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ABSTRACT 
The velocity of light data from four different sources are tabulated and edited to provide data sensitive enough to 
distinguish between a decrease in c of the size claim by Setterfield and Norman and constancy. The analysis of 
these values yields a tlme-dependent weighted regression model with significant fit and statistically significant trend. 
Data analyzed by time subintervals, distribution, accuracy and precision yielded results in support of the regression 
model. Attempts to determine an experimental or experimenter bias to account for this trend were unsuccessful. 
Some examples of physical evidence which might support Setterfield's hypothesis are discussed. 
INTRODUCTION 
In 1987 Setterfield published his monograph Atomic Constants, Light and Time[19) which raised again the question 
of the constancy of c. Since then there have been no less than 17 articles in the Creation Research Society 
Quarterly and 12 articles in the Creation Ex Nihilo Technical Journal debating this Issue. Authors have used various 
statistical techniques including run tests, regression lines, weighted regression lines and distribution tests. One 
important claim made by Setterfield is that the decreasing c hypothesis explains how the transit time of light from 
galaxies billions of light years away takes only thousands of years. Since it would provide an alternative to well 
accepted scientific arguments against the credibility of biblical history and chronologies this hypothesis should be 
welcome among young-earth creationists. However, this has not been the case. Since this hypothesis is potentially 
very significant to creationist astronomy and physics, it is important to develop data and tests which are 
unambiguous. This paper defines a data set of c values appropriate to this purpose and analyzes this data not only 
for trends but also for non·physical explanations of the trends in the data. 
One of the primary motivations for this analysis of the data on the velocity of light stems from a dissatisfaction with 
the techniques and data used in previous analyses, including my own[16). Most analyses have used 162 or 163 
data from Setterfield's tables as their basic data. If these had provided unambiguous results the matter would be 
settled. However, some of Setterfield's data is either non-experimental (Encyclopaedia Britannica 1771), duplicate 
(Cornu 1874) or regarded as unreliable (young/Forbes 1881). This gives undue weight to some experiments and 
undermines the credibility of the results. Previous studies have also Ignored the question of the sensitivity of the 
data and methods i.e. the ability of the data to detect a change of the size suggested by Setterfield. Thus, some 
data, which lack precise or accuracy, render the data collectively ambiguous. This study incorporates the principle 
of one datum to each experiment and the use of data only if it is sufficiently precise and consistent to distinguish 
between a constant and a decrease of the size claimed by Setterfield. 
METHOD OF DATA SELECTION 
Data has been drawn from four secondary sources: Setterfield[19), Froome and Essen[11). Dorsey[7) and Birge[2). 
As there is agreement in these sources concerning the original published values no search of the original sources 
was made. The values from these four sources have been collected into a single table of 207 values ( Appendix 
A) . From these I removed duplicate values and constructed a second table of single valued independent 
experimental data (SVIED) which contains 158 values, one Single value for every recognized experiment (S and D's 
removed from Appendix A) . The SVIED was then analyzed for methods or data which were not acceptable because 
they were outliers, rejected by scientific authorities or contained anomalous and unacceptable characteristics. The 
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remaining 119 values (SVIEAD) were subjected to a sensitivity analysis. Three additional data were eliminated by 
the sensitivity analysis leaving 116 data accepted for analysis (DAFA; * or M* in Appendix A) . The error bars were 
taken from the secondary sources except for Setterfield's data where the error bars quoted in Hasofer's regression 
analysis [13] were used. One exception to this is the error bar for Delambre which is decidely too small and was 
increased to a more modest 1000 km/sec. For data which appeared in more than one source the errors were the 
same with two or three exceptions. The primary use of this data was in justifying the variance assumption of the 
weighted regression technique and secondarily in the analysis by error bar size. 
Single Valued Independent Experimental Data 
The data in Appendix A contains many multiple values. These may be divided into three categories. First, there are 
the values which have been recalculated to take into account some factor missing from the originally published 
value. Such original values are labelled D as defective. Mostly, these are in vacuo corrections. The second group 
contains values which were computed from the same original observations but with different statistical treatment. 
These are reworkings and are labelled M* as multiple values. These have been reduced to single values by taking 
the median of the various reworkings. The third category are data which were rejected by the experimenters, for 
example Cornu(1872), and replaced by a subsequent value from a new experiment. Typically, these new data have 
improved accuracy and precision. These have also been labelled D. Omitted are values which are averages of other 
data, including the 1771 Encyclopedia Britannica value, and values quoted from unidentified sources. These have 
been labelled S for secondary. In addition to removing duplicates, values were added which had previously been 
lumped into a single average but were experimentally different. The early aberration values from Bradley's research 
contains observations of different stars at 3 different observatories at different times and deserve to be recognized 
as separate data pOints. These values were calculated from Table 2 of Setterfield and Norman (19] . 
Unacceptable Methods And Rejected Data 
Four methods contain data the majority of which is questionable: radar, quartz modulator, EMU/ESU and Kerr cell. 
Three radar values are in air and have not been converted to in vacuo for lack of humidity measurements. Radar 
waves are more sensitive to humidity than visible light so that the usual factor of 1.0002885 may be low [II ,p79]. 
The possible range of the conversion factor is sufficient to cause the radar values to be ambiguous with respect 
to the hypothesis. Froome and Essen also consider these to be of poor accuracy [II ,p79] and, since no humidity 
measurements were taken, unsuitable for conversion to in vacuo. These have been omitted. The large error bars 
(in comparison with the other post 1945 data) suggests they would be of little value. The quartz modulator values 
were considered poor by Froome and Essen. They quote Houstoun: '10 say that its(minimum intenSity) 
determination gives no feeling of aesthetic satisfaction is an understatement" [II ,p84]. Neither value would survive 
an outlier analysis and so have been omitted. The EMU/ESU method contains 10 values from 1868 to 1883 which 
by simple regression line yield an anomalous 934±185 km/sec/year increase. This is clearly an experimental 
problem not related to any physical changes in the value of c. The magnitude of this change and the number of 
data is sufficient to produce a rate of increase over 188±85 km/sec/yr for the data as a whole. Exactly where this 
anomaly ends is difficult to tell and it must be admitted that the decision of Birge, Dorsey and Setterfield to omit 
all but the Dorsey 1906 datum is a necessary one. The values of the Kerr cell method are unquestionably low in 
comparison to post 1945 data [17]. However, no reviewer to my knowledge has been able to find errors of the size 
which would reconcile these results. This method was included since Birge, Dorsey and Setterfield included them 
in their best data. 
Rejects are data whose values have been questioned by authorities because of experimental limitations or the lack 
of credible result. These have been labelled RJ in the Appendix A. Todd [21] in his article on solar parallax excluded 
both the Fizeau(I849) and Foucault(I862) values from his weighted average of c. DeBray[6] listed all the optical 
values prior to 1931 and selected only seven which he considered trustworthy. Fizeau(I849), Foucault(I862), 
Michelson(1878}, Young/Forbes(I880}, Newcomb(I881.8} and Cornu(1872} were among the values described as 
preliminary or flawed by systematic errors. Among the optical data I differ from Debray only in the use of the first 
and second value of the Perrotin/Prim(I900) experiments, while DeBray treats them as a single experiment. Mulligan 
and McDonald[17] comment extensively on the Spectral line method. Concerning the 1952 value they comment 
that Rank later found a systematiC error which increased the total error to 15 km/sec. The Rank(1954) value was 
flawed by a poor wavelength which obviously affected the prior value as well. The aforementioned values are treated 
either as 'rejected's or as defective preliminary values replaced later by a superior datum. 
An adjustment for aberration values is necessary before the data is prepared for analysis. The aberration values 
are calculated from the aberration angle of starlight in air. These calculated values are, thus, in air rather than in 
vacuo values. Since none of the sources has calculated these individually or suggested an adjustment collectively 
I added 95 km/sec[II ,p48) to each the datum. 
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Outliers 
For the outlier analysis data was divided Into three sections: the early data up to 1890, the middle data from 1890 
to 1940 and the late data from 1947 to 1967. Data were considered to be outliers if they did not fall within 3 
standard deviations of the estimated value from a simple least squares linear regression. These have been labelled 
o In Appendix A. The laser values were omitted from analysis because atomic clocks were used as a time standard. 
The frequency of atomic clocks vary In direct proportion to the frequency change In light. Thus, any attempt to 
measure a change In the frequency of light by using atomic frequency standard is Impossible. The brea,k in values 
and accuracy of the late data Is rather obvious and sufficient data exists to make an outlier analysis credible. There 
was also an obvious break between the 17th-18th century data and the more recent. However, to Increase the 
credibility of the regression at least 25 data were Included. The 1890 date provided a convenient boundary. Three 
of the flve data labelled RJ were also determined to be outliers with the other 2 at least 2.5 standard deviations 
from the estimated value. 
Sensitivity 
Brown (3) opined that c was constant within the precision of the data. His methodology Is seriously flawed 
[16,p141). Humphreys [14, p42) questioned why the rate of decrease of c should decrease In direct proportion to 
our ability to measure It. Humphreys gave no evidence that this was true. As yet no paper has properly addressed 
this Important Issue of the sensitivity of the data. First, an estimate of the size of the change In c must be estimated 
for each method over the Interval of time of the different methods used. The quadratic function of Hasofer (13) was 
used to estimate the difference In values of c at the end points of the various methods and Is labelled Est. Ii. c in 
Table 1. The ratio of this estimate to the standard deviation of the method ,which I will call the sensitivity ratio, 
should be normally distributed. Methods with ratios above 1.65 should be very sensitive to the hypothesized 
decrease, that is, there Is less than a 5% likelihood that the estimated decrease would result from randomness. 
The figures in Table 1 represent the sensitivity ratios for methods with 4 or more data as well as the post 1945. 
These are listed in order of estimated slope(li.c/yr) . The EMU/ESU method has been included in the sensitivity 
analysis for comparison purposes. The statistic was successful in predicting the significance/insignificance of a 
simple linear regression line in 7 of 9 cases. Five of the six sensitive methods had simple regression line slopes 
which were significant at the 95% confidence level. Two of the three insensitive methods had insignificant regression 
lines. If the data with the two smallest ratios(insensitive data) are removed the magnitude of the slopes of their 
respective regression lines are decreasing significantly and in almost the same order as predicted. 
The sensitivity ratio for standing wire values, .21, shows that the standing wire data has insufficient accuracy to 
distinguish between an empirical trend and randomness. All but the Mercier(1923) datum have been omitted as 
Birge, Dorsey and Setterfield all included it. The sensitivity of the Roemer data is understated due to the lack of 
intermediate data. This leads to an artificially high standard deviation. Extra regression lines with and without the 
Roemer data have been conducted for Table 2. On the other hand the decision to delete all but one of the 
EMU/ESU data would seem to be well justified by these results. Not only are the data insensitive to the 
hypothesized change but the direction and magnitude of the slope overall are anomalous. 
* In km/ •• c **In km/ •• c/yr 
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REGRESSION MODELS 
Regression line models are based on three assumptions: 
(1) The expected value of the residuals is zero i.e. E[el) =0 
(2) The variance of the errors(residuals) is constant 
(3) The errors(residuals) are independent of the random variable 
For a regression line to be accepted as a model (not necessarily a unique model) the residuals must be tested for 
these three conditions. The c data, however, does not easily lend Itself to regression analysis. A simple linear 
regression will not take into account the varying degrees of reliability of the data. A weighted regression technique 
exists which weights each data with the inverse square of the error bar. This may satisfy condition 2 
(homoscedasticity) but for the c data a poor fit. More importantly, this weighting procedure in the case of the c data 
causes a correlation between the residuals violating condition 3. The residuals are said to be autocorrelated. The 
standard test for autocorrelation is called the Durban-Watson test. In the case of the c data the autocorrelation 
stems from the time dependence of the error bars themselves. The standard technique for correction of 
autocorrelation is to apply an autocorrelation parameter [18,p356) to the data to smooth it prior to regression. 
Unfortunately, when applied to the weighted regression line for c data the residuals still fail the Durban-Watson test. 
Even repeated applications are ineffectual at correcting the problem. 
To solve this dilemma, a different weighted regression technique will be used. Let T be the independent random 
variable representing time and C be the dependent random variable representing the velocity of light. The following 
presents a quadratic polynomial regression model: 
where a,b,d are coefficients 
C and T are random variables 
and ej is the error. 
(1) 
If the variance of ej is proportional to T2, where T is measured in years prior, the variance of efT is constant and 
a regression line will be homoscedastic. 
(2) 
where 0 2 is the statistical symbol for variance 
Equation (1) is then transformed into 
(3) 
The variance of the errors is 
(4) 
i.e. the variance of the errors is constant. 
This permits a standard simple regression to be performed on the transformed variables. Once the regression has 
been performed the transformation can be reversed and the appropriate coefficients will be found next to the proper 
power of T in equation (1) [18,pI31). The first two regressions in Table 2 were checked for autocorrelation by the 
Durban-Watson test. None were close to significant. These regression lines may properly be called regression 
models. To test for the assumed condition the data (DAFA) was divided into quintiles and the standard deviation 
calculated for each. A regression line was calculated for these values using the mid-point of each range for a time 
reference. The result showed a 2 unit per year increase (T is in time prior to 1967.5) with a coefficient of 
determination (~) of .99. Both fit and slope were significant at the 95% confidence level. Thus, the above weighted 
regreSSion technique is appropriate. 
Results of this regression of the data (DAFA) are recorded in Table 2. Dynamic data in the table refers to the whole 
set of data less the laser data which was timed using atomic rather than dynamic time. The null hypothesis is that 
there is no decrease in c versus the alternate hypothesis that there is. All 6 tests on the dynamic data and its major 
subsets showed a significant quadratic term at the 97.5% confidence level. Only the Laser values had insignificant 
coefficients for both the linear and the quadratic. Note that the time is calculated in years prior to 1967.5 and so 
positive terms mean an increase in c as one goes back in time. Other methods were also tested. In all cases at 
least one coefficient is significant and positive. Most of these datasets are too small for their results to be very 
credible in themselves. However, they are consistent with results of the larger data sets. Kerr cell, standing wire and 





By historical accident some decades and years have more data, This is an historical bias and could led to 
exaggerated results, To test what bias this Influence has a weighted regression was done on the data (DAFA) where 
values In the same year were replaced by their weighted average, This is listed under One-year Average, The 
significance level rose Indicating this bias lowers the significance of the regression, Simple regressions were also 
performed on the values less their error bars, I.e, the minimum of their probable values, Since the less reliable data 
has larger error bars this technique lowers the value of the less reliable data more than the better data, The 
regression line was stili positively and significantly sloped, This was still true at 1,92 times the error bar and the 
slope was still positive even at 2,47 times the error bar. This should not be true of a set of values representing a 
constant. Lastly, a simple regression was done on the deleted data, Its slope was decreasing at 98± 17 km/sec/yr, 
Although significant quadratic relationship has been found In the accepted data and Its major subsets, it cannot 
be assumed that this relationship Is due to a physical decrease in the value of c, It has been established that this 
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Other possibilities must be explored as well as the physical one: 
(t) Is the decrease dependent on the less reliable 18th century data? 
(2) Is the decrease a product of combining methods with systematic or other errors? 
(3) Is the decrease a one-sided approach to the current value of c due to experimental or experimenter bias? 
To determine the answer to the first question the 18th century values were subtracted from the accepted (OAFA) 
data. A weighted regression was performed on the remainder. which resulted in a coefficient of T2 significant at the 
97.5% confidence level. The t test was applied to the average and was significant at the 99.9% confidenca level. 
The removal of the 18th century data does not result in insignificant tests. Could some other data in a specific time 
interval be responsible for the decrease in the data. Initially a 10 year interval was chosen for analysis but too many 
of the cells had too little data. The interval was widened to 20 years. Even so, the 18th century data had to be 
grouped into a single cell and the 1940 cell was moved to 1947-67 to include the 3 extra data. 
The t tests for the averages of this group of cells is presented in Table 3. Laser results have been omitted. Of the 
7 celis 4 have significant deviations from the accepted value of 299792.458 km/sec. This is much higher than would 
be expected on the basis of random chance. There were no results in the 25-75 percentile range where half the 
results would be expected to be. The one cell with the obviously anomalous results is the 1900-1920 era where the 
predominant values are by the aberration method. This suggests that the aberration values are systematically low. 
The distribution of aberration and non-aberration values about the accepted value was tabulated. Table 4 shows 
the number of values above and below the accepted value accumulated by 200 km/sec intervals and a binomial 





















For the non-aberration values the binomial test shows significance at the 99% confidence level throughout all ranges 
of accuracy. The aberration values on the other hand range from 15% to 91 %. Not one of the distributions are 
significant at the 95% confidence level. Yet from Table 2 regression results both of these subsets yield similar and 
significant T2 coefficients. In addition, the number of aberration values above the accepted value prior to 1900 is 
27 of 35 values whereas the after 1900 the distribution Is reversed and there are only 11 of 30. The aberration 
values as a whole have an insignificant distribution over all ranges of accuracy but is composed of two highly 
different distributions pre and post 1900. It would be expected that the experimental values ought to approach the 
accepted value whether from above, below or both. This Is true of the non-aberration values but not of the 
aberration values. From the above considerations It may be concluded that the aberration values are the anomalous 
ones, that they are decreasing at about the same rate and that they decrease to a value lower than the non-
aberration values, i.e. they are systematically low. From the significance of the weighted regressions and the t-test 
on the post 18th century data it may be concluded that there is still a significant decrease in the values of that era 
and this despite the effects of a systematic error in the aberration values which reduces the value of the T2 
coefficient of the whole data below those of the corresponding aberration and non-aberration values. 
The second possible explanation for the decrease in c values is that it is a product of different systematic errors 
in the various methods. In such cases a significant portion of the methods ought to show constancy. From the 
results of Table 1 it can be seen that only the EMU/ESU shows a positive slope by simple regression and of those 
methods which have data sensitive enough to find a decrease all but one have significant slopes. The weighted 
regression lines show no substantial difference. The aberration and non-aberration coefficients are both significant. 
The combination of these two in fact decreases the regression coefficients likely because of the systematic error 
In the aberration values. The omission of the Roemer data still leaves a significant weighted regression line. The 
post-1945 data is also significant. This leaves 15 other values representing mainly the Kerr cell and optical values. 
The Kerr cell values are also decreasing with time but because they are all less than the accepted value they 
actually decrease the size of the slope of the weighted regression model. The optical measurements have a 
significant linear decrease and an insignificant quadratic coefficient. There is no sign that a set of constant 
method(s) is(are) causing c values to be miSinterpreted as a decreasing trend. In fact, certain systematic problems 
can be shown to be lowering the rate of decrease in the regression model. 
The third possibility is harder to determine since the behaviour of the data under the assumption of a physically 
decreasing value of c and a decreasing value of c due to a one-sided approach to the accepted value is almost 
the same. The c values do contain at least one example of this kind of phenomenon. The EMU/ESU has a very 
steep trend in the 1668-1883 range(10 of 25 data) which is 5 times steeper than for the whole dataset. The t-test 
on the average of these two subsets have substantially different confidence levels(99.5% and 40%). As the 
experiments became more accurate a one-sided negative systematic error was obviously reduced more than all the 
others. After a certain point the reduction in this error was no longer significant and the values stabilized. This kind 
of behaviour ought to be detectable by arranging the data by error bar size and examining the results for obvious 
breaks in the significance. 
for accepted c data by size of error bar 
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In Table 5, the averages and simple regression slopes for different error bars intervals are listed together with the 
significance of the their t-tests. If the hypothesis Is that the values of c are approaching from one-side due to 
experimental or experimenter bias than there ought to be a break in the confidence levels. There is such a break 
at 100 km/sec where significance drops to 74%. However, at 5 km/sec this significance reappears and the 
confidence levels remains significant down to the .5 km/sec cell after which there is too little data. Furthermore, the 
difference in the confidence levels between the 5 and 10 km/sec group is over 93 pOintsl This jump is caused by 
adding only 6 data to 23. These data contain all 4 Kerr cell values which are all below the accepted value by 
significant amounts. They also prevent significance in the 20 and 50 km/sec group. The 100 km/sec group contains 
many of the post 1900 aberration values which are systematically low and it would be anticipated that these would 
have considerable effect on the 100 km/sec cell. The confidence levels of the simple regression lines show an 
identical pattern; the only cells to show loss of Significance are those affected by Kerr cell and post-19OO aberration 
values. The only example of one-side errors or biases which have affected the values of c to be found are the 
EMU/ESU values. Although others [14] have mentioned this phenomenon as an explanation for the decrease in the 
values of c, they have not given examples. 
DISCUSSION 
A major focus of this paper is to create a set of c values which Is appropriate for analysis with respect to the 
Setterfield hypothesis. It is appropriate to examine what the inclusion of these deletions would have. The inclusion 
of EMU/ESU data would definitely have a significant influence on all results except the error bar analysis. This 
method's lack of accuracy and precision cannot justify its Inclusion in this analysis. Those who would include this 
method will no doubt disagree with the conclusions of this analysis. Both the rejected and the outliers, if added 
back in would augment the size of the decrease In c. They would also increase the initial averages and slopes in 
the time and error bar analysis. 
To ascertain what bias the deletions have as a whole a simple regression line through the deleted data was done. 
This yielded a 98:1: 17 km/sec/yr decrease. The average (3OO157 km/sec) was above that of the DAFA data but not 
significantly. The regression slope is significant despite the Inclusion of the EMU/ESU data. It cannot therefore be 
claimed that results favouring the Setterfield hypothesis are attributable to the bias In the selection of deleted data. 
Regression lines have been published by a number of researchers and have played a key role in the debate 
[1),[4],[9].[13),[16] . It would then be appropriate to give some account of them. Norman's regression lines although 
significant are all unweighted as are Brown and Evered's tertiary polynomial. None of these are homoscedastic. 
Aardsma's and Hasofer's published weighted regression lines which are homoscedastic. Aardsma's is linear and 
not significant and Hasofer's Is quadratic and Is significant. However, but both fall the Durban-Watson statistic at 
the 99% confidence level I.e. the residuals of the lines are autocorrelated. In addition, some error bars in Hasofer's 
regression analysis have been challenged which would change the significance [1 a,p83] . Thus, no regression line 
published to date has met all three conditions for a regression line model. It may be noted in defense of Aardsma's 
work that he was merely constructing an weighted average rate of change. For this purpose he used the required 
technique. However, In my opinion he has failed to grasp the complexity and systematic errors of the data and thus 
the need for a broader and deeper analysis. 
Several factors led me to this opinion. First, the weighting of Aardsma's line puts over 90% of the weight on 6 data 
points in the 1956-1967 era. The average unwelghted slope In this era Is less than a .03 km/sec/yr decrease. Thus 
there is a bias in the weights of the data towards the era with the smallest slope. In such cases, one must be wary 
that one's interpretations are valid beyond the small number of data which effectively determine the results . The bias 
can be lessened by reducing the weighting factor or reducing the number of data where the heaviest weighting 
occurs. The weighted one-year-average regression line In Table 2 is one such technique. Another possibility would 
be to regress the pre-1 945 data to test whether insignificant change is restricted to the post-1945 data. 
Second, the Durban-Watson test for Aardsma's regression line is significant at the 99% confidence level indicating 
that the residuals from this line stili form a significant time dependent sequence: that is, not all the decrease in the 
data is reflected In the regression coefficient. Furthermore, there are major corrections which must be made to 
Aardsma's data. Although not stated in Setterfield's paper the EMU/ESU, standing wire and aberration methods 
contain 92 data for which the in vacuo adjustment has not been made. In addition, several values are duplicates 
and triplicates which add to the bias. These biases act together to minimize the slope and the significance of his 
result. Thus, his conclusions are not based on satisfactory evidence. 
PREDICTIONS 
The quality of a scientific hypotheSiS must be judged not only by its fit to empirical data but also by its predictions. 
The effect that a decreasing c would have on other physical constants if the frequency of light were decreasing has 
been presented by Norman and Setterfield[19] . They claim their analysis verifies the predictions of their hypotheSiS. 
Testing of this claim will be the subject of future research. However, there is the question whether Setterfield's 
distinction between atomic time and dynamic or gravitational time has long term physical effects rather than a minor 
temporary one. There needs to be a demonstration that over long periods the discrepancy between atomic time 
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and gravitational time is significant. Fortunately, examples can be found. 
Stars ages are calculated using atomic isotope ratios of hydrogen and helium. These ratios are interpreted as 
yielding ages up to billions of years. These ages are in atomic years. However, remnants of supernova stars can 
dated by various techniques which are dependent on its rate of expansion, a dynamic process. Their ages, 
according to Davies' [5) analysis of supernova remnants in our galaxy, range up to 7,000-8,000 years in gravitational 
time. Although age estimations are stili crude it must be admitted that a wide discrepancy exists between the atomic 
ages of stars and gravitational age of supernova remnants and that this is not expected according to conventional 
theories. 
Zircon crystals embedded in deep granites in the Earth's crust and studied by Gentry are dated by Uranium/Lead 
Isotopes ratios (atomic process) to be over a billion years old. However, the rate of diffusion (dynamic process) of 
the helium by-product shows the radioactive decay to be 10,000 years old or less [12, p52-53]. Gentry accounts 
for this age discrepancy by suggesting a supernatural increase in radioactivity during brief periods prior to or during 
the flood. Whatever the cause, the data cannot be anticipated by the conventional view that atomic and gravitational 
ages are equivalent. Setterfield's hypothesis predicts what conventional scientists are forced to discount. 
Another problem concerns the spiral appearance of many of the galaxies in the universe. In order for spiral galaxies 
to retain their shape the velocities of the stars within the arms of the spirals ought to vary in direct proportion to 
their radii. This is not observed. All the stars in the arms within each spiral galaxy have the approximately the same 
speed [20] . Thus, the stars in the outer portion of the arms, having a much longer orbit, trail farther and farther 
behind the inner ones as time goes on. Conversely, if one goes back in time the stars on the inner portion of the 
spirals would back up faster than those in the outer portion and the spiral shape would look less curved. As the 
astronomers look farther Into space they are looking at images of galaxies whose light was emitted earlier in time 
which ought to appear progressively less curved or less wound-Up spiral galaxies. Since the average rotation period 
Is in the order of 200 million years there ought to be some discernable differences beyond 200 million light years. 
Astronomers have failed to find any such progression in their observations up to 1 billion light years (8). This, too, 
is a natural consequence of the decreasing c hypothesis in that the light travel time is much lower than 
conventionally assumed because of the higher velocity of light in the past. 
Finally, every radioactive isotope known with an atomic number less than or equal to 92 and a half-life greater than 
700 million years is found naturally in the Earth's crust. With the exception of carbon-14 which is produced 
continually in the upper atmosphere and isotopes which are by-products of other long half-life isotopes there are 
no short half-life isotopes (less than 700 million years) occurring naturally in the crust [15) . If radioactive decay 
values were constant and the Earth were 4-5 billion years old then long half-life isotopes should still exist after 4-5 
billion years bu1 not the short half-life ones (see Table 6) . This evidences agrees with the standard evolutionary 
geology. Setterfield's hypotheSiS predicts the same results as the evolutionary model bu1 provides an alternative 
naturalistic explanation for this distribution, one within a short Earth history. Creationist explanations have focused 
heavily on individual ratios and methods. I could find no creationist papers which explain the above distribution. 
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Nuclide and Percent Half-life 
Atomic Number Abundance Period in 
In nature Years 
K-40 .0117 1.3xl09 
Se-82 9.19 1.1xl020 
Rb-87 27.83 4.8xl010 
Cd-113 12.2 9xl015 
In-115 95.n 5.1xl014 
Te-130 34.49 2xloZ1 
La-138 .089 1.lxl011 
Nd-l44 23.8 2.1xl015 
Sm-147 15.07 1.lxl011 
Sm-148 11.3 8xl015 
Gd-152 .20 1.lxl014 
Lu-176 2.6 3.6xl010 
Hf-174 0.16 2xl015 
Re-187 62.6 4xl010 
Pt-l90 .013 6x1011 
Th-232 100 1.4xl010 
U-235 .715 7.Oxl08 
U-238 99.28 4.5xl09 
Ta de. b e 6. H.ff-/Ive. or n.turally occurring raalOict/Ve nucl 
according to McGraw-Hili Encyclopaedia of Science .nd Technology 
CONCLUSIONS 
The above analysis has accepted the published values, reworkings and corrections as valid . This does not mean 
that new information has not or will not arise to change the assessment of the proper value which should be 
assigned to the observations. It would be entirely appropriate to reevaluate the published values In light of any new 
techniques or knowledge. This I leave to the physicists. My purpose here Is to provide motivation and justification 
for such research. 
From my analysis it may be reasonably concluded that: 
(1) EMU/ESU and standing wire data are too insensitive to test Setterfield's hypothesis. 
(2) Both Aberration and Kerr Cell results have systematically low values. 
(3) C(T) = 299792 + .031 *(1967.5-T)2 is a suitable regression model for the velocity of light values in 
the last 250 years. 
(4) Tests of the selected data strongly support an decrease in the values of c. No evidence of 
experimental causes could be found for the observed decrease. 
(5) Predictive abilities of the Setterfield hypothesis make a physical interpretation of the empirical 
decrease not only reasonable but credible. 
The regression model in this paper ought to be given priority over previously published regression lines since it is 
the only one which is weighted, homoscedastic and non-autocorrelated. In addition it is the only one based on one 
in vacuo datum per experiment. It provides the soundest grounds so far to decide the question. The various non-
random distributions of the data by date, precision, accuracy, and method are too consistent and pervasive to have 
been caused by systematic experimental and experimenter biases. Those biases and systematic errors in the data 
which can be identified are not helpful in providing a non-physical explanation of the results. The prediction of a 
substantially divergent ages for dynamic processes proceeding from nuclear processes is a very critical test of the 
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Setterfield hypothesis. There exist physical examples which extend past the three hundred years of data used here. 
These data are compatible with Setterfield's hypothesis but unexpected from conventional physics. The agreement 
of statistical and physical evidences provide ample grounds for pursuing physical mechanisms to explain the 
decrease in the velocity of light. 
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APPENDIX A 
ALL DATA COMBINED 
Data 
Experimenter Date 
e Error Meth Code Comments 
# Value Bar 
1 IRoemer/Froome&Essen 1675.0 215,000.000 - 1 D 10f Historical Interest Only 
2 I Roemer/Setterfield 1675.0 307,500.000 5400 1 0 
31vasslnl 1693.0 352,000.000 1800c 1 0 
4 I Bradley/Busch 1727.0 303,434.000 750 2 M* ISetterfield - Table 3 
5 IBraC:lIey/NewCOmD(KO) 1727.0 299,289.000 1750 2 M* ISetterfield - Table 2 
6IBradley/FroOme&ESSen 1727.0 301,000.000 - 2 S 
7IBradley/AuwerS(KO) 1727.0 301,416.000 1070 2 M* ISetterfield - Table 2 
8 Bradley(KO) 1727.0 303,430.000 750 2 M* ISetterfield - Table 2 
9 Auwers(Wanstead) 1737.0 3OO,313.00C 920 2 M* ISetterfield - Table 2 
10 Busch(wu) 1737.0 304,103.00C 750 2 M* ISetterfield - Table 2 
11 Delambre 1738.0 303,320.000 1000 1 * 
12 Bradley/Setterfield 1740.0 300,650.000 750 2 S Setterfield - Table 11 
13 Peters(GO) 1752.0 299,406.000 1150 2 M* Setterfield - Table 2 
14 Bessel(ureenwich) 1752.0 300,093.000 1150 2 M* ,Setterfield - Table 2 
15 Martin 1759.0 303,440.000 350 1 * 
16 Encycl.Britannica lnl .0 302,220.000 620 1 S :vombination of previous 
17 Llndenau(PO)_ 1783.0 300,460.000 160 2 * 
18 Struve(PO) 1841 .0 300,270.000 250 2 * 
19 Folk-struve(PO) 1841 .0 300,340.000 120 2 * 
20 Llndenhager(,",-u) 1843.0 299,760.000 180 2 * 
21 Struve(PO) 1843.0 300,020.000 160 2 * 
22 izeau( T extDoOK) 1849.5 313,300.000 1000C 3 RJ rough approximations -
23 izeau(Journal) 1849.5 315,300.000 1000C 3 RJ rough approximations -
24 izeau 1855.0 298,000.000 5000 3 S Original source uncertain 
25 Fizeau 1855.0 305,650.000 5000 3 S Original source uncertain 
26 weber/Kohlrausch 1856.0 310,700.000 20000 7 D Not in vacuo 
27 Weber/Kohlrausch 1856.0 310,800.000 - 7 em 
28 Nyren/peters 1858.0 299,800.000 190 2 * 
29 Glasnapp 1861.0 300,050.000 150 1 M* 
30 oucault 1862.8 298,000.000 500 4 RJ Unfavourable 
31 Newcomb(WO) 1864.5 299,870.000 130 2 * 
32 ulyden(PO) 1866.5 301,050.000 200 2 * 
33 Maxwell 1868.0 284,000.000 20000 7 D not in vacuo 
34 Maxwell 1868.0 284,300.000 7 em 
35 Nyren/Glyden(PO) 1868.0 299,440.000 200 2 * 
36 Thomson/King 1869.0 280,900.00( 8300 7 em 
37 Nyren{Wagner(PO) 1870.0 299,980.00C 60 2 * 
38 ICornu 1872.0 298,500.00C 900 3 D Redone 1874 
39 Nyren(PO) 1873.0 299,580.00( 200 2 * 
40 McKichan 1874.0 289,700.00c 6BOO 7 em 
41 I vornu/Dorsey 1874.8 299,900.00( 600 3 M* 
42 Ivornu/Helmert 1874.8 299,990.00( 200 3 M* 
43 ICornu 1874.8 300,400.00( 800 3 M* 
44 Harvard(1844-1909) 1876.5 299,921.00( 13 1 M* 





Meth Code Comments # Value Bar 
46 I Michelson/Dorsey 1878.0 300,500.00c 3500 4 D IRedone In 1879 
47 I Micnelson 1878.0 300,140.00c 700 4 D IRedone in 1879 
48 IAyrton/Perry 1879.0 296,000.OOC 3000 7 D not In vacuo 
49 IAyrton/perry 1879.0 296,100.00c · 7 em 
50 Hockin 1879.0 296,700.00c 3000 7 em 
51 I Rowland 1879.0 298,400.00c 3400 7 em 
52 I Nyren(l'u) 1879.5 299,440.ooc 200 2 * 
53 I MIChelson/Dorsey 1879.5 299,900.00c 200 4 M-
54 I Michelson 1879.5 299,910.00c 50 4 M* 
55 IMlchelson/Birge 1879.5 299,990.ooc 200 4 M* 
56 IShida 1880.0 295,500.00c 3000 7 D not In vacuo 
57 l::inlda 1880.0 295,600.00c · 7 em 
58 IYoung/Forbes 1880.0 301,382.00C 2000 3 RJ IReJected by most peers 
59 INyren(PU) 1880.5 299,480.00C 130 2 
60 IStoletov 1881 .0 299,000.OOC 2000 7 em 
61 INewcomD/uorsey 1881 .8 299,780.00c 80 4 u nltlal values Newcomb 
62 I NewcomD 1881.8 299,810.000 50 4 U Iunly 1882 value 
63 I Exner 1882.0 287,000.000 2300C 7 em 
54 I NewcomD 1882.7 299,860.000 30 4 -
65 IMichelson/Dorsey 1882.8 299,850.000 250 4 M* 
66 IMlcnelson 1882.8 299,853.000 60 4 M* 
67 Thomson 1883.0 296,400.000 2000C 7 em 
68 Nyren(l'U) 1883.0 299,850.000 90 2 * 
69 K1emencic 1884.0 301,880.000 1500 7 D not In vacuo 
70 K1emencic 1884.0 302,000.000 · 7 em 
71 vOlley 1886.0 301 ,500.000 6000 7 em 
72 Himstedt 1887.0 300,570.000 750 7 D not In vacuo 
73 Himstedt 1887.0 301 ,000.000 · 7 em 
74 Thomson et al 1888.0 292,000.000 5250 7 em 
75 Rosa 1889.0 300,000.000 800 7 D not In vacuo 
76 Rosa 1889.0 300,090.000 7 em 
77 W. lhomson 1889.0 300,500.000 1000 7 em 
78 Kustner(BO) 1889.5 299,870.000 260 2 * 
79 Marcuse 1889.5 299,870.000 180 2 * 
80 Doolittle(FO) 1889.5 3OO,460.00c 130 2 -
81 J.J.Thomson/Searle 1890.0 299,090.00c · 7 em roome&Essen 
82 J.J.Thomson/Searle 1890.0 299,690.ooc 600 7 u Not In vacuo 
83 vomstocK 1890.5 3OO,560.00c 170 2 -
84 I'ellat 1891.0 3OO,920.00c 600 7 D not In vacuo 
85 pellat 1891.0 301 ,01 O.OOC · 7 em 
86 IBlondot 1891 .0 302,2OO.00c 8500 6 U uutller 
87 I Batterman(BO) 1891 .5 299,630.00c 170 2 * 
88 l\..,handler(BO) 1891.5 299,630.00c 170 2 * 
89 IMarcuse(~u) 1891 .5 299,640.00c 130 2 * 
90 l~eCKer(::iU) 1891.5 3OO,170.00c 200 2 -
91 IPreston(HO) 1891 .5 3OO,75O.00c 730 2 * 
92 IAbraham 1892.0 299,220.00c · 7 em 
93 IADraham 1892.0 299,85O.00C 350 7 D not In vacuo 
94 I Becker(SO) 1892.5 300,090.00c 180 2 -
95 IBlondot 1893.0 297,200.00C 5500 6 0 IOutlier 
96 luavldson(::il-U) 1893.0 300,020.00C 200 2 * 
97 I Rhys/Davls(FO) 1894.5 300,430.000 190 2 * 
9B ITrowbridge/Duane 1895.0 3OO,395.00c 5600 6 S.w. 




c Error Math Code Comments 
:/I Value Bar 
100 I Rhys/DavIS(FO) 1896.5 3OO,170.00c 170 2 * 
101 Isaunaers 1897.0 299,795.00c 3300 6 S.w 
102 IHermuzescu 1897.0 3OO,100.00c 300 7 D not In vacuo 
103 IGrachev/Kowalski(KO) 1897.0 3OO,150.00c 100 2 * 
104 I Hermuzescu 1897.0 3OO,190.00c - 7 em 
105 IPerot/Faory 1898.0 299,73O.00c 300 7 D not In vacuo 
106 I Perot/Fabry 1898.0 299,870.000 - 7 em 
107 IWeoster 1898.0 302,590.000 3000 7 em 
108 IGraCheV(KO) 1898.5 299,380.000 100 2 * 
109 IHhys/uavls(~o) 1898.5 300,170.000 170 2 * 
110 IMaclean 1899.0 299,195.000 5000 6 S.w 
111 luracnev\l\u) 1899.0 300,110.000 100 2 * 
112 I Looge/ulazeorooK 1899.0 300,900.000 1200c 7 0 not In vacuo 
113 I Loage/GlazeorooK 1899.0 301,000.OOC - 7 em 
114 IPerrotln 1900.4 299,9OO.00c 80 3 M* 
115 Il"errotln/Dorsey 1900.4 300,000.OOC 1000 3 M* 
116 I perrotln/Pnm 1900.4 3OO,032.00c 215 3 M* 
117 Inter.Lat.Servlce 1900.5 299,480.00c 60 2 * 
118 Il"errotin-avg 1901 .4 299,880.00c 50 3 S Average of other data 
119 I.L.S. 1901 .5 299,440.000 60 2 * 
120 uoohttle(FO) 1901.5 299,540.000 130 2 * 
121 Perrotin 1902.4 299,860.000 80 3 M* 
122 perrotin/Prim 1902.4 299,901.000 84 3 M* 
123 Dooiittle(FO) 1903.0 299,360.000 130 2 * 
124 ugburn(Fu) 1904.5 300,250.000 170 2 * 
125 BonsdOrf(PO) 1905.0 299,710.000 100 2 * 
126 Doolittle(FO) 1905.0 300,080.000 130 2 * 
127 Doohttle(FO) 1906.0 299,760.000 130 2 * 
128 Rosa,Dorsey/F&E 1906.0 299,788.000 10 7 D Adjusted by Birge 
129 Hosa,uorsey/Birge 1906.0 299,784.000 10 7 D 
130 Rosa,Dorsey/Dorsey 1906.0 299,803.000 30 7 * 
131 Bonsaorf(t"u) 1906.5 299,650.000 120 2 * 
132 Bayswater(I.L.S.) 1907.0 299,550.000 100 2 * 
133 uoolittle\~U) 1907.0 299,670.000 130 2 * 
134 I.L.S. 1907.5 299,360.000 60 2 * 
135 Orlov 1907.5 299,860.000 120 2 * 
136 Dooiittle(FO) 1908.0 299,630.000 180 2 * 
137 I.L.S. 1908.5 299,410.000 60 2 * 
138 Semenov 1908.5 299,460.000 150 2 * 
139 Dooiittle(FO) 1909.0 299,440.000 130 2 * 
140 semenov 1909.5 299,610.000 190 2 * 
141 Zemtsov 1909.5 299,730.000 200 2 * 
142 Doolittle(FO) 1910.0 299,710.000 120 2 * 
143 Numerov(PO) 1914.0 299,640.00c 200 2 * 
144 TSimmerman(PO) 1916.0 299,520.00< 200 2 * 
145 I Kuiikov(PO) 1922.0 299,550.00c 60 2 * 
146 !Mercier 1923.0 299.700.00< 30 6 D not in vacuo 
147 I Mercier 1923.0 299,795.00< 30 6 * 
146 Spencer-Jones(GO) 1923.5 299,760. ()()( 60 2 * 
149 IMicnelson/Dorsey 1924.6 299,600.00< 70 5 D Adjusted by Birge 
150 Michelson 1924.6 299,802.00< 30 5 * 
151 I Berg(t"u) 1926.5 299,670.00< 200 2 * 
152 Michelson 1926.5 299,796.00< 15 5 M* Adjusted by Birge 




c Error Math Code Commenta 
# Value Bar 
154 ! Mittelstaedt 1928.0 299,778.000 10 8 0 Adjusted by Birge 
155 Mittelstaedt/Birge 1928.0 299,786.000 10 8 • 
156 spencer-Jones(GO) 1928.0 300,090.000 150 2 • 
157 spencer-Jones 1930.5 299,630.000 60 2 · 
158 Pease-Pearson 1932.5 299,774.000 10 5 · 
159 ::;ollenberger\vvuJ 1933.0 300,420.000 60 2 · 
160 Romanskaya(PO) 1935.0 299,570.000 100 2 · 
161 Rabe 1935.5 299,920.000 60 2 · 
162 Anderson 1936.8 299,771.000 10 8 · 
163 Huttel 1937.0 299,768.000 10 8 0 Adjusted by Birge 
164 HutteltBirge 1937.0 299,771 .000 10 8 • 
165 Anderson 1940.0 299,776.000 10 8 • 
166 Jones 1947.0 299,687.000 25 10 R Lacks humidity 
167 smith,Franklln,Whiting 1947.0 299,695.000 50 10 R Lacks humidity 
168 Essen,Gordon-smith 1947.0 299,792.000 3 9 • 
169 ESSen,GordOn-smith 1947.0 299,798.000 3 9 0 outlier 
170 Jones, \,;onford 1949.0 299,701 .00C 25 10 A Lacks humidity 
171 Aslakson 1949.0 299,792.40C 2.4 10 0 Systematic error 
172 t:!ergstrand 1949.0 299,796.00C 2 11 • 
173 Houstoun 1950.0 299,775.00c 9 18 qm 
174 McKinley 1950.0 299,780.00c 70 18 qm 
175 IHansen,tlol 1950.0 2997f:l9.IlUOl. 1.0! 9 U I \';orrected Tor SKin e11ect 
176 lEssen 1950.0 299,792.50c 1 9 · 
177 I Bergstrand 1950.0 299,793.10C 0.26 11 • 
178 IHanSen,tlol 1950.0 299,794.30C 1.2 9 · 
179 IFroome 1951 .0 299,792.60C 0.7 12 • 
180 IBergstrand 1951 .0 299,793.10C 0.4 11 · 
181 IAslakson 1951 .0 299,794.20c 1.9 10 • 
182 IHanK,Hutn,vander ::;Iuls 1952.0 299,776.00C 15 13 U 
183 It:!ergstrand 1953.0 299,792.85C 0.16 11 · 
184 IRank,shearer,wiggans 1954.0 299,789.80C 3 13 RJ IWavelength 
185 Irroome 1954.0 299,792.75C 0.3 12 • 
186 IFlorman 1954.0 299,795.1OC 3.1 12 • 
187 IPlyler,Blaine,Connor 1955.0 299,792.00c 6 13 • 
188 I::;Cnoldstrom 1955.0 299,792.40C 0.4 11 • 
189 IHanK,Bennett,Benet! 1956.0 299,791 .90C 2 13 · 
190 lEdge 1956.0 299,792.20C 0.13 11 · 
191 lEdge 1956.0 299,792.40C 0.11 11 • 
192 Wadley 1956.0 299,792.70C 2 14 • 
193 Wadley 1956.0 299,792.90C 2 14 • 
194 Wadley 1957.0 299,792.600 1.2 14 • 
195 rroome 1958.0 299,792.500 0.1 12 · 
196 Kolibayev 1960.0 299,792.600 0.06 11 · 
197 Karolus 1966.0 299,792.440 0.2 15 · 
198 Grosse 1967.0 299,792.500 0.05 11 · 
199 Simkin et al 1967.0 299,792.560 0.11 16 • 
200 NAC,NBS 1972.0 299,792.460 0.006 17 · Atomic clock 
201 Bay,Luther,White 1972.0 299,792.462 0.D18 17 • Atomic clock 
202 Evenson et al 1973.0 299,792.457 0.0011 17 · Atomic clock 
203 NRC,NBS 1973.0 299,792.45E 0.002 17 · AtomiC clock 
204 Blaney et al 1974.0 299,792.45S O.OOOIJ 17 · Atomic clock 
205 Woods,Shotton,Aowley 1978.0 299,792.451: 0.0002 17 · Atomic clock 
206 Balrd,smith ,Whitford 1979.0 299,792.45E 0.0019 17 · Atomic clock 
207 NBS 1983.0 299,792.45E 0.000:3 17 • Atomic clock 
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LEGEND: 
S - secondary data 
D - defective data 
- accepted independent experimental data 
M* - multiple values-single experiment 
R - radar 
em - electromagnetic method 
qm - quartz modulator 
s.w. - standing wire 
o -outlier 
RJ - rejected 
METHODS: 
1 - Roemer, 2 - Aberration, 3 - Toothed-Wheel, 
4 - Moving mirror, 5 - Rotating mirror, 
6 - Standing wire, 7 - EMU/ESU, 8 - Kerr cell, 
9 - Cavity resonator, 10 - Radar, 11 - Geodimeter, 
12 -Inferometer, 13 - Spectral lines, 
14 - Tellurometer, 15 - Modulated light, 
16 - Microwave inferometer, 17 - Laser, 
18 - Quartz modulator 
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