Abstract: The Sylvester smallest enclosing circle problem asks for the smallest circle that encloses a finite number of given points in the plane. We consider generalized versions of the Sylvester problem in which the given points are replaced by sets. Our main focus is on effective numerical algorithms for solving these problems. We present two approaches in this direction based on subgradients of convex functions and on smoothing techniques. Convergence results of the algorithms are proved and preliminary numerical tests are reported.
Introduction
The smallest enclosing circle problem can be stated as follows: Given a set of finite points in the plane, find the circle of smallest radius that encloses all of the points. This problem was introduce in the 19th century by the English mathematician James Joseph Sylvester (1814-1897) [25] . It is both a facility location problem and a major problem in computational geometry. Over a century later, the smallest enclosing circle problem remains very active due to its important applications to clustering, nearest neighbor search, data classification, facility location, collision detection, computer graphics, and military operations. The problem has been widely treated in the literature from both theoretical and numerical aspects; see [1, 5, 8, 9, 11, 22, 24, 26, 28, 29, 32] and the references therein.
Our recent research focuses on generalized Sylvester problems in which the given points are replaced by sets. Besides the mathematical motivation, this question appears in more complicated models of facility location in which the sizes of the locations are not negligible, as in bilevel transportation problems. Results on existence and uniqueness of optimal solutions as well as other properties of solutions have been studied in [16] [17] [18] . The main goal of this paper is to develop effective numerical algorithms for solving generalized Sylvester problems in both general and particular settings. In what follows, we formally describe the generalized versions of the smallest enclosing circle problem to be studied in this paper.
Let F be a nonempty closed bounded convex set in R n . Throughout the paper, we maintain these assumptions for F unless otherwise stated. Given x ∈ R n and r ≥ 0, the set D F (x; r) := x + rF is called a generalized ball with center at x and radius r. The first problem called the smallest intersecting ball problem is stated as follows: Given a nonempty closed constraint set Ω ⊆ R n and a finite collection of nonempty closed target sets Ω i ⊆ R n for i ∈ I, find a pointx ∈ Ω and the smallest radius r ≥ 0 (if exist) such that the generalized ball D F (x; r) intersects all target sets Ω i for i ∈ I. The second problem to be studied is called the smallest enclosing ball problem: Given a nonempty closed constraint set Ω ⊆ R n and a finite collection of nonempty closed bounded target sets Θ j ⊆ R n for j ∈ J, find a pointx ∈ Ω and the smallest radius r ≥ 0 such that the generalized ball D F (x; r) contains all of the sets Θ j for j ∈ I. A more general problem is called the generalized Sylvester problem: Given a nonempty closed constraint set Ω ⊆ R n , a finite collection of nonempty closed target sets (not necessarily bounded) Ω i ⊆ R n for i ∈ I, and another finite collection of nonempty closed bounded target sets Θ j ⊆ R n for j ∈ J, find a pointx ∈ Ω and the smallest radius r ≥ 0 such that the generalized ball D F (x; r) intersects all the Ω i 's and encloses all the Θ j 's. Using generalized balls instead of Euclidean balls allows us to deal with more complicated intersecting and enclosing situations.
The mathematical modeling of the generalized Sylvester problem is based on a remarkable class of nonsmooth functions known as the minimal time function. These functions are relatively new in the literature and are highly important in applications. Let F be a nonempty closed convex subset of R n and let Q ⊆ R n be a nonempty set, not necessarily convex. The minimal time function associated with the sets F and Q is T F (x; Q) := inf t ≥ 0 (x + tF ) ∩ Q = ∅ .
(1.1) Function (1.1) signifies the minimal time needed for the point x to reach the target set Q along the constant dynamic F . Note that when F = IB, the closed unit ball in R n with the Euclidean norm · , the minimal time function (1.1) reduces to the distance function given by d(x; Q) := inf x − ω ω ∈ Q .
(1.2)
In the case where F = {0}, the minimal time function (1.1) is the indicator function: δ(x; Q) = 0 if x ∈ Q, and δ(x; Q) = ∞ otherwise. If Q = {0}, one has that T F (x; Q) = ρ F (−x), where ρ F is the Minkowski function ρ F (u) := inf{t ≥ 0 | u ∈ tF }, well known in functional analysis and convex analysis. In general, the minimal time function (1.1) has the representation
in terms of the Minkowski function.
The minimal time function (1.1) is also related to another interesting class of functions called the directional minimal time functions, which correspond to the case where F = {v} is a nonzero vector:
This function has recently been introduced and studied in [18] . Note that even though the directional minimal time function (1.4) is a particular case of the minimal time function (1.1), the assumption that 0 ∈ int F is never satisfied.
In order to model the generalized Sylvester problem, we also need another class of nonsmooth functions called the maximal time function. Given a target set Q, the maximal time function C F (·; Q) signifies the time for an object to travel to the most remote area of Q following the dynamic F and is given by
Similar to the situation with the minimal time function (1.1), the maximal time function (1.5) reduces to the farthest distance function
when F is the closed unit ball of R n .
Using the minimal time functions to the target sets Ω i for i ∈ I allows us to model the smallest intersecting ball problem as follows:
The minimal time functions to sets involved in the problem are not differentiable in general. Moreover, if the sets therein are convex, then the corresponding minimal time functions are convex. Thus, it is natural to use the tools of variational analysis and in particular, convex analysis, to solve the problem.
Using the maximal time function (1.5) instead of the minimal time function (1.1), the smallest enclosing ball problem can be modeled in terms of the following constrained optimization problem:
The combination of the minimal time function (1.1) and the maximal time function (1.5) allows us to model the generalized Sylvester problem as follows:
Our paper is organized as follows. Section 2 contains tools of convex analysis used throughout the paper. In Section 3, we focus on subgradient algorithms for solving the generalized Sylvester problem (1.9) in its general form involving minimal time and maximal time functions as well as a specification to the case of distance functions and farthest distance functions. Section 4 is devoted to a particular class of the smallest intersecting ball problem (1.7) where F is the closed unit ball of R n . In Section 4, we introduce and study a new class of generalized Sylvester problem called the directional generalized Sylvester problem.
Finally, we present some numerical examples in Section 5.
Tools of Convex Analysis
Several concepts of generalized differentiation have been introduced over the years to study nonsmooth optimization problems, but not many of them can survive for a long time due to the lack of calculus and applications. In what follows, we describe an approach that overcomes these shortcomings. Given an extended-real-valued convex function ϕ : R n → (−∞, ∞] and givenx ∈ R n with ϕ(x) < ∞, the subdifferential (collection of subgradients) of ϕ atx in the sense of convex analysis is
Introduced by Moreau and Rockafellar in the 1960's at about the same time, it turns out to be an influential concept that has led to many applications in both theoretical and numerical optimization.
Directly from definition (2.10), we have the following nonsmooth counterpart of the classical Fermat stationary rule for convex functions:
x is a minimizer of ϕ if and only if 0 ∈ ∂ϕ(x).
For a nonempty closed convex set F , define
Thus, if we define σ F (w) := sup x∈F w, x , then
From the definitions, it is clear that when F is the closed unit Euclidean ball of R n , one has that σ F (w) = w and F * = IB.
For a convex set Ω, the normal cone to Ω atx ∈ Ω is defined by
Let us give a subdifferential formula for the minimal time function (1.1). First, we define, forx / ∈ Ω, the projection fromx to Ω associated with the minimal time function (1.1) is
Theorem 2.1 Let Ω be a nonempty closed convex set. Then
for any w ∈ Π F (x; Ω).
As a corollary, we obtain the next well-known formula for subdifferential of the distance function (1.2).
Corollary 2.2 For a nonempty closed convex set Ω, the following representation holds:
where Π(x; Ω) is the Euclidean projection fromx to Ω, which is a singleton, given by
Observe that the maximal time function (1.5) is always convex if 0 ∈ int F . It subdifferential formula follows from a well-known formula for subdifferential of "max" function in convex analysis. For anyx ∈ R n , the farthest projection fromx to Θ associated with the maximal time (1.5) is defined by
In the case where F = IB, this set becomes the Euclidean farthest projection fromx to Θ:
Theorem 2.3 Suppose that Θ is a nonempty compact set and 0 ∈ int F . Then P F (x; Θ) is a nonempty compact set and
As a corollary, we obtain a simple formula for subdifferential for the farthest distance function (1.6).
Corollary 2.4
Suppose that Θ is a nonempty compact set that is not a singleton. Then P (x; Θ) is a nonempty compact set and
Subgradient Algorithm and Generalized Sylvester Problems
In this section, we apply the subgradient algorithm well known in convex optimization in order to develop simple algorithms for solving generalized Sylvester problems.
Consider problem (1.9) in which F is a closed convex set that contains the origin as an interior point. For u ∈ R n , the active index sets at u are defined by
where ⊔ is the disjoint union notation.
Let us present a pseudo code for solving problem (1.9).
INPUT: K, F , Ω, Ω i for i ∈ I, Θ j for j ∈ J, {α k } INITIALIZE: Choose x 1 ∈ Ω and compute
As a special case, we introduce below a pseudocode for solving problem (1.9), where F is the closed unit Euclidean ball of R n . Note that it is possible to derive the corresponding algorithms for solving problem (1.7) or (1.8) by setting J = ∅ or I = ∅, respectively.
The convergence result for the subgradient algorithm applied to problem (1.9) is given in the theorem below. With the observation that the function S therein is Lipschitz continuous under the assumption that 0 ∈ int F , the proof of the theorem follows from [2, 4] . 
then {V k } converges to the optimal value V of problem (1.9). Furthermore, we have the estimate
where ℓ ≥ 0 is a Lipschitz constant of the cost function function S(·) on R n .
(ii) If the sequence {α k } satisfies the conditions
then {V k } converges to the optimal value V and {x k } in converges to an optimal solution x ∈ O of problem (1.9).
The algorithms based on the subgadient method presented above are simple and applicable to a broad range of generalized Sylvester problems generated by different dynamics and target sets. They can also serve as benchmarks for new algorithms. As we will see in the next section, in some important settings it is possible to develop more effective algorithms to solve the generalized Sylvester problem.
Smoothing Techniques for Generalized Sylvester Problems
In this section, we consider a particular case of the smallest intersecting ball problem (1.7) where F is the closed unit ball of R n . Given nonempty closed convex sets Ω and Ω i for i = 1, . . . , m, the mathematical modeling of the smallest intersecting ball problem with target sets Ω i for i = 1, . . . , m and constraint set Ω is
We employ the approach developed in [32] and the MM Principle well known in computational statistics in order to approximate the nonsmooth optimization problem (4.13) by a smooth optimization problem which is favorable for applying available numerical algorithms.
The main difference here is that we use distance functions to sets instead of distances to points. Thus, we are able deal with the smallest intersecting ball problem (4.13) generated by convex sets of different shapes instead of only Euclidean balls only as in [32] .
If all of the target sets have a common point which belongs to the constraint set, then such a point is a solution of problem (4.13), so we always assume that
We also assume that at least one of the sets among Ω and Ω i for i = 1, . . . , m is bounded, which guarantees the existence of an optimal solution; see [16] . These are our standing assumptions in this section.
Let us start with some useful well-known results for which we give the detailed proofs for the convenience of the readers.
Lemma 4.1 Given positive numbers a i for i = 1, . . . , m, m > 1, and 0 < s < t, one has
This implies (i) by rasing both sides to the power of 1/t. Inequality (ii) follows directly from (i).
which implies (iii) and completes the proof.
For p > 0 and for x ∈ R n , the log-exponential smoothing function of D is defined as follows
where
Proposition 4.2 The function D(x, p) defined in (4.14) has the following properties:
(ii) For any x ∈ R n and p > 0,
(iii) For any p > 0, D(·, p) is convex and continuously differentiable with the gradient in x computed by
where x i := Π(x; Ω i ), and
(iv) If at least one of the target sets
Proof. Based on Lemma 4.1, the first and second assertions (i) and (ii) can be analogously proved as in [32] . Indeed, define
Then a i (x, p) is strictly increasing on (0, ∞) as a function of p and
For 0 < p 1 < p 2 , it follows from from Lemma 4.1(ii) that
which justifies (i).
Thus, given any r and p such that 0 < r < p, one has D(x, r) < D(x, p). Letting r → 0 + and following the proof of Lemma 4.
Thus, (ii) has been proved. 
is also convex with respect to x. For any x, y ∈ R n and λ ∈ (0, 1), by the convexity of the function
Thus, D(·, p) is convex and (iii) has been justified. Using the standing assumption stating that at least one of the target sets is bounded, without loss of generality, we assume that Ω 1 is bounded. It then follows from (ii) that
Therefore, D(·, p) is coercive, which justifies (iv). The proof is now complete. An important relation between problems (4.13) and (4.14) is given in the proposition below. Note that the assumption of the proposition involves the uniqueness of an optimal solution to problem (4.13) which is the case if the sets Ω i for i = 1, . . . , m are strictly convex ; see [16] . Proposition 4.4 Let {p k } be a sequence of positive real numbers converging to 0. For each k, let y k ∈ arg min x∈Ω D(x, p k ). Then {y k } is a bounded sequence and every subsequential limit of {y k } is an optimal solution of problem (4.13). Suppose further that problem (4.13) has a unique optimal solution. Then {y k } converges to that optimal solution.
Proof. The existence and boundedness of the sequence {y k } are obvious if the constraint set Ω is bounded and follow directly from the coercivity of D(·, p k ) if at least one of the target sets Ω i for i = 1, . . . , m is bounded. By Proposition 4.2, for all x ∈ Ω, we have
for all x ∈ Ω, and hence y 0 is an optimal solution of problem (4.13). If (4.13) has a unique optimal solutionȳ, then y 0 =ȳ and hence y k →ȳ.
Recall that a convex function f : Ω → R is called strongly convex on Ω with modulus c > 0 if for any x 1 , x 2 ∈ Ω and λ ∈ (0, 1), we have
From the definition, it is obvious that any strongly convex function on Ω is strictly convex on this set. 
Proof. Suppose that Ω
and the gradient of D(·, p) at x becomes
.
Let us denote
Given a positive constant K, for any x ∈ R n , x ≤ K and z ∈ R n , z = 0, one has
Since λ i (x, p) ≥ 0 for all i = 1, . . . , m, and
This implies
. This shows that D(x, p) is strongly convex on IB(0, K).
The fact that for any p > 0, the gradient of D(x, p) with respect to x is Lipschitz continuous with constant L = In the MM Principle, see, e.g., [7, 12, 13] , the objective function f is majorized by an appropriate approximation M : Ω × Ω → R such that f (x) ≤ M(x, y) and M(y, y) = f (y) for all x, y ∈ Ω.
Given y ∈ Ω, let ψ(y) be the set of optimal solutions obtained by the following minimization problem:
minimize M(x, y) subject to x ∈ Ω, and call it the algorithm map. The MM algorithm is given by
Finding an appropriate majorization is an important step in this algorithm. It has been shown in [6] that the MM Principle provides an effective tool for solving the generalized Heron problem introduced in [15] . The key step is to use the following:
In what follows, we apply the MM Principle in combination with the smoothing technique presented earlier in order to solve the smallest intersecting ball problem (4.13). In the first step, we approximate the cost function D in (4.13) by the log-exponential smoothing function (4.14). Then the new function is majorized in order to apply the MM Principle. For x, y ∈ R n and p > 0, define
Then G(x, y, p) serves as a majorization of the log-exponential smoothing function (4.14). From Proposition 4.5, for p > 0 and y ∈ R n , the function G(x, y, p) with variable x is strictly convex and continuously differentiable with Lipschitz gradient on R n .
Our algorithm is explained as follows. We start with a small initial valuep. In order to solve the smallest intersecting ball problem (4.13), we minimize its log-exponential smoothing approximation (4.14):
However, in order to obtain an approximate solution to this problem, pick an initial point x 0 ∈ Ω and apply the MM Principle with
INPUT: m target sets Ω i , i = 1, . . . , m INITIALIZE:p > 0, x 0 ∈ Ω set k := 0 repeat set y := x k use a fast gradient algorithm or a BFGS algorithm solve approximately y := arg min x∈Ω G(x, y,p) until a stoping criterion is satisfied set k := k + 1 set x k := y until a stoping criterion is satisfied Proposition 4.6 Givenp > 0 and x 0 ∈ Ω, any sequence {x k } ∞ k=1 generated by the MM algorithm (4.17) has a convergent subsequence.
Proof. Denoting α := D(x 0 ,p) and using Proposition 4.2(iv) imply that the level set
It follows that
This implies {x k } ∞ k=1 ⊆ L ≤α , and hence it is a bounded sequence, so it has a convergent subsequence.
The convergence of the MM iterations depends on the following algorithm map (i) For any x 0 ∈ Ω, the level set
Proof. Observe that the function D(·,p) is continuous on Ω. Then the level set L(x 0 ) is compact for any initial point x 0 since D(·,p) is coercive by Proposition 4.2(iv), and hence (i) is satisfied. From the strict convexity on Ω of G(·, x,p) guaranteed by Proposition 4.5, we can show that the algorithm map ψ : Ω → Ω is a single-valued mapping. Now we prove that ψ is continuous. Take an arbitrary sequence {x k } ⊆ Ω, x k →x ∈ Ω as k → ∞. It suffices to show that the sequence y k := ψ(x k ) tends to ψ(x). It follows from the continuity of D(·,p) that D(x k ,p) → D(x,p), and hence we can assume
for all k ∈ N, where δ is a positive constant. One has the follow estimates
which imply that {y k } is bounded by the coerciveness of D(·,p). Consider any convergent subsequence {y k ℓ } with the limit z. Since y k ℓ is a solution of the smooth optimization problem min y∈Ω G(y, x k ℓ ,p), by the necessary and sufficient optimality condition for the given smooth convex constrained optimization problem, we have
This is equivalent to
Since the Euclidean projection mapping to a nonempty closed convex set is continuous, by passing to a limit, we have
Thus, z is also an optimal solution of the problem min y∈Ω G(y,x,p). By the uniqueness of solution and ψ(x) = arg min y∈Ω G(y,x,p), one has that z = ψ(x) and y k ℓ converges to ψ(x). Since this conclusion holds for all convergent subsequences of the bounded sequence {y k }, the sequence {y k } itself converges to ψ(x), which shows that (ii) is satisfied. Let us verify that D(ψ(x),p) < D(x,p) whenever ψ(x) = x. Observe ψ(x) = x if and only if G(x, x,p) = min y∈Ω G(y, x,p). Since G(y, x,p) has a unique minimizer, we have the strict inequality G(ψ(x), x,p) < G(x, x,p) whenever x is not a fix point of ψ. Combining with
, we arrive at the conclusion (iii).
Finally, we show that, any fixed pointx of algorithm map ψ(x) is a minimizer of
This means
and
This inequality, however, is equivalent to the inequality ∇D(x,p), x −x ≥ 0 for all x ∈ Ω, which in turn holds if and only ifx is a minimizer of D(x,p) on Ω.
Corollary 4.8 Givenp > 0 and x 0 ∈ Ω, any sequence {x k } generated by the MM smoothing algorithm (4.17) has a subsequence that converges to an optimal solution of (4.16). If we suppose further that problem (4.16) has a unique optimal solution, then {x k } converges to this optimal solution.
Proof. It follows from Proposition 4.6 that {x k } has a subsequence {x k ℓ } that converges tox. Applying [7, Proposition 1] implies that x k ℓ +1 − x k ℓ → 0 as k → ∞. From the continuity of the algorithm map ψ and the equation x k ℓ +1 = ψ(x k ℓ ), one has that ψ(x) =x. By Theorem 4.7(iv), the elementx is an optimal solution of (4.16). The last conclusion is obvious.
It has been experimentally observed that the algorithm is more effective if, instead of choosing a small value p ahead of time, we change its value at each iteration using an initial value p 0 and define p k+1 := σp k , where σ ∈ (0, 1). Thus the MM Principle is applied by the iterations:
This procedure gives us a suboptimal solution x k+1 of minimizing the log-exponential smoothing function (4.14), and hence of the smallest intersecting ball problem (4.13). In what follows, we apply Nesterov's accelerated gradient method introduced in [19, 21] to solve (4.19) approximately. Let f : R n → R be a a smooth convex function with Lipschitz gradient. That is, there exists ℓ ≥ 0 such that
Let Ω be a nonempty closed convex set. In his seminal papers [19, 21] , Nesterov considered the optimization problem minimize f (x) subject to x ∈ Ω.
For x ∈ R n , define
Let d : R n → R be a strongly convex function with parameter σ > 0. Let x 0 ∈ R n such that
Further, assume that d(x 0 ) = 0. Nesterov's accelerated gradient algorithm is outlined as follows.
2 , where x 0 ∈ Ω, so σ = 1. It is not hard to see
Moreover,
Let us present a pseudo code for solving the smallest intersecting ball problem.
INPUT: Ω, Ω i , i = 1, . . . , m INITIALIZE: σ ∈ (0, 1), x 0 ∈ Ω and p 0 > 0 set k := 0 repeat set y := x k use Nesterov's accelerated gradient method to solve approximately y := arg min x∈Ω G(x, y, p k ) until a stopping criterion is satisfied set p k := σp k−1 set k := k + 1 set x k := y until a stopping criterion is satisfied
Directional Generalized Sylvester Problem
In this section, we consider a generalized Sylvester problem generated by dynamics which are singletons. It is called the directional generalized Sylvester problem:
(5.20)
Throughout this section, we assume that v i for i = 1, . . . , m are nonzero vectors and that Ω, Ω i for i = 1, . . . , m are nonempty closed subsets of R n .
We present below some basic properties of the directional minimal time function (1.4). The detail and more properties of the function in infinite dimensions can be found in [18] . In what follows, we study sufficient conditions that guarantee the uniqueness of an optimal solution to problem (5.20) . Let us present some simple results on convex functions that are of their own interest.
Proposition 5.3
If f is convex on [x, y] and there exists t 0 ∈ (0, 1) such that
Proof. Suppose by contradiction that there exists t 1 = t 0 with t 1 ∈ (0, 1) such that
Consider the case where t 0 < t 1 . Put z 0 = t 0 x + (1 − t 0 )y and z 1 = t 1 x + (1 − t 1 )y. Then 
Let z := t 0 x + (1 − t 0 )y and let i ∈ A(z). Then
Proof. By Proposition 5.3 and the convexity of f on [x, y], one has
Fix any element i ∈ A(z). Then
This implies
Applying Proposition 5.3 again, the former implies that
Now, for any t ∈ [0, 1], one has
which justifies the conclusion of the proposition.
The proof of the proposition below can be found in [16 
Since Π v (x; Ω), Π v (y; Ω) ∈ Ω and Ω is convex, the equality above implies x ∈ Ω. This is a contradiction. Proof. Consider the problem
Obviously, an elementx ∈ Ω is an optimal solution of the problem ( The following theorem [18] plays an important role in our study.
Theorem 5.9 Letx ∈ dom T v (·; Ω), where Ω is convex. Then
From formula (5.22), we see that ifx ∈ Ω, then 0 ∈ ∂T v (x; Ω). Moreover, in the case wherē x / ∈ Ω, if it is possible to find the normal cone to Ω at the projection point Π v (x; Ω) := x + T v (x; Ω)v explicitly, then we can find a subgradient of ∂T v (x; Ω). Such a situation is given in the proposition below.
Proposition 5.10
Let Ω be a nonempty closed convex set. Fixx ∈ dom T v (·; Ω) \ Ω and let x := Π v (x; Ω). Suppose that we have the following representation of the normal cone to Ω at x:
N ( x; Ω) = cone {w 1 , . . . , w m }.
If w i , v < 0 for some i ∈ {1, . . . , m}, then
Proof. Obviously, the vector x * := − w i w i ,v satisfies the conditions x * ∈ N ( x; Ω) and x * , v = −1. Therefore, x * ∈ ∂T v (x; Ω) by Theorem 5.9.
Let us consider below a direct consequence of the previous proposition.
Corollary 5.11
Let Ω be nonempty closed convex set. Fixx ∈ int(dom T v ) \ Ω. Suppose that N ( x; Ω) = cone {w}, where w = 0 and x := Π v (x; Ω). Then w, v < 0 and
It is clear that u = 0, otherwise u, v = 0 = −1. Thus, there exists t > 0 such that u = tw, and hence tw, v = −1. This implies w, v < 0 and t = ∈ Ω. Ifx 1 = 0, one can see that
Example 5.13 In R 2 , consider the directional minimal time function T v (·, Ω) with Ω = IB((4, 0), 2) and v = (1, 0). We have
Moreover, 
The following convergence result follows from [2, 4] with the observation that the function S 1 is Lipschitz continuous under the assumption that v i ∈ int Ω i for i = 1, . . . , m; see [18] . 
where ℓ ≥ 0 is a Lipschitz constant of cost function function S 1 (·) on R n .
then {V k } converges to the optimal value V and {x k } in converges to an optimal solution x ∈ O of problem (5.20).
Numerical Implementation
We implement the algorithms above to solve the generalized Sylvester problem in a number of examples. All codes are written in Matlab 7.0 run on a standard personal computer (Intel Core i3, 2.5 GHZ CPU and 4GB of RAM). The step size sequence α k = 1/k is used for the subgadient algorithm. In the MM algorithm with Nesterov's accelerated gradient method, we choose σ = 0.5, p 0 = 0.1 and the stopping criteria are ∇G(x k+1 , x k , p) < 10 −5 and p < 10 −6 . Example 6.1 Let us first apply the subgradient algorithm in Theorem 3.1 to an unconstraint generalized Sylvester problem (1.9) in R 2 in which F is the closed unit ball; Ω i for i ∈ {1, 2, 3} are three disks with centered at (−6, 9), (12, 9) , (−1, −6) with radii 3, 2.5, 2.5, respectively; Θ j for j ∈ {1, 2, 3, 4} are four disks with centered at (−8, 5), (−7, 0), (7, 1) , (2, 6) with radii 1, 2, 4, 5, respectively. A simple MATLAB program yields an approximate smallest intersecting ball with center x * ≈ (0.89, 2.61) and radius r * ≈ 10.31; see Figure 1 .
The subgradient algorithm is applicable to a broad range of generalized Sylvester problems generated by different types of dynamics. However, the major disadvantage is the slow rate of convergence as shown in the example below.
Example 6.2 We consider the smallest intersecting ball problem in which the target sets are square boxes in R n . In R n , a square box S(ω, r) with center ω = (ω 1 , . . . , ω n ) and radius r is the set S(ω, r) := {x = (x 1 , . . . , x n ) | max{|x 1 − ω 1 |, . . . , |x n − ω n |} ≤ r}. Consider the case where n = 3. The target sets are 5 square boxes with centers (−5, 0, 0), (1, 4, 4) , (0, 5, 0), (−4, −3, 2) and (0, 0, 5) and radii r i = 1 for i = 1, . . . , 5. We are concerned with suboptimal solutions to the problem by looking at the convergence of the sequence {V k } which gives the approximate smallest intersecting ball (SIB) radius. Our results show that both subgradient algorithm and MM algorithm implemented with Nesterov's accelerated gradient method give an approximate SIB radius r * ≈ 3.18 although the latter outperforms the former.
Now we illustrate the performance of the MM algorithm and frame our expectations for convergence in comparison with the subgradient algorithm. The subgradient algorithm serves as a benchmark for comparison. From our numerical results, we see that the MM algorithm implemented with Nesterov's accelerated gradient method performs much better than the subgradient algorithm in both accuracy and speed. In the case where the number of target sets is large or the dimension m is in high, the subgradient algorithm seems to be stagnated but the MM algorithm still performs well. We choose a modification of the pseudo random sequence from [32] with a 0 = 7 and for i = 1, 2, . . . Thus, in this example, the superiority of the MM algorithm over the subgadient algorithm is evident. Since dom T v i (·, Ω i ) = R 2 for i = 1, 2, 3 and ∩ 3
i=1 Ω i = ∅, we have dom S 1 = R 2 . For every k ∈ N, we can pick a subgradient ω k ∈ ∂S 1 (x k ) as follows Now, we can apply the subgradient method in Theorem 5.14 to solve this problem approximately. A simple MATLAB program gives us an approximate SIB radius r * ≈ 1.88; see Figure 2 .
