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Abstract
In this paper, we consider an initial-value problem for Burgers’ equation with
variable coefficients
ut + Φ(t)uux = Ψ(t)uxx, −∞ < x <∞, t > 0,
where x and t represent dimensionless distance and time respectively and Ψ(t),
Φ(t) are given functions of t. In particular, we consider the case when the ini-
tial data has algebraic decay as |x| → ∞, with u(x, t) → u+ as x → ∞ and
u(x, t) → u
−
as x → −∞. The constant states u+ and u− ( 6= u+) are problem
parameters. Two specific initial-value problems are considered. In initial-value
problem 1 we consider the case when Φ(t) = et and Ψ(t) = 1, while in initial-
value problem 2 we consider the case when Φ(t) = 1 and Ψ(t) = et. The method
of matched asymptotic coordinate expansions is used to obtain the large-t asymp-
totic structure of the solution to both initial-value problems over all parameter
values.
This paper is to appear in Stud. Appl. Math. DOI: 10.1111/sapm.12098.
1 Introduction
In this series of papers we consider the following initial-value problem for Burgers’
equation with variable coefficients, namely,
ut +Φ(t)uux = Ψ(t)uxx, −∞ < x <∞, t > 0, (1.1)
u(x, 0) = u0(x), −∞ < x <∞, (1.2)
u(x, t)→
{
u−, x→ −∞,
u+, x→∞, t ≥ 0, (1.3)
where u− and u+(6= u−) are parameters and the functions Φ(t) and Ψ(t) belong to
one of the classes outlined below. Further, we assume that the initial data u0(x) has
algebraic decay as |x| → ∞. Specifically,
u0(x) =


u− +
AL
(−x)γ +O
(
e−|x|
)
as x→ −∞,
u+ +
AR
xγ
+O
(
e−|x|
)
as x→∞,
(1.4)
where AL (6= 0), AR (6= 0) and γ (> 0) are parameters. We observe that if u+ > u−
then AL > 0 and AR < 0, whereas if u+ < u− then AL < 0 and AR > 0. We note
that equation (1.1) is a canonical equation combining both convection and diffusion
and as such arises in a wide range of applications.
Regarding the time dependent functions Φ(t) and Ψ(t) we will consider the follow-
ing pairs:
(i) Φ(t) = et, Ψ(t) = 1.
(ii) Φ(t) = 1, Ψ(t) = et.
(iii) Φ(t) = tδ
(− 1 < δ (6= 0)), Ψ(t) = 1.
Cases (i) and (ii) where the coefficients are exponential in t will be considered in this
current paper while case (iii) when the coefficient of the nonlinear convection term is
algebraic in t will be considered in part II of this series of papers [15]. We observe
that equation (1.1) with Φ(t) = t−1 and Ψ(t) = 1 (Φ(t) = 1 and Ψ(t) = t−1) can
be transformed to case (ii) (case (i)) respectively, by the change of variable τ = ln t.
The more general situation of equation (1.1) with Φ(t) = tα (α > −1) and Ψ(t) = tβ
(β > −1) where α 6= β can be transformed to case (iii) by the change of variables
u = (β + 1)−δu¯, (β + 1)τ = tβ+1, where δ = α−ββ+1 (∈ (−1,∞)).
We note that equation (1.1) is related to the generalized Burgers’ equation
vτ + vvx + f(τ)v = vxx, (1.5)
where f(τ) = ddτ ln
(
Ψ
Φ
)
, via the transformation
v(x, τ) =
Φ(t)
Ψ(t)
u(x, t), τ =
∫ t
Ψ(s) ds. (1.6)
When f(τ) = 0 equation (1.5) reduces to the classical Burgers’ equation
uτ + uux = uxx.
Although this equation is named after J.M. Burgers for his work on the theory of
turbulence [3], the equation had already appeared in the works of A.R Forsyth [10]
and H. Bateman [2] which preceded Burgers work on turbulence. Burgers’ equation is
a canonical equation combining diffusion and nonlinear convection and as such arises
in the modelling of many physical phenomena involving diffusion-convection processes
([25], [6], [21] and [13]). It can be reduced to the heat equation by the Cole-Hopf
transformation ([6] and [13]) and then solved in a straightforward manner.
The generalized Burgers’ equation (1.5) when f(τ) 6= 0 has many applications in
mathematical physics and was introduced in [18]. For example, when f(τ) = −1
equation (1.5) gives a model of nonlinear interaction of long wave pumping with short
wave dissipation [12], while when f(τ) = λτ (where λ is a constant) equation (1.5)
models the propagation of finite-amplitude sound waves in variable area ducts [[8],
[9], [20] and [22]]. However, it has been established in [19] that there is no Ba¨cklund
transformation for the generalized Burgers’ equation (1.5), and hence it is doubtful
that a linearizing transformation like the Cole-Hopf transformation exists in this case.
Therefore, other methods of solution need to be investigated for this important class
of equation.
Our interest in equation (1.1) is motivated by its relationship, via transformation
(1.6), to the generalized Burgers’ equation (1.5). For example, equation (1.1) with
Ψ(t) = et and Φ(t) = 1 (case (ii) above) is related to equation (1.5) with f(τ) = 1τ ,
whereas equation (1.1) with Ψ(t) = 1 and Φ(t) = et (case (i) above) is related to
equation (1.5) with f(τ) = −1. However, as we shall see it is more convenient for
the analysis presented in this paper to work with equation (1.1) rather than equation
(1.5). We note that equation (1.1) when Φ(t) = 1 and where the coefficient of uxx
is a function of time was introduced in [14] as a model of viscous effects in sound
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waves of finite amplitude, and derived in [11] as a model for the propagation of weakly
nonlinear acoustic waves under the impact of geometrical spreading. It should be
noted that in many applications (see for example, [23] and [5]) the coefficient of uxx is
regularly approximated by a constant when in fact it is a function of time. This class
of generalized Burgers’ equations have also been analyzed by the similarity method in
[7] and [4].
In this present paper we use the method of matched asymptotic coordinate expan-
sions (see for example [26], [16] and [17]) to obtain the complete large-time solution
of initial-value problem (1.1)-(1.4) in cases (i) (when Φ(t) = et and Ψ(t) = 1) and (ii)
(when Φ(t) = 1 and Ψ(t) = et) over all parameter values. Throughout we use the
nomenclature of the method of matched asymptotic expansions, as given in [26]. The
large-time structure of the solution of the initial-value problem is obtained by careful
consideration of the asymptotic structures as t → 0 (−∞ < x < ∞) and as |x| → ∞
(t ≥ O(1)). The form of the large-time solution of initial-value problem (1.1)-(1.4)
when Φ(t) = et and Ψ(t) = 1 depends on the problem parameters u+ and u− as
follows:
◦ When u+ > u− the solution exhibits the formation of the expansion wave.
◦ When u+ < u− the solution exhibits the formation of a localized Taylor shock
profile.
In both cases the large-time attractor, the expansion wave or localized Taylor shock
profile, connects u = u+ to u = u−. The form of the large-t solution of initial-value
(1.1)-(1.4) when Φ(t) = 1 and Ψ(t) = et exhibits the formation of an error function
profile connecting u = u+ to u = u−. Full details of these results are given in Section
4. In particular, we have shown in Sections 2 and 3, using the method of matched
coordinate expansions, how the initial data is connected to the large-time attractor for
the given initial-value problem.
2 Initial-value problem 1
In this section we consider the following initial-value problem for Burgers’ equation,
namely,
ut + e
t uux = uxx, −∞ < x <∞, t > 0, (2.1)
u(x, 0) = u0(x), −∞ < x <∞, (2.2)
u(x, t)→
{
u−, x→ −∞,
u+, x→∞, t ≥ 0, (2.3)
where u− and u+(6= u−) are parameters. Further, we assume that the initial data
u0(x) has algebraic decay as |x| → ∞. Specifically,
u0(x) =


u− +
AL
(−x)γ +O
(
e−|x|
)
as x→ −∞,
u+ +
AR
xγ
+O
(
e−|x|
)
as x→∞,
(2.4)
where AL (6= 0), AR (6= 0) and γ (> 0) are parameters. In what follows we label initial-
value problem (2.1)-(2.4) as IVP1.
In this section we develop the asymptotic structure of IVP1 as t → ∞ when
u+ > u− and when u+ < u−. We must first begin by examining the asymptotic
structure of the solution of IVP1 as t→ 0.
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2.1 Asymptotic solution as t→ 0
We first consider region I, where x = O(1) as t→ 0 and expand the solution to IVP1
as
u(x, t) = u0(x) + u1(x)t +O
(
t2
)
(2.5)
as t→ 0. On substituting into equation (2.1) and applying (2.2) we readily obtain
u(x, t) = u0(x) + [u
′′
0(x) − u0(x)u′0(x)] t+O
(
t2
)
(2.6)
as t→ 0 with x = O(1). Now for x 1, expansion (2.5), with (2.4)2, takes the form
u(x, t) ∼
(
u+ +
AR
xγ
+ . . .
)
+
(
γu+AR
xγ+1
+
γ(γ + 1)AR
xγ+2
+
γA2R
x2γ+1
+ . . .
)
t+ . . . (2.7)
as t→ 0, and we conclude that (2.6) remains uniform for x 1 as t→ 0. We observe
that the ordering of the terms in (2.7) depends on γ, a point we will return to in the
next section. Finally, for (−x) 1, expansion (2.5), with (2.4)1, takes the form
u(x, t) ∼
(
u− +
AL
(−x)γ + . . .
)
+
(
γu−AL
(−x)γ+1 +
γ(γ + 1)AL
(−x)γ+2 +
γA2L
(−x)2γ+1 + . . .
)
t+ . . .
(2.8)
as t→ 0, and we conclude that (2.6) remains uniform for (−x) 1 as t→ 0.
This completes the asymptotic structure as t→ 0, with expansion (2.6) of region I
providing a uniform approximation to the solution of IVP1 as t→ 0 with x = O(1).
2.2 Asymptotic solution as |x| → ∞
We now investigate the structure of the solution to IVP1 as |x| → ∞ for t = O(1). We
begin be developing the structure of the solution to IVP1 as x → ∞ with t = O(1).
The form of (2.7) indicates that in this region, region II+, we expand as
u(x, t) = u+ +
f0(t)
xγ
+
f1(t)
xγ+1
+
f2(t)
xr
+
f3(t)
xs
+ o
(
1
xs
)
(2.9)
as x→∞ with t = O(1). A balancing of terms requires that
r =


2γ + 1, 0 < γ < 1,
3, γ = 1,
γ + 2, γ > 1,
s =


γ + 2, 0 < γ < 1,
4, γ = 1,
2γ + 1, γ > 1.
On substituting (2.9) into equation (2.1) and solving at each order in turn we find
(after matching with (2.7) as t→ 0) that
f0(t) = AR, f1(t) = γu+ARe
t,
f2(t) =


γA2Re
t, 0 < γ < 1,
u2+ARe
2t +A2Re
t + 2ARt+ (2− u2+)AR, γ = 1,
γ(γ+1)u2+AR
2 e
2t + γ(γ + 1)ARt+
γ(γ+1)AR
2 (2 − u2+), γ > 1.
The function f3(t) is only required in what follows in the case γ > 1 and for brevity
we do not report f3(t) for 0 < γ < 1 or γ = 1. We readily obtain that
f3(t) = γA
2
Re
t, γ > 1.
4
Thus, the structure of (2.9) depends upon whether 0 < γ < 1, γ = 1 or γ > 1.
However, in each case, we observe that expansion (2.9) remains uniform for t  1
provided that x  et, but expansion (2.9) becomes nonuniform when x = O(et) for
t  1. We note that when x = O(et) for t  1 expansion (2.9) fails to provide a
uniform asymptotic approximation to the solution to IVP1 due to the second and
third terms of (2.9) becoming of comparable order.
We conclude be developing the structure of the solution to IVP1 as x→ −∞ with
t = O(1). The form of (2.8) indicates that in this region, region II−, we expand as
u(x, t) = u− +
fˆ0(t)
(−x)γ +
fˆ1(t)
(−x)γ+1 +
fˆ2(t)
(−x)r +
fˆ3(t)
(−x)s + o
(
1
(−x)s
)
(2.10)
as x → −∞ with t = O(1), and where r and s are as given above. On substituting
(2.10) into equation (2.1) and solving at each order in turn we find (after matching
with (2.8) as t→ 0) that
fˆ0(t) = AL, fˆ1(t) = −γu−ALet,
fˆ2(t) =


−γA2Let, 0 < γ < 1,
u2−ALe
2t −A2Let + 2ALt+ (2− u2−)AL, γ = 1,
γ(γ+1)u2−AL
2 e
2t + γ(γ + 1)ALt+
γ(γ+1)AL
2 (2− u2−), γ > 1,
and
fˆ3(t) = −γA2Let, γ > 1.
Thus, the structure of (2.10) again depends upon whether 0 < γ < 1, γ = 1 or γ > 1.
However, in each case, we observe that expansion (2.10) remains uniform for t  1
provided that −x et, but expansion (2.9) becomes nonuniform when (−x) = O(et)
for t 1.
At this stage of the analysis we need to consider the cases u+ > u− and u+ < u−
separately. We begin by developing the asymptotic structure of IVP1 as t→∞ when
u+ > u−.
2.3 Asymptotic solution as t→∞ when u+ > u−
We now investigate the structure of IVP1 as t → ∞ when u+ > u−. We recall from
Section 2.2 that expansions (2.9) and (2.10) of regions II+ (x → ∞, t = O(1)) and
II− (x → −∞, t = O(1)) respectively, continue to remain uniform provided |x|  et.
However, as already noted a nonuniformity develops when |x| = O(et). We begin by
considering the asymptotic structure as t →∞ for x > 0. To proceed we introduce a
new region, region III+. To examine region III+ we introduce the scaled coordinate
y = x e−t, (2.11)
where y = O(1), and look for an expansion of the form
u(y, t) = u++


g0(y)e
−γt + g1(y)e−2γt + o
(
e−2γt
)
,
when 0 < γ < 2,
g0(y)e
−2t + g1(y)te−4t + g2(y)e−4t + o
(
e−4t
)
,
when γ = 2,
g0(y)e
−γt + g1(y)te−(γ+2)t + g2(y)e−(γ+2)t + g3(y)e−2γt + o
(
e−2γt
)
,
when γ > 2,
(2.12)
as t → ∞ with y = O(1). We first consider the case when 0 < γ < 2. After
substituting (2.12)1 into equation (2.1) (when written in terms of y and t), the leading
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order problem for g0(y) becomes
(y − u+)g′0 + γg0 = 0, y > 0, (2.13)
g0(y) ∼ AR
yγ
+
γu+AR
yγ+1
+
u2+AR
yγ+2
as y →∞, (2.14)
with condition (2.14) arising from matching expansion (2.12)1 (y  1) with the far
field expansion (2.9) (x = O(et)). The solution of (2.13), (2.14) is readily obtained as
g0(y) = AR (y − u+)−γ , y > u+. (2.15)
Hence, via (2.15), g0(y) develops a singularity as y → (u+)+, and thus expansion
(2.12)1 becomes nonuniform when y = u+ + o(1) as t → ∞. On returning to next
order, we obtain the following problem for g1(y), namely
(y − u+)g′1 + 2γg1 = g0g′0, y > u+, (2.16)
g1(y) ∼ γA
2
R
y2γ+1
as y →∞, (2.17)
with condition (2.17) arising from matching expansion (2.12)1 (y  1) with the far
field expansion (2.9) (x = O(et)). The solution of (2.16), (2.17) is readily obtained as
g1(y) = γA
2
R (y − u+)−(2γ+1) , y > u+. (2.18)
Therefore, we have, via (2.12)1, (2.15) and (2.18), that when 0 < γ < 2 the expansion
in region III+ has the form
u(y, t) = u+ +AR (y − u+)−γ e−γt + γA2R (y − u+)−(2γ+1) e−2γt + o
(
e−2γt
)
(2.19)
as t → ∞ with y = O(1)(> u+), and where AR < 0. We note that expansion (2.19)
becomes nonuniform when
y = u+ +O
(
exp
{
− γ
γ + 1
t
})
(2.20)
as t→∞. This nonuniformity occurs due to the second and third terms in expansion
(2.19) becoming of the same order when y is given by (2.19).
We next consider γ = 2. On substituting (2.12)2 into equation (2.1) and solving
at each order in turn, we find in region III+ (after matching with (2.9)) that
u(y, t) = u+ +
ARe
−2t
(y − u+)2 +
6ARte
−4t
(y − u+)4 +
(
2A2R
(y − u+)5 +
3AR(2− u2+)
(y − u+)4
)
e−4t + o
(
e−4t
)
(2.21)
as t → ∞ with y = O(1) (> u+). Expansion (2.21) becomes nonuniform when y =
u++O(t
−1) as t→∞. To investigate this region which we call region P1 we introduce
the scaled variable η = (y − u+)t = O(1) (> 0) and look for an expansion of the form
u(η, t) = u+ + gˆ0(η)t
2e−2t + gˆ1(η)t5e−4t + o
(
t5e−4t
)
(2.22)
as t→∞ with η = O(1) (> 0). On substituting (2.22) into equation (2.1) and solving
at each order in turn, we find (after matching with (2.21) as η →∞) that
u(η, t) = u+ +
AR
η2
t2e−2t +
(
6AR
η4
+
2A2R
η5
)
t5e−4to
(
e−4t
)
(2.23)
as t → ∞ with η = O(1) (> 0), and where AR < 0. Expansion (2.23) becomes
nonuniform when η = O
(
te−2/3t
)
as t→∞ [that is, when y = u++O
(
e−2/3t
)
, which
is (2.20) with γ = 2]. On rewriting expansion (2.23) in terms of y we obtain
u(y, t) = u+ +AR (y − u+)−2 e−2t + 2A2R (y − u+)−5 e−4t + o
(
e−4t
)
(2.24)
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as t → ∞ with (y − u+)  1. We observe that expansion (2.24) is just expansion
(2.19) with γ = 2 and therefore region P1 is simply a passive region allowing for the
rearrangement of terms in expansion (2.12)2.
Finally, we consider the case when γ > 2. On substituting (2.12)3 into equation
(2.1) and solving at each order in turn, we find in region III+ (after matching with
(2.9)) that
u(y, t) = u+ +
AR
(y − u+)γ e
−γt +
γ(γ + 1)AR
(y − u+)γ+2 te
−(γ+2)t +
γ(γ + 1)AR(2− u2+)
2(y − u+)γ+2 e
−(γ+2)t
+
γA2R
(y − u+)2γ+1 e
−2γt + o
(
e−2γt
)
(2.25)
as t → ∞ with y = O(1) (> u+), and where AR < 0. Expansion (2.25) becomes
nonuniform when
y = u+ +O
(
exp
{
− (γ − 2)
(γ − 1)t
})
as t→∞. To investigate this region which we call region P2 we introduce the scaled
variable η = (y−u+) exp
{
(γ−2)
(γ−1) t
}
= O(1) (> 0) and look for an expansion of the form
u(η, t) = u+ + g˜0(η)e
− γ
γ−1 t + g˜1(η)te
− (γ+2)
(γ+1)
t + g˜2(η)e
− (γ+2)
(γ+1)
t + o
(
e
− (γ+2)
(γ+1)
t
)
(2.26)
as t→∞ with η = O(1) (> 0). On substituting (2.26) into equation (2.1) and solving
at each order in turn, we find (after matching with (2.25) as η →∞) that
u(η, t) = u+ +
AR
ηγ
e−
γ
γ−1 t +
γ(γ + 1)AR
ηγ+2
te
− (γ+2)
(γ+1)
t
+
(
γ(γ + 1)AR(2− u2+)
2ηγ+2
+
γA2R
η2γ+1
)
e
− (γ+2)
(γ+1)
t + o
(
e
− (γ+2)
(γ+1)
t
) (2.27)
as t → ∞ with η = O(1) (> 0). Expansion (2.27) becomes nonuniform when η =
O
(
t−
1
γ−1
)
as t→∞. To investigate this region which we call region P3 we introduce
the scaled variable ξ = ηt
1
γ−1 = O(1) (> 0) and look for an expansion of the form
u(ξ, t) = u+ + g¯0(ξ)t
γ
γ−1 e−
γ
γ−1 t + g¯1(η)t
2γ+1
γ−1 e
− (γ+2)
(γ+1)
t + o
(
t
2γ+1
γ−1 e
− (γ+2)
(γ+1)
t
)
(2.28)
as t→∞ with ξ = O(1) (> 0). On substituting (2.28) into equation (2.1) and solving
at each order in turn, we find (after matching with (2.27)) that
u(ξ, t) = u++
AR
ξγ
t
γ
γ−1 e−
γ
γ−1 t+
(
γ(γ + 1)AR
ξγ+2
+
γA2R
ξ2γ+1
)
t
2γ+1
γ−1 e
− (γ+2)
(γ+1)
t+o
(
t
2γ+1
γ−1 e
− (γ+2)
(γ+1)
t
)
(2.29)
as t → ∞ with ξ = O(1) (> 0). Expansion (2.29) becomes nonuniform when ξ =
O
(
t
1
γ−1 e
− 2
γ2−1
t
)
as t → ∞ [that is, when y = u+ + O
(
exp
{
− γγ+1t
})
as t → ∞.].
We conclude that, regions P2 and P3 are simply passive regions which allow for the
rearrangement of terms in expansion (2.12)3.
Therefore, we encounter a nonuniformity in (2.19) (when 0 < γ < 2), (2.23) (when
γ = 2) and (2.29) (when γ > 2) when y = u+ + O
(
exp
{
− γγ+1 t
})
as t → ∞.
To investigate this region which we call region IV+ we introduce the scaled variable
ζ = (y − u+) exp
{
γ
γ+1 t
}
= O(1) and look for an expansion of the form
u(ζ, t) = u+ + F (ζ)e
− γ
γ+1 t + o
(
e−
γ
γ+1 t
)
(2.30)
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as t→∞ with ζ = O(1). On substitution of (2.30) into equation (2.1) (when written
in terms of ζ and t) we obtain at leading order
FFζ − ζ
1 + γ
Fζ − γ
1 + γ
F = 0, −∞ < ζ <∞, (2.31)
F (ζ) ∼ AR
ζγ
+
γA2R
ζ2γ+1
as ζ →∞. (2.32)
Condition (2.32) arises from matching expansion (2.30) (ζ  1) with (2.19) when
0 < γ < 2, (2.23) when γ = 2 or (2.29) when γ > 2. We observe immediately that
equation (2.31) admits the exact solution
F (ζ) = ζ, −∞ < ζ <∞.
Further, it is straightforward to establish that the solution to (2.31), (2.32) (we recall
that in this case AR < 0) is given by
F (ζ − F )γ = AR, −∞ < ζ <∞, (2.33)
where F (ζ) < 0 for ζ ∈ (−∞,∞), and
F (ζ) ∼
{
AR
ζγ +
γA2R
ζ2γ+1 as ζ →∞,
ζ − (−AR)
1
γ (−ζ)− 1γ as ζ → −∞.
(2.34)
As ζ → −∞ we move out of region IV+ into region V where u(y) = O(1) as t → ∞.
To examine region V we look for an expansion of the form
u(y, t) = G(y) +O
(
e−t
)
(2.35)
as t → ∞ with y = O(1) (< u+). On substitution of (2.35) into equation (2.1) (when
written in terms of y and t) we obtain at leading order that
Gy(G− y) = 0, y < u+, (2.36)
G(y) ∼ y as y → (u+)−, (2.37)
where condition (2.37) is the matching condition with region IV+. The solution of
(2.36), (2.37) is readily obtained as
G(y) = y, y < u+. (2.38)
Therefore, in region V we have that
u(y, t) = y +O
(
e−t
)
(2.39)
as t→∞ with y = O(1) (< u+).
We next consider the asymptotic structure as t → ∞ for x < 0. To proceed we
introduce a new region, region III−. The details of this region follow, after minor
modification, those given for region III+ and are not repeated here. Therefore, we
have in region III− that
u(y, t) = u− +AL(u− − y)−γe−γt + o
(
e−γt
)
(2.40)
as t→∞ with y = O(1)(∈ (−∞, u−)), and where AL > 0. Expansion (2.40) becomes
nonuniform when y = u− + O
(
exp
{
− γγ+1 t
})
as t → ∞. To investigate this region
which we call region IV− we introduce the scaled variable ζ = (u− − y) exp
{
γ
γ+1t
}
=
O(1) and look for an expansion of the form
u(ζ, t) = u− + F (ζ)e−
γ
γ+1 t + o
(
e−
γ
γ+1 t
)
(2.41)
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Figure 1: A schematic representation of the asymptotic structure of u(y, t) in the (y, u)
plane as t→∞ for IVP1 when u+ > u−.
as t→∞ with ζ = O(1). On substitution of (2.41) into equation (2.1) (when written
in terms of ζ and t) we obtain at leading order
FFζ − ζ
1 + γ
Fζ − γ
1 + γ
F = 0, −∞ < ζ <∞, (2.42)
F (ζ) ∼ AL
(−ζ)γ −
γA2L
(−ζ)2γ+1 as ζ → −∞. (2.43)
Condition (2.43) arises from matching expansion (2.41) (−ζ  1) with (2.40). We
observe immediately that equation (2.42) admits the exact solution F (ζ) = ζ for
ζ ∈ (−∞,∞). Further, it is straightforward to establish that the solution to (2.42),
(2.43) is given by
F (F − ζ)γ = AL, −∞ < ζ <∞, (2.44)
where F (ζ) > 0 for ζ ∈ (−∞,∞), and
F (ζ) ∼
{
AL
(−ζ)γ −
γA2L
(−ζ)2γ+1 as ζ → −∞,
ζ +A
1
γ
L ζ
− 1
γ as ζ → +∞.
(2.45)
As ζ →∞ we move out of region IV− into region V, and we conclude by noting that
in region V we have that
u(y, t) = y +O
(
e−t
)
, u− < y < u+ (2.46)
as t → ∞. Therefore, region V, where y ∈ (u−, u+), is the expansion region with
expansion (2.46) being given by the expansion wave at leading order.
The asymptotic structure of the solution of IVP1 as t→∞ when u+ > u− is now
complete. A uniform approximation has been given through regions II±, III±, IV±
and V. A schematic representation of the location and thickness of the asymptotic
regions as t → ∞ is given in the case 0 < γ < 2 in Figure 1 (we recall the situation
is slightly more complicated for γ ≥ 2 due to the presence of passive regions located
at u+ and u−). The large-t attractor for the solution of IVP1 when u+ > u− is the
expansion wave which allows for the adjustment of the solution form u+ to u−.
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2.4 Asymptotic solution as t→∞ when u+ < u−
We now investigate the structure of IVP1 as t → ∞ when u+ < u−. We recall from
Section 2.2 that expansions (2.9) and (2.10) of regions II+ (x → ∞, t = O(1)) and
II− (x → −∞, t = O(1)) respectively, continue to remain uniform provided |x|  et.
However, as already noted a nonuniformity develops when |x| = O(et). As in Section
2.3, we introduce the scaled coordinate
y = x e−t, (2.47)
where y = O(1), and begin by summarizing the asymptotic structure as t→∞ in re-
gions III+ and III− (the details of which follow, after minor modification, those given
in Section 2.3) and are not repeated here):
Region III+
u(y, t) = u+ +AR (y − u+)−γ e−γt + o
(
e−γt
)
(2.48)
as t→∞ with y = O(1)(∈ (u+,∞), and where AR > 0.
Region III−
u(y, t) = u− +AL(u− − y)−γe−γt + o
(
e−γt
)
(2.49)
as t→∞ with y = O(1)(∈ (−∞, u−)), and where AL < 0.
Clearly, in this case when u+ < u− expansions (2.48) and (2.49) must become
nonuniform as y → α, where α ∈ (u+, u−) and is to be determined. To examine this
region which we label as region SS we introduce the scaled coordinate
z = (y − α)ψ−1 = O(1), (2.50)
where ψ(t) = o(1) as t → ∞, is an as yet undetermined gauge function, and expand
in the form
u(z, t) = U(z) + o(1) (2.51)
as t → ∞ with z = O(1). On substituting (2.51) into equation (2.1) (when written
in terms of z and t) we find that to obtain the must structured leading order balance
that we require
ψ(t) = e−2t. (2.52)
At leading order we then obtain
Uzz − UUz + αUz = 0, −∞ < z <∞. (2.53)
On integrating (2.53) we obtain
Uz =
U2
2
− αU + C, −∞ < z <∞, (2.54)
where C is a constant of integration. Equation (2.54) is to be solved subject to the
leading order matching conditions
U(z) ∼
{
u+ as z →∞,
u− as z → −∞. (2.55)
The solution to (2.54) subject to boundary conditions (2.55) requires that
α =
(u+ + u−)
2
and C =
u+u−
2
,
and is given by the Taylor shock profile (see [25])
U(z) =
(u+ + u−)
2
− (u− − u+)
2
tanh
(
(u− − u+)
4
z + φc
)
, −∞ < z <∞, (2.56)
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where φc is a constant. We note that
U(z) ∼


u+ + (u− − u+) exp
(
− (u−−u+)2 z − φc
)
as z →∞,
u− − (u− − u+) exp
(
(u−−u+)
2 z + φc
)
as z → −∞.
(2.57)
The similarity solution (2.56) represents a wavefront connecting u+ (as z →∞) to u−
(as z → −∞). This wavefront is steepening as t→∞ and has an accelerating velocity
as t → ∞ when u+ 6= −u−, but is located at y = 0 and is stationary if u+ = −u−.
Specifically, we note that when −u− < u+ < u− the wavefront is accelerating in the
+x direction, whereas when u+ < u− < −u+ the wavefront is accelerating in the −x
direction.
However, we readily observe that matching expansion (2.51) (as z →∞) to expan-
sion (2.48) (as y → (u++u−)2
+
) to next order fails and we require a transition region,
which we label TR+. To examine region TR+ we introduce the scaled coordinate x¯ by
y =
u+ + u−
2
+
2γ
u− − u+ te
−2t + x¯e−2t, (2.58)
so that x¯ = O(1) as t→∞ in region TR+ [that is, z = 2γu−−u+ t+ x¯]. It is instructive
at this point to describe in more detail how (2.58) was obtained. Expansion (2.51)
with (2.57)1 (for z  1) when written in terms of y is given by
u ∼ u+ + (u− − u+) exp
(
− (u− − u+)
2
[
y − (u− + u+)
2
]
e2t − φc
)
(2.59)
as t→∞. Expansion (2.49) as y → (u−+u+)2
+
(as we move into region TW) gives that
u = u+ +O(e
−γt) (2.60)
as t → ∞. Comparison of the exponentially small terms in expansions (2.59) and
(2.60) then indicates that they are of the same order (that is, of O(e−γt) as t → ∞)
when
y =
(u− + u+)
2
+
2γ
(u− − u+) te
−2t +O(e−2t)
as t→∞, giving the required scaling for the transition region. The form of expansion
(2.56) (for z  1) then suggests that in region TR+ we expand as
u(x¯, t) = u+ + F (x¯)e
−γt + o
(
e−γt
)
(2.61)
as t→∞ with x¯ = O(1). On substitution of (2.61) into equation (2.1) (when written
in terms of x¯ and t) we obtain at leading order that
Fx¯x¯ +
(u− − u+)
2
Fx¯ = 0, −∞ < x¯ <∞. (2.62)
equation (2.62) is to be solved subject to the following matching conditions
F (x¯) ∼
{
AR2
γ
(u−−u+)γ as x¯→∞,
(u− − u+)e−φce−
(u−−u+)
2 x¯ as x¯→ −∞.
(2.63)
The solution to (2.62), (2.63) is readily obtained as
F (x¯) =
AR2
γ
(u− − u+)γ + (u− − u+)e
−φce−
(u−−u+)
2 x¯, −∞ < x¯ <∞. (2.64)
Therefore, we have in region TR+ that
u(x¯, t) = u+ +
(
AR2
γ
(u− − u+)γ + (u− − u+)e
−φce−
(u−−u+)
2 x¯
)
e−γt + o
(
e−γt
)
(2.65)
11
Figure 2: A schematic representation of the asymptotic structure of u(y, t) in the
(y, u) plane as t → ∞ for IVP1 when u+ < u−. We recall that region SS is located
at y = u++u−2 (with thickness O
(
e−2t
)
as t → ∞), while regions TR± are located at
y = u++u−2 ± 2γu−−u+ te−2t (with thickness O
(
e−2t
)
) as t→∞.
as t→∞ with x¯ = O(1).
Finally, we conclude this case by noting that matching expansion (2.51) (as z →
−∞) to expansion (2.49) (as y → (u++u−)2
−
) fails and we require a transition region,
which we label TR−. To examine region TR− we introduce the scaled coordinate xˆ by
y =
u+ + u−
2
− 2γ
u− − u+ te
−2t + xˆe−2t, (2.66)
so that xˆ = O(1) as t → ∞ in region TR−. The details of region TR− follow, after
minor modification, those given for region TR+ are are not repeated here. In summary
we have in region TR− that
u(xˆ, t) = u− +
(
AL2
γ
(u− − u+)γ − (u− − u+)e
φce−
(u−−u+)
2 xˆ
)
e−γt + o
(
e−γt
)
(2.67)
as t→∞ with xˆ = O(1).
The asymptotic structure of the solution of IVP1 as t→∞ when u+ < u− is now
complete. A uniform approximation has been given through regions II±, III±, TR±
and SS. A schematic representation of the location and thickness of the asymptotic
regions as t→∞ is given in Figure 2. The large-t attractor for the solution of IVP1
when u+ > u− is the Taylor shock profile which allows for the adjustment of the
solution form u+ to u−.
3 Initial-value problem 2
In this section we consider the following initial-value problem for Burgers’ equation,
namely,
ut + uux = e
t uxx, −∞ < x <∞, t > 0, (3.1)
u(x, 0) = u0(x), −∞ < x <∞, (3.2)
u(x, t)→
{
u−, x→ −∞,
u+, x→∞, t ≥ 0, (3.3)
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where u− and u+(6= u−) are parameters. Further, we assume that the initial data
u0(x) has algebraic decay as |x| → ∞. Specifically,
u0(x) =


u− +
AL
(−x)γ +O
(
e−|x|
)
as x→ −∞,
u+ +
AR
xγ
+O
(
e−|x|
)
as x→∞,
(3.4)
where AL (6= 0), AR (6= 0) and γ (> 0) are parameters. In what follows we label initial-
value problem (3.1)-(3.4) as IVP2.
In this section we develop the asymptotic structure of the solution of IVP2 as
t → ∞. We first note that the asymptotic structure of IVP2 as t → 0 follows that
given in Section 2.1 and is not repeated here. We begin by developing the asymptotic
solution of IVP2 as |x| → ∞.
3.1 Asymptotic solution as |x| → ∞
We now investigate the structure of the solution to IVP2 as |x| → ∞ for t = O(1). We
begin be developing the structure of the solution to IVP1 as x → ∞ with t = O(1).
The form of (2.7) indicates that in this region, region II+, we expand in the form (2.9)
(where r and s are as given in Section 2.2). On substituting (2.9) into equation (3.1)
and solving at each order in turn we find (after matching with (2.7) as t→ 0) that
f0(t) = AR, f1(t) = γu+ARt,
f2(t) =


γA2Rt, 0 < γ < 1,
2ARe
t + u2+ARt
2 +A2Rt− 2AR, γ = 1,
γ(γ + 1)ARe
t +
γ(γ+1)u2+AR
2 t
2 − γ(γ + 1)AR, γ > 1.
The function f3(t) is only required in what follows in the case 0 < γ < 1 and for
brevity we do not report f3(t) for γ > 1 or γ = 1. We readily obtain that
f3(t) = γ(γ + 1)ARe
t +
γ(γ + 1)u2+AR
2
t2 − γ(γ + 1)AR, 0 < γ < 1.
Thus, the structure of (2.9) depends upon whether 0 < γ < 1, γ = 1 or γ > 1.
When γ ≥ 1 expansion (2.9) remains uniform for t 1 provided x t−1et, becoming
nonuniform when x = O
(
t−1et
)
for t  1. However, when 0 < γ < 1 expansion
(2.9) remains uniform for t  1 provided x  t 1γ−1 e t1−γ , becoming nonuniform when
x = O
(
t
1
γ−1 e
t
1−γ
)
for t 1.
We conclude be developing the structure of the solution to IVP1 as x→ −∞ with
t = O(1). The form of (2.7) indicates that in this region, region II−, we expand as in
Section 2.2 and look for an expansion of the form (2.10). On substituting (2.10) into
equation (3.1) and solving at each order in turn we find (after matching with (2.7) as
t→ 0) that
fˆ0(t) = AL, fˆ1(t) = −γu−ALt,
f2(t) =


−γA2Lt, 0 < γ < 1,
2ALe
t + u2−ALt
2 −A2Lt− 2AL, γ = 1,
γ(γ + 1)ALe
t +
γ(γ+1)u2−AL
2 t
2 − γ(γ + 1)AL, γ > 1.
The function f3(t) is only required in what follows in the case 0 < γ < 1 and for
brevity we do not report f3(t) for γ > 1 or γ = 1. We readily obtain that
f3(t) = γ(γ + 1)ALe
t +
γ(γ + 1)u2−AL
2
t2 − γ(γ + 1)AL, 0 < γ < 1.
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Thus, the structure of (2.10) depends upon whether 0 < γ < 1, γ = 1 or γ > 1. When
γ ≥ 1 expansion (2.10) remains uniform for t  1 provided −x  t−1et, becoming
nonuniform when −x = O (t−1et) for t  1. However, when 0 < γ < 1 expansion
(2.9) remains uniform for t 1 provided −x t 1γ−1 e t1−γ , becoming nonuniform when
−x = O
(
t
1
γ−1 e
t
1−γ
)
for t 1.
3.2 Asymptotic solution as t→∞
We now investigate the structure of IVP2 as t→∞. We recall from Section 3.1 that
we need to consider the cases γ ≥ 1 and 0 < γ < 1 separately. We begin by developing
the large-t structure of the solution of IVP2 when γ ≥ 1.
3.3 γ ≥ 1
In this case expansions (2.9) and (2.10) of regions II+ (x → ∞, t = O(1)) and II−
(x → −∞, t = O(1)) respectively, continue to remain uniform provided |x|  t−1et.
However, as already noted a nonuniformity develops when |x| = O(t−1et). We begin
by considering the asymptotic structure as t→∞ for x > 0. To proceed we introduce
a new region, region III+. To examine region III+ we introduce the scaled coordinate
y = x te−t, (3.5)
where y = O(1), and look for an expansion of the form
u(y, t) = u+ + g0(y)t
γe−γt + g1(y)tγ+2e−(γ+1)t + o
(
tγ+2e−(γ+1)t
)
(3.6)
as t → ∞ with y = O(1). On substituting (3.6) into equation (3.1) (when written in
terms of y and t), the leading order problem for g0(y) becomes
yg′0 + γg0 = 0, y > 0, (3.7)
g0(y) ∼ AR
yγ
as y →∞, (3.8)
with condition (3.8) arising from matching expansion (3.6) (y  1) with the far field
expansion (2.9) (x = O(t−1et)). The solution of (3.7), (3.8) is readily obtained as
g0(y) = ARy
−γ , y > 0. (3.9)
Hence, via (3.9), g0(y) develops a singularity as y → 0+, and thus expansion (3.6)
becomes nonuniform when y = o(1) as t→∞. On returning to next order, we obtain
the following problem for g1(y), namely
yg′1 + (γ + 1)g1 = −g′′0 , y > 0, (3.10)
g1(y) ∼ γu+AR
yγ+1
+
γ(γ + 1)AR
yγ+2
as y →∞, (3.11)
with condition (3.11) arising from matching expansion (3.6) (y  1) with the far field
expansion (2.9) (x = O(t−1et)). The solution of (3.10), (3.11) is readily obtained as
g1(y) =
γu+AR
yγ+1
+
γ(γ + 1)AR
yγ+2
, y > 0. (3.12)
Therefore, we have, via (3.6), (3.9) and (3.12), that when γ ≥ 1 the expansion in
region III+ has the form
u(y, t) = u++
AR
yγ
tγe−γt+
(
γu+AR
yγ+1
+
γ(γ + 1)AR
yγ+2
)
tγ+2e−(γ+1)t+ o
(
tγ+2e−(γ+1)t
)
(3.13)
14
as t → ∞ with y = O(1)(> 0). We note that expansion (3.13) becomes nonuniform
when
y = O
(
te−
t
2
)
(3.14)
as t → ∞ [that is, when x = O
(
e
t
2
)
as t → ∞]. To examine this region which we
label as region SS we introduce the scaled coordinate z by
xte−t = y = zte−
t
2 , (3.15)
where z = O(1) as t→∞, and expand in the form
u(z, t) = U(z) + o(1) (3.16)
as t→∞ with z = O(1). On substituting (3.16) into equation (3.1) (when written in
terms of z and t) we find at leading order that
Uzz +
z
2
Uz = 0, −∞ < z <∞. (3.17)
Equation (3.17) is to be solved subject to the leading order matching conditions
U(z) ∼
{
u+ as z →∞,
u− as z → −∞. (3.18)
The solution to (3.17), (3.18) is then obtained as
U(z) =
(u+ + u−)
2
− (u− − u+)
2
erf
(z
2
)
, −∞ < z <∞, (3.19)
where erf[.] is the standard error function (see [1]). We note that
U(z) ∼

 u+ −
(u+−u−)√
pi
z−1e−
z2
4 as z →∞,
u− +
(u+−u−)√
pi
(−z)−1e− z24 as z → −∞.
(3.20)
The similarity solution (3.19) connects u+ (as z → ∞) to u− (as z → −∞). We
observe that this similarity solution is in a stretching frame of reference.
However, we readily observe that matching expansion (3.16) (as z →∞) to expan-
sion (3.13) (as y → 0+) at next order fails and we need a transition region, which we
label TR+. To examine region TR+ we introduce the scaled coordinate η by
z =
√
2γ t
1
2 +
(γ − 1)√
2γ
ln t
t
1
2
+ η t−
1
2 , (3.21)
as t → ∞. It is instructive at this point to describe in more detail how (3.21) was
obtained. Expansion (3.16) with (3.201) gives
u(z, t) ∼ u+ − (u+ − u−)√
pi
exp
(
−z
2
4
− ln z
)
(3.22)
as t→∞ with z  1. Expansion (3.13) when written in terms of z gives
u(z, t) ∼ u+ +AR exp
(
−γt
2
− γ ln z
)
(3.23)
as t → ∞. Comparison of the exponentially small terms in expansions (3.22) and
(3.23) requires that
z =
√
2γ t
1
2 +
(γ − 1)√
2γ
ln t
t
1
2
+O
(
t−
1
2
)
,
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as t→∞, giving the required scaling for the transition region. In region TR+ we then
look for an expansion of the form
u = u+ +K(η) t
− γ2 e−
γt
2 + o
(
t−
γ
2 e−
γt
2
)
(3.24)
as t → ∞ with η = O(1). On substitution of expansion (3.24) into equation (3.1)
(when written in terms of η and t) we obtain at leading order
Kηη +
√
2γ
2
Kη = 0, −∞ < η <∞. (3.25)
Equation (3.25) has to be solved subject to the matching conditions
K(η) ∼


AR
(2γ)
γ
2
as η →∞,
− (u+ − u−)√
2γpi
e−
√
2γ
2 η as η → −∞.
(3.26)
The solution of (3.25), (3.26) is readily obtained as
K(η) =
(
AR
(2γ)
γ
2
− (u+ − u−)√
2γpi
e−
√
2γ
2 η
)
, −∞ < η <∞. (3.27)
We note that if u+ > u− then AR < 0 and K(η) < 0 for η ∈ (−∞,∞), while if
u+ < u− then AR > 0 and K(η) > 0 for η ∈ (−∞,∞). Therefore, in region TR+ we
have that
u = u+ +
(
AR
(2γ)
γ
2
− (u+ − u−)√
2γpi
e−
√
2γ
2 η
)
t−
γ
2 e−
γt
2 + o
(
t−
γ
2 e−
γt
2
)
(3.28)
as t→∞ with η = O(1).
We next consider the asymptotic structure as t → ∞ for x < 0. To proceed we
introduce a new region, region III−. The details of this region follow, after minor
modification, those given for region III+ and are not repeated here. Therefore, we
have in region III− that
u(y, t) = u− +
AL
(−y)γ t
γe−γt +
(
− γu−AL
(−y)γ+1 +
γ(γ + 1)AL
(−y)γ+2
)
tγ+2e−(γ+1)t
+o
(
tγ+2e−(γ+1)t
) (3.29)
as t→∞ with y = O(1)(< 0).
Finally, we conclude this case by noting that matching expansion (3.16) with (3.19)
(as z → −∞) to expansion (3.29) (as y → 0−) fails and we require a transition region,
which we label TR−. To examine region TR− we introduce the scaled coordinate ηˆ by
z = −
√
2γ t
1
2 − (γ − 1)√
2γ
ln t
t
1
2
+ ηˆ t−
1
2 (3.30)
so that ηˆ = O(1) as t → ∞ in region TR−. The details of region TR− follow, after
minor modification, those given for region TR+ are are not repeated here. In summary
we have in region TR− that
u = u− +
(
AL
(2γ)
γ
2
+
(u+ − u−)√
2γpi
e
√
2γ
2 ηˆ
)
t−
γ
2 e−
γt
2 + o
(
t−
γ
2 e−
γt
2
)
(3.31)
as t→∞ with ηˆ = O(1).
The asymptotic structure of the solution of IVP2 as t → ∞ when γ ≥ 1 is now
complete. A uniform approximation has been given through regions II±, III±, TR±
and SS. A schematic representation of the location and thickness of the asymptotic
regions as t→∞ is given in Figure 3. The large-t attractor for the solution of IVP2
when γ ≥ 1 is the error function which allows for the adjustment of the solution form
u+ to u−.
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Figure 3: A schematic representation of the asymptotic structure of u(y, t) in the (y, u)
plane as t → ∞ for IVP2 when γ ≥ 1. Here we illustrate the case when u+ < u−.
We recall that yl = −yr = −
√
2γt
3
2 e−
t
2 + (γ − 1)t 12 e− t2 ln t.
3.4 0 < γ < 1
In this case expansions (2.9) and (2.10) of regions II+ (x→∞, t = O(1)) and II− (x→
−∞, t = O(1)) respectively, continue to remain uniform provided |x|  t 1γ−1 e t1−γ .
However, as already noted a nonuniformity develops when |x| = O
(
t
1
γ−1 e
t
1−γ
)
. We
begin by considering the asymptotic structure as t → ∞ for x > 0. To proceed we
introduce a new region, region E+. To examine region E+ we introduce the scaled
coordinate
ξ = x t
−1
γ−1 e−
t
1−γ , (3.32)
where ξ = O(1), and look for an expansion of the form
u(y, t) = u+ + h0(ξ)t
γ
1−γ e−
γ
1−γ t + h1(ξ)t
2
1−γ e−
(γ+1)
1−γ t
+h2(ξ)t
γ+2
1−γ e−
(2γ+1)
1−γ t + o
(
t
γ+2
1−γ e−
(2γ+1)
1−γ t
) (3.33)
as t → ∞ with y = O(1). On substituting (3.33) into equation (3.1) (when written
in terms of ξ and t) and solving at each order in turn, we find (after matching with
(2.9)) that
u(y, t) = u+ +
AR
ξγ
t
γ
1−γ e−
γ
1−γ t +
γu+AR
ξγ+1
t
2
1−γ e−
(γ+1)
1−γ t
+
(
γA2R
ξ2γ+1
+
γ(γ + 1)AR
ξγ+2
)
t
γ+2
1−γ e−
(2γ+1)
1−γ t + o
(
t
γ+2
1−γ e−
(2γ+1)
1−γ t
) (3.34)
as t→∞ with ξ = O(1) (> 0). Expansion (3.34) becomes nonuniform when
ξ = O
(
t
γ
1−γ e−
γ
1−γ
)
as t→∞ [that is, when x = O (t−1et) as t→∞].
Now, considering the asymptotic structure as t → ∞ when x < 0 leads us to
introduce region E− (the details of which follow, after minor modification those given
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for region E+). In region E− we have that
u(y, t) = u− +
AL
(−ξ)γ t
γ
1−γ e−
γ
1−γ t − γu−AL
(−ξ)γ+1 t
2
1−γ e−
(γ+1)
1−γ t
+
(
− γA
2
L
(−ξ)2γ+1 +
γ(γ + 1)AL
(−ξ)γ+2
)
t
γ+2
1−γ e−
(2γ+1)
1−γ t + o
(
t
γ+2
1−γ e−
(2γ+1)
1−γ t
) (3.35)
as t→∞ with ξ = O(1) (< 0). Expansion (3.34) becomes nonuniform when
ξ = O
(
t
γ
1−γ e−
γ
1−γ
)
as t→∞ [that is, when x = O (t−1et) as t→∞].
To examine the asymptotic structure of the solution of IVP2 when ξ = o(1) we
proceed by introducing the scaled coordinate y by
y = xte−t,
as t→∞ with y = O(1). We notice that this is the scaling (3.5) that we encountered
in Section 3.3, with regions E± being passive allowing for the rearrangement of terms.
Therefore, the remaining asymptotic structure of the solution of IVP2 as t→∞ when
0 < γ < 1 , given by regions III±, TR± and SS, follows that given in Section 3.3 and is
not repeated here. A uniform approximation has been given through regions II±,E±,
III±, TR± and SS. The large-t attractor for the solution of IVP2 when 0 < γ < 1 is
the error function which allows for the adjustment of the solution form u+ to u−.
4 Summary
In this paper we have obtained, via the method of matched asymptotic coordinate
expansions, the uniform asymptotic structure of the large-t solution to the initial-value
problems IVP1 and IVP2.
The form of the large-t solution of initial-value problem IVP1 depends on the
problem parameters u+ and u− as follows:
(i) When u+ > u− the solution exhibits the formation of the expansion wave, where
u(x, t) ∼


u+, x > u+e
t,
xe−t, u−et < x < u+et,
u−, x < u−et,
(4.1)
as t→∞.
(ii) When u+ < u− the solution exhibits the formation of a localized Taylor shock
profile, where
u
(
s(t) + ze−t, t
)
=
[
(u+ + u−)
2
− (u− − u+)
2
tanh
(
(u− − u+)
4
z + φc
)]
+ o(1)
(4.2)
as t→∞ with z = O(1), where z = (x− s(t))et, φc is a constant and
s(t) =
(u+ + u−)
2
et
as t→∞. In particular, we observe that:
(a) When −u− < u+ < u− the Taylor shock profile is located at x = s(t) and
is accelerating in the +x direction.
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(b) When u+ < u− < −u+ the Taylor shock profile is located at x = s(t) and
is accelerating in the −x direction.
(c) When u+ = −u− the Taylor shock profile is stationary and located at x = 0.
In each case the thickness of the localized region is of O(e−t) as t→∞.
The large-time asymptotic behaviour of the solution of IVP1 has been considered in
[12] for the case u+ = −u−. It is established in [12] that when u+ = −1 the solution
of IVP1 tends to the stationary solution, while when u+ = +1 the solution of IVP1
tends to the expansion (or rarefaction) wave. These results being in agreement with
the cases (i) and (ii)(c) above. A full discussion of expansion waves and Taylor shocks
can be found in [25].
The form of the large-t solution of initial-value IVP2 exhibits the formation of an
error function profile, where
u
(
ze
t
2 , t
)
=
[
(u+ + u−)
2
− (u− − u+)
2
erf
(z
2
)]
+ o(1) (4.3)
as t → ∞ with z = xe− t2 = O(1). We observe that error function profile is in a
stretching frame of reference of thickness O(e
t
2 ) as t → ∞. We conclude by noting
that equation (3.1) is of supercylindrical type and has been investigated by a number
of authors (see for example [22] and [24]). In particular, in [22] the global stability of
this solution is established with it being shown that
∣∣∣∣u(x, t)−
[
(u+ + u−)
2
− (u− − u+)
2
erf
(
xe−
t
2
2
)] ∣∣∣∣→ 0 as t→∞,
uniformly in x. It was noted in [5] and [22] that the leading order term in expansion
(4.3) (when written in terms of x and t) is the error function solution of the old-age
equation
ut = e
tuxx.
It is interesting to note that although the parameter γ plays an important role
in the development and structure of the large-t solution of the initial-value problems
considered in this paper it does not appear at leading order in expansions (4.1), (4.2)
and (4.3) (which are dependent only on the constant states u+ and u−). The correction
terms to these leading order profiles will however depend on the parameter γ.
Finally, the asymptotic predictions for the large-time attractors for the problems
IVP1 and IVP2 considered are in agreement with the known results for the appli-
cation areas that motivate this work. In particular, in the important area of acoustic
waves (see for example, [5], [8], [11], [9] and [18]) the results presented are in excellent
agreement with the existing results. However, the analysis presented here links for
the first time these large-time attractors to the given initial data through a number
of asymptotic regions giving the complete large-time solution for each initial-value
problem considered over all values of the problem parameters.
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