Hydraulic-habitat models combine the dynamic behavior of river discharge with geomorphological and ecological responses. In this study, they are used for estimating environmental flow requirements. We applied a Pseudo-two-dimensional (2D) model based on the one-dimensional (1D) HEC-RAS model and an in-house 2D (FLOW-R2D) hydrodynamic model to a section of river for several flows in respect of summer conditions of the study reach, and compared the results derived from the models in terms of water depths and velocities as well as habitat predictions in terms of weighted usable area (WUA). In general, 2D models are more promising in habitat studies since they quantify spatial variations and combinations of flow patterns important to stream flora and fauna in a higher detail than the 1D models. Relationships between WUA and discharge for the two models were examined, to compare the similarity as well as the magnitude of predictions over the modelled discharge range. The models predicted differences in the location of maxima and changes in variation of velocity and water depth. Finally, differences in spatial distribution (in terms of suitability indices and WUA) between the Pseudo-2D and the fully 2D modelling results can be considerable on a cell-by-cell basis. Key words | habitat modelling, hydraulic model, hydrodynamic model, trout the holistic methodologies (Arthington et al. ).
INTRODUCTION
Flow regime is a key component for the ecological integrity of all biotic interactions among riverine ecosystems (Lai et al. ) . Changes in river flow quantity and timing are more likely to cause perturbations to the instream biota and consequences to biodiversity that are more destructive than consequences caused by other choices (Richter & Thomas ) . Nevertheless, the growing demands for water have increased the need to build dams, which in many cases alter the seasonal and interannual streamflow variability of rivers (Poff et al. ) , while they also reduce the available amount of water downstream (Li et al. ; Mao et al. ) . In order to mitigate the downstream impact of dams, several countries worldwide have established environmental flow rules in order to quantify the water required for ecosystem conservation and resource protection (Tharme ) .
Today, there are several environmental flow estimation methods and they can be grouped into four categories: hydrological rules, hydraulic rating methods, habitat simulation methods and holistic methodologies (Dyson et al. ; Tharme ). The hydrological methods depend on statistical analysis of hydrological data, while the hydraulic methods rely on the estimation of a specific wetted perimeter or maximum depth, based on geomorphology and hydrodynamic behaviour of a river reach. Physical habitat methods quantify trade-offs between water use and environmental benefits of flowing water for particular species or groups of species (Dunbar et al. ) . Finally, the incorporation of environmental, social and economic features, into a modified or regulated flow regime which would maintain the functional integrity of the riverine ecosystem, comprises Among the previously described categories, physical habitat methods are commonly used to assess habitat quality and quantity of riverine ecosystems. This approach integrates a hydraulic model and a habitat suitability model, usually developed at a microhabitat scale for specific species. The basic idea of this approach is that the hydrophysical stream conditions formulate the abiotic background within which riverine biota have to adapt. In this concept habitat, suitability modelling provides information about the spatial requirements of specific organisms, usually by relating hydraulic parameters (e.g., depth, velocity) to a habitat suitability index (HSI) (Olsen et al. ) . The In some cases, it is possible to divide each cross section into sub-areas simulating Pseudo-2D situations. Regarding 2D models, water depths and velocities are calculated across a grid or mesh which defines the topographic information.
The selection of a 1D or 2D hydrodynamic model depends on the complexity of the river reach. 1D models are usually applied for long river lengths and 2D models are used over shorter representative river reaches (Katopodis ). Previous studies have shown that 1D and 2D models can provide comparable cross-sectional-averaged flow properties in simple uniform channels; nevertheless, different flow proprieties may be predicted in morphologically complex channels (Brown & Pasternack ) . More specifically, complex flow patterns cannot be easily represented from cross-sectional-averaged properties predicted by 1D models (Mason et al. ) , while 2D models predict depth, magnitude and direction (X,Y) of mean vertical velocity at points providing better habitat metrics (Bovee ) .
Even though there are several sources of uncertainty incorporated into the modelling process including the input data, the required parameters, the structure of the models and the propagation of the uncertainty between several sub-models (Deletic et al. ) , it is noted that the model structure is the most crucial to the model results (Refsgaard et al. ) . In this study, a comparative assessment of the habitat quality spatial distribution, in terms of WUA, as simulated by a Pseudo-2D and a 2D model, has been attempted, focusing on the differences among model structures.
We used a Mediterranean mountain reach, with limited anthropogenic disturbance and we examined several discharges in both Pseudo-2D and actual 2D models, with respect to the summer conditions of the study area. To analyse the differences in spatial distribution we used the error matrix which quantifies models' differences (Benjankar 
STUDY AREA
The study was carried out in the upper part of Acheloos Pre-process of the geometry of the reach was carried out using Autodesk Civil 3D software. Simulations were performed at 27 cross sections along the river reach. Friction losses were calculated applying Manning's roughness coefficient to every cross section. Furthermore, roughness coefficient was horizontally varied to account for substrate variation. Manning's n initial values varied for the main channel between 0.023 and 0.044 while for the overbank areas between 0.055 and 0.08.
2D hydrodynamic model
The FLOW-R2D model is an in-house numerical model In the next step of the calibration phase, the sum of the root mean square error (RMSE) was calculated, for both water depths and flow velocities at the 100 points where measurements exist, between the numerical results and the observed data. The above values were normalized through a utility function, in which the maximum sum of the RMSE took the value 0 and the minimum took the value 1.
Finally, the normalized values of the water depths and the flow velocities were summed in order to determine the performance of the scenarios. The maximum score of the summed normalized values defined the best scenario.
According to this procedure, the calibrated parameters took the following values: diffusion factor ω ¼ 0.95, Manning's coefficient for the sand zone n ¼ 0.03 sm À1/3 , for the gravel zone n ¼ 0.06 sm À1/3 , for the cobble zone n ¼ 0.07 sm À1/3 and for the boulder zone n ¼ 0.06 sm À1/3 . It is noted that the corresponding summed normalized value was also calculated for the results derived from the cali- WUA was calculated by multiplying the CSI for a given cell by the area assigned to that specific cell, which in this case is 1 m for both models. In order to study only the suitable conditions for the target species, WUA was estimated considering the cells with CSI higher than 0.5 only (hereafter WUA0.5). The whole procedure was carried out in R software (R Development Core Team  R: A language and environment for statistical computing).
Habitat suitability
A comparison between the spatially distributed CSI, calculated from the Pseudo-2D and the 2D model using the error matrix method (Congalton & Green ) was made as a standard technique for quantifying the accuracy among maps, specifically designed for raster comparisons.
The error matrix compares maps by calculating overall accuracy (OA) and the agreement index between the maps using the kappa statistic (K ). A K value of 1 indicates perfect agreement, whereas a K value of 0 indicates agreement (Figure 3) .
Nevertheless, the FLOW-R2D illustrates a slightly better performance for depth with a R 2 value of 0.24. The comparison of the observed and estimated depths and velocities in four characteristic cross sections for the two models endorsed the aforementioned respective results.
In most cases the depth is relatively accurately estimated by both models while the velocity illustrates significant discrepancies (Figure 4 ). In the particular four cross-sections, HEC-RAS illustrated a slightly better performance regarding velocity in comparison to the 2D model since its estimated values follow more closely the observations' fluctuations ( Figure 4) .
Spatial distribution of the models' outputs
From the spatial distribution of the model outputs, it was observed that relatively small differences in the simulated water depths derived from the Pseudo-2D and the 2D model exist in all discharge scenarios ( Figure 5 ). The most distinctive differences between the two models were in the average depth values (0.6-1 m) that were more spatially extended in the FLOW-R2D outputs than in HEC-RAS.
Moreover, these differences became more pronounced as the discharge increased from 2 to 6 m 3 s À1 (Figure 5 ).
However, the estimated flow velocities between the two models had greater differences ( Figure 6 ). HEC-RAS indicated significantly higher velocities in the discharge scenarios of 2 and 4 m 3 s À1 in relation to the FLOW-R2D while in the discharge scenario of 6 m 3 s À1 the differences between the models were much lower ( Figure 6 ). The study reach has an inherent behaviour of a run-type river with turbulence. This can be justified by the fact that flow velocity varies rapidly in magnitude and direction, along space and time, which underlines the capability of a 2D model to simulate complex flow distribution that a Pseudo-2D model cannot.
After transforming the models' estimated velocities and depths for each discharge scenario into WUAs by using the West Balkan adult trout CSI, a comparison diagram was created ( Figure 7) . The results of the two models' habitat analysis show that the Pseudo-2D (HEC-RAS) model underestimates WUA 0.5 for discharges over 3 m s À1 in comparison with the 2D model, while the opposite occurs for lower discharges (Figure 7 ). Moreover, following the peak WUA values (Figure 7) , the estimated best minimum ecological flow differs significantly between the two models with HEC-RAS indicating a value close to 2 m 3 s À1 and FLOW-R2D a value close to 6 m 3 s À1 . This is a very big difference from a water management perspective and further in-depth investigation should be performed in order to identify the potential causes.
In Figure 8 , habitat duration curves for summer conditions banks, where the 2D model generally predicted higher CSI classes than those predicted with the Pseudo-2D model.
Again, the differences between the two models are higher in the low discharge scenario (2 m 3 s À1 ) and become smaller in the higher discharge scenario (6 m 3 s À1 ).
An evaluation of the spatial similarities between raster maps of the two models was based on pixel-by-pixel comparison technique. The kappa statistic defined a similarity measure between the Pseudo-2D model and the 2D model for 14 discharge scenarios in respect to summer conditions.
Heat maps of four discharge scenarios (2, 4, 6, 8 m 3 s À1 ) are presented in Figure 10 showing the kappa statistics results. Generally, kappa coefficient showed low agreement between the two models for all the examined discharges except from discharges 2 and 6 m 3 s À1 where kappa coefficient indicated higher similarity.
In general, there is low agreement between the two models in most of the CSI values categories in scenarios 4 and 8 m 3 s À1 (Figure 10 ), while in scenarios 2 and 6 m 3 s À1 there is a significantly better agreement especially for the medium and low CSI values. FLOW-R2D indicated more pixels with low CSI values for all discharge scenarios in relation to the HEC-RAS, while in discharges 2 and 6 m 3 s À1 an extension of the area with the larger HEC-RAS number of pixels was illustrated for the medium CSI values (Figure 10 ).
In the area of high CSI values, both models indicated a similar number of pixels in the model domain. The percentage of agreement between the two models (pixels that indicated CSI values in the same category) followed a decreasing trend with increasing discharge, ranging from 73% in the discharge scenario of 2 m 3 s À1 down to 54% in the scenario of 8 m 3 s À1 .
DISCUSSION
The goal of instream habitat models is to formulate relationships between the area of suitable habitat and discharge.
Nevertheless, data requirements for these models are very Even though, in the past, the computational power requirements were possible constraints for the application of 2D 
CONCLUSIONS
For the specific case study, significant discrepancies were observed for the results between the Pseudo-2D model and the 2D hydrodynamic model, as far as the hydraulic variables are concerned (water depth and flow velocities). It seems that the structure of the models has a significant impact on the results derived from the combined use of hydraulic/habitat model. More specifically, differences between the Pseudo-2D and the 2D model have been examined and found to be larger for velocities and significantly lower for depth. The majority of velocity differences were observed along the water edges and channel banks. This probably occurred because the 2D model incorporated the transverse velocity component and it was able to estimate secondary flows created at the flow boundaries, however this statement should be further investigated in order to be verified. In general, the 2D hydrodynamic model was able to simulate the local complexities of the flow due to the microtopography effects and the spatial distribution of roughness, using a sophisticated, physical-based approach, whereas the Pseudo-2D hydrodynamic model approaches these complexities by implementing interpolations between the derived results to each cross section. However, the results of the two models indicate the usage of the Pseudo-2D approach as a reliable alternative for habitat predictions.
There is no specific pattern with which one model underestimates or overestimates the hydraulic variables in comparison with the other, and thus extensive future research should focus on the determination of a methodological framework to quantify the uncertainties created from models' structure. It seems that as far as the water depths is concerned, the differences between the Pseudo-2D and 2D results were smaller (from ±0.30 m), with a decreasing trend as the discharge increases. Regarding flow velocities, the models' outputs indicated higher differences (from ±0.60 m s À1 ), but no significant trend was observed in relation to the discharge. It should be noted that the local extreme differences which were observed were excluded from the analysis since they were probably caused by various inherent errors and biases, such as the possible numerical oscillations in 2D modelling and the interpolations implemented for the Pseudo-2D modelling.
Further research should be conducted to understand the mechanisms associated with the biological responses from the hydrodynamic behaviour of rivers. More parameters, such as the substrate, the cover, the temperature and the food availability should be incorporated in future similar works in order to adapt a holistic approach in the ecological flow estimations.
