Infinite Derivative Gravity: A finite number of predictions by Edholm, James
Infinite Derivative Gravity:
A finite number of predictions
James Edholm
Physics
Department of Physics
Lancaster University
February 2019
A thesis submitted to Lancaster University for the degree of
Doctor of Philosophy in the Faculty of Science and Technology
Supervised by Dr David Burton and Dr Anupam Mazumdarar
X
iv
:1
90
4.
10
24
8v
2 
 [g
r-q
c] 
 2 
No
v 2
01
9
Abstract
Ghost-free Infinite Derivative Gravity (IDG) is a modified gravity the-
ory which can avoid the singularities predicted by General Relativity.
This thesis examines the effect of IDG on four areas of importance
for theoretical cosmologists and experimentalists. First, the gravi-
tational potential produced by a point source is derived and com-
pared to experimental evidence, around both Minkowski and (Anti)
de Sitter backgrounds. Second, the conditions necessary for avoid-
ance of singularities for perturbations around Minkowski and (Anti)
de Sitter spacetimes are found, as well as for background Friedmann-
Robertson-Walker spacetimes. Third, the modification to perturba-
tions during primordial inflation is derived and shown to give a con-
straint on the mass scale of IDG, and to allow further tests of the
theory. Finally, the effect of IDG on the production and propaga-
tion of gravitational waves is derived and it is shown that IDG gives
almost precisely the same predictions as General Relativity for the
power emitted by a binary system.
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Chapter 1
Introduction
Einstein’s theory of General Relativity (GR) has been extraordinarily successful
at describing gravity in the hundred years since it was proposed. It predicts
gravitational lensing [10], gravitational redshift [11] and gravitational waves [12].
It explains the precession of the perihelion of Mercury [13], a problem which had
been unanswered for decades.
However, we do not have a full quantum completion of gravity. Gravity is not
renormalizable, i.e. we cannot remove unwanted loop divergences in Feynmann
diagrams, and generates singularities, or places where the spacetime curvature
becomes infinite. Candidate theories such as string theory [14, 15], loop quan-
tum gravity [16, 17] and emergent gravity [18] have not provided an overarching
description of black holes or the Big Bang.
Previous classical modifications to GR include f(R) gravity and finite higher-
derivative terms. f(R) gravity does not help with the unwanted behaviour in the
ultraviolet (UV), i.e. at short distances (without fine-tuning) [19]. On the other
hand, finite higher derivative theories can help with the UV behaviour, but result
in terms with negative kinetic energy, known as ghosts. Ostrogradsky’s theorem
of Hamiltonian analysis [20] tells us why ghosts are produced for these theories,
but Infinite Derivative Gravity (IDG) is constructed specifically to avoid ghosts,
by ensuring that the propagator has at most one extra pole compared to GR
[21]. We will later show explicitly that IDG can be constrained so that ghosts
are avoided.
1
1.1 What’s wrong with General Relativity?
1.1 What’s wrong with General Relativity?
Einstein’s great insight was to see that gravity is caused by the curvature of
spacetime [22]. The simplest possible action which describes this is the Einstein-
Hilbert action [22]
SEH =
1
16piG
∫
d4x
√−gR, (1.1)
where G is the gravitational constant and R is the Ricci curvature scalar. g is
the determinant of the spacetime metric gµν , which we take to have the signature
(−,+,+,+) . General Relativity has successfully passed all experimental tests to
date, notably predicting gravitational lensing [10] and gravitational waves [12],
as well as explaining the longstanding issue of the precession of the perihelion
of Mercury [13]. It is used to launch spacecraft and to enable GPS satellites to
correct for gravitational redshift [11] in order to locate ourselves to an astounding
level of accuracy [23].
Varying the Einstein-Hilbert action (1.1) with respect to the metric leads to
the GR equations of motion
8piGTµν = Rµν − 1
2
gµνR, (1.2)
where Rµν is the Ricci curvature tensor and Tµν is the stress-energy tensor which
describes the distribution of matter and energy.
Despite its many successes, it was soon realised that GR predicts singulari-
ties, or divergences in the spacetime curvature. These were first thought to be
anomalies or to only happen in very specific cases. It was eventually found that
GR will always produce singularities due to the Penrose-Hawking singularity the-
orems and the Null Energy Condition (NEC) [24]. The NEC can be thought of
as a covariant description of the idea that the combination of the density and the
pressure of matter is a positive quantity, which applies to all matter that we have
seen so far [25].
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1.1.1 Previous modifications to General Relativity
The simplest modification to the GR action (1.1) is to keep the dependence on
the Ricci scalar R, but replace the linear dependence with a function f(R). The
so-called f(R) theories involve the action
S =
1
16piG
∫
d4x
√−gf(R). (1.3)
A notable example is Starobinsky gravity, where f(R) = R + αR2, where α is a
dimensionless constant, which can be used to generate cosmological inflation [26].
Unfortunately, more general modifications are plagued by the fact that ghosts
are generically produced by actions which lead to equations of motion with terms
with more than 2 derivatives. For example, fourth order equations of motion
are produced by Stelle’s extension of GR, which is therefore commonly known as
fourth order gravity and has the action [27]
S =
∫
d4x
√−g (M2PR− αR2 + βRµνRµν) , (1.4)
where MP =
√
1
8piG
is the reduced Planck mass and α, β and γ are constants.
Although the action (1.4) allows renormalisation, or the removal of unwanted
divergences in Feynmann diagrams [27, 28], the UV modified propagator has an
additional pole compared to General Relativity when the momentum kµ satisfies
kµkµ =
M2P
2(β−3α) [27]. This extra pole has a negative residue and therefore is an
excitation with negative kinetic energy, known as a ghost [29].
Notably f(R) gravity escapes this fate because such theories can be described
by a single extra scalar degree of freedom added to GR, which does not necessarily
lead to a ghost.
Classically speaking, tachyons are another cause for concern in modified grav-
ity theories. Particles with imaginary mass will travel faster than light [30], so to
avoid this fate we can only introduce poles at k2 +m2 with real mass m2 ≥ 0.
3
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1.1.2 Other modified gravity theories
In four spacetime dimensions, the Gauss-Bonnet term G = R2 − 4RµνRµν +
RµνρσRµνρσ is a topological surface term and so adding it to the Einstein-Hilbert
action has no effect on the equations of motion. (1.4) is sometimes written with
an extra term γRµνρσRµνρσ, but the action can be separated into (1.4) and the
surface term. The d-dimensional action
S =
∫
ddx
√−g (M2PR +R2 − 4RµνRµν +RµνρσRµνρσ) , (1.5)
is known as Gauss-Bonnet gravity, which only modifies gravity in 5 or more
spacetime dimensions.
1.2 Motivation for infinite derivatives
The Ostrogradsky instability produces a ghost for a generic theory where a finite
number of higher derivatives (more than 2) act on terms in the action [20]. This
however does not apply when there are an infinite number of derivatives. These
infinite derivatives were first used in string theory in order to avoid singularities
[31] before being applied to gravity [32, 33].
The most general quadratic1 covariant, parity-invariant, metric-compatible,
torsion-free action is [33]
SIDG =
∫
d4x
√−g
2
[
M2PR +RF1()R +RµνF2()Rµν +RµνρσF3()Rµνρσ
]
,
with Fi() =
∞∑
n=0
fin
n
M2n
, (1.6)
where {fi0 , fi1 , fi2 , ..., fin} are dimensionless coefficients and  = gµν∇µ∇ν is the
d’Alembertian operator.2 M is a new mass scale, which together with the fins
1We look here only at quadratic curvatures, but future work could look at the effect of cubic
or higher order curvatures.
2Each  term comes with an associated mass scale M2, where M < Mp = (16piG)−1/2 ∼
2.4×1018 GeV. The physical significance of M could be any scale beyond 10−2 eV, which arises
4
1.2 Motivation for infinite derivatives
regulates the length scale at which the higher derivative terms start to have a
significant effect.
The IDG action has been the subject of many papers in the past decade,
with researchers looking at the bending of light round the sun [34, 35], exact
solutions of the theory [36], the diffusion equation [37, 38], black hole stability
[39], causality [40], and time reflection positivity [41].
It was shown in [42] that the initial value problem is well-posed even when
there are infinitely many derivatives and that only a finite number of initial
conditions are required. Exact plane wave solutions to IDG were studied in [43].
In the time since this thesis was submitted for viva voce examination, more papers
have been released looking at the stability of the Minkowski spacetime [44] and
the Casimir effect [45].
from constraints on studying the 1/r-fall of the Newtonian potential [3]. When writing the
Fi(), we suppress the scale M in order to simplify our formulae for the rest of this thesis.
However, for any physical comparison one has to bring in the scale M along with Mp.
5
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1.3 Summary of previous results
In this section we give a brief summary of the aspects of Infinite Derivative Gravity
which are not covered in the rest of this thesis but are nevertheless important in
their own right.
1.3.1 Entropy
The entropy SBH of an axisymmetric black hole was famously found by Bekenstein
and Hawking to depend on the area of the black hole event horizon [46, 47], with
the exact form
SBH =
Area
4G
. (1.7)
It was found in [48] that in the linear regime, this formula was not modified by
the addition of the extra terms in the IDG action, given the necessary constraints
to avoid introducing any extra degrees of freedom into the propagator, although
there are corrections at the non-linear level. It was further found in [49] that
the entropy of a rotating Kerr black hole was not modified by the Ricci scalar
or Ricci tensor terms in (1.6), but there would be corrections from the Riemann
tensor term.
In [50], the entropy around an (Anti) de Sitter, or (A)dS, metric in D-
dimensions was calculated, giving us constraints on the coefficients in the action
(1.6), which later help us when calculating the conditions to avoid singularities.
1.3.2 Boundary terms of the theory
The Einstein-Hilbert action contains second derivatives of the metric, so in theory
one would need to fix the metric and its derivatives on the boundary of any space-
time manifold. However, the Gibbons-Hawking-York (GHY) boundary terms for
GR were found in 1977. The GHY boundary cancels out the terms generated by
the EH action on the boundary [51, 52]. The IDG boundary terms were found
in [53] using the Arnowitt-Deser-Miser (ADM) decomposition [54], which splits
6
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the spacetime metric into spatial slices of constant time, followed by a coframe
slicing, which leads to a simpler line element. This was first done for the example
of an infinite derivative scalar field, before extending the method to the gravita-
tional case. To use the d’Alembertian operator in the coframe, it was necessary
to split it into a spatial derivative operator and a time derivative operator.
It was shown in [55] that for a general action depending on the Riemann
tensor Rµνρσ or its contractions
S =
1
16piG
∫
M
d4x
√−gf(Rµνρσ) , (1.8)
it is possible to add the auxiliary fields %µνρσ and ϕ
µνρσ. These fields are indepen-
dent of the metric and of each other, but retain the symmetries of the Riemann
tensor. This allows us to write the action (1.6) as
S =
1
16piG
∫
M
d4x
√−g [f(%µνρσ) + ϕµνρσ (Rµνρσ − %µνρσ)] . (1.9)
After a long and technical calculation laid out in [53], we are able to find the total
derivative term in the action by using the Gauss, Codazzi and Ricci equations as
well as the equations of motion for the auxiliary fields. As the boundary term is
defined as the term needed to cancel out the total derivative term in the action,
therefore we arrive at the IDG boundary terms
Stot = Sgravity + Sboundary
=
1
16piG
∫
M
d4x
√−g
[
%+ α
(
%F1()%+ %µνF2()%µν
+%µνρσF3()%µνρσ
)
+ ϕµνρσ (Rµνρσ − %µνρσ)
]
+
1
8piG
∮
∂M
dΣµ n
µ
[
K + α
(
2KF1()ρ− 4KF1()Ω−KF2()Ω
− KijF2()Ωij +KijF2()ρij − 4KijF3()Ωij − 2ΩijX ij1 −
1
2
ΩijX
ij
2
)]
, (1.10)
where Ωij = n
γnδ%γiδj is the contraction of the auxiliary field with n
µ, the normal
vector to the ADM hypersurface and Kij = −∇inj is the extrinsic curvature of
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the hypersurface. The Xij terms are additional terms which appear due to the
existence of the d’Alembertian in the action and depend on the choice of coframe
slicing. It is notable that the F () terms feature in the boundary - the infinite
derivative terms filter through from the bulk.
The fact that the boundary terms can be found is a useful check on the theory.
The method of finding the boundary terms can also be used when calculating the
Hamiltonian of the theory.
1.3.3 Hamiltonian analysis of the theory
By examining the propagator of the theory, we will later show using Lagrangian
analysis that there will be no ghost degrees of freedom. Intuitively, one would
expect the same thing from a Hamiltonian analysis, but it is reassuring to study
it explicitly.
By starting with a toy model of an infinite derivative scalar field and using the
ADM decomposition, it is possible to find the Hamiltonian and the constraints
that arise [56]. It is pleasing to see that one can show that by choosing the
coefficients in the action correctly, we can make sure there are no extra poles in
the theory compared to GR.
1.3.4 Quantum aspects of the theory
The unitarity of the theory, i.e. the requirement that the sum of all possible
outcomes is equal to unity, was examined in [57] and the Slavnov identities found
in [58]. It was shown that the mass scale of the theory could vary depending on
the number of particles in the system [59], so that the effective mass scale would
be inversely proportional to the square root of the number of particles.
By looking at an infinite derivative scalar toy model, it was shown that one
could cancel the divergences in one-loop scattering diagrams and that the ex-
ponential suppression of the propagator could aid convergence [60, 61]. The
behaviour of the 2-loop, 2-point function can also be controlled [61]. It was
shown that one-particle irreducible (1PI) Feynmann diagrams could be made UV
finite (i.e. does not diverge in the ultraviolet, or high energy, regime) by using
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an infinite derivative scalar toy model [62]. For those wanting a more detailed
understanding of the quantum aspects of IDG, the review paper [63] may be
helpful.
Renormalisibility of the theory was also studied in more general dimensions
(i.e. a number spacetime dimensions not equal to four) [64, 65], which found that
IDG could be described as super-renormalisable.
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1.3.5 Using IDG as a source for the accelerated expansion
of the universe
Figure 1.1: A plot of the gravitational potential against the distance from a source
in different models. The different curves represent the standard GR prediction, the
exponential choice of form factors (1.13) [1] and the pure Yukawa suppression of
massive gravity for comparison. The authors chose a mass of 1m−1 for the massive
gravity and exponential curves.
In this thesis, we use IDG to suppress the strength of gravity at small scales
in order to avoid singularities. However, they can also be used to produce effects
at large distances.
Infinite derivatives, in the form of a infinite series of the inverse d’Alembertian
1/, have been been used to explain the accelerated expansion of the universe.
This acceleration, first observed in the 1990s, requires either some unknown “dark
energy” (normally assumed to have the form of a cosmological constant Λ) to drive
expansion or modifications to the gravitational action [66, 67, 68].
Massive gravity actions extend the Einstein-Hilbert action (1.1) with terms
of the form
m2gr
2 R, where mgr is the non-zero mass of the graviton [69, 70, 71, 72,
73, 74].
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An infinite series of inverse d’Alembertian operators were used to generate the
accelerated expansion in [1]. The authors used inverse d’Alembertian operators
instead of d’Alembertians, so that the action took the form of (1.6) with the
Fi() replaced with
F¯i() =
∞∑
n=1
fi−n(M
2/)n, (1.11)
where the fi−n are dimensionless coefficients. The non-linear field equations were
found, allowing the authors to derive the Newtonian potential at large distances
shown in Fig. 1.1. For this plot, the form factors (terms which appear in the
equations of motion)
a¯() ≡ 1 +M−2P
(
1
2
F¯2() + F¯3()
)
,
c¯() ≡ 1 +M−2P
(
−2F¯1()− 1
2
F¯2() +
1
3
F¯3()
)
, (1.12)
were chosen so that
a¯() = c¯() = exp(−M2/). (1.13)
The authors of [1] found that the choice (1.13) gave two modifications to
the Newtonian potential. Firstly, similar to other massive gravity theories, the
potential was exponentially suppressed at large distances.Secondly, the potential
was modified by an oscillating factor cos(Mr). This would allow IDG to be
differentiated from other massive gravity theories by observations.
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1.4 Organisation of thesis
The content of this thesis is organised as follows:
Chapter 2: We show that the IDG action can be derived from the most general
metric-based, torsion-free, quadratic in curvature action. We give the full non-
linear equations of motion and use these to derive the equations of motion around
a flat background and an (Anti) de Sitter, or (A)dS background. Finally we find
the propagator around a Minkowski background, giving the necessary conditions
to avoid ghosts, and give the quadratic variation of the action around maximally
symmetric backgrounds (Minkowski and (A)dS), which we later use to investigate
perturbations in the Cosmic Microwave Background.
Chapter 3: We find the Newtonian potential, which is the perturbation to a
background metric caused by a static, spherically symmetric point source. We
first look at a perturbation around a flat background and use this to constrain our
mass scale as well as show that we return to the GR prediction at large distances.
We later look at a de Sitter background and show that using the Minkowski metric
as a background is an acceptable approximation for a de Sitter background with
the current Hubble parameter.
Chapter 4: We examine the concept of a singularity and how GR will always
generate geometric singularities due to the Hawking-Penrose singularity theo-
rems. This is because GR requires null rays to focus, which means that one
cannot trace the path of light to past infinity, known as geodesic incompleteness.
We show how IDG can avoid this fate by fulfilling the defocusing conditions,
both for perturbations around Minkowski & (A)dS backgrounds, and for a back-
ground Friedmann-Robertson-Walker (FRW) solution, thus solving the Big Bang
Singularity Problem.
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Chapter 5: IDG can be thought of as an extension to Starobinsky inflation and
we show how this changes the inflationary observables in the Cosmic Microwave
Background. This allows us to use data from the Planck satellite to place further
constraints on our mass scale.
Chapter 6: We examine how IDG affects the production and propagation of
gravitational radiation. First we derive the modified quadrupole formula, then
look at the backreaction produced by the emission of gravitational waves and
give a prediction for the power produced by a system. We take the example of a
binary system in both a circular and an elliptical orbit and use the Hulse-Taylor
binary to constrain our mass scale.
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Chapter 2
Infinite Derivative Gravity
2.1 Infinite Derivative Gravity
We begin by deriving the action (1.6). Here we look at the derivation around
Minkowski spacetime [75], but the calculation can also be carried out in a maxi-
mally symmetric spacetime such as (Anti) de Sitter [76]. Our starting point is the
most general, quadratic in curvature, covariant, metric-tensor based modification
to the Einstein-Hilbert action in four dimensions, which is given by [75]
S =
∫
d4x
√−g
(
Rµ1ν1λ1σ1O
µ1ν1λ1σ1
µ2ν2λ2σ2
Rµ2ν2λ2σ2
)
, (2.1)
where the operator Oµ1ν1λ1σ1µ2ν2λ2σ2 is a general covariant operator and all the possible
Riemannian curvatures (Riemann, Weyl and Ricci tensors and Ricci scalar) are
represented by Rµ1ν1λ1σ1 .
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In full, (2.1) is given by1 [75]
S =
∫
d4x
√−g
2
[
M2PR +RF1()R +RF2()∇ν∇µRµν +RµνF3()Rµν
+ RνµF4()∇ν∇λRµλ +RλσF5()∇µ∇σ∇ν∇λRµν +RF6()∇µ∇ν∇λ∇σRµνλσ
+ RµλF7()∇ν∇σRµνλσ +RρλF8()∇µ∇σ∇ν∇ρRµνλσ
+ Rµ1ν1F9()∇µ1∇ν1∇µ∇ν∇λ∇σRµνλσ +RµνλσF10()Rµνλσ
+ RρµνλF11()∇ρ∇σRµνλσ +Rµρ1νσ1F12()∇ρ1∇σ1∇ρ∇σRµρνσ
+ R ν1ρ1σ1µ F13()∇ρ1∇σ1∇ν1∇ν∇λ∇σRµνλσ
+ Rµ1ν1ρ1σ1F14()∇ρ1∇σ1∇ν1∇µ1∇µ∇ν∇λ∇σRµνλσ
]
. (2.2)
We can simplify (2.2) by commuting derivatives, recalling that we are examin-
ing fluctuations around a Minkowski background. Additionally, the antisymmet-
ric nature of the Riemann tensor (A.4) and the (second) Bianchi identity (A.10)
allow us to write the action in a simplified form. For example, we can commute
the µ and ν indices in the F6() term as follows
∇µ∇ν∇λ∇σRµνλσ = 1
2
[∇µ∇ν∇λ∇σRµνλσ +∇ν∇µ∇λ∇σRµνλσ]
=
1
2
[∇µ∇ν∇λ∇σRµνλσ +∇µ∇ν∇λ∇σRνµλσ]
= 0. (2.3)
where we relabeled the indices on the second term to get to the second line
and used the antisymmetry of the Riemann tensor to get to the third line. By
repeating this procedure for the other terms, we can write (2.2) as (1.6), i.e. [75]
S =
∫
d4x
√−g
2
[
M2PR +RF1()R +RµνF2()Rµν +RµνρσF3()Rµνρσ
]
,
with Fi() =
∞∑
n=0
fin
n
M2n
. (2.4)
1There is no term of the form F ()R as this would be a total derivative and therefore
equivalent to a boundary term.
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2.1.1 Equations of motion
We are now ready to derive the equations of motion for the Infinite Derivative
Gravity action (2.4), following the method of [77]. Using the identities in Ap-
pendix A.1.3 and Appendix A.1.4, one can proceed by varying the action to find
the gravitational stress energy tensor T µν
T µν ≡ − 2√−g
δS
δgµν
. (2.5)
The full equations of motion for the action (1.6) are given by [77]
Tαβ = M2PG
αβ + 2GαβF1()R + 2gαβRF1()R− 2
(∇α∇β − gαβ)F1()R
−Ωαβ1 +
1
2
gαβ
(
Ωσ1σ + Ω¯1
)
+ 2R(βµF2()Rµα) − 1
2
gαβRµνF2()Rµν
−2∇(α∇µF2()Rµβ) +F2()Rαβ + gαβ∇µ∇νF2()Rµν − Ωαβ2
+
1
2
gαβ
(
Ωσ2σ + Ω¯2
)− 2∆αβ2 − 12gαβCµνλσF3()Cµνλσ + 2CαρθψF3()Cβρθψ
−2 [2∇µ∇ν +Rµν ]F3()Cβµνα − Ωαβ3 +
1
2
gαβ
(
Ωγ3γ + Ω¯3
)− 4∆αβ3 , (2.6)
where the Cµνρσ is the Weyl curvature tensor and we have defined
Ωαβ1 =
∞∑
n=1
f1n
n−1∑
l=0
∇αlR∇β(n−l−1)R, Ω¯1 =
∞∑
n=1
f1n
n−1∑
l=0
lR(n−l)R,
Ωαβ2 =
∞∑
n=1
f2n
n−1∑
l=0
∇ν
[
lRνσ(n−l−1)R(β|σ|;α) −lRν;(ασ (n−l−1)Rβ)σ
]
,
∆αβ2 =
∞∑
n=1
f2n
n−1∑
l=0
∇ν
[
lRνσ∇(α(n−l−1)Rβ)σ −∇(αlRνσ(n−l−1)Rνσ
]
,
Ωαβ3 =
∞∑
n=1
f3n
n−1∑
l=0
∇αlCµνλσ∇β(n−l−1)Cµνλσ, Ω¯3 =
∞∑
n=1
f3n
n−1∑
l=0
lCµνλσn−1Cµνλσ,
∆αβ3 =
1
2
∞∑
n=1
f3n
n−1∑
l=0
∇ν
[
lCλνσµ∇(α(n−l−1)Cλβ)σµ −∇(αlCλνσµCλβ)σµ(n−l−1)
]
. (2.7)
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As expected, these equations satisfy the generalised Bianchi identities
∇αTαβ = 0. This is because the action (2.4) is metric-based, and any metric-based
Lagrangian will be diffeomorphism invariant and therefore satisfy the generalised
Bianchi identities [78].
By contracting (2.6) with gαβ, we find that the trace equation is
T = gαβT
αβ = −M2PR + 6F1()R + Ωσ1σ + 2Ω¯1 − 2∇µ∇ν (F2()Rµν) + Ωσ2σ
+2σ¯2 − 2∆α2α − 2CµνλσF3()Cµνλσ + 2CβµνσF3()Cβµνσ + Ωγ3γ + 2Ω¯3 − 4∆α3α. (2.8)
2.2 Equations around various backgrounds
We now simplify the equations by linearising around specific backgrounds. We
assume a background solution g¯µν and then make a small variation hµν , so that
1
gµν → g¯µν + hµν , gµν → g¯µν − hµν . We later use the linear equations of motion
to see what happens for perturbations caused by a small amount of matter, or
random fluctuations caused by quantum effects.
2.2.1 Equations around a flat background
For a flat background, we can make two simplifications. Firstly, the background
curvatures are zero, so any terms in (2.6) which are quadratic in the curvatures
will not contribute to the linearised equations of motion. Secondly, for linearised
perturbations around a flat background, covariant derivatives commute.
For the perturbed metric gµν → ηµν + hµν , gµν → ηµν − hµν , we can write the
linearised equations of motion as [75]
Tαβ = M2P
(
rαβ − 1
2
gαβr
)
− 2 (∇α∇β − gαβ¯)F1(¯)r
−2∇(α∇µF2(¯)rµβ) + ¯F2(¯)rαβ + gαβ∇µ∇νF2(¯)rµν
−4∇µ∇νF3(¯)cβµνα, (2.9)
1We define hµν = −δgµν , which follows from the requirement that the Kronecker delta is
invariant under a linear variation to the metric, up to linear order in the variation [29].
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where the background d’Alembertian is denoted by ¯, cµνρσ is the linearised Weyl
tensor, and the linearised Riemann and Ricci curvatures around a flat background
are
rρµσν =
1
2
(∂σ∂µhρν + ∂ν∂ρhµσ − ∂ν∂µhρσ − ∂σ∂ρhµν) ,
rµν =
1
2
(
∂σ∂µh
σ
ν + ∂ν∂σh
σ
µ − ∂ν∂µh− ¯hµν
)
,
r = ∂µ∂νh
µν − ¯h. (2.10)
We can write (2.9) in the simplified form
1
M2P
Tµν = a(¯)rµν − 1
2
gµνc(¯)r − 1
2
∂µ∂νf(¯)r, (2.11)
where the functions a(), c() and f() are defined as
a(¯) = 1 +M−2P
(
F2(¯) + 2F3(¯)
)
¯,
c(¯) = 1 +M−2P
(
−4F1(¯)− F2(¯) + 2
3
F3(¯)
)
¯,
f(¯) = M−2P
(
4F1(¯) + 2F2(¯) +
4
3
F3(¯)
)
. (2.12)
Note that ¯f(¯) = a(¯) − c(¯) and that contracting (2.11) with gµν leads to
the trace equation of motion around Minkowski spacetime
1
M2P
T =
1
2
(
a(¯)− 3c(¯)) r. (2.13)
In terms of the perturbation to the metric hµν , (2.11) can be written as [29]
−2κTµν = a(¯)
(
¯hµν−∂σ
(
∂µh
σ
ν + ∂νh
σ
µ
))
+ c(¯)
(
∂µ∂νh+ ηµν∂σ∂τh
στ − ηµν¯h
)
+f(¯) ∂µ∂ν∂σ∂τhστ , (2.14)
where κ = M−2P .
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2.2.2 Equations around a de Sitter background
The de Sitter (dS) metric is a subset of the general FRW metric (4.30) with the
scale factor a(t) = eHt where H, the Hubble parameter H = a˙
a
, is a constant
here. The scale factor is a dimensionless quantity which describes the evolution
of proper distance between two locally stationary objects. The line element can
be written as
ds2 = −dt2 + e2Ht (dx2 + dy2 + dz2) . (2.15)
The dS metric has the property of being maximally symmetric, which for 4 space-
time dimensions means that there are 10 Killing vectors [78]. We therefore have
the constant background curvatures
R¯µνρσ =
R¯
12
(
δµρ gνσ − δµσgνρ
)
, R¯µν =
R¯
4
δµν , R¯ = 12H
2. (2.16)
It can be seen that dS is a vacuum solution, i.e. a solution which fulfils the
equations of motion with a zero stress-energy tensor, to IDG by examining the
trace equation (2.8). The background curvatures are constants and the Weyl
tensor is zero, so the only terms which contribute to the equations of motion
are the GR terms, which for T = 0 gives us R¯ = 4M−2P Λ. The linearised Ricci
curvatures around a de Sitter background are given by [79]
rµν =
1
2
(∇¯σ∇¯µhσν + ∇¯σ∇¯νhσµ − ∇¯ν∇¯µh− ¯hµν)− R¯4 hµν ,
r = ∇¯µ∇¯νhµν − ¯h− R¯
4
h. (2.17)
We will use the traceless Einstein tensor [79]
Sµν ≡ Rµν −
1
4
δµνR, (2.18)
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and define
F˜1() ≡ F1() + 1
4
F2(), (2.19)
so that we can recast the action (2.4) as
S =
∫
d4x
√−g
2
[
M2P +RF˜1()R + SµνF2()Sνµ + CµνρσF3()Cµνρσ − 2Λ
]
, (2.20)
where we have included a cosmological constant Λ. Around a de Sitter back-
ground, we can write the linearised equations of motion for the action (2.20)
as1
κT µν =
(
1 + 24M−2p H
2f˜10 + (¯+ 6H2)M−2p F2(¯)
)
rµν − δµνΛ
−1
2
(
1 + 24M−2p H
2f˜10 − 4(¯+ 3H2)M−2p F˜1(¯)
)
δµν r − 2M−2p ∇¯µ∇¯νF˜1(¯)r
+M−2p δ
µ
ν ∇¯σ∇¯τF2(¯)rστ − 2M−2p ∇¯σ∇¯(νF2(¯)rµ)σ . (2.21)
where f˜10 is the zeroth order coefficient of F˜1(). We can simplify (2.21) using
the commutation relation given in [79] for a generic scalar S,
∇µF ()S = F (− 3H2)∇µS, (2.22)
and also the following relations, where covariant derivatives and d’Alembertians
with bars use the background dS metric. For a generic scalar S, one can verify
order by order that
∇¯µF (¯)∇¯νS = F (¯− 5H2)∇¯µ∇¯νS
+
1
4
(
F (¯+ 3H2)− F (¯− 5H2)) δµν ¯S, (2.23)
1The modified Gauss-Bonnet term GBn ≡ RnR − 4RµνnRµν + RµναβnRµναβ does
not contribute to the equations of motion [80]. We have used this fact to discard the F3()
term in the action.
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and for a symmetric tensor tµν = t(µν)
∇¯µF (¯)tµν = F
(
¯+ 5H2
) ∇¯µtµν − 2H2X(¯)∇¯νtµµ, (2.24)
where X(¯) is the infinite sum
X(¯) ≡
∞∑
n=1
fn
n−1∑
m=0
[(
¯+ 5H2
)m (¯− 3H2)n−1−m] , (2.25)
which results from commuting the covariant derivative from the left hand side of
F (¯) to the right hand side. These relations allows us to write the equations of
motion in the same simplified form we used around a flat background,
1
M2P
T µν = a(¯)rµν −
1
2
δµν c(¯)r −
1
2
∇¯µ∂νf(¯)r, (2.26)
but where a, c and f are now
a(¯) ≡ 1 + 24M−2p H2f˜10 + (¯− 2H2)M−2p F2(¯),
c(¯) ≡ 1 +M−2p
{
24H2f˜10 − 4(¯+ 3H2)F˜1(¯)
−1
2
F2(¯+ 8H2)¯− 1
2
F2(¯)(¯+ 8H2) + 4H2¯F ′2(¯)
}
,
f() ≡M−2p
(
4F˜1(¯) + 2F2(¯)− 8H2X(¯− 5H2)
)
, (2.27)
where X(¯) is defined in (2.25), and we have defined
F ′2() =
∞∑
n=1
f2nnn−1. (2.28)
Note that unlike the Minkowski case, a()− c() 6= f() in general, and that
these equations do not reduce to the Minkowski case in the limit H → 0 because
of the way we recast the action.
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2.2.3 Propagator
Propagator around a flat background
We will find the propagator by splitting up the perturbed metric into the various
spin projection operators. Any massive or massless symmetric tensor field can
be split up into these operators, which represent different degrees of freedom. In
particular, P 2 and P 1 represent transverse and traceless spin-2 and spin-1 degrees
of freedom, while P 0s and P
0
s represent the spin-0 scalar multiplets [81].
These four operators form a complete set of projection operators, i.e. [82]
P iaP
j
b = δ
ijδabP
i
a and P
2 + P 1 + P 0s + P
0
w = 1. (2.29)
The operators P 0sw and P
0
ws represent a mixing of the two scalar multiplets, such
that [81]
P 0ijP
0
k = δjkP
0
ij, P
0
ijP
0
kl = δilδjkP
0
k , P
0
kP
0
ij = δikP
0
ij. (2.30)
In 4-dimensional spacetime, the operators are defined as [82]
P (2)µνρσ =
1
2
(θµρθνσ + θµσθνρ)− 1
3
θµνθρσ, (2.31a)
P (1)µνρσ =
1
2
(θµρωνσ + θµσωνρ + θνρωµσ + θνσωµρ) , (2.31b)
P (0)s µνρσ =
1
3
θµνθρσ, P
(0)
w µνρσ = ωµνωρσ, (2.31c)
P (0)sw µνρσ =
1√
3
θµνωρσ, P
(0)
ws µνρσ =
1√
3
ωµνθρσ, (2.31d)
where the transverse and longitudinal projectors in momentum space are respec-
tively
θµν = ηµν +
1
k2
kµkν , ωµν = − 1
k2
kµkν , (2.32)
where k2 = kαkα, so that the flat spacetime metric is split up as ηµν = θµν +ωµν .
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One can use the relation
Π−1µν
ρσhρσ = M
−2
P Tµν , (2.33)
where Π−1 is the inverse propagator, to split the individual components of the
equations of motion (in the form (2.14)) into the spin projection operators. For
example, by transforming into momentum space using ∂µ → ikµ, one finds that
the c() term becomes
c() (ηµν∂ρ∂σhρσ + ∂µ∂νh− ηµνh)→ −c(−k2)k2
[
P 0w + 3P
0
s
]
µν
ρσhρσ. (2.34)
By repeating this calculation for each term and merging the spin projection
operators, one finds that around a flat background, the propagator is given by
[75, 81, 83]
Π(k2)IDG =
P (2)
k2a(−k2) +
P
(0)
s
k2 (a(−k2)− 3c(−k2)) , (2.35)
where a and c are defined in (2.12) and P (2) and P
(0)
s are the spin-2 and spin-
0 parts of the propagator respectively. We note that ∇µ → ikµ in momentum
space, so → −k2 = −kµkµ.
We want to show that there are no ghosts (excitations with negative kinetic
energy, which lead to instabilities [29, 84]), which are generated when there are
negative residues in the propagator. The simplest choice which would not gen-
erate any negative residues is to have no poles in the propagator. We therefore
set
a(−k2) = c(−k2) = eγ(−k2), (2.36)
where γ is an entire function which is defined below. In order to remove singular-
ities, we need to suppress gravity at high energy scales, so we require that γ > 0
as k →∞.
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Definition 2.2.1 A function that is analytic at each point on the “entire”
(finite) complex plane is known as an entire function.
This definition depends on the notion of a function being analytic, which is
defined as [85]:
Definition 2.2.2 A function f(z), where z ∈ C, is said to be analytic at a
point z0 if it is differentiable in a neighbourhood of z0. Similarly, a function f(z)
is said to be analytic in a region if it is analytic in every point in that region.
By definition, the exponential of an entire function has no zeroes and therefore
there are no poles in the propagator. While this choice might seem overly restric-
tive, it transpires that all possible functions with no zeroes are encapsulated by
the choice (2.36) [29].
Inserting (2.36) into (2.35) means that our propagator then simplifies to
Π(k2)IDG =
1
a(−k2)
(
P (2)
k2
− P
(0)
s
2k2
)
, (2.37)
where a(−k2) = exp[γ(−k2)]. (2.37) is simply the GR propagator with the addi-
tional factor 1/a(−k2). Hence we have a clear path to return to GR: a(−k2)→ 1.
More complicated choices
While a = c is the most natural choice, we show in Section 4 that it does not avoid
the Hawking-Penrose singularity for perturbations around a flat background. We
therefore look at a more complicated case. We know that if there are multiple
extra poles in the propagator compared to GR then a ghost is generated [29, 33],
a claim that we will now prove. A propagator Π with two adjacent poles m0 and
m1, with m
2
0 < m
2
1 takes the form
Π(−k2) = (k2 +m20) (k2 +m21) a¯(−k2) (2.38)
where a¯(−k2) does not contain any roots in the range −m21 < k2 < −m20, and
therefore does not change sign in this range. Decomposing the inverse propagator
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into partial fractions yields
Π−1(−k2) = 1
a¯(−k2)
(
1
m21 −m20
)(
1
k2 +m20
− 1
k2 +m21
)
(2.39)
The residues of (2.39) at k2 = −m21 and k2 = −m20 have different signs. This
means that one of these poles must be ghost-like [33].
However, a single extra pole will not necessarily produce a ghost, and we can
explicitly avoid the production of a ghost by requiring that the residue of the
pole is positive.
We make the following choice which will give us a single extra pole1 [87]
c() = a()
3
[
1 + 2
(
1− αM−2P 
)
a˜()
]
, (2.40)
where a˜() is also the exponent of an entire function. By Taylor expanding the
trace equation (2.13) and using (2.40) to rewrite a()−3c(), one finds that the
dimensionless coefficient α is given by
α = 6f10 + 2f20 −
M2P
M2
. (2.41)
We therefore produce the propagator
Π(k2)IDG =
1
a(−k2)
[
P (2)
k2
− m
2
2a˜(−k2)
P
(0)
s
k2(k2 +m2)
]
, (2.42)
where we have defined the mass of the spin-0 particle as m2 = M2P/α and the spin
projection operators P (2) and P (0) are defined in (2.31) . Excluding the benign
GR pole at k2 = 0, (2.42) has a single pole at k2 = −m2. We require m2 > 0 to
avoid an imaginary mass which would produce a tachyon.
1More generally we can make other choices, for example by introducing the entire functions
α(z) and β(z) so that the scalar part of the propagator becomes
β(−k2)P (0)s
eα(−k
2)(m2−k2) [86].
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Comparison to the 4th derivative propagator
We can compare (2.42) to the propagator for the 4th derivative action (1.4)
Π4th deriv = ΠGR − P
(2)
k2 +m2
(2.43)
where m2 = M2P/ [2(3α− β)]. We can see that at the extra pole, the IDG propa-
gator has a positive residue whereas the 4th derivative propagator has a negative
residue. This negative residue will produce an excitation with negative kinetic
energy, or a ghost.
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2.2.4 Quadratic variation of the action
It is helpful to see what happens when we decompose the perturbation to the
metric hµν into scalar, vector and tensor parts as [88]
hµν = h
⊥
µν + ∇¯µAν + ∇¯νAµ +
(
∇¯µ∇¯ν − 1
4
g¯µν¯
)
B +
1
4
g¯µνh, (2.44)
where h⊥µν is the transverse (∇µh⊥µν = 0) and traceless spin-2 excitation, Aµ is a
transverse vector field, and B, h are two scalar degrees of freedom which mix. It
should be noted that the decomposition (2.44) is only valid around backgrounds
of constant curvature.
Upon decomposing the second variation of the action around maximally sym-
metric backgrounds such as (Anti) de Sitter, the vector mode and the double
derivative scalar mode do not contribute to the second variation of the action
and we end up only with h⊥µν and φ = B − h [79, 89], i.e.
hµν = h
⊥
µν −
1
4
gµνφ. (2.45)
For maximally symmetric backgrounds such as (A)dS and Minkowski, we can
split the second variation of the action up into tensor and scalar parts as δ2S =
δ2S(h⊥µν) + δ
2S(φ), where [79]
δ2S(h⊥µν) =
1
2
∫
d4x
√−g h˜⊥µν
(
− R¯
6
)[
1 +
2λ
M2p
f10R¯
+
λ
M2p
{(
− R¯
6
)
F2() + 2
(
− R¯
3
)
F3
(
+ R¯
3
)}]
h˜⊥µν ,
δ2S(φ) = −1
2
∫
d4x
√−g φ˜
(
+ R¯
3
){
1 +
2λ
M2p
f10R¯
− λ
M2p
[
2F1()
(
3+ R¯
)
+
1
2
F2
(
+ 2
3
R
)

]}
φ˜. (2.46)
where we have rescaled h⊥µν and φ to h˜
⊥
µν and φ˜ by multiplying by
MP
2
and MP
√
3
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respectively. A more detailed derivation is given in Appendix A.2. Note that
there are no mixed terms in (2.46) i.e. the action has been decomposed into
terms which are either quadratic in h˜µν or quadratic in φ˜, with no terms which
are linear in both φ˜ and h˜µν .
Minkowski limit
Around Minkowski space, the second variation of the action (2.46) reduces to
δ2S(h⊥µν) =
1
2
∫
d4x
√−g¯ h⊥µν¯a(¯) h⊥µν ,
δ2S(φ) = −1
2
∫
d4x
√−g¯ φ ¯ c(¯) φ, (2.47)
where a(¯) and c(¯) are defined in (2.12). Note that (2.47) corresponds to the
propagator around a flat background, as in this case, the transverse traceless
excitation corresponds to the P (2) projection operator and the scalar excitation
corresponds to the P
(0)
s projection operator, although the correspondence be-
tween the propagator and the second variation does not hold true for the (A)dS
background.
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Chapter 3
Newtonian potential
Our next task is to investigate the effect of IDG on the Newtonian potential, which
is the simplest application of General Relativity to a real-world system. Here we
add a static point source to a background metric and solve the perturbed field
equations. The Newtonian potential is simple to calculate in GR, but results in
a singular potential. Although it is a much more difficult calculation in IDG, the
result does not diverge.
3.1 Perturbing the flat metric
We want to find the weak-field limit, or Newtonian potential, which is the poten-
tial of a small 1 mass µ added to a flat background. We must therefore perturb
flat Minkowski space as
ds2 = −(1 + 2Φ)dt2 + (1− 2Ψ) (dr2 + r2dΩ2) , (3.1)
where Ψ(r) and Φ(r) are the scalar potentials generated by the perturbation.
Solving the linearised GR field equations for the metric (3.1), with the boundary
1The mass must be small enough that the potential produced is much less than 1, so that
the weak field regime is valid.
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conditions that Φ = Ψ = 0 at infinity produces the potential [78]
Φ(r) = Ψ(r) = −Gµ
r
, (3.2)
which is clearly divergent as r → 0. We will show that in contrast, IDG produces
a non-singular potential.
3.1.1 Method
Note that we are perturbing the flat space metric ηµν as
gµν = ηµν + hµν , g
µν = ηµν − hµν , (3.3)
and therefore
h00 = h
00 = −2Φ, hij = −2Ψηij, hij = −2Ψηij, (3.4)
which means the linearised components of the Ricci tensor and Ricci scalar (2.10)
are
r00 = ∆Φ(r),
rij = ∂i∂j (Ψ− Φ) + ηij∆Ψ,
r = 4∆Ψ(r)− 2∆Φ(r), (3.5)
where ∆ ≡ ηij∇i∇j is the Laplace operator. When calculating the Newtonian
potential, we consider a non-relativistic system, so there is zero pressure and the
only contribution to the stress-energy tensor comes from the energy density ρ.
Therefore the 00-component of the energy-momentum tensor is T00 = ρ, the trace
is T = −ρ and the other components vanish. Combining (3.5) with the linearised
equations of motion around Minkowski (2.11), we find the metric potentials in
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terms of each other, and Φ(r) in terms of the density ρ
∆Ψ(r) = − c()
a()− 2c()∆Φ(r),
∆Φ(r) =
a()− 2c()
a() (a()− 3c())κρ, (3.6)
where κ = 1
M2P
.
Difference between Φ and Ψ
Using (3.5), the ij component (with i 6= j) of the equations of motion (2.11) for
the perturbed metric is
Tij = ∂i∂j [c()(2Ψ− Φ)− a()Ψ] , (3.7)
which means Tij accounts for the anisotropic stress. It can be seen that Ψ = Φ if
the following conditions are fulfilled
1. there is no anisotropic stress Tij,
2. a() = c(),
3. there is a boundary condition demanding that Ψ, Φ and their derivatives
vanish at infinity.
We can also see this from (3.6) (which assumes Tij = 0). Clearly if a 6= c, as
we later choose, then Φ and Ψ are not necessarily the same.
3.1.2 Assuming a point source
As our source is a point source of mass µ, it is represented by a Dirac delta
function: ρ = µ δ3(r). Thee Fourier transform of the Dirac delta function is
δ3(r) =
∫
d3k
(2pi)3
eik·r. (3.8)
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The Newtonian potential is given by Fourier transforming (3.6)
Φ(r) = − κµ
(2pi)3
∫ ∞
−∞
d3k
a− 2c
a(a− 3c)
eik·r
k2
= − κµ
4pi2M2p
f(r)
r
, (3.9)
where f(r) is defined as (see Section A.3 for a derivation of this step)
f(r) =
∫ ∞
0
dk
a(−k2)− 2c(−k2)
a(−k2)(a(−k2)− 3c(−k2))
sin(kr)
k
. (3.10)
3.1.3 Choosing a form for a() and c()
The simplest choice is a = c which produces the propagator (2.37) with a clear
limit back to GR when we set a = 1. We choose a(−k2) = eγ(k2/M2) where
γ(k2/M2) is an entire function and therefore (3.10) becomes
f(r) =
∫ ∞
0
dk e−γ(k
2) sin(kr)
2k
. (3.11)
Any entire function can be written as a power series, i.e.
γ(k2/M2) =
∞∑
n=0
cn
(
k2
M2
)n
, (3.12)
where the cn are dimensionless coefficients. It may seem like there is an infinite
amount of choice in the function (3.12). However, there are two factors to bear in
mind. Firstly, as long as γ(k2) > 0 for large k, then the integrand in (3.11) will be
exponentially damped for large k and we will generate a non-singular potential
[75].
Rectangle function approximation
Secondly, we can write
e−τ(k
2/M2) = e−c1
k2
M2
−c2 k4
M4
−c3 k6
M6
−···. (3.13)
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It is possible to approximate the contribution to the integrand of all the large n
terms in (3.13) as a single rectangle function. This is because exp
[
−cn
(
k2
M2
)n]
forms a rectangle function as long as n is large and cn is positive:
e
−cn
(
k2
M2
)n
≈ Rect
(
n
√
cnk
2
M2
)
≡
{
1, for
n
√
cnk2
M2
< 1
0, for
n
√
cnk2
M2
> 1
}
. (3.14)
Figure 3.1: exp
[
−∑∞n=40 cn ( k2M2)n] with different choices of the coefficients cn
showing that the rectangle function with a single unknown parameter will be a
good approximation for the higher order part of (3.13) for any form of cn [2].
It transpires that when we combine the terms with a large value of n, we
can approximate them well as the rectangle function Rect(Ck2/M2), where C is
another constant to be found. This is because an infinite product of rectangle
functions
Rect(a1x)× Rect(a2x)× · · · , (3.15)
where ai > 0, is equal to the rectangle function given by the lowest value of ai.
The validity of this approximation is shown in Fig. 3.1, where we can see that
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even if cn increases exponentially with n, the approximation is still valid.
3.1.4 Simplest choice of γ(−k2)
For the choice γ = −k2/M2, the integral in the function f(r) in (3.11) gives an
error function, using
∫ ∞
−∞
dk e−k
2/M2 sin(kr)
k
= piErf
(
Mr
2
)
, (3.16)
which means the potential (3.9) is given by
Φ(r) = −2Gµ
r
Erf
(
Mr
2
)
. (3.17)
The usual GR potential (3.2) receives a modification in the form of the error
function Erf(r), which is defined as
Erf(x) =
2√
pi
∫ x
0
e−t
2
dt. (3.18)
Erf(r) is proportional to r for small r, so (3.17) does not diverge as r → 0, while
Erf(r) → 1 for large r, meaning that Φ(r) returns to the GR prediction (3.2) at
large distances.1
By differentiating the potential (3.17), we find the force on a test mass of
mass µ, given by F (r) = −dΦ(r)/dr [92]
F (r) = −2Gµ
r2
[
Erf
(
Mr
2
)
− e
−M2r2
4 Mr√
pi
]
. (3.19)
It is possible to generalise the potential (3.17) to rotating metrics [93] and charged
systems [94].
1IDG is not the only (metric-tensor based) modified gravity theory to predict a non-singular
potential, as higher derivative gravity models can also give finite potentials at the origin (al-
though these models do generically generate ghosts [90, 91]).
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The avoidance of the singularity at the origin can be related to the non-
locality of the action. Non-locality means that interactions no longer take place
at a single point but instead are “smeared out” over a wider area, meaning the
potential does not diverge at the point where the mass is [29, 75]. This is also
how string theory avoids singularities, by replacing point particles with non-local
strings [14, 15].
3.1.5 More general choice of γ(−k2)
Monomial choice of γ(−k2)
Next we want to generalise to different choices of γ(−k2). The simplest generali-
sation is to take
γ(−k2) = − k
2n
M2n
. (3.20)
The choice (3.20) gives the general formula [3]1
f(r) =
Mr
n
∞∑
p=0
(−1)pΓ(
p
n
+ 1
2n
)
(2p+ 1)!
(Mr)2p, (3.21)
where the Gamma function is Γ(x) ≡ (x− 1)!. The plot of f(r) in Fig. 3.2 using
(3.21) resembles the error function, but with sinusoidal oscillations that decay in
magnitude as we get further away from the source.
Polynomial choice of γ(−k2)
We can generalise even further by using a simple mathematical trick [3]. Any
function γ(−k2) can be written as γ(−k2) = −k2/M2 − ρ(−k2), where ρ(−k2)
does not contain a term which is quadratic in k. We can expand eρ(−k
2) as
the infinite sum eρ(−k
2) ≡∑∞m=0 ρm(−1)mk2m/M2m, where ρm are dimensionless
coefficients, without any loss of generality. This trick will allow us to utilise the
1(3.21) is a generalisation of [95], which examined only even choices of n in (3.20).
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Figure 3.2: A plot of (3.21) for various choices of n as well as a comparison to
GR [3]. We see that for n = 1, we have the error function, while for higher n
we generate oscillations. These oscillations decay in amplitude as we move further
away from the source. We have chosen M to be the lower bound on our mass scale
M = 4× 10−3 eV from table-top experiments.
identity (3.16) for more general integrals. We can then write (3.11) as
f(r) =
∞∑
m=0
ρm
∫ ∞
−∞
dk
k
(−k2
M2
)m
e−k
2/M2 sin(kr). (3.22)
By inserting an auxiliary field α, which we will later set to 1, we can rewrite
(3.22) in an advantageous form
f(r) =
∞∑
m=0
ρm
[
∂m
∂αm
∫ ∞
−∞
dk
k
e−αk
2/M2 sin(kr)
] ∣∣∣∣
α=1
. (3.23)
Now the integral is just that of (3.16) and thus we simply have
f(r) = pi
∞∑
m=0
ρm
[
∂m
∂αm
Erf
(
Mr
2
√
α
)] ∣∣∣∣
α=1
. (3.24)
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We can write (3.24) either explicitly as [3]
f(r) =
∞∑
m,p=0
ρm(−1)p
Γ(m+ p+ 1
2
)
(2p+ 1)!
(Mr)2p+1 , (3.25)
or using Hermite polynomials Hm(x) ≡ (−1)mex2 dmdxm e−x
2
as
f(r) = pierf
(
Mr
2
)
− 2√pie−M
2r2
4
∞∑
m=1
ρm(−1)m 1
4m
H2m−1
(
Mr
2
)
. (3.26)
Clearly, when γ(−k2) = −k2/M2, therefore e−ρ(−k2) = e0 and hence ρ0 = 1
and ρm = 0 for m 6= 0. Therefore we return to the error function given in (3.16).
Figure 3.3: A plot of (3.26) with the binomial choice (3.28) for various choices
of N as well as the error function potential (3.17) and a comparison to GR [3].
We have chosen a2 = 4.65× 10−3, a4 = 1.24× 10−7 and M to be the lower bound
M = 4 × 10−3 eV on our mass scale from table-top experiments. We again see
oscillations in the potential which disappear for large r.
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Large distance limit
We can check that as r →∞, (3.26) converges for any sensible choice of τ(−k2).
For large values of r, we can simplify the second term by noting that Hn(x) =
2nxn + O(xn−1). Therefore the largest term in H2m−1
(
Mr
2
)
will be 1
2
(Mr)2m−1
and the second term in (3.26) is proportional to
lim
m→∞
m!
(
4
M2r2
)m
ρm(−1)m 1
4m
(Mr)2m−1 = lim
m→∞
ρm(−1)mm! 1
Mr
, (3.27)
which converges as long as ρm decreases at least as fast as
(−1)m
m!
. (−1)
m
m!
is in fact
the ρm given by the choice ρ(−k2) = −k2, and so long as a(−k2) fulfils the condi-
tion that in the UV limit that the propagator must be suppressed exponentially,
i.e. a(−k2)→∞ as k →∞, then we will always return to the GR prediction in
the IR limit.
As an example, in Fig. 3.3 we plot (3.26) for the binomial choice
γ(k2) = − k
2
M2
− aN k
2N
M2N
, (3.28)
where aN is some dimensionless constant. The choice (3.28) requires our coeffi-
cients ρm to be of the form
ρm =
(−aN)m/N
(m/N)!
for
m
N
∈ N and zero otherwise. (3.29)
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3.1.6 Comparison to experiment
Figure 3.4: A diagram of the apparatus used in tests of gravity at short distances
[4]. This equipment probed distances below 100 µm to look for modifications to
gravity in the form of a Yukawa potential. A “missing-mass” torsion-balance was
used, which is made up of two attractor rings and a detector ring. The force of
gravity between the upper attractor ring and the detector ring generated a torque
which would be cancelled out by the force caused by the lower attractor ring. This
cancellation would only occur if GR holds exactly, i.e. any residual torque would
be due to modifications to GR.
Constraining the error function potential
Using the equipment shown in Fig. 3.4, Adelberger [4] found that the 1/r fall of
the potential continued down to 5.6× 10−5 m. The experiment assumed that any
modification to GR would be a Yukawa potential of the form
V (r) =
V0
r
[1 + exp(−r/λ)] , (3.30)
and ruled out the potential (3.30) with λ > 5.6× 10−5 m. By seeing the value of
M for which our potential gives a bigger divergence from GR than the Yukawa
potential, we see where our potential would be ruled out. Taking γ = −k2n, and
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using equation (3.21), we found a constraint of M > 0.004, 0.02, 0.03, 0.05 eV
for n =1, 2, 4, 8 respectively.
Constraining the oscillating potential
We know that higher powers of n give an oscillating function for r > M−1,
but work by Perivolaropoulos [5] showed that for n > 10 one can accurately
parameterise (3.21) as
f(r) = α1Mr, 0 < Mr < 1
f(r) = 1 + α2
cos(Mr + θ)
Mr
, Mr > 1 (3.31)
where α1 = 0.544, α2 = 0.572, θ = 0.855 pi. This parameterisation is a good
approximation because for high n, exp(−axn) forms a rectangle function as shown
in (3.14).
Figure 3.5: A plot of the residual torque compared to the value predicted by
IDG using (3.31) and a Yukawa potential [5]. The blue curve is the best fit of the
oscillating potential (3.31) to the data. The residual torque refers to the torque
found compared to that predicted by GR, i.e. if GR was correct then we would see
τ = τN .
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The best fit of (3.31) actually provides a better fit to the data from the Adel-
berger experiment than the standard 1/r fall of the potential that GR predicts by
around 2σ [5]. Perivolaropoulos’ results are plotted in Fig. 3.5. While the better
fit than GR could be a case of fine-tuning, it certainly gives experimentalists an
impetus to look for other modified gravity theories when they undertake tests of
gravity at short distances. Currently they largely test only for either a Yukawa
potential or GR.
43
3.2 a 6= c
3.2 a 6= c
While investigating the Newtonian potential, we have so far taken the choice
a = c. However, this case doesn’t allow defocusing of null rays [87], as we will
later see in Section 4.3, and therefore leads to geometric singularities through the
Hawking-Penrose singularity theorems [24]. We therefore should investigate what
happens to the potential when we take a 6= c by using (2.40) from earlier. This
fulfils the defocusing conditions which we later find in Section 4.3, and as we will
later see, provides a similar prediction for the potential at high n.
Taking the choice of c() given in (2.40), then (3.10) becomes
f(r) =
∫ ∞
−∞
dk
[
4− m
2
a˜(−k2)(m2 + k2)
]
sin(kr)
k a(−k2) . (3.32)
We recall that we require both a(−k2) and a˜(−k2) to be the exponential
of entire functions so that no ghosts are generated, i.e. a(−k2) = eγ(−k2) and
a˜(−k2) = eτ(−k2). Therefore (3.32) becomes [6]
f(r) =
∫ ∞
−∞
dk
[
4− m
2
(m2 + k2)eτ(−k2)
]
e−γ(−k
2) sin(kr)
k
. (3.33)
Conditions on γ(−k2) and τ(−k2)
By considering the behaviour of the propagator (2.42), we can find conditions
on γ(−k2) and τ(−k2). In the ultraviolet regime, we want the propagator to be
exponentially suppressed. The coefficient of the P 2 component is e−γ(−k
2) and
therefore we require that γ(k2) > 0 (and that γ is not a constant). Similarly
the coefficient of the P 0s component is e
−(γ(−k2)+τ(−k2)) and therefore we require
γ(−k2)+τ(−k2) > 0. The defocusing condition for a static perturbation is found
in Section 4.3.2 and is given by [87]
(
1−/m2) a˜()r > r, (3.34)
where r is the perturbed Ricci scalar. Given our earlier choice a˜(−k2) = eτ(−k2),
we see that moving to momentum space gives
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(
1 + k2/m2
)
eτ(−k
2) r˜ > r˜. (3.35)
where r˜ is the Fourier transform of r. If (3.35) holds true for all k, then we have
the condition that τ(−k2) ≥ 0. The result of these three constraints is that the
integral (3.33) converges.
We now have two undetermined entire functions τ(−k2) and γ(−k2) and two
free mass scales. We will choose both our mass scales to be the Planck mass MP
and take τ(−k2) = 0, so that all the model freedom is in the function γ(−k2).
The simplest choice for γ is the monomial γ(−k2) = (Ck2/M2P )D. We now have
only two free parameters, C and D, and our integral becomes [6]
f(r) =
∫ ∞
−∞
dk
[
4− M
2
P
(M2P + k
2)
]
e−(Ck
2/M2P )
D
sin(kr)
k
. (3.36)
While this choice is fairly restrictive, we obtain qualitatively similar results for
other choices of the mass scales and the function τ(−k2).
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We first take the case D = 1 and plot (3.36) in Fig. 3.6 for different values of
C [6]. We can see that increasing C makes the IDG effect stronger at distances
further away from the source. This effect is akin to decreasing the mass scale M
for the a = c case.
Figure 3.6: We set D = 1 and vary C in our plot of f(r) against r from (3.36).
We choose Mp = 1m
−1 to illustrate our case. We also plot the a() = c() case
from (3.16). As C increases, the modification to GR is visible further away from
the source.
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In Fig. 3.7, we take C = 1 and plot f(r) for different D [6]. As for the a = c
case, we find oscillations for D > 1 which have approximately constant frequency
and decaying amplitude as r increases. To being with, these oscillations become
larger in amplitude as we increase D, but this effect stops for around D > 10
because at this point (3.14) becomes a good approximation and so increasing D
further has no effect on the amplitude of the oscillations.
Figure 3.7: Here we take C = 1 and vary D to see how f(r) vs r changes
using (3.36). For D ≥ 2, f(r) oscillates, with an increasing magnitude as D
increases, although it still returns to GR at large distances. We have again chosen
Mp = 1m
−1.
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We also show in the plot Fig. 3.8 that we can accurately approximate the po-
tential1 with the parameterisation (3.31) which matches the experimental results
[6].
0 5 10 15
0.0
0.5
1.0
1.5
2.0
2.5
3.0
3.5
r
f(r)
Figure 3.8: We show that the black line, representing (3.31) is a valid approxima-
tion to the green, blue and red coloured dots, representing D=11, 12, 13 in (3.36)
respectively [6]. We have chosen α1 = 0.388, α2 = 0.6 and θ = 2.75.
1In this plot, we obtain a slightly better match to (3.36) by changing from the first to the
second case in (3.31) at Mr = 2.2 rather than 1.
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3.3 Raytracing
Figure 3.9: The path of photons passing a point mass of mass m in both GR
(red) and IDG (blue). The photons start from the right hand side, travelling in
the negative x direction and are pulled towards the mass by its gravitational field.
The axes have units of the GR Schwarzschild radius r∗ = 2Gm.
In Appendix A.4 we give the method for calculating the trajectory of photons
passing a point mass of mass m in GR against IDG. By making a coordinate
transform, one can write the metric (3.1) with the potential (3.17) as
dτ 2 =
(
1− r∗
r
Erf
(
Mr
2
))
dt2 −
(
1− r∗
r
Erf
(
Mr
2
))−1
dr2 − r2dφ2. (3.37)
One finds that the path of the photons can be described by
u′′(φ) = −u(φ) + 3
2
r∗u2(φ)Erf
(
M
2u(φ)
)
+
r∗u3(φ)
2
Erf′
(
M
2u(φ)
)
, (3.38)
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where we have defined u ≡ 1/r, r∗ = 2Gm and the primes represent differentiation
with respect to φ. In Fig. 3.9 we plot various photon trajectories to see the effect
IDG has on the photon trajectory in GR.
One can see that the photons are more strongly attracted to the mass in GR
than in IDG, especially when they are closer to the mass.
3.4 Potential around a de Sitter background
We could use the de Sitter background as written in (2.15). However, if we
perturb (2.15) with a point source which generates a potential Φ(r), we will have
an arbitrarily large number of d’Alembertian operators acting on functions of
both r and t, which is non-trivial to solve.
However, we can write the de Sitter metric so that its coefficients have no
time dependence, whilst retaining the same equations of motion and the maximal
symmetry [96]. The perturbed de Sitter background can then be written as
ds2 = − (1 + 2Φ(r)−H2r2) dt2 + (1− 2Ψ(r)) [(1 +H2r2) dr2 + r2dΩ2] , (3.39)
where we are working in the regime H2r2  1 to simplify the ensuing analysis
[97]. This is justified because we are interested in probing IDG at very short
distances from the object producing the potential compared to the size of the
cosmological horizon.
In this approximation, the background de Sitter d’Alembertian operator ¯
acting on a function of r takes on a pleasing form
¯X(r) =
[
1
1 +H2r2
∂r − H
2r
1 +H2r2
(
1
1−H2r2 +
1
1 +H2r2
)
+
2
r
1
1 +H2r2
]
∂rX(r)
≈
(
∂2r +
2
r
∂r
)
X(r)
= ∆X(r), (3.40)
where we have defined ∆ ≡ ηij∇i∇j as the Laplace operator for a flat background.
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We will need the following perturbed Ricci curvatures for the metric (3.39)
up to linear order in Φ and Ψ (and their derivatives).
Rtt ≈ ∆Φ(r)− 3H2 (1 + 2Ψ(r)− Φ(r)) ,
Rrr ≈ 2 (rΨ
′′(r) + Ψ′(r))
r
− Φ′′(r) +H2
[
3− rΦ′(r)− 2Φ(r) + 4Ψ(r)
]
,
R ≈ 4∆Ψ(r)− 2∆Φ(r) + 12H2 (1 + 3Ψ(r)− Φ(r)) . (3.41)
Figure 3.10: A plot of the integrand I(k) given in (3.44) for H = 7.25×
10−27 m−1, M = 1.79 × 104 m−1 and r = 1m [2]. It can be seen that the dif-
ference from GR is negligible for k / 103. M is chosen to be the lower bound
found by experiment [3, 4] and we choose the coefficients fn such that around a
flat background a = c = e−/M2 as in [3]. If we take a higher M , IDG matches GR
up to even higher energy scales. The value of k at which IDG ceases to be a good
approximation to GR is independent of the choice of r.
By substituting the perturbed Ricci curvatures into the equations of motion
(2.26), we find that
Ψ(r)
Φ(r)
=
a(∆)(∆ + 3H2)− (3c(∆) + ∆f(∆)) (∆ + 6H2)
a(∆)(4∆ + 30H2)− 2 (3c(∆) + ∆f(∆)) (∆ + 9H2) , (3.42)
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and we can find Φ in terms of the density ρ of our source
(
∆2 + 15H2∆ + 63H4
)
Φ(r) =
ρ
M2P
a(∆)(2∆ + 15H2)− (3c(∆) + ∆f(∆)) (∆ + 9H2)
a(∆) [2a(∆)− 4c(∆)−∆f(∆)] . (3.43)
The energy density of a point source of mass µ is ρ = µ δ3(x). We again go
into momentum space in order to write Φ(r) as an integral
Φ(r) =
µ
2pi2M2P r
I(k)
=
µ
2pi2M2P r
·
∫ ∞
−∞
dk k sin(kr)
a(−k2)(15H2 − 2k2) + (3c(−k2)− k2f(−k2)) (k2 + 9H2)
a(−k2) (2a(−k2)− 4c(−k2) + k2f(−k2)) (k4 − 15H2k2 + 63H4) . (3.44)
Figure 3.11: A plot of the the integrand I(k) given in (3.44) for H = 7.25×
10−27 m−1, M = 1.79×104 m−1 and r = 1m, as compared to a flat background [2].
Note the plot is the same no matter if we take GR or IDG. The difference between
the flat background and a curved background is negligible for k  H.
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We note that the current value of the Hubble parameter, H = 7.25× 10−27 m−1
is many orders of magnitude smaller than even the lower bound on the mass scale
of IDG [3], M = 1.79 × 104 m−1. At current times, i.e. when we conduct
experiments on the potential generated by IDG, we can therefore ignore the
background curvature, as detailed further in Fig. 3.10 and Fig. 3.11, and use our
results from Section 3.1.
3.5 Summary
In this chapter we investigated the Newtonian potential, which is the potential
generated by a point mass in a background. We first found the potential around a
Minkowski background for various choices of the form of the propagator assuming
that it had no poles. Regardless of the choice made, we always generate a non-
singular potential that returns to GR at large distances. For certain choices,
we obtained an oscillating potential. Using our results, it was found that the
oscillating potential could provide a better fit to experimental data than GR [5].
We further showed that if the propagator has a single pole, it still generates
a non-singular potential which returns to GR at large distances and can produce
an oscillating potential. We generalised our method to a de Sitter background
and found that the low value of the Hubble parameter today means that it makes
a negligible difference to the potential and we can safely use the calculation from
a flat background.
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Chapter 4
Defocusing and geodesic
completeness
4.1 Notion of a singularity
A singularity is traditionally defined as a place where the curvature blows up, i.e.
becomes infinite [98]. In other theories, a singular potential is a relatively easy
concept to understand. In electromagnetism, the Coulomb potential is infinite
in various scenarios, for example the potential given by a point charge diverges
at the point itself. The issue with extending the idea of a singular potential
to GR is that we need to solve for the metric of spacetime itself. If the metric
potential diverges, then we do not have a complete description of spacetime and it
is difficult to understand what a “place” means in our definition of a singularity.
In other words, if we cannot define the manifold, we cannot say where the “place”
is that the curvature diverges.
Geodesic completeness
The solution to our dilemma lies in the idea of geodesic past-completeness. In a
non-singular spacetime, one can take a geodesic and trace its path back to null
past infinity. The property of being able to trace the path back is the definition
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of geodesic completeness, which we will later use to find the conditions for IDG
to avoid the singularities produced in GR.
One can imagine a spacetime with ‘holes’ in its fabric, defined by geodesics
being unable to traverse them, and which would thus be geodesically incomplete
[29]. A particle which is falling freely in such a spacetime would cease to exist at a
finite proper time. It must be mentioned that the definition of geodesic complete-
ness is not as precise as we would perhaps wish. It is possible for our imaginary
spacetime to be geodesically incomplete for spacelike or timelike vector fields and
still be geodesically complete for the other two 1 [29]. However, it is clear that if a
spacetime is geodesically incomplete for null or timelike fields, then we will not be
able to fully describe the spacetime geometry. The definition of geodesic incom-
pleteness to be used in this chapter is based on the Hawking-Penrose singularity
theorems, which tell us whether a spacetime will be geodesically complete.
4.2 Raychaudhuri equation
The Raychaudhuri equation is a geometric equation which is model-independent
in that it depends on gravity only through its effect on the curvature of space-
time [54, 98].
If there exists a congruence of null rays, then the tangent vectors to the
congruence kµ satisfy k
µkµ = 0. These are defined through k
µ ≡ dxµ
dλ
where λ is
an affine parameter [54, 98].
We can define several parameters of the congruence using these tangent vec-
tors. The expansion θ, shear σµν and rotation/twist ωµν are
θ ≡ ∇µkµ, σµν = ∇(µkν), ωµν = ∇µkν −∇νkµ. (4.1)
1In full, a spacetime can be geodesically incomplete for spacelike vector fields while still
complete for timelike and null vector fields, or could be incomplete for timelike vector fields
while incomplete for spacelike and null vector fields. Further details of the possible permutations
are given in [99].
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The Raychaudhuri equation for null geodesic congruences is
dθ
dλ
+
1
2
θ2 = −σµνσµν + ωµνωµν −Rµνkµkν , (4.2)
using kλ∇λθ = dθdλ . The Hawking-Penrose singularity theorem states that unless
θ is both positive and increasing, a singularity will be generated [24]. By choosing
the congruence wisely1, we can discard the twist tensor term and we can note
that the shear tensor is purely spatial and so σµνσ
µν is non-negative.
This leads us to the null convergence condition (null CC)
dθ
dλ
+
1
2
θ2 ≤ −Rµνkµkν . (4.3)
If this is fulfilled, singularities are generated. The absolute minimum necessary
condition to avoid these singularities, known as the minimum defocusing condition
is
Rµνk
µkν < 0. (4.4)
The Null Energy Condition (NEC) means that in GR, (4.4) cannot be satisfied
and so singularities are generated. The NEC states that the stress-energy tensor
contracted with the tangent vectors is positive, i.e. Tµνk
µkν ≥ 0. By inserting
the Einstein equation (1.2) into (4.4), it can be seen that the defocusing condition
will not be satisfied in GR as long as the NEC holds, i.e. as long as we do not
introduce exotic matter which violates the NEC. However in IDG, it is possible to
satisfy the defocusing condition due to our modification to the Einstein equation.
4.3 Defocusing around a flat background
We now examine the necessary condition for defocusing for perturbations around
a flat background, in the context of singularity avoidance, especially in the early
1Strictly speaking the congruence of null rays must be orthogonal to a hypersurface.
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universe. We contract the linearised equations of motion around a flat background
(2.11) with kµkν to give the defocusing condition [87]
kµkνrµν =
1
a()
(
M−1P Tµνk
µkν +
1
2
kµkνf()∇µ∇νr
)
< 0. (4.5)
where rµν and r are the perturbed Ricci tensor and perturbed Ricci scalar re-
spectively. As in Section 2.2.3, we require a(−k2) > 0 to avoid a Weyl ghost
[29, 76, 79]. Due to the Null Energy Condition (NEC) Tµνk
µkν ≥ 0, the mini-
mum condition to avoid a singularity is therefore
kµkνf()∇µ∇νr < 0. (4.6)
4.3.1 Homogenous perturbation
We examine the case where the perturbed curvature depends only on the cosmic
time t. This is useful for considering cosmological singularities by using a pertur-
bation around a Minkowski background as an approximation to the FRW metric
(4.30). Using r(t) = −∂2t r(t) for a flat background, (4.6) simplifies to
(
k0
)2
f()r(t) > 0, (4.7)
and using f() = a()− c() from (2.12), (4.7) becomes
(a()− c()) r(t) > 0 (4.8)
The simple choice a() = c() does not allow defocusing [87]. We can make a
choice of a() 6= c(), but this choice introduces an extra pole in the propagator,
which in theory could produce a ghost.1 However, we showed in Section 2.2.3
that a single extra pole was allowed and we introduced the choice (2.40) which
generates one extra pole in the propagator.
1We could choose a = Ac = eγ(k
2) where A is a constant, but if we want to return to GR
in the low energy limit then we are forced to choose A = 1.
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With the choice (2.40), the defocusing condition becomes
(
1−/m2) a˜()r < r. (4.9)
4.3.2 Static perturbation
We next examine the case where the perturbation is a function only of a single
spatial coordinate x. In this case, the defocusing condition (4.6) is
kikjf()∂i∂j r(x) < 0. (4.10)
Using (2.12) and r(x) = ∂2i r(x), we find the minimum defocusing condition
(a()− c()) r(x) < 0. (4.11)
Note the change of sign from the homogenous case (4.8). Once again, a() = c()
does not allow defocusing so we take the choice (2.40) giving [6]
(
1−/m2) a˜()r > r. (4.12)
This is the condition we used to derive (3.35).
4.3.3 Inhomogenous perturbations
Lastly we examine perturbations which are functions of time and a single Carte-
sian coordinate, which we take to be x here. The defocusing condition (4.6)
becomes
(
(k0)2f()∂2t + (kx)2f()∂2x
)
r(t, x) < 0 (4.13)
From the condition gµνk
µkν = 0 (i.e. the requirement that the vector kµ is null),
we deduce that (k0)2 = (kx)2, so noting that (k0)2 is strictly positive and assuming
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that the stress energy tensor is a perfect fluid1,
f()
(
∂2t + ∂
2
i
)
r(t, xi) < 0. (4.14)
4.4 Defocusing around backgrounds expanding
at a constant rate
4.4.1 (Anti) de Sitter
Around a curved (Anti) de Sitter background, the linear equations of motion be-
come more complicated but are nonetheless tractable. Contracting the equations
of motion (2.26) with the tangent vectors kµk
ν , and the defocusing condition
becomes
rµνkµk
ν =
1
a()
[
M−2P T
µ
ν kµk
ν +
1
2
kµk
ν∇µ∂νf()r
]
< 0, (4.15)
where r is the perturbed Ricci tensor. We already know that T µν kµk
ν must be pos-
itive by the NEC (as long as we have non-exotic matter) and that (in momentum
space) a(−k2) must be positive, otherwise the background de Sitter spacetime
will have a negative entropy [29, 48]. (4.15) can then be simplified to give the
minimum defocusing condition [100]
kµk
ν∇µ∂νf()r < 0. (4.16)
If the perturbation is homogenous, i.e. r = r(t), then we can expand the covariant
derivatives and note that the d’Alembertian acting on a scalar function of time
is  = −∂2t − 3H∂t, so (4.16) becomes
f()r(t) > −4H∂tf()r(t). (4.17)
1If Tµν is a perfect fluid, it has no off-diagonal terms and therefore there are no cross terms
in (4.5).
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4.4.2 Anisotropic backgrounds
AdS-Bianchi I metric
We now look at anisotropic backgrounds. The observable universe is almost
exactly isotropic (looks the same in different spatial directions) [98], but it is
interesting to consider anisotropy. This is because while the anisotropy in the
observable universe is very small, it is unlikely to be exactly zero so we should
consider its effects. Furthermore, just because our observable universe is isotropic
does not mean the rest of the universe is as well. We study the anisotropic metric
ds2 = −dt2 + e2Atdx2 + e2Btdy2 + e2Ctdz2, (4.18)
where A, B, and C are positive constants, which we call an (A)dS-Bianchi I
metric. The observable universe is highly isotropic [98], so we assume that A, B,
and C are almost equal.
The (A)dS-Bianchi I metric (4.18) produces a constant background Ricci ten-
sor R¯µν and a constant positive Ricci scalar R¯ = 2 (A
2 +B2 + C2 + AB + AC +BC).
Equations of motion
Studying the reduced action 1
S =
1
16piG
∫
d4x
√−g [R +RF()R] , (4.19)
around the background (4.18) gives the equations of motion
Tαβ =
(
M2p + 2f0R¯
)(
rαβ −
1
2
δαβ r
)
+
(
2S¯αβ +
1
2
δαβ R¯− 2∇α∇β + 2δαβ
)
F ()r. (4.20)
These are the same as the (A)dS field equations for the action (4.19) apart from
the additional term with the traceless curvature tensor S¯αβ ≡ R¯αβ − 14δαβ R¯.
1We have set F2() = F3() = 0 to simplify our calculations.
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To find the necessary conditions to avoid singularities, we use the same method
as in Section 4.3, contracting (4.20) with kβkα to give the defocusing condition
for a generic null tangent vector kα [100]
kβkαr
α
β =
1
M2P + 2f0R¯
(
kβkαT
α
β − 2λkβkαR¯αβF ()r + 2λkβkα∇α∇βF ()r
)
< 0. (4.21)
Choice of kα
Thus far we have not had to choose kα, because the condition k
αkα = 0 and the
isometry of the Minkowski and (Anti) de Sitter background has ensured that we
can easily find (k0)2 in terms of (ki)2. However, that is no longer true when we
introduce anisotropy. We therefore have to choose kα carefully. We must both
satisfy the geodesic equations and ensure that the rotation term vanishes.
If kµ is of the form, kµ = (k0, kx, 0, 0), the non-trivial geodesic equations for
the null ray are
d2t
dλ2
+ Ae2At
dx
dλ
dx
dλ
= 0,
d2x
dλ2
+ 2A
dx
dλ
dt
dλ
= 0, (4.22)
where λ is the affine parameter. By dividing gµνdx
µdxν = 0 (the condition for
the vector kµ ≡ dxµdλ to be null) by dλ2, we see that
dt
dλ
= eAt
dx
dλ
. (4.23)
Combining (4.22) and (4.23) leads to
dt
dλ
= k0 = Ce−At,
dx
dλ
= kx = e−2At. (4.24)
For simplicity we choose C = 1 to give
kµ = (−e−At, 1, 0, 0). (4.25)
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For the rotation term to vanish, we require [54]1
ωαβ ≡ ∇αkβ −∇βkα, (4.26)
to be zero, which is satisfied by (4.25). If we assume the perturbation depends
only on time, then our defocusing condition becomes (using the NEC) [100]2
[
∂2t − A∂t + (B2 + C2)− A(B + C)
]
F ()r(t) < 0, (4.27)
How does (4.27) compare with the (A)dS case (4.16)? If we take H = A, then
we can see that the addition of anisotropy has generated an additional term
[
B2 + C2 − A(B + C)]F ()r(t). (4.28)
Thus anisotropy can have a significant effect on whether a spacetime can avoid
the null CC condition (4.3), especially for slowly evolving perturbations, and
therefore whether the spacetime will generate singularities.
1The Christoffel symbols generated by the covariant derivatives in (4.26) cancel out due to
the symmetry in the lower indices of the Christoffel symbol, so that only partial derivatives
remain.
2We assume here that f0 is positive, as we later use IDG as an extension to Starobinsky
R+R2 inflation. We also note that R¯ is non-negative.
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4.5 Defocusing in more general spacetimes
4.5.1 A constraint on the curvature adapted to IDG
Even for the reduced action1,
S =
1
16piG
∫
d4x
√−g [R +RF()R− 2Λ] ,
where F() =
∞∑
n=0
fn
(

M2
)n
, (4.29)
it is almost impossible to solve the equations of motion for IDG for the more
general Friedmann-Robertson-Walker (FRW) metric
ds2 = −dt2 + a
2(t)
1− κr2
(
dx2 + dy2 + dz2
)
(4.30)
where a(t) is the scale factor of the universe and κ is the spatial curvature.
The FRW metric has the Christoffel symbols
Γtij = a
2Hδij, Γ
i
tj = Hδ
i
j, (4.31)
where δij is the Kronecker delta function, which is 1 if i = j and zero otherwise.
By using an ansatz we can simplify the equations of motion [33], to make it
possible to generate a solution for the scale factor. We choose the ansatz
R = r1R + r2, (4.32)
where r1 and r2 are constants, which means that for n > 0, nR = rn1
(
R + r2
r1
)
.
Using this ansatz, it is possible to show that a(t) = cosh(σt) and a(t) = eλt
2
are
solutions to the IDG equations of motion for the action, where σ and λ are con-
stants [33, 101, 102, 103, 104]. It is notable that both these scale factors generate
1More generally there are more terms, but for an FRW metric with spatial curvature κ = 0,
the Weyl tensor is zero and we can discard the Ricci tensor term using the extended Gauss-
Bonnet identity [80].
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bouncing universes, meaning that at some scale, gravity becomes repulsive such
that the universe is forced to stop contracting and start expanding.
In this section we will test whether such bouncing solutions can avoid the
Hawking-Penrose singularity within the IDG framework and are thus geodesically
complete. While one might expect that any FRW spacetime with a non-singular
metric would be geodesically complete, this is not necessarily the case [105, 106,
107].
Here we will focus on FRW spacetimes, but one should note (as found by
Sravan Kumar1) that anisotropic metrics of the form
ds2 = −dt2 + e2σt2dx2 + e2γt2 (dy2 + dz2) , (4.33)
where σ and γ are positive constants, would also fulfil the ansatz (4.32) which
could be a topic of further study.
4.5.2 Defocusing with the ansatz
By contracting the equations of motion for the action (4.29) with kµkν , the defo-
cusing condition (4.4) for any general metric is
kαkβRαβ =
1
M2p + 4F ()R
[
kβkαTαβ + 4k
βkα∇α∇βF ()R
+2kβkα
∞∑
n=1
fn
M2n
n−1∑
l=0
(
∂αlR
)
∂βn−l−1R
]
< 0. (4.34)
Using the ansatz (4.32), (4.34) becomes
1
M2p + 4F (r1)
(
R + r2
r1
)
− 4f0r2/r1
[
kβkαTαβ + 4k
βkα
∞∑
n=0
fn
M2n
∇α∇β (rn1R)
+2kβkα
∞∑
n=1
fn
M2n
n−1∑
l=0
∂α
(
rl1R
)
∂β
(
rn−l−11 R
) ]
< 0. (4.35)
1This work is so far unpublished.
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We note that r1 is a constant so we can pull these terms out of the derivatives,
which means the last term depends on
n−1∑
l=0
(∂αR) (∂βR) = n (∂αR) (∂βR) , (4.36)
which means (4.35) simplifies to
1
M2p + 4F (r1)
(
R + r2
r1
)
− 4f0r2/r1
[
kβkαTαβ + 4
∞∑
n=0
fn
M2n
rn1k
βkα∇α∇βR
+2
∞∑
n=1
nfn
M2n
rn−11 (k
α∂αR)
2
]
< 0. (4.37)
We can write (4.37) more succinctly as
1
M2P + 4F (r1)(R +
r2
r1
)− 4f0 r2r1
[
kβkαTαβ + 4F (r1) k
βkα∇α∇βR + 2F ′(r1) (kα∂αR)2
]
< 0, (4.38)
where F ′() is defined as
F ′() ≡
∞∑
n=1
nfn
M2n
n−1. (4.39)
Simplifying our condition
Until now, we have assumed only that the metric satisfies the ansatz (4.32). If we
assume an FRW metric (4.30), then we can make some simplifications because
the Ricci scalar depends only on t even if the spatial curvature κ is non-zero.
Furthermore, the tangent vector kµ satisfies kµkµ = 0, which means
kβkα∇α∇βR(t) = (k0)2
(
∂20 −H∂0
)
R(t)
= −(k0)2 (+ 4H∂0)R(t), (4.40)
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where we have used that the d’Alembertian of the FRW metric acting on a ho-
mogenous scalar is S(t) = −∂20S(t) − 3H∂0S(t) to get to the second line. We
can further simplify (4.38) by using the vacuum equations of motion for a met-
ric fulfilling the ansatz. The trace vacuum equations of motion can be written
as [101, 102, 103]
A1R + A2
(
2r1R
2 + (∂µR)∂
µR
)
+ A3 = 0, (4.41)
where the coefficients Ai are defined as
A1 = −M2P + 4F ′(r1)r2 − 2
r2
r1
(F (r1)− f0) + 6F (r1)r1, A2 = F ′(r1),
A3 = 4Λ +
r2
r1
(
M2P + A1
)− 2r22
r1
F ′(r1). (4.42)
Simple choice of solution
The obvious simple choice of solution to (4.41) is to set Ai = 0 which gives the
identities
F ′(r1) = 0, r2 = −r1 (M
2
P − 6F (r1)r1)
2 (F (r1)− f0) , Λ = −
r2M
2
P
4r1
= M2P
(
M2p − 6F (r1)r1
)
8 (F (r1)− f0) . (4.43)
These identities allow us to eliminate f0, the lowest order of F() defined in
(4.29), from (4.38). This simplifies the requirement to avoid the Hawking-Penrose
singularity to [108]
2F (r1) ((r1 + 4H∂t)R + r2)− (ρ+ p)
F (r1)(4R + 6r1)−M2P
> 0, (4.44)
We will now apply (4.44) to various choices of the scale factor which satisfy
the ansatz, produce a bouncing universe and are non-singular, i.e. a(t) is strictly
positive.
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We will eliminate F (r1) using
F (r1) =
2f0r2 − r1M2P
2r2 − 6r21
, (4.45)
derived from the middle equality in (4.43).
Toy model
The simplest model we will examine is a toy model with zero spatial curvature κ
[109]
a(t) = 1 + a2t
2, (4.46)
which fulfils the ansatz (4.32) near the bounce as R = 12a2−12a22t2 and H ≈ a2t.
We find R = −6a2R + 48a22. The condition for the metric (4.46) to fulfil the
defocusing condition is (neglecting matter and assuming the solution (4.43))
M2P + 16a2f0 − 512(ρ+ p)
M2P + 96f0a2
> 0, (4.47)
which is satisfied for −M2P
16
< a2f0 < −M
2
P
96
.
Cosh scale factor
The bouncing hyperbolic cosine model
a(t) = cosh(σt) (4.48)
was examined in [33, 101]. It was found that an FRW metric (4.30) with the
scale factor (4.48) fulfils the ansatz (4.32), even if the spatial curvature κ is non-
zero, with r1 = 2σ
2 and r2 = −24σ4. The condition for this metric to fulfil the
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defocusing condition is
24σ2 (κ− σ2)F (r1)− (ρ+ p)
M2P + 24F (r1) (κ− σ2) + 48σ2f0
< 0. (4.49)
Taking the simple solution (4.43) to the equations of motion and neglecting mat-
ter, (4.49) is fulfilled for zero spatial curvature κ if − 1
24
M2P
σ2
< f0 < − 196
M2P
σ2
.
If matter is included, and gives a very large contribution such that ρ + p >
24σ2 (κ− σ2)F (r1), then defocusing occurs for f0 < − 196
M2P
σ2
.
Exponential bouncing solution
Finally we will examine the scale factor a(t) = exp(λt2) where λ is a constant,
which gives R = 3λ (1 + λt2). An FRW metric with this scale factor satisfies the
ansatz with r1 = −6λ and r2 = 24λ2 as long as the spatial curvature κ = 0. The
condition for this metric to fulfil the defocusing condition is
5λ2F (r1) + (ρ+ p)
M2P + 20λF (r1)− 8f0λ
< 0. (4.50)
and with the simple solution to the equations of motion (4.43), we find that there
is defocusing for −1
4
M2P < λf0 <
1
28
M2P if we neglect matter, or λf0 <
1
28
M2P if
the contribution of matter is large.
We already knew that IDG produced bouncing FRW solutions which do not
generate metric singularities, but this does not necessarily mean that singularities
are avoided due to the Hawking-Penrose singularity theorems. In this section, we
have shown that all of these bouncing scale factors can also avoid the Hawking-
Penrose singularity under certain conditions.
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Chapter 5
Inflation
Primordial inflation is a period of accelerated expansion in the early universe [110,
111, 112]. It was developed as a way to solve the horizon and flatness problems, as
well as to generate temperature anisotropy in the Cosmic Microwave Background
(CMB)1.
Horizon problem
The horizon problem is that the universe appears to be homogeneous across re-
gions of space which would not be causally connected unless there was a period
of accelerated expansion in the early universe [114]. In other words, if inflation
had not occurred, light would not have had enough time to travel between these
regions, yet they appear to have exchanged information and settled to an equi-
librium state. One can observe that at angular scales of around one degree, the
CMB is isotropic to one part in 10,000 and appears to have the spectrum of a
thermal blackbody. Assuming that the universe is approximately homogeneous
means any fundamental observer in the universe would see this high degree of
isotropy in the CMB.
On the other hand, within the inflationary paradigm, regions can exchange
information and then be rapidly expanded away from each other to give the
homogeneity across large distances that we see today.
1The anisotropy is generated through quantum fluctuations of the inflaton [113].
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Flatness problem
The flatness problem is that the universe appears to be fine-tuned to have almost
exactly the correct density of matter and energy to generate a flat universe [114].
To be exact, the universe can be described with an FRW metric (4.30) with spatial
curvature κ ≈ 0. The energy density needed to achieve a completely flat FRW
metric is given by ρ = ρcrit. We cannot observe κ directly, but we can constrain
the density parameter Ω = ρ/ρcrit to be almost exactly 1 through observing the
anisotropies in the CMB [115].
The density parameter is given by
Ωκ =
−κ
a2H2
. (5.1)
During the radiation (matter) domination phase of the universe’s expansion, a ∝
t1/2(t2/3) and H ∝ 1/t in both. Therefore Ωκ is increasing in both regimes.
We require accelerated expansion so that the density parameter shrinks as time
progresses [116]. In particular, if we are in a quasi-de Sitter regime, then a ≈
eHt and H is roughly constant so that the density parameter is exponentially
suppressed.
Mechanisms for inflation
There are several mechanisms for inflation, but Starobinsky inflation [26] is possi-
bly the most successful when compared to observables [117]. Starobinsky inflation
is generated by R+R2 gravity, a subset of f(R) gravity (1.3). The extra R2 term
compared to GR can be recast as an extra scalar degree of freedom which drives
an accelerated expansion of the universe when the curvature is large, i.e. in the
early universe [118]. Note that R+R2 gravity does not allow both defocusing and
a positive curvature [87], so Starobinsky inflation, also called Starobinsky gravity,
cannot simultaneously generate inflation and resolve the Big Bang Singularity.
IDG contains R +R2 gravity within it, and can thus be written as an exten-
sion to Starobinsky gravity [104, 119, 120], so we should check what effect the
extra terms have on the inflationary observables and how any modification to
Starobinsky inflation affects the compatibility of the observables with data.
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One can find the quantum scalar and tensor perturbations for IDG around an
inflationary background [119, 120]. The scalar perturbations receive no modifi-
cation when we add the extra terms in IDG to the Starobinsky action. However,
the tensor perturbations are changed by a factor dependent upon the IDG mass
scale.
In this chapter, we extend the previous work [119, 120] by explicitly computing
the scalar spectral tilt, which is how the scalar power spectrum changes with the
wavenumber, and use observational data to constrain our mass scale M .
5.1 Method
We recast the action (2.4) so that the Riemann tensor squared termRµνρσF3()Rµνρσ
is replaced by the Weyl tensor squared term CµνρσF3()Cµνρσ giving
S =
1
2
∫
d4x
√−g
[
M2pR +RF1()R + CµνρσF3()Cµνρσ
]
, (5.2)
where we have used the extended Gauss-Bonnet identity1 [80] to discard F2().
Using a reduced action, without the Weyl term in (5.2), one can examine the
power spectrum of a bouncing FRW solution in the context of super-inflation
(where H˙ > 0) to give an estimate of M ∼ 1015 GeV [121].
We again use the ansatz R = c1R used in (4.32) and the simple solution
to the equations of motion (4.43). We set c2 = 0 in (4.32), which by (4.43) is
equivalent to setting Λ = 0 in order to embed (5.2) in the Starobinsky framework
[120]. This ansatz gives F1()R = F1R, where F1 is a constant. We use the
solutions to the equations of motion which generate the identities (4.43).
5.1.1 Scalar fluctuations around an inflationary background
Using the second scalar variation of the action (2.46), we can see that the Weyl
term does not affect the scalar perturbations and so the action (5.2) predicts the
1GBn ≡ RnR − 4RµνnRµν + RµναβnRµναβ does not contribute to the equations of
motion.
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same scalar perturbations as Starobinsky gravity [120].
It can therefore be shown that the scalar power spectrum of (5.2) is [119, 120]
|δΦ(k, τ)|2 = k
2
16pi2a2
1
3F1R¯
. (5.3)
which in the long wavelength limit k  H becomes
|δΦ(k, τ)|2 = H
2
16pi2
1
3F1R¯
∣∣∣∣
k=aH
. (5.4)
By multiplying by H4/H˙2, we obtain the measured power spectrum of the gauge-
invariant co-moving curvature perturbation R ≡ Ψ + H˙¯R δRGI where δRGI is the
linear variation of the Ricci scalar. During inflation H˙  H2, so R ≈ −H2Φ/H˙
[119, 120]. We will rewrite (5.4) in terms of the number of e-folds N = ln(aH)
from the time the perturbation crosses the horizon until the end of inflation,
i.e. the number of times the scale factor increases by a factor of e [122]. In the
Starobinsky framework, N is given by [120]
N = −1
2
H2
H˙
, (5.5)
and using the background Ricci scalar R¯ ≈ 12H2 during inflation, the power
spectrum is given by [7]
Ps = |δR|2 ≈ N
2
24pi2
1
6F1
. (5.6)
Note that upon taking F1 = 1/(6M
2
s ), i.e. the limit back to Starobinsky gravity
R + 1
6M2s
R2, we return to the Starobinsky result Ps =
M2sN
2
24pi2
[123]. There is no
contribution to the scalar perturbations in (2.46) from the Weyl tensor term, so
the result (5.6) being equivalent to the Starobinsky prediction is expected.
Finally, we calculate the scalar spectral tilt ns, or how the scalar power spec-
trum changes with the wavenumber k, which is generally written in terms of k
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using ns = 1 +
d(lnPs)
d(ln k)
, but we write ns in terms of the number of e-folds N using
d(lnPs)
d(ln k)
=
1
Ps
dPs
dN
dN
d(ln k)
, (5.7)
and dN
d(ln k)
= d(− ln k)
d(ln k)
= −1. Therefore [7, 124]
ns = 1− 1
Ps
dPs
dN
= 1− 2
N
. (5.8)
The spectral tilt is one of the observables used to constrain theories of inflation
and we will use it later when comparing our predictions to data from the Planck
satellite.
5.1.2 Tensor perturbations
The tensor part of the second variation of the action is given by (2.46), which we
can manipulate using the identities (4.43) into
δ2S⊥ =
1
4
∫
d4x
√−g¯h⊥µν
(
− R¯
6
)
F1R¯
[
1 +
1
F1R¯
(
− R¯
3
)
F3
(
+ R¯
3
)]
h⊥µν . (5.9)
(5.9) is the result for the Starobinsky action, multiplied by the factor in square
brackets. Note that it retains the standard GR root at  = R¯/6 1. We do not
want to add any extra poles into the propagator, so we do not allow any zeroes
from the term in the square brackets. As before, we therefore choose this term
to be the exponential of an entire function, i.e. [120]
P () = 1 + 1
F1R¯
(
− R¯
3
)
F3
(
+ R¯
3
)
, (5.10)
1It might seem that returning to GR by setting F1 = 0 would make δ
2S⊥ vanish, but this
is not the case due to the identities (4.43).
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where P () is the exponential of an entire function. The simplest choice is
P () = eω(), (5.11)
meaning that F3() takes the form
F3() = F1R¯
eω(−R¯/3) − 1
− 2
3
R¯
. (5.12)
The factor (5.11) is always positive, which will be important later when we look
at the tensor-scalar ratio.
The Starobinsky tensor power spectrum is modified by the inverse of the factor
(5.11) evaluated at  = R¯/6, i.e. the root of (5.9), and becomes [120]
|δh|2 = H
2
2pi2F1R¯
e−ω(R¯/6), (5.13)
Using (5.6) and (5.13), the ratio between the tensor and scalar power spectra
r = 2 |δh|
2
|δR|2 is given by
1
r = 48
H˙2
H4
e−ω(R¯/6) =
12
N2
e−ω(R¯/6). (5.14)
where the right hand side is written terms of the number of e-foldings N defined
in (5.5). The tensor-scalar ratio for pure Starobinsky inflation is given by [8]
rStaro =
12
N2
, (5.15)
i.e. the extra Weyl tensor term in (5.2) adds the modification e−ω(R¯/6). This
result, derived in [120], is extremely important. It will allow us to constrain the
IDG mass scale in this chapter, or even one day be able to confirm the presence
of IDG when more precise observations can be made.
1The factor of 2 accounts for the two polarisations of the tensor modes.
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5.2 Constraints from CMB data
From observations, the bound on the tensor-scalar ratio is r < 0.07 [8], so from
(5.14),
12
N2
e−ω(R¯/6) < 0.07, (5.16)
which leads to
−ω(R¯/6) < 2 log(N)− 5.14. (5.17)
During Starobinsky inflation, the universe was in a quasi-de Sitter spacetime [125]
with
R¯ ≡ 12H2 = 9.02× 10
32
N2
GeV2, (5.18)
giving the constraint
−ω
(
9.02× 1032
6M2N2
GeV2
)
< 2 log(N)− 5.14. (5.19)
A priori, ω() in (5.11) could be any polynomial, giving a huge amount of func-
tional freedom. We have the sole condition that ω(−k2) → ∞ in the UV limit
k2 → ∞, meaning that the propagator is exponentially suppressed. This condi-
tion means that ω must be built up from terms of the form (−)n, where n > 0.
When we evaluate these terms at  = R¯/6, they become (−R¯/6)n which for odd
n means that the argument of the exponential in (5.11) is negative, meaning that
r will be larger than the Starobinsky prediction, and vice-versa for even n.
5.2.1 Example functions
We will choose a few simple functions to demonstrate the effects of IDG on the
tensor-scalar ratio, looking only at odd powers as we do not have a lower bound
on r and therefore cannot test predictions of a decrease in r. We first take
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• ω(R¯/6) = −(R¯/6M2)n, i.e. a monomial function
Using this function and choosing odd n, we generate a bound on M of
M >
√
3/2
N
[(2 log(N)− 5.14)]−1/2n × 1016 GeV. (5.20)
Taking the simplest case n = 1 and perturbations which left the horizon
N = 60 e-foldings before the end of inflation1 gives
M > 1.17× 1014 GeV. (5.21)
with n = 3 and again taking N = 60, we obtain
M > 1.69× 1014 GeV. (5.22)
Choosing N = 60 but keeping n general, we find
M > 2.04× (0.573)1/n × 1014 GeV. (5.23)
(5.23) is only weakly dependent on n, which one might have expected -
the exponential enhancement of (5.14) means that once M decreases past
M ≈ R¯/6, the extra factor very quickly blows up and takes the tensor-scalar
ratio out of the allowed region.
• ω(R¯/6) = R¯/6M2+(R¯/6M2)a, using a binomial form of ω. We assume that
the coefficients of the two terms are the same, so can be absorbed within
M . We obtain a lower bound of M > 1.85× 1014 GeV for a = 3, increasing
to M > 2.01 × 1014 GeV for a = 16 and 2.03 × 1014 GeV for a = 81. We
again see the very weak dependence of the constraint on M on our choice
of a.
• ω(R¯/6) = ∑∞a=1(R¯/6M2)a, i.e. ω is a sum over all orders of odd a, assuming
155-60 e-foldings corresponds to the CMB scale [126]. We have chosen 60 e-foldings here,
but similar results are obtained with any N in the region 55 < N < 60.
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that the coefficients of the terms are the same. Using this choice we generate
a constraint of M > 2.21× 1014 GeV.
As one might expect, the constraint on M is very mildly dependent on our choice
of the function ω. Once M becomes of the order of 1014 GeV, then the exponential
enhancement means that r rapidly becomes larger than the upper bound.
We can compare the predictions of IDG compared to Starobinsky gravity
against the data graphically. Combining (5.8) and (5.14) gives the tensor to
scalar ratio in terms of the scalar spectral tilt
r =
12
N2
e−ω(R¯/6)
= 3(1− ns)2e−ω(R¯/6), (5.24)
which is compared to the Planck data [8] in Fig. 5.1, assuming the form ω(R¯/6) =
−R¯/6M2. By visual inspection of Fig. 5.1, we obtain a very slightly stronger
constraint of M > 1.18× 1014 GeV.
Figure 5.1: The tensor-scalar ratio r against the scalar spectral index ns for
different choices of our mass scale M [7]. We have taken the number of e-foldings
since the start of inflation to be 60 and plotted against the Planck data [8].
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5.3 Conclusion
In this chapter we have seen that IDG can provide a mechanism for inflation.
We have described the differences from Starobinsky inflation and constrained the
IDG mass scale while providing a possible explanation if further observations
show an increased tensor-scalar ratio compared to the Starobinsky prediction.
Further work in this area could look at other inflationary observables. Recently
[124] looked into the effect of IDG on the tensor spectral tilt, and found that
the Starobinsky prediction for the spectral tilt would be modified by a factor
depending on (5.11).
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Chapter 6
Gravitational radiation
The detection of gravitational waves was one of the most successful events in the
history of gravitational physics. The merger of two black holes caused a ripple in
spacetime that travelled for over a billion years to reach the LIGO detectors [12].
Two years later, the detection of gravitational waves caused by a neutron star
merger and the associated electromagnetic waves confirmed that gravitational
waves travel at the speed of light [127], placing extremely tight constraints on
many modified gravity theories which try to explain the accelerated expansion of
the universe [128, 129, 130, 131, 132, 133].
However, a less well-known test of gravitational waves has been ongoing for
the past forty years. The Hulse-Taylor binary is made up of a pulsar in orbit
with another neutron star [134]. The pulsar sends out radio pulses every 59
milliseconds, which are detected slightly earlier or later depending on the stage
of the orbit. Hulse and Taylor [134] showed that the orbit had a period of 7.75
hours.
As with any objects in orbit around another, gravitational wave (GW) radi-
ation is produced, causing the system to lose energy and the orbit to gradually
shrink. The fact that we can very accurately measure the orbital period of the
binary system gives us another test of GR [135]. The decrease in orbit over the
past forty years is almost exactly what GR would predict. We will investigate
whether IDG affects this prediction.
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6.1 Modified quadrupole formula
The quadrupole formula describes the change in the metric caused by a particu-
lar system with a given stress-energy tensor. Using certain approximations and
working in the linearised regime, the quadrupole formula is relatively easy to
calculate in GR, but the addition of infinite derivatives means the calculation is
more difficult.
We start by writing the IDG equations of motion in a neat form. In the de
Donder gauge, ∂µh
µν = 1
2
∂νh, the linearised equations of motion (2.14) become
−2κTµν = a()
(
hµν − 1
2
∂µ∂νh
)
+ c()
(
1
2
∂µ∂νh− 1
2
gµνh
)
. (6.1)
If we take a() = c() so that there are no extra poles in the propagator, then
(6.1) becomes
−2κTµν = a()h¯µν , (6.2)
where h¯µν ≡ hµν − 12gµνh. (6.2) returns to the GR result if we set a = 1. The
method for deriving the quadrupole formula for GR is well established in the
literature [78] and here we go through the same method but with the additional
a() factor.
We will use the Fourier transform with respect to time t,
φ˜(k,x) =
1√
2pi
∫
dt eikt φ(t,x),
φ(t,x) =
1√
2pi
∫
dk e−iktφ˜(k,x). (6.3)
We take the transform of the metric perturbation (6.2) and invert a(−k2) to
obtain
˜¯hµν = 4G
∫
d3y eik|x−y|
T˜µν(k,y)
|x− y|a(−k2) . (6.4)
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We assume that the source is isolated, far away from the observer and made up
of non-relativistic matter (and hence slowly moving). The source can therefore
be considered to be centred at a distance r, with the different parts of the source
at distances r+δr where δr  r. Since the source is moving slowly, the radiation
emitted will mostly be at frequencies k such that δr  k−1. Using these approx-
imations, as for the GR method [78], we can replace e
ik|x−y|
|x−y| with
eikr
r
, which can
be taken outside the integral to give
˜¯hµν = 4G
eikr
r
∫
d3y
T˜µν(k, y)
a(−k2) . (6.5)
Quadrupole moment
The mass quadrupole moment gives the lowest-order contribution to gravitational
radiation [136]. In linearised gravity, the mass monopole and the mass dipole
moment are both conserved quantities, corresponding to the mass-energy in the
system and the center of mass of the system respectively. The quadrupole moment
is defined by
Iij =
∫
d3y T 00(y)yiyj. (6.6)
Upon using integration by parts on
∫
d3y T˜ ij, one produces two terms. The first
is a surface integral term, which vanishes because the source is isolated. The
second term can be simplified using the Fourier space identity
−∂mT˜mµ = ikT˜ 0µ, (6.7)
where m is a spatial index. Using this identity twice produces
∫
d3y T˜ ij = −k
2
2
∫
yiyjT˜
00d3y. (6.8)
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Inserting (6.6) into the ij component of (6.5) gives
˜¯hij = −2Gk2 e
ikr
r
I˜ij(k)
a(−k2) . (6.9)
Transforming back to t, we obtain
h¯ij =
−G
pi
1
r
d2
dt2
∫
dk dt′re
−ik(t′−r′)eik(t−r)
1
a(−k2)Iij(t
′ − r′). (6.10)
If we define the retarded time tr = t− r, then (6.10) simplifies to
h¯ij =
−2G
2pi
1
r
d2
dt2
∫
dk dt′r
eik(tr−t
′
r)
a(−k2) Iij(t
′
r). (6.11)
(6.11) is the general formula for any choice of a(−k2). However, to calculate the
integral we have to make a choice for a(−k2).
Simplest choice of a(−k2)
The simplest ghost-free choice is a(−k2) = ek2/M2 . The inverse Fourier transform
of a Gaussian distribution e−k
2/a is∫ ∞
−∞
e−k
2/ae−ikxdk =
√
pia e−ax
2/4. (6.12)
Inserting (6.12) into (6.11) produces
h¯ij = − G√
pi
M
r
d2
dt2
∫
dt′re
−M2(tr(t)−t′2r )Iij(t′r), (6.13)
where we have noted that tr is a function of t. We have calculated the modified
quadrupole formula for the simplest case of ghost-free IDG. For any quadrupole
moment Iij, we can calculate the corresponding perturbation to the metric.
We take the example of a binary system of two stars in a circular orbit and
examine the modification to the 1-1 component of the perturbed metric. The 1-1
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component of the quadrupole moment is given by
I11 = MsR
2 (1 + cos(2ωt)) , (6.14)
where Ms is the mass of each star in the binary system, R is the distance between
the stars and ω is their angular velocity. The perturbation to the 1-1 component
of the metric is given by
h¯11 =
4GM2sR
2
r
(
1 + e−4ω
2/M2 cos(ωtr)
)
(6.15)
We can see there is an additional factor e−4ω
2/M2 , which tends to 1 in the GR
limit M →∞. If ω is of the same order as M or bigger, this additional term will
suppress the oscillating part of the perturbation.
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6.2 Backreaction equation
When gravitational waves (GWs) propagate through space, they create a second
order effect known as the backreaction. This is caused because gravity is nonlinear
and therefore couples to itself, which means that GWs can be said to gravitate.
The backreaction was previously studied in the framework of Effective Quantum
Gravity [137], which attempts to find the lowest order corrections to GR produced
by any quantum gravity theory. This generates the action (1.6) but where the
Fi() are given by ai + bi log(/µ2) [138, 139].
Here we will reproduce the calculation of [137] but with more general Fi(),
and further generalise to an (Anti) de Sitter background. We can focus on (1.6)
without the Riemann term using the Gauss Bonnet identity and a similar expres-
sion for the higher order terms [80].
Upon averaging the equations of motion over spacetime, we find the following
conditions for short-wavelength quantities [140]:
• The average of an odd product vanishes
• The derivative of a tensor or scalar averages to zero
• One can therefore integrate by parts and exchange derivatives, e.g.
〈Sβ∇µRµα〉 = −〈Rµα∇µSβ〉
We will perturb around a de Sitter background g¯µν with background curvature
R¯ = 12H2 where H is the Hubble constant. If we write g¯µν → g¯µν + hµν , the
linearised curvatures are given by (2.17). In the transverse-traceless (TT) gauge
∂νhµν = 0 and h = 0, these become
rµν = −
1
2
hµν − 3H2hµν ,
r = −(+ 3H2)h+∇τ∇σhτσ. (6.16)
To quadratic order in hµν , we obtain
r(2)µν =
1
4
(
hαβ∇µ∇νhαβ − 2hα(ν(− 4H2)hαµ)
)
,
r(2) = −1
4
hµν
(
− 8H2)hµν . (6.17)
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In the TT gauge, the linear equations of motion in a vacuum (2.21) become
(− 2H2)2F2()hµν = −
(
1 + 24M−2P H
2f10
)
(− 2H2)hµν , (6.18)
and by using the above conditions for spacetime averages, we find that the second
order equations of motion (for the extra IDG terms) are
κtµν
(2)IDG =
1
2
〈
hµσF2()(− 2H2)2hσν
〉− 1
8
δµν
〈
hστF2()(− 2H2)2hστ
〉
. (6.19)
If we substitute (6.18) into (6.19), we find that
tµν
(2)IDG = − (M2P + 24H2f10) [12 〈hµσ(− 2H2)hσν〉− 18δµν 〈hστ (− 2H2)hστ 〉
]
. (6.20)
(6.20) is the additional backreaction produced by gravitational waves propagating
through a de Sitter background due to IDG. The energy density is given by
ρdS = t
(2)
00 =
(
M2P + 24H
2f10
) [1
2
〈
h0σ(− 2H2)hσ0
〉
+
1
8
〈
hστ (− 2H2)hστ
〉]
. (6.21)
6.2.1 Plane wave example
We now look at the example of a plane wave. A plane wave propagating through
de Sitter space (to linear order in H2) has the solution [141, 142]
hµν = µν cos(ωt− kz) + ξµν , (6.22)
where µν is the polarisation tensor and ξµν is the de Sitter correction, given by
ξ00 = −Λt2, ξ0i = 2
3
Λtxi, ξij = Λt
2δij +
1
3
Λij, (6.23)
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where ij = xixj for i 6= j and 0 otherwise. For the solution (6.22), the energy
density (6.21) becomes1
ρdS =
1
4
(
M2P + 24H
2f10
){
ω22 + 2
(
4σ00σ + 
2
) (
8H2 + ω2 − k2)}. (6.24)
6.2.2 Gravitational memory
When gravitational waves pass through a medium, they cause a permanent dis-
placement of the medium which endures after the wave has passed through [143].
The implications of IDG on the gravitational memory effect were studied in
[144, 145], where it was found that the effect was suppressed for small distances,
as one would perhaps expect, as we have seen in previous sections that IDG
suppresses the strength of gravity at short distances.
6.3 Power emitted on a Minkowski background
In this section we can finally apply our calculations to produce a testable predic-
tion. In analogy with electromagnetic radiation, the power emitted by a system
is given by the integral of the energy flow in the radial direction t0µ, i.e. [78]
P =
∫
S2∞
t0µn
µr2dΩ, (6.25)
which can be calculated using the backreaction we studied earlier. We calculate
the integral (6.25) over the two-sphere at spatial infinity S2∞ and take n
µ to
be the spacelike normal vector to the two-sphere, which in polar coordinates is
nµ = (0, 1, 0, 0). The form of nµ means that the only non-zero component of
t0µn
µ will be t0r.
Returning to a Minkowski spacetime background and including the GR ex-
1There is no correction from the terms in (6.23) because inserting them into (6.22) generates
terms which are linear in cos or sin, which have a vanishing spacetime average.
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pression, the backreaction (6.20) becomes
tµν
(2)IDG =
1
64piG
[
2
〈
∂µh
TT
αβ ∂νh
αβ
TT
〉
+ 4
〈
hTTσ(µhσν)TT
〉− ηµν 〈hTTστ hστTT〉] .(6.26)
We can discard the second and third terms when calculating the power because
hTT0ν = η0r = 0. h
TT
ij is traceless, so
hTTij = h¯
TT
ij = −
G
r
M√
pi
d2
dt2
∫ ∞
−∞
dt′re
−M2(tr−t′r)2ITTij (t
′
r), (6.27)
where we recall that we defined the retarded time tr = t − r. To write (6.27)
more succinctly, we define Iˆij as the integral in (6.27), i.e.
Iˆij(tr) =
∫ ∞
−∞
dt′re
−M2(tr−t′r)2ITTij (t
′
r). (6.28)
In the limit r →∞, the first derivatives of Iˆij(tr) are
∂0h
TT
ij = −∂rhTTij = −
G
r
M√
pi
d3
dt3
Iˆij(tr), (6.29)
where the limit means that we can ignore the derivative of the 1
r
factor.
Therefore the necessary expression for calculating the power given a certain
quadrupole moment is
t0µn
µ = − GM
2
32pi2r2
〈
d3
dt3
(
Iˆij(tr)
) d3
dt3
(
Iˆ ij(tr)
)〉
. (6.30)
(6.30) is precisely the GR result with Iij replaced with Iˆij, which was defined in
(6.28).
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Reduced quadrupole moment
For more complicated systems, it is easier to use the reduced quadrupole moment
Jij = Iij − δijδklIkl [78]. In terms of the reduced quadrupole moment, (6.30) is
t0µn
µ =
−GM2
32pi2r2
〈
d3Jˆij
dt3
d3Jˆ ij
dt3
− 2d
3Jˆi
j
dt3
d3Jˆ ik
dt3
njnk +
1
2
d3Jˆ ij
dt3
d3Jˆkl
dt3
ninjnknl
〉
, (6.31)
where
Jˆij =
∫ ∞
−∞
dt′re
−M2(tr−t′r)2Jij(t′r). (6.32)
We can then use the identities [78]∫
dΩ = 4pi,
∫
ninjdΩ =
4pi
3
δij,
∫
ninjnknldΩ =
4pi
15
(δijδkl + δikδjl + δilδjk) , (6.33)
together with (6.25) to give the formula for the power emitted by a system with
reduced quadrupole moment Jij
P = −G
5
〈
d3Jˆij
dt3
d3Jˆ ij
dt3
〉
. (6.34)
Using the formula (6.34), we can predict the power emitted through gravitational
radiation by a system once we know its quadrupole moment. We will apply this
formula to binary systems with both circular and elliptical orbits.
Modification to orbits
Before looking at the modification to the power produced by a system, we must
first see whether IDG will have a significant effect on the orbital motion of the sys-
tem, and thus the quadrupole moment. The orbital frequency ω in an inspiraling
binary system is (see [146])
ω2 = −Φ
r2
∝ Erf
(
Mr
2
)
r3
. (6.35)
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We have already shown Mr  1 for r > 10−4 m, i.e. distances large enough for
the inspiral to be a good approximation, and thus we can safely use the Newtonian
prediction for the orbital motion of the system.
6.3.1 Circular orbits
The reduced quadrupole moment Jij for a binary system with a circular orbit in
polar coordinates is given by [78]
Jij =
MsR
2
3
(1 + 3 cos(2ωt)) 3 sin(2ωt) 03 sin(2ωt) (1− 3 cos(2ωt)) 0
0 0 −2
 , (6.36)
where R is the distance between the stars of mass Ms and ω is the angular velocity.
Inserting (6.36) into our formula (6.34), the power is
P = −G
5
〈
(grr)2
(
d3Jˆrr
dt3
)2
+ (gθθ)2
(
d3Jˆθθ
dt3
)
+ (gφφ)2
(
d3Jˆφφ
dt3
)〉
≈ −GR
2M4s
45
〈(
d3
dt3
∫
dt′r
(1 + 3 cos(2ωt′r))
eM2(tr−t′r)2
)2〉
, (6.37)
where we again use the limit r →∞ to discard the second and third terms.
Evaluating the integral using
〈
sin2(x)
〉 ≡ 1
2
gives
P = −128
5
GR2M4sω
6e−2ω
2/M2 . (6.38)
(6.38) is simply the GR result with an extra factor e−2ω
2/M2 . As M decreases,
i.e. as we move further away from GR, the amount of radiation emitted from a
binary system of stars in a circular orbit decreases exponentially.
6.3.2 Generalisation to elliptical orbits
One might naively think that the power emitted by a binary system in an elliptical
orbit could be well approximated by a system in a circular orbit. However, the
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power strongly depends on the eccentricity e of the orbit. This dependency can
be expressed as PGR = P
circ
GR f
GR(e) where fGR(e) is the enhancement factor
fGR(e) =
1 + 72e
2
24
+ 37e
4
96
(1− e2)7/2
, (6.39)
which reaches 103 at e = 0.9 [147].
We will therefore calculate the effect of elliptical orbits on the gravitational
radiation produced in IDG. The necessary components of the reduced quadrupole
moment for a binary system in an elliptical orbit are [147]
Jxx = µd
2
(
cos2(ψ)− 1
3
)
,
Jyy = µd
2
(
sin2(ψ)− 1
3
)
, (6.40)
where µ is the reduced mass m1m2/(m1 +m2) and the distance between the two
stars is given by
d =
a(1− e2)
1 + e cos(ωt)
, (6.41)
where a is the semimajor axis and e is the eccentricity of the orbit [147].
The change in angular position over time is
ψ˙ =
[G(m1 +m2)a(1− e2)]1/2
d2
. (6.42)
To find the xx component of (6.32), we require
Jˆxx = µa
2(1− e2)2
∫ ∞
−∞
dt′re
−M2(tr−t′r)2 cos
2(ψ(t′r))− 13
(1 + e cos(ψ(t′r)))
2 . (6.43)
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Evaluating our integral
At first glance, (6.43) might seem an impossible integration. However, we can
perform the coordinate change z = M(tr − t′r), which allows us to generate a
Taylor expansion in 1
M
, i.e. the GR value plus a small correction (recall that
M →∞ is the GR limit).
We define y = 1
M
, and the function we want to expand as f(y)
f (y) =
cos2(ψ(tr − zy))− 13
(1 + e cos(ψ(tr − zy)))2
, (6.44)
such that
Jˆxx = −µa2(1− e2)2
∫ ∞
−∞
dze−z
2 [
f(0) + f ′(0)y + f ′′(0)y2 + · · · ] . (6.45)
Each derivative of f(y) will give us an extra power of z, and we can see from the
identities ∫ −∞
∞
e−z
2
dz = −√pi,∫ −∞
∞
e−z
2
z dz = 0,∫ −∞
∞
e−z
2
z2 dz = −
√
pi
2
, (6.46)
that we must go to second order in 1
M
to calculate the correction term. We find
df(y)
dy
=
2zψ′(t− yz) sin(ψ(t− yz))(a+ 3 cos(ψ(t− yz)))
3(a cos(ψ(t− yz)) + 1)3 , (6.47)
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and
d2f(y)
dy2
=
z2
6(1 + e cos(ψ(t− yz)))4
{
ψ′(t− yz)2
(
4
(
e2 − 3) cos(2ψ(t− yz))
−8e2 − 19e cos(ψ(t− yz)) + 3e cos(3ψ(t− yz))
)
−2ψ′′(t− yz) sin(ψ(t− yz))
[
2
(
e2 + 3
)
cos(ψ(t− yz))
+e(3 cos(2ψ(t− yz)) + 5)
]}
. (6.48)
We can then write
Jˆxx = −
√
piµ
cos2(ψ)− 1
3
(1 + e cos(ψ))2
+
√
piµ
12(1 + e cos(ψ))
G(m1 +m2)
(a(1− e2))3
{(
4e3 + 19e
)
cos(ψ) + 4
(
2e2 + 3
)
cos(2ψ)
+
3
2
(e2(cos(4ψ) + 7e)− 6 cos(3ψ))
}
. (6.49)
Therefore the third derivative of the extra term is given by
d3Jˆ IDGxx
dt3
=
6 (4a2 + 19)ψ′(t)ψ′′(t)
1 + e cos(ψ(t))
− 12 (4e
2 + 19)ψ′(t) ((e2 − 1)ψ′′(t) + eψ′(t)2 sin(ψ(t)))
(1 + e cos(ψ(t)))3
+
2 (4e2 + 19)
(
e
(
ψ′(t)3 − ψ(3)(t)) sin(ψ(t))− 9ψ′(t)ψ′′(t))
(1 + e cos(ψ(t)))2
−12e (4e
4 + 15e2 − 19)ψ′(t)3 sin(ψ(t))
(1 + e cos(ψ(t)))4
+9e
(
ψ(3)(t)− 9ψ′(t)3) sin(3ψ(t)) + 13e (ψ(3)(t)− ψ′(t)3) sin(ψ(t))
+39eψ′(t)ψ′′(t) cos(ψ(t)) + 81eψ′(t)ψ′′(t) cos(3ψ(t))
+24
(
ψ(3)(t)− 4ψ′(t)3) sin(2ψ(t)) + 144ψ′(t)ψ′′(t) cos(2ψ(t)). (6.50)
By calculating a similar expression for the yy component and comparing with the
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expression for a circular orbit, we find that we can write
P ≈ PGR + PIDG = P circGR fGR(e) + P circIDGf IDG(e), (6.51)
where P circIDG is given by
1 256
5
ω8
M2
GR2M4s and the enhancement factor for the IDG
term is (up to order e20)
f IDG(e) = 1− (9299 + 111168pi)e
12282 + 155520pi
+
(753298 + 4783383pi)e2
18423 + 233280pi
+
(1347719− 15413436pi)e3
147384 + 1866240pi
+
(152362163 + 521885160pi)e4
294768 + 3732480pi
−(6051611 + 36789444pi)e
5
72(2047 + 25920pi)
+
(666697961 + 1567922058pi)e6
294768 + 3732480pi
−15(1908618 + 1108133pi)e
7
32752 + 414720pi
+
(344524449 + 556982911pi)e8
65504 + 829440pi
−(5826870871 + 2360357712pi)e
9
1152(2047 + 25920pi)
+
(37373085170 + 45561968109pi)e10
4716288 + 59719680pi
−(45892881151 + 15257013132pi)e
11
6144(2047 + 25920pi)
+
(685593299971 + 742716547416pi)e12
36864(2047 + 25920pi)
−(18923346001 + 5812048566pi)e
13
2304(2047 + 25920pi)
+
(1406663203279 + 1486964224080pi)e14
73728(2047 + 25920pi)
−(612225325649 + 186007875390pi)e
15
73728(2047 + 25920pi)
+
(1879563787501 + 1982636168004pi)e16
98304(2047 + 25920pi)
−5(108886731499 + 33068066736pi)e
17
65536(2047 + 25920pi)
+
(7518767717389 + 7930544672016pi)e18
393216(2047 + 25920pi)
−(9799832804557 + 2976126006240pi)e
19
1179648(2047 + 25920pi)
+
(15037546015045 + 15861089344032pi)e20
786432(2047 + 25920pi)
+O(e21). (6.52)
1This is the lowest order correction to GR of (6.38).
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Figure 6.1: The enhancement factor for IDG, f IDG(e) given by (6.52) as well as
the enhancement factor for the GR term fGR(e) versus the eccentricity e, where the
power emitted is P circGR f
GR(e)+P circIDGf
IDG(e) [9]. This enhancement factor describes
how the power emitted changes with respect to the eccentricity.
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Figure 6.2: The ratio between the IDG enhancement factor and the GR enhance-
ment factor [9]. The extra IDG term has the strongest effect at around e = 0.7,
which coincidentally is roughly the value for the Hulse-Taylor binary. Note that
this enhancement factor is independent of M .
6.3.3 Hulse-Taylor binary
We now examine the case of the Hulse-Taylor binary. This is a binary system of
a pulsar and another neutron star, which allows us to observe the change in the
orbital period due to gravitational radiation very accurately [134]. The power
emitted from the binary, which has an ellipticity of 0.617 and a period of 7.5
hours, is 0.998± 0.002 of the GR prediction [135]. We find the constraint on our
mass scale M to be
M > 2.1× 10−40MP = 3.1× 10−13eV. (6.53)
This constraint is much lower than that from lab experiments. The previous
lower bound1 is ∼0.01 eV from lab-based experiments. To improve this constraint
1Assuming IDG generates inflation, one obtains a lower bound of ∼ 1014 GeV using Cosmic
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using observations of gravitational radiation, one would have to probe systems
with orbital frequency1 of 10−4 seconds. Unfortunately, these frequencies are
higher than the regions that the LIGO detector and LISA (a future space-based
GW detector) are most sensitive to (15-150 Hz [148] and 10−4-10−1Hz [149] re-
spectively). A system with such a high orbital frequency would also be out of the
weak field limit we took to simplify our calculations. Therefore it seems that the
tightest constraints on our mass scale will come from lab-based experiments and
CMB data.
Microwave Background data as in Section (5.2).
1The frequency of the radiation produced is twice the orbital frequency of the system [148].
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Chapter 7
Conclusion
We do not yet have a singularity-free description of gravity. Infinite Derivative
Gravity provides a way out of this problem without resorting to an unknown
theory of quantum gravity. We have shown that we recover the predictions of
GR when looking at length scales above the IDG mass scales, while resolving the
issues of GR at short distances.
Outline of results
We reviewed the existing concepts of IDG in Chapter 2, so that we had a solid
base of knowledge to build on in the following chapters. We looked at both
the general equations of motion and the linearised equations of motion around
various backgrounds. Finally we examined the second variation of the action
around constantly curved backgrounds and looked at the propagator around a
Minkowski background.
The impact of IDG on the Newtonian potential, the potential caused by a
point source, was investigated in Chapter 3, where we found that in contrast
to GR, a non-singular potential is generated. The potential returns to GR at
large distances, as IDG only has an effect at small distances. Using experimental
data, we can constrain our mass scale to be at least the meV scale. We found
that the potential caused by a point source in a de Sitter background could be
approximated by a flat background.
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GR generates singularities, where our description of spacetime breaks down,
due to the Hawking-Penrose singularity theorems. We show how IDG can avoid
this fate in Chapter 4, by examining the conditions necessary to be able to trace
null rays back to past infinity. This was carried out for perturbations around
a flat background and constantly expanding backgrounds. We also examined
background FRW metrics which could explain the Big Bang singularity problem
with non-singular bouncing metrics.
Primordial inflation is an accelerated expansion in the early universe, used to
solve the horizon problem and flatness problem. IDG contains within it Starobin-
sky inflation, which is one of the most successful theories of inflation. We examine
the effects of the extra terms compared to Starobinsky inflation in Chapter 5.
The modification does not affect scalar perturbations in the Cosmic Microwave
Background, but does modify the tensor perturbations. Therefore the tensor-
scalar ratio, a key observable for inflationary theories, can be differentiated from
Starobinsky inflation. When the mass scale falls below around 1014 GeV, the
tensor-scalar ratio is exponentially enhanced and leaves the allowed region, al-
lowing us to constrain the mass scale.
Finally we saw the effect of IDG on gravitational radiation in Chapter 6. In
particular, IDG modifies the quadrupole formula, backreaction of gravitational
waves and the power emitted through gravitational waves. We looked at binary
systems with both circular and eccentric orbits to show the difference caused by
in the power produced by gravitational radiation when comparing IDG to GR.
Taking the example of the Hulse-Taylor binary, we found that IDG would match
the GR predictions to a very high level of precision.
We gained different bounds on the mass scale of IDG. We found a relatively
weak bound from laboratory experiments, but assuming that IDG was responsible
for cosmological inflation produced a much stronger constraint. Finally looking
at the Hulse-Taylor binary gave us a very weak bound because IDG almost ex-
actly matched the GR predictions. However, future investigations of the effect of
IDG on black hole binaries, where the masses involved are much greater and the
distances much shorter, could give stronger constraints as the system would be
in the strong field regime.
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There are several possible directions for future work on IDG.
Black hole solution
We know that IDG can resolve the singularity generated by a small test mass
in GR at the linearised level. The most important single step we could make
would be to find a modified Schwarzschild black hole solution. At the linearised
level, IDG weakens gravity at short distances, so one would expect that the same
effect would occur with the non-linear equations of motion.
If this solution is found to give a non-singular metric potential, it can be
checked whether the singularity generated by the Hawking-Penrose singularity
theorems is still produced.
Gravitational waves
In Chapter 6, we used the de Donder gauge to find the modified quadrupole
formula, i.e. the same gauge as for the GR calculation. It is also possible to
modify the gauge itself, following the method of [150, 151]. One can define
γµν = a()hµν − 1
2
ηµνc()h− 1
2
ηµνf()∂α∂βhαβ, (7.1)
and choose the gauge ∂µγµν = 0. This produces the equation of motion −2κTµν =
γµν [9]. It would be interesting to reproduce the calculations of [151] for IDG.
Inflation
For the choice a 6= c, IDG produces the result that the potentials Ψ and Φ are
not equal to each other at short distances. While the Cassini experiment showed
that Φ is almost exactly equal to Ψ [13], this is only valid at large distances and
significant differences could still exist at smaller length scales.
One important implication of a difference between Ψ and Φ at short distances
would be the effect on inflationary perturbations.
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Whilst it is still in its infancy, we have shown that Infinite Derivative Gravity is
a viable alternative to Einstein’s theory of General Relativity. The nature of IDG
means that many calculations are all but impossible without taking restrictive
choices of our functions, but by taking the simplest and most natural choices, we
are able to produce predictions.
The most important feature of IDG is that it can ameliorate the behaviour
of gravity at short distances without introducing ghosts. If we want to avoid
singularities, we know that at some stage, GR must be an approximation to
some underlying theory of gravity. Many would suggest that we should not
investigate classical solutions to the singularity problem because we would still
need a full theory of quantum gravity to describe gravity below the Planck length.
However, our experiments are still decades away from testing gravity anywhere
near these length scales - there are still thirty orders of magnitude between our
best laboratory tests of gravity and the Planck length.
If future experiments should produce divergences from GR in the vast gulf of
opportunity before we reach quantum gravity scales, then it is imperative that
we have alternative theories of gravity that could provide an explanation for such
phenomena. We would need to discover whether those divergences were indeed a
classically modified theory of gravity, or some effective field theory for an unknown
quantum completion of gravity such as string theory or loop quantum gravity.
Indeed, it is very possible that IDG is in fact the effective field theory de-
scription for quantum gravity itself - the Effective Quantum Gravity framework
mentioned in Sec. 6.2 also predicts a similar action with d’Alembertian operators
acting on quadratic curvature terms.
While there is still a huge amount of work to be done, it is clear that IDG
can provide the basis for an overarching non-singular description of gravity, and
a possible explanation for any differences from GR discovered by future experi-
ments.
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Appendix A
Appendices
A.1 Notation and identities
A.1.1 Notation
We take a metric with signature (−,+,+,+). We use Greek indices (e.g. µ, ν) to
denote four-dimensional coordinate labels, where we take 0 to be the time index
and 1, 2, 3 to be the spatial indices, and Latin indices (e.g. i, j, k) to denote
three-dimensional spatial coordinate labels.
We work in “God-given” units, so set both ~, the reduced Planck constant,
and the speed of light c equal to 1. We use the Levi-Civita connection, so that
we will only look at theories which are metric-compatible and torsion free.
We define symmetric and antisymmetric tensors with an additional factor of
1
2
, i.e.
S(µν) =
1
2
(Sµν + Sνµ) , A[µν] =
1
2
(Aµν − Aνµ) . (A.1)
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A.1.2 Curvature tensors
The Christoffel connection is given by
Γλµν =
1
2
gλτ (∂µgντ + ∂νgµτ − ∂τgµν) . (A.2)
The Riemann tensor is given by
Rλµσν = ∂σΓ
λ
µν − ∂νΓλµσ + ΓλσρΓρνµ − ΓλνρΓρλµ, (A.3)
and is antisymmetric in the following indices
R(µν)ρσ = Rµν(ρσ) = 0. (A.4)
The Ricci tensor (which is symmetric) is the contraction of the rst and third
indices of the Riemann tensor:
Rµν = R
λ
µλν = ∂λΓ
λ
µν − ∂νΓλµλ + ΓλλρΓρνµ − ΓλνρΓρλµ. (A.5)
The Ricci scalar is
R = gµνRµν = g
µν∂λΓ
λ
µν − ∂µΓλµλ + gµνΓλλρΓρνµ − gµνΓλνρΓρλµ. (A.6)
The Weyl tensor is
Cλανβ ≡ Rµανβ − 1
2
(
δµνRαβ − δµβRαν +Rµνgαβ −Rµβgαν
)
+
R
6
(
δµν gαβ − δµβ
)
,
where Cλαλβ = 0. (A.7)
The general formula for the commutator of covariant derivatives is given by
[∇ρ,∇σ]Xµ1....µkν1...νl = Rµ1λρσXλµ2...µkν1...νl +Rµ2λρσXµ1λµ3...µkν1...νl + · · ·
−Rλν1ρσXµ1...µkλ...νl −Rλν2ρσXµ1...µkν1λν3...νl − · · · . (A.8)
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The first Bianchi identity is
Rµνλσ +Rµλσν +Rµσνλ = 0. (A.9)
The second Bianchi identity is
∇κRµνλσ +∇σRµνκλ +∇λRµνσκ = 0. (A.10)
A.1.3 Variation of the curvatures
From the definitions of the Riemann and Ricci tensor,
δRλµσν = ∇σ
(
δΓλµν
)−∇ν (δΓλµσ) ,
δRµν = ∇λδΓλµν −∇νδΓλµλ,
δΓλµν =
1
2
(∇µhλν +∇νhλµ −∇λhµν) . (A.11)
Inserting the varied Christoffel symbols gives
δRλµσν =
1
2
(∇σ∇µhλν −∇σ∇λhµν −∇ν∇µhλσ +∇ν∇λhµσ) ,
δRµν =
1
2
(∇λ∇µhλν +∇ν∇λhµλ −hµν −∇µ∇νh) . (A.12)
The variation of the scalar curvature is
δR = δ(gµνRµν)
= δgµνRµν + g
µνδRµν
= −hαβRαβ +∇α∇βhαβ − gαβhαβ, (A.13)
using the definitions
hµν = −hαβgαµgβν , h = gµνhµν , hµν = δgµν . (A.14)
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A.1.4 Variation of the d’Alembertian acting on the cur-
vatures
Using the definition of the d’Alembertian
 = gµν∇µ∇ν , (A.15)
the variation of the d’Alembertian acting on the Ricci scalar is
δ()R = δgµν∇µ∇νR + gµνδ(∇µ)∇νR + gµν∇µδ(∇ν)R
= −hαβ∇α∇βR + 1
2
gαβ(∇λR)∇λhαβ − (∇αR)∇βhαβ, (A.16)
The variation of the d’Alembertian acting on the Ricci tensor is
δ()Rµν = −hαβ∇α∇βRµν − (∇βhαβ)∇αRµν + 1
2
gαβ(∇σhαβ)∇σ∇σRµν
−1
2
[
δβ(µR
α
ν)hαβ − δβ(µRτν)∇τ∇αhαβ +Rα(ν∇β∇µhαβ
]
−(∇βRα(ν)∇µ)hαβ − δβ(µ(∇λRαν)∇λhαβ + δβ(µ(∇αRτν))∇τhαβ. (A.17)
The variation of the d’Alembertian acting on the Riemann tensor is
δ()Rµνλσ =−hαβ∇α∇βRµνλσ − (∇βhαβ)∇αRµνλσ + 1
2
(∇τh)∇τRµνλσ (A.18)
−1
2
gατ
[
(∇β∇µhαβ)Rτνλσ+(∇β∇νhαβ)Rµτλσ+(∇β∇λhαβ)Rµντσ+(∇β∇σhαβ)Rµνλτ
]
−gατ [(∇µhαβ)∇βRτνλσ+(∇νhαβ)∇βRµτλσ+(∇λhαβ)∇βRµντσ+(∇σhαβ)∇βRµνλτ] .
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A.1.5 Second variation of the Ricci scalar for the Newto-
nian potential
The variation of the Ricci tensor for the metric (3.1) is (to second order in Ψ, Φ
and their derivatives)
δ(2)R00 = 2Ψ∆Φ− Φ′ (Φ′ + Ψ′)
δ(2)R22 = 2ΦΦ
′′ − Φ′Ψ′ + Φ′2 + 4Ψ′2 + 4Ψ∆Ψ
δ(2)R33 = r
2
[
Ψ′ (Φ′ + Ψ′) +
2
r
(ΦΦ′ + ΨΨ′) + 2Ψ∆Ψ
]
δ(2)R44 = 2r
2 sin2 θ
[
Ψ′ (Φ′ + Ψ′) +
2
r
(ΦΦ′ + ΨΨ′) + 2Ψ∆Ψ
]
(A.19)
and second order variation of the Ricci scalar is
δ(2)R = 2
(
Φ′Ψ′ + Φ′2 + 3Ψ′2
)
+ 16Ψ∆Ψ + 4(Φ−Ψ)∆Φ (A.20)
If Φ(r) = Ψ(r), the Ricci tensor becomes
δ(2)R00 = 2Ψ∆Ψ− 2Ψ′2
δ(2)R22 = 4Ψ
′2 + Ψ
(
6∆Ψ + 8
Ψ′
r
)
δ(2)R33 = 2r
2
[
Ψ′2 + Ψ
(
∆Ψ + 2
Ψ′
r
)]
δ(2)R44 = 2r
2 sin2 θ
[
Ψ′2 + Ψ
(
∆Ψ + 2
Ψ′
r
)]
(A.21)
and the Ricci scalar becomes
δ(2)R = 10Ψ′(r)2 + 16Ψ(r)∆Ψ(r) (A.22)
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A.2 Second variation of the action
In this section we give an overview of the derivation of the second variation of the
action around maximally symmetric backgrounds. Around these backgrounds,
one can decompose the perturbation to the metric hµν into scalar, vector and
tensor parts as [88]
hµν = h
⊥
µν + ∇¯µAν + ∇¯νAµ + (∇¯µ∇¯ν − 4g¯µν¯)B + 4g¯µνh, (A.23)
where h⊥µν is the transverse (∇µh⊥µν = 0) and traceless spin-2 excitation, Aµ is a
transverse vector field, and B, h are two scalar degrees of freedom which mix.
Upon decomposing the second variation of the action around maximally sym-
metric backgrounds such as (A)dS, the vector mode and the double deriva-
tive scalar mode vanish identically, and we end up only with h⊥µν and φ =
B − h [79, 89], i.e.
hµν = h
⊥
µν −
1
4
gµνφ. (A.24)
One can see that inserting the decomposition (A.23) into the definition of the
linearised Riemann tensor
rσµνρ =
R¯
24
(
δµµh
σ
ρ − δµρhσν − δσνhµρ + δσρhµν
)
+
1
2
(∇¯ν∇¯µhσρ − ∇¯ν∇¯σhµρ − ∇¯ρ∇¯µhσν + ∇¯ρ∇¯σhµν) , (A.25)
leads to the tensor part simply by replacing hµν with h
⊥
µν
rσµνρ(h
⊥
µν) =
R¯
24
(
δµνh
⊥σ
ρ − δµρh⊥σν − δσνh⊥µρ + δσρh⊥µν
)
+
1
2
(∇¯ν∇¯µhσρ − ∇¯ν∇¯σh⊥µρ − ∇¯ρ∇¯µh⊥σν + ∇¯ρ∇¯σh⊥µν ) , (A.26)
108
A.2 Second variation of the action
and the scalar part is found by replacing hµν with −14gµνφ
rσµνρ(φ) =
R¯
48
(
δµν δ
σ
ρ −δµρ δσν
)
φ− 1
8
(∇¯ν∇¯µδσρ −∇¯ν∇¯σδµρ −∇¯ρ∇¯µδσν + ∇¯ρ∇¯σδµν )φ, (A.27)
Contraction of (A.26) with δνσ gives
rµν(h
⊥
µν) = −
R¯
12
h⊥µρ −
1
2
¯h⊥µρ , (A.28)
so r(h⊥µν) = 0, and contraction of of (A.27) with δ
ν
σ leads to
rµρ(φ) =
1
8
(
¯δµρ + 2∇¯ρ∇¯µ
)
φ− R¯
16
δµρφ, (A.29)
so that
r(φ) =
3
8
¯φ− 1
4
R¯φ. (A.30)
For maximally symmetric backgrounds such as (A)dS and Minkowski, the back-
ground traceless Einstein tensor and the background Weyl tensor are zero, so the
only contribution from these terms comes from the linear part squared. We also
know that the quadratic variation of the Einstein-Hilbert action with a cosmo-
logical constant Λ =
M2P
4
R¯ is given by
δ2SEH+Λ =
∫
d4x
√−g¯M
2
P
2
δ0,
δ0 =
1
4
hµν¯hµν− 1
4
h¯h+ 1
2
h∇¯µ∇¯ρhµρ+ 1
2
∇¯µhµρ∇¯νhνρ−
R¯
48
(h2 +2hµνh
ν
µ). (A.31)
It further emerges that the F1() term can be reset in terms of δ0 and the linear
variation of the Ricci scalar squared, i.e.
δ2S(RF1()R) =
1
2
∫
d4x
√−g¯ (2f10R¯δ0 + rF1(¯)r) . (A.32)
We can simplify the other two terms by recasting the Ricci tensor into the traceless
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Einstein tensor using (2.18) , and noting that the F3() term depends on the Weyl
tensor, both of which vanish in a background de Sitter spacetime. Therefore the
only terms which contribute from the F2() and F3() part of the action are
sµνF2()sµν and cµνρσF3()cµνρσ, where sµν and cµνρσ are the linear variation of
the traceless Einstein tensor and the Weyl tensor respectively. As detailed in [79],
we can therefore split the second variation of the action up into tensor and scalar
parts as
δ2S(h⊥νµ) =
1
2
∫
d4x
√−g h˜⊥µν
(
− R¯
6
)[
1 +
2λ
M2p
f10R¯
+
λ
M2p
{(
− R¯
6
)
F2() + 2
(
− R¯
3
)
F3
(
+ R¯
3
)}]
h˜⊥µν ,
δ2S(φ) = −1
2
∫
d4x
√−g φ˜
(
+ R¯
3
){
1 + 2
λ
M2p
f10R¯
− λ
M2p
[
2F1()
(
3+ R¯
)
+
1
2
F2
(
+ 2
3
R
)

]}
φ˜. (A.33)
where we have rescaled h⊥µν and φ to h˜
⊥
µν and φ˜ by multiplying by
MP
2
and MP
√
3
32
respectively.
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A.3 Inverse Fourier transform
For a function f(k),
∫
d3k
(2pi)3
f(k)eik·x =
∫
d3k
(2pi)3
f(k)eik·x
=
1
(2pi)3
∫ ∞
0
k2dk
∫ 1
−1
d cos θ
∫ 2pi
0
dφf(k)eikr cos θ
=
1
(2pi)3
∫ ∞
0
k2f(k)dk
∫ 1
−1
d cos θeikr cos θ [φ]2pi0
=
2pi
(2pi)3
∫ ∞
0
k2f(k)dk
∫ 1
−1
d cos θeikr cos θ
=
1
(2pi)2
∫ ∞
0
k2f(k)dk
[
eikr cos θ
ikr
]1
−1
=
1
(2pi)2
∫ ∞
0
k2f(k)dk
eikr − e−ikr
ikr
=
1
(2pi)2r
∫ ∞
0
kf(k)dk
eikr − e−ikr
i
=
1
2pi2r
∫ ∞
0
kf(k)dk sin(kr) (A.34)
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In this section we investigate the effect of IDG on the trajectory of light passing
a point mass, following the GR calculation given in [152].
A.4.1 Equations of motion
At large distances, one can use the coordinate transformation r
′2 =
(
1− r∗
r
Erf
(
Mr
2
))
r2
(and then drop the prime) to write the metric (3.1) with the potential (3.17) as
dτ 2 =
(
1− r∗
r
Erf
(
Mr
2
))
dt2 −
(
1− r∗
r
Erf
(
Mr
2
))−1
dr2 − r2dφ2, (A.35)
where r∗ = 2GM is the event horizon of the mass in GR. We can read off using
the law of conservation of energy that
dt =
E/m
1− r∗
r
Erf
(
Mr
2
)dτ, (A.36)
and from the law of conservation of angular momentum that
dφ =
L/m
r2
dτ. (A.37)
Finally we can substitute these results into the metric (A.35) and solve for dr to
find
dr = ±
[
E2
m2
−
(
1− r∗
r
Erf
(
Mr
2
)(
1 +
L2
r2m2
))]1/2
dτ. (A.38)
A.4.2 Motion of light
The angular momentum of a particle in flat spacetime is the linear momentum
far from the black hole multiplied by its impact parameter, i.e. L = b pfar. In
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flat spacetime, m2 = E2 − p2 and so p = (E2 −m2)1/2. Therefore
b =
L
p
=
L
(E2 −m2)1/2 . (A.39)
For the motion of light, we take the limit m→ 0 and so
blight =
L
E
. (A.40)
Next we multiply the equations of motion for a particle (A.37) and (A.38) by the
appropriate power of dτ/dt using (A.36).
dφ
dt
=
1− r∗
r
Erf
(
Mr
2
)
r2
L
E
, (A.41)
(
dr
dt
)2
=
(
1− r∗
r
Erf
(
Mr
2
))2 [
1−
(
1− r∗
r
Erf
(
Mr
2
)(
m2
E2
+
1
r2
L2
E2
))]
. (A.42)
Now we take the limit m→ 0 to find the equations of motion for light and insert
blight = L/E, yielding
r
dφ
dt
=
blight
r
(
1− r∗
r
Erf
(
Mr
2
))
,
dr
dt
= ±
(
1− r∗
r
Erf
(
Mr
2
))[
1− b
2
light
r2
(
1− r∗
r
Erf
(
Mr
2
))]1/2
. (A.43)
Impact parameter
To calculate the trajectory of a photon, we must first find the impact parameter
blight. First note that using the time coordinates on a shell of radius r from the
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origin, described by
dtshell = dt
(
1− r∗
r
Erf
(
Mr
2
))1/2
,
drshell =
dr(
1− r∗
r
Erf
(
Mr
2
))1/2 , (A.44)
we can rewrite (A.43) as
r
dφ
dtshell
=
blight
r
(
1− r∗
r
Erf
(
Mr
2
))1/2
,
drshell
dtshell
=
[
1− b
2
light
r2
(
1− r∗
r
Erf
(
Mr
2
))]1/2
. (A.45)
Now a photon coming in from the negative x direction at angle φ to the line
y = 0 would give that the speed of light perpendicular to the radius (in the +r
direction) is equal to
−1 · sin(φ0) = r0
(
dφ
dtshell
)
=
blight
r0
(
1− r∗
r0
Erf
(
Mr0
2
))1/2
. (A.46)
Then we can simply solve for blight for each path and then integrate (A.43) to find
the path of the photon.
Photon trajectory
We could also solve for dr
dφ
. Using (A.43),
dr
dφ
= ± r
2
blight
[
1− b
2
light
r2
(
1− r∗
r
Erf
(
Mr
2
))]1/2
. (A.47)
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We square both sides and define u ≡ 1/r so that dr = −u−2du, which means that
we have (
du
dφ
)2
=
1
b2
− u2
(
1− r∗uErf
(
M
2u
))
. (A.48)
We then differentiate both sides with respect to φ to give
u′′(φ) = −u(φ) + 3
2
r∗u2(φ)Erf
(
M
2u(φ)
)
+
r∗u3(φ)
2
Erf′
(
M
2u(φ)
)
. (A.49)
Now that we have the differential equation describing the path of the light, we
simply need to find the initial conditions, which requires finding blight. Looking
at (A.46), we see that to find blight, we will take a square with sides 20 (in units
of the point mass m), and look at photons coming in from the right hand side.
Consequently, a photon coming in at angle φ0 to the horizontal will have impact
parameter
blight =
r0 sin(φ0)[
1− r∗
r0
Erf
(
Mr0
2
)]1/2 . (A.50)
Finally, if we want a photon coming in at y = yi, then tan(φ0) =
yi
10
, i.e.
r0 sin(φ0) =
10
cos(φ0)
sin(φ0) = 10
yi
10
= yi gives us
blight =
yi[
1− r∗√
100+y2i
Erf
(
M
√
100+y2i
2
)]1/2 . (A.51)
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Combining (A.51) and (A.48) with u0 =
1
r0
= 1√
100+y2i
gives
∂u
∂φ
|u=u0 =
1−
r∗√
100+y2i
Erf
(
M
√
100+y2i
2
)
y2i
− 1
100 + y2i
(
1− r∗√
100 + y2i
Erf
(
M
√
100 + y2i
2
))]1/2
. (A.52)
We use (A.52) along with (A.49) to plot the path of photons passing a point
mass in Fig. 3.9.
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