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The success of equilibrium statistical physics has its origin in the amazing
generality of the description of physical systems: with the assumption of
ergodicity one can calculate the long time averages of observables as averages
over the phase space with respect to the Boltzmann-Gibbs distribution. One
needs therefore only an energy functional defined on the phase space of the
system, and all the equilibrium properties can be in principle determined.
Departing from equilibrium, this remarkable generality is lost due to ir-
reversibility. However, if we consider only systems very close to equilibrium,
then some universal features are still preserved. These are usually presented
in the form of Green-Kubo type formulas, where the transport coefficient of a
physical quantity is being expressed through an appropriate correlation func-
tion which has to be determined in the “unperturbed” equilibrium system.
Indeed, for small driving fields the perturbative approach to nonequilibrium
phenomena looks feasible, and experimental results support the existence of
a linear response regime.
Passing on to systems far away from thermal equilibrium, the above de-
picted arguments of linear response theory clearly become unavailable. How-
ever, even in genuine nonequilibrium systems the possibility of the formation
of steady states was experienced. These nonequilibrium steady states (NESS)
have been in the focus of numerous studies, but a universal description com-
parable to the equilibrium case has not emerged so far. There have been
though several approaches which had remarkable success and continue to
receive particular attention.
The crucial problem in case of NESS is, that we have in general no a
priori knowledge on the distribution of the microstates. This leads to the
breakdown of the usual equilibrium statistical physics concepts such as tem-
perature, or free energy. Therefore, a possible way out could be the derivation
of principles that hold independently of the stationary distribution. The main
achievement in this direction was obtained by Gallavotti and Cohen [1] and
is usually referred as the Fluctuation Relation (FR). Assuming time reversal
symmetry and chaoticity of the microscopic dynamics they pointed out a
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nontrivial symmetry property of the probability distribution function of the
phase space contraction rate. Further work in this direction [2, 3] have shown
that under suitable conditions on the dynamics, the contraction rate can be
identified as the entropy production in the system, and the FR yields the
so-called large deviation form of the probability distribution. Thus, the uni-
versality is expected to appear through the large deviation functional of the
probability distribution, which in a sense might be regarded as the substitute
of the equilibrium free energy for nonequilibrium processes.
Since in several cases the entropy production can be related to currents
which can be measured in experiment, it motivated the investigation of these
large deviation functionals, which for some simple model systems can even
be exactly obtained [4, 5]. Despite the prominent success of the FR for a
wide range of nonequilibrium systems, the assumptions that has to be posed
on the dynamics clearly mark the limits of its validity.
The second approach towards the understanding of nonequilibrium phe-
nomena is more ambitious but less well founded. It concerns the building
(approximating, guessing) of the entropy or the distribution function for the
nonequilibrium microstates [6, 7, 8]. The idea is that NESS is often the re-
sult of complex nonlinear dynamics which yield distributions that cannot be
described by the Boltzmann-Gibbs statistics. The reason e.g. may be that
the dynamics generates long-range correlations which results in the loss of
additivity of such quantities as the entropy. Furthermore, the dynamics may
concentrate the distribution onto a fractal subspace in the long-time limit, a
case that again may be problematic in equilibrium statistics.
In order to treat such cases, the so-called non-extensive statistical me-
chanics was introduced [6]. It is an approach that takes its name from the
non-extensive character of the postulated entropy. It has been much devel-
oped [7] as well as criticized (see e.g. [9, 10] for the latest examples) during
the last decade. Not surprisingly, the approach had its success in connection
with systems which have long-range interactions or display (multi)fractal
behavior [7].
The next approach we mention is the one we have first chosen in the
course of our studies. It is an attempt to understand the general features of
NESS through studies of nonequilibrium phase transitions [11, 12, 13]. The
basic assumption here is that the universality displayed by equilibrium phase
transitions carries over to critical phenomena in NESS, as well. Thus, by in-
vestigating the similarities and differences from equilibrium, one may gain an
understanding of the role of various components of the competing dynamics
generating the steady state. By the classification of various nonequilibrium
phase transitions in universality classes one may find for example, that dy-
namical anisotropies often yield dipole-like effective interactions [14, 15, 16]
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or that competing non-local dynamics (anomalous diffusion) generates long-
range, power-law interactions [17].
It is well known from the equilibrium theory of critical phenomena, that
approaching a critical point the system behaves strongly correlated, which
implies that the central limit theorem cannot be used for determining the
distribution function of macroscopic quantities. Consequently, the distri-
bution functions usually become non-Gaussian, however they can be used
to characterize the given universality class. This characterization emerges
through finite-size scaling, where the appropriate scale, such as e.g. the total
fluctuations of the given quantity, has to be chosen in order to remove any
size dependence from the scaling function. In view of the similarities with
equilibrium critical behaviour, there is a straightforward extension of these
concepts to nonequilibrium phase transitions.
The advantage of studying these scaling functions associated with the
distribution functions is that the construction of the functions does not in-
volve any fitting procedure, thus the comparison with the experiments can
be performed without any uncertainty inherent in the fit parameters. In-
deed, using these scaling functions, a series of interesting results have been
derived for surface growth as well as for other nonequilibrium processes
[18, 19, 20, 21, 22, 23].
The apparent universality displayed without any restrictions on the micro-
scopic dynamics, motivated our further studies of nonequlibrium distribution
functions. However, before proceeding to the selection of our model system,
one has to take into account that, in contrast with equilibrium systems, the
dynamics are not even restricted by the detailed balance criterion. This large
arbitrariness might result in an accidental unphysical choice of the dynamics,
therefore to avoid this problem we decided to investigate quantum systems,
where the time evolution is dictated by the Schrödinger equation.
The candidates of our investigations are quantum spin chains at zero
temperature, since they are simple enough models for such a nonequilibrium
extension to be attainable. Various equilibrium spin chains have long been
studied, with special attention devoted to the quantum phase transitions
present in these models. These differ from ordinary phase transitions as far
as the transition is usually a result of a level crossing occurring at a special
value of some model parameter (e.g coupling or magnetic field). Neverthe-
less, they show very similar properties, such as the appearance of power law
correlations, the nonanalitical behaviour of the order parameter as well as
the existence of universal critical exponents, pertaining to the universality
classes of the corresponding two dimensional classical models.
The generation of NESS in these quantum systems is a nontrivial problem.
One could, of course attach the chain to reservoirs at different temperatures,
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establishing a heat flux in the system. However, coupling of a quantum
system to a classical heat bath cannot be carried out unambiguously, thus
we have decided to use a different approach. It consists of introducing a
field which drives the flux of e.g. energy or magnetization, and constrain the
system to carry a prescribed amount of current [24, 25, 26, 27].
The method described above was first employed successfully in the case
of the Ising chain in a transverse magnetic field [24], where the system was
driven to produce an energy flux and the resulting steady states have been in-
vestigated. It has been found that, in addition to the equilibrium phases (or-
dered and disordered), a flux-carrying nonequilibrium phase appears which
is distinct by its correlations decaying with distance as a power law. We de-
cided to continue the investigations of this nonequilibrium phase transition
(Chapter 1) by building the distribution functions in the various phases of
the system. More precisely, we shall determine the steady-state distribution
functions, P (Mz) and P (Mx) of the Mz (non-ordering field) and Mx (order-
ing field) components of the macroscopic magnetization in all three phases
of the system and at and near its critical point.
The results of our calculations are surprisingly simple. The distribution
functions are Gaussian in the equilibrium phases away from the critical point.
This is expected since we have macroscopic quantity and the correlations
decay exponentially. The distribution of the non-ordering field remains a
Gaussian at the critical point of the equilibrium system, as well. The reason
for this is that although the appropriate correlations decay with distance n
as a power law but the exponent in the power is large (1/n2), so that the
fluctuations 〈M2z 〉−〈Mz〉2 do not diverge at h = hc. The distribution function
of the ordering field becomes nontrivial at hc and our numerical calculations
demonstrate that P (Mx) depends strongly on the boundary conditions taken
to be periodic, anti-periodic, and free.
The unexpected simplicity is in the current-carrying phase where the en-
ergy flux generates long-range correlations decaying as a power law (1/
√
n)
but, nevertheless, the distributions are Gaussian. The mathematical reason
for this lies in the oscillating character of the correlations which prevents the
divergence of the spatial sum of the correlations which in turn are propor-
tional to the fluctuations. Physically, the oscillations in the correlations can
be traced to the form of the energy flux jE, which suggest that the consecutive
x and y components of the spins are more and more rigidly interconnected
as jE is increased and thus fluctuations decrease with increasing jE. This
picture will be seen to be valid near the nonequilibrium phase boundaries
where the fluctuations as a function of jE can be explicitly calculated.
We conclude this part of our work by emphasizing again the importance
of investigating scaling functions. We have seen on the example of the driven
10 Introduction
transverse Ising chain, that despite the long-range correlations present in
the current carrying states, the Gaussian result for the distribution func-
tion reveals, that these states cannot be regarded as effectively critical ones.
Moreover, it can be seen that these states become more and more rigid with
the increase of the flux as far as the fluctuations are concerned.
The origin of the universality displayed by scaling functions is an intrigu-
ing question. It was seen [20] that genuinely different physical systems can
have the same distribution functions, even if the underlying mechanism is
not clearly understood. Thus, it would be of great importance to find ex-
amples when some special property, that could be found in a large variety of
systems, leads to similar scaling forms. A possible example was discovered
by Antal et al. [19], creating a connection between the so-called 1/f noise
and extreme value statistics.
The history of the 1/f noise dates back to the first experiments with
current-carrying resistors, when the power spectrum of the voltage fluctua-
tions was observed to be nearly proportional to the inverse of the frequency
[28]. Since then it has been realized that it can be detected in a large variety
of phenomena. Examples range from the velocity fluctuations of moving in-
terfaces [29], the number of stocks traded daily [30] to the spectra of speech
and music [31]. Because of this apparent universality, the suggestion emerged
that there might be a generic underlying mechanism. The problem has been
extensively studied from a large number of viewpoints, but a general descrip-
tion has not emerged so far.
The studies presented in [19] have shown that the mean square fluctu-
ations (also called roughness) of periodic signals with Gaussian 1/f power
spectra are distributed according to one of the extreme value probability
distributions, the Fisher-Tippet-Gumbel (FTG) distribution [32][33]. This
means that if we can find physical systems where Gaussian 1/f noise is
present and periodic boundary conditions are realized, then FTG statistics
naturally emerges in a measurement. Hence, these results can be regarded
as a bridge connecting a generic behaviour to the emergence of a universal
distribution function. On the other hand, the emergence of an extreme value
distribution might give a new aspect in the investigation of the 1/f noise.
The periodic boundary conditions are of course strange restrictions when
we look for a physical realization. One example was given in [19] for a
system which meets the above requirements. If we consider a d = 2 Edwards-
Wilkinson (EW) surface on an infinite planar substrate, and draw a circle
on it with a given radius R, then the probability of a height configuration is
given by the effective action of the desired Gaussian 1/f noise.
In Chapter 2 we consider the generalization of the above example to spher-
ical substrates. A motivation for investigating this problem comes from the
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increasing amount of accessible data on the cosmic microwave background
(CMB) radiaton’s anisotropy. Recently CMB measurements of the Wilkinson
Microwave Anisotropy Probe (WMAP) first year sky survey gave a detailed
sky map on the temperature fluctuations of the radiation [34]. These fluc-
tuations are believed to be Gaussian, and their angular power spectrum is
an essential detail in the cosmological models. The statistics of the present
data are still not perfect, and one could improve the reliability of conclu-
sions by investigating the fluctuations on objects of various shapes. Here we
investigate the case of circles on the sphere and we assume that the EW fluc-
tuations provide a simple model of the temperature anisotropy. If we could
prove that the fluctuations on circles of this spherical substrate have the same
properties as in the planar case, then a comparison between the probability
distribution of the measured data and the FTG distribution would tell us
about the appropriateness of our assumption. One could also look at the
decay of two point correlations of the data set, which is in fact a more direct
way of checking the EW model assumption. However, we believe that the
use of the distribution function might give an effective alternative method,
since here we have not only an exponent, but a universal scaling function to
compare.
Our results presented in Chapter 2 include the derivation of the proba-
bility density functional of a height configuration of the EW surface over the
equator of the sphere. It is also shown, that the derivation can be generalized
to arbitrary circles, and in both cases we arrive to exactly the same effective
action, describing the Gaussian 1/f noise. It would be interesting to compare
the implications of the above results with the existing measurements of the
WMAP mission. Unfortunately, despite the remarkable angular resolution of
the measured data, there are still not enough (approximately 3 million) data
points for making a reliable statistics. However, due to the profound interest
in understanding CMB temperature fluctuations, there are future surveys in
view, which will probably result further improvement of the resolution.
So far we were only concerned with the characterization of strongly cor-
related systems in terms of distribution functions. The strong correlations,
giving rise to nontrivial distributions, could be present at very small or even
at zero temperature, where the quantum mechanical effects encoded in the
wavefunction, will dominate the behaviour of the system. The essential char-
acter of these quantum correlations might not entirely be captured by inves-
tigating only the distributions of some observable quantities, but rather by
finding some elementary way of characterizing how distinct parts of a system
become entangled.
Recently entanglement properties of various quantum systems have been
in the focus of numerous studies. Entanglement plays an essential role in
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several many-body quantum phenomena, such as superconductivity [35] and
quantum phase transitions [36]. It is also regarded as an important resource
in quantum computation and information processing [37]. Quantum spin
chains offer an excellent theoretical framework for investigating entanglement
properties, since due to the integrability of several simple models, one expects
a simple formulation of the problem. This motivated us to continue our work
on spin chains, and in particular, to investigate the effect of a nonequilibrium
constraint on entanglement.
There are two widely used method of characterizing entanglement in spin
chains. The first of these describes the entanglement between two spins in the
chain with the quantity called concurrence [38, 39]. The other one measures
entanglement of a block of spins with the rest of the chain with the von
Neumann entropy, when the chain is in its ground state [40, 41, 42, 43, 44].
This latter method is especially useful when one tries to understand the
role of entanglement in quantum phase transitions, when the appearance of
gapless excitations gives rise to strongly correlated behaviour. In view of the
connection between entanglement and quantum correlations, the motivation
to characterize a critical system in terms of entanglement properties naturally
emerges.
Vidal et al. [40] calculated the von Neumann entropy for a wide range
of one-dimensional spin models and found that for critical (gapless) ground
states the entropy of a block of spins diverges logarithmically with the size of
the block, while for noncritical chains it converges to a finite value. The pref-
actor of the logarithm was argued to be one-third of the central charge of the
underlying conformal field theory. These results were supported by analyti-
cal calculations for the XX chain in [41] and for more general Hamiltonians
in [43].
In case of a nonequilibrium spin chain, the presence of a current of some
physical quantity such as energy or magnetization is usually accompanied
by a drastic change in correlations [24, 25]. Therefore, as we have already
seen, introduction of a current can be regarded as a quantum phase tran-
sition to a current-carrying phase. Consequently, it is interesting to find
out the entanglement properties of these current-carrying states. One might
expect for example that the somewhat universal behaviour of the entangle-
ment entropy (the appearance of the central charge) might be preserved in
the current-carrying states.
In Chapter 3 we study an XX spin chain constrained to carry an energy
current. The chain is driven out of equilibrium with same method as in
the case of the transverse Ising chain in Chapter 1. We calculate the von
Neumann entropy of a subsystem of L contiguous spins, and find that the
logarithmic asymptotics of the entropy is maintained in the presence of the
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energy current, however, the prefactor of the logarithm is increased from 1/3
to 2/3. This result clearly indicates a higher level of entanglement in the
current-carrying states, and the value of the “effective central charge” can
be closely related to the structure of the excitation spectrum.
At a special value of the current the asymptotics becomes again the same
as in the equilibrium case. In the vicinity of these transition points, which
are also distinct by the decay of the correlations [25], we show the existence
of a special type of finite size scaling for the entropy. It is reminiscent of
the scaling behaviour in ordinary critical phenomena, however in contrast
with the non-critical to critical transitions, here we have a crossover between
two types of criticality. Similar scaling properties can be detected near the
nonequilibrium phase boundary, with some different scaling function. These
results can be regarded as the extension of the equilibrium finite size scaling
form of the entropy that was previously suggested by Calabrese and Cardy
[45].
Thus far, the studies on entanglement entropy have confirmed it to be
a well behaving measure of entanglement, which shows some universal fea-
tures at quantum critical points. However, despite capturing some important
aspects, one should not forget about the fact, that we inevitably lose informa-
tion on the entangled state by using only a coarse grained measure. Indeed,
the restriction of the pure ground state to a subsystem results a mixed state
with quantum fluctuations, and the weights are given by the full spectrum
of the reduced density matrix, which means an exponentially large number
of parameters. Hence, the entropy might reflect the total number of degrees
of freedom, but will not tell about the distribution of the fluctuations. It
gives an obvious motivation for a deeper analysis of reduced density matrix
spectra.
In the past few years much effort has been devoted to the investigation of
reduced density matrices in a series of simple model systems [46, 47, 48, 49].
The results obtained indicate, that the weights of the density matrices are
rapidly decaying, and in several cases the density matrix itself can be ex-
pressed in a simple exponential form. The case of free fermions in one di-
mension, which is in turn equivalent with an XX spin chain, was investigated
in detail [50, 51, 52] and the reduced density matrix for arbitrary subsys-
tem sizes was expressed in a closed form as the exponential of an effective
Hamiltonian.
In the last part of our work (Chapter 4) we try to develop a simple
interpretation of the above results, using the XX chain as our toy model.
Looking at a subsystem of L spins in an infinitely large chain, the quantum
fluctuations in the block are due to the coupling with the rest of the chain.
One could think of an analogy with the subsystem-reservoir scheme of the
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canonical ensemble in statistical physics, where now the spins outside the
block would play the role of the reservoir. Therefore it is an intriguing
question whether it is possible to define an “effective temperature” to describe
the zero temperature quantum fluctuations with Boltzmann-like spectra, that
is the weights of the reduced density matrix decaying exponentially with the
subsystem energies.
The possible existence of an effective temperature is further suggested by
the exponential form of the reduced density matrix, and that the effective
Hamiltonian is a free fermion operator [50]. Since the Hamiltonian of an XX
chain consisting of L spins with open boundaries can also be transformed to
a free fermionic form, our first attempt to define the effective temperature
comes from the comparison of the excitation spectra of the corresponding
Hamiltonians. It can be seen, that the structure of the excitation spectra
are much similar in the two cases as far as the low lying excitations are
considered. Moreover, analytical calculations suggest [52] that the excitations
of the effective Hamiltonian are linear near the Fermi level, and scale as
1/ ln L with system size, in contrast with the 1/L scaling of the XX spectrum.
It yields that an effective inverse temperature βeff scaling as L/ ln L has to
be introduced in order to reproduce the weights in a Boltzmann form.
It should be mentioned that the concept of an effective temperature was
already suggested in [51], however due to the slow convergence of the nu-
merical results, the logarithmic dependence was not detected for the small
system sizes investigated. Our numerical results for relatively large system
sizes still suggest finite size corrections in the formula of the effective inverse
temperature.
The above definition of the effective temperature describes correctly only
the low lying part of the spectrum. Although we believe, that due to the
exponential decay, the most relevant weights are reproduced. To support the
idea of an effectively thermodynamic system we propose an alternative defi-
nition for βeff which takes into account all the possible fluctuations. Namely,
we use a generalization of the fluctuation-dissipation relation to zero temper-
ature to define the effective inverse temperature as the ratio of the response
function and the fluctuations of some conserved quantity of the XX chain.
Our calculations reveal, that this latter definition yields to leading order
the same result for βeff , when the fluctuations of the magnetization or the
magnetization current are considered.
Finally, we comment on the possibility of extending this simple effective
thermodynamic picture to nonequilibrium systems, such as the driven XX
chain. The role of an effective temperature in current-carrying steady states




the transverse Ising chain with
energy flux
As discussed in the Introduction, distribution functions give a possible way of
characterizing nonequilibrium phase transitions. This Chapter is devoted to
the calculation of distribution functions in the transverse Ising chain which
can be driven out of equilibrium by imposing an energy flux on the chain
[24]. Our results are presented in the following order.
Section 1.1 contains a review of the transverse Ising model with energy
flux, including the setup of the formalism convenient for calculating the dis-
tribution functions. Next (Sec.1.2), the distribution for the transverse mag-
netization P (Mz) is calculated exactly. It is shown that the distribution is a
Gaussian both in equilibrium, as well as in the current carrying steady states,
and the width of the distribution decreases with increasing energy flux.
In Section 1.3 the distribution of the order-parameter fluctuations P (Mx)
is evaluated numerically for spin-chains of up to 20 spins. In equilibrium the
distribution is non-Gaussian only at the critical point of the system, where
nontrivial scaling functions emerge [53].
With nonzero flux, the system displays long-range, oscillating correla-
tions but, surprisingly, P (Mx) is found to be Gaussian again, and the width
of the Gaussian decreases with increasing flux. Finally, we present some
calculations on correlations, followed by concluding remarks in Sec.1.4.
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1.1 Transverse Ising model with energy flux
The transverse Ising chain is one of the simplest system displaying a critical

















i (α = x, y, z) denotes the three Pauli matrices at sites
i = 1, 2, ..., N of a d = 1 periodic chain (sαN+1 = s
α
1 ), and h is the transverse
field in units of the Ising coupling (J = 1 is set in the rest of the paper).




i , and the ground state
of this Hamiltonian changes from being disordered 〈Mx〉 = 0 for h > 1 to
ordered 〈Mx〉 = 0 for h < 1. The transition point h = hc is a critical point
in the universality class of the two-dimensional Ising model.
In order to drive the above system out of equilibrium, one can add a bulk
field that drives the energy flux. The simplest bulk field is the energy flux
itself [24] thus, in order to produce a nonequilibrium state of ĤI one should











szi − λĴE . (1.2)
Here the driving field λ is again measured in units of J , and the current








i+1 − syi sxi+1) . (1.3)
The driven system defined by (1.2) and (1.3) can be solved [24] and one finds
that the ground state does not change and the energy flux is zero up to a
critical value λ = λc(h) of the driving field. The ground state expectation
value of the energy flux jE = 〈ĴE〉/N becomes nonzero for |λ| > λc. The
resulting phase diagram is depicted in Fig.1.1.
Here we note a hitherto unnoticed property of the Hamiltonian (1.2).
Namely, the duality properties of the transverse Ising model [55] have an
appropriate generalization to the full nonequilibrium phase diagram of Ĥ.
Indeed, let us denote the action of duality transformation by sαi → sαi and
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Figure 1.1: Phase diagram of the driven transverse Ising model in the h−|λ|
plane where h is the transverse field while λ is the effective field which drives
the flux of energy. Pairs of dual-conjugate points are shown by filled squares,
circles, and stars; and the line h = 1 is self-dual as discussed in the text.
Power-law correlations are present in the nonequilibrium phase, JE = 0, and
on the Ising critical line in the equilibrium phase, JE = 0 (h = 1, 0 ≤ |λ| ≤ 2).
It can be verified then that the Hamiltonian Ĥ[h, λ, {sαi }] (1.2) characterized
by the two couplings (h, λ) transforms into an identical Hamiltonian with
couplings (h, λ) = (h−1,−λh)
Ĥ[h, λ, {sαi }] = hĤ[h−1,−λh, {sαi }] . (1.5)
Hence the duality transformation leaves the whole |λ| = λc curve globally
invariant and, furthermore, it leaves the h = 1 line pointwise invariant (ex-
amples of dual-conjugate points are given in Fig.1.1). In order to keep the
formulas simple, from now on we shall restrict our analysis to λ ≥ 0, that is
to jE ≥ 0.
The self-dual h = 1 line is expected to display special properties. For
example, quantities such as λc/λ, or the wavevectors q± where the excitation
spectrum is gapless, are left invariant by the duality transformation. Further-
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more, the functional form of various physical quantities (dispersion, energy
flux, fluctuations) considerably simplify on this line and thus the knowledge
of selfduality helps locating limits where exact calculation can be carried out.
Our main goal is to calculate the distribution functions P (Mz) and P (Mx)
in various regions in the above phase diagram. These functions are defined
as




where brackets denote the ground-state expectation value (note that we have
omitted the index α in Pα(.), i.e. the argument of the function defines which
distribution is considered).
There are two parts to our calculations. The function P (Mx) is evaluated
numerically by diagonalizing Ĥ for chains containing up to N = 18−20 spins,





q cq − 1/2) is a quadratic form in the fermion operators (c+q , cq)
in which the Hamiltonian Ĥ = ĤI − λĴE is quadratic as well. Thus the
calculation of the generating function
G(s) = 〈e−sMz〉 (1.7)
becomes a problem of evaluating Gaussian integrals. We begin with this part
of the problem.
1.1.1 Formalism
The Hamiltonian Ĥ can be diagonalized [24] by first introducing creation-
annihilation operators, then employing the Jordan-Wigner transformation
[54] to transform them into fermion operators (c, c
+
 ) and, finally, using
a Bogoljubov transformation on the cq and c
+
−q components of the Fourier
transforms of c-s. The calculation of P (Mz) becomes relatively simple if
after using the Jordan-Wigner transformation one passes to a path-integral
formulation (see e.g. [56] for a pedagogical account). One then finds that

















where the Grassman fields c̄q(ω) and cq(ω) are related to c
+
q and cq corre-
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Here the correlators are given by
































where Λq and Λ
±





1 + h2 + 2h cos q (1.12)
Λ±q = ±Λq +
λh
4
sin q . (1.13)
In order to return to the time variables, we must first study the two branches
Λ±q of the spectrum.
1.1.2 Spectrum and energy flux




2 if h ≥ 1
2
h
if h ≤ 1 . (1.14)
Indeed, it is not hard to see that
Λ+q (λ ≤ λc) > 0 ; Λ−q (λ ≤ λc) < 0 . (1.15)
Hence the ground state is unchanged with respect to the pure Ising model
ground state as long as the driving field does not exceed λc(h). This means
that all observables will assume their Ising model values and no energy cur-
rent will be flowing through the chain.
However, for λ ≥ λc one may see that Λ+q (resp. Λ−q ) changes sign over
the interval I2 = [q−, q+] (resp. I4 = [−q+,−q−]). The explicit expression of




(λ2h2 − 4)(λ2 − 4)
λ2h
, −π ≤ q± ≤ 0 . (1.16)
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Beyond the critical drive, the excitation spectrum gives rise to a ground state
which breaks the left-right symmetry and, indeed, it may be verified [24] that
a nonzero energy flux is present in the chain with the explicit form of the








(λ2 − 4) . (1.17)
For later applications we specify the jE = jE(λ) function in the vicinity of







λ − 2 for h > 1, λc = 2
1
4π












Besides, as they will naturally arise in the upcoming discussion, we further
define here intervals I1 = [−π, q−], I3 = [q+,−q+] and I5 = [−q−, π] which
are complementary to I2 and I4 in [−π, π].
1.1.3 Inverse of the scattering matrix
When no current flows through the system, jE = 0, the equal-time transform
of (Bq,ω)
−1, denoted by B−1q , reads:
B−1q =
⎛⎝ i 12 sin q2Λq h2 + 12 cos q+Λq2Λq
− h2 + 12 cos q+Λq
2Λq
− i 12 sin q
2Λq
⎞⎠ (1.19)
For jE = 0, on the other hand, B−1q is given by Eq. (1.19) only for
















Having the expressions for B−1q , we can start the calculation of the distribu-
tion function P (Mz).
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1.2 Distribution of the transverse magnetiza-
tion
1.2.1 The generating function and its moments
The generating function (1.7) of P (Mz) can be expressed through fermionic
operators as





After normal ordering e−sc
†
qcq and using the Grassman fields, we are left with





q c̄qcq〉, s̃ = 1 − e−s (1.22)
and the fields in the exponentials are evaluated at some fixed time. In order
to evaluate (1.22), we recall the following result for Grassmann integrals [56]:
the vacuum expectation value of observables of the form e−
P








( −√zqz−q(B−1q )11 −1 + z−q(B−1q )12
1 + zq(B
−1
q )21 −√zqz−q(B−1q )22
)
(1.23)
As one can see G(s) is a special case of eq. (1.23) and it can be evaluated by
using the appropriate expressions (1.19) or (1.20) for B−1q .
If no current flows, that is for λ ≤ λc, we find that ln G (the cumulant














nq = (h + cos q + 2Λq)/(4Λq) . (1.25)
One can verify that the normalization condition G(0) = 1 is satisfied, and
















As we shall see below, P (Mz) is a Gaussian thus, in addition to 〈Mz〉,
the variance of the transverse magnetization Nσ2(h) = 〈M2z 〉 − 〈Mz〉2 will
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characterize the distribution. It can be obtained from the second derivative






nq(1 − nq) (1.27)
It is interesting to note that the fluctuations in Mz are independent of the
magnetic field in the ordered phase
σ2(h) =
{
1/4 for |h| ≤ 1
1/(4h2) for |h| > 1 (1.28)
In the presence of nonzero energy flux (λ > λc), the generating function










(1 − nq) es + nqe−s
]
(1.29)




















1 + h2 + 2h cos q
(1.31)
where we have used eq.(1.25) to write out the integrands explicitly. Note
that we added a λ subscript to G, 〈Mz〉 and σ2 in order to indicate that
these quantities do depend on λ for λ > λc.
1.2.2 Proof of Gaussianity
In order to show that the transverse magnetization distribution is a Gaussian,
let us consider the nth cumulant 〈Mnz 〉c which is the coefficient in front of
(−s)n/n! in the expansion of ln G(s). The latter coefficient is N times an
integral of a polynomial in nq, both in the current carrying and current free
phases and, furthermore, nq is a nonsingular, strictly positive function of q
(note that nq is finite even at h = 1). Hence each cumulant depends linearly
on N . In particular, as we have seen, the variance of Mz denoted by Nσ
2
and σ2 (in Eq. (1.31) or (1.27)) is finite.





∼ N (2−n)/2 (1.32)
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thus the above ratio goes to zero for all n > 2 as N → ∞. We may therefore
conclude that the limiting form of the distribution function of the transverse








The above result applies over the whole phase diagram and it is useful to
check the numerical procedure employed in Section 1.3 by evaluating P (Mz)
for finite-size systems. As can be seen in Fig.1.2, there is a convergence to
the limiting form with increasing N and, furthermore, the nearly Gaussian
fluctuations of Mz are observed already at small sizes (N = 16 − 20). It is
remarkable that the deviations from the Gaussian are very close to those of an
N step random walk with a drift determined from a correspondence between
the left (right) moves and the up (down) spins generating the average 〈Mz〉.
1.2.3 Width of the Gaussian
Recalling the expression of the average and the variance (1.26,1.27) we cal-
culate them in the limit of vanishing flux (λ → λ+c ). Let us define
δMz = 〈Mz〉(h, λ) − 〈Mz〉(h), δσ2 = σ2(h, λ) − σ2(h) (1.34)
The above quantities exhibit singular behavior as one enters the current-













(1 − h−2)(λ − λc)1/2 for h > 1, λc = 2
−1
π
(λ − λc) for h = 1, λc = 2
−1
π
h5/2(λ − λc)3/2 for h < 1, λc = 2h
(1.36)
and for the variance
h ≥ 1, λc = 2, δσ2z  − 1πh2
√
λ − λc





λ − λc (1.37)
Using (1.18) we find, as jE → 0,
h = 1, δσ2z  −jE
h = 1, δσ2z  −j1/2E
(1.38)
As can be seen, the variance of the transverse magnetization is smaller in the
current carrying phase than in the current free phase. This supports the view
that imposing a current stiffens the system, and thus decreases fluctuations.




























Figure 1.2: Distribution function P (Mz) for the transverse magnetization
Mz on the critical line h = hc = 1, λ ≤ 2. Results for periodic boundary
conditions are displayed. The solid line is the asymptotic Gaussian while
the dashed line is the displacement distribution of a 20-step random walk of
steplength 1/2 having a drift generating an average displacement equal to
〈Mz〉.
1.3 Distribution of the longitudinal magneti-
zation
The exact evaluation of P (Mx) appears to be a nontrivial task and we have
been able to calculate it only numerically for finite size chains. Since the
expression (1.6) for P (Mx) is a ground-state expectation value, we had to find
the ground-state wave function and, due to the sparseness of the Hamiltonian
matrix, the Lanczos algorithm [58] could be used effectively. Since the ground
state wave function is needed with precision, we were able to accomplish this
task for chain lengths of up to N = 20 with the results displayed on Figs.
1.3-1.5.
1.3. Distribution of the longitudinal magnetization 25
1.3.1 Equilibrium distribution
In the equilibrium system (jE = 0), the correlation length is infinite only at
the critical point. Thus one expects P (Mx) to be a Gaussian for h > 1, a
sum of two Gaussians for h < 1, and a nontrivial distribution emerges only
at criticality (h = hc = 1). This is indeed what we observe, apart from the
finite size effects showing up in nongaussian corrections close to h = 1. At
the critical point itself, P (Mx) shows fast convergence to the asymptotic form
as can be seen on Fig.1.3 where the N ≥ 16 points appear to have settled
on the asymptotic curve. This means that the N dependence of P (Mx) is
almost all in the scaling variable Mx/
√
〈M2x〉, a remarkable feature that has
been observed in a series of equilibrium- and nonequilibrium critical states
[18, 19, 21, 59, 60]. Note also that the finite-size effects show up mainly in
the large Mx/
√
〈M2x〉 region. This is in accord with the general observation
that the large-argument region of the scaling function is related to the long-
wavelength properties of the system.
Fig.1.4 shows the critical point scaling functions for various boundary
conditions (periodic sαN+1 = s
α
1 , antiperiodic s
α
N+1 = −sα1 , and free). One
can observe here not only the strongly nongaussian character of the distri-
butions but also the fact that scaling functions do vary with changing the
boundary conditions. The boundary condition dependence of the critical
scaling functions is known [61, 62, 63, 64]. It is also known that the scaling
functions depend on the shape of the system as well. In case of the d = 2
Ising model, this means that the scaling function depends on the aspect ratio,
a, of a rectangular sample. Since the transverse Ising model has its origin
in the transfer matrix of the d = 2 Ising model in an anisotropic limit [62],
we believe that the distribution functions displayed in Fig.1.4 are equal to
the d = 2 critical order parameter distributions in the a → 0 limit with the
boundary conditions in the ”short” direction being the same in the d = 1 and
d = 2 systems. Implicit in this belief is the assumption that the boundary
conditions in the ”long” direction do not affect the scaling function provided
a → 0.
1.3.2 Nonequilibrium distribution
In the nonequilibrium case (jE = 0), we find that similarly to Mz, the fluc-
tuations of the longitudinal magnetization Mx are also Gaussian (Fig.1.5).
Remarkably, the finite size, non-gaussian corrections are small even near the
h = 1, λ = 2 point.
The Gaussian result is somewhat surprising since the flux generates power-
law correlations in 〈sx0sxn〉 decaying with distance as 1/
√
n [24]. Thus one may























Figure 1.3: Scaling function for the distribution P (Mx) of the longitudinal
magnetization Mx on the critical line h = hc = 1, λ ≤ 2, for periodic
boundary conditions. In order to demonstrate the smallness of finite-size
effects, the small systems (N = 8, 10, 12) are displayed by full symbols while
the larger systems (N = 16 − 20) are all shown by a single empty symbol.
presume that the current carrying states are effectively critical. This is not
so, however, since the correlations are oscillating and the fluctuations 〈M2x〉
(given by the integral of the correlations) are finite. Actually 〈M2x〉 is decreas-
ing with increasing jE (see below) and thus we see here another example of
fluxes generating power-law correlations but nevertheless making the system
more rigid.
The decrease of 〈M2x〉 with increasing jE can be seen in the numerical
studies of the finite spin chains. On the selfdual line (h = 1), however, this
can be shown analytically in the limit of vanishing flux (λ → λc = 2) where
one finds
〈M2x〉 ∝ Nj−3/8E . (1.39)
The derivation of the above result is possible because the (h = 1, λ = λc)
point is a critical point with infinite correlation length. Approaching this
point along the h = 1, λ → λ+c line, one can observe from numerical studies






















Figure 1.4: Distribution function P (Mx) for the longitudinal magnetization
Mx at the critical line h = hc = 1, λ ≤ 2. Results for periodic, free, and
antiperiodic boundary conditions are displayed for system sizes N = 16−20.
[24] that the wavelength κ−1 of the oscillation of the correlation function
Cx(r) = 〈sxi sxi+r〉 ∝ cos κr diverges as κ−1 ∝ (λ − λc)−1/2. This diverging
wavelength allows one to take a continuum limit and to establish to all orders





with the small argument limit of the scaling function explicitly given by
F(x) = 1 − x2/2 + x4/16 + O(x6).
The derivation of the above results follows the ideas [65, 66, 67, 68] used
for the calculation of the order-parameter fluctuations in the equilibrium
transverse Ising model. Namely, the correlations are expressed as a Pfaffian
of a block Toeplitz matrix constructed of 2 × 2 matrices. Then, in the equi-
librium case, the analysis of the Toeplitz matrices in the asymptotic limit of
r → ∞, and h → 1 with r(h−1) kept fixed yields Ceqx (r) ∼ r−1/4F (r(h−1)).
A similar asymptotic analysis in the current-carrying phase, using the scaling
limit r → ∞, and κ ∼ (λ−λc)1/2 → 0 with κr kept finite, results in eq.(1.40).
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Figure 1.5: Distribution function P (Mx) for the longitudinal magnetization
Mx away from the critical line h = hc = 1, λ ≤ 2.
Once the correlations are known, the fluctuations can be calculated from
〈M2x〉 = N [ 1 + 2
∑
r≥1




where changing the sum into integral is again allowed because of the diverging
characteristic length scale κ−1. Using now the scaling form (1.40) we find
that
〈M2x〉 ∝ Nκ−3/4 ∝ Nj−3/8E . (1.42)
The above expression demonstrates the decrease of fluctuations with increas-
ing flux and it also tells us how the Gaussian distribution crosses over to the
nontrivial shape observed at the critical point.
1.4 Final remarks
Returning to the problems discussed in the Introduction, we can see that the
connection between NESS and critical states in terms of (universal) distri-
bution functions is not straightforward. NESS is generated by fluxes, and
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fluxes may or may not generate long-range correlations. There are numerous
examples [11, 12, 13] where the fluxes are spatially localized and long-range
correlations do not develop (unless the system is at a special point in the
parameter space). Clearly, in such cases, one cannot hope for a general de-
scription to emerge. If the fluxes are global, as is the case for the model
treated in the present paper, long-range correlations do emerge frequently
[11, 12, 13]. Even in this case, however, it is far from trivial whether these
correlations drive the system to an effectively critical state or whether they
make the system more rigid.
The driven transverse Ising model treated above is an example where a
global flux of energy generates long-range correlations but the resulting state
becomes more rigid in the sense that the fluctuations are decreased due to
the presence of the flux. Driven diffusive systems [11] provide other exam-
ples [69] where the fluctuations decrease while the fluxes induce power-law
correlations. Thus we should conclude that, in general, the power-law corre-
lations generated by global fluxes cannot be the source of possible universality
of nonequilibrium distribution functions. It remains, however, an intriguing
question whether the weak long-range interactions supported by global fluxes




over a spherical substrate: 1/f
noise in the height fluctuations
Distribution functions in surface growth phenomena have been intensively
investigated. Recently it has been shown, that the roughness of the height
configurations on fixed radius circles of a planar Edwards-Wilkinson (EW)
type surface is distributed according to one of the extreme value distributions
[19]. The emergence of the Gumbel distribution can be connected to the 1/f
noise present in the height fluctuations.
In this chapter we consider an EW type surface defined on a spherical
substrate. We present the derivation of the probability density functional of
a height configuration over the equator of the sphere. We conclude that the
density functional can be given through the effective action of the Gaussian
1/f noise, exactly as in the case of the planar substrate [19]. Then we
generalize our result to arbitrary circles with latitude angle ϑ0.
2.1 The model
In EW model the probability P [h] ∼ e−S[h] of a height configuration h(ϑ, ϕ)






|∇h(ϑ, ϕ)|2 dΩ, (2.1)
where σ is the effective surface tension. In order to get the probability that
h takes the value of some fixed h0 on the equator we have to integrate over
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field values at other points:





where Z is a normalization coefficient, and equals with the same integral
without restriction on the equator. The functional integration is carried out
on continuous functions.
2.2 Calculation of the effective action
We use the same trick as in [70] in order to get rid of the functional integra-
tion. Namely, we introduce the ”classical” solution hc, and the new variable
h̃ = h − hc. Since the action is quadratic in the field we can write it in the
following form:
S[h] = S[hc] + S[h̃]. (2.3)
The ”classical” solution hc is the function that solves the Laplace equation
on the northern and southern hemisphere, respectively, and on the equator
satisfies the same boundary condition as the integration variable in (2.2):







= h0 (ϕ) . (2.4)
Changing the integration variable h to h̃ we have:











= 0, the integral is now inde-
pendent of h0 so it can be absorped into Z.






















1 − x2)]} , (2.6)
where we changed to variables x = cos ϑ and ϕ for convenience.
In order to find hc(x, ϕ) we have to solve two Dirichlet-problems on the
two hemispheres with a common boundary condition at the equator. It is
tempting to determine the continuous and so squared integrable solution
to (2.4) as an expansion to spherical harmonics, which are eigenvectors of
the Laplacian. This way the effect of the Laplacian on the expansion could
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easily be computed by changing the order of the sum and the Laplace opera-
tor. However, the latter step is not always correct, the Laplacian not being a
bounded operator. We can convince ourselves that in the present case chang-
ing the order of the infinite sum and the Laplacian yields erroneous result.
Instead, we use an expansion for which this step is allowed.











Putting the usual Ansatz hnc (x, ϕ) = Q
n(x)einϕ into (2.7) we obtain a second
order equation for Qn. For n = 0 we give the general solution of this equation






1 − x2 Q
n. (2.8)
The general solutions of (2.7) are















einϕ, n = 0;





By prescribing regularity at the poles, only one term remains for each n:
hnc (x, ϕ) = anz
|n|einϕ, n = 0;
h0c(x, ϕ) = a0,
(2.10)












, ϑ ≥ π
2
. (2.11)



























= − sgn x

















where the last equality was obtained by using ĥ0(−n) = ĥ0(n)∗.
Thus we have arrived at our main result: the action describing the proba-
bility density of the height configurations on the equator is exactly the same
as the one characterizing Gaussian 1/f noise.
2.2.1 Generalization to arbitrary circles
In case the boundary values are prescribed not on the equator but for instance











where x0 = cos ϑ0. The solutions of the two Dirichlet problems are














c ) is defined for ϑ ≤ ϑ0 (ϑ ≥ ϑ0).
The integration in S[hc] is carried out along the circle at latitude angle


























= −z, the −z−10 factor introduced by differentiating h−c with
respect to z is cancelled after carring out the limit. The same is valid to
the h+c term with the opposite sign. Therefore we arrive at exactly the same
effective action (2.15) as in the equatorial case.
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2.3 Final remarks
The question naturally arises whether boundary conditions prescribed on
objects different from circles yield the effective action of the Gaussian 1/f
noise. A possible way of finding such objects is to apply conformal trans-
formations to the solution obtained in case of circles. These transformations
leave Laplace equation invariant but the boundary curves where the solu-
tions on the two regions of the sphere are jointed might take more general
shape. Because of the large variety of conformal transformations, finding the
ones that result in the action of Gaussian 1/f noise requires more detailed
analysis.
It would be worth performing the calculation on other surfaces, for in-
stance on a negative curvature surface besides the plane and the sphere.
Furthermore, the generalization to surfaces of non-trivial topology would be
interesting as well.
Chapter 3
Entanglement in the XX spin
chain with energy current
The strongly correlated behaviour of quantum systems at zero temperature is
governed by quantum fluctuations which are encoded in the wavefunction of
the system. The essential character of these quantum correlations might not
entirely be captured through distribution functions, but rather investigating
the way how distinct parts of the system become entangled.
In this chapter we study the XX spin chain constrained to carry an en-
ergy current. We calculate the von Neumann entropy of a subsystem of L
contiguous spins to characterize entanglement with the rest of the chain. In
equilibrium it was previously shown that the entropy of the subsystem grows
as the logarithm of the block size with a universal prefactor which was seen
to be equal to 1/3 [40]. We show that the presence of the energy current
maintains the logarithmic asymptotics of the entropy, however the prefactor
of the logarithm is increased from 1/3 to 2/3, indicating a higher level of
entanglement in the current carrying states. We also show that at a spe-
cial value of the current, where the symmetry of the state is enhanced, the
asymptotics of the entropy is the same as in the XX chain without current.
In the vicinity of these transition points the entropy is shown to display a
special type of finite size scaling.
3.1 XX chain with energy current
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where sαl (α = x, y, z) are the Pauli spin matrices at sites l = 1, 2, . . . , N of
a periodic chain and h is the magnetic field. Our aim is to constrain the
spin chain to carry a prescribed amount of energy current, therefore we use
the technique introduced in [25]. Since the local energy satisfies a continuity












l+1 − syl sxl+1)]
(3.2)
In order to find the lowest energy state among the states carrying a given
current, one has to introduce a Lagrange multiplier λ, and diagonalize the
following modified Hamiltonian:
HE = HXX − λJE. (3.3)
The ground state of HE can be considered as a current-carrying steady state





= 0, one can diagonalize HE using the same methods
which diagonalize HXX [54], and the model can be transformed into a set of
free fermions with the following spectrum:
Λk = (− cos k − h)(1 − λ sin k). (3.4)
The ground state can be constructed by occupying all the modes with nega-
tive energy, and it remains the same as that of HXX for λ ≤ 1. If the driving
field λ exceeds this critical value the energy current starts to flow, and the
Fermi sea of the occupied modes splits into two parts. In order to illustrate
the occupied regions it is useful to introduce the characteristic wavelengths
kh = arcsin(h) and kλ = arccos(λ
−1). The ground state can be analyzed as a
function of h and the expectation value of the current density jE = 〈JE/N〉,
and the phase diagram shown on Fig.3.1 can be obtained. Three different
phases can be distinguished. In phase ©2 and ©3 only the magnetization en-
ergy part of the current is flowing, the current of interaction energy is zero,
while the transverse magnetization, M z, is nonzero. Entering phase ©1 the
current of interaction energy starts to flow, while M z = 0 throughout this
region. On the line separating regions ©1 and ©2 (kh = kλ) the symmetry
of the ground state is enhanced, and it is characterized by a single Fermi
sea. There are no states above the maximal current line, and in region ©3
the ground state is the same along the jE = const. × h lines, thus it can
be represented by the h = 1 borderline, where the two Fermi seas merge.
Details of the analysis of the phase space can be found in [25].

































Figure 3.1: Phase diagram of the XX model with energy current in the h−jE
plane, where h is the transverse field while jE is the density of the flux of
energy. The occupied fermionic modes are represented by the black parts of
the rectangles [25].
3.2 Entropy of a block of spins
We are interested in the ground state entanglement between a block of L
contiguous spins and the rest of the chain. Following Bennett et al. [71] we
use von Neumann entropy as a measure of entanglement. It is defined as
SL = −tr(ρL ln ρL), (3.5)
where the reduced density matrix ρL = trN−L|Ψg〉〈Ψg| of the block is ob-
tained from the ground state |Ψg〉 of the system by tracing out external
degrees of freedom.
In the calculation of the entropy we use a similar approach that was
successfully applied in case of the XX model [40]. The first step is to introduce
the fermionic operators cl and c
†
l through the Jordan-Wigner transformation.
Note, that due to the nonsymmetric spectrum, we have to use fermionic
operators instead of the Majorana operators that was used earlier in case of
the XX model. The ground state in our case can be completely characterized
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by the expectation values of the two-point correlations 〈c†mcn〉 = Gmn, any










g1−N · · · · · · g0
⎤⎥⎥⎥⎦ , (3.6)














where Λθ is the spectrum defined in the previous section. Note that the inte-
grand is just the characteristic function of the unoccupied fermionic modes.
From the correlation matrix G one can extract the entropy SL of the block
as follows. First, by eliminating from G the rows and columns corresponding
to spins that do not belong to the block, we obtain the correlation matrix
GL of the state ρL:
GL =
⎡⎢⎢⎢⎣






g1−L · · · · · · g0
⎤⎥⎥⎥⎦ . (3.8)
In principle one can reconstruct the reduced density matrix ρL using the ma-
trix elements of GL. However, the entropy of the block SL can be computed
in a more direct way from the correlation matrix. Let U ∈ SU(L) denote
a unitary matrix that brings GL into a diagonal form. This transformation
defines a set of L fermionic operators bm =
∑L
n=1 Unmcn which have a diag-
onal correlation matrix G̃L = U
+GLU = diag(λ1, . . . , λL). The expectation
values are thus
〈bmbn〉 = 0, 〈b†mbn〉 = δmnλm, (3.9)
that is, the above fermionic modes are uncorrelated. Therefore the reduced
density matrix can be written as a product state
ρL = ρ1 ⊗ · · · ⊗ ρL, (3.10)
where ρn denotes the mixed state of mode n. Hence the entropy ρL is simply




[−λn ln λn − (1 − λn) ln(1 − λn)] (3.11)
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3.2.1 Entropy asymptotics
It follows from Eq. (3.11) that in order to determine the entropy numerically,
one only has to diagonalize the L×L matrix GL, instead of diagonalizing the
original 2L×2L reduced density matrix ρL. This method reduces considerably
the computational effort, and the entropy can be obtained for relatively large















Figure 3.2: Entropy calculated from the reduced density matrix as a function
of the block size L. The magnetic field is set to h = 0.5, the curves correspond
to different values of the current driving field λ. The entropy grows as 2/3 ln L
in the current carrying phases ©1 (λ = 1.1) and ©2 (λ = 1.3) except at the
borderline (λ = 2/
√
3), where the asymptotics is 1/3 ln L, just as in the case
of the XX model (λ = 0).
The ground state entropy of the XX model was first investigated in
[40],[41] and for h < 1 it was found to grow asymptotically as 1
3
ln L with
the block size. As one starts to increase the value of the driving field λ, the
ground state (and the entropy as well) remains the same up to the critical
field λc = 1. Further increasing λ one enters the current carrying phase ©2
(see Fig.3.1), where the asymptotics of the entropy changes to 2
3
ln L, and
the same behaviour can be observed in phase ©1 . The only exception is the
borderline of these phases (which is characterized by the condition kh = kλ),
where the entropy growth is again 1
3
ln L.
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For values h ≥ 1 of the magnetic field, all the spins are aligned in the
ground state of the XX model, thus the entropy of a block vanishes. Switching
on the current one observes a 1
3
ln L entropy asymptotics in phase ©3 .
Summarizing the above results, one concludes that the introduction of an
energy current may lead to a more rapid entropy growth, indicating a higher
level of ground state entanglement. The von Neumann entropy can be given




ln L + S0, (3.12)
where R is the number of Fermi seas in the spectrum and S0 is a function of
the parameters h and λ, independent of L.
The above result was obtained analytically by Keating and Mezzadri [43]
for general quadratic Hamiltonians that have a correlation matrix of Toeplitz
type with symmetric fermionic spectrum. In our case the correlation matrix
is also of Toeplitz type, but the presence of the current breaks the left-right
symmetry, resulting a nonsymmetric spectrum. Nevertheless, the numerical
results indicate that the above asymptotic form (3.12) of the entropy seems
to hold also in this more general case.
The next to leading term S0 in the entropy is also given in a closed form
in [43] for symmetric spectra. Although the spectrum is not symmetric in
our model, there are special cases when it can be transformed to a symmet-
ric form. First we note that shifting the wavenumbers by ϕ in the spectrum
is equivalent to a unitary transformation V +GV of the correlation matrix,
where V = diag(1, eiϕ, e2iϕ, . . . , e(N−1)iϕ). Since this transformation is diago-
nal, it leaves the eigenvalues of the reduced density matrix GL and thus the
entropy invariant.
Now, if hλ = 1 (kh+kλ =
π
2
) then the two intervals of the vacant fermionic
modes (white parts of the rectangles on Fig.3.1) have equal lengths, and a
shift of the wavenumbers with π
4
symmetrizes the spectrum. In this case the








4(1 − λ−2)(2λ−2 − 1) + C
)









, kλ > kh
, (3.13)
where C = 1 + γE − 6I ln 2 is a constant defined through the Euler constant
γE and I ≈ 0.0221603 is a numerically evaluated integral expression [41].













1−λ−2 , kλ > kh
. (3.14)
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Fig.3.3 shows the numerically calculated entropy with the logarithmic
part subtracted for different block sizes. The points perfectly fit the analyti-
cally calculated curve (3.13) except near λ−1 = 1√
2
which corresponds to the
line separating the current carrying phases ©1 and ©2 . Therefore, formula

















Figure 3.3: The next to leading order part of the entropy along the hλ = 1
line for different block sizes as a function of λ−1. The lines are analytically
calculated from the form of the spectrum. The points perfectly fit the calcu-
lated curve except near the vicinity of λ−1 = 1/
√
2 (see inset) and λ−1 = 1,
which corresponds to the boundary of the current carrying phases.
For nonsymmetric spectra the calculation of the next to leading order
term in the entropy is mathematically more involved, hence we were only
able to treat the problem numerically. The results reveal that approaching
the lines characterized by kh = kλ, kh = 0 or kλ = 0, S0 seems to diverge.
This divergence is a consequence of the changing of the amplitude of the
leading term: at the boundaries of the different phases the entropy grows as
1
3
ln L. Thus approaching the boundaries, the 2
3
ln L asymptotics has to be
compensated with a negative logarithmic divergence in S0.
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3.2.2 Finite size scaling
Obviously, for a fixed L, there is a finite neighbourhood around the transition
lines, where Eq.(3.12) cannot be used. In case of symmetric spectrum it was
seen that it holds only when L  1. If we would like to characterize the
behaviour of the entropy near these transition lines, we have to note that
we can associate a diverging lengthscale, or alternatively a vanishing charac-
teristic wavenumber to each of the lines. Similarly to finite size scaling one
writes the entropy near phase transition points as the sum of the “critical”
entropy and a term depending only on the product of the block size and the
characteristic wavenumber. For example near the high-symmetry transition
line (kh = kλ) it can be written as:
SL(kh, kλ) = S
c
L + S(L|kh − kλ|), (3.15)
where ScL is the value of the entropy on the transition line. The numerical














L = 300, h = 0.3
L = 300, h = 0.7
L = 600, h = 0.3
L = 600, h = 0.7
Figure 3.4: Scaling function of the entropy near the kh = kλ transition
line. The “critical” entropy is subtracted from the total entropy and plotted
against the scaling variable L(kh−kλ). The curves are calculated for different
lattice sizes (L = 300 and L = 600) and for different values of the magnetic
field (h = 0.3 and h = 0.7). The points all fit the same scaling function.
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results for the scaling function near the high-symmetry line. Similarly, near
the other transition lines (kλ = 0 or kh = 0) this type of scaling is valid,
however with an other scaling function.
3.3 Final remarks
We should note that analogously to the energy current, it is possible to intro-
duce a current of magnetization. The resulting spectrum can be written in
the same form as that of the XX chain, however with a shift in the wavenum-
bers and a decreased effective magnetic field [25]. Hence, the asymptotics
of the entropy will be the same, only the L independent constant increases.
Thus, interestingly, the magnetization current has a much smaller effect on
entanglement.
It would be worth considering current carrying steady states in other
spin models, to check whether the increase of entanglement is a general con-
sequence of currents.
Chapter 4
Fluctuations in the zero
temperature XX chain:
effective temperature
In this last Chapter we try to give a description of entangled systems from a
novel perspective. We take an equilibrium XX spin chain in its ground state
at zero temperature, and investigate a block of L spins which is known to
be entangled with the rest of the chain [40]. Entanglement is now simply
regarded as the fact, that the state of the block is not pure, or in other words
there are fluctuations in the system.
These fluctuations are of purely quantum nature, since one has a zero
temperature system with no thermal fluctuations. Nevertheless, we address






that is the weights of the density matrix ρ̂L can be given as Boltzmann
weights of the subsystem with Hamiltonian ĤL. The idea behind this ques-
tion arises from an analogy with the system-reservoir setting of real thermo-
dynamical systems, where now the part of the chain outside the block would
play the role of the reservoir. The forthcoming calculations will tell about
the possibility of such an effective description, and are presented as follows.
In Section 4.1 we give a brief summary of the results of [50] on the re-
duced density matrix of the XX chain. Next (Sec. 4.2), we use the expo-
nential form (4.3) derived for the density matrix to make the correspondence
with the Boltzmann form (4.1), and define the effective temperature from a
comparison of the low energy behaviour of one-particle spectra.
Section 4.3 is concerned with an alternative definition for the effective
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temperature, using a generalization of the well-known fluctuation dissipa-
tion theorem to zero temperature. The calculations are carried through for
two different conserved quantities, and the results obtained show very good
agreement with the previous definition.
With the concept of an effectively thermodynamic system, we try with a
direct mapping in Section 4.4. The effective temperature is determined nu-
merically by comparing canonical and zero temperature expectation values.
Surprisingly, we recover the results of the fluctuation-dissipation ratio with
a very high precision, which can be given a simple explanation.
Finally, we summarize our results (Sec. 4.5) revealing also the sensitive
points which might set a limit on the applicability of this simple picture.
4.1 Reduced density matrix for the XX chain
Our starting point for the calculations is the Hamiltonian of the XX chain
(3.1) which was already defined in the previous Chapter. For making calcula-
tions easier we shall restrict ourselves to the case of zero magnetic field. It is









where energy is measured in units of the coupling J .
If one considers only a subsystem of size L in a large chain with N spins,
the state of the subsystem is fully described by its reduced density matrix
ρL = trN−L|Ψ0〉〈Ψ0|, obtained from the ground state |Ψ0〉 by tracing out
external degrees of freedom. It was previously shown [50] that for a chain






where Z̃ = Tr(e−H̃) is a normalization constant and H̃ is an effective Hamil-







It is quadratic in the fermionic operators, and the matrix elements Aij can
be given through the elements of the correlation matrix Cij = 〈c†icj〉 by the






Hence, the effective Hamiltonian can be diagonalized, and the eigenvalues










where ξk denote the eigenvalues of the correlation matrix.
Thus,the problem of finding the 2L weights of the density matrix can be
reduced to the diagonalization of an L × L matrix. The task is especially
simple if we take the whole system to be infinitely large (N → ∞), since in
this case the elements of the correlation matrix depend only on the distance













, r = 0
. (4.7)
4.2 One-particle spectra
The purpose of studying the structure of the reduced density matrix ρ̂L
came from our intention to define an effective temperature by making the
correspondence between the density matrix weights and Boltzmann factors
(4.1) with respect to the subsystem Hamiltonian ĤL. This latter one can be












The results of Peschel, presented in the previous section show, that ρ̂L
can be written as an exponential of a free fermion Hamiltonian (4.6). Thus,
from comparison with (4.8) it can be seen, that all the information we need
is stored in the one-particle spectra εk and λk, where the former one has to
be numerically calculated.
Figure 4.1 shows the one-particle spectra of the effective Hamiltonian
H̃ for various subsystem sizes. First of all, we should notice the apparent
particle-hole symmetry of the spectra, which is made more visible by shifting
the curves to a common origin. This symmetry property is not surprising
as it is already present in the spectrum of the XX chain with zero magnetic
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field. The saturation of the curve is due to numerical errors, since the major
part of the eigenvalues of the correlation matrix Cij lie exponentially close












Figure 4.1: One-particle spectra of the effective Hamiltonian H̃ for various
block sizes. The spectrum is shifted for each L to visualize the particle-hole
symmetry. The saturation of the curves is due to numerical errors.
The weights of the density matrix can be produced from these one-particle
spectra in the same way as in the case of a real excitation spectrum: the
largest weight is obtained by filling the modes up to the Fermi level, i.e. all
modes that are negative. The next largest weights are obtained by filling the
smallest positive εk (“particle excitation”) or removing the smallest negative
one (“hole excitation”).
The eigenvalues of the density matrix are rapidly decaying, therefore it
is sufficient to retain only a couple of eigenvalues near the Fermi level, which
will reproduce the most relevant weights [51]. Moreover, taking a continuum
limit in the block (L → ∞) Peschel calculated the lowest lying eigenvalues
[52]:
εj = ± π
2
2 ln L
(2j − 1), j = 1, 2, . . . (4.9)
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One can see, that the spectrum is linear near the Fermi level, and the
eigenvalues scale with 1/ ln L. Looking at the excitation spectrum of the
block XX Hamiltonian ĤL, one finds that it is also linear near the Fermi
level, and for large block sizes it can be approximated as:












(2j − 1). (4.10)





It can be seen that, according to the expectations βeff → ∞ when L → ∞,
that is we recover the zero temperature ground state if we take the whole
chain as the subsystem. It has to be emphasized, that the above definition of
the effective inverse temperature describes correctly only the low energy part
of the spectrum. However, it is well known from DMRG calculations [72] that
indeed, it is only a small portion of the weights which are relevant for the
physics of the system, therefore we also expect that the effective temperature
is reasonably defined.
We should note, that comparing with numerical results one finds devia-
tions from the asymptotic formula (4.9). In the paper of Cheong and Henley
[51], where the idea of defining an effective temperature has first appeared,
the logarithmic scaling of the eigenvalues could not be detected for system
sizes L < 100, hence they found that βeff ∝ L. This can be understood since
the logarithmic dependence on the block size makes convergence very slow
and one needs corrections even for large block sizes (L = 2000−5000). For the
lowest eigenvalue we tried a fit a/(ln L+b), which gave values a = 4.92 ≈ π2/2
and b = 2.61 which shows considerable finite size corrections, already noted
in [52].
4.3 Fluctuation-dissipation ratio
To support the idea of an effectively thermodynamic system, it would be
desirable to find some alternative way of defining a temperature, and to
compare the results of the different approaches. In ordinary thermodynamic
systems, coupled to a reservoir at some finite temperature, the fluctuation-
dissipation theorem gives a possible way of defining the temperature. If we
restrict ourselves to the static case and consider only conserved quantities of
the Hamiltonian, it reads:
χA = β(〈Â2〉β − 〈Â〉2β), (4.12)
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where Â is a conserved quantity, and χA is the response function of Â to an
infinitesimal conjugate field. The brackets denote averages taken with the
canonical ensemble.
Now, the straightforward generalization to our case would be to define
the effective inverse temperature as the ratio of the response function and
the fluctuations inside the block. We shall present here the calculations in
two different cases, using the transverse magnetization or the magnetization
flux as the observable Â.
4.3.1 Fluctuations of the transverse magnetization
The transverse magnetization is a conserved quantity in the XX model, thus






where χM is the magnetic susceptibility, M̂L is the transverse magnetization
of the block, and the brackets now denote averages taken with ρ̂L. It is
important to observe that we do not need the reduced density matrix to
evaluate the expectation values since it is equivalent to calculating them in
the ground state |Ψ0〉 of the whole chain, which is known exactly.
First, we calculate the block magnetization in case of an applied magnetic































The fluctuations in (4.13) have to be evaluated at h = 0, when the block











Using Wick’s theorem and introducing the difference r = i − j of the sites



















where the elements of the correlation matrix Cij were given in Eq. (4.7). It
is easy to see that the linear terms in L cancel, and the asymptotic form of




(ln L + c) , c = ln 2 + γ + 1. (4.18)
Therefore, the effective inverse temperature is obtained as:
βeff = π
L
ln L + c
, (4.19)
which is a form very similar to (4.11), however there is a correction to the
logarithm already seen at the numerical evaluation of the one-particle spec-
tra.
4.3.2 Fluctuations of the magnetization current
To further verify the validity of our description, we shall calculate the fluc-
tuation-dissipation ratio for an other conserved quantity, the magnetization
current. When the whole system is in equilibrium, the expectation value
of the current flowing through the subsystem is vanishing, though there are
still current fluctuations inside the block, which can be calculated using the
equilibrium ground state.
However, in order to obtain the response function, one needs to drive
the system out of equilibrium, therefore we need the ground state of the
chain with a magnetization flux. It can be obtained much the same way as
presented in Chapter 3 for the energy current. We briefly summarize here
the results of [25].





l+1 − sxl syl+1 =
1
2i
(c†l cl+1 − c†l+1cl), (4.20)
and then introduce a modified Hamiltonian ĤM = Ĥ−λĴ with the Lagrange-
multiplier λ, where Ĵ =
∑
l ĵl. Note, that λ will now play the role of the
conjugate field of the magnetization current.
The ground state of the above modified Hamiltonian will give us a current
carrying steady state of the XX chain with a prescribed amount of current.
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Since [Ĥ, Ĵ ] = 0, Hamiltonian ĤM can be diagonalized exactly and the
resulting one-particle spectrum has the following form (h = 0):
Λq = − 1
cos ϕ
cos(q − ϕ), (4.21)
with ϕ = arctan(λ). One can see, that the spectrum is just the original XX
spectrum shifted by the wavenumber ϕ, and rescaled by cos ϕ. Having ob-
tained the structure of the ground state |Ψλ〉, the elements of the correlation
matrix can be evaluated and yield:








, r = 0
, r = m − l. (4.22)
We are interested in the response function of the block to an infinitesimal
change in the conjugate field λ. The expectation value of the magnetization






















which, for large values of L, is the same as the magnetic susceptibility (4.15).
Next, the current fluctuations have to be calculated in equilibrium. With






〈(c†l cl+1 − c†l+1cl)(c†mcm+1 − c†m+1cm)〉. (4.25)





[|g(m − l)|2 − Re (g(m − l + 1)g∗(m − l − 1))] , (4.26)








− (L − 2)|g(1)|2. (4.27)
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Introducing r = m− l and using the equilibrium value of the matrix elements
















L − 1 − r
r2 − 1 +
L−2∑
r odd








(ln L + c′) , c′ = ln 2 + γ + 1/2, (4.29)
which differs slightly from (4.18) in the next to leading order term.
To conclude this section we might say, that the results obtained for the
effective temperature are promising, since now contributions from all of the
excited states are included in definition (4.13), and to leading order one can
recover the form (4.11) that was argued to be valid only for the low energy
part of the spectrum.
4.4 Mapping to a thermalized system
In the previous section we defined the effective temperature starting out
from the fluctuation-dissipation theorem, which is known to be valid for
real thermodynamic systems, with finite temperature. The idea behind our
approach is a possible mapping of the subsystem in the infinite chain at T = 0
to a finite system which is thermalized at some finite temperature.
A more direct way of testing this mapping would be to compare expec-
tation values in both of the above mentioned settings. That is, one has to
consider an XX chain of finite length L connected to a heat bath, and try
to adjust the temperature in such a way that the expectation value of a
given quantity would be exactly the same as in the entangled block at zero
temperature.
Since the total transverse magnetization M̂ of the finite chain is vanishing
at any temperature for h = 0, we shall choose the fluctuations to compare.
Thus, one has to fulfill
〈M̂2〉β∗ = 〈M̂2L〉, (4.30)
where the subscript on the bracket denotes an expectation value taken in
the canonical ensemble with an inverse temperature β∗. We changed the
notation of the effective inverse temperature to avoid confusion with former
definition (4.13). The r.h.s of the equation was already determined in (4.17),
thus one has to evaluate only the canonical expectation value.
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First we calculate the partition function Z = Tr(e−βĤL). Since the XX
Hamiltonian can be transformed into a set of noninteracting fermions, the





(1 + e−βεk), (4.31)
where εk = − cos( πkL+1) − h is the one-particle spectrum of ĤL.
Starting out from the partition function one can calculate the moments
of the magnetization as logarithmic derivatives respect to the magnetic field.

















while the fluctuations can be obtained as:















Now, we have a closed form for either side of the equation (4.30), therefore
β∗ can be calculated numerically for arbitrary system sizes. Figure 4.2 shows
the results of the calculations, together with the asymptotic form obtained
from the fluctuation-dissipation ratio. Apparently, either definition for the
effective temperature gives the same result, and the deviation (see inset) from
the asymptotic curve tends to be relatively small even for moderate system
sizes.
This precise agreement of the inverse temperatures might look very sur-
prising, though it can be explained with a simple argument, that is the tem-
perature independence of the susceptibility. Indeed, looking at the formula
of the magnetization (4.32), one has a sum of tangent hyperbolic terms, a
function which is known to saturate for large arguments. For large system
sizes β∗ is expected to be large, thus the nontrivial terms in the sum are
those where εk ≈ 0, that is the Fermi level of the spectrum. However, as
already shown in (4.10), the spectrum is linear near the Fermi level, thus
application of a small field will cause a shift in the spectrum, nevertheless
preserves linearity. Hence, the terms in the sum near the Fermi level cancel,
the tangent hyperbolic being an odd function, and the result depends only
on the difference in the number of terms added on the saturated tails. This is
of course determined by the shift alone, that is independent of temperature.
















Figure 4.2: Effective inverse temperature obtained by solving Eq.(4.30) nu-
merically (squares). The solid line represents the asymptotic value Eq.(4.13)
obtained from the fluctuation-dissipation relation at zero temperature. Inset
shows the relative deviation from the asymptotic curve.
Now, if the susceptibility is temperature independent and we use the
definition (4.13) of the effective temperature, the following relation holds:
β∗〈M̂2〉β∗ = βeff〈M̂2L〉, (4.34)
which, together with (4.30) results that β∗ = βeff , that is the different
definitions are identical.
4.5 Final remarks
In this Chapter we presented an effective thermodynamic description of an
entangled block in an XX spin chain at zero temperature. For a better
understanding of the range of validity of this picture several comments are
in order.
First of all, it has to be noted that during our investigation of the one-
particle spectrum of the effective Hamiltonian (4.6) we dealt only with the
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eigenvalues, and did not look at the appropriate eigenstates. It was already
demonstrated in [52], that in contrast with the homogeneous plane wave
eigenstates of the open XX chain, the eigenstates of the embedded block show
enhanced amplitudes near the boundaries. Nevertheless, all those states with
symmetrically occupied particle-hole excitations, such as the ground state,
where there are no excitations, are identical. Furthermore, certain quantities
such as the transverse magnetization have the same expectation values in
either of the one-particle states. However, it is clear that the role of this
strange amplitude enhancement requires deeper understanding, especially
when dealing with quantities that are sensitive to boundary effects. It is
probable that in such cases the validity of this simple thermodynamic picture
might be lost, or at least requires more careful considerations.
It would be also desirable to test the fluctuation-dissipation approach
with some nonconserved quantity e.g. the longitudinal magnetization. Un-
fortunately, in such cases the calculation of the response function is fairly
involved, since the model becomes nonintegrable when the appropriate field
is swithched on. Even so, there remains the possibility to determine the
response function numerically by means of DMRG calculations.
Finally, it should be pointed out that there is an opportunity of extending
our calculations to nonequilibrium situations, such as the driven XX chain.
We believe, that the simple definitions we applied in the equilibrium case
could be easily carried over, and might shed light on the possible role of an
effective temperature in systems far from equilibrium.
Conclusions
I have studied the fluctuations, probability distributions and entanglement
properties of strongly correlated equilibrium and nonequilibrium systems.
The main target of the investigations were quantum spin chains at zero tem-
perature, with special attention devoted to the current-carrying nonequi-
librium steady states, and also the surface fluctuations of the Edwards-
Wilkinson model. I hereby summarize the most important results achieved.
1.) I have calculated numerically the distribution function of the order pa-
rameter in the nonequilibrium phase of the transverse Ising chain carrying
an energy current. I have found that the distribution is Gaussian, and
that the fluctuations decrease with increasing energy current. This result
shows, that despite the long-range algebraic correlations present in the
current-carrying steady states, the fluctuations do not diverge, therefore
they cannot be regarded as effectively critical states. On the contrary,
the presence of the current stiffens the system as far as the fluctuations
are regarded.
2.) I have studied an Edwards-Wilkinson type surface defined on a spherical
substrate, and determined the probability density functional of a height
configuration over the equator of the sphere. I have found that the density
functional can be given through the effective action of the Gaussian 1/f
noise.
3.) I have investigated the entanglement properties of the zero temperature
XX chain carrying an energy current. Using the von Neumann entropy as
a measure of entanglement, I have shown that the logarithmic divergence
of the entropy, which is a characteristic of equilibrium critical chains is
preserved, however an increased effective central charge appears, indicat-
ing a higher amount of entanglement in the current-carrying states.
4.) I have shown the possibility of defining an effective temperature to char-
acterize the quantum fluctuations in an entangled block of an equilibrium
zero temperature XX chain. The different approaches proposed for the
definition were seen to be in a reasonable agreement with each other, and
yield to leading order the same value of the effective temperature.
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[17] M. Droz, Z. Rácz, and P. Tartaglia, Phys. Rev. A41, 6621 (1989);
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