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INTRODUCTION 
In this Introduction, we discuss qualitatively the problem treated in this 
paper, and also indicate some of its background. Precise notations and defini- 
tions will be given in the next section. 
Consider a Wiener process on a finite time interval. In recent years, 
interest has grown in the problem of calculating the expected value of various 
functionals of a Wiener process. Since the sample functions of this process are 
continuous with probability one, the process may be defined as a mapping 
from some abstract sample space into the space of all continuous functions 
on the given time interval, along with an associated probability measure on 
the sample space. Mathematical expectation then becomes the abstract inte- 
gral over the sample space with respect to the given measure. 
In applications, however, it becomes desirable to have a more explicit 
representation for this integral. For this purpose, Wiener [18, 191 exhibited 
a construction of a one-one correspondence between the points of the unit 
interval [0, l] and the sample functions of a one-dimensional Wiener process. 
Furthermore, the construction was done in such a way that the probability 
distribution on [0, l] was uniform. Thus, it was possible to take [0, l] for the 
sample space and Lebesgue measure for the associated probability measure. 
More recently, it has been found more desirable to take the function space 
itself as the sample space, so that the mapping from sample space to function 
space is the identity mapping. The possibility of doing this for an arbitrary 
stochastic process has been discussed by various writers, including Doob [3,4] 
and Nelson [12]. The procedure for doing this for the Wiener process is 
relatively straightforward, and has been presented in a number of recent 
works, e.g., Kac [9], Gelfand and Yaglom [6], Shilov [14], and Nelson [13]. 
The basic procedure also goes back to Wiener [17] himself, and the resulting 
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integral over the space of continuous functions is known as the Wiener 
integral. For a rather complete list of papers on this topic and its applications, 
see the bibliographies in the papers by Daletskii [l] and Koval’chik [lo]. 
We are interested in those functionals of a Wiener process which can be 
represented by use of a stochastic integral. This integral was first defined by 
Ito, and a discussion of its properties can be found in the standard works 
of Ito [8], Doob [4], Dynkin [5], and Skorokhod [15]. In particular, it is 
known that the (unconditioned) expected value of an Ito stochastic integral 
is zero. 
The main result of the present paper concerns the conditional expectation 
of a stochastic integral. This result can be proved without the explicit use of 
integration in function space. However, an application of this result which is 
mentioned at the end of the paper, will require the use of integration in 
function space, and that is why Wiener integrals have been discussed in this 
introduction. 
DEFINITIONS AND NOTATION 
Euclidean n-di men.sional space will be denoted by R, . If x is an element of 
R, , its norm will be denoted by 1 x 1 . The basic time interval will be the 
bounded interval [s, T] of the real line. The space of all continuous functions 
from [s, T] to R, will be denoted by Y?,=. Let .$ be an element of *CnT. It will 
prove convenient to distinguish between the function 8 itself, which is an 
element of SCnT, and the value of the function at time t, t E [s, T], which is 
denoted by x(t) and is an element of R, . To connect the two, the evaluation 
functional e, is introduced, which is a mapping from sCnr to R, that evaluates 
6 at time t: 
40 = et6 (1) 
If [ E SC’,=, its norm will be denoted by ]I.$ (1 and defined by 
(2) 
With this norm, X’,= becomes a Banach space. The topology induced on 
*CnT by this norm will be called the uniform topology. It is well known that 
with the Euclidean topology on R,, and the uniform topology on J&T, the 
mapping e, : sC,T + R,, defined above is continuous. 
Q will denote the space of all continuous functions from [s, T] to R, which 
vanish at time s. Although Q may be considered a subspace of YZnr, it will be 
preferable to think of 52 and 8C,T as distinct spaces. However, the same 
symbol, namely e, , will also denote the evaluation functional on 9. Likewise, 
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Q will be given the uniform topology, and is thus also a Banach space. Thus, 
ifwEQwehave 
(3) 
The u-algebra which is generated by the uniform topology on .Q will be 
denoted by q i.e., 9 is the smallest class of subsets of Q which contains 
all the open sets and is closed under the operations of taking complements 
and countable unions. 
Now consider the n-dimensional Wiener process with the time parameter 
t E [s, T], all of whose sample functions vanish at s, denoted by {v(t, w)}. 
As is well known, with probability 1 all of the sample functions of this 
process belong to Q. Further, the probability measure on Q associated with 
this process can be defined for every subset belonging to the u-algebra Z 
This measure is denoted by Wand called Wiener measure. See the references 
in the bibliography for further details concerning Wiener measure and the 
Wiener (or Brownian motion) process. 
For the present, (Q, % W) will be taken as the basic probability space. 
The a-algebra of subsets of SC,T which is generated by the uniform 
topology will be denoted by *$*. If s < t, < t, < T, the smallest sub- 
u-algebra of SYnT with respect to which the family of evaluation functions 
{e, / t, < t < tz} is jointly measurable will be denoted by ‘r.Y>. 
Thus, we have explicitly 
e)(t, UJ) = e,w, t E [s, Tl, w El& (4) 
where w E !2 is distributed according to Wiener measure W. 
We now wish to define a measure pa on the u-algebra SYnT over sC’~T. 
Define, for t E [s, T], the translated Wiener process (e),(t, w)} by 
er,(t, OJ) = a + v(t, CO). (5) 
Here a is a fixed element of R% . Let U,(W) be the element of X’,T whose value 
at time t is v,(t, w), i.e., 
v,(t, w) = etu.(w) = a + e,w. (6) 
Equation (6) implies a continuous mapping: 52 --+ “C’,=; w -+ V,(W). Denote 
the measure induced on $CnT by this mapping by pa . Evidently pa is simply 
conditional Wiener measure on “C %=, given that at time s, the Wiener process 
sample functions take the value a. 
Since the evaluation functional e, , for each t E [s, T], is a measurable 
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mapping: sCnT -+ R, , it induces a measure on the Bore1 u-algebra B over R, 
in terms of the measure pa , as follows. VB E B, 
In Eq. (7), 5 is, of course, just a dummy variable of integration over the 
function space “C,=; xB denotes the indicator of the set B C R,, . 
The measure Q is simply the conditional Gauss-Wiener probability 
measure on R, , which is usually defined in terms of its density 4(x, t 1 a, S) 
with respect to Lebesgue measure A on B. That is, 
IX---a)2 
dx, t I 4 4 = I?+ - s)F2 exp - 2tt _ s) 0-V 
and 
Q(& t I a, 4 = I,+, t I a, 4 W4. (9) 
The notation h(dx) will be used to denote the Lebesgue measure of the 
differential volume element of Rn centered at the point x, because the symbol 
dx will later be used with an entirely different meaning in Ito stochastic 
integrals. 
For brevity in what follows, let us now introduce a notation for expectation 
and conditional expectation operators. Although the calculation of all 
expected values can always be referred back to the underlying probability 
space (J2, g IV), it will be more convenient instead to work directly with the 
probability triple (sCnT, SYmT, pa). Note that the initial condition a in Eqs. (5) 
and (6) thus is a parameter throughout this development. 
If g is any pa-integrable function, the symbol E,(g) denotes its integral 
over YYnT with respect to pa: 
If Y is any sub-u-algebra of SYn T the conditional expectation of g given , 
Y is denoted by E,{g 1 Y}. For the definition and further details concerning 
conditional expectation, see Doob [4] and Loeve [ll]. 
MAIN RESULTS 
The sub-u-algebras “19’> were defined above. Now define “9% by 
“9, = sYnt n tYn= (11) 
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for any fixed t E [s, I’]. Clearly “Yfl is the smallest sub-u-algebra of SYST with 
respect to which the single functional et is measurable. 
Let G(t, 8) be a real-valued function on the product space [s, T] x %‘,r 
satisfying the following conditions: 
(i) G(*, *) is jointly measurable with respect to the product of Lebesgue 
measure on [s, T] and pa measure on sCnr’. 
(ii) For each t E [s, T], G(t, *) is sylnt measurable. 
(iii) For some 01 > 0, 
,~~~TWz+a(t~ O> < ~0. 
(iv) VE E *GT, G(*, 5) is a continuous function on [s, T]. 
Conditions (i)-(iii) are sufficient to insure that the Ito integral 
where x(t, 6) = e,[, exists as a limit in the mean square with respect to 
the product of Lebesgue measure on [s, T] and pa measure on aC,,r. Further- 
more, it is possible to pick a unique version of I which is continuous in t 
for almost all E (see Ito [S]). In Eq. (12), for fixed t and 5, x(t, 0 and I(t, .$ 
are, of course, points in R, . 
The expectation E, , as it has been defined, could be considered as a con- 
ditional expectation with regard to the sub-u-algebra “Yn . It is well known 
that 
E,V(t, 6% = 0 vt E [s, T] (13) 
(see Theorem 7.1 of Dynkin [5]) under conditions (i)-(iii) above. 
When condition (iv) above is added, the following theorem shows how 
Eq. (13) is modified when the expectation is conditioned on a future time. 
THEOREM 1. Let I(t, f) be given by Eq. (12), with G satisfring (i)-(iv). 
Then, with pa probabihly 1, Vt E [s, T], 
In Eq. (14), the integral on the right-hand side is to be interpreted as an 
improper Cauchy-Riemann integral. Part of the assertion of the theorem is 
the existence of this integral. 
Note that Theorem 1 is a Fubini-type theorem for iterated Ito integrals 
and conditional Wiener integrals. 
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PROOF OF THEOREM 1. Let {D, 1 m = 1,2,...} be a sequence of parti- 
tions of the interval [s, t], where for each m, D, = (tp’ j k = 1,2,..., m> and 
s = tp,“’ < ty < tp”’ < ,...) < tgn”’ = t. By definition of the Ito integral, 
there exists a nested sequence of partitions {D, 1 m = 1,2,...,}, with D, a 
countable dense subset of [s, t], such that 
In Eq. (15), XII”’ (0 = e\r)f. The convergence is in the mean square (pa). 
To see that conditions (i)-( iv are sufficient to achieve mean square con- ) 
vergence in Eq. (15) f or an arbitrary nested sequence of partitions, see Ito [8] 
and especially the proof of Theorem 7.1 in Dynkin [5]. In fact, Ito and Dynkin 
do not necessarily require the sequence of partitions to be nested in giving 
the definition of the Ito stochastic integral. However, once the Ito integral 
has been well defined (which was already assumed when we wrote Eq. (12)), 
one is at liberty to use any suitable convenient sequence of approximations 
to the value of the integral. In what follows, it will prove convenient for the 
sequence (D, ] m = 1,2 ,..., > to be nested, i.e., if e < m then DG C D, . 
Since p,(8CnT) = 1, mean square convergence implies mean convergence. 
For brevity, put 
Then 
k-l 
and, by properties of conditional expectation, 
so that E,& 1 tYn] converges in the mean (pa) to E,{I 1 tYm]. Therefore 
it also converges in probability, so there exists a subsequence of partitions 
which yields convergence almost everywhere (p,). Since the original sequence 
of partitions was nested, so is any subsequence. Without bothering to change 
notation, henceforth it is understood that (0, ( m = 1,2,...,) is some nested 
sequence of partitions of [s, t] which insures almost everywhere (p,) con- 
vergence for the expression 
The dependence on the function space variable [ will be suppressed, for 
brevity. 
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By using the properties of iterated conditional expectations, for each m 
k=l 
Here sYt:lV “9, denotes the smallest sub-u-algebra of *Ynt which con- 
(VII) 
tains both 8Y>--1 and “9, . 
Using condition (ii) one may write 
E,{G(t;T’lfl) @km”’ - xE’41) I5$% “9g 
= G(&;) [E,{&’ 
ht 
/ s?Y$-‘V “Yn} - x(,m_;1. (19) 
Furthermore, since {x(t, 6)) is a Markov process (x(t, 5) = et6 and 5 is 
distributed according to pa measure), by pp. 563-565 of Loeve [ll], 
E,{x~~) / 8.Y,$% “Yn} = E,{xim) 1 ‘L’;xV “9,). (20) 
Substitution of Eqs. (19) and (20) into (18) yields 
The u-algebra ‘LT”-:y71y “Ym is generated jointly by the two R,-valued random 
raviables x(~) - e (m) 6and ~2’ = k-1 ,, 5-l e,[. Consequently the conditional expecta- 
tion E,{x;~) 1 tk-lYaV tYn} may be expressed as a function of zaps and x:‘. 
In fact it is easy to compute that the conditional distribution of the R,,-valued 
random variable x$~“’ given x’,“-\ and X, W) has a density with respect to 
Lebesgue measure in R,, given by the function 
! 
t 
-Ic \ t _ gJJ”-: ] lr7’b 
exp - 
- 2 (t - ty) (tP’ - t;:;> 
t - tiy:“-: 
i 
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Consequently one finds that 
(22) 
Substituting Eq. (22) into (21) and combining this with (17) one obtains the 
result 
For brevity, define the &valued function Z(T) for T E [s, t] by 
~(4 = &W, 5) (et5 - e,5) I tZJ. (24) 
From conditions (iii) and (iv) and known theorems concerning uniform 
integrability and continuity in the mean, it follows that Z(T) is a continuous 
function of 7. For brevity, the fact that z may also depend on a, s, t and et5 
has been suppressed in the notation. 
Also for brevity define O(T) by 
w = j&, s<r<t. (25) 
Note that O(T) is continuous on all subintervals of [s, t] of the form [s, t’] 
with t’ < t. 
With these notations, Eq. (23) may be written 
where the convergence is almost everywhere (pa). 
Application of the Cauchy-Bunyakovski inequality to Eq. (24) yields 
I 4~) I S [&{G’Y~) I t%>11’2 PM et5 - e,t I2 I tSPn}11’2. (27) 
In a calculation similar to Eq. (22), one finds easily that 
WI etE - e,5 I2 It=%) = (t -l’_(:- ‘) + (G)B 1 etf - u 12. (28) 
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Since the a-algebra “Yn is generated by e,[, there exists a function K(e,[) > 0 
such that 
Fa{G2(~) I “%W” d Wd9, independent of T, (29) 
Furthermore, condition (iii) implies that K(e&) < co for almost all &pa). 
Because the sequence of partitions {Dm} is nested and because D, is dense 
in [s, t], for every sufficiently large index m there exists an integer N,,, < m 
and t’ < t such that 
tp Yzz t’, m independent of m 
and further, given any E > 0, t’ may be chosen such that 
0 < (t - t’) < E. 
Consequently, Eq. (26) may be written 
(30) 
(31) 
+ ,$, x(&t;) e(&;) (tp”’ - tq . (32) 
m 
On the basis of the results up to this point, the first sum in the brackets 
converges to the Riemann integral (with pa probability 1): 
N,n 
lim 1 x(&j) e(ti?l) (tf”’ - ti!$ = s”’ Z(T) 8(~) dr. 
m- k-l 
(33) 
8 
Using the equations and inequalities (24)-(31) and the triangle inequality, 
one has for the second sum in Eq. (32) 
< K(e&) (34) 
k-N,+1 
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For fixed 5, the last sum in Eq. (34) has the form of the approximations to a 
Riemann integral of the form (C is some constant) 
t SJ em!-- t’t--7 + C dT = s:, (t - r)-li2 1/l + C(t - T) d7. (35) 
Now since the integral 
$ :, (t - ~)--l/~ d7 
may be evaluated as the improper Cauchy-Riemann integral 
‘Jo 1;; (t - ~)-l’~ d7 = lie; [- 2(t - +“I;: 
= ‘gp(t - w - 2(t - t”)V] = 2(t _ t')1/2, 
(36) 
we conclude that, for every [ such that 
K(etQ < 00; I ett! - a I2 < 00, (37) 
the second sum in Eq. (32) is 0(&s), recalling Eqs. (30) and (31). Hence, as 
t’ --+ t, this second sum vanishes. That is, by choosing E in Eq. (31) sufficiently 
small, the right-hand side of Eq. (33) becomes an increasingly good calculation 
of the left-hand side of Eq. (32). Stated explicitly, since Inequality (37) holds 
with fR probability 1, it has been shown that 
&{I I tZJ = /t-‘E&‘(~) (et5 - e&) I *%> & + o(~l’~) (38) 
R 
for every E > 0, with pa probability 1, which proves Theorem 1. 
As noted previously, if g(t) is any integrable function which depends 
only on [, then the conditional expectation E,{g 1 “9,) can be expressed as a 
function only of the quantities a, s, t, and et[, since t9n is the smallest 
u-algebra with respect to which the functional et is measurable. If g depends 
on some additional parameters, then, of course, its conditional expectation 
will depend on these also. At times it will be convenient to write E,{g 1 e&} 
in place of E,{g 1 tSP,). Further, if x is any point in R, , then the value of this 
function at x will be denoted by E,{g j etE = x}. 
COROLLARY. Let q be the function defined by Equation (8), let I and G be as 
in Theorem I, let V,, denote the gradient of a real-valued function on R, with 
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respect to the argument x’, and let h be Lebesgue measure on R, . Then Va, x E R, , 
Vt E [s, Tl, 
W(t) I et5 = 4 6 t I a, 4 
t-s 
= lim 
s s EL0 s 
E,(G(7) 1 e,[ = x’} q(x’, 7 1 a, s) V,,q(ru, t 1 x’, T) h(dx’) dT (39) 
R* 
PROOF. Recall that I as defined in Eq. (12) takes values in R, and that G 
is real valued. 
Using iterated conditional expectations, 
WW (et5 - e,E) I “%I = W&P(T) (4 - 49 I TZY “%I I “%> 
= E&d - e,5) &{G(T) I T%V “%I I “%I. 
(40) 
By condition (ii), G(T, .$) is SylnT measurable. 
Again using the fact that {x(7, 5) = e,t} is a Markov process and (Mpast), 
p. 563 of Loeve [ 111, one has (T < t) 
E,{G(d I ‘%av “8s) = &{G(T) / ‘%I. (41) 
Therefore 
JUG(T) (4 - e,E) I et6 = 4 = JU(d - a? JUG(T) I e,SI I et6 = 4. 
(42) 
The outer expectation may be calculated in a manner similar to Eqs. (22) 
and (28). In fact, 
E&t5 - e,E) W+) I e,& I et6 = 4 
~jR~(~-X.)E~{G(~)~e,~~~~jq(X’f~x’~T)q~x’~Tia~r)X(ds’) 
4(x, t I a, 4 
1 
= dx, t 1 a, s) s 
(X - x’) E,{G(T) I e,E = x’} 
R, 
* q(X, t 1 X’, T) q(X’, 7 j a, S) h(dx’). (43) 
Recall here the definition of E, in Eq. (10) and the relation between q and pa 
given by Eqs. (7)-(g), as well as Bayes’ rule for conditional densities. 
Now observe from Eq. (8) that 
V,*q(x, t / x’, 7) = x - x’ G 4(x, t / x’, 7). (44) 
Combination of Eqs. (42)-(44) with (14) yields (39), thus proving the 
corollary. 
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APPLICATION 
Let m be a continuous function from R,, x [s, T] into R, . The value of 
the function at the point (x, t) of its domain, x E R, , t E [s, T] is denoted by 
m(x, t). To say that m obeys aglobalLipschitx condition means that 3 a constant 
K < co such that 
I m(xl ,t) - 4x2 ,t> I < K I x1 - x2 I (45) 
Qx, , xa E R,; Qt E [s, T]. In addition, we will assume that the function m 
satisfies not only the Lipschitz condition Eq. (45) but also that m is uniformly 
bounded, i.e., 3 a constant ci < co such that 
I m(x, 4 I2 < cl , QxER,, Qt E [s, T]. (46) 
Consider the following simple type of Ito stochastic integral equation: 
x(t, w) = 1” m(x(T, w), T) d7 + ua(t, OJ). 
s 
(47) 
Here m(*, *) satisfies Eqs. (45) and (46), and va(t, W) is defined by Eq. (6). 
The global Lipschitz condition, Eq. (45), is sufficient to prove existence 
and uniqueness of a solution x(t, w), continuous in t, t E [s, T], to Eq. (47) 
for almost all w (see Ito [S], Dynkin [5]). Therefore, the solution to Eq. (47) 
may be written abstractly as 
5 = Mva , (48) 
where M is a mapping of X’,* onto itself, and 
x(t, w) = et[ = etMv,(w). (49) 
The mapping M is well known to be measurable. In fact, because of the 
simple form of Eq. (47), M is easily shown to be continuous with respect to 
the uniform topology on sC~*. Therefore, a measure is induced on the 
u-algebra sYn* over SC, * by M, which is denoted by pa. Explicitly, 
VA E SYnT, 
P,(A) = P~W-V)), VA E sYmT (50) 
In Eq. (50), 
M-l(A) = (5 E T,* 1 ME E A}. (51) 
The subscript a on pa and pLa refers to the R,-valued translation parameter 
in Eqs. (5) and (6). From Eq. (47) note that 
x(s, CO) = a. (52) 
with probability 1. 
126 MORTENSEN 
Under the above conditions, it is a special case of a result of Skorokhod [15] 
that the measure pa is absolutely continuous with respect to the measure pa . 
By using Skorokhod’s explicit representation for the density (Radon- 
Nikodym derivative), it is possible to represent the transition function for the 
Markov process {x(t, w)} as a Wiener integral over the function space SC,T. 
It is easy to show that this transition function is absolutely continuous 
with respect to Lebesgue measure on R, , so that the transition density 
exists. By employing our corollary above and a method similar to that used 
by Darling and Siegert [2], it is possible to derive an integral equation satisfied 
by the transition density. 
Finally, by applying certain results of Il’in, Kalashnikov and Oleinik [7], 
it follows from the form of the integral equation that the transition density 
possesses certain partial derivatives. 
Therefore, by use of the corollary in the present paper, it is possible to 
resolve an issue, raised by Doob [4] in the last three paragraphs of p. 276, 
for the special case of the stochastic integral Eq. (47). 
The detailed presentation and proof of the results asserted in this section 
will be given elsewhere. 
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