given by Poincaré duality, k X associates to the cycle Z = ∂ , where is a real chain of dimension 2n − 2k + 1 well defined up to a 2n − 2k + 1-cycle, the element ∈ F n−k+1 H 2n−2k+1 (X) * /H 2n−2k+1 (X, Z), which is well defined using the isomorphism
If (Z t ) t∈C is a flat family of codimension k algebraic cycles on X parametrized by a smooth irreducible curve C, the map t → k X (Z t − Z 0 ) factors through a homomorphism from the Jacobian J (C) to J 2k−1 (X), and one can show that the image of this morphism is a complex subtorus of J 2k−1 (X) whose tangent space is contained in H k−1,k (X) ⊂ H 2k−1 (X, C)/F k H 2k−1 (X). Defining the subgroup
hom (X) of cycles algebraically equivalent to zero as the subgroup generated by the cycles Z t − Z 0 for any family as above and defining the Griffiths group Griff k (X) as the quotient ᐆ k hom (X)/ᐆ k alg (X), it follows that the Abel-Jacobi map induces a morphism
where J 2k−1 (X) tr is the quotient of J 2k−1 (X) by its maximal subtorus having its tangent space contained in H k−1,k (X) .
In this paper, we are mainly interested in the case where n = 3, k = 2. We use then the notation J (X), X . In [10] , Griffiths proved the following theorem.
Theorem 1. If X is a general quintic threefold and Z is the difference of two distinct lines in X, X (Z) is not a torsion point in J (X). Furthermore, J (X) tr = J (X).
From this it follows that Griff(X) contains nontorsion elements. In [3] Clemens, using the countably many isolated rational curves in X, proved the following theorem.
It is easy to check that J (X t ) tr = J (X t ) for a general point t, so the theorem implies that Griff(X t ) contains nontorsion elements. We prove in this paper the following result.
Theorem 4. Let X be a Calabi-Yau threefold. If h 1 (T X ) = 0, the general deformation X t of X has the property that the Abel-Jacobi map
In Section 2, we introduce various Hodge theoretic objects and study the varieties U λ defined above. We also define the complexified Abel-Jacobi map and "compute" its differential.
In Section 3, we give a very simple infinitesimal criterion, which implies that the infinitesimal invariants above are nonzero and that if the image of the Abel-Jacobi map of X t were finitely generated, these infinitesimal invariants would vanish. It follows that if this criterion is satisfied, then Theorem 4 is true.
This infinitesimal criterion concerns the infinitesimal variation of Hodge structure of a generic sufficiently ample surface S ⊂ X. In Section 4, we check this criterion, which reduces (see [7] ) to the study of Jacobian rings, that is, quotients of rings of functions by Jacobian ideals, generated by the derivatives of the defining equation of the surface along vector fields.
Noether-Lefschetz loci and infinitesimal Abel-Jacobi map.
Part of the material in this section works in the general situation of a family of smooth surfaces → B contained in a family of smooth threefolds ᐄ → B; however, we restrict the discussion to the following situation: ᐄ π − → B is the local universal family of deformations of a Calabi-Yau threefold X. B is a smooth ball, which can be assumed to be as small as we want. We have dim B = dim H 1 (T X ). Now let L be an ample line bundle on X; since H 1 (ᏻ X ) = H 2 (ᏻ X ) = 0 and H i (L) = 0, i > 0, by Kodaira vanishing and K X trivial, L extends uniquely to a line bundle ᏸ on ᐄ, and dim H 0 (X t , L t ) = dim H 0 (X, L) for any t ∈ B. Then P(R 0 π * ᏸ) 
Lemma 1. For sufficiently ample L, the tangent space T U,t at a point t identifies to H 1 (T S t ) by the Kodaira-Spencer map. It is also isomorphic to H 1 (T S t X t ) by the

Kodaira-Spencer map for pairs, where T S t X t is the kernel of the natural map
T S t X t −→ N S t /X t .
Proof. We have the exact sequence 0 −→ T X t (−L t ) −→ T S t X t −→ T S t −→ 0, which induces the natural map
from the deformations of the pair to the deformations of the surface. So by Serre vanishing, the map above is an isomorphism for sufficiently ample L. 
where the first and last vertical maps are the identity. It follows immediately that the middle map is an isomorphism.
We have on U the primitive variation of Hodge structure of the family of surfaces : namely, let
be the local system whose fiber at t is
be the Hodge bundles, with fiber
and associated quotients
By transversality, we have
We denote by
the ᏻ U -linear map deduced from ∇ S by transversality, so that ∇ S fits into the commutative diagram
We then define the component of the Noether-Lefschetz locus determined by λ as
V λ is an analytic subvariety of V , defined by the vanishing of the projection in Ᏼ 0,2 of the flat, hence holomorphic, section λ ∈ Ᏼ 2 . If t ∈ V λ , λ t ∈ F 1 H 2 (S t ) 0 and hence has a projection λ
t . Then the next lemma follows from the definition of ∇ S .
Lemma 2. The Zariski tangent space to V λ at t is equal to Ker
). Note that usually the terminology of the Noether-Lefschetz locus is reserved to the case where λ is rational. In this case, by the Lefschetz theorem on (1, 1)-classes, V λ is the set of points v ∈ V where the class λ v is algebraic; that is, any multiple m λ λ v that is an integral class is the class
We have the following convenient interpretation of V λ : Let v 0 be any point of V ; then H 2
obtained as the composition of the inclusion
, and the first projection. Then we have that V λ is naturally isomorphic to
but this is also the definition of the fiber φ −1 (λ v 0 ).
In other words, the flat section λ restricted to V λ , which is in
, gives the reverse isomorphism V λ → φ −1 (λ v 0 ). We abuse notation in Section 3 and view, by this isomorphism, V λ as a subvariety of F 1 Ᏼ 2 |V .
We denote by 0 be two liftings of λ 1,1 , so that λ 1 = λ 2 + η, for some η ∈ H 2,0 (S v ). By Lemma 2 the tangent spaces to V λ i at v coincide, and the two sections λ 1,1 i , which are defined on the first-order neighbourhood V λ of v in V λ i (where i = 1 or 2) are equal at v. However, their derivatives do not coincide. In fact, we have the next lemma. 
Proof. Let h ∈ T V λ ,v and let Z h be the scheme of length two supported on v with tangent vector h. Then the section λ h 1 = λ 1|Z h of F 1 Ᏼ 2 is the flat section that extends 0 and that remains in F 1 Ᏼ 2 . Now, η being given above, let
whereη is a section of F 2 Ᏼ 2 on Z h extending η. Then clearly µ h 2 is flat and its value at v is equal to λ 2 . Furthermore, µ h 2 is a section of F 1 Ᏼ 2 on Z h by transversality. It follows that λ h 2 = µ h 2 . Hence,
so that by projecting to Ᏼ 1,1 and using the definition of ∇ S , we get
which proves the lemma.
We now turn to the generalized Abel-Jacobi map and its infinitesimal version. For 
where
is the Hodge filtration of X u .
Working in families, we get the local system 
We denote by H 3 Z , Ᏼ 3 , F i Ᏼ 3 , and ∇ X the analogous objects on B that describe the variation of Hodge structure of the family π : ᐄ → B; that is,
We then have an exact sequence of variation of mixed Hodge structures
On our open set V , let us choose a splitting r Z :
2). Denoting by P : F 1 Ᏼ 2 → B the composite of the bundle map F 1 Ᏼ 2 → U and the map p : U → B, the section r Z allows us to construct a section
This is a well-defined element of
In fact, we are mainly interested with the restriction of s to the subvarieties φ −1 (λ 0 ) ∼ = V λ . We may then consider these sections of p * Ᏼ 3 /F 2 Ᏼ 3 |V λ as the complexified Abel-Jacobi map, as we explain now.
is a one-cycle homologous to zero on X v . It is then well known that the element 
We now want to study the infinitesimal properties of the map φ defined in (2.0) or equivalently of the varieties V λ . Recall that for v ∈ U, λ ∈ H 1,1 (S v ) 0 we have the map
which induces
Note that by Serre duality and because K X v is trivial, both spaces have the same dimension. We have the following lemma.
Lemma 4. The following are equivalent:
Proof. We may clearly assume that u = v 0 since the change of base point simply composes φ with the natural isomorphism
It is then immediate, using the definition of ∇ S , to show that (P , φ)
(P , φ) * is an isomorphism if and only if (P , φ) 0,2 * is an isomorphism. Since p * is surjective, this is also equivalent to (P , φ)
In fact, the proof shows the following lemma.
Lemma 5. The kernel of (P , φ) * atλ identifies naturally via the projection to
is the intersection of Vλ with
)). The reverse isomorphism is given by the differential of the natural sectionλ of
We now study the infinitesimal variation of mixed Hodge structure of the family
→ U . It is described as above, by transversality, by a series of maps
which fit into the commutative diagram
where the first vertical maps are injective and the last ones are surjective. Composing
which obviously factors through
(This simply means that there is no variation of Hodge structure for X in the fibers of p.) So we have constructed a map
We then have the following.
Lemma 6. There is a natural isomorphism (depending on the choice of a trivialization of
, we use the same trivialization of K X u .
Proof. Recall the isomorphisms
)) * , and taking into account the natural isomorphism (see [5] 
, we get the first assertion.
Next it is known (this is an easy generalization of [9] ) that the map
identifies to the map given by the interior product
The image of the map (2.5) is contained in the set of symmetric homomorphisms from
) to its dual; indeed the dual of (2.5) is equal to the (symmetric) cup product
(log S u )) * , the triviality of K X u , and Serre duality.
It follows that for λ ∈ H 1 ( 2
is dual to the residue map Res : 
, the equality
where the first pairing is the duality above between
and H 2 ( X u (log S u )), while the second one is the duality between H 0 (L u|S u ) and
, we have the equalities
where the second equality is standard and follows from the fact that the intersection pairing on H 2 (S u ) 0 is flat with respect to the Gauss-Manin connection and that, for this pairing,
as we wanted.
We conclude this section with the "complexified infinitesimal Abel-Jacobi map." Recall that from Lemma 5 we get, for
where by definition of Vλ, Vλ
Now consider the section s of the bundle P * Ᏼ 3 /F 2 Ᏼ 3 constructed in (2.3). Since this bundle is naturally trivial on the fibers of P , it makes sense to differentiate s |Vλ×λ in the direction contained in Ker P * . It follows that we have a map
On the other hand, the map
and hence induces a map
Now we have the following.
Lemma 7. We have the equality
Sinceλ is flat, we have
and by definition of µ 2 the right-hand side is equal to µ 2 (h).
The reason we call ds or µ 2 the complexified infinitesimal Abel-Jacobi map is, again, that ifλ is an integral class, we have shown that s |Vλ×λ is a lifting of the normal function
is simply the differential of νλ in the direction h, which makes sense since X u , and hence J (X u ) remains constant in the direction h.
3. An infinitesimal criterion for the nonfinite generation of the image of the Abel-Jacobi map. With the notation of Section 2, we now assume that dim B > 0. Recall that we have defined for S u ⊂ X u and for
We prove in this section the following infinitesimal criterion for the infinite generation of the Griffiths group of the general fiber X b .
Proposition 1. Assume that L u is sufficiently ample and that for generic u ∈ U and generic η ∈ H 0 (K S u ), we have that
is generated by η. Then for the general point t ∈ B, the Abel-Jacobi map φ X t of X t satisfies that
To start the proof, we first note the following lemma.
Lemma 8. Assumption (ii) implies that for generic u and generic
are symmetric, with respect to Serre duality. Hence
If λ is as in assumption (ii), the quadric q λ has η for only singular point, and since η is generic, it is not in the base locus of the system of quadrics q λ . Hence the tangent space at λ to the discriminant hypersurface, parametrizing singular quadrics q λ being equal to the set of q λ vanishing at η, is a proper subspace of H 1 ( S u ) 0 , so the generic q λ is smooth.
Now note that the condition that
So if it is satisfied at some point, it will be satisfied at some real point λ ∈ H 1,1
From Lemma 4 we know that at such a λ ∈ F 1 Ᏼ 2 the map
is étale, so it is a local isomorphism for the usual topology.
Hence there are open
For any such rational point λ ∈ V , the fiber φ −1 (λ) ∩ W is then naturally isomorphic to B by P , and it parametrizes then the pairs S t j t → X t such that λ t is algebraic on S t . For each such λ, we choose an integer m λ such that m λ λ is integral, and then m λ λ = c 1 (D λ,t ) on S t . Hence we get a normal function ν λ on B , that is, a section of the sheaf
We use the countably many ν λ , λ ∈ V Q , in order to prove Proposition 1. So we assume by contradiction the following assumption:
( * ) For any general point t ∈ B , the image of X t tensorized by Q is finitely generated.
Then we have the following. Proof. Choose an ordering λ i , i ∈ N, of the elements of V Q . For any sequence (α i ) i∈N of integers with only finitely many nonzero elements, let
Then B α · is an analytic subset of B , so any point in
is general. On the other hand, by definition, if t ∈ B , any relation with integral coefficients i α i ν λ i (t) = 0 in J (X t ) implies that i α i ν λ i = 0 in . Lemma 9 follows, taking any t ∈ B at which ( * ) holds.
Coming back to the section s of 
Here we use the isomorphism W ∼ = B × V given by (P , φ).
Proof. By Lemma 9, the conclusion is true for λ ∈ V Q . Indeed, a relation mν λ = i m i ν λ i in is equivalent to a relation In order to deduce from this that the conclusion is true for any λ ∈ V , we use now the Zariski density of V Q in V . To be precise, using a trivialization of the bundle (Ᏼ 3 /F 2 Ᏼ 3 ) |B , Corollary 1 will follow now from the next lemma.
Proof. Let k = dim K and let p 1 , . . . , p k be points on B such that the restriction map K → ⊕ i ᏻ p i is an isomorphism. Then we have a basis
Now we use analytic continuation to conclude the following. 
and this will be true everywhere on U λ u ,0 by analytic continuation. So it suffices to prove the following: For any 
This is immediate since P : U λ u → B is a generic isomorphism, that is, (P , φ) is étale at the generic point of U λ u . We then can apply the previous corollary and conclude that for some k ∈ K, we have P * (k) = s on some open set of U λ u . Hence the equality is true everywhere by irreducibility, and it follows that the vertical derivatives of s |U λ vanish.
Proof of Proposition 1. We now show that the hypotheses of Proposition 1 contradict the conclusion of Corollary 3. The hypotheses are as follows:
is generated by η.
Recall from Lemma 6 that the transposed map
Now hypothesis (i) says that t (∇ S
(η)) is surjective; furthermore, the condition dim B > 0 implies dim
Note also that by definition
, so we conclude from assumption (ii) that we can find λ such that (a) Ker ∇ S (λ) is generated by η, with η generic in H 0 (L u|S u );
Now recall Lemmas 6 and 7, which say that for η ∈ Ker ∇ S (λ), so that η is tangent to Vλ at u for anyλ ∈ F 1 H 2 (S u ) 0 over λ, and η is annihilated by p * ,
is equal to ds |Vλ (η). So the hypotheses imply that for anyλ ∈ F 1 H 2 (S u ) 0 over λ, the vertical derivative of s |Vλ is nonzero. In order to contradict Corollary 3, it suffices now to show that we can chooseλ so that Vλ is smooth at u and generically finite over B.
The first statement follows easily from (a) and (b): indeed, to prove the smoothness of Vλ at u, it suffices to show that
is surjective or that its dual
is injective. But one sees easily, as in Section 2, that Res
and hence its kernel is generated by η by (a). Furthermore, one has the equality
and by (b) this is nonzero. So t (∇ S (λ)) is injective, as we wanted to prove.
What remains is to show that for generalλ lifting λ, the variety Vλ is generically finite over B via P . Recall from (2.1) that on Vλ we have a natural sectionλ 1,1 of the bundle Ᏼ 1,1 . Now on the total space of Ᏼ 1,1 , let Ᏸ be the discriminant hypersurface; that is, for any u, 
This cannot hold for generic η and sufficiently ample L for the following reason: One can show (and this is done in the next section) by describing the variation of Hodge structure of the family of surfaces S u (with fixed X u ) in terms of the Jacobian ring associated to S u ⊂ X u (see [7] and [10] ) that there is a natural surjective map
and that (3.9) would mean exactly that ψ(η 3 ) = 0. But if L is sufficiently ample, the multiplication map
is surjective, so that ψ(η 3 ) = 0 for any η would imply that ψ = 0, which is absurd since H 2 (ᏻ S u ) = 0. So we have obtained the desired contradiction with the conclusion of Corollary 3, and this shows that the finiteness assumption ( * ) is absurd. The proof of Proposition 1 is now complete.
Checking the infinitesimal criterion for any Calabi-Yau threefold.
In this section we prove that conditions (i) and (ii) of Proposition 1 are satisfied for a sufficiently large multiple of an ample line bundle on X. This will conclude the proof of Theorem 4. We start with the proof of (i). 
Proof. It is known from [9] that the composition of this map with the inclusion
is nothing but the multiplication map by α:
So the transposed map
is also the multiplication by α, and we have to show that it is surjective for generic α. We know from [7] and [10] that for sufficiently ample L and smooth S ∈ |L|, the residues on S of the classes of the 3-forms P ω/s 2 
Similarly, considering residues of meromorphic forms P ω/s 3 , where P ∈ H 0 (3L), we get a surjective map
One then shows exactly as in [2] that for α ∈ H 0 (L), one has the commutative diagram
(4.12)
These maps can be obtained as well by looking at the exact sequence
which, by taking the second exterior power and tensoring with L, gives
Using the isomorphism K S (L) ∼ = 2L |S given by ω and the fact that the induced map
is equal to j S * , we get by the long exact sequence induced by (4.14) the desired map
. Tensoring (4.14) by any line bundle L , we also get maps
and in particular
The map (4.11) is then simply obtained by composing the map (4.15) with the map
deduced from the exact sequence (4.13) twisted by L. It is then obvious that the following diagram is commutative:
Furthermore, it also follows from the commutativity of diagrams (4.12) and (4.17)
In order to show the surjectivity of
for generic S and α, we do the following. Let L 1 = ᏻ X (1) be sufficiently ample on X and let φ 0 , . . . ,
. Let R ∈ |ᏻ X (4)| be the ramification locus of φ. For we have the exact sequences analogous to (4.14):
which can be pulled back to S and which give rise to maps (taking into account the
We have the following lemma.
is commutative for an adequate choice of equation r ∈ H 0 (ᏻ X (4)) for R.
This follows easily from the fact that the composite
is the multiplication by r, where the choice of r is determined by the isomorphisms
As a consequence of Lemma 11, we get the following.
Lemma 12. Let d be sufficiently large, and let , t ∈ H 0 (ᏻ (d − 4)) satisfy the following condition: the multiplication map
is surjective. Then the multiplication map
Proof. From Lemma 11 we conclude that the image of the map − 8) ). Indeed, we have the commutative diagrams
where the surjectivity of the first horizontal map is easy to check. So it suffices to prove that if d is large enough, the assumption on , t implies that the multiplication map
is surjective. Now consider the exact sequences
constructed above, where J * ⊂ H 0 (ᏻ ( * )) is the Jacobian ideal of , that is, the image of H 0 ( 2
the map induced by (4.19). The hypothesis on t means exactly that
J 3d−12 + tH 0 ᏻ (2d − 8) = H 0 ᏻ (3d − 12) .
Now if d is large enough, the multiplication map
is surjective. It follows that
is surjective, it follows that
is surjective.
We now conclude the proof of Proposition 2. It is quite easy to verify that for generic , t the condition of Lemma 12 is satisfied. So we have ( , t) such that Im φ * t contains rH 1 ( S (d − 8) ). We want to conclude that
is in fact surjective. Consider the surjective map − 4) ). It has for kernel the space J
The fact that Im φ * t contains rH 1 
We first show that for generic t, σ , and φ
Equivalently, we have to show that the multiplication map
is injective. Looking at the exact sequences
and using the fact that ᏻ X (1) is sufficiently ample, we find that the kernel of the map (4.25) identifies to the set But if φ is generic, the surface R is reduced, and the second condition means that u is tangent to it. Then clearly there is at most for each such u a one-dimensional family of curves {r = s = 0} on the surface R which are tangent to u; that is, s satisfies the first condition. Since u varies in the fixed subspace of H 0 (T X (8) |R ) of elements tangent to R, it follows that for d large enough and generic σ , the two conditions above imply that u = 0, so that the map (4.25) is injective.
This means, as above, that we have
so that, in particular,
But the curve defined by s = φ * t = 0 is equal to the curve defined by s = φ * t = 0; the restriction map
is surjective, and for u ∈ H 0 (T X (2d − 4)), we have
It follows that we have as well
which is equivalent to the fact that φ * t :
Finally, it is easy to check that for generic t ∈ H 0 (ᏻ (4)), the multiplication map
is surjective, so we have proved that for generic t ∈ H 0 (ᏻ (d)) the multiplication map
It remains now to check condition (ii) in Proposition 1. 
is generated by α.
We follow this strategy: We again consider a generic map φ : X → P 3 , with L 1 = ᏻ X (1) = φ * (ᏻ P 3 (1)) sufficiently ample, and surfaces S = φ −1 ( ) for generic
, which is equal to Ker ∇ S α , has the minimal generic dimension. Hence it suffices to prove Proposition 3 for such (S, α) .
First, we show that for generic
that is, λ ∈ Ker ∇ S α , the kernel of
is generated by α and
Then we conclude that for generic λ ∈ Ker ∇ S α , the kernel of
is generated by α, by showing that the set of quadrics q λ on P( . Using (4.19), we get isomorphisms are perfect. We first show the following. (2) ) satisfying the following properties:
Proposition 4. Assume that ᏻ X (1) is sufficiently ample, that φ is generic, and that d is sufficiently large. Let t ∈ H 0 (ᏻ (d)) be generic and assume that there exist
, where α = φ * (t), and the kernel of
is generated by α andJ .
It is clear that α is in the kernel of ∇ S (λ), since we have λ = f φ * (λ 1 ), where 4) ). This implies that αλ = 0 in H 1 ( S (d) ) and a fortiori ∇ S (λ)(α) = 0 in H 2 (ᏻ S ), since we have by (4.18)
AlsoJ is contained in the kernel of ∇ S (λ). Indeed, since λ ∈ H 1 (φ * ) 0 , the map
which is given by interior product, clearly factors through H 1 (φ * (T )). Let us first prove the following lemma.
Here we denote by (Ker λ ) * (resp., (Coker λ ) * ) the kernel of the multiplication by λ : R * σ → R 2d−4+ * σ (resp., the cokernel of the multiplication by λ : We prove (iii) in the same way.
In order to prove Proposition 4, we first study the map
which is the factorization of the multiplication map by φ * (λ ) ∈ H 1 (φ * ):
using the surjective map
(We use the fact that H 1 (φ * (T P 3 ) |S ) = 0.) Notice that from (4.18), the composition of µ λ with the map δ :
. We have the following lemma. 
Notice also that both statements are dual to each other: indeed, the map µ λ is symmetric with respect to the Serre duality isomorphism
so ( So it suffices to prove the second statement, and for this we can replace µ λ by µ λ . To prove it we first prove the following.
Lemma 15. Let Ᏹ be the vector bundle φ * ᏻ X (2) on P 3 , and let be the cokernel of the natural map
then the splitting (4.29) gives an isomorphism
Proof. Let ⊂ X × P 3 be the graph of φ. Then
One concludes from this that is isomorphic to Ker β :
for any P ∈ H 0 (ᏻ P 3 (k)). Using the isomorphism deduced from Lemma 15,
Qφ * P induces a map
then we have the following.
Lemma 17. There is a natural map
such that this map is equal to (Q) ⊗ P .
Proof. We construct the map as follows: Let ᏸ be the cokernel of the natural map
Using the equality
where the notation is as in the proof of Lemma 15, and the resolution (4.30), we find that ᏸ is isomorphic to the dual of the cokernel of the natural map
In particular, there is a natural inclusion of ᏸ in H 0 (ᏻ X (2)) * ⊗ᏻ P 3 (−1). Tensorizing by ᏻ P 3 (1) and taking global sections, we get a map
whose image is the set of linear forms vanishing on We also need the following lemma.
Proof. Notice that each (Q) is symmetric and hence defines a quadric q Q on K * . In fact, q Q (k) = χ (Q)(k 2 ), with the notation of the above proof. But we know that the map χ has for image the set of linear forms vanishing on H 0 (ᏻ P 3 (1))·H 0 (ᏻ X (1) ). So to prove the lemma, it suffices to show that this set, viewed as a set of quadrics on H 0 (ᏻ X (1)), has exactly for base locus H 0 (ᏻ P 3 (1) ). But the base locus of this set of quadrics is exactly the set (4)). Then the multiplication map
induces a map
where we use Corollary 5 to realize
Then we have the following.
Lemma 19. There is a nonzero map :
This is not difficult. In fact, ∈ (H 0 (ᏻ X (4))) * is simply given by the inclusion of
Proof of Proposition 4. We know from Lemma 
Next by Lemma 13,  which has for kernel exactly t . But then it follows immediately that for generic Q and ψ and for λ = λ + λ 2 + λ 3 , the map
has its kernel generated by φ * t ∈ H 1 (φ * T ).
To conclude the proof of Proposition 4, we now simply note that the map
is injective. To see this, it suffices to prove that
Then we have proved that δ •µ λ has its kernel generated by φ * (t) and since this map is equal to the factorization through
follows that this last map has its kernel generated byJ and α = φ * t. So Proposition 4 is proved.
Next we prove the following lemma. Proof. For any λ ∈ H 1 ( S ) 0 , the map
is symmetric with respect to Serre duality, so it determines a quadric q λ on P(H 0 (ᏻ S (d))). We know by assumption that there is a q λ , which has for singular locus the projective space generated by α andJ , and we want to conclude that the generic q λ singular at α has α as its only singular point. By Bertini, it clearly suffices to prove that the system of quadrics q λ singular at α has no base point on the projective space P(J ). Now note that the set Ker ∇ S α , which exactly parametrizes this linear system, identifies to λ ∈ H 1 ( S ) 0 , λ ⊥ ∇ The dimension of the subspace Z of P(R l+2 σ ) defined by the condition
is not greater than 140, for generic σ .
This obviously contradicts the fact that Z ⊂ Z and dim Z ≥ h 0 (l + 2) − h 0 (l + 1), which is strictly greater than 140 for d large enough, since l > d. So the existence of such Z for generic σ is absurd, and Lemma 22 is proved.
The proof of Proposition 3 is now finished, and together with Propositions 1 and 2, it implies Theorem 4.
