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Abstract
The capacity of vehicular networks to oﬀer non-safety services, like infotainment applications or the exchange of
multimedia information between vehicles, have attracted a great deal of attention to the ﬁeld of Intelligent Transport
Systems (ITS). In particular, in this article we focus our attention on IEEE 802.11p which deﬁnes enhancements to IEEE
802.11 required to support ITS applications. We present an FPGA-based testbed developed to evaluate H.264/AVC
(Advanced Video Coding) video transmission over vehicular networks. The testbed covers some of the most common
situations in vehicle-to-vehicle and roadside-to-vehicle communications and it is highly ﬂexible, allowing the
performance evaluation of diﬀerent vehicular standard conﬁgurations. We also show several experimental results to
illustrate the quality obtained when H.264/AVC encoded video is transmitted over IEEE 802.11p networks. The quality
is measured considering two important parameters: the percentage of recovered group of pictures and the frame
quality. In order to improve performance, we propose to substitute the convolutional channel encoder used in IEEE
802.11p for a low-density parity-check code encoder. In addition, we suggest a simple strategy to decide the
optimum number of iterations needed to decode each packet received.
1 Introduction
Vehicular communications is one of the topics that has
recently attracted a lot of attention to the ﬁeld of Intelli-
gent Transport Systems (ITS). Such kind of wireless com-
munications may be performed between moving vehicles
(vehicle-to-vehicle, VTV or V2V) or from vehicles-to-
infrastructure (V2I or roadside-to-vehicle, RTV). They
basically support services aimed at providing safety
and non-safety applications. Vehicular safety applications
require a fast exchange of messages in order to obtain
a swift reaction from the car or the driver in danger-
ous situations, like sudden brakings or approaches to
blind intersections. Non-safety applications do not suﬀer
from so tight time constraints and include, for instance,
the provision of wireless Internet access or infotainment
services.
Regarding safety applications, IEEE 802.11p [1] is the
best positioned standard to act as the reference for the
PHYsical (PHY) and Medium Access Control (MAC)
layers of vehicular communications. However, for non-
safety vehicular applications, the selection of the most
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suitable wireless access standard remains an open issue,
being the most cited candidates the WiFi standards IEEE
802.11a/b/g, as well as WiMAX (IEEE 802.16e). Further-
more, they can be narrowed down to only IEEE 802.11a,
IEEE 802.11p, and IEEE 802.16e, since vehicular commu-
nications will take place in the 5 GHz band: both US and
European authorities have reserved spectrum for ITS at
5.9 GHz.
The IEEE 802.11a/p and IEEE 802.16e PHY layers are
interfaces between the MAC layer and the wireless media
which are based on the orthogonal frequency-division
multiplexing (OFDM) modulation. The IEEE 802.11a/p
PHY layer uses 64 subcarriers, while IEEE 802.16e can
use up to 2.048. In both cases, the data subcarriers can
be modulated with BPSK, QPSK, 16-QAM or 64-QAM
depending upon the channel conditions. All three stan-
dards employ forward error correction mechanisms that
can be implemented through convolutional coding with
diﬀerent coding rates, resulting in diﬀerent transmission
modes with multiple data rates.
Video streaming over vehicular networks is an attractive
feature to many applications, such as emergency live video
transmission, road-side video advertisement broadcast-
ing, and inter-vehicle video conversation. Unfortunately,
the performance of video streaming suﬀers from the delay
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and packet loss incurred by the vehicular network char-
acteristics. In this article, we evaluate the performance
of H.264/AVC over IEEE 802.11p, since it has explicitly
been designed to perform vehicular communications. The
evaluation has been done using a transceiver developed
by Grupo de Tecnologı´a Electro´nica y Comunicaciones
(GTEC) from University of A Corun˜a, Spain [2].
One of the most important aspects to evaluate vehicular
networks performance via simulation is to use an ade-
quate channel model. The channel models implemented
on our system are based on the work described in [3,4],
which is mainly based on a measurement campaign car-
ried out in the spring of 2006 in Atlanta, Georgia. From
these measurements, the authors obtained six diﬀerent
channel models that cover some of the most common sit-
uations where VTV and RTV communications may take
place:
• Urban canyons, with dense and tall buildings or
slopes, where vehicles move at a speed of roughly
120 km/h. Although the speed may seem really high
for an urban environment, note that the term “urban
canyon” refers not only to places where there are tall
buildings, but any other place where there are slopes
or even large metallic billboards at both sides of the
road that can cause a great deal of signal reﬂections.
• Suburban expressways, with moderately dense,
low-story buildings, where the speed is approximately
140 km/h.
• Suburban surface streets, with moderately dense,
low-story buildings, where the driving speed is 120
km/h.
Althoughwe have obtained results for all scenarios, for the
sake of this article length, we will only present the results
obtained for two of them: an RTV Urban Canyon and a
VTV Suburban Expressway.
The remainder of this article is organized as fol-
lows. Section 2 summarizes the state-of-the-art related
to video transmission over wireless channels. Section 3
describes the vehicular communications testbed used
for testing the performance of video transmission over
IEEE 802.11p. Section 4 presents the low-density parity-
check codes (LDPCs) we have implemented for replac-
ing the convolutional codes included in regular IEEE
802.11p transceivers. Section 5 evaluates the performance
and computational load of the vehicular testbed pro-
posed when using convolutional codes or LDPCs in two
vehicular environments. Finally, Section 6 is devoted to
conclusions.
2 State-of-the-art
The utilization of testbeds to evaluate the performance of
IEEE 802.11 technologies to transmit data over vehicles
has been addressed in previous work. In [5], a testbed
is created to assess the capabilities of IEEE 802.11 stan-
dards in terms of Round Trip Time and packet losses.
The results include an evaluation of the performance of
VTV and RTV multi-hop communications based on the
IEEE 802.11b standard, revealing that distance and line
of sight communication are the two factors that mainly
aﬀect network communications. In the same way, in [6],
it was demonstrated the feasibility of using IEEE 802.11b
networks for transfer control protocol and user data-
gram protocol communications with moving cars. The
authors conduct experiments in a friendly environment,
with no obstacles or interferences from other radios and
vehicles. Therefore, the results can be interpreted as a
ﬁrst approach to vehicular communications. There also
exist other interesting testbeds that use IEEE 802.11p, in
which this article is focused on. For instance, in [7], it
was established a relationship between theoretical mea-
sures and the ones obtained with a testbed. According
to the authors, their experiments lead to the ﬁrst pub-
lic data available from real measurements using NEC
Linkbird-MX IEEE 802.11p cards, which showed that
the results obtained were closely related to the theoret-
ical ﬁgures. These results had a great impact, opening
the possibility of evaluating IEEE 802.11p-based testbeds
without requiring to perform measurements on the
road.
Besides assessing the viability of using diﬀerent trans-
ceivers in vehicular scenarios, the scientiﬁc community
has studied how this kind of vehicular communications
responds to data requirements. However, there are just a
few publications dedicated to the standard IEEE 802.11p,
being the major contributions related to generic testbeds
or theoretical developments. For example, in [8] the
authors present results (in terms of packet loss, end-to-
end delay and transmission jitter) of H.264/AVC coded
video transmissions over mobile area networks (but not
in vehicular scenarios) when using IEEE 802.11b inter-
faces. By using traﬃc shaping tools they showed that
video data requires high quality service and that the error
resilience and correction mechanisms in the coding stan-
dard H.264/AVC were completely ineﬀective. In [9], the
performance of H.264/AVC video streaming was evalu-
ated in vehicular environments using the IEEE 802.11b
ad-hoc network protocol. The results obtained in such
a paper concludes that each vehicular scenario presents
speciﬁc characteristics in terms of average link availabil-
ity and signal-to-noise ratio (SNR), which can be exploited
to develop more eﬃcient applications. Furthermore, one
of the most important contributions is [10], where the
authors described the main characteristics of every vehic-
ular channel, in most common parameters like received
power or delay spread, extracting a great analysis of trans-
mission reliability in this kind of communications.
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Other standards have also been evaluated. For instance,
in [11] an IEEE 802.16e (Mobile WiMAX) platform devel-
oped in NS-2 [12] was used to transmit video data coded
with H.264/AVC, measuring jitter, delay, and peak signal-
to-noise ratio (PSNR). The results obtained show that the
average delay and jitter grow when the number of inter-
fering nodes increases. Moreover, for high levels of video
sample dynamism, the PSNR values obtained when cod-
ing with H.264/AVC are higher than the ones obtained by
other codecs.
The results of all the articles previously mentioned allow
us to conclude that the transmission of H.264/AVC coded
videos over vehicular networks needs to be reinforced in
order to improve its quality and overall performance. Sev-
eral papers have addressed this issue in the last years.
For example, in [13] diﬀerent improvements are sug-
gested for a buﬀering scheme related to forwarding. Two
strategies are proposed: forwarding from the sender and
forwarding from the receiver. The results show that for-
warding from the receiver can improve video quality in
most traﬃc situations. In the same way, a buﬀer overﬂow
strategy based on deleting video packets with earlier play-
back deadline was proposed to mitigate this unavoidable
fact. Other authors suggest improving the performance of
video transmissions by incorporating more eﬃcient trans-
mission mechanisms. An example is given in [14], where
it was evaluated the performance (in terms of BER and
PSNR) when using LDPC codes. However, it is important
to note that some of the LDPC coding rates used in [14]
are not supported by IEEE 802.11p.
There also exist some unequal error protection sys-
tems that can transmit video data optimally by coding
diﬀerent sub-streams with diﬀerent rates [15]. In such
a paper, it was proposed an optimal bit allocation algo-
rithm in order to allocate diﬀerent LDPC channel coding
rates to diﬀerent sub-streams in a H.264/AVC coded video
to achieve better end-to-end distortion than in an equal
error protection (EEP) scheme.
Another approximation for obtaining better results con-
sists in taking into account information about the channel.
For instance, in [16], a cross-layer design was built with
the objective of adapting the most relevant parameters
in the application and physical layers to the transmis-
sion conditions. Thus, it was optimized the relationship
between the average PSNR and the outage probability in a
video broadcast service, obtaining the maximum possible
video quality. This technique was studied in several papers
[17-19] due to the numerous possibilities of conﬁgura-
tion and the conceptualization oﬀered by the cross-layer
architecture.
The main contribution of this article is the evaluation
of the performance of H.264/AVC over realistic vehicu-
lar channels using an FPGA implementation. The FPGA
emulator uses the vehicular channel models proposed in
[3] and allows for evaluating the performance in diﬀer-
ent vehicular environments without requiring to perform
tests on real roads. Therefore, this platform is a fast, ﬂex-
ible, and cheap solution to evaluate video performance in
empirical scenarios. Our studies are focused on improving
the video transmissions that follow the H.264/AVC and
IEEE 802.11p speciﬁcations, what lead us to implement
the proposed schemes in a realistic network.
3 Vehicular communications testbed
The IEEE 802.11p standard is an amendment to the
IEEE 802.11-2007 [20] that is technically compatible with
the speciﬁcations given by ASTM E2213-03 [21], which
addresses the challenges arising from providing wireless
access in vehicular environments. Its PHY layer is very
similar to that of the IEEE 802.11a, but there is an impor-
tant diﬀerence: the 20MHz bandwidth used by IEEE
802.11a is reduced to only 10MHz. Such a diﬀerence is
translated into a data transfer rate loss, but it doubles
the OFDM symbol time length, which allows for reducing
inter-symbol interference (ISI) and, therefore, supports
the large delay spreads usually found in vehicular chan-
nels. A deep description of the IEEE 802.11p is beyond
the scope of this article, but we encourage the interested
reader to take a look at the excellent overviews given
in [22,23].
In this section, we present a testbed that is able to trans-
mit and receive H.264/AVC content in diﬀerent vehicular
scenarios. As it is shown in Figure 1, the system con-
sists of three main parts: the H.264/AVC layer module,
the IEEE 802.11p transceiver, and the channel emulator.
While the transceiver was developed using technical soft-
ware, the channel emulator is based on an FPGA. They are
connected to each other through the PCI bus. This IEEE
802.11p testbed has been developed using as a reference
the software transceiver and a hardware channel emulator
previously developed by the Group of Electronic Technol-
ogy and Communications of University of A Corun˜a [2].
3.1 H.264/AVC layer model
H.264/AVC (or MPEG-4 Part 10) is currently one of the
most commonly used formats for recording, compress-
ing, and distributing high deﬁnition video. H.264/AVC
contains a number of new features allowing for compress-
ing video more eﬀectively than previous standards while
providing more ﬂexibility in a wide variety of network
environments. The H.264/AVC standard has enhanced
compression performance and provided a proper video
representation for network transmission, addressing con-
versational (video telephony), and non-conversational
(storage, broadcast, or streaming) applications. Further-
more, H.264/AVC achieves a signiﬁcant improvement
in terms of rate-distortion with respect to existing
standards [24,25].
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Figure 1 H.264/AVC integration modules.
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H.264/AVC oﬀers a simple and standardized struc-
ture for encapsulating compressed video and its related
information (for more details see [25,26] and references
therein). H.264/AVC syntax elements are encapsulated
into Raw Byte Sequence Payloads (RBSP) and then into
Network Abstraction Layer Units (NALU). The RBSP
trailing bits are added in order to create a payload with an
integral number of bytes. An RBSP is encapsulated into a
NALU by adding a 1-byte header and inserting emulation
prevention bytes. It is important to take into account that,
like previous standards [27], H.264/AVC deﬁnes three
frame types: Intra frames (I-frames), predictive frames
(P-frames), and bidirectional frames (B-frames). A NALU
contains data corresponding only to one type of frame.
H.264/AVC coded videos can be transmitted across net-
works using transport mechanisms like Real-time Trans-
port Protocol (RTP). RTP deﬁnes a packet structure for
real-time data transmissions that includes a type identiﬁer
and a sequence number used to re-order packets in time
while decoding the data. RTP payload formats are deﬁned
for various multimedia encoders, including H.264/AVC.
Each H.264/AVC NALU can be then inserted as a payload
into an RTP packet.
The H.264/AVC encoder and decoder used in this arti-
cle have been implemented by the Heinrich Hertz Insti-
tute in Fraunhofer and are called H.264/AVC JM 18.4
Reference Software [28], being the source code open to all
developers. Such a source code was developed in Visual
C++, so it is relatively simple to modify the encoder and
the decoder parameters, and to parse the output ﬁle to
extract the stream to be transmitted by the IEEE 802.11p
transceiver. Of all the proﬁles oﬀered by the H.264/AVC
JM Reference Software, we selected the “extended proﬁle”
encoder, because it is a proﬁle for eﬃcient video stream-
ing. This proﬁle has relatively high compression capabil-
ity and some extra features for robustness against data
losses [29].
In order to adapt the H.264/AVC packet stream to
the requirements of our IEEE 802.11p transceiver, it was
necessary to conﬁgure the following parameters of the
encoder properly in order to extract the video stream:
• Since it is necessary to conﬁgure the encoder to
obtain an output in RTP format, we selected
OutFileMode = 1 and PartitionMode = 0. Also, we
established SliceMode = 0 to guarantee that each
RTP packet only contains bits from a frame type
(I/P/B frames).
• In a previous empirical study, we obtained that the
selection of a quantizer equal to 30 provided better
video quality at the expense of a small video size
increase. For this reason, we used QPISlice = 30,
QPPSlice = 30, and QPBSlice = 30. For the
remaining parameters, we used the default values: a
frame rate of 30 frames and YUV sampling format
4:2:0 (FrameRate = 30 and YUVFormat = 1).
Once selected all the parameters, it was necessary to
create a highly ﬂexible layer to integrate this optimized
coded video and the vehicular emulator (see top layer in
Figure 1). Such a layer is able to provide video data to the
vehicular emulator in an intelligent way, being possible to
choose between the diﬀerent frames in the GOP or even
the diﬀerent headers or coeﬃcients in a frame.
The ﬁrst step to build the integration layer consists in
modifying the original code of the H.264/AVC JM 18.4
Reference Software encoder in order to obtain the posi-
tion of each kind of header and coeﬃcient of the video
architecture. It must be noted that the extraction of such
values was possible after an intense inverse engineering
process over the original JM code.
After this process, it was necessary to create an inte-
gration module to convert the original video stream to
an adapted and personalized bit stream based on the
header/coeﬃcient positions. This process requires two
scripts. The ﬁrst one (“Position parser script” in Figure 1)
is a MATLAB script able to extract an array with the
data to be transmitted. Such an extraction depends on the
kind of frame or the type of selected header/coeﬃcient to
be transmitted. Then, a second script (“H.264 encoding
adapter script” in Figure 1) processes the data array with
the objective of generating the data stream ﬁle to be trans-
mitted to the vehicular emulator. This second script lets
us separate the diﬀerent images or headers/coeﬃcients
in the video depending on the position of the bits in the
H.264/AVC architecture. Thanks to this module we can
isolate certain data in order to analyze their impact in
GOP recovery percentage and video quality. In the same
way, this script allows us to transmit diﬀerent images using
diﬀerent channel encoding procedures.
Once the diﬀerent videos are transmitted, it is neces-
sary to decode them to obtain diﬀerent quality of expe-
rience (QoE) measurements. In the receiver, there exists
an automatic MATLAB decoding script that automates
the decoding process of the diﬀerent videos. Such script
invokes the original H.264/AVC JM 18.2 Reference Soft-
ware decoder, conﬁguring it automatically for the decod-
ing process andmaking it possible to analyze a remarkable
number of videos in a minimum amount of time. The
output of the decoder for each video is stored in a diﬀer-
ent text ﬁle, which is parsed by two scripts to obtain the
graphs that show the image quality and the percentage of
recovered GOPs.
3.2 Transmitter
The transmitter performs the steps shown on the left-
hand side of Figure 1. First, the data obtained from the
H.264/AVC integration layer (RTP packets) are divided in
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packets of 4032 bits. Each packet is scrambled, coded, and
interleaved. The scrambler uses a 127-bit pseudo-random
sequence. The scrambled data is then passed to a convolu-
tional encoder, which introduces, in a controlled manner,
certain redundancy into the bit stream. This redundancy
allows the receiver to combat the detrimental eﬀects of
the channel and, hence, achieve reliable communications
in spite of these eﬀects. The standard speciﬁes an encod-
ing rate of up to 1/2, which means that the encoder takes
as input a single information bit and produces at its output
two coded bits. The convolutional code introduces redun-
dant bits into the data stream through the use of linear
shift registers. The generator polynomial is g0 = 133 and
g1 = 171 in octal mode.
The output of the convolutional code is passed through
an interleaver which performs a two-step permutation:
the ﬁrst permutation ensures that adjacent coded bits are
mapped onto non-adjacent subcarriers, while the second
permutation ensures that adjacent coded bits are mapped
onto less and more signiﬁcant bits of the constellation
to avoid long runs of low reliability. After interleaving,
the bits are Gray-mapped into Binary Phase Shift Keying
(BPSK) symbols and placed into 48 out of a total of 64 sub-
carriers. Four subcarriers are dedicated to pilot signals,
DC subcarrier is not used, and the remaining subcarriers
are dedicated to frequency guards. Each group of 64 sub-
carriers is modulated using OFDM, what implies that the
Inverse Fast Fourier Transform (IFFT) is applied. Finally,
a 1/4 cyclic preﬁx (CP) is added to prevent ISI.
3.3 Receiver
The receiver blocks are shown on the right-hand side of
Figure 1. The ﬁrst step, at the bottom of Figure 1, con-
sists in removing the CP. Then, the FFT is applied to each
OFDM symbol. Next, the channel is estimated using the
four pilots, obtaining the estimated channel coeﬃcients
for the pilot subcarriers. The four channel coeﬃcient
estimates are linearly interpolated to obtain the channel
frequency response for the rest of the subcarriers. After
this, an Minimum Mean Square Error (MMSE) equalizer
is employed. Finally, the equalized symbols are sent to a
soft detector, whose outputs are deinterleaved, inverting
the permutations performed in the transmitter. Finally,
the decoding is carried out. For this last step, we use
the Viterbi algorithm as implemented by Simulink. Such
a component decodes soft decisions, which are integers
between 0 and 2b − 1, where b is the number of soft
decision bits (0 is the most conﬁdent decision for logical
zero and 2b − 1 the most conﬁdent decision for logical
one). Thus, the Hamming distance is used to calculate the
branch metrics. The decoder works in Terminated mode
(i.e., each input is treated independently) and the Trace-
back depth (i.e., the number of trellis branches used to
construct each traceback path) is set to be equal to the
number of data subcarriers inside each OFDM symbol.
Finally, the received video crosses the H.264/AVC inte-
gration layer to obtain the data needed for generating the
desired graphs, in terms of quality and percentage of GOP
recuperation.
3.4 FPGA-based channel-emulator
The channel models implemented on the FPGA-based
vehicular emulator were obtained after a measurement
campaign carried out in the Spring of 2006 in Atlanta,
Georgia. Such channels were described initially in gen-
eral terms in [3] and later, in more detail in [4]. In such
documents, the authors present channel models for six
diﬀerent high-speed environments at 5.9 GHz that cover
some of the most common situations in which VTV and
RTV communications may take place.
The channel models can be grouped into three ma-
jor scenarios: urban canyons (RTV-Urban Canyon,
VTV-Urban Canyon Oncoming), expressways (VTV-
Expressway Oncoming, RTV-Expressway, VTV-Express-
way Same Direction With Wall), and suburban surface
streets (RTV-Suburban Street). Urban canyon and subur-
ban surface streets measurements assume a speed of 120
km/h, whereas the expressway measurements were made
consistent with speeds of 140 km/h. Table 1 summarizes
the main characteristics of the models.
The vehicular channel emulator has been developed
using a BenADDA-IV kit from Nallatech [30] featuring:
• A Virtex-IV FPGA (XC4VSX35-10FF668).
• 4 MB of ZBT-RAM (Zero-Bus Turnaround RAM),
two 14-bit Analog-to-Digital Converters (ADCs) able
to sample up to 105 MS/s and two 14-bit DACs
(digital-to-analog converters) that can run up to 160
MS/s.







TX-RX distance (m) 100 300 − 400
Speed (km/h) 120 140




Maximum delay spread (ns) 501 302
Rician K (dB) 7.5 −1.6
Overall K factor (dB) 6.7 −3.6
Maximum frequency shift (Hz) 720 1466
Maximum Doppler fading (Hz) 994 858
LOS Doppler (Hz) 654 1452
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• It is able to operate either connected to a PC (via the
PCI bus) or in stand-alone mode.
Regarding the implementation, it is worth noting that,
traditionally, the development on the FPGA was car-
ried out by using low-level description languages such as
Very High-Speed Integrated Circuit Hardware Descrip-
tion Language (VHDL), which usually derive into slow
development stages. Although in most cases VHDL is
able to obtain resource-eﬃcient FPGA designs, program-
ming can become a cumbersome task that may consume
a large amount of manpower. To avoid this problem, we
have taken advantage of the Xilinx System Generator. It
is pretty similar to Matlab’s Simulink and permits the
use of high-level blocks, enabling complex FPGA designs
easier and faster. Moreover, it allows the programmer to
interact very easily with systems developed inMATLAB
and Simulink, thus simplifying data exchange between
a design running on the FPGA and a software implemen-
tation that is executed on a PC (in fact, for our tests we
have run in MATLAB and Simulink the transceivers
while the vehicular channel emulator was running on the
FPGA). However, it must be noted that although rapid-
prototyping tools like System Generator increase devel-
opment speed, they usually produce non-optimized large
designs that may not ﬁt into the FPGA. Hence, for large
designs, optimizations must be performed. A detailed
description of the design and the optimizations applied to
the vehicular emulator can be found in [2].
4 IEEE 802.11p transceiver with LDPCs
Besides evaluating the convolutional codes included in
IEEE 802.11p, in this article we also show the performance
of the system when using LDPC codes [31]. LDPCs are a
kind of linear block codes characterized by a parity check
matrixH with dv ones in each column and dc ones in each
row, where dv and dc are chosen as part of the codeword
design and are small in relation to the codeword length
[32]. Since the fraction of non-zero entries in H is small,
the parity check matrix for the code has a low density.
Provided that the codeword length is long, LDPC codes
achieve performance close to the Shannon limit. LDPC
codes tend to have relatively high encoding complexity
(quadratic in block length) but low decoding complexity
because it carries out an iterative procedure. In order to
compare it directly with the convolutional code, we have
used a 1/2 LDPC and a matrixH with dimensions 24× 48
and 72 ones, three per column.
The creation of the matrix H is straightforward: after
ﬁxing the number of ones for each column/row, they
are pseudo-randomly spread throughout the matrix. It is
interesting to note that it is possible to create improved
codes for speciﬁc channels by using, for instance, EXtrin-
sic Information Transfer (EXIT) chart evolution [33].
The LDPC decoder is based on a message-passing algo-
rithm known as Sum-Product Algorithm (SPA) [31] or,
sometimes, as Belief Propagation [34]. Given a factor
graph, the algorithm calculates the marginal distribu-
tion for each unobserved node conditioned by any nodes
observed. In our implementation, we use a log-domain
SPA instead of the probability-domain SPA used in [31].
Both versions of SPA have similar decoding performance,
but the use of log-likelihoods instead of probabilities
allows us to substitute multiplications with additions,
which are computationally more eﬃcient. This algorithm
allows for determining each bit of the codeword based on
the joint information of the variables and check nodes. If
the word found is correct, the algorithm stops. In other
case, it starts again from the values calculated in the last
iteration as initial variable node probabilities.
The number of iterations of the LDPC decoder is a very
important parameter since it ensures with a very high
probability that the codeword is correct but, once reached
the correct codeword, it is unnecessary to perform more
iterations because the result will be the same. For this
reason, our algorithm calculates the Hamming distance
between the codeword obtained in two consecutive itera-
tions and then decides whether it is necessary to keep on
iterating.
5 Experimental results
We have carried out several simulation experiments ori-
ented to the evaluation of the performance obtained when
videos coded with H.264/AVC are transmitted using our
IEEE 802.11p vehicular testbed described in Section 3.
The evaluation has been performed considering 10 frames
of typical videos in QCIF format (176 × 144 pixels) [35]:
Claire, Coastguard, Foreman, and News. For each video,
the Group of Pictures (GOP) used in the simulations is
formed by one I-frame, three P-frames, and six B-frames.
Table 2 shows the quality of the coded videos obtained
using the following expression





where PSNR is in dB corresponding to the luminance
(Y ), blue chrominance (Cb), and red chrominance (Cr).
The weight parameters correspond to the typical sample
scheme 4:2:0.












































































Figure 2 Performance of H.264/AVC over IEEE 802.11p in “RTV-Urban Canyon”: convolutional code.
The vehicular channels also added Gaussian noise
resulting Eb/N0 values at reception that ranged between
12 and 24 dB. The results have been obtained by averag-
ing 50 independent GOP transmissions in four diﬀerent
videos, varying the channel coeﬃcients in each transmit-
ted physical packet. The number of physical packets is
diﬀerent for each video: 13 packets in Foreman, 10 in
News, 6 in Claire, and 13 in Coastguard.
In order to obtain a ﬁrst measure of the performance,
we determined the probability of recovering all frames in a
GOP with respect to the total number of GOPs transmit-
ted. Furthermore, since H.264/AVC deﬁnes three frame
types (as it was mentioned in Section 3.1), we decided to
quantify the impact of the channel over the packets asso-
ciated to each kind of frame. Thus, we have performed
three diﬀerent experiments in which only the packets
corresponding to I/B/P-frames are transmitted through
the channel while the rest of the packets are not per-
turbed, therefore determining the speciﬁc impact of each
one.
5.1 RTV-urban canyon oncoming transmissions
5.1.1 GOP success probability
In this ﬁrst set of experiments we have evaluated the per-
formance of transmitting the videos over the vehicular
channel RTV-Urban Canyon Oncoming. Figure 2 shows
the percentage of recovered GOPs for diﬀerent Eb/N0
values and for the four images selected when using convo-
lutional codes. The legend indicates which frame type is










































































Figure 3 Performance of H.264/AVC over IEEE 802.11p in “RTV-Urban Canyon”: LDPC with 2 iterations.













































































Figure 4 Performance of H.264/AVC over IEEE 802.11p in “RTV-Urban Canyon”: LDPC with 10 iterations.
Figure 2 points out several important aspects about the
performance of the IEEE 802.11p transceiver:
• In most experiments the convolutional code is not
able to recover I-frames, which translates into the lost
of almost all frames of the GOP.
• The best performance obtained by the convolutional
code occurs when only B-frames are transmitted
through the channel. However, note that, in general,
the percentage of the recovered GOP is less than 80%
for all test videos (it is only obtained more than 80%
for Claire with Eb/N0 =24 dB).
At the sight of the results it can be stated that the per-
formance of IEEE 802.11p is not acceptable to transmit
videos coded with H.264/AVC in the selected vehicu-
lar channel. Due to that reason we have evaluated the
performance of the transceiver while using LPDC codes
instead of convolutional codes. Figure 3 shows the per-
centage of recovered GOPs for diﬀerent Eb/N0 values
when the LDPC decoding algorithm performs two iter-
ations, while Figure 4 exhibits the results obtained for
ten iterations. Comparing both ﬁgures, it can be con-
cluded that increasing the number of iterations improves
the performance, especially for I-frames. Furthermore, it
can clearly be observed the improvement obtained with
respect to convolutional codes for all kinds of frames.
Figure 5 shows the results obtained when the number of
iterations of the decoding algorithm is determined using







































































Figure 5 Performance of H.264/AVC over IEEE 802.11p in “RTV-Urban Canyon”: LDPC with a variable number iterations.
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the LDPC decoder stops when the distance between two
consecutive outputs is zero or when the number of iter-
ations is greater than 30. Note that using this adaptive
approach the results are clearly better than those obtained
using 10 iterations. For instance, if we look at the Eb/N0
value where 50% of GOP success probability is achieved
for the worst case (I-frames), we see that:
• For the video “Claire”, 15.8 dB are required for an
LDPC with 10 iterations, while only 14 dB for a
variable number of iterations.
• For “Coastguard”, 21 dB are needed for an LDPC with
10 iterations and 16.4 dB for a variable number of
iterations.
• For “Foreman”, it is needed 17 dB for an LDPC with
10 iterations and 14 dB for a variable number of
iterations.
• For “News”, it is needed 21 dB for an LDPC with 10
iterations and 16.4 dB for a variable number of
iterations.
These results allow us to conclude that, on average,
the adaptive approach requires about 3 dB less than using
10 iterations. This fact has an important impact into
the transmission power: the variable approach requires
only half of the power for reaching 50% of GOP success
probability.
Finally, Figure 6 shows the success probability when
all the packets are transmitted through the RTV-Urban
Canyon Oncoming. We can see that the utilization of
LDPCs improves dramatically the performance obtained
by the convolutional codes which were unable to recover
correctly all the frames of the GOP in the selected sce-
narios, even for high Eb/N0 values. Note also that the
proposed approach with a variable number of iterations
Table 3 Number of iterations of the LDPC decoder
Iterations Occurrences (%)
RTV-Urban Canyon VTV-Expressway Oncoming
1 iteration 0 0
2 iterations 93.9254 94.4907
3 iterations 2.7151 2.7315
4 iterations 0.7363 0.7407
5 iterations 0.4142 0.4167
6 iterations 0.2301 0.2315
7 iterations 0.2301 0.2315
8–29 iterations less than 0.1 less than 0.1
30 iterations 0.5983 0.6019
obtains the best performance for any video and Eb/N0
value.
The smallest diﬀerence obtained between the adaptive
and the 10-iteration schemes occurs for the video “Claire”.
For that video and vehicular scenario, Table 3 shows the
number of iterations actually consumed. We can see that,
in most cases, only 2 iterations have been required. There
exists a residual percentage of GOPs that uses 30 iter-
ations, corresponding to the packets that the LDPC is
not able to recover. It is important to remark that the
performance diﬀerence between the variable and the 10-
iteration approach is derived from the small fraction of
situations in which more than 10 iterations are required
(see Table 3).
Figure 7 compares the performance in terms of frame
quality obtained by averaging the quality measure in
Equation (1) between of the recovered videos with respect
to the original transmitted videos. Such a ﬁgure corrobo-

















































































Figure 6 Performance of H.264/AVC over IEEE 802.11p in “RTV-Urban Canyon”: Success probability comparison.





























































Figure 7 Performance of H.264/AVC over IEEE 802.11p in “RTV-Urban Canyon”: Quality comparison.
remarkable improvement obtained by using LDPCs com-
pared to convolutional codes. Comparing the curves and
the maximum values given in Table 2, we conclude that
for an adequate Eb/N0, it is possible to recover the videos
without losing quality. In particular, LDPCs with a vari-
able number of iterations achieve the best performance for
almost every Eb/N0 value and video.
5.2 VTV-expressway oncoming
In order to assess the H.264/AVC-based system proposed
in another common vehicular scenario, we evaluated
also the performance considering now VTV-Expressway
Oncoming. Figure 8 shows the results obtained when all
the packets are transmitted. We can see again that the
utilization of LDPCs improves the performance obtained
by the convolutional codes. Moreover, the utilization of
a variable number of iterations allows for obtaining a
remarkable improvement for any video and Eb/N0 value.
Comparing these results to the ones obtained for the RTV-
Urban Canyon Oncoming transmissions, it can be con-
cluded that the channel in Expressway introduces more
degradation. However, the utilization of LDPCs with a
variable number of iterations obtains more than 50% of
the recovered GOPs. Figure 9 shows that the utilization
of this method allows for improving frame quality. The
number of iterations presented in Table 3 shows that,
like in RTV-Urban CanyonOncoming, the adaptive LDPC

















































































Figure 8 Performance of H.264/AVC over IEEE 802.11p in “VTV-Expressway Oncoming”: Success probability comparison.



































































Figure 9 Performance of H.264/AVC over IEEE 802.11p “VTV-Expressway Oncoming”: Quality comparison.
5.3 Computational complexity
In order to compare the computational load associated
with convolutional and LDPC coding, we have measured
the time required by the encoding and decoding pro-
cesses. Table 4 presents the execution time required by
the convolutional and LDPC codes when using 2, 10,
and a variable number of iterations. Note that the LDPC
decoder carries out two steps: initialization and iteration.
The initialization lasts 0.3 ms and each iteration lasts
3.3 ms. In the case of the adaptive LDPC, the decoder
time depends on the number of iterations. The averaged
number of iterations obtained for 2240 packets of 48 bits
has been 2.30 iterations for RTV-Urban Canyon Oncom-
ing, and 2.31 iterations for VTV-Expressway Oncoming.
Notice that the number of iterations depends on the chan-
nel and the PHY layer, but not on the video (for this reason
we only show the results for the video “News”).
The results given in Table 4 show that the computational
load of the encoders is similar, but they diﬀer greatly in the
decoders load: Convolutional decoder requires the same
time as the LDPC decoder with 10 iterations. Note that






LDPC with 2 iterations 49.1 6.9








this time is reduced considerably when the number of iter-
ations is determined for each packet. Considering these
results, the GOP success probability and the image quality
results shown in previous sections, we can conclude that
the LDPC with variable number of iterations is an inter-
esting alternative for providing video services in vehicular
environments.
6 Conclusions and future work
This article studies the performance of transmitting
videos coded with H.264/AVC over IEEE 802.11p. It
was developed a testbed that is able to transmit and
receive H.264/AVC coded videos over diﬀerent vehic-
ular empirical scenarios. The system consists of three
parts: the H.264/AVC encoder/decoder, the IEEE 802.11p
transceiver, and the FPGA channel emulator. Using
this testbed, we have evaluated the performance of
H.264/AVC video data transmitted over IEEE 802.11p
in RTV-Urban Canyon and VTV-Expressway Oncoming
channels. The results show a poor performance in both
recovered GOP percentage and frame quality. For this
reason, we replaced the convolutional coding stage with
another one based on LDPC codes, showing a dramatic
improvement. Since LDPC decoding uses an iterative
algorithm adapted to the relevance of the video data to
transmit, we have proposed an LDPC scheme that deter-
mines the required number of iterations each time a
new packet is received. This new scheme provides very
promising results compared to rigid channel encoding
schemes. Finally, we have quantiﬁed the computational
load of each coding stage, concluding that the adaptive
LDPC coding variant has better performance and, glob-
ally, is much more appropriate for channel encoding in
vehicular video transmissions.
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Further work will deal with evaluating the performance
considering a more complete set of videos and diﬀer-
ent combinations of coding schemes. In addition, more
robust coding schemes will be considered to transmit
I-frames. Finally, it is reasonable to think that the perfor-
mance could be improved by choosing the LDPC matrix
depending on the speciﬁc vehicular channel.
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