The emergence of low-cost cameras with nearly professional features in the consumer market represents a new important source of video information. For example, using an increasing number of these cameras in live TV broadcastings enables obtaining varied contents without affecting the production costs. However, searching for interesting shots (e.g., a certain view of a specific car in a race) among many video sources in real-time can be difficult for a Technical Director (TD). So, TDs require a mechanism to easily and precisely represent the kind of shot they want to obtain abstracting them from the need to be aware of all the views provided by the cameras. In this paper we present our proposal to help a TD to visually define, using an interface for the definition of 3D scenes, an interesting sample view of one or more objects in the scenario. We recreate the views of the cameras in a 3D engine and apply 3D geometric computations on their virtual view, instead of analyzing the real images they provide, to enable an efficient and precise real-time selection. Specifically, our system computes a similarity measure to rank the candidate cameras. Moreover, we present a prototype of the system and an experimental evaluation that shows the interest of our proposal.
Introduction
Nowadays the consumer market offers cameras with very interesting features at low prices. These cameras offer a good image quality, they can be remotely controlled, etc. So, they can be used in TV broadcastings combined with professional cameras. This is very interesting for broadcasting corporations because they are focusing their efforts on the enrichment of their offers but at the same time trying to reduce their production costs. Thanks to the low cost of these cameras, many of them can be used, for example in the live broadcasting of a sport event. This allows an enrichment of the content consumer experience, as they can provide new kinds of shots, without having a big impact on the total number of cameramen required. However, the higher the number of cameras employed in a live broadcasting, the more difficult the selection of the camera that must be broadcasted.
Among the many tasks of a Technical Director (TD), the person responsible for the content production, the selection of the cameras is probably the most challenging one. He/she has to be aware of all the shots that the cameras in the scenario are providing to select the best one and broadcast it. Depending on the situation the TD could be interested in certain specific shots of the objects involved. For example, the TD in charge of the live broadcasting of a car race could be interested, at the last lap of the race, in a shot that shows the cars fighting for the first position. A system to provide automatically the TD with the cameras that are obtaining these interesting shots (as in [6, 16, 34, 36] ), would be very useful for broadcasting corporations. However, a challenge for this kind of systems is how to obtain a precise definition of what an interesting shot for the TD is, to query the available cameras in order to retrieve those that can provide a similar shot. Both [6] and [34] are focused on the automatic selection of the best camera view in ball sports without interaction of the TD, and specifically they considered that an interesting shot is the one that obtains the best view of the ball and the one that provides a clear view, respectively. In [16] the use of location-dependent queries [15] was proposed as the basic building block for monitoring sport events and help the TD in the broadcasting task; however, the system had several limitations, as it was not able to manage 3D models of the queries and the scenes, and occlusions among objects were not taken into account. In [36] the TD can input his/her desired shot in terms of the specific objects involved (by selecting their name from a list), the minimum percentage of them that must be covered by the camera (as a percentage), the kind of view that the camera must obtain of the object (selecting between front/rear, top/bottom, and/or right/left side), etc. However, defining these parameters is not always easy, and so it would be interesting to have instead a more intuitive mechanism, such as a visual interface to define a sample shot.
The problem of retrieving information using an example defined by the user is known in the literature as Query-By-Example (QBE) [37] and was initially conceived for querying relational databases about numeric values or text. However, due to the rapid growth in the number and size of image databases, Query-By-Image (QBI) [10] was introduced. 1 To Query-by-Image a multimedia source, the user selects an image that is used as a prototype/template of the target. Then, low-level features (such as information about the color distribution, texture, shapes, etc.) of the example image and other images are obtained to compute their similarity. The problem of QBI is to find the proper query image that precisely represents the scene that the user has in his/her mind. To overcome this, several alternatives have been proposed. So, QueryBy-Sketch [3] allows the user to sketch/paint the example image. However, it is difficult for a user to draw a precise example shot by hand, and therefore the accuracy of the retrieval is low. To avoid this problem, in works like [2] the user defines the example shot using "3D interfaces exploiting navigation and editing of 3D virtual environments", which allows a very precise definition of the type of image required. With both the approaches based on sketches or the ones using a 3D interface, once the example shot is defined a traditional QBI approach is performed.
In this paper we present our proposal to help a TD to visually define an interesting example shot by using an interface for the definition of 3D scenes. The TD easily express the shot he/she wants to obtain and this information is used to continuously Query-by-Example the available cameras to obtain those that can provide a similar shot. 2 One important difference with existing works is that, instead of applying traditional image processing techniques over 2D projections of 3D query scenes and the candidate images, we propose obtaining high-level features (related to the semantics of the specific objects in the scene) directly from the 3D scenario. In this way, information such as the specific objects in the scene, the percentage of each object shown, the percentage of the scene filled by each object, the specific viewpoint of each object shown, etc., can be obtained precisely and in real-time (in our prototype the 3D model of the scenario is refreshed once per second, so the computation time should not exceed one second); for example, processing techniques over real images may find it very difficult to detect the identity of certain objects (e.g., the "Kaiku" team rowing boat vs. any other boat) or even the types of objects due to the well-known problem of the "semantic gap" between the visual features and the richness of human semantics [19] . We present a similarity function that uses the high-level information to measure the similarity of the views provided by the available camera sources compared to the user query image. In addition, we have developed a prototype to evaluate our proposal and carried out tests with users. The results obtained show the interest of our approach.
The rest of this paper is structured as follows. In Section 2 we explain the use case we have considered and the context of our proposal. In Section 3 we present the basics of our approach by introducing the sample shot definition and its processing to extract high-level features. In Section 4 we explain the method that we have developed to measure the similarity between two images. In Section 5 we show the tests performed to evaluate our proposal. In Section 6 we review some related works. Finally, conclusions and future work are included in Section 7.
Context
As an example of a live TV broadcasting we consider a specific sport event: the rowing races of San Sebastian (Spain), which are very popular and attract a lot of attention in the north of Spain. In this scenario the broadcasting corporation combines professional cameras with low-cost remotely controlled cameras. For example, each rowing boat is equipped with a low-cost camera and professional cameras are placed in key positions in the scenario (on board other boats, on a helicopter, along the promenade, etc.). Besides, each rowing boat is equipped with a GPS transmitter and a compass that help the judges to determine the distance between the boats and the location of a boat with respect to its lane.
As in all live broadcastings, the TD has to make quick decisions to select the camera video stream to broadcast among the available sources. Depending on his/her decisions, the content broadcasted will be more attractive from the audience perspective. In [36] , we presented a system to help in the challenging task of selecting a camera in live. The system is based on the use of an updated 3D model of the scenario. We proposed generating and updating this 3D model using the information available about the objects and cameras involved (mainly location information provided by GPS receivers on the rowing boats). Thanks to the 3D model, the system is able to obtain in real-time high-level features of each specific object in the camera view by recreating them in a 3D engine (see Fig. 1 , where only the interesting objects are recreated-in this case the rowing boats, which are represented with a different color depending on its team-) and applying several 3D computations (summarized in Section 3.3).
The interface of the system presented in [36] allows the TD to define the constraints that an interesting shot has to fulfill. So, in the example of Fig. 2 the TD has shown interest in obtaining "Any" camera that could provide a shot covering a certain rowing boat ("Kaiku"). At least "50 %" of the boat has to appear in the shot, and the camera has to cover at least "75 %" of the front view of the boat (a shot covering 100 % of the front view is obtained by a camera located in front of the object pointing to it). This query can be defined quite quickly by the TD but is not very intuitive because such an interface does not facilitate the TD the task to clearly define the type of image of interest. Moreover, using this kind of definition, composing specific shots with several objects involved is very difficult. To overcome these problems, we propose in this paper an interface for the definition of 3D scenes (a) (b) that supports a precise definition of the query shot required. This interface, along with a novel and appropriate similarity function, will help the TD to easily define the shot that he/she wants to obtain. So, instead of defining the constraints that the shot has to fulfill, the TD shows exactly the kind of shot he/she wants and our system extracts the required constraints.
It is interesting to notice that the shots obtained at the same time instant by different cameras can be very similar regarding features such as the color distribution and that when the boats are shown from a large distance or partially visible it is hard to identify their specific teams. Moreover, the processing has to be performed in realtime, and therefore the information of the available camera shots has to be processed as quickly as possible. Due to all these reasons, applying traditional image processing techniques that obtain low-level features of the camera shots would not be enough to provide an accurate answer to the TD. So, we need a precise mechanism to compute the similarity between two shots in real-time based on other high-level information.
Obtaining shots similar to a 3D sample scene
The goal of our proposal is to help a TD to define interesting shots precisely and easily, use those example shots to query the available sources with a high refreshment frequency (in our prototype once every second), and compute their similarity to the images provided by the available cameras (see Fig. 3 ). The architecture of our approach is based on three main tasks:
-"Definition of the query by the user": a user that interacts with the system defines an example shot using the "Example Shot Definition Interface" (explained in Section 3.1). The example shot will be processed to obtain its features (the specific objects inside, the percentage of them visible, their viewpoint, etc.) by the "Scene Analysis" module (explained in Section 3.3). -"Real-time processing of the camera views": by using a 3D model of the scenario, our approach processes in real-time the views that the cameras provide. First, the "3D Scene Generation" module uses the 3D model of the scenario and information about the cameras to recreate their view in a 3D engine (explained in Section 3.2). Then, the virtual camera view will be processed by the "Scene Analysis" module, as in the previous task. Finally, the "Similarity Computation" module (explained in Section 4) evaluates the similarity between the features extracted for each user query and each of the camera views, and the measurements obtained are used to present a ranking of interesting shots to the TD. -"Update of the 3D model": to obtain accurate results, the 3D model of the scenario has to be updated with information as recent as possible. For this task, the "3D Model Management" module periodically receives information about the objects in the scenario and updates the 3D model (explained in Section 3.2).
As an example, in Fig. 3 the TD defines a shot containing two specific rowing boats ("Kaiku"-the green boat-and "Orio"-the blue one-). Then, our approach processes the views provided by the cameras and determines that one of them provides a shot very similar to the TD's request, according to the features computed (see some of the features of the query-"example shot features"-and the camera views-"camera shot features"-in Fig. 3 ).
Example shot definition
We propose the use of an interface for the definition of the example shot as a 3D scene. By using this kind of interface, the user is able to effectively represent an interesting scene [2] involving a specific view of one or more objects of the scenario. However, the selected interface has to fulfill some requirements. First, it must provide the user with a mechanism to add his/her own objects to the scene Fig. 4 Information provided by the example shot definition interface to the system as well as mechanisms to edit it (i.e., move and rotate the objects), and to set the position and orientation of the virtual camera. Then, once the user has defined the 3D sample scene, the interface provides our system with the information shown in Fig. 4 . Where the identification of a certain object is a unique name, its orientation is given as the rotation angles for the three axis of the plane (i.e., heading, tilt, roll), and its distance to the camera is the distance between the centroid of the object and the camera (vector with three components, for the X, Y, and Z dimensions). In addition, the orientation of the camera is defined by its current horizontal and vertical rotation (i.e., pan and tilt) and its Field-of-View (FOV) is defined as the horizontal and vertical Angle-of-View.
Any external 3D computer graphics software able to provide this information could be used as the interface of our system (e.g., Autodesk 3Ds Max, Blender, SketchUp, etc.), so we can exploit the functionality of external 3D software to define the scene in a comfortable way. As we explain later, in our prototype we have used a Java 3D engine (JMonkey Engine), both for the definition of the scenes and for the analysis of the camera views.
The use of interfaces for the definition of 3D scenes to Query-by-Example was analyzed in [2] , where the tests with users showed that the time needed to define a complex query scene (involving the definition of a specific terrain and different objects with textures, which are tasks not required in our approach) ranged between 10 and 100 s with the prototype presented in that paper. To facilitate the work of a TD, our approach enables him/her to pre-define and store queries that can be used as pattern queries. So, those queries can later be modified in real-time according to the current needs (e.g., by rotating/moving the virtual camera, moving/rotating the objects, changing the identification of the objects appearing in the scene, etc.). For example, a TD in charge of the broadcasting of a rowing boat race could predefine (before the event) a pattern query with a full side view of any rowing boat and then modify this scene during the broadcasting by rotating the camera and indicating a specific identity for the boat (e.g., the one of the local team). Of course, ad hoc queries completely defined during the broadcasting are also supported.
3D model management and scene generation
In order to process the views provided by the cameras in the scenario, we propose using an up-to-date 3D model of the scenario [36] . Using this 3D model we perform the following process for each camera in the scenario to obtain high-level features of their current views. First, we recreate the camera view in a 3D engine by using information about the current location and direction of the different objects and cameras (this information could be provided by a GPS and a compass, as in the experiments presented in Section 5). Then, we use the same scene analysis method used for the sample shot (see Section 3.3). Due to the highly-dynamic nature of the scenario where both objects and cameras move, and so the views of the cameras change dynamically, we continuously perform the previous process to obtain up-todate information.
Obtaining in real-time the cameras that are able to provide the TD with the required view is possible due to the up-to-date 3D model (see Fig. 3 on the right). In parallel with the processing of the user queries, the system efficiently keeps the 3D model updated with the information of the objects and cameras in the scenario (obtained from different sensors). It should be noted that this is not an overload for the system, as it only involves obtaining the interesting information and storing it, and it can even be performed on another computer.
Scene analysis
To obtain the information needed to compute the similarity between a shot defined by the user and each current camera shot of all the cameras in the scenario, we propose using the ideas we presented in [36] : recreate the scene in a 3D engine and apply 3D computations to efficiently obtain (in real-time) the following high-level features for each object in the scene:
-Identification of the specific object. To obtain this information the system renders the 3D scene into 2D projections and analyzes them. However, as this is a time-consuming task we have to minimize the number of renderings needed. For this, the system uses different colors and transparencies (based on color blending) to obtain as much information as possible with each rendering. In this way, to obtain the percentage visible of a certain (target) object taking occlusions into account (caused by other objects or due to the fact that the object does not fit the camera FOV), the following steps are followed:
1. Apply a red color to that target object, a green transparent color to other objects in the scene, and a blue transparent color to the FOV of the camera (see Fig. 5a ). 2. Obtain a rendering of the 3D scene and analyze the color channel of every pixel in the following way:
-A pixel that is red, blue, and green belongs to the object that the system is considering but is currently occluded by other objects. -A pixel that is red but not blue is a pixel of the object outside the FOV.
-A pixel that is red and blue but not green is a pixel of the object visible in the camera shot. 3. Compute the percentage as the number of pixels of the object visible in the camera shot divided by the total number of pixels that belong to the object.
In the same way, to check the viewpoints of the object being viewed the system uses different colors and light sources, according to the following steps:
1. Set directional light sources to illuminate only the required viewpoints (for example, in Fig. 5b a red and a blue light sources illuminate only the top and rear views of the object, respectively). 2. Obtain a rendering of the 3D scene and analyze the color channel of every pixel.
In Fig. 5b red pixels belongs to the top view and blue pixels to the rear view. We have developed a prototype that implements the ideas presented along this section 5 and uses the similarity computation approach defined in Section 4. It enables the user to define a sample shot and obtain the ranked list of the current camera views according to their similarity (see Fig. 6 ). The main components of the prototype are:
-Shot def inition interface: it allows the user to populate the 3D scene with different objects, move/rotate them, and navigate the scene. -Result set display: it shows the camera views ranked according to their similarity to the user query.
Notice that the prototype enables the user to modify the different weights assigned to the features that our approach considers (see Section 4.4). In this way, the user can refine the ranking criteria by using the sliders shown on the right of the shot definition interface. The prototype has been developed as a Java program and makes use of a powerful and free Java 3D engine called JMonkeyEngine. 6 The 3D models of the objects represented (in our case study, rowing boats) have been obtained and modified using SketchUp. 7 Finally, a MySQL database has been used to store the updated 3D model of the scenario with the information of all the objects and cameras involved.
Measuring the similarity
To measure the similarity between the query image I q defined by the user and a candidate image I, we propose the following formula, that makes use of the highlevel features extracted from both images to take into account the similarity of each specific object appearing in the two pictures:
where n is the number of objects, S object (o, I q , I) is the similarity between the two images if only the object o is considered, and γ o is the weight (relative importance) assigned to this object in the query image I q defined by the user.
To avoid overwhelming the user by requesting him/her to enter the weight for each object, we advocate using an objective value extracted from the scene. So, we consider that the user defines indirectly the importance of each object in the scene by adjusting the percentage of the image occupied by each of them. So, as shown in (2), γ o represents the percentage of the image filled by object o in the query image I q ( pct img (o, I q )) relative to the part of the image filled with objects ( n i=1 pct img (o i , I q )); this percentage is computed regarding only the part of the image filled with objects (as we are interested here in identifying the relative importance of the objects, rather than the amount of space they occupy in the image). For example, if we consider the upper-left image of Fig. 6 as the query image defined by the user, the yellow and red objects (close to the camera) are clearly expected to be more important for the user than the other objects because they fill a greater amount of the shot.
In the rest of this section, we explain the different factors that define the computation of S object (o, I q , I) for a given object o, a query image I q , and an image I.
Differences in the percentage visible of each object
The first aspect that we consider to obtain the similarity of an object in two images is the percentage of it that is being covered and the percentage of the image that it fills.
In this way, we compare the percentage of the object o visible in the query image I q defined by the user with the percentage visible in the candidate image I, as well as the percentage of each image (I q and I) occupied by o: to obtain a value between 0 and 1 that measures their similarity. Notice that, as we want to obtain an objective measurement, we consider that, for example, given the percentage visible of an object in the query image x %, an image that shows (x + y) % is as similar as an image that shows (x − y) %. In this way, an image that does not show the object (i.e., it shows (x − x) % of it) is considered as similar as one that shows (x + x ) % with x ≤ x ≤ 1.0 (percentages are expressed here as values between 0 and 1); this is the motivation for the use of the min operator in (4). Moreover, we assign each factor a weight ω oi and ω oii , and to preserve the objectivity we consider that ω oi = ω oii = 1/2.
Differences in the viewpoint of each object
The second aspect that we consider is the kind of view obtained of the object in the two images. As part of the high-level features of a scene we consider that the following views of an object can be obtained: top/bottom, front/rear, and left/right side. So, the following formula defines the similarity of an object in two images according to the kind of view obtained:
where n is the number of views, v is the vector that contains the views to check, whose components belong to the set {front, rear, top, bottom, left, right}, and v i represents the view in position i of v. For each view of an object (front, rear, top, bottom, right side, and left side) we compute the similarity according to the percentage of the view obtained ( pct view (v i , I) ) and the percentage of the image filled with this view ( pct img (v i , I) ). We normalize the difference between these percentages ( pct view (v i , I q , I) and pct img (v i , I q , I)) to obtain a value between 0 and 1. We consider that the percentage of the view obtained and the percentage of the image filled with this view have the same importance to compute the similarity of an object (so, in our prototype the weights used for them are ω wi = ω vii = 1/2). Moreover, we assign each view a weight γ v according to their importance in the image. For example, in Fig. 6 , regarding the yellow boat, the user seems to be interested in a top and rear view of such a boat.
Differences in the location of each object
The location of each object within the image is an important parameter to take into account when computing the similarity. We consider the location of the camera and the object in the 3D scene to measure this factor. In particular, we use the angle defined by the bisector of the FOV of the camera and the vector defined by the location of the camera and the centroid (of the volume) of the object. For the sake of clarity, we further decompose the vector in terms of its horizontal and vertical components. To illustrate this, Fig. 7 shows the different angles involved in the horizontal plane of two scenes (it would be similar for the vertical plane). So, we define the similarity of an object in two images according to its location as:
where α h and α v are the angles that define the location of the object in the horizontal and vertical plane of the sample scene I q defined by the user, respectively. Similarly, α h and α v measure the location for the scene we are comparing I q with (i.e., image I). Besides, α h and α v stand for the difference in the location of the object in both scenes in the horizontal and vertical plane, respectively. As before, we consider the absolute value of these differences and we normalize them by using max h and max v (the maximum value of α h and α v for an object to be inside the FOV of a camera). In (9) and (10), ε is a small value greater than 0, which must be subtracted from max( + |α 4 |) (used in the computation of max h and max v ) in order to have the target object within the view of the camera. We consider that the similarity of an object's location in the horizontal and vertical planes have the same importance (so, in our prototype the weights used for them are ω li = ω lii = 1/2).
Summing up: differences in each object
To compute the similarity between two images according to object o we take into account the percentage of the object visible, the viewpoint of the camera, and the location of the object in the image, which are computed as explained in the previous subsections. First, we check if object o (that appears in the image I q ) is visible in the image I; if this is not the case, then the similarity is 0. Otherwise, if the object is visible in the image I (partially or completely), the similarity between the two images regarding that object is:
where S pctObj (o, I q , I) stands for the similarity according to the percentage of the object covered in the image and the percentage of the image filled by the object (see Section 4.1); S views (o, I q , I) represents the similarity according to the different views of the object (see Section 4.2); and finally, S location (o, I q , I) is the similarity according to the location of the object in both images (see Section 4.3). In the formula, ω o , ω v , and ω l are the weights assigned to each factor and by default ω o = ω v = ω l = 1/3. So, in our proposal the three weights are equal, as there is no objective criterion to assign different weights to them. Indeed, this is completely subjective. For example, for a user two images could be more similar if they show the same percentage of the object (regardless of the percentage of the object or the kind of view obtained), and for another user two images could be more similar if they show the object in the same locations.
Experimental evaluation
In this section we explain the experimental evaluation performed to evaluate our proposal. For the tests, the prototype presented in Section 3.4 was run on an Intel Core i5-480M with graphics card NVIDIA GeForce GT 540M, which is nowadays a graphics card in the mid/low-range. In addition, we recreated a scenario corresponding to a rowing boat race where there are four rowing boats moving according to the real GPS location information captured during a 20-min real race celebrated in San Sebastian (Spain) in 2010. In the scenario considered there are four cameras (each rowing boat has a camera aboard, on its bow) set with the same configuration as the cameras used in the real race, that is, horizontal angle-of-view 70
• , vertical angle-ofview 45
• , pan range ±130
• , and tilt range ±90
• . In the following we describe the tests carried out to evaluate the computing time, the ranking obtained, and the user satisfaction when entering an arbitrary query image.
Evaluation of the computing time
In our first experiment, we want to evaluate the processing time needed by the system to compute the views of the cameras in the scenario. In this highly-dynamic environment, it is very important to process each camera view as soon as possible, as the goal is to help the TD to take better decisions in real-time. As our approach depends on the location and direction of the objects and cameras in the scenario, and in the real scenario we consider in our tests that this information is updated once every second, the system has to be able to perform the processing in less than one second to provide the TD with updated and accurate information.
In this test, we have defined an example of the most challenging query image of the scenario, where the TD wants to view all the four rowing boats (see Fig. 6 ). This is the worst-case mentioned in Section 3.3, as the system has to generate and analyze up to ten renderings per camera when all the rowing boats are visible. For the test, we have rotated automatically each camera to view the most prominent boat of the query whenever possible. The results obtained are shown in Table 1 . The minimum time needed to process the camera views was achieved in situations where some cameras did not view any boat and other cameras viewed the boats from a large distance. The maximum time needed by the system was achieved in situations where all the cameras viewed the maximum number of rowing boats possible from a close distance (notice that the maximum number of visible rowing boats for a camera on board a rowing boat is three, as a camera cannot view its own boat). Finally, the average time for the test shows that our approach is good enough for real-time processing.
The computing time can obviously increase with the number of objects and cameras in the scenario and it is also highly dependent on the performance of the graphics card used to perform the computations. So, even though we observed a good performance in our use case scenario, in more complicated situations with a high number of cameras and/or objects it is interesting to use a better graphics card (e.g., just replacing a standard integrated graphics card with the mid/low-range GT 540M card used in the experiments divides the processing time by six, and replacing it with a mid-range NVIDIA GeForce GTX550 TI by 12). Moreover, it is also possible to process the views in parallel on different computers, as we maintain the 3D model of the scenario updated in a database that can be accessed concurrently. These strategies will help to keep the processing time under one second even in complex scenarios, which would be needed for a smooth real-time operation. 
Evaluation of the ranking
The purpose of this experiment is to evaluate the ranked answer provided by the system for a given query image. The ranking criteria are very important because, due to the need of selecting the next camera to broadcast as quickly as possible, the TD will consider only the first positions in the ranking. In [30] the authors emphasized that "image retrieval is only meaningful in its service to people, performance characterization must be grounded in human evaluation". However, evaluating an image retrieval system is a difficult task [31] and testing it with real users is time-consuming (so, in many approaches tests are performed with a limited number of participants [2, 3] ). Moreover, in our case finding real TDs with experience in the live broadcasting of sport events able to take part in our experiments was not possible, although it would have been very interesting. So, for our test, 10 users familiarized with the use of 3D interfaces were recruited and we used four query images that could be interesting for a TD (see Fig. 8 ). The users were presented with 45 images given in arbitrary order (see Fig. 9 ) and the four queries, and their goal was to select the images that they considered similar to each query and then to rank the selected images according to their similarity. To accomplish this task, the users were allowed to choose the order in which they wanted to answer the queries and modify their previous answers whenever necessary. We have selected these 45 images as they show different numbers of objects in different configurations. The number is high enough to obtain at least five similar images per query image and at the same time is low enough for the users to be able to check all the images correctly (the higher the number of images available, the higher the difficulty to keep the concentration of the user to verify them all carefully, as the amount of information that can be kept in the working memory of humans is considered to be limited [22] ). Considering an image as similar to another one is a very subjective matter. For some users an image is similar to a query image if it shows the same objects, for others if it shows the same percentage of the object, and for others if the viewpoint of the most prominent object is the same. So, as explained in Section 4, we used weights equally distributed when computing the similarity in our tests. According to the results obtained from the users concerning the number of similar images for each query (see Fig. 10 ), we can observe three kinds of users: some users have a "demanding profile", as they select only a few pictures as similar (e.g., the ninth user); other users have a "lax profile", as they select more images than the average (e.g., second and eighth users); finally, the rest of users have an "average profile". Thus, we think that the system has to rank all the images without discarding any image: if we considered instead a top-k ranking, the appropriate k would depend on the subjectivity of the specific user and the specific query and set of images available. However, ranking all the images also emphasizes the importance of providing a good ordering, such that images that are very different from the query image have to be placed at the end of the result list.
The next step is to compare the users' rankings with the ranking provided by our system. As the users' rankings for a query could include different images and a different number of results, we have to compare partial lists of varying length. It is interesting to consider that it is quite common for a user to make a precise definition of the firsts positions of a ranking and the precision decreases as the element is located in the last positions. This has been confirmed by some users, that have explained that the images they placed at the end of the list had all approximately the same similarity to the query image (according to their opinion). So, we will focus on the first five images of each users's ranking (five is the maximum number of images selected for all the users for all the queries) to compare it with the system's ranking. Kendall's tau [17] is a measure widely used to compare rankings. However, it has the limitation that the rankings to compare have to contain the same elements (i.e., they have to be full rankings). In [9] a generalized Kendall's tau that overcomes this limitation is presented, that can be applied to compare top-k lists:
where τ 1 and τ 2 are the lists to compare and P(τ 1 , τ 2 ) is the union set of the elements in both lists. In addition,K
i, j (τ 1 , τ 2 ) = 1 if any of the following conditions hold: (a) i and j appear in both lists but in reverse order (i.e., i is ranked higher than j in one list but lower in the other); (b) i and j both appear in one list (and j is ahead i) and exactly one of i or j appears in the other list; (c) i, but not j, appears in one list, and j, but not i, appears in the other top-k list. Otherwise,K τ 2 ) = 0, as we are considering the "optimistic approach" of Kendall's tau with p = 0 (i.e., K (0) ), which is a frequent instantiation of Kendall's tau in the literature. In order to normalize K (0) in such a way that two identical lists have a value of 1 and two lists that share no element have a value of 0, we use the normalized K [21] :
We have computed the normalized distance, K, between our system's ranking and the users' ranking (the results are shown in Fig. 11, where K(u i , s) represents the K value between the ranking provided by the user user i and the ranking of the system s). Values below 0.5 usually indicate that the system does not select some images that appear in the user's ranking, and values above 0.5 indicate that the system selects all the images selected by the user but the order is exactly the same only if the value of K is 1. So, for Query 3 and Query 4 the similarity between the rankings provided by the users and the one provided by the system is particularly high, as with the dataset used in the experiments the users found it quite easy to select and rank images similar to Fig. 11 Comparing the ranking of images obtained by our system (s) and the users' rankings (u i ) for each query (normalized Kendall tau distance K(u i ,s)) those query images. However, for Query 1 the users found more difficulties to rank the images, as there is a higher number of images that could be considered similar to the query image; in the ranking provided, for example, some users considered as more similar the images where a similar percentage of the green rowing boat was shown, whereas others considered more similar the images that showed a similar perspective.
However, it has to be noticed that different users usually propose different rankings for the same set of images (i.e., there is some disagreement between the users about the best ranking, due to the subjectivity of the process). Therefore, comparing only the system's ranking with each of the users' rankings would be unfair. To take the subjectivity into account, we apply a similar approach to the one used in [33] to obtain the level of disagreement between the system and the users. First, we define for each query a global level of disagreement between all the users and the system, called System Disagreement (SD):
where K i,s is the normalized distance K for each of the users' rankings compared with the ranking provided by our system, and M is the number of users (10 in our case). The value of SD can be interpreted intuitively as follows. Considering the extreme cases, SD = 0 would mean that the system obtains exactly the same results (the same images in the same order) than all the users (this would be possible only if all the users provided exactly the same answer), and SD = 1 would mean that the system results are completely different from the results provided by any of the users. For the intermediate cases, the rankings provided by the users and the system are more similar when the value of SD is low. Then, we define for each query a global level of disagreement among all the users called Tester's Disagreement (TD), as the users play the role of testers for our system:
where K i, j is the normalized distance K for two users' rankings. The value of T D can be interpreted similarly to what was explained before for the value of SD, but in this case T D measures the difference among the rankings provided by the users.
In Fig. 12 we show the resulting SD and TD for each of the four queries. As K = 1 indicates that the two selected rankings are exactly the same, we consider that the ranking of similar pictures for a query image is correct as long as SD ≤ T D (i.e., when the disagreement between the users and the system is not higher than the disagreement between the users themselves). According to this, the system always behaves well except for the last query (Query 4), where SD = 0.31 and T D = 0. 27 . So, we analyze this query in the following to explain this behavior. Figure 13a shows the ranking of images that the system obtains for Query 4. We noticed that the system locates in the fourth position an image that was not present Fig. 12 Tester disagreement and system disagreement in any of the users' top-5 rankings. This was the cause that led to obtaining a SD slightly greater than T D for this query. The reason for this behavior is related to the weights assigned to each term of the similarity function used by our system ( (12) in Section 4.4). Specifically, we consider by default w l = w o = w v = 1/3, as there is no objective criterion to assign different weights. However, analyzing the users' rankings for the last query, we have noticed that for most of them the percentage of the objects viewed and the percentage of the shot occupied by the objects were more important than other factors. Taking this into account, we have also set the weights w o = 0.7, w v = 0.25, and w l = 0.05, and reevaluated the query, obtaining a new ranking (see Fig. 13b ) and a new SD = 0.27, which makes the disagreement between the system and the users equal to the disagreement between the users. So, by adapting the weights used in the similarity function (which can be performed easily by using the sliders available in the GUI, as shown in Fig. 6 ), we can customize (a) (b) Fig. 13 Ranking obtained by the system for Query 4: before (a) and after (b) modifying the weights of the similarity formula the system according to the preferences of a specific user. Another example of the potential interest of adjusting the weights is presented in the following section.
Evaluation of the user satisfaction when entering an arbitrary query
We have performed other tests where "expert" users (persons who are not only familiar with the use of 3D interfaces but also fond of photography) have used the prototype to formulate their own queries. In this section, for illustration purposes, we explain some results obtained with one of these expert users. Similar conclusions can be drawn from the tests performed with other expert users.
First, we asked the user to define a query scene; the user found no difficulties in performing this task to compose the wanted query image. Afterwards, to expand the dataset used in the previous tests, we generated some images by moving the rowing boats in the scene and by moving/rotating the camera randomly. Then, based on the new dataset of images that we generated, the system presented to the user a ranked list of images similar to his query image (see Fig. 14a ) and we asked him to make some comments about the results. He pointed out that, for him, the second image was more similar to the query than the first one, due to the viewpoint of the camera. He also noted that the rest of the images were somewhat similar to the query but he would rule out them compared to the first and second ones (the user showed a "demanding profile").
We analyzed the user answer and decided to modify the weights of the similarity function (12) to match his preferences. By increasing the weight of the views and decreasing the weight of the location (we used w o = 0.3, w v = 0.6, and w l = 0.1) we obtained a new ranking (see Fig. 14b ) where the positions of the first two images are inverted, as the user would have expected. Moreover, by adapting the weights to the preferences of that specific user, the differences between the computed similarity of the image in the second position and the third, fourth, and fifth increased from 0.04, 0.04, and 0.06 (in Fig. 14a ), to 0.14, 0.15, and 0.21 (in Fig. 14b ), respectively; this means that with the new weights the last three images were considered by the system much less similar to the query image than before. So, it is possible to fine-tune 
Related work
The problem of retrieving interesting images for a user has received significant research attention. Some of the proposed solutions imply the use of keywords (e.g., one of the interaction modes proposed in [20] ) or a query language (e.g., [16] ) to retrieve the relevant images, whereas others consider a visual input to retrieve similar images. Keyword-based interfaces for image retrieval involve several difficulties, such as the selection of appropriate keywords by the user, semantic issues (e.g., there may be several possible meanings for a given keyword, synonyms for the input keywords, etc.), and the need to annotate the existing images with the keywords that can apply to them. Among the proposals based on visual examples, which are content-based image retrieval techniques (based on the analysis of different types of visual or textual features [24, 27, 35] ), we can distinguish several approaches:
-Query-By-Icons (e.g., [13] ). The idea is to place icons that represent objects in a scene. The spatial organization of the icons is then used to retrieve images where the corresponding objects appear with a similar arrangement. This approach requires the previous annotation of the existing images with information about the identities of the objects represented. -Query-By-Sketch (e.g., [3] ). In this case, the user draws a sketch of the type of image he/she is interested in. A suitable user's sketching ability is required and the system must be able to deal with imprecision in the drawings. -Query-By-Image (e.g., one of the interaction modes proposed in [20] ). The input is now a sample image (or a set of sample images) that is used by the system to retrieve other similar images. -Query-By-Virtual-Example [29] . This term was proposed in [29] to denote a solution where the input image is composed by combining the synthesis of user's gestures in front of a videocamera, a background image, and 3D object models. So, the input example is created by using virtual reality techniques. A Support Vector Machine (SVM) [14] and 3D SIFT features [26] are used to compute the similarity of images. However, the authors acknowledge that the performance of their approach is still far from satisfactory. -Query-By-Scene (e.g., [2] ). In this category, we could include approaches where the input is a virtual 3D scene built by the user using a 3D interface. In [2] the scene created by the user is projected onto a 2D image and then the color spatial distribution is compared with the color distribution of existing images to compute a similarity measure. So, even though we share the same basic idea-using a 3D scene to define a query image for QBI-, the image retrieval approach is different. Instead of measuring the similarity in terms of low-level features, which could lead to losing some of the semantics of the image (due to the "semantic gap"), we use high-level semantic features, extracted from the 3D scene, that enable the system to identify accurately the kind of objects and their specific identity inside a view.
Combinations of several methods are also possible. For example, in [4] a unified framework to integrate keywords and visual features for image retrieval is proposed. Some proposals advocate including additional user interaction to provide information to the system about how satisfactory the results obtained are, in order to improve future iterations for results, or to fine-tune systems' parameters [25] . As an example, [23] considers that clicks in image search logs represent implicit relevance judgments that express the user's intent and also relations between documents. A recent survey on interactive content-based image retrieval is presented in [32] . A survey on image retrieval and automatic image annotation can be found in [7] .
Finally, it is interesting to mention that other proposals focus on the problem of retrieving 3D object models (e.g, [1, 5, 11, 12, 18] ) or videos (e.g., [8] ) instead of images. To improve the efficiency and accuracy of view-based 3D object retrieval, in [1] the authors propose to select the most interesting 2D views using a probabilistic Bayesian method (Adaptive Views Clustering), whereas in [12] the authors present an algorithm that minimizes the number of query views required based on information extracted from the query and the users' relevance feedback. In [11] the query to retrieve 3D models is a set of views, but no camera constraint must be specified (so, any view set captured by any camera array can be used as a query). In [18] the authors present an algorithm to retrieve 3D models by querying-by-sketch based on the alignment of 3D models to 2D sketches. In [5] an Interaction Metadata Query sub-Language is presented to enable 3D model retrieval using interaction metadata. Concerning video retrieval, in [28] the authors propose the use of an ontology to find concepts related to a query.
Although there are some similarities between the proposals described in this section and the work presented in this paper, there are also significant differences. First, we focus on real-time TV broadcasting scenarios where the goal is to efficiently retrieve images provided by cameras instead of images from a preexisting image collection stored in a repository. So, both the precision and the performance of the retrieval process are key. Besides, several existing techniques (e.g., based on indexing or annotation of the images) cannot be applied due to the highly-dynamic nature of the scenario. Second, we do not apply real-image processing techniques but geometric computations based on the 3D models available: 3D representations of the real scene are automatically built by taking into account raw data such as the GPS locations of the objects and their 3D models. Identify some semantic features that our approach can consider using real-image processing techniques is too timeconsuming for real-time scenarios (e.g., with our approach we know the identity of each object, and so for example we can know that a camera provides a view of the rowing boat of a certain team even if only a small portion is captured by the camera, which would be very challenging by using image processing techniques). Even though we use a 3D reconstruction of the camera views and the user query, traditional 3D matching techniques cannot be applied to our problem, as we are interested in computing the similarity considering a specific viewpoint of the 3D models (defined by the virtual camera), and so we are not interested in the similarity between the 3D models themselves. Besides, we tackle the two main research topics in the field of querying-by-example on images [29] : the development of an appropriate similarity measure and an efficient method to compute it in real-time. As far as we know, no other work focuses on retrieving images in real-time from cameras by reconstructing a virtual scenario.
Conclusions and future work
In this paper, we have presented a proposal to help a Technical Director (TD) to visually define an interesting example shot (with a certain view of one or more objects) by using an interface for the definition of 3D scenes. In this way, it enables the TD to easily express the shot he/she wants to obtain. The shot defined is then analyzed by the system and evaluated over the camera sources continuously to retrieve the shots that are similar to his/her example. To this end, our system relies on a 3D model of the scene generated based on information about the interesting objects and cameras in the scenario (location, direction, and approximate 3D extent). In some situations it could be challenging to obtain this information for certain objects (e.g., it could be difficult to obtain the real-time precise location of a ball or the extent of soccer players that move their limbs while running). However, our approach does not rely on a specific technology to obtain this information nor requires a 100 % precision of these data to effectively distinguish between cameras that are interesting or not for a given query. The main features of the proposal are:
-An interface for the definition of 3D scenes enables the user to define an interesting shot easily and precisely, that is used for querying-by-example. -High-level features (such as the specific objects in a shot, their visible percentage, their viewpoint, etc.) are extracted from the example shot and the current camera views efficiently. -A similarity measurement is presented to obtain an objective value to compare two camera shots. This value is used by the system to provide a ranking list of similar images for a query. Moreover, the system can be fine-tuned to the preferences of specific users. -The performance of the system is suitable for its use in real-time live broadcasting scenarios. We use efficient geometric computations to compare the 3D model defining the query image with recreated 3D models that represent the views provided by the cameras.
Besides, we have developed a prototype of the system that has been used to evaluate the proposal. We have presented some experiments with users to evaluate both the ability of our system to work in real-time and to obtain results similar to those that a human could obtain. As future work, we plan to apply relevance feedback techniques [25] to automatically set appropriate weights according to the preferences of the user, inferred from his/her interactions with the system. It would also be very interesting to further test the system with real TDs in specific sport events. The evaluation with real TDs will also help us to determine their preferred way to submit queries to the system (i.e., using predefined queries-with or without parametrization-vs. ad hoc queries). Even though the use case scenario considered in this paper is that of rowing boat races, the proposal could be applied to other sport events as long as the interesting objects are modeled in 3D and a mechanism is available to obtain the extent and location of the objects in real time. 
