The paper describes a particle-resolved simulation method for turbulent flow laden with finite size particles. The method is based on the multiple-relaxation-time lattice Boltzmann equation. The no-slip boundary condition on the moving particle boundaries is handled by a second-order interpolated bounce-back scheme. The populations at a newly converted fluid lattice node are constructed by the equilibrium distribution with non-equilibrium corrections. MPI implementation details are described and the resulting code is found to be computationally efficient with a good scalability. The method is first validated using unsteady sedimentation of a single particle and sedimentation of a random suspension. It is then applied to a decaying isotropic turbulence laden with particles of Kolmogorov to Taylor microscale sizes. At a given particle volume fraction, the dynamics of the particle-laden flow is found to depend mainly on the effective particle surface area and particle Stokes number. The presence of finite-size inertial particles enhances dissipation at small scales while reducing kinetic energy at large scales. This is in accordance with related studies. The normalized pivot wavenumber is found to not only depend on the particle size, but also on the ratio of particle size to flow scales and particle-to-fluid density ratio.
Introduction
Turbulent flows laden with finite-size particles (solid particles, liquid droplets, or air bubbles) are relevant to a wide variety of natural processes and engineering applications, such as aerosol and pollutant transport, dust storm, sediment transport, interaction of cloud droplets, plankton dynamics, spay combustion, and chemical processes. Over the past two decades, advanced computational and experimental methods have been developed and utilized to quantify the interactions between the dispersed solid particles and the carrier fluid phase. Since turbulent particle-laden flows usually encompass a wide range of length and time scales, it is computationally demanding to simultaneously resolve both the carrier-phase turbulent flow and the disturbance flows due to the particles. Most studies typically employed the point-particle model [1, 2, 3, 4, 5, 6, 7] , namely, the particle size is not explicitly considered. Within the point-particle model, the motion of an individual particle is modeled by an equation of motion [8] and only the scales of motion that are much larger than the particle size are directly resolved. This approach implicitly assumes that the particle size is much smaller than the Kolmogorov length scale of the carrier fluid turbulence and particle Reynolds number is small so the disturbance flow around a particle is a Stokes flow. The point-particle model has been used by many researchers to study preferential concentration of inertial particles [2, 9] , turbulent modulation by inertial particles [1, 3] , turbulent collision rate of inertial particles [4, 5, 6, 10, 11] . The point-particle model is computationally efficient, but its validity is often questionable when particle mass loading is significant or particles form aggregates yielding strong multiscale couplings between the particulate phase and the carrier phase.
In many engineering applications, however, particle size can be of the same order as or larger than Kolmogorov scale, the scales contained in the disturbance flows then overlap with the scales of motion in the carrier turbulence. In this situation, the point-particle model is no longer a valid description and the finite-size effect of the dispersed phase must be resolved together with the carrier fluid turbulence. Furthermore, in concentrated suspensions such as fluidized beds, particle-particle collisions can also have a significant impact on the rheology of the system.
The motivation of this work is to understand the motion and hydrodynamic interactions of finite-size inertial particles suspended in a turbulent flow. One of the major challenges is to develop an efficient and accurate approach to resolve the disturbance flows around particles suspended in a turbulent carrier fluid.
In recent years, several computational methods have been proposed along this direction. Finite element methods [12, 13] employ body-fitted mesh to implement solid particle boundary conditions. The frequent mesh regeneration due to the geometry change as a result of particle motion is computationally expensive, especially in three dimensional simulations. Therefore, methods using fixed and structured grid have received more attention in recent years. The fictitious domain method [14, 15] applies a field of Lagrange multipliers to enforce constraints on the particle so that the fluid inside particle domain is forced to mimic rigid body motion. The immersed boundary method (IBM) [16, 17, 18] realizes the no-slip boundary condition on particle surface by imposing a localized forcing field. Similarly, the force coupling method [19] uses smoothed body force field to represent the effects of particles on the fluid phase, in terms of low order force multiple expansion. The hybrid method Physalis [20, 21, 22] handles the no-slip boundary condition by coupling an analytical Stokes expansion valid in a narrow but finite region near a particle surface with the numerical solution outside the particle.
In contrast to the above macroscopic CFD approaches based on the Navier-Stokes equations, in the mesoscopic lattice Boltzmann method (LBM) [23, 24, 25 ] the fluid field is realized through local moments of a lattice Boltzmann equation on a uniform lattice grid. The no-slip boundary condition can be imposed by using a simple interpolated bounce-back scheme. To reduce force oscillations on the particles, the immersed-boundary-lattice-Boltzmann method (IB-LBM) [27, 28] has also been developed by replacing the conventional bounce-back scheme with a direct forcing scheme applied on a set of Lagrangian boundary points representing particle surfaces.
In recent years, many of these particle resolved simulation methods have been applied to study particle-particle interaction or particulate suspension in a non-turbulent fluid [26, 29, 30, 31] . There have also been a few studies of particle-resolved simulation of turbulent particle-laden flows as summarized in Table 1 ; in this case, the challenge is the multiscale nature involving a wide range of scales from the integral scale of the background turbulence to the scales of disturbance flows around each particle. For this reason, particle resolved simulation of turbulent 2 Table 1 : Particle-resolved simulations of turbulent particle-laden flows.
Chronological

Method Physical issues studied
Ten Cate et al. [25] LBM Turbulent modulation, particle-particle hydrodynamic interaction & collision. Forced.
Burton & Eaton [32] Finite volume / Overset grid Turbulent flow on a single fixed particle: dissipation rate and kinetic energy as a function of distance from the particle surface; force acting on the particle. Decaying.
Zhang & Prosperetti [22] Finite-difference / Stokes flow exp. Turbulence modulation and force on particle. Decaying.
Uhlmann [18] LBM with IBM Turbulent suspension in a verical channel. Yeo et al. [35] Force coupling method Turbulent modulation by particles and bubbles; Lagrangian statistics. Forced.
Lucci et al. [36] Finite-difference with IBM Turbulent modulation; local variation around particle; energy spectra. Decaying. Naso & Prosperetti [33] Finite-difference / Stokes flow exp. Turbulent flow on a single fixed particle. Forced.
Homann & Bec [34] Pseudo-penalization method A single neutrally buoyant particles in a forced turbulent flow.
particle-laden flows requires the state-of-the-art supercomputers. The interaction of a single fixed or moving particle with a turbulent flow has been studied by [32, 33, 34] . These studies provided a better understanding on the nature of flow modulation near the surface of the particle due to the finite-size effect that depends on the particle Reynolds number. Ten Cate et al. [25] conducted a particle-resolved simulation of forced turbulent flows laden with solid particles using LBM. The carrier-fluid turbulence was maintained at Taylor microscale Reynolds number Re λ = 61 using a spectral forcing scheme. The no-slip boundary condition on the particle surface was implemented by applying a body force field to the fluid domain. A subgrid lubrication force was computed based on relative location and velocities of approaching particles [26] . The simulation considered up to 3,868 particles, corresponding to volume fractions ranging from 2% to 10%. The density ratio between the solid and fluid phase ranges from 1.15 to 1.73. The particle diameter is set to 8 grid spacing in the simulations. It was demonstrated that particle-fluid relative motion results in an enhancement of kinetic energy E(k) and energy dissipation rate ε(k) at large wave numbers and a reduction of both spectra at small wave numbers. Oscillations in E(k) were found at large wave numbers, although they are negligible when compared to the total kinetic energy of the system. Zhang and Prosperetti [22] developed the hybrid method Physalis and demonstrated its capability in simulating decaying particle-laden turbulence. A periodic cubic domain of 64 3 contains 100 spherical particles with radius equal to 39% of the initial Taylor microscale. Particle-fluid density ratio was set to 1.02. Gravity was neglected and particle-particle short range interactions were represented by an elastic model. The Taylor microscale Reynolds number changed from 29 to 14 during the time interval of the simulation. It was reported that, compared with the pointparticle model, the finite-size particles decrease the kinetic energy, show less diffusion in terms of mean particle displacement, and exhibit a stronger tendency of clustering.
Uhlmann [18] considered particulate suspensions in a vertical turbulent channel flow, using the immersed boundary method to treat the solid particles. The incompressible Navier-Stokes equations were solved by a fractional-step scheme on a staggered grid. Up to 4,096 particles were simulated in a turbulent flow sustained at a bulk flow Reynolds number of 2,700. The particle diameter was set to approximately 11 wall units, corresponding to a volume fraction of 3 0.42%. The density ratio varied from 2.2 to 10. It was found that the presence of particles induced large scale streaklike velocity perturbations, although no significant aggregation of particles was observed.
Using the force coupling method, Yeo et al. [35] studied turbulence modulation by finite-size particles and bubbles. The flow was forced at large scales. They demonstrated that the pivot wavenumber characterizing the transition from damped to enhanced energy content is mainly a finite-size effect of particles and that the transition scale is almost independent of the particle to fluid density ratio.
Lucci et al. [36] applied the immersed boundary method to study modulation of decaying turbulence by solid particles of size comparable to the Taylor microscale. The carrier flow had an initial Taylor Reynolds number of 75. Density ratio varied from 2.56 to 10.0. Volume fraction of dispersed phase was 10% or less, and a maximum number of 6,400 particles were considered in their simulations. They studied turbulence modulation by particles and structure of disturbance flow around the particles.
The main objectives of this paper are to describe our own implementation of LBM using interpolated bounce back and to present our preliminary results. The simulation method is described in Section 2. In Section 3, we first validate our code using unsteady sedimentation of a single particle. We then apply the method to study statistics in a random suspension at finite particle Reynolds numbers and compare our results with those reported in [31] . The main results concern decaying turbulent flows laden with finite-size particles. We show that our method can reproduce the results in [36] . A key new physical result discussed in Section 3 is the dependence of normalized pivot wavenumber on the dimensionless particle size. Timing and scalability of the code are also briefly discussed. In Section 5, we conclude the paper with a summary and future outlook.
Simulation Method
In this section, we first introduce the lattice Boltzmann approach aimed at simulating a turbulent flow laden with finite-size particles. Due to the high computational demand, the code needs to be parallelized to run on a scalable computer such that results can be obtained in a timely manner. Hence the MPI implementation of the code represents an important effort. We will describe the general strategy and some specific details related to the MPI implementation in order to achieve a good computational efficiency.
Lattice Boltzmann Simulation
In this study, the mesoscopic lattice Boltzmann approach, based on the multiple-relaxationtime (MRT) lattice Boltzmann equation (LBE) [37] , is applied to simulate decaying homogeneous isotropic turbulence laden with finite size spherical particles in a three-dimensional periodic domain. In the MRT-LBE, the mesoscopic particle distribution function at a fluid lattice point is governed by
where M is an orthogonal transformation matrix converting the distribution function f from discrete velocity space to the moment space m, in which the collision relaxation is performed. The transformation between the particle velocity space and the moment space is given as
The diagonal relaxation matrix S specifies the relaxation rates for the non-conserved moments. In this work, the D3Q19 model is utilized with the discrete velocities ordered as
The corresponding 19 × 19 transform matrix M, the 19 components of moment m and its equilibrium counterpart m (eq) , and the relaxation matrix S are described in detail in [37] . The macroscopic hydrodynamic variables, including density, momentum, and pressure, are obtained from the moments of the mesoscopic distribution function f, namely,
where u is the macroscopic fluid velocity, and the sound speed c s is equal to 1/ √ 3 in lattice units.
The computation domain is covered with a uniform cubic lattice. The periodic boundary condition is applied in all three directions. The no-slip boundary condition on solid particle surfaces are implemented using a second-order interpolated bounce-back scheme [38] . First, for each fluid node near a particle surface, all the links moving into the surface of a solid particle are identified, and the boundary-cutting location on the link is calculated in terms of the percentage (q) of the link outside the surface. For better numerical stability, when q ≤ 0.5, the interpolation is performed before streaming, while for q > 0.5, it is done after streaming [38] . When two particles are in close contact, two fluid lattice nodes may not be available near the missing population to allow for a second-order interpolation. In this case, a linear interpolation or a simple on the node bounce back is used instead. For a moving solid boundary, the boundary links have to be identified and q has to be updated for each time step.
In our implementation, the above LBE evolution only applies to the fluid nodes where the particle distribution functions are defined. No distribution function is defined for solid lattice nodes lying within the particles. When a particle is moved, a solid node may move out of the solid region and become a fluid node with unknown distribution functions. In this work, all the 19 particle distribution functions for the new fluid node are constructed by an equilibrium distribution plus a non-equilibrium correction [39] , namely,
where u w is the velocity of the moving boundary at the new fluid node Q (Fig. 1 ) using the center, translation and angular velocity of the solid particle at the end of time step,ρ is the fluid density averaged over all the existing fluid nodes found in the immediate neighborhood using the density value based on the latest distribution functions. On extremely rare occasion when multiple solid particles are almost in contact, no single neighborhood fluid node is available; in this case,ρ is set to ρ 0 . Since the magnitude of u w is assumed to be much smaller than the sound speed c s , in reality, the three points P 0 , Q, and P 1 in Fig. 1 are very close to one another. While the equilibrium part is calculated with u w andρ at x, the non-equilibrium part is obtained from a neighboring node at x + e N . Here the e N is a specified discrete velocity along which direction the quantityn · e N takes the maximum value ( Fig. 1) , wheren the unit normal vector 5 n ^ u w e N P 0 P 1 Q Figure 1 : A two-dimensional sketch illustrates how the lattice velocity direction e N is defined, for the purpose of implementing the non-equilibrium correction. The filled circles denote fluid lattice nodes at the beginning of a time step, filled squares are solid lattice nodes, and the open squares represent newly created fluid lattice nodes. The thick curve represents the solid surface at the beginning of the time step, and the dash curve the new particle surface at the end of the time step.
pointing outwards of the moving boundary at the point P 0 through which the solid node Q at the beginning of a time step will cross the particle surface to enter the fluid domain. The equilibrium population is calculated as
where I is the identity matrix, and the weight W α is given as
Our numerical tests suggested that the refilling technique as given by Eq. (6) yielded smaller force oscillations when compared to other methods such as the extrapolation method used in [38] . The hydrodynamic force F i acting on the i th particle is calculated during the interpolated bounce-back procedure by summing up the loss of fluid momentum on all the links across the surface of the i th particle, and the torque Γ i acting on the i th particle is the sum of the cross product of the local position vector relative to the center of the particle and the loss of fluid momentum, over all boundary links. This ensures that the net loss (or gain) of momentum by the fluid lattice particles is exactly equal to the gain (or loss) of momentum of the solid particles, so the total momentum of the system is conserved. This represents a unique advantage of LBM as it avoids spatial differentiations that would be needed for computing the net hydrodynamic force and torque on each solid particle in terms of local stress distribution on the particle surface, for Navier-Stokes based CFD methods.
In case particles are in close contact, the flow in the narrow gap between the particles is no longer fully resolved. The physical lubrication force, which is proportional to the radial 6 relative velocity and inversely proportional to the gap distance, cannot be directly simulated. One could add, by empirical tuning, the portion of physical lubrication force that is not resolved to the portion that is directly resolved, as was done in [26] . Since the lubrication force changes rapidly with the gap distance and a finite time step must be used, a more effective approach to prevent particles from overlap due to under-estimation of the physical lubrication force is to introduce a soft-sphere like short-range repulsive force. In this preliminary study, we simply adopt the following pair-wise repulsive force acting on the i th particle due to its interaction with j th particle [15, 28] 
where
is a force scale and is set to be the buoyancy force in this study. Y i and Y j represent the center location of the i th and j th particle with radius of R i and R j , respectively. ζ is a threshold gap distance within which the model repulsive force becomes active. In this work, ζ is set as two lattice spacing. The stiffness parameter, ε p , is set to be small enough to prevent particles from overlapping.
At each time step, with the resolved hydrodynamic force, repulsive force, and torque acting on particles readily obtained, the particle translational and angular velocities, center position and angular displacement are updated using the Crank-Nicolson scheme,
are the mass and moment of inertia of the i th particle. To summarize, for each time step, the sequence of operations is as follows: (1) MRT collision step, (2) interpolation of populations needed for bounce back on the solid particle surfaces, (3) streaming, (4) computation of solid particle short-range repulsive interaction forces, (5) updating solid particle locations and velocities, (6) updating lattice links cutting through solid particle surfaces, (7) refilling populations for the new fluid nodes, (8) updating hydrodynamic variables, and (9) updating fluid flow and solid particle statistics.
MPI Implementation
The computational domain or the periodic box is decomposed in one of the spatial directions, e.g., the z direction, as shown in Fig. 2 , producing a sequential set of slabs of dimensions (nx, ny, nz/n proc ), where nx, ny, and nz are the domain size in units of lattice spacing in x, y, z direction, respectively, and n proc is the number of processes employed. Each of these slabs is mapped to an individual process according to its sequential number, and this one-to-one mapping is fixed during the computation. For example, process 0 handles the spatial region of slab 0, process 1 handles the region of slab 1, and so on. Since the 2nd-order interpolated bounceback scheme may utilize the information of two adjacent layers of fluid lattice nodes in the z direction to construct the missing population at a lattice node in the immediate vicinity of a solid surface, the minimum slab size has to be 2 lattice units in order to limit the data communication to neighboring slabs only. This implies that, for the particle-laden flow simulation, the maximum number of processes that can be utilized is nz/2 for our one-dimensional domain decomposition approach. Multiple-dimensional domain decomposition should be explored in the future to allow the use of a much larger number of processes. The initial positions for the freely-moving particles are generated by a master process, say, process 0, via a random number generator. The use of a fixed seed for random number generation on only the master process ensures the repeatability of the initial positions of the particles. The particles are then distributed to different processes according to the z component of their center locations. If the center of a particle is found to be moved to its neighboring slab at the end of a time step, all other data related to this particle including its global index, center position, angular displacement, force and torque acting on the particle, and translational and angular accelerations, are transferred together to the neighboring slab. In addition to the global particle index, a local particle index is also employed within each slab, to accelerate certain operations involving particles belonging to the same process, for example, the calculation of particle-particle repulsive force, the update of particle dynamic evolution, and the re-ordering of particles in a slab after some new particles moving in and some old particle leaving the slab.
Comparing with the point-particle based simulation, one of the most challenging issues for finite-size particles is on the comprehensive and efficient handling of the scenario when a particle is crossing the computational domain boundary. For instance, as illustrated in a 2D schematic shown in Fig. 3 , a particle could be close to a corner of the cubic box, thus its volume could be distributed into eight portions (four in 2D), each of which residing in one of the corners due to the periodic boundary conditions applied in all directions. Clearly each portion of the particle can have either a real center located inside or virtual particle enters located outside the computational r e a l c e n t e r v i r t u a l c e n t e r v i r t u a l c e n t e r v i r t u a l c e n t e r Figure 3 : A 2D schematic used to illustrate the essential concept of the efficient scheme for computing the minimum distance of a lattice node to the center of a solid particle, regardless where the solid particle is located. In this figure, the center of the solid particle is located close the lower right corner of the domain, representing one of the most challenging situations. The three periodic images of the solid particle are also shown, with virtual centers located outside the domain near the other three corners. The red dot represents any lattice node of interest. By simply comparing the coordinate of the real particle center and that of the node, one can divide the domain into four quadrants (in 2D) and then easily find the nearest particle center to the lattice node of interest, and thus the shortest particle-to-node distance. In the figure, the nearest particle center to the red dot is the one located in the upper left quadrants.
domain. Since LBM requires a lattice node to be classified as a fluid node within the fluid region or a solid node inside a solid particle, it is necessary to calculate the minimum distance from the solid particle center to the lattice node of interest. A straightforward method is to calculate and compare all eight distance from the lattice node to the real center and seven virtual centers, but it would be cumbersome.
A much more efficient scheme to find this minimum distance is as follows. First, the x coordinate of the lattice node x node is compared with the x-component of the position of the real particle center x part , which is located within the computational domain. The following threestep procedure allows this minimum distance be computed. First, if x part − x node > nx/2, then replacement of x part by a virtual x center at x part − nx would provide the minimum separation in magnitude in the x direction. Second, if x part − x node < −nx/2, then replacement of x part by a virtual x center at x part + nx would provide the minimum separation in the x direction. Third, if −nx/2 ≤ x part − x node ≤ nx/2, the use of real particle center is adequate. The essence of this operation is to ensure that the magnitude of the separation in the x direction is no larger than nx/2. This procedure is repeated in the y and z directions, together they provide an efficient method to compute the minimum distance of a lattice node to the particle center, requiring only one-time calculation of projected distance in each spatial direction instead of eight times. Another benefit of this algorithm is that it can handle any particle size relative to the slab width, as long as the particle diameter is less than half of the computational domain size.
This algorithm has been applied extensively and consistently in the code to reduce computational effort, such as the detection of particle overlap, construction of the lattice links crossing the solid particle boundary, calculation of the interpolated bounce-back on particle surfaces, particle-particle repulsive force, and refilling of the missing populations for the newly-generated fluid lattice nodes.
It is a common practice in an MPI code to have variables localized as much as possible to reduce the memory usage and consequently the time to access memory, which would lead to a higher computational efficiency. However, there exist circumstances that a global variable is preferred, in order to save communication time in between processes and to simplify the code structure.
In this code, a small number of solid particle arrays are set to global arrays, including the array of particle center position, translational and angular velocity, and particle-particle repulsive force. This treatment introduces redundancy and a small impact on data communication, but the extra memory requirement is almost negligible when compared to other large local arrays already allocated in the same process. For example, suppose the the code is set to contain 1 million paricles and run at grid resolution of 1024 3 with 512 processes, thus the local distribution function has a dimension of f (19, 1024, 1024, 2) , and the global array of particle position is yp (3, 1M) . With double precision, the former alone would occupy memory of 19 × 1024 × 1024 × 2 × 8/1024 2 = 304MB, while the latter consumes 3 × 1M × 8/1024 2 = 24MB, which has only marginal effect on the total memory usage, but eliminates the need for data communication.
Since the dispersed phase can move freely in the carrier flow, the boundary links and the boundary cutting location q on each link must be updated at every time step. To identify if a fluid lattice node possesses boundary links, one needs to calculate the distance between each particle center and the node of interest. Typically with thousands of particles and millions of nodes available, the task of updating distances could be computationally intensive, if one attempts to blindly compare each node to each individual particle directly.
A solution to this problem is to only consider the fluid lattice nodes surrounding the particle surface in a confined region, e.g., a small cubic box with a lateral length of particle diameter plus four lattice spacings, which would encompass all the potential fluid nodes with links crossing particle boundary. All the other nodes outside this range will be filtered out in a nested conditional screening as follows. First, check the x-coordinate of the node of concern, keep the node for the next level of screening if its x coordinate falls within the truncation region, otherwise drop it and turn to next node in the x direction. This procedure is repeated in y, and then in z direction. This nested screening ensures that only the lattice nodes in a minimal region are considered in the search of boundary links for a given solid particle. Finally, the distances between all selected lattice nodes and the center of the solid particle are computed to identify all boundary links on the solid particle. For 256 3 lattice resolution and 6400 particles of radius of 4, tests have shown that the computational efficiency for this boundary link search algorithm is faster than the unscreened algorithm, by a factor of more than two thousand.
In summary, the above MPI implementation details yielded an overall efficient MPI code for particle-resolved simulation of turbulent particle-laden flows, as will be demonstrated by timing and scalability data to be presented in the next section. 
Results
In this section, we will first present results from code validation simulations involving a single particle and a random suspension in a non-turbulent background carrier flow. The results for a decaying turbulent particle-laden flow will then be discussed to demonstrate the capability and computational efficiency of the approach. Preliminary results concerning turbulence modulation by finite-size solid particles will be provided to reveal the effects of particles on the energy spectrum of the turbulent flow and on the spatial distribution of dissipation rate around a solid particle.
Validation: Single particle settling
Mordant and Pinton [40] measured the velocity of a steel bead settling under gravity (9.8 m/s 2 ) in a large water tank. The steel bead was released from rest. Here we consider one of their measured cases with the diameter of the bead equal to 0.8 mm. The particle density is ρ p =7710 kg/m 3 . The water density and kinematic viscosity are ρ f =1000 kg/m 3 and ν = 0.9 × 10 −6 m 2 /s. In the LBM simulation, we set the particle diameter to d = 8 (in lattice units). The system is governed by two dimensionless parameters: the solid particle to fluid density ratio, ρ p /ρ f , and the dimensionless gravity gd 3 /ν 3 , where g is the gravitational acceleration. These two dimensionless parameters in the LBM simulation are matched with those in the experiment. A domain size of 12.5d × 12.5d × 128d (or 100 × 100 × 1024 lattice units) is used. Fig. 4 compares the simulated settling velocity with the measured curve. Also shown is the result from Lucci et al. [36] based on a finite-difference immersed-boundary scheme. In both simulations, periodic boundary conditions are assumed in all three directions. All results are in excellent agreement. The steady-state settling velocity obtained in the LBM is 0.315 m/s in physical units, which is very close to 0.316 m/s measured in [40] . This validates our LBM particle-resolved simulation code.
To be complete, we note that, for a free sphere in an unbounded spatial domain, the wake can become unstable. In a spectral simulation of a uniform flow around a sphere in a large spatial domain, Bagchi et al. [41] found steady and axisymmetric flow when the particle Reynolds number is less than 210, steady and nonaxisymmetric flow without vortex shedding when the Reynolds number is between 210 and 270, and unsteady three-dimensional flow with vortex shedding when the Reynolds number is above 270. In our simulation, the final particle Reynolds number is 280. However, we applied periodic boundary conditions in all three directions in a finite domain, so it is not a free sphere in an unbounded domain. We suspect that the particular setup we used delayed the development of non-axisymmetric and unsteady wakes. A closer inspection showed that the particle did start to rotate towards the end of the simulation with the total angular displacements of 8.6, 1.76, and 0.66 degrees, respectively, along the x, y, and z axes at the end of the simulation (t = 0.24 s), where x and y are the horizontal directions and z is the vertical direction. The particle was also found to drift slowly in y direction with a total translational displacement of about one particle diameter at t = 0.24 s. A non-axisymmetric wake was also observed near the end of the simulation. It could be possible that an unsteady wake will develop if the simulation were to continue for a much longer time than what is presented in Fig. 4. 
Sedimentation of a random suspension
To further validate our implementation of LBM, we first consider a random suspension at finite particle Reynolds numbers and compare our results with those of [31] . Solid spherical particles were randomly seeded in an initially quiescent fluid domain of size 128 3 . Periodic boundary conditions were applied in all three directions. A series of simulations were conducted to yield five different volume concentrations, using 1, 40, 120, 240, 480 particles of a fixed radius of 5 grid spacing. The single-particle case was used as the reference case. A volumetric body force was applied to balance the excess weight of the particles in the vertical direction. The gravitational acceleration was varied to give two particle Reynolds numbers of roughly 4.1 and 11.2, based on the single particle sedimentation velocity and particle diameter. The sedimentation velocity was corrected to ensure that the system has a zero net vertical mass flux. In a Stokes suspension flow, this additional correction would not be needed. However, in a suspension at finite particle Reynolds number, the system is no longer a linear system, a simple balance of the body force and the excess weight cannot guarantee a net zero mass flux, due to nonlinear fluid inertial effects.
An important question for a random suspension is how the mean velocity varies with the particulate volume concentration. Figure 5(a) shows the mean sedimentation velocity normalized Table 2 : Parameter settings in our LBM code and in the finite difference simulation of Lucci et al. [36] for the singlephase decaying turbulence. Here L B is the computational domain size, k 0 = 2π/L B , and ∆x is the grid spacing. by V 0 , the terminal velocity of a single particle sedimenting in the same periodic domain. The estimated statistical uncertainties of our own data are also plotted. This is known as the hindered settling function and it is plotted as a function of particulate volume fraction. Also shown are results from [31] at particle Reynolds numbers of 1, 5, and 10. Clearly, the particle average settling velocity is significantly reduced as its volume fraction is increased, and the larger the particle Reynolds number the smaller the settling velocity. The results are in good agreement with those of [31] , with our simulations predict a somewhat smaller settling velocity. The differences could be due to two reasons. First, there are statistical uncertainties in both studies. Second, the force coupling method is an approximate method in which the disturbance flow is not fully resolved. The relative vertical velocity fluctuations V rms /V mean are shown in Fig. 5(b) . The overall trends are similar: the relative vertical velocity fluctuation increases with the volume fraction, but decreases with the particle Reynolds number. Quantitatively, our simulations yield smaller values. The origin for the quantitative differences between our simulations and those of [31] remains to be studied.
Decaying particle-laden turbulence
Prior to the simulation of particle-laden turbulence, the accuracy our LBM code was verified by a comparison with a pseudo-spectral code for particle-free decaying homogeneous isotropic turbulence. The particle-free or single-phase flow will be referred to as the Case 1 flow. For most simulations, we consider a periodic domain of 256 3 grid points, indicating the potential range of wave number 1 k 128. Following the work of Lucci et al. [36] , the initial velocity field at t = 0 was specified by a Gaussian field with a prescribed kinetic energy spectrum as
where k is the wave number, k p is the wave number containing peak energy, and u 0 is the initial r.m.s. velocity. Both k and k p have been normalized by the minimum
where L B is the computational domain size.
Here we performed two simulations of the single-phase decaying flow, one using the LBM, and the second using the golden-standard pseudo-spectral method [43] . The settings of the simulation parameters are shown in Table 2 . To separate the time scales of acoustic waves from hydrodynamics, we used a small velocity scale in LBM, so the lattice time is much smaller than the hydrodynamic time scales. For example, the Kolmogorov time scale at the initial time is equal to 117 lattice time units. The relative velocity, length, and time scale ratios are listed Table 2 which can be used to convert flow statistics from one to the another. Note also that the effective time step sizes used in the different approaches are very similar.
It can be shown theoretically that this initial energy spectrum implies the following initial flow statistics:
where u rms is the realized component r.m.s. fluctuation velocity, ν is the fluid kinematic viscosity, ǫ is the viscous dissipation rate, L f is the longitudinal velocity correlation length, λ is the transverse Taylor microscale, η is the Kolmogorov length, and R λ is the Taylor microscale Reynolds number. It is noted that the peak wavenumber k p plays an important role in determining the initial flow dissipation rate, all flow length scales, and the flow Reynolds number.
In table 3, we compare non-dimensional flow statistics for the Case 1 simulation, namely, the single-phase decaying turbulence. At t = 0, the above theoretical predictions are also listed. In the pseudo-spectral (PS) simulation, the energy spectrum is truncated at k = N/3. For the initial spectrum given by Eq. (14), it an be shown theoretically that this truncation has no noticeable effect on the kinetic energy and dissipation rate. The relative differences between the pseudospectral results and the theoretical values are typically about 1% or less, except in L f where it is 11.6%. These minor differences are due to the discretization effect in the wave vector space. Since the integral length L f is mostly determined by the large scale, the mode discretization has a significant effect. In our LBM, an identical initial flow as in the pseudo-spectral simulation was used. The initial populations f(x, t) were iterated following the procedure described in [42] to achieve a consistent initial pressure field; this amounts to solving a pressure Poisson equation iteratively. It is clear that all flow statistics from the LBM simulation are in excellent agreement with those from the PS simulation. Almost identical kinetic energy and dissipation rate spectra between the LBM and SP simulations were also observed (not shown here). These provide a direct validation of our LBM simulation and are consistent with the results shown in [43] .
The flow statistics obtained by Lucci et al. [36] , also shown in Table 3 , however, have some inconsistencies even at the initial time. Fro example, the dissipation rate is larger than the theoretical value by about 11.3% and the Taylor microscale is less by 5% when compared to the theoretical value. Part of these inconsistencies could be a result of different random numbers used in the flow initialization. Since our simulated flow statistics are much closer to the theoretical values at t = 0, we suspect there are some other problem in Lucci et al. [36] , either in 14 Table 3 : Comparison of simulated flow statistics for single phase turbulence. LBM and SP denote our LBM simulation and our pseudo-spectral simulation. The simulation by Lucci et al. [36] is a second-order finite-difference simulation. their low-order finite-difference scheme or in their processing of flow statistics. Overall, the data in table 3 imply that the numerical method used in Lucci et al. [36] has a noticeable numerical dissipation at earlier times, while our LBM simulation has negligible numerical dissipation. We shall return to this point again when we compare time evolutions of turbulence kinetic energy and dissipation rate. For the particle-laden turbulence simulations, the single-phase flow field was evolved for sometime until a converged velocity-derivatice skewness of about −0.50 was developed. At this moment, particles were released in the domain at random locations with a gap distance of at least two grid spacing in between. Initial translational velocities of particles are set as the instantaneous fluid velocity at the particle center, and angular velocity is set to zero. A set of five Table 4 : Parameters for particle-laden flow simulations at the release time. simulations, listed in Table 4 , were preformed to study the turbulence modulation by finite-size particles. Cases 2, 3, and 4 roughly match Cases D, E, and G in [36] . The gravity was set to zero. The simulations are run from t = 0 to t = 2.12T e,0 , corresponding to 5000 time steps, where the initial eddy turnover time T e,0 ≡ u 2 rms /ǫ and it is 2356 lattice time units. The flow fields are well resolved as shown by k max η > 1 for the whole time interval. All the simulations were performed on an IBM Power6 supercomputer at NCAR with MPI parallelization using 32 processors (at 256
3 ) to 128 processors (at 512 3 ). Each simulation takes 6 to 27 hours of wall clock time. Figure 6 displays the vorticity contour for Case 4 on the boundaries of the computational domain at 3000 lattice time step (1.27T e,0 ) and 5000 lattice time step (2.12T e,0 ), respectively. A layer of fluid to the top is removed to show the locations of a portion of the 2304 particles. The magnitude of vorticity decreases with time as expected, as can be seen from the color difference of Fig. 6(a) and Fig. 6(b) .
In Figure 7 we provide 2D visualizations of the vorticity magnitude on a slice and locations of the particles cutting through the same slice, for three different times. These are results from the Case 3 run at z = 128.5 (a x−y slice near the center of the domain). It is observed that the presence of particles is often associated with high voritcity values (the red spots), suggesting that motion of finite size particles can generate small-scale flow structures near its surface. Note that Case 3 has the largest density ratio and likely the largest slip velocity. We found that the enhanced activities at small scales due to particles are self evident when compared to the particle-free case as shown in Fig. 7(c) and Fig. 7(d) . The vortical structures are larger in size and more interconnected in the single-phase flow case. There is very little correlation between the single-phase and two-phase vorticity fields at a given time. At the earlier time t = 0.522T e,0 , both the particles and the fluid have large kinetic energy and as such there is a large slip velocity between a particle and its neighboring flow, the disturbance near the particle surface is more visual. At later times, the system has less and less kinetic energy and interphase slip velocity, the disturbance flow near the particles are weaker. The effect of particles on the viscous dissipation thus changes with time, as will be shown in Fig. 9 below. 
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2 0 computed at time t = 0 for all the five cases. It should be noted that the kinetic energy T KE f ull (t) we computed is the kinetic energy for the full field, including the space occupied by the particles where a rigid body translation and rotation together define the local velocity. The average kinetic energy of the fluid domain, T KE f luid (t), is related to T KE f ull (t) as
Compared with the particle-free turbulence, the TKE decreases faster in the particle-laden cases from the moment of particle release till about 1.6T e,0 , and then the decaying rate tends to be the same in all cases. In addition, the increase of particle number results in an evident reduction of TKE, as shown by comparing the curves from Case 2 and Case 4. This may be associated with more surface areas in Case 2 than in Case 4. The increase of particle density has a marginal effect 17 on decaying rate reduction, based on a comparison of Case 2 with Case 3. In Figure 8 (b), we compare our results with the results of Lucci et al. [36] and PS (for singlephase turbulence only). Note that Case 1 and Case 3 of our LBM simulations correspond to the parameter setting of Case A and Case E in Lucci et al. [36] . Our LBM and PS results for the single-phase flow overlap, but the curve from Lucci et al. [36] for the single phase flow shows a faster decay of kinetic energy due to their larger viscous dissipation at the early times, as has already been noted in Table 3 (also see In Figure 9 (b) below). The larger viscous dissipation for the single phase flow simulation in [36] could be partially due to the numerical dissipation in the second-order finite-difference scheme that Lucci et al. used. Our result for Case 3 is more closer to the result of Case E in [36] . It should be noted that our data represent T KE f ull (t) while the result of Lucci et al. is for T KE f luid (t), so the comparison is not a very direct comparison. The good comparison is somewhat surprising as the results for even the single-phase flow case do not match. It may be possible that the regularized three-point delta function used in the immersed boundary implementation in [36] is a local filter that somewhat smoothes out large velocity gradient at the particle-fluid boundaries, reducing slightly the local dissipation rate near the particle surface. The numerical dissipation in a low order finite-difference scheme and the regularization filtering may happen to cancel one another, giving results comparable to what observed in our LBM scheme. For these reasons, we believe that our results for both the singlephase and the particle-laden flow are likely to be more accurate than those of Lucci et al. [36] . Figure 9 (a) shows the modification of turbulent dissipation rate due to the presence of particles. The local dissipation inside the particles is zero, so the whole field dissipation and the fluid-region averaged dissipation are related by
We computed ǫ f ull (t) directly and then divided by (1 − φ v ) to obtain ǫ f luid (t) which is what shown in Fig. 9 . At the moment of about 0.26T e,0 , the injection of particles into the fluid domain causes a sudden jump of the dissipation rate, followed by a peak value at about 0.4T e,0 , and then the total dissipation decreases monotonically. The total particle surface area normalized by the domain size squared is equal to 6φ v L/d, implying that Case 5 has the largest effective surface areas and Case 4 has the smallest effective surface. This explains why the peak dissipation of the system 18 The larger the Stokes number (Case 3 compared to Case 2), the higher the peak dissipation value due to a larger slip velocity. Another observation is that, after the peak is reached, the system dissipation rate decays faster if the particle Stokes number is smaller, indicating a faster approach to an interphase quisi-equilibrium stage of the system evolution (the later part of the time evolution shown in Fig. 8(a) and Fig. 9(a) ). Figure 9 (b) compared our LBM results of the average flow dissipation rate to SP singlephase simulation and to the results of Lucci et al. [36] , in a manner similar to Figure 8(b) . Again for the single-phase flow simulation, our LBM result matches the SP result, but Lucci et al. over-predicted the flow dissipation at earlier times. The two particle-laden cases are in general agreement in that both have a higher flow dissipation rate when compared to the single-phase turbulence for most of the time after particle release. An important difference between our result for Case 3 and the result of Lucci et al. for Case E is that, immediately after the particle injection, the jump in the dissipation rate in Lucci et al. is much larger than in our result. As the viscous boundary layers develop on the particle surface, the LBM result shows a gradual increase in flow dissipation before reaching a second peak while the Lucci et al. shows a monotonic decay. At the moment of particle injection, there is an unphysical jump or mismatch of fluid velocity and particle surface condition. The LBM scheme is a weakly compressible formulation while the Lucci et al.'s is an incompressible flow solver. The regularization function in the Lucci et al. ' s immerse boundary treatment would also have a strong impact at the moment of injection. At this moment, it is not completely clear which method better handles the flow physics immediately after the unphysical jump condition. Nevertheless, the time evolutions after the transition stage (t/T e,0 > 0.6) are very similar.
An important characteristics of the particle laden turbulent flow is the addition of motion at the scale of particle size, at the cost of reduction of large-scale fluid motion, since no energy is added to the system here. This is clearly shown in Figure 10 where we compare the kinetic energy spectra at the end of simulations t = 2.12T e,0 . It should be noted that we use the full velocity field including the rigid-body velocity inside the particles to compute the energy spectrum. Typically, the kinetic energy is higher at higher wavenumbers when compared to the single phase flow. At intermediate and low wavenumbers, this is reversed. Interestingly, wave like oscillations are observed at the tails of the spectra for turbulent particle-laden flow, as shown previously in [25, 36] due to the discontinuity of flow velocity gradient at the finite-size particle surface. Compared to the results of Case 2 and Case 4, Case 3 possesses noticeably larger TKE at large wavenumbers due to large mass loading and large Stokes number. The result for Case 5 is more complicated. First, the cross-over at large wavenumbers becomes very evident with a clear attenuation of energy at the intermediate wavenumbers. Second there is apparently a second cross-over at k = 4 ∼ 5. It could be due to some large-scale structures formed by the particles. This will need to be studied in the future.
It is now well known that the cross-over wavenumber or pivot wavenumber, k pivot , at the large-wave number end scales with the particle diameter. We introduce with just one layer in single-phase flow simulation, and additional one-layer slab-to-slab communication associated with the refilling procedure; (2) the overhead for processing the boundary links on the solid particle surface which is proportional to the total solid particle surface area (∼ N p d 2 ); and (3) the overhead associated with updating the translational and angular locations and velocities of solid particles and with MPI ALLREDUCE operations to collect single particle information and to store in corresponding solid particle arrays. Assume the overhead associated with the third part is relatively insignificant; we can use the results in Table 5 to estimate the overheads for the first part and the second part. Note that the overhead for the first part is independent of the number of solid particles, and the overhead for the second part is proportional to N p d 2 . For example, by comparing Cases 2, 3, and 4, we infer that the overhead for the first part is roughly 12.5% for 256 3 simulation. The overhead for the second part for Case 2 and Case 3 is roughly 11% and for Case 4 it is roughly 7.5%. Likewise, a comparison of Case 3H and Case 5 shows the overhead for the first part is 8% for 512 3 simulations, the overhead for the second part for Case 3H and Case 5 are 18% and 36%, respectively.
We also document the scalability of the code against the number of processes used, in Fig. 12 . Case 3 and Case 3H are used and the wall-clock times per time step are shown in the figure. The black line shows the ideal scalability curve of slope −1. Clearly the code running time scales well with n proc .
Conclusions
In this paper, we have presented a particle-resolved simulation method for turbulent flow laden with finite size particles. The method was based on the multiple-relaxation-time lattice Boltzmann equation [37] . The no-slip boundary condition on the moving particles boundaries was handled by a second-order interpolated bounce-back scheme [38] . The populations at a new fluid node were constructed by equilibrium distribution with non-equilibrium correction [39] . A simple repulsive force model was utilized to prevent particle-particle overlap. The code was 22 parallelized with MPI and was found to be computationally efficient. A number of specific MPI implementation issues have been resolved and explained. Up to 51,200 particles in 3D have been considered in our simulations. We are currently testing the code for higher grid resolution and larger number of particles. A remarkable feature of the approach is that the computational overhead is rather moderate even for a large number of particles in a turbulent carrier flow. We also demonstrated a good scalability of the code. The force and torque on a particle were computed based on summing momentum exchanges at the boundary links. Apart from the refill problem, the method essentially conserves the overall momentum of the system at the mesoscopic level, which ensures the correct balance of kinetic energy of the whole system and viscous dissipation.
The code was first validated by studying the settling of a single particle under gravity, yielding excellent results compared to measured data of Mordant and Piton [40] and simulated results of Lucci et al. [36] . The method was then applied to two problems. The first is the sedimentation of a random suspension at finite particle Reynolds numbers. Results on the hindered settling function and relative particle vertical velocity fluctuation are presented in terms of particulate volume fraction and particle Reynolds numbers. These results are in reasonable agreement with the results obtained by [31] using a force coupling method.
We then applied the method to study a decaying turbulence seeded with finite-size particles. In the particle-free case, the flow statistics matched precisely the results obtained from the accurate pseudo-spectral method, consistent with the observation of [43] . Several particle-laden flow cases reported in [36] were simulated here, with qualitatively similar results. Some inconsistencies in the results of Lucci et al. [36] have been noted, implying that our LBM may have better overall performance than their second-order finite-difference scheme. The results show that particles of Kolmogorov to Taylor microscale sizes introduce small-scale features, enhance the dissipation rate of the system, and alter the shape of energy spectrum. The normalized pivot wavenumber depends on dimensionless particle size and this dependence has a transition at d/λ ∼ 1. This implies that the pivot wavenumber depends not only on particle size, but also the relative ratio of particle size to flow dissipation range scales as well as the particle-to-fluid density ratio. At a given particulate volume fraction, the effective particle surface area and particle Stokes number play a prominent role in the dynamic evolution of overall kinetic energy, energy spectrum, and the flow dissipation rate. These results are preliminary. Further analysis and parametric study are underway.
Further analysis of the simulation results will focus on particle phase characteristics, including fluid and particle radial and transverse relative velocities, particle radial distribution function, and particle collision rates. Towards this end, the numerical method will be critically examined in order to improve the representation of short-range particle-particle interaction. Other fundamental numerical issues related to moving particles such as force oscillations and the refill problem also require further research. Multiple-dimensional domain decompositions, as was already undertaken in [44] , should also be explored in view of the current trend of scalable computers having O(100, 000) processors. Particle-laden turbulent flow is a multiscale problem that requires the state of the art computers to include all relevant scales into the simulations with realistic physical parameters.
