Several researchers have addressed the problem of constructing simultaneous condence intervals (SCIs) for comparing exponential location parameters with a control or controls under heteroscedasticity when sample sizes are equal or unequal. They usually used simulation-based inference procedures or Lam's technique that leads to conservative SCIs. In this paper, we present a set of SCIs for comparing exponential location parameters with a control, controls and the best control under heteroscedasticity when sample sizes are possibly unequal. Our method is not a simulation-based inference procedure and our results show that the proposed SCIs have some advantages over others.
the latency period and the mean duration of a disease; for more applications of exponential distribution see [17] and [9] . We use notation E(a, b) to denote the exponential distribution with the following density function f (x; a, b) = 1
where IA(·) is the indictor function of event A and parameters a ∈ (−∞, ∞) and b ∈ (0, ∞) are location and scale parameters, respectively. Suppose that there are I independent treatment groups and J independent control groups where the i-th treatment group follows E(θi, σi) and the j-th control group follows E(µj, δj). We consider the problem of constructing simultaneous condence intervals (SCIs) for θi − µj, i = 1, . . . , I; j = 1, . . . , J, under one-stage and two-stage sampling procedures and heteroscedasticity;
i.e. when the scale parameters are unequal.
Under two-stage sampling scheme or the homogeneity assumption of scale parameters, the problem of comparing exponential location parameters with a control or controls has been addressed by several authors; e.g. [8] , [13] and [14] . Recently, Wu et al.
[ 15] proposed conservative two-sided and one-sided SCIs for θi − µ1, i = 1, . . . , I, under heteroscedasticity when sample sizes are equal. They used Lam's [6, 7] technique to show theoretically that the proposed SCIs are conservative. They also examined the coverage probability (CP) of SCIs via a simulation study. The results of simulation indicated that the proposed SCIs are too conservative. Maurya et al. [12] proposed one-sided and twosided conservative SCIs for θi − µj, i = 1, . . . , I; j = 1, . . . , J, under heteroscedasticity when sample sizes are equal. They also used Lam's [6, 7] technique to show that their SCIs are conservative. Maurya et al. [11] proposed only two-sided conservative SCIs for θi − µ1, i = 1, . . . , I, under heteroscedasticity when sample sizes are equal. They also used Lam's [6, 7] technique to obtain the required critical values. However, they did not examine the CP of their SCIs.
Kharrati-Kopaei et al. [5] proposed simultaneous ducial generalized condence intervals (SFGCIs) for the successive dierences of the location parameters of several exponential distributions and indicated how their proposed procedure can be modied to obtain SFGCIs for comparisons of the location parameters with one or several controls.
Malekzadeh et al. [10] proposed parametric bootstrap simultaneous condence intervals (PBSCIs) for θi − µj, i = 1, . . . , I; j = 1, . . . , J, under heteroscedasticity when sample sizes are unequal. They showed theoretically that their SCIs have correct CP asymptotically; however, they did not investigate the CP of PBSCIs for small samples theoretically. Malekzadeh et al. [10] also compared the CP of PBSCIs with SFGCIs via simulation studies and concluded that PBSCIs outperform the SFGCIs for sample size as small as 10.
These proposed methods are based on intensive computer simulation or Lam's [6, 7] technique which leads to SCIs that are too conservative. In this paper, we present new one-stage and two-stage SCIs for θi − µj, i = 1, . . . , I; j = 1, . . . , J, under heteroscedasticity when sample sizes are possibly unequal. We also discuss constructing SCIs for comparing the treatment groups with the best control. Our proposed method, in contrast to PBSCIs and SFGCIs, is not a simulation-based inference procedure and it is very easy to implement. In addition, our method is not as conservative as the methods that are based on Lam's technique and consequently our SCIs have shorter lengths.
The organization of the paper is as follows. In Section 2, we present some necessary backgrounds, notation and a useful lemma for constructing SCIs. In Sections 3 and 4, SCIs under two-stage and one-stage sampling procedures are presented. In Section 5, we discuss constructing SCIs for comparing the treatment groups with the best control.
In Section 6, via a simulation study, we compare the proposed SCIs with the ones that were proposed by [12] , [5] , and [10] in terms of CP and average volume (AV). Simulation results show that the proposed SCIs have higher CP and smaller AV in most cases. In Section 7, we illustrate our method with a real example that is about two test drugs and two control drugs used in the treatment of Leukemia, as measured by the duration of remission time. All proofs are given in the Appendix.
Notation and necessary backgrounds
Let Xi1, . . . , Xim i and Yj1, . . . , Yjn j denote random samples of sizes mi and nj from the i-th treatment and j-th control, respectively. Let Xi = min {Xi1, . . . ,
It is well-known that WX i 's and WY j 's are independently distributed as F distributions with 2 and 2mi − 2 and 2 and 2nj − 2 degrees of freedom, respectively;
see [15] and [12] . Let F −1
denote the quantile function of a random variable whose distribution is F distribution with 2 and 2n − 2 degrees of freedom.
The two-stage sampling scheme can be described as follows. Initial random samples of sizes mi and nj are taken from the i-th treatment and the j-th control group, respectively. 
. . , I; j = 1, . . . , J. Note thatWX i 's are distributed as F distribution with 2 and 2mi − 2 degrees of freedom andWY j 's are also distributed as F distribution 2 and 2nj − 2 degrees of freedom; see [12] . In addition,WX i 's andWY j 's are independent.
The following lemma is useful for constructing SCIs for θi − µj; see [4] . We use this lemma for constructing SCIs under dierent sampling schemes. 
. . , I; j = 1, . . . , J, are conservative simultaneous lower bounds for θi − µj, i = 1, . . . , I; j = 1, . . . , J, with condence coecient 1 − α where
. . , I; j = 1, . . . , J, are conservative simultaneous two-sided bounds for θi − µj, i = 1, . . . , I; j = 1, . . . , J, with condence coecient 1 − α where q
Remark. When mi = nj = n for all i and j, [15] and [12] also proposed two-stage SCIs for θi − µj. However, they used d in their SCIs instead ofCX i andCY j . It is clear that the proposed two-stage SCIs performs better than the SCIs proposed by [15] and [12, 11] 
Note that the additional sample for the second stage may not be available due to an experimental budget shortage; see [12] . In this view, we do not discuss any more the SCIs that are based on a two-stage sampling procedure. In the next section, we discuss constructing SCIs under one-stage sampling scheme when sample sizes and scale parameters are possibly unequal.
SCIs under one-stage sampling procedure
Suppose that the additional sample for the second stage is not available and random samples of sizes mi and nj are taken from the i-th treatment and j-th control, respectively. The following theorem presents a set of one-stage SCIs for θi − µj.
. . , I; j = 1, . . . , J, are conservative simultaneous upper bounds for θi − µj, i = 1, . . . , I; j = 1, . . . , J, with condence coecient 1 − α where q
Remark. Suppose that mi = nj = n for all i and j. In this case, the proposed SCIs in Theorem 4.1 are similar to ones proposed by [15] and [12] . The dierence is that they used C in their SCIs instead of CX i and CY j . It is clear that the proposed SCIs outperform the SCIs proposed by [15] and [12] since CX i and CY j are smaller than C for all i and j.
4.3. Remark. By using Lemma 2.1, the two-sided SCIs proposed by [11] can be improved similarly. However, we do not discuss it any more since we are interested in constructing both one-sided and two-sided SCIs.
SCIs for comparing the treatment groups with the best control
Suppose that the best control is dened as a control group that has the largest location parameter. We denote the location parameter of the best control by µ [J] . In practice, it may be of interest to compare the treatment groups with the best control. In the following theorem, we present one-stage SCIs for θi − µ [J] , i = 1, . . . , I, under heteroscedasticity when sample sizes are possibly unequal.
Theorem. Suppose that
, are conservative simultaneous two-sided bounds for θi − µ [J] , i = 1, . . . , I, with condence coecient 1 − α.
5.2. Remark. We note that Maurya et al. [12] proposed SCIs for comparing the treatment groups with the best control when sample sizes are equal. However, similar to the 
Simulation studies
In this section, we present the results of simulation studies in which we compare our two-sided one-stage SCIs in terms of CP and AV with the ones that were proposed by [12] , [5] , and [10] . We use abbreviations M11, SFGCI, and PBSCI for these three methods.
(A similar procedure can be used for examining and comparing one-sided SCIs.) Note that in M11, it was assumed that sample sizes are equal; however, our SCIs, SFGCI and PBSCI methods can be used even when sample sizes are unequal. In this regard, we compare the methods under two scenarios that sample sizes are equal or unequal. We rst review the methods briey.
M11. When sample sizes are equal; i.e. mi = nj = n, i = 1, . . . , I; j = 1, . . . , J, . Note that when there is only one control group (i.e. J = 1), the above SCIs reduce to the SCIs proposed by [15] .
SFGCI. This procedure is based on the concept of ducial generalized pivotal quantities (FGPQ); see [2, 3] and [1] . Let 
, and S * Y j denote independent copies of Xi, Yj, SX i , and SY j , and let 6.1. When sample sizes are equal. We used the following procedure to estimate the CPs and AVs of the methods when mi = nj = n, i = 1, . . . , I; j = 1, . . . , J. Let (µ µ µ, θ θ θ) and (σ σ σ, δ δ δ) denote the vector of location and scale parameters, respectively. To avoid any bias and for a realistic comparison, we decided to generate the values of (σ σ σ, δ δ δ) at random from a known distribution. We refer to a case for a generated value of (σ σ σ, δ δ δ). For given (σ σ σ, δ δ δ) and n, random samples of sizes n are generated from E(µ µ µ, σ σ σ) and E(θ θ θ, δ δ δ). Table 1 . In this simulation study, we assumed that µ µ µ = θ θ θ = 0 0 0 without loss of generality and for SFGCI and PBSCI methods, we used 50,000 samples to obtained the required quantiles q B α and q F α .
Note that an estimated CP is a normal random variable approximately with mean 1−α and variance α(1 − α)/5000. Thus a 95% lower bound for the true CP (1 − α = 0.95) can be obtained as 0.9449. In Figure 1 , this lower bound for the true CP has been also drawn. If the estimated CP of a method is less than this lower bound, we can conclude that the CP of that method is less than the true CP signicantly.
The following conclusions can be drawn from Figure 1 and Table 1: (a) M11 has the highest CP and AV for dierent cases. This method is too conservative and has the worst performance in terms of AV.
(b) SFGCI performs better than M11 in terms of AV. The AV of SFGCI is larger than our method and PBSCI. The AV of SFGCI is close to that of PBSCI for large sample size (n = 20). When sample size is small (n = 3 and 5), the SFGCI method is conservative.
However, it is not as conservative as M11 method. The CP of SFGCI is higher than our method when n = 3 and they are competitive when n = 5. For moderate and large sample sizes (n = 10 and 20), our method has higher CP than SFGCI. The CP of SFGCI tends to 0.95 when sample size increases; see [5] .
(c) The AV of PBSCI is much less than M11. Although there are cases that the AV of PBSCI is less than the AV of our method (see Table 1 ), there are several cases that the CP of PBSCI is signicantly less than 0.95 (especially when sample sizes are small i.e. n = 3 and 5).There are a few cases that the CP of PBSCI is signicantly less than 0.95 for large sample size (i.e. n =20). When sample size increases, our method has higher CP than PBSCI and the number of cases that the AV of our method is less than PBSCI increases. It seems that PBSCI method is somewhat liberal for some cases (especially for small sample sizes). (d) The AV of our proposed method is much less than M11 and it is smaller than the AV of SFGCI method (see Table 1 ). Therefore, our method performs better than M11
and SFGCI in terms of AV. The CP of our method is higher than 0.95 in contrast to PBSCI when n = 3 and n = 5 and it has smaller AV than PBSCI for most cases when n = 5, 10 and 20. The CP of our method varies between 0.96 and 0.97 approximately for all cases and sample sizes that we considered here.
We also compared the methods when the values of σ σ σ and δ δ δ are generated from chisquare distributions with two and ve, ve and two degrees of freedom, respectively, and showed that the AV of our and PBSCI methods are less than those of other methods.
Therefore, we decided to compare our method with PBSCI when sample sizes are unequal.
We used the same procedure as in Section 6.1 to estimate the CPs and AVs of methods.
The dierence is that the values of sample sizes are generated from a truncated Poisson distribution at zero and one points with parameter λ in each case. The results for λ = 3, 10, and 20 are shown in Figure 2 and Table 2 . It is seen that although the AV of PBSCI is less than our method in some cases when λ is small (sample sizes are small), the CP of PBSCI is less than 0.95 signicantly in most cases (54% of cases). In addition, there are cases that the CP of PBSCI is less than 0.95 signicantly when λ is moderate and large (28% and 6% of cases) while the CP of our method is higher than 0.95 in all cases.
Therefore, it seems that PBSCI is not a reliable method when sample sizes are small which is commonly occurred in practice. It is worth mentioning that our method not only have higher CP than PBSCI but also its AV is smaller than PBSCI for λ = 10 and 20. It is clear that in practice a desirable set of SCIs must have the highest CP and the lowest lengths. In this view, it seems that our method has some advantages over the other methods. The CP of our method is higher than the nominal CP for all sample sizes and scale parameters (see Theorem 4.1) in contrast to PBSCI method (especially when sample size is small). Our simulation results show that our method is not as conservative as M11 method and consequently has smaller AV; see remark 4.2. Although the CP of SFGCI is higher than our method for small sample sizes, our method has smaller AV. For moderate and large sample size, our method has higher CP and smaller AV than SFGCI.
The CP of our method is higher than PBSCI and the AV of our method is smaller than the AV of PBSCI in most cases. In addition, our method is not a simulation-based method in contrast to SFGCI and PBSCI methods and it is very easy to implement. Totally, it seems that our method can be recommended for multiple comparisons of exponential location parameters with several controls since our method performs better than the other methods in terms of either CP or AV.
Example
Consider the data in Table 3 that is taken from [12] and [16] . They are representing the eectiveness of two test drugs and two control drugs used in the treatment of Leukemia, as measured by the duration of remission time. Maurya et al. [12] showed that each of the four groups of data is exponentially distributed. Maurya et al. [12] and Malekzadeh et al. [10] previously analyzed this data set. Our two-sided SCIs for comparing the test drugs with the control drugs are shown in Table   4 . For comparisons, the results for PBSCI and SFGCI methods are also shown in this Our two-sided SCIs for comparing the test drugs with the best control, θi − µ [2] for i = 1, 2, are shown in Table 5 . For comparison, the SCIs obtained by Maurya et al. [12] are also shown in this table. It is seen that our conclusion is dierent from Maurya et al. [12] at condence coecient 0.99: our SCIs show that the test drug 1 is worse than the best control in contrast to Maurya's et al. [12] method. It is also seen that our SCIs have much smaller volume than the SCIs that proposed by Maurya et al. [12] . Appendix. The proofs of theorems.
Proof of Theorem 3.1. We prove only part (a) ≥ µj and Yj ≥ minj=1,...,J {Yj} for all j, we have Bij ⊆ Cij ⊆ Aij for all i and j. Now, by using part (a) of Theorem 4.1, the proof is completed.
