This paper considers a single machine rescheduling problem whose original (efficiency related) objective is minimizing makespan. We assume that disruptions such as order cancelations and newly arrived orders occur after the initial scheduling, and we reschedule this disrupted schedule with the objective of minimizing a disruption related objective while preserving the original objective. The disruption related objective measures the impact of the disruptions as difference of completion times in the remaining (uncanceled) jobs before and after the disruptions. The artificial due dates for the remaining jobs are set to completion times in the original schedule while newly arrived jobs do not have due dates. Then, the objective of the rescheduling is minimizing the maximum earliness without tardiness. In order to preserve the optimality of the original objective, we assume that no-idle time and no tardiness are allowed while rescheduling. We first define this new problem and prove that the general version of the problem is unary NP-complete. Then, we develop three simple but intuitive heuristics. For each of the three heuristics, we find a tight bound on the measure called modified z-approximation ratio. The best theoretical bound is found to be ε − 0.5 for some > 0, ε and it implies that the solution value of the best heuristic is at most around a half of the worst possible solution value. Finally, we empirically evaluate the heuristics and demonstrate that the two best heuristics perform much better than the other one.
INTRODUCTION
In most manufacturing facilities, disruptions occur constantly throughout their manufacturing processes. However, most of the scheduling studies focus on solving a scheduling problem without assuming any disruptions after an initial schedule is developed. A disruption is defined as a state where the deviation from plan is sufficiently large that the current plan has to be changed substantially (Clausen et al., 2001) . Examples of common disruptions include the arrival of new orders, order cancelations, changes in order priority, processing delays, changes in release dates, machine breakdowns, and the unavailability of raw materials, personnel, or tools (Hall and Potts, 2004) .
If disruptions occur in a manufacturing facility, the operation manager (OM) needs to update or reschedule the current schedule by considering the type and magnitude of the disruptions. While rescheduling, it is possible to ignore the current schedule and develop a completely new schedule. However, it will cause other problems with respect to reallocations of raw materials and resources including labor, tools and equipment, which had already been prepared for the current schedule. Furthermore, the OM has to deal with the unhappy sales department or customers thanks to substantial changes in completion time of some orders. Hence, it would be necessary to consider the trade-off between the effici-ency related cost of scheduling and the disruption related cost of scheduling when the new schedule is generated.
In addition to the general necessity of rescheduling in the real world, a direct motivation of the paper can be found at the manufacturing facility of a global consumer electronics company. In this facility, orders are scheduled with a traditional objective such as minimizing makespan or minimizing total completion time. After an initial schedule is generated, each order has an estimated completion time or so called quoted due date (QDD), which is used to notify customers when their order would be shipped from the factory. Then, whenever rescheduling is necessary due to the order disruptions, these quoted completion times are often hard-pegged as fixed completion times. Obviously, the company does not want to see the changes in the already determined completion times, and thus they can minimize the effect of the disruptions.
Specifically, we consider a single machine case where the original (efficiency related) objective is minimizing makespan, and the disruption related objective is minimizing maximum earliness without tardiness. This type of situation can be found in many industries where no particular priority is given to each of the orders. The due dates for the remaining jobs are set to completion times in an original schedule, and new jobs do not have any due dates. In order to preserve the optimality of the original objective, no-idle time is allowed while rescheduling. In addition, we assume that new jobs are available to be processed at the beginning of planning horizon, no tardiness is allowed for the remaining jobs, and no preemption is allowed for all jobs.
For general discussions on rescheduling, see Hall and Potts (2004) . For practical significance on this type of work, see Clausen et al. (2001) and Kopanos et al. (2008) . There are several studies which are closely related to the paper. Wu et al. (1993) consider a single machine rescheduling problem where job ready times and tails exist. This problem is easily related to a job shop environment, and machine failure is considered as disruption. The objective is to minimize the makespan and the disruption from the original schedule. The disruption is measured with the objective of the minimization of total earliness and tardiness and the start times of jobs in the original schedule are used as dues dates. Unal et al. (1997) study a single machine with newly arrived jobs that have setup times that depend on their part types. One objective is to minimize the total weighted completion time, and the other is to minimize the makespan of the new schedule. While not considering a specific objective function to measure the disruption, the constraints such as fixed sequence for remaining jobs and no additional setups are used to reduce the impact of the disruption. They provide efficient algorithms, complexity results, and heuristics with guaranteed performance bounds. Hall and Potts (2004) also consider scheduling a single machine problem with newly arrived jobs as disruptions. Two separate objective functions such as minimizing position difference between starting times in the original schedule and the new schedule and minimizing total earliness and tardiness as the start times of jobs in the original schedule as due dates are used to minimize disruptions. They provide several intractability results and heuristics with the performance evaluation. Qi et al. (2006) study a single machine and two parallel machine rescheduling problems where unexpected machine breakdown or changes in processing time occur. The efficiency related objective is to minimize the total completion time, and the disruption related objective is to minimize total earliness and tardiness as the start times of jobs in the original schedule as due dates. A composite objective function is used to address the both types of objectives. Ozlen and Azizoglu (2011) consider rescheduling in an unrelated parallel shop where unexpected machine failure occurs. Their efficiency related objective is to minimize the total completion time, and the disruption related objective is to minimize the number of jobs which are assigned to a different machine or to minimize the cost associated with the number of jobs that are assigned to a different machine. They provide polynomial-time solution methods to some hierarchical optimization problems and propose exponential time algorithms to generate all efficient solutions and to minimize a specified function of the measures.
Finally, Yang and Posner (2012) consider a single machine rescheduling problem where the objective is to minimize the maximum deviation where both tardiness and earliness are allowed. They establish the complexity of the problem and develop a few heuristics. They also find that their results can be easily extended to a special case of the problem with the objective of minimizing total earliness and tardiness.
While this work is similar to Yang and Posner (2012) , it is focused on the rescheduling situation where tardiness is not allowed. This situation can be found in the real world when the initially determined completion time is used to enforce as a promised delivery date to customers and thus, it becomes a deadline which must be met all the time. However, the rescheduling situation considered in Yang and Posner (2012) allows both tardiness and earliness, and tardiness and earliness are equally penalized when rescheduling is performed.
Theoretically, these two problems are differentiated from each other mainly due to different objective functions and the existence of no-tardy constraint in our problem, and hence need different heuristics to obtain efficient schedules. For instance, one of the heuristics in Yang and Posner (2012) has a parameter which controls how much tardiness is allowed compared to the size of the immediately preceding gap. Depending upon the size of the parameter, the empirically evaluated performance of the heuristic varies significantly. Another heuristic includes a step which determines whether some new job which creates tardiness should be scheduled at a specific gap based on a local optimal rule. Furthermore, their theoretical analysis such as proofs of the worst case bound of the heuristics is completely different from those found in this paper since different problems and heuristics are considered. Nonetheless, we follow the approaches similar to those used in Yang and Posner (2012) when we analyze our problem due to their similarity in structure of the two problems.
This paper considers an objective function that is the minimization of maximum earliness. Several studies consider this objective in a regular scheduling environment (Azizoglu et al., 2003; Guner et al., 1998; Mandel and Mosheiov, 2001; Molaee et al., 2010) . However, few have considered this objective function in a disruption related rescheduling problem. Moreover, this work is differentiated from other works which consider the order disruption because we consider both newly arrived and canceled jobs while the other studies consider only newly arrived orders except for Yang and Posner (2012) .
In the next section, we introduce some notation and describe the problem. In Section 3, we present preliminary results. Then, we prove the complexity of the problem and present solutions for special cases in Section 4. Four heuristics are introduced in Section 5. We first introduce a heuristic which always generates the maximum value of earliness and is used as an upper bound for all the other three heuristics. Then, we introduce three heuristics that are based on scheduling jobs either in the index order or in the longest processing time order at the first available idle times created by cancelled jobs. In Section 6, we suggest a new evaluation measure called modified z-approximation ratio for the heuristics. Then, for each of the three heuristics, we find a tight bound on the modified z-approximation ratio in Section 7. Finally, we empirically evaluate the heuristics in Section 8.
NOTATION
The parameters of the problem are respectively. The standard classification scheme for scheduling problems (Graham et al., 1979) where disrupt implies that the problem considers disruptions related rescheduling, noidle means there exists no-idle time in a schedule, and no-tardy indicates that tardiness is not allowed for the remaining jobs. Note that only the remaining jobs have due dates which are set to the completion times in the original schedule. We assume that the remaining and new jobs are available at the start of the planning process. Also, preemptions are not allowed.
In this paper, a schedule defines a job order on the machine. Since no-idle time is allowed, the job order determines the start and completion time of jobs on the machine. An original schedule is the schedule which is created and established before disruptions occur. As we noted, the execution of the original schedule is disrupted because of cancelled and newly arrived jobs. Thus, there is a rescheduling. A disrupted schedule is the original schedule with canceled jobs removed. We assume that the disrupted schedule starts at the beginning of time horizon.
For notational convenience, each block of idle times created by canceled jobs is called gap. Let G be a set of gaps such that
where q is the number of gaps in disrupted schedule . means that there are four remaining jobs 1, 2, 3, and 4, and one gap between jobs 1 and 2 and another gap between jobs 2 and 3. We also, let j g be duration of gap j G for
Also, we let i R be a set of remaining jobs processed between gaps i and 1 i + for = 0, 1, , 1.
We also let i r be the number of jobs in i R for = 0, 1, , . 
PRELIMINARY RESULTS
We first develop some results that provide the basis for our analysis. Then we establish the complexity of the problem. First, we prove the following two lemmas which establish relationships between σ Notice that some new jobs in n N can be scheduled between these two remaining jobs in * .
σ Since job j precedes job i in * σ and * * < , ( )< ( ).
If we switch jobs i and j in * , σ then the both jobs still incur earliness cost and further, earliness cost of job i increases but earliness cost of job j decreases. Since Therefore, changing the order of the remaining jobs generates a better schedule, and thus * σ is not optimal. Contradiction. □ As a result of Lemma 1, we only consider a schedule where the order of remaining jobs is the same as in . σ Proof. Suppose that there exists an optimal schedule where some new jobs are scheduled between two consecutively processing remaining jobs in
is the first such job and job r is scheduled between two remaining jobs i and j for , σ Notice that earliness cost cannot incur on job j only because jobs i and j are scheduled consecutively. If earliness cost incurs either on both jobs i and j or job i only in * , σ then we can reduce the earliness cost by scheduling job r before job .
i This contradicts that the schedule is optimal. We use the same argument for all new jobs which are scheduled between two consecutively processing remaining jobs in
As a result of Lemma 2, when we consider an optimal schedule, we assume that no new jobs are scheduled between two consecutively processing remaining jobs in . 
COMPLEXITY RESULTS
The next result establishes the complexity of the problem. We show that problem 1| , , disrupt no idle no − | max tardy E − is unary NP-complete by using the reduction from 3-Partition which is a known unary NPcomplete problem. (Garey and Johnson, 1979 
3-Partition
Note that where there exists fixed number of gaps in a disrupted schedule. We use the reduction from the following binary NP-complete problem (Karp, 1972) . Proof. Notice that the recognition version of the bin packing problem with a fixed number of bins is binary NP-complete, and there exists an optimal solution procedure which runs in pseudo-polynomial time (Garey and Johson, 1979) . In addition, this result can be extended to the case where the size of bins is variable. This result implies that for the problem with a fixed number of gaps, we can recognize whether new jobs can be scheduled at gaps without changing starting times of the remaining jobs and without idle time in pseudo-polynomial time.
where q is the number of gaps. Observe that while solving our problem with a fixed number of gaps, the maximum possible size of any gap is .
s Since the number of gaps is fixed, the possible number of problems with different combinations of gap sizes is at most ( ).
q O s This is due to the fact that the sum of sizes of all gaps is always no greater than . s Moreover, as described, we can check whether new jobs can be scheduled at gaps without generating earliness cost for each of these possible problems in pseudopolynomial time. Then, by comparing each of the results, we can find a schedule that minimizes the maximum earliness cost for the problem with a fixed number of gaps in pseudo-polynomial time. Therefore, there exists an optimal procedure which runs in pseudo-polynomial time for problem 1| , , | max disrupt no idle no tardy E − − with a fixed number of gaps in . 
HEURISTICS
The heuristics in this section are developed based on one of the simple and intuitive heuristics for the binpacking problem which is similar to our problem in a way that items (jobs) should be packed (scheduled) at multiple bins (gaps) as much as possible. They are firstfit (FF) and first-fit decreasing (FFD) heuristics developed and analyzed in Johnson et al. (1974) . The heuristic FF assigns items to bins according to the order they appear in the list without using any knowledge of subsequent items in the list. Meanwhile, the FFD first sorts the items in nonincreasing order of their size and then assigns items to bins according to the order they appear in the list. In our problem, the FF schedules new jobs in their index order at gaps according to the sequence of the gaps in which they appear in the disrupted schedule. The FFD is similar to the FF except that the FFD first sorts the new jobs in nonincreasing order of their size before it schedules them at each of the gaps. Using the longest processing time job first (LPT) rule for scheduling new jobs at each gap is intuitive and supposed to be more effective in reducing the earliness cost incurred at gaps than the list scheduling (LS) rule where jobs are March 2013 , pp.51-62, © 2013 scheduled in their index order. Now, we formally describe each of the heuristics. Heuristic H0 generates a schedule with maximum earliness cost for each remaining job. It simply processes all remaining jobs without idle time before any new job. Then, all new jobs are scheduled at the end of .
It also provides a good upper bound for the analysis of the other heuristics.
Heuristic H0
1. Process all remaining jobs without idle time before any new job. 2. All new jobs are scheduled at the end of the disrupted schedule.
Heuristic H1 uses the LS rule to select a new job to be scheduled at each gap, and uses the index order to select the next gap to be considered. and go to step 1. 5. Eliminate remaining gaps by expediting jobs.
Heuristic H1
All unscheduled new jobs are scheduled at the end of the current schedule. Calculate solution cost and stop.
Next, we introduce heuristic H2 which is identical to heuristic H1 except for the fact that it uses the LPT rule instead of the LS rule to select a new job to be scheduled first.
Heuristic H2
1. Follow H1, but use the LPT rule instead of the LS rule.
Heuristic H3 is similar to H2 except that it effectively handles the situation where a job bigger than the size of the gap at which it is scheduled is a part of an optimal schedule. For instance, suppose that 1 2 = 1, = g g G at which it is scheduled. Neither H1 nor H2 can generate a reasonably good schedule since they only consider each gap at a time.
The following heuristic handles this situation by trying to schedule a big new job when it recognizes a high earliness cost at a gap. Specifically, if the earliness cost is bigger than a half of the total size of gaps so far, it tries to schedule a big new job which can be scheduled at the gap by unscheduling some new jobs at previous gaps. In the example above, H3 would schedule job 4 when the size of 2 G is 11 ε − after job 3 is scheduled at 1 , G and eventually, it would generate the same schedule as * .
σ For notational convenience, let i P be the total processing time of new jobs scheduled at i G and all earlier gaps for = 1, 2, , .
We now formally describe heuristic H3 as follows. 
Heuristic H3
0. Set = = i i i g g g ′ for = 1, 2, , . i q L 1. If = G ∅ or = ,
EVALUATION MEASURE FOR HEURISTICS
The problem being considered has the objective of minimizing March 2013 , pp.51-62, © 2013 algorithm is an α z-approximation if it runs in polynomial time and produces a solution whose distance from the optimal one is at most α times the distance between the optimal solution and the worst possible solution. Then, the goal is to find a schedule σ with the property that and 1 p = 1. Also, there exists a new job, job 2 such that 2 p = 2. Schedule (1, 2) can be an optimal and worst case schedule. Then, the denominator of the z-approximation ratio becomes zero.
Also, for the same gaps and the same remaining jobs, w σ may have a sequence of remaining jobs different from that in . Notice that the first concern is a technical issue which may be overcome by specifying a value for the denominator when this situation occurs. However, the other issue cannot be resolved with the current form of the z-approximation in (2). Specifically, the worst solution value can become too large simply by changing the order of the remaining jobs, which is fixed for all the heuristics being evaluated.
Hence, we need a new heuristic which can replace the worst schedule solution in (2). This heuristic should consistently generate a worse solution value than heuristics being evaluated while changing similarly to optimal and most heuristic solution values as the structure of the problem changes. Moreover, its solution value should be easily computed with the least calculation effort. The following lemma establishes that heuristic H0 generates the worst case solution value if the remaining job sequence is fixed as in . 
WORST CASE BOUND ON MODIFIED Z-APPROXIMATION

Heuristic H1
The following result establishes the tight worst case bound on the modified z-approximation for H1. Proof. If an optimal schedule has at least one job scheduled at any gap, then H1 also schedules at least one job at some gap. Hence, zr′ cannot be equal to 1 and should be less than 1. Thus, we establish the result by presenting an instance where zr′ can be as close to 1 as possible by controlling ε for some > 0. ε Hence, it should be the worst case example of H1. Also, since there exists an instance of the problem, the bound is tight. □
Heuristic H2
The following result establishes the tight worst case bound on the modified z-approximation for H2. 
least one job at some gap. Hence, zr′ cannot be equal to 1 and should be less than 1. Thus, we establish the result by presenting an instance where zr′ can be as close to 1 as possible by controlling ε for some > 0. Notice that zr′ can be as close to 1 as we want by reducing .
ε Hence, it is the worst case example of H2. Also, since there exists an instance of the problem, the bound is tight. □
Heuristic H3
We begin by analyzing H3 for problem 1|
with one gap. Then, we extend our analysis to a general case. First, the following example presents a possible worst case instance on the modified z-approximation ratio for H3. σ then the size of the second job is less than 0.5, the size of the third job is no greater than 1/3, and so on. Hence, if * 1 0.5, P ≥ then 3 1 H P should be no less than 0.5 due to the LPT rule and the availability of new jobs scheduled at 1 G in * .
σ Alternatively, if * 1 < 0.5, P then it should be that are used. The mean zr′ is the arithmetic mean of the modified z-approximation. The mean modified z-approximation is calculated over 30 instances of each problem type. The program is implemented in C language and run on the PC with a Core 2 Duo processor and 2.53 GHz plus 2 GB RAM.
In Table 1 , we present the mean modified z-approximation for H1, H2, and H3 where L z is used as a lower bound for
The results in the table are presented side by side for comparison of the heuristics. The results indicate that performances of the heuristics are much better than H0 which represents the schedule where all new jobs are scheduled at the end of a disrupted schedule. The mean modified z-approximation of the all heuristics becomes smaller as o n increases, and with the same o n value, it becomes smaller as c n increases. Hence, we may conclude that the performance of H1, H2, and H3 gets better as o n increases, and with the same o n value, the heuristics performs better as c n increases. The mean modified z-approximation of H2 and H3 is clearly smaller than that of H1 for each cell where where H2 performs slightly better than H3 (Table 2) . Tables 2-4 , and they clearly indicate that for the all heuristics, the mean modified z-approximation becomes smaller as n n increases. In other words, if there exist more new jobs to schedule at gaps, then the performances of H1, H2, and H3 improve. n n and n n values, the standard deviation of j p is varied to see the impact of it on the performance of the heuristics. The results in Table 5 indicate that the mean modified z-approximation becomes smaller as the standard deviation of j p decreases when = 10. o n In other words, the performance of the heuristics gets better as the standard deviation of j p decreases. However, the same pattern of results cannot be observed in Tables 6 and 7 
SUMMARY AND FURTHER RESEARCH
In this paper, we explored a new rescheduling problem where the original objective is minimizing makespan and the disruption related objective is minimizing maximum earliness without tardiness. For this problem, we established the complexity of the problem, and developed three simple but intuitive heuristics. For each of the three heuristics, we found a tight bound on the modified z-approximation ratio. Heuristics H2 and H3 performs much better than H1. Furthermore, H3 is designed to handle some of worst case scenarios better than H2, and it is better than H2 in terms of the worst case bound analysis. However, the performance of H3 is only slightly better than H2 in the computational study.
We believe that major contributions of this paper include the identification of a new rescheduling problem, the proofs of the complexity, and the development and analysis of the heuristics. There are several important possible extensions of this research. The single machine case with the original objective of minimizing makespan was chosen partially due to its tractability of analysis. Hence, it would be worthwhile to consider different original objectives. Also worth considering are different disruption related objective functions and multiple machine environments. Finally, it would be a valuable work to consider the situations with different types of order disruptions such as changes in order priority and due dates.
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