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This paper describes novel fully automated techniques for analyzing large amounts of cardiovascular data. In contrast to tradi-
tional medical expert systems our techniques incorporate no a priori knowledge about disease states. This facilitates the discovery
of unexpected events. We start by transforming continuous waveform signals into symbolic strings derived directly from the data.
Morphological features are used to partition heart beats into clusters by maximizing the dynamic time-warped sequence-aligned
separation of clusters. Each cluster is assigned a symbol, and the original signal is replaced by the corresponding sequence of
symbols. The symbolization process allows us to shift from the analysis of raw signals to the analysis of sequences of symbols.
This discrete representation reduces the amount of data by several orders of magnitude, making the search space for discovering
interesting activity more manageable. We describe techniques that operate in this symbolic domain to discover rhythms, transient
patterns, abnormal changes in entropy, and clinically significant relationships among multiple streams of physiological data. We
tested our techniques on cardiologist-annotated ECG data from forty-eight patients. Our process for labeling heart beats produced
results that were consistent with the cardiologist supplied labels 98.6% of the time, and often provided relevant finer-grained dis-
tinctions. Our higher level analysis techniques proved eﬀective at identifying clinically relevant activity not only from symbolized
ECG streams, but also from multimodal data obtained by symbolizing ECG and other physiological data streams. Using no prior
knowledge, our analysis techniques uncovered examples of ventricular bigeminy and trigeminy, ectopic atrial rhythms with aber-
rant ventricular conduction, paroxysmal atrial tachyarrhythmias, atrial fibrillation, and pulsus paradoxus.
Copyright © 2007 Zeeshan Syed et al. This is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.
1. INTRODUCTION
The increasing prevalence of long-term monitoring in both
ICU and ambulatory settings will yield ever increasing
amounts of physiological data. The sheer volume of infor-
mation that is generated about an individual patient poses a
serious challenge to healthcare professionals. Patients in an
ICU setting, for example, often have continuous streams of
data arising from telemetrymonitors, pulse oximeters, Swan-
Ganz catheters, and arterial blood gas lines—to name just a
few sources.
Any process that requires humans to examine more than
small amounts of data is highly error prone. It is therefore
not surprising that errors have been associated with “infor-
mation overload” and that clinically relevant events are often
missed [1, 2]. Computer-based systems can be used to detect
some events, but most conventional algorithms are tailored
to detect specific classes of disorders.
In this paper, we describe a new approach to analyzing
large sets consisting of physiological data relating to the car-
diovascular system. We rely on morphologic characteristics
of the physiological signal. However, unlike traditional ex-
pert systems, which can be used to search for a prespecified
set of events using a priori knowledge, our approach allows
for the discovery of events that do not need to be specified in
advance. Our interest in techniques that do not incorporate
knowledge about the events to be detected is motivated by
a desire to uncover physiological activity that may have po-
tential impact on patient care, but would not be detected by
conventional methods.
The techniques that we present can be used to dis-
cover interesting events over long periods of time. We focus
2 EURASIP Journal on Advances in Signal Processing
















θ γ β α
θγβαθγβαθγββθγβαθγβαθγαθγβαθγβθγβαθγββθγβαθγββθγβαθγβα



















Figure 1: Overview of symbolic analysis: (a) raw data corresponding to Patient 106 in the MIT-BIH arrhythmia database. The red rectangle
denotes a particular pattern hidden within the raw data. This pattern is diﬃcult to identify by visual examination alone. (b) The raw ECG
data is mapped into a symbolic representation (11 lines of the symbol sequence are elided from this figure). (c) An example rhythm of
a repeating sequence, found in the symbolized representation of the data corresponding to the boxed area of the raw data in (a). (d) An
archetypal representation, created using the techniques in [3], of the repeating signal.
primarily on the analysis of ECG data, extending our work to
other signals in multiparameter datasets to find cross-signal
interactions.
We propose a two-step process for discovering relevant
information in cardiovascular datasets. As a preliminary step,
we segment physiological signals into basic quasiperiodic
units (e.g., heart beats recorded on ECG). These units are
partitioned into classes using morphological features. This
allows the original signal to be reexpressed as a symbolic
string, corresponding to the sequence of labels assigned to
the underlying units.
The second step involves searching for significant pat-
terns in the reduced representation resulting from symbol-
ization. In the absence of prior knowledge, significance is as-
sessed by organization of basic units as adjacent repeats, fre-
quently occurring words, or subsequences that cooccur with
activity in other signals. The fundamental idea is to search
for variations that are unlikely to occur purely by chance as
such patterns are most likely to be clinically relevant. The ab-
straction of cardiovascular data as a symbolic string allows
eﬃcient algorithms from computational biology and infor-
mation theory to be leveraged.
Figure 1 presents an overview of this approach. We start
by using conventional techniques to segment an ECG signal
into individual beats. The beats are then automatically par-
titioned into classes based upon their morphological prop-
erties. For the data in Figure 1(a), our algorithm found five
distinct classes of beats, denoted in the figure by the ar-
bitrary symbols θ, γ, β, α, and Ψ (Figure 1(b)). For each
class an archetypal beat is constructed that provides an eas-
ily understood visible representation of the types of beats in
that class. The original ECG signal is then replaced by the
corresponding sequence of symbols. This process allows us
to shift from the analysis of raw signals to the analysis of
symbolic strings. The discrete symbolic representation pro-
vides a layer of data reduction, reducing the data rate from
3960 bits/second (sampling at 360Hz with 11 bit quantiza-
tion) to n bits/second (where n depends upon the number of
bits needed to diﬀerentiate between symbols, three for this
example). Finally, various techniques are used to find seg-
ments of the symbol sequence that are of potential clinical
interest. In this example, a search for approximate repeating
patterns found the rhythm shown in Figure 1(c). The corre-
sponding archetypal representation in Figure 1(d) allows this
activity to be readily visualized in a compact form.
The remainder of this paper is organized as follows. The
process of symbolizing signals is described in Section 2 and
the higher level analysis techniques that operate on this rep-
resentation of the data in Section 3. An evaluation of our
methods is presented alongside the technical details. A dis-
cussion of related work appears in Section 4, and a summary
and conclusions are provided in Section 5.
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2. SYMBOLIZATION
An extensive literature exists on the subject of symbolization
[4]. Essentially, the task of symbolizing data can be divided
into two subtasks. As a first step, the signal needs to be seg-
mented into intervals of activity. Following this, the set of
segments is partitioned into classes and a label associated
with each class.
The segmentation stage decomposes the continuous in-
put signal into intervals with biologically relevant bound-
aries. A natural approach to achieve this is to segment the
physiological signals according to some well-defined notion.
In this work, we use R-R intervals for heart beats and peaks of
inspiration and expiration for respiratory cycles. Since most
cardiovascular signals are quasiperiodic, we can exploit cy-
clostationarity for data segmentation [5].
We treat the task of partitioning as a data clustering
problem. Roughly speaking, the goal is to partition the set
of segments into the smallest number of clusters such that
each segment within a cluster represents the same underly-
ing physiological activity. For example, in the case of ECG
data, one cluster might contain only ventricular beats (i.e.,
beats arising from the ventricular cavities in the heart) and
another only junctional beats (i.e., beats arising from a re-
gion of the heart called the atrioventricular junction). Each
of these beats has diﬀerent morphological characteristics that
enable us to place them in diﬀerent clusters.
There is a set of generally accepted labels that cardiol-
ogists use to diﬀerentiate distinct kinds of heart beats. Al-
though cardiologists occasionally disagree about what label
should be applied to some beats, labels supplied by cardiolo-
gists provide a useful way to check whether or not the beats
in a cluster represent the same underlying physiological ac-
tivity. However, in some cases, finer distinctions than pro-
vided by these labels can be clinically relevant. Normal beats,
for example, are usually defined as beats that have morpho-
logic characteristics that fall within a relatively broad range;
for example, QRS complex less than 120 milliseconds and PR
interval less than 200 milliseconds. Nevertheless, it may be
clinically useful to further divide “normal” beats into multi-
ple classes since some normal beats have subtle morphologi-
cal features that are associated with clinically relevant states.
One example of this phenomenon is Wolﬀ-Parkinson-White
(WPW) syndrome. In this disorder, patients have ECG beats
that appear grossly normal, yet on close inspection, their
QRS complexes contain a subtle deflection called a δ-wave
and a short PR interval [5]. Since such patients are predis-
posed to arrhythmias, the identification of this electrocar-
diographic finding is of interest [5]. For reasons such as this,
standard labels cannot be used to check whether or not an
appropriate number of clusters have been found.
We first extract features from each segment by sampling
the continuous data stream at discrete points, and then group
the segments based upon the similarity of their features.
Many automated techniques exist for the unsupervised par-
titioning of a collection of individual observations into char-
acteristic classes. In [6], a comprehensive examination of a
number of methods that have been used to cluster ECG beats
is provided. These methods focus on partitioning the beats
into a relatively small number of well-documented classes.
Our work diﬀers both in our interest in making finer dis-
tinctions than is usual, for example, between two beats that
would normally both be classified as “normal,” and in our
desire to discover classes that occur rarely during the course
of a recording. This led us to employ clustering methods with
a higher sensitivity than those described in [6]. In addition,
we implement optimizations that facilitate the clustering of
very large data sets.
We use Max-Min clustering to separate segmented units
of cardiovascular signals into groups. The partitioning pro-
ceeds in a greedy manner, identifying a new group at each it-
eration that is maximally separated from existing groups and
dynamic time-warping (DTW) is used to calculate the time-
normalized distance between a pair of observations. This is
described in Sections 2.1-2.2. An evaluation of this work is
presented in Section 2.3.
2.1. Dissimilarity metric
Central to the clustering process is the method used to mea-
sure the distance between two segments. For physiological
signals, this is complicated by the diﬀerences in lengths of
segments. We deal with this using dynamic time-warping,
which allows subsignals to be variably dilated or shrunk.
Given two segments x1 and x2, wemeasure the dissimilar-
ity between them as the DTW cost of alignment [7]. Denot-
ing the length of these sequences by l1 and l2, respectively, the
conventional DTW algorithm produces the optimal align-
ment of the two sequences by first constructing an l1-by-l2
distance matrix. Each entry (i, j) in this matrix represents the
distance d(x1[i], x2[ j]) between samples x1[i] and x2[ j]. A
particular alignment then corresponds to a path, ϕ, through
the distance matrix of the form
ϕ(k) = (ϕ1(k),ϕ2(k)
)
, 1 ≤ k ≤ K , (1)
where ϕ1 and ϕ2 represent row and column indices into the
distance matrix, and K is the alignment length.































Cϕ is the total cost of path ϕ divided by the alignment length,
K . The division by K is necessary since some long paths
through the matrix will have large costs simply because they
have more matrix elements. Dividing by K helps to remove
the dependence of the cost on the length of the original ob-
servations. The search for the optimal path then proceeds in
O(l1l2) time by dynamic programming. One problem with
this method is that some paths are long not because the seg-
ments to be aligned are long, but rather these observations
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are time-warped diﬀerently. In these cases, dividing by K is
inappropriate because the length of a beat (or of parts of a
beat) being diﬀerent often provides diagnostic information
that is complimentary to the information provided by the
morphology. Consequently, in our algorithm we omit the di-
vision by K .
Another important diﬀerence between our approach and
traditional DTW is the distance metric used. The conven-
tional DTW algorithm defines the distance d(x1[i], x2[ j]) as
the Euclidean distance between the individual samples x1[i]
and x2[ j]. In the presence of small amounts of additive back-
ground noise, similar to what is commonly encountered in
physiological signals, a more robust measure is provided by
calculating the distance between small windows of the signals
















The key idea is that the distance is computed across lo-
cal windows to better capture underlying trends, as opposed
to individual samples, which are more sensitive to noise. W
is typically chosen to be a small value depending on the
sampling frequency so as to prevent the possibility of sharp
events such as the QRS complex from being diminished in
amplitude. For these studies we chose W = 4, a compromise
between the need to remove background noise and the need
to preserve important morphologic characteristics of the sig-
nal.
Essentially, this approach is equivalent to first smooth-
ing out the signals x1 and x2 by median filtering with a small
window of length 2W+1, andmay be carried out with a sub-
sequent preprocessing step. We recognize that other methods
for removing background noise exist [8], and future applica-
tions of this work will explore these alternate approaches.
2.2. Max-Min clustering
In [9, 10], clustering methods are proposed that build on
top of the dissimilarity measure presented in Section 2.1. A
modified fuzzy clustering approach is described in [9], while
[10] explores the use of hierarchical clustering. Denoting the
number of observations to be clustered as N , both methods
require a total of O(N2) comparisons to calculate the dissimi-
larity between every pair of observations. If each observation
has length M, the time taken for each dissimilarity compari-
son is O(M2). Therefore, the total running time for the clus-
tering methods in [9, 10] is O(M2N2). Additionally, storing
the entire matrix of comparisons between every pair of ob-
servations requires O(N2) space.
To reduce the requirements in terms of running time and
space, we employMax-Min clustering [11], which can be im-
plemented to discover k clusters using O(Nk) comparisons.
This leads to a total running time of O(M2Nk), with an O(N)
space requirement.
Max-Min clustering proceeds by choosing an observa-
tion at random as the first centroid c1 and setting the set S of
centroids to {c1}. During the ith iteration, ci is chosen such
that it maximizes the minimum distance between ci and ob-
servations in S:
ci = argmaxx /∈S miny∈S C(x, y), (5)
where C(x, y) is defined as in (2). The set S is incremented at
the end of each iteration such that S = S∪ ci.
The number of clusters discovered by Max-Min cluster-
ing is chosen by iterating until the maximized minimum dis-
similarity measure in (5) falls below a specified threshold θ.
Therefore, the number of clusters, k, depends on the separa-
bility of the underlying data to be clustered.
The running time of O(M2Nk) can be further reduced by
exploiting the fact that in many cases two observations may
be suﬃciently similar that it is not necessary to calculate the
optimal alignment between them. A preliminary processing
block that identifies c such homogeneous groups fromN ob-
servations without alignment of time-samples will reduce the
number of DTW comparisons, each of which is O(M2), from
O(Nk) to O(ck). This preclustering can be achieved in a com-
putationally inexpensive manner through an initial round of
Max-Min clustering using a simple distance metric.
The running time using preclustering is given by
O(MNc) + O(M2ck). The asymptotic worst case behavior
with this approach is still O(M2Nk), for example, when all
the observations are suﬃciently diﬀerent that c = N . How-
ever, for the ECG data we have examined, c is an order of
magnitude less than N . For example, preclustering with a hi-
erarchical Max-Min approach yielded a speedup factor of 12
on the data from the MIT-BIH arrhythmia database used for
the work described in Section 2.3.
2.3. Evaluation of clustering algorithm
We applied the techniques discussed in Sections 2.1-2.2 to
electrocardiographic data in the Physionet MIT-BIH Ar-
rhythmia database, which contains excerpts of two-channel
ECG sampled at 360Hz per channel with 11-bit resolution.
Activity is hand-annotated by cardiologists, allowing our
findings to be validated against human specialists.
For each patient in the database, we searched for diﬀerent
classes of ECG activity between consecutive R waves within
each QRS complex. A Max-Min threshold of θ = 50 was
used, with this value being chosen experimentally to pro-
duce a small number of clusters, while generally separating
out clinical classes of activity for each patient. As we report
at the end of this section, a prospective study on blind data
not used during the original design of our algorithm shows
that the value of the θ parameter generalizes quite well.
Beats were segmented using the algorithm described in
[12]. A histogram for the number of clusters found auto-
matically for each patient is provided in Figure 2. The me-
dian number of clusters per patient was 22. For the median
patient, 2202 distinct beats were partitioned into 22 classes.
A relatively large number of clusters were found in some
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Figure 2: Histogram of clusters per patient: the number of clusters
determined automatically per patient is distributed as shown, with
a median value of 22.
cases, in particular patients 105, 203, 207, and 222. These
files are described in the MIT-BIH Arrhythmia database as
being diﬃcult to analyze owing to considerable high-grade
baseline noise and muscle artifact noise. This leads to highly
dissimilar beats, and also makes the ECG signals diﬃcult to
segment. For patient 207, the problem is compounded by the
presence of multiform premature ventricular contractions
(PVCs). Collectively, these records are characterized by long
runs of beats corresponding to singleton clusters, which can
be easily detected and discarded (i.e., long periods of time
where every segmented unit looks significantly diﬀerent from
everything else encountered).
Our algorithm clusters data without incorporating prior,
domain-specific knowledge. As such, our method was not
designed to solve the classification problem of placing beats
into prespecified clinical classes corresponding to cardiol-
ogist labels. Nevertheless, a comparison between our clus-
tering algorithm and cardiologist provided labels is of in-
terest. Therefore, we compared our partitioning of the data
to cardiologist-provided labels included in the MIT-BIH ar-
rhythmia database.
There are a number of ways to compare a clustering pro-
duced by our algorithm (CA) to the implicit clustering which
is defined by cardiologist supplied labels (CL). CA and CL are
said to be isomorphic if for every pair of beats, the beats are
in the same cluster in CA if and only if they are in the same
cluster in CL. If CA and CL are isomorphic, our algorithm has
duplicated the clustering provided by cardiologists. In most
cases, CA and CL will not be isomorphic because our algo-
rithm typically produces more clusters than are tradition-
ally defined by cardiologists. We view this as an advantage of
our approach as it enables our method to identify new mor-
phologies and patterns that may be of clinical interest.
Alternatively, we say thatCA is consistent withCL if an iso-
morphism between the two can be created by merging clus-
ters in CA. For example, two beats in an ECG data stream
may have abnormally long lengths and therefore represent
“wide-complex” beats. However, if they have suﬃciently dif-
ferent morphologies, they will be placed in diﬀerent clusters.
We can facilitate the creation of an isomorphism between CA
and CL by merging all clusters in CA which consists of wide-
complex beats. While consistency is a useful property, it is
not suﬃcient. For example, if every cluster in CA contained
exactly one beat, it would be consistent with CL. As discussed
above, however, in most cases our algorithm produces a rea-
sonable number of clusters.
To determine whether our algorithm generates a cluster-
ing that is consistent with cardiologists supplied labels, we
examined the labels of beats in each cluster and assigned the
cluster a label corresponding to its majority element. For ex-
ample, a cluster containing 1381 normal beats, and 2 atrial
premature beats would be labeled as being normal. Beats in
the original signal were then assigned the labels of their clus-
ters (e.g., the 2 atrial beats in the above example would be
labeled as normal). Finally, we tabulate the diﬀerences be-
tween the labels generated by this process and the cardiolo-
gist supplied labels in the database. This procedure identifies,
and eﬀectively merges, clusters that contain similar types of
beats.
We considered only classes of activity that occurred in
at least 5% of the patients in the population, that is, 3 or
more patients in the MIT-BIH Arrhythmia database. Specif-
ically, even though we successfully detected the presence of
atrial escape beats in patient 223 of the MIT-BIH Arrhyth-
mia database and ventricular escape beats in patient 207, we
do not report these results in the subsequent discussion since
no other patients in the population had atrial or ventricular
escape activity and it is hard to generalize from performance
on a single individual. During the evaluation process, labels
that occur fewer than three times in the original labeling for
a patient (i.e, less than 0.1% of the time) were also ignored.
Tables 1 and 2 show the result of this testing process. We
document diﬀerences between the labeling generated by our
process and the cardiologist supplied labels appearing in the
database. Diﬀerences do not necessarily represent errors. Vi-
sual inspection of these diﬀerences by a board-certified cardi-
ologist, who was not involved in the initial labeling of beats in
the Physionet MIT-BIH arrhythmia database, indicates that
experts can disagree on the appropriate labeling of many of
the beats where the classification diﬀered. Nevertheless, for
simplicity we will henceforth refer to “diﬀerences” as “er-
rors.”
In Table 1, for the purpose of compactly presenting re-
sults, we organize clinical activity into the following groups:
(i) normal;
(ii) atrial (atrial premature beats, aberrated atrial prema-
ture beats and atrial ectopic beats);
(iii) ventricular (premature ventricular contractions, ven-
tricular ectopic beats, and fusion of normal and ven-
tricular beats);
(iv) bundle branch block (left and right bundle branch
block beats);
(v) junctional (premature junctional beats and junctional
escape beats);
(vi) others.
The result of clustering without this grouping (i.e., in
terms of the original annotations in the MIT-BIH Arrhyth-
mia database) is presented in Table 4. The overall misclassifi-
cation percentage in both cases is approximately 1.4%.
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Table 1: Beats detected for each patient in the MIT-BIT Arrhythmia database using symbolization. To compactly display results we group
the clinical classes (N = normal, Atr. = atrial arrhythmias, Ven. = ventricular, Bbb. = bundle branch block, Jct. = junctional beats,
Oth. = others, Mis. = mislabeled beat). For each group, the number of correctly detected beats is shown relative to the total beats originally
present. The aggregate detection performance is given in terms of both beats (i.e., total number of beats for each group correctly detected
across population) and patients (i.e., total number of patients for whom the group of activity was correctly detected to occur).
Patient N Atr. Ven. Bbb. Jct. Oth. Mis. Mis. %
100 2234/2234 30/33 — — — — 3/2267 0.13%
101 1852/1852 3/3 — — — — 0/1855 0.00%
102 14/99 — 4/4 — — 2077/2079 87/2182 3.99%
103 2076/2076 — — — — — 0/2076 0.00%
104 51/163 — — — — 2027/2040 125/2203 5.67%
105 2530/2534 — 39/40 — — — 5/2574 0.19%
106 1500/1500 — 508/511 — — — 3/2011 0.15%
107 — — 59/59 — — 2074/2075 1/2134 0.05%
108 1748/1748 1/4 17/18 — — — 4/1770 0.23%
109 — — 37/40 2486/2486 — — 3/2526 0.12%
111 2117/2117 — — — — — 0/2117 0.00%
112 2533/2533 — — — — — 0/2533 0.00%
113 1782/1782 5/5 — — — — 0/1787 0.00%
114 1815/1815 4/8 47/48 — — — 5/1871 0.27%
115 1946/1946 — — — — — 0/1946 0.00%
116 2281/2281 — 107/107 — — — 0/2388 0.00%
117 1528/1528 — — — — — 0/1528 0.00%
118 — 82/96 16/16 2147/2161 — — 28/2273 1.23%
119 1540/1540 — 443/443 — — — 0/1983 0.00%
121 1858/1858 — — — — — 0/1858 0.00%
122 2475/2475 — — — — — 0/2475 0.00%
123 1510/1510 — — — — — 0/1510 0.00%
124 — — 52/52 1523/1526 6/34 — 31/1612 1.92%
200 1737/1739 1/29 796/815 — — — 49/2583 1.90%
201 1605/1605 65/76 184/185 — 3/11 — 20/1877 1.07%
202 2043/2046 32/48 18/20 — — — 21/2114 0.99%
203 2432/2442 — 318/345 — — — 37/2787 1.33%
205 2564/2565 1/3 76/77 — — — 4/2645 0.15%
207 — 114/116 190/208 1538/1559 — — 41/1883 2.18%
208 1507/1575 — 1327/1348 — — — 89/2923 3.04%
209 2603/2617 317/383 — — — — 80/3000 2.67%
210 2411/2416 14/21 164/183 — — — 31/2620 1.18%
212 920/920 — — 1821/1824 — — 3/2744 0.11%
213 2632/2635 4/28 321/581 — — — 287/3244 8.85%
214 — — 260/261 1980/1993 — — 14/2254 0.62%
215 3190/3191 — 156/159 — — — 4/3350 0.12%
217 229/242 — 138/157 — — 1720/1802 114/2201 5.18%
219 2077/2077 0/7 31/63 — — — 39/2147 1.82%
220 1942/1947 91/93 — — — — 7/2040 0.34%
221 2028/2028 — 381/382 — — — 1/2410 0.04%
222 1939/1977 121/187 — — 125/216 — 195/2380 8.19%
223 2021/2025 20/89 462/484 — — — 95/2598 3.66%
228 1685/1687 0/3 366/371 — — — 10/2061 0.49%
230 2249/2249 — — — — — 0/2249 0.00%
231 312/312 — — 1246/1247 — — 1/1559 0.06%
232 — 1407/1423 — 435/437 — — 18/1860 0.97%
233 2219/2220 0/7 814/828 — — — 22/3055 0.72%
234 2695/2696 — 3/3 — 35/50 — 16/2749 0.58%
Total beats 76 430/76 802 2312/2662 7334/7808 13 176/13 233 169/311 7898/7996 1493/108 812 1.37%
Total patients 41/41 18/21 29/29 8/8 4/4 4/4 — —
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Table 2: Summary comparison of detection through symbolization to cardiologist supplied labels. The labels used correspond to the
original MIT-BIH Arrhythmia database annotations (N = normal, L = left bundle branch block, R = right bundle branch block,
A = atrial premature beats, a = aberrated atrial premature beats, V = premature ventricular complex, P = paced beat, f =
fusion of normal and paced beat, F = fusion of ventricular and normal beat, j = junctional escape beat). The top row is indicative of how
well the clustering did at identifying the presence of classes of clinical activity identified by the cardiologists for each patient. The bottom
row indicates how well the clustering did at assigning individual beats to the same classes as the cardiologists.
N L R A a V P f F j
Percentage of total
patients detected
100.0 100.00 100.00 84.21 100.00 100.00 100.00 100.00 75.00 100.00
Percentage of total
beats detected
99.52 99.50 99.67 87.30 85.11 96.80 99.91 78.75 46.69 56.96



















Figure 3: Mislabeling error: over a quarter of the patients had no
mislabeling errors using our clustering approach, over 65% had less
than 1% mislabeled beats relative to cardiologist labels.
Figure 3 also illustrates how the mislabeling error asso-
ciated with our clustering approach is distributed across pa-
tients. In the majority of the patients, there is less than 1%
error.
As Tables 1 and 2 indicate, our symbolization technique
does a reasonably good job both at identifying clinically
relevant clusters and at assigning individual beats to the ap-
propriate cluster.
The data in the first row of Table 2 sheds light on crit-
ical errors, that is, errors that cause one to conclude that a
patient does not exhibit a certain type of beat when, in fact,
their ECG signal does contain a significant number of the
beats in question. More precisely, we say that a critical error
has occurred when a patient has at least three instances of
a clinically relevant type of beat and there does not exist at
least one cluster in which that beat is a majority element. For
example, for each patient for whom the cardiologists found
three or more “premature ventricular complexes,” the algo-
rithm formed a cluster for beats of that type. On the other
hand, for one quarter of the patients with at least three “fu-
sion of ventricular and normal beats,” the algorithm did not
form a cluster for that type of beat.
In 43 out of 48 patients there were no critical errors. This
is important because, in the presence of critical errors, an
N F N N N F N N N N N N N
Figure 4: Raw tracing of ECG for patient 213 in the MIT-BIH
database with fusion of ventricular and normal beats: a sequence
of ECG is shown containing beats labeled as both normal (N) and
fusion (F). The morphological diﬀerences between the two classes
of beats are subtle. This excerpt corresponds to time 4 : 15 in the
recording.
R R R R R R J J J J J
Figure 5: Raw tracing of ECG for patient 124 in the MIT-BIH
database with junctional escape beats: a sequence of ECG is shown
containing both right bundle branch block (R) and junctional pre-
mature (J) beats. The morphological diﬀerences between the two
classes of beats are again subtle. This excerpt corresponds to time
4 : 39 in the recording.
inspection of the data through visualization of the cluster
representatives would conceal the presence of some activity
in the dataset. Avoiding critical errors is a challenge, because
for some patients, the number of elements in diﬀerent clini-
cal classes varies by a few orders of magnitude. For example,
as can be seen in the appendix, for patient 101, the process
correctly identifies the three atrial premature beats amidst
the 1852 normal beats.
For some classes of activity, however, our morphology-
based clustering generated labels diﬀerent from those pro-
vided by the cardiologists. Figure 4 presents an example
where morphology-based clustering diﬀered from the labels
in the database. However, given the similarity between the
beats labeled F and N in the database, it is not clear that our
algorithm is in error. Similarly, our algorithm also failed to
distinguish right bundle branch block and junctional prema-
ture beats, as shown in Figure 5.
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N N N N N N N N N N
Figure 6: Raw tracing of ECG for patient 115 in the MIT-BIH
database with normal beats: a sequence of ECG is shown con-
taining normal beats. This sequence represents an example where
morphology-based analysis separates the beats into short (first 7
beats) and long (last three beats) classes. The beats still fall in the
same clinical class, but this separation, which indicates an abrupt
change in heart rate, may potentially be of interest for the purpose
of higher level analysis. This excerpt corresponds to time 7 : 40 in
the recording.
N N N N N
(a)
N N N N N
(b)
Figure 7: Raw tracing of ECG for patient 106 in the MIT-BIH
database with normal beats: (a) ECG corresponding to time 16 : 54
in the file. (b) ECG corresponding to time 21 : 26 in the file.
Morphology-based analysis places the beats shown in (a) and (b)
into separate clusters based on changes in amplitude.
Sometimes our algorithm places beats for which cardi-
ologists have supplied the same label into diﬀerent clusters.
As was discussed above, this is not necessarily a bad thing
as subtle distinctions between “normal” beats may contain
useful clinical information. Figures 6 and 7 present instances
in which our algorithm separated beats that were assigned
the same label by cardiologists. In Figure 6, morphology-
based analysis is able to distinguish changes in length. In
Figure 7, changes in amplitude are discerned automatically.
These morphological diﬀerences may represent clinically
important distinctions. In each instance, beats which are
classified as “normal” have very diﬀerent morphologic fea-
tures that may be associated with important disease states.
Abrupt changes in the R-R interval, like that noted in
Figure 6, correspond to rapid fluctuations in the heart—a
finding which can be associated with a number of clinically
important conditions such as Sick sinus Syndrome (SSS) or
sinus arrhythmia [5]. Similarly, significant changes in QRS
amplitude, like that seen in Figure 7, can be observed in
Table 3: Summary comparison of detection through symboliza-
tion to cardiologist supplied labels for the MGH/MF waveform
database. The labels of the columns match those in Table 2 with
J = junctional premature beats.
N V P J F
Percentage of total
clust. detected
100.00 100.00 100.00 100.00 100.00
Percentage of total
beats detected
99.91 96.51 98.84 100.0 100.0
patients with large pericardial eﬀusions [5]. Both of these
diagnoses are important syndromes that can be associated
with adverse clinical outcomes. Therefore, we view the abil-
ity to make such distinctions between beats as a benefit of the
method.
Data from the MIT-BIH arrhythmia database were used
during the initial design of the symbolization algorithm, and
the results reported in Tables 1 and 2 were generated on this
data set. To test the robustness of the method, we also tested
our algorithm on ECG data on the first forty patients from
the MGH/MF waveform database (i.e., mgh001–mgh040),
which was not used in design of the algorithm. This dataset
contains fewer episodes of interesting arrhythmic activity
than the MIT-BIH arrhythmia database and is also relatively
noisy, but contains ECG signals sampled at the same rate
(i.e., 360Hz) with 12-bit resolution, that is, a sampling rate
and resolution similar to that of the MIT-BIH arrhythmia
database. The recordings are also typically an hour long in-
stead of 30 minutes for the MIT-BIH arrhythmia database.
Table 3 shows the performance of the symbolization algo-
rithm on this dataset. The results are comparable to the ones
obtained for the MIT-BIH arrhythmia dataset.
The median number of clusters found in this case was 43.
We removed file mgh026 from analysis because of the many
errors in the annotation file which prevented any meaning-
ful comparisons against the cardiologist-provided labels. We
also removed file mgh002, which was corrupted by noise
that led to errors in the segmentation of the ECG signal. We
also detected the presence of atrial escape beats for patient
mgh018, but do not report results for this class in Table 3
since no other patients revealed similar activity.
3. HIGHER LEVEL ANALYSES
Symbolization leads to a discrete representation of the orig-
inal cardiovascular signals. The goal of this analysis is to de-
velop techniques that operate on these symbolic data to dis-
cover subsequences that correspond to clinically relevant ac-
tivity in the original signal. A key aspect of our approach is
that no domain expertise is used to identify subsequences in
the original data stream.
Since our intent is to apply these techniques to massive
data sets, computational eﬃciency is an important consid-
eration. The techniques also need to operate robustly on
noisy symbolic signals. There are two important sources of
noise, noisy sensors and imperfections in the symbolization
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process, that assign distinct symbols to beats that should have
been assigned the same symbol.
In this section, we present two classes of techniques:
techniques designed to extract relevant information from
individual signals (Section 3.1); and techniques designed
to extract relevant information across multiple signals
(Section 3.2). We evaluate the techniques in Section 3.3. We
provide examples showing that the techniques can indeed
be used to find segments of the original signal (or signals)
that correspond to activity described by cardiologists as clin-
ically relevant.We would have liked to perform a quantitative
analysis of sensitivity and specificity. However, since we were
unable to find a public domain database in which all of the
events in the signals were marked (e.g., correlation amongst
signals, the presence of rhythms such as cardiac ballet, etc.),
such an analysis was not carried out.
3.1. Analyzing single signal streams
In this section, we examine ways for finding rhythms, recur-
rent transient patterns, and segments with high or low en-
tropy in a single data stream.
3.1.1. Rhythms
A sequence w1w2 · · ·wH constitutes an exact or perfect re-
peat in a symbolic signal v1v2 · · · vN with L > 1 periods if for
some starting position s,
vsvs+1 · · · vs+HL−1 =
(
w1w2 · · ·wH
)L
. (6)
The number of repeating periods L can be chosen to trim
the set of candidate repeats. We define rhythms as repeat-
ing subsequences in a symbolic signal. To address the issue of
noise, we generalize the notion in (6) to approximate repeats,
which allow for mismatches between adjacent repeats. A se-
quencew1w2 · · ·wH is an approximate repeat with L periods
if there exists a set of strictly increasing positions s1, . . . , sL+1
such that for all 1 ≤ i ≤ L,
ϕ
(
w1w2 · · ·wH , vsivsi+1 · · · vsi+1−1
) ≤ γ, (7)
where φ(p, q) represents a measure of the distance between
sequences p and q (e.g., the Hamming distance [13]) and γ is
a threshold constraining the amount of dissimilarity allowed
across the repeats. The final position sL+1 can be at most one
more than the length of v1v2 · · · vN .
The problem of detecting all approximate repeats in a
symbolic signal can be solved using the algorithm presented
in [14] with a running time of O(Nγa log(N/γ)), where a
corresponds to the maximum number of periods in the sig-
nal. Examples of clinical conditions that can be detected by
this approach are bigeminy, trigeminy, and heart block.
3.1.2. Recurrent transient patterns
A related problem to detecting rhythms is detecting short re-
current patterns. These subsequences may be comprised of
repeats that are not sustained long enough to be discovered
by the techniques in Section 3.1.1.
The mining of physiological signals for recurrent tran-
sient patterns can be mapped to the task of detecting statisti-
cally significant subsequences that occur with suﬃcient fre-
quency. The challenge is to discover complexes w1w2 · · ·wH
with shared spatial arrangement that occur more frequently
in the symbolic signal v1v2 · · · vN than would be expected
given the background distribution over the symbols in the
data. The ranking function for this criterion considers two
factors: (1) the significance of a pattern relative to the back-
ground distribution of symbols; and (2) the absolute count
of the number of times the pattern was observed in the data
stream. Denoting the probability operator by Pr, the first cri-
terion is equivalent to evaluating the expression
Pr
(







The second criterion is necessary to deal with situations
where the pattern contains a very rare symbol. Depending
on the length of the pattern, the probability ratio in (8) may
be unduly large in such instances. Hence, the absolute num-
ber of times that the pattern occurs is explicitly considered.
Exact patterns that occur with high frequency can be found
by a linear traversal of v1v2 · · · vN while maintaining state to
record the occurrence of each candidate pattern. Inexact pat-
terns can be handled by searching in the neighborhood of a
candidate pattern in a manner similar to BLAST [15].
An example of a clinical condition that can be detected
by this approach is paroxysmal atrial tachycardia.
3.1.3. Entropy
Short bursts of irregular activity can be detected by search-
ing for episodes of increased entropy. We search for subse-
quences in symbolic signals with an alphabet of size Λ in
which the entropy approaches log2 Λ. An example of a clin-
ical condition that can be detected by this approach is atrial
fibrillation.
Conversely, the absence of suﬃcient variation (e.g., chan-
ges in the length of heart beats arising due to natural fluctu-
ations in the underlying heart rate) can be recognized by the
lack of entropy over long time scales.
3.2. Multisignal trends
The presence of massive datasets restricts visibility of mul-
timodal trends. Most humans are restricted in their ability
to reason about relationships between more than two inputs
[16]. Automated systems can help address this limitation,
but techniques to analyze raw time-series data are computa-
tionally intensive, particularly for signals with high sampling
rates. Mutual information analysis cannot readily be applied
to raw data, particularly in the presence of time warping. As
shown in [17] (see Section 4), the symbolic representation of
the signal can greatly simplify this problem.
For example, one can examine the mutual information
across M sequences of symbols by treating each sequence as
a random variable Vi, for 1 ≤ i ≤ M, and examining the
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(−1) j+1H(Vi1 , . . . ,Vij
)
, (9)
where H denotes the joint entropy between random vari-
ables. Computing I(V1, . . .,VM) in this manner is intractable
for large values ofM. For computational eﬃciency, it is possi-
ble to employ k-additive truncation [19], which neglects cor-
rective or higher order terms of order greater than k.
An alternative formulation of the problem of detecting
multimodal trends involves assessing the degree of associa-
tion of sequences in M with activity in a sequence not in M
(denoted by VNEW). Consider a set of symbols Ui, each cor-
responding to a realization of the random variable Vi, for 1
≤ i ≤ M. Let H(VτNEW) be the entropy in VNEW at all time
instants t that are some specified time-lag, τ, away from each
joint occurrence of the symbols Ui. That is, H(VτNEW) mea-
sures the entropy in VNEW at all time instants t satisfying the
predicate
(
V1[t − τ] = U1
)∧ · · · ∧ (VM[t − τ] = UM
)
. (10)
We then define the time-lagged association between the







If a time-lagged association exists, the entropy in VNEW
at all time instants t that obey the predicate in (10) will be
less than the entropy across the entire signal, that is, activity
at these time instants will be more predictable and consistent
with the underlying event in signals V1 through VM .
The diﬀerence between the formulations described by (9)
and (11) can be appreciated by considering two signals V1
and V2. Equation (9) essentially determines if the two are
correlated. In (11), the focus is on identifying whether a spe-
cific class of activity in V1 is associated with a consistent
event in V2, even if the signals may otherwise be uncorre-
lated. Figure 8 indicates the diﬀerences. Searching for time-
lagged associations using the method in (11) is likely to be
important for discovering activity that is associated with clin-
ical events.
An example of a clinical condition that can be detected
by this approach is pulsus paradoxus.
3.3. Evaluation of symbolic analysis
The techniques for single-signal analysis discussed in Section
3.2 were tested on the MIT-BIH arrhythmia database.
3.3.1. Analysis of single ECG signals
Figures 9 and 10 provide examples of applying the approx-
imate repeat detection techniques described in Section 3.1.
The figures show a fragment of the raw signal and a picto-
rial representation of the symbol stream for that fragment.
The pictorial representation provides a compact display of
X Y Y Y X Y Y Y
A B B B A B B B
A B C D A B C D
(a) Traditional correlation
X Y Y Y X Y Y Y
A B B B A B B B
A B C D A B C D
(b) Time-lagged association
Figure 8: Diﬀerent formulations of correlation: (a) traditional cor-
relation compares activity at every time instant. In this case, the
sequence at the top is perfectly correlated with the one just below
it, but the correlation is weaker with the sequence at the bottom.
(b) In this case, the time-lagged association with the sequence at
the top relative to the symbol X is the same for each of the other
two sequences. In the first case, for a time-lag of zero and a win-
dow length of 4, the subsequence ABBB is always associated with
the occurrence of X. In the second case, for a time-lag of zero and
a window length of 4, the subsequence ABCD is always associated
with the occurrence of X. In both cases, a consistent subsequence
is associated with X and the entropy of activity associated with X is
consequently 0.
























Figure 9: A patient with ventricular bigeminy.
the symbol string and facilitates viewing the signal over
long time intervals. In each case, the repeating sequence in
the symbolic signal corresponds to a well-known cardiac
rhythm that can be recognized in the raw tracings. Figure 9
presents a signal showing a ventricular bigeminy pattern,
while Figure 10 shows trigeminy. The associated symbolic
streams provided for both figures show the repetitious ac-
tivity in the reduced symbolic representations.
Figure 11 shows that our automatedmethods can be used
to discover complex rhythms that are easy for clinicians to
miss. In this case, approximate repeat detection identifies an
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Figure 10: A patient with ventricular trigeminy.


























Figure 11: A rhythm of 4 units corresponding to an ectopic atrial
rhythm.
intricate pattern which likely represents episodes of an ec-
topic atrial rhythm with aberrant ventricular conduction su-
perimposed on an underlying sinus rhythm. This clinically
significant rhythm was not marked by the clinicians who an-
notated the signal.
Figure 12 shows an example in which the detection of re-
current transient patterns in symbolic signals reveals many
short, unsustained episodes of tachyarrhythmic activity. The
tachyarrhytmic beats occur infrequently relative to normal
beats, and consecutive runs of such activity are unlikely to
have occurred merely at random.
Figure 13 presents the result of applying the techniques in
Section 3.1.3 to discover high entropy segments correspond-
ing to atrial fibrillation. The irregularity of activity leads to
entropy increasing noticeably in windows of the symbolic
stream, owing to the unstructured nature of the underlying
disorder.
























Figure 12: A patient with recurrent tachyarrhythmic episodes.
These episodes appear in the raw tracing as dense regions, corre-
sponding to an increased number of heart beats during these peri-
ods owing to faster heart rate.


































Figure 13: Raw ECG tracing, symbolic signal, and entropy taken
over 30-second windows for a patient with atrial fibrillation. As in
Figure 14, atrial fibrillation in the raw tracings corresponds to the
dense regions.
3.3.2. Analysis of multiple signals
We tested our techniques designed to discover knowl-
edge in multisignal datasets (Section 3.2) on the Physionet
MGH/MF Waveform database, comprising recordings across
3 ECG channels, ART, PAP, CVP, respiration and airway
CO2, sampled at 360Hz per channel with 12-bit quantiza-
tion.
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Figure 14: Respiration and arterial blood pressure signals for a pa-
tient with pulsus paradoxus.
Figures 14 and 15 demonstrate multisignal trend de-
tection. In Figure 14, the search for correlated activity re-
vealed a case of pulsus paradoxus, where inspiration is asso-
ciated with a significant drop in arterial blood pressure. This
is often associated with cardiac tamponade, severe COPD,
pulmonary embolism, or right ventricular infarction. In
Figure 15, episodes of faster heart rate can be seen to occur in
conjunction with increased arterial blood pressure, a finding
indicative of a hemodynamically significant rhythm. In both
cases, associations between the symbolic representations al-
low for these phenomena to be easily detected.
4. RELATED WORK
The process of creating symbolic representations of physi-
ologic signals has been extensively studied in the context of
ECG. Holter monitors [20] use special purpose algorithms to
distinguish between diﬀerent clinical classes of electrophysi-
ological activity. In contrast, we have developed generic tech-
niques that do not assume any prior knowledge, and instead
discriminate among activities based on nonparametric mor-
phological diﬀerences. Our techniques are designed both to
reproduce the results of these specialized techniques, and to
obtain complementary information. In this sense, our work
is closely related to [6], which presents a fairly comprehen-
sive evaluation of various approaches to morphology-based
clustering. The use of visual features such as time samples,
























































Figure 15: ECG and arterial blood pressure signals for a patient in
whom fast heart rate leads to increased arterial blood pressure.
trace segmentation, polygonal approximation, and wavelet
coeﬃcients is discussed, and nonlinear alignment is also sug-
gested to improve the quality of the clustering.We further ex-
amine morphology-based clustering through DTW from the
perspective of separating clusters with a widely varying num-
ber of elements, for example long-term patient data where
some groups of activity may have several orders of magni-
tude more members than others.
The goal addressed in [6] is to identify salient classes of
activity. The resulting sequences are not further analyzed. In
[21], stationary segments of EEG are clustered, and the orig-
inal signal is replaced by the resulting sequences in a way re-
sembling our approach. The focus of that work is to compress
the original signal, and not on the analysis of the resulting se-
quence of symbols.
In [22] a method is presented for clustering QRS com-
plexes using a basis function representation. The approach
consists of: (1) segmenting ECG data streams according to
the R-R interval; (2) expressing each beat as a linear com-
bination of Hermite basis functions; and (3) clustering these
beats using self-organizing neural networks [22]. Application
to the MIT-BIH arrhythmia database results in 25 clusters
with an overall misclassification error of only 1.5%.
An important aspect of the method in [22] is that it
performs electrocardiographic feature extraction using a ba-
sis set containing at most 6 Hermite functions. Each Her-
mite function contains a “width parameter” that enables one
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to eﬀectively model QRS complexes with very diﬀerent
lengths. However, since the method relies on a relatively
small set of basis functions, it may not fully capture sub-
tle morphologic diﬀerences between beats. For example, in
[22] the misclassification error for ventricular escape beats
(E) is 37.7%. Themajority of these errors involve misclassify-
ing ventricular beats as right bundle branch block (R). While
beats belonging to the classes E and R both have long QRS
durations, ventricular escape beats and right bundle branch
block beats typically have significantly diﬀerent morpholo-
gies [5].
Overall, our clustering approach performs marginally
better on the MIT-BIH database. We found twenty-two clus-
ters for the median patient (versus twenty-five in [22]) and
had an overall misclassification error of 1.4% (versus 1.5%
in [22]). Moreover, our method is based on comparing mor-
phological characteristics of each beat and therefore does not
make any assumption about the underlying form of each
QRS complex. Consequently, our approach seems to be more
sensitive to subtle variations in beat morphology. On the
MIT-BIH database, for example, the misclassification error
for beats within class E is only 6.7%—considerably lower
than the 37.7% reported for the same database in [22].
We did not discover much prior work in the area of high-
level analysis of physiological symbolic sequences to uncover
rhythms, patterns, and cross-signal interactions. A recent ef-
fort addressing this goal is described in [17]. In this case,
symbolic strings are created corresponding to beat-by-beat
changes in heart rate and blood pressure, and the evolution
of the two signals is examined by means of joint symbolic dy-
namics, whichmeasure simultaneous increases and decreases
in both quantities.
5. SUMMARY AND CONCLUSIONS
In this paper, we presented and evaluated fully automated
techniques for analyzing large amounts of cardiovascular
data. Unlike traditional medical expert systems, which are
aimed at detecting a prespecified set of events using a priori
knowledge, we address the issue of discovering events with
limited prior knowledge. Furthermore, since our techniques
are intended to be applied to large data sets, for example,
multiple days of continuous high-resolution ECG data, we
place considerable emphasis on computational eﬃciency.
We focussed on transforming continuous waveform sig-
nals into symbolic strings derived directly from the data.
Morphological features are used to partition beats into
classes by maximizing the sequence-aligned separation of
clusters, and the original signal is replaced by the corre-
sponding sequence of symbols.
The symbolization process allows us to shift from the
analysis of raw signals to the analysis of sequences of symbols.
A discrete representation provides a layer of data reduction,
making the search space for discovering interesting activity
more manageable.
We described techniques that operate in this symbolic
domain to discover cardiac activity of potential clinical im-
portance. Our techniques automatically detect rhythms,
transient patterns, high-entropy regions, andmultisignals re-
lationships.
We evaluated our techniques on files from 48 diﬀerent
patients drawn from the MIT-BIH arrhythmia public do-
main database of annotated ECG tracings. Our symboliza-
tion process placed beats in the same class as the cardiol-
ogist supplied annotations over 98.6% of the time, and for
many of the diﬀerently classified beats the correct classifi-
cation was arguable. In addition, our techniques allow for
distinctions within clinical classes that could be relevant. We
further tested our algorithm on a blind set of 40 patients from
the MGH/MF waveform database who were not used during
the algorithm design process. In this case, our symbolization
placed beats in the same class as the cardiologist-supplied an-
notations over 99.1% of the time.
The use of morphological features in conjunction with a
DTW-based dissimilarity metric appeared to be suﬃcient for
achieving a meaningful partitioning of the data in the case
of ECG signals. Our modifications to the traditional DTW
algorithm improve performance in the presence of additive
noise and make the technique more sensitive to variations in
length. The combined use of Max-Min clustering and a fuzzy
preclustering phase allows the analysis of large amounts of
data without excessive demands in terms of time or space.
Our higher level analysis techniques proved eﬀective at
identifying clinically relevant activity from symbolized ECG
streams. Since the database did not label all occurrences of
clinically relevant portions of the ECG, we were unable to
evaluate the sensitivity of our analysis. We did have a cardi-
ologist verify the specificity, and all of the detected sequences
were indeed potentially clinically relevant. In one case, our
techniques detected an ectopic atrial rhythm with aberrant
ventricular conduction superimposed on an underlying si-
nus rhythm that had apparently gone undetected by the car-
diologists compiling the data base.
We also demonstrated that our techniques aimed at
identifying potentially relevant relationships across multiple
symbolized streams, for example, streams representing ECG
and respiratory data, could be used to find clinically signifi-
cant activity.
Operating on a reduced symbolic representation of the
original signals simplified the problem of discovering inter-
esting activity. The search for many broad classes of clinical
conditions could be posed in this symbolic domain, and a
number of eﬃcient techniques could be borrowed from com-
putational biology and information theory.
Our techniques are intended to complement, not replace,
existing methods. In scenarios where strong priors exist re-
garding the activity of interest, specialized detectors can be
designed by factoring in known relationships between the
signals and the underlying physiological activity may well
out-perform our generic techniques. Furthermore, our tech-
niques are not designed to provide definitive diagnoses, but
rather to help professionals by making it easier for them to
focus on the most relevant data. Correct interpretation of the
data requires information, for example, clinical history, that
is not currently incorporated in our methods.
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Table 4: Beats detected for each patient in the MIT-BIT arrhythmia database using symbolization. The error in this case is similar to that
reported in Table 1, with an overall error once again of 1.37%. The labels are identical to those in Table 2.
Patient N L R A a V P f F j
100 2234/2234 — — 30/33 — — — — — —
101 1852/1852 — — 3/3 — — — — — —
102 14/99 — — — — 4/4 2022/2023 6/56 — —
103 2076/2076 — — — — — — — — —
104 51/163 — — — — — 1375/1375 601/665 — —
105 2530/2076 — — — — 39/40 — — — —
106 1500/1500 — — — — 508/511 — — — —
107 — — — — — 59/59 2074/2075 — — —
108 1748/1748 — — 1/4 — 15/16 — — — —
109 — 2486/2486 — — — 37/38 — — — —
111 2117/2117 — — — — — — — — —
112 2533/2533 — — — — — — — — —
113 1782/1748 — — — 5/5 — — — — —
114 1815/1815 — — 4/8 — 42/44 — — 0/4 —
115 1946/1946 — — — — — — — — —
116 2281/2281 — — — — 107/107 — — — —
117 1528/1528 — — — — — — — — —
118 — — 2147/2161 82/96 — 16/16 — — — —
119 1540/1540 — — — — 443/443 — — — —
121 1858/1858 — — — — — — — — —
122 2475/2475 — — — — — — — — —
123 1510/1510 — — — — — — — — —
124 — — 1523/1526 — — 47/47 — — 3/5 3/5
200 1737/1739 — — 1/29 — 796/814 — — — —
201 1605/1605 — — 15/24 49/52 183/183 — — — 3/10
202 2043/2046 — — 18/35 10/13 18/19 — — — —
203 2432/2442 — — — — 318/344 — — — —
205 2564/2565 — — 1/3 — 66/66 — — 9/9 —
207 — 1453/1470 85/89 114/116 — 92/103 — — — —
208 1507/1575 — — — — 949/977 — — 311/371 —
209 2603/2617 — — 317/383 — — — — — —
210 2411/2416 — — — 14/21 154/172 — — 4/10 —
212 920/920 — 1821/1821 — — — — — — —
213 2632/2635 — — 3/25 2/3 192/219 — — 39/362 —
214 — 1980/1993 — — — 259/260 — — — —
215 3190/3191 — — — — 156/159 — — — —
217 229/242 — — — — 138/157 1540/1544 164/258 — —
219 2077/2077 — — 0/7 — 31/62 — — — —
220 1942/1947 — — 91/93 — — — — — —
221 2028/2028 — — — — 381/382 — — — —
222 1939/1977 — — 121/187 — — — — — 125/215
223 2021/2025 — — 19/72 — 457/470 — — 0/14 —
228 1685/1687 — — 0/3 — 366/371 — — — —
230 2249/2249 — — — — — — — — —
231 312/312 — 1246/1247 — — — — — — —
232 — — 435/437 1407/1423 — — — — — —
233 2219/2220 — — 0/7 — 806/817 — — 1/11 —
234 2695/2696 — — — — 3/3 — — — —
Tot. Bts. 76 430/76 802 5919/5949 7257/7281 2227/2551 80/94 6682/6903 7011/7017 771/979 367/786 131/230
Tot. Clu. 41/41 3/3 6/6 16/19 5/5 29/29 4/4 3/3 6/8 3/3
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