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Law Practice Technology Final Paper, Fall 2016 Concerns Over the Expansion of Artificial intelligence in the Legal Field Advances in technology have surely made the practice of law more efficient, but looming advances in artificial intelligence should raise some concern about the price of this efficiency.
Artificial intelligence programs already exhibit the capacity to replace the daily activities of some lawyers, which should raise some concern in the legal community, especially regarding legal ethics. Despite these concerns, the access to knowledge that artificial intelligence programs provide are a huge asset to the legal community, so we must regulate such programs properly. To frame this discussion, the type of artificial intelligence programs that are raising concern need to be identified. Then, the legal framework of what constitutes legal advice and malpractice will be examined, and how this framework might be applied to artificial intelligence programs. Finally, some general best practices for the future of artificial intelligence regulation as it pertains to legal ethics and malpractice will be discussed.
I. Artificial Intelligence in Context
Once a computer program is simulating or imitating intelligent human behavior, it has the potential to create serious issues in the legal field. It is worth noting then, that the dictionary definition of the term "artificial intelligence" specifically mentions the simulation or imitation of human behavior. i With this in mind, it is important to note that contemporary software programs that seem to replace some human behavior are not precisely what is being targeted by this discussion. Rather, it is programs that actively seek to replace functions of lawyers, as opposed to those programs that merely aid the functions of lawyers. However, while this distinction initially seems clear, it is easily blurred when considering the variety of functions that artificial intelligence has the potential to perform.
To illustrate the difficulty in distinguishing between aiding and imitating human function, consider ROSS Intelligence, a leader in artificial intelligence for the legal field. ii ROSS
Intelligence is currently principally focused on providing legal research through its software.
iii While efficient and expedited legal research clearly aids lawyers, this function also seems to imitate or simulate intelligent human behavior by virtue of the fact that legal research is traditionally only done by humans. However, the mere imitation of any human behavior is probably not enough to raise serious legal ethics concerns; concern arises when an artificial intelligence is completely imitating a human lawyer. The simulation of human lawyers by artificial intelligence seems to be in the future of the legal field; ROSS Intelligence even markets itself as an "A.I. Lawyer." iv II.
Unauthorized Practice of Law
As artificial intelligence in the legal field continues to become more sophisticated and require less oversight from the engineers and lawyers that created it, serious issues regarding the unauthorized practice of law are created. These issues are further complicated by the fact that the framework that regulates the unauthorized practice of law is not entirely uniform, and can come from more than one source. v Thus, this discussion will be limited to the legal framework preventing the unauthorized practice of law in New York.
In New York, Judiciary Law §478 sanctions the unauthorized practice of law. law.
x Additionally, as the quoted language in the statute and rule are somewhat vague to apply directly to the role of artificial intelligence in a law firm, we will examine a similar gray area for which there is some official guidance: paralegals.
III. Guidance Regarding Paralegals
The American Bar Association has issued extensive guidance on ethical issues that pertain to paralegals. xi This guidance is primarily contained in the ABA Model Guidelines for the Utilization of Paralegal Services, which contains 10 guidelines with corresponding comments, but only a few of these are relevant to this discussion. xii Guidelines 1 and 2 indicate that a wide range of conduct can be delegated to paralegals, so long as lawyers maintain responsibility for the final work product and properly supervise the paralegal. xiii By hypothetically applying these guidelines to artificial intelligence, we can illustrate some of the potential ethical issues that are implicated. For instance, it is unclear exactly how a lawyer would supervise an A.I. system. Most lawyers simply do not have the expertise to understand and monitor the code, algorithms, and deep learning systems that current and future A.I. systems use. Paralegals using programs like Westlaw or LexisNexis for research are fundamentally easier to supervise, as lawyers can periodically retrace the research steps to ensure the paralegal's diligence and can also discuss how those paralegals reached their conclusions.
Guideline 3 could be troubling for the expansion of artificial intelligence in the legal field. Specifically, Guideline 3(c) prohibits a lawyer from delegating "responsibility for a legal opinion rendered to a client."
xiv In considering what constitutes a legal opinion, the comment to Guideline 3 focuses on a lawyer's "professional judgment." xv Professional judgment is a logical aspect to focus on, as the ABA's Ethical Canon 3-5 equates the practice of law with exercising one's professional judgment: "functionally, the practice of law relates to the rendition of services for others that call for the professional judgment of a lawyer." xvi Because it is possible that lawyers will be unable to effectively "supervise" A.I. systems they are using, this should be considered an obstacle for the expansion of such systems. For instance, if a lawyer becomes so reliant on an A.I. to the point where they are simply relaying the A.I.'s answers to their clients, a lawyer has surely delegated their professional judgment to that A.I. system. Naturally, the relaying of answers that lack a lawyer's professional judgment to clients is possible when working with paralegals as well, and is clearly also prohibited under Guideline 3.
The difference between the two situations is that it is possible for a lawyer to exercise some degree of professional judgment in evaluating and supervising how the paralegal came to their answer. Whether or not some degree of supervision is enough to escape liability from Guideline 3 should probably be determined on a case by case basis, but it should be clear that this situation is far different than receiving answers from an artificial intelligence system. Even with extensive training and experience, it would be difficult to claim that most lawyers will be able to understand how artificial intelligence systems determine actually determine answers to questions. Perhaps more importantly, regardless of how well lawyers understand these systems, it will probably become increasingly difficult to differentiate between a lawyer's and an artificial intelligence's professional judgment.
IV. Malpractice
Much like the Model Rules of Professional Conduct, legal malpractice will be seriously impacted by the expansion of artificial intelligence systems in the legal field. This is principally because artificial intelligence will likely have a significant impact the public's and client's expectations of lawyers, and what constitutes ordinary care.
First, the elements of legal malpractice must be laid out. These elements are: the attorney was negligent in his/her representation, the negligence was the proximate cause of the plaintiff's injury, and the plaintiff suffered actual damages. between a program being a tool and substituting professional judgment will be blurry, perhaps the easiest way for artificial intelligence developers to avoid this conflict is by limiting the type of questions that A.I. programs can answer. For instance, general questions about the law in a particular jurisdiction would be permissible, but fact based questions about a particular case would be avoided. This is because the answers to fact based questions have a much greater chance of being based on professional judgment, which is an area A.I. systems should avoid.
Additionally, artificial intelligence developers should avoid giving their programs the ability to independently complete court orders or other documents that will be filed with the court, as this has been held in a New York District Court to constitute the unauthorized practice of law when performed by an independent paralegal. xxv Finally, the American Bar Association should provide some guidance on how the Model Rules of Professional Conduct will apply to artificial intelligence programs. The current guidance regarding paralegals provides a useful analogy, but is ultimately insufficient to address the breadth of functions that artificial intelligence can perform and the nuances unique to such a system. As an example of such a nuance, consider the competence requirement of Model Rule 1.1. Rule 1.1 requires a lawyer to be "thorough" in their representation of a client, which could theoretically be measured by the careful hours a lawyer spends doing legal research to uncover the best arguments for their client. However, if an artificial intelligence system can do the same or superior research in just a few seconds, can a lawyer truly be isolated from liability under Rule 1.1 by simply using an artificial intelligence? Perhaps there will be a point where the requirement of being "thorough" obligates a lawyer to consult an A.I. system. To answer these questions, there needs to be some clarity in the ethical rules regarding legal research completed by an A.I.
system as opposed to a lawyer.
VI. Conclusion
Artificial intelligence systems have the potential to dramatically reshape how law is practiced, particularly in regards to legal ethics. A.I. systems will not only have a dramatic impact on traditional law firms, but also on in-house counsel departments and also legal aid groups. Because of this vast potential, but also the uncertainty surrounding just how much and what impact A.I. systems will have, the ABA needs to undertake some proactive regulation.
An Ethical Canon of the ABA's Model Rules of Professional Conduct reads: "Because of the fiduciary and personal character of the lawyer-client relationship and the inherently complex nature of our legal system, the public can better be assured of the requisite responsibility and competence if the practice of law is confined to those who are subject to the requirements and regulations imposed upon members of the legal profession." xxvi This canon embodies a significant concern with the rapid expansion of artificial intelligence in the legal field. It is clear from this canon that a primary aspect of the profession of law are is the heightened duties and responsibilities imposed on lawyers to protect the larger public interest. Thus, as more and more of the traditional functions of lawyers are completed by non-lawyers and even non-persons, the ethical rules need to be updated to cover these functions and protect the public interest. 
