Complete C*-categories and a topos theoretic Green-Julg theorem by Henry, Simon
ar
X
iv
:1
51
2.
03
29
0v
1 
 [m
ath
.C
T]
  1
0 D
ec
 20
15
Complete C∗-categories and a topos theoretic
Green-Julg theorem
Simon Henry
March 26, 2018
Abstract
We investigate what would be a correct definition of categorical com-
pleteness for C∗-categories and propose several variants of such a defi-
nition that make the category of Hilbert modules over a C∗-algebra a
free (co)completion. We extend results about generators and comparison
theory known for W ∗-categories with direct sums and splitting of symmet-
ric projections to our “complete C∗-categories” and we give an abstract
characterization of categories of Hilbert modules over a C∗-algebra or a
C
∗-category as “complete C∗-category having enough absolutely compact
morphisms”.
We then apply this to study the category of Hilbert spaces over a topos
showing that this is an example of a complete C∗-category. We prove a
topos theoretic Green-Julg theorem: The category of Hilbert spaces over
a topos which is locally decidable, separated and whose localic reflection
is locally compact and completely regular is a category of Hilbert modules
over a C∗-algebras attached to the topos.
All the results in this paper are proved constructively and hence can
be applied themselves internally to a topos. Moreover we give construc-
tive proof of some known classical results about C∗-algebras and Hilbert
modules.
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1 Introduction
Topos theory and non-commutative geometry are two topics that offer general-
izations of ordinary topology which can deal with certain spaces that are too
singular from the point of view of ordinary topology. It appears that there is
a lot of examples of such “singular spaces” that can be studied both from the
point of view of topos theory and from the point of view of non-commutative
geometry: the space of leaves of a foliation, space of orbits of a dynamical sys-
tem or of a topological groupoid, the space of “asymptotic” paths of a graph or
of generalization of graphs, etc.
This paper is part of a project initiated in the author’s thesis to try to rec-
onciliate these two points of view on these singular spaces by finding relations
between toposes and operator algebras. The introduction of the author’s thesis
contains a more extended discussion of the motivations for this project that
would be out of the scope of the present paper.
Because of the close relation between toposes and topological groupoids (initi-
ated in [13]), and the well known relation between topological groupoids and
C∗-algebras (see for example [22] ) it is natural to expect that it should be
possible to associate a C∗-algebra to a “reasonable” topos, while it should be
difficult, if not impossible, to construct interesting toposes out of a C∗-algebra,
unless the C∗-algebra comes with some additional structures. The C∗-algebra
attached to a topos should then contains a lot of informations about the geome-
try of the topos, hence such constructions should allow to transport results and
techniques from non-commutative geometry to topos theory, and topos theory
should produce examples of C∗-algebras which can be studied geometrically.
Our key technique to attach C∗-algebras to a topos consist in a very nice notion
of continuous fields of Hilbert spaces over a topos (also called Hilbert bundles
over a topos). It has been introduced and studied in the early years of categorical
logic by Mulvey, Burden, Banachewski and others (see for example [3],[18]). It
generalizes the notion of continuous fields of Hilbert spaces over a topological
space, and are defined as Hilbert spaces in the internal logic. The category of
continuous fields of Hilbert spaces over a topos appears to be a C∗-category (see
section 4.1 for a precise statement and a proof), providing this way a lots of
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C∗-algebras attached to a topos (the algebras of endomorphism of a continuous
fields of Hilbert space). Unfortunately these C∗-algebras are a little too large to
be interesting: the C∗-algebras that we want to consider appears as sub-algebras
of these algebras and we need to find a process to select nice sub-algebras in
general.
In previous works ([9], [11]) we restricted our attention to boolean toposes for
which the C∗-categories obtained is monotone complete, and in fact often aW ∗-
category. In this situation we have been able to obtain some promising results
on the relation between boolean toposes and monotone complete C∗-algebras
(for example, a reconstruction theorem in [11]). It appears in this previous
work that the good point of view is to see the C∗-category of Hilbert bundle
over such a topos as a “complete1” (in the categorical sense) W ∗-categories.
Unfortunately, completeness for C∗-categories is a subtle notion that is different
from completeness for ordinary category and was only well understood for W ∗-
categories, hence it seemed like a very natural thing to do to develop a notion
of complete C∗-category that will encompass the examples coming from topos
theory, this is a key step if one wants for example to extend the reconstruction
theorem of [11] to non-boolean situations.
One of the main goal of this paper is to develop such a notion. The resulting
formalism allows to deal with the example we had in mind and prove all the
results we were interested in, but despite that it does not seem completely
satisfying: for example one is not able to prove that for a C∗-category being
complete is an intrinsic property, and not an additional structure that we need
to choose, for this reason we will only talk of “pre-complete” C∗-category and
we will never define what it means for a C∗-category to be complete.
We show that we can recover a large part of the properties of “complete” W ∗-
categories in this framework (see section 3.4), and we give an abstract character-
ization of categories of Hilbert modules over a C∗-algebra in terms of existence
of enough “compact” operators (see section 3.5).
We then use this concept of (pre)complete C∗-categories to deal with the case
of a relatively restricted class of topos which are “almost” non-singular (namely,
the locally decidable, separated with a locally compact localic reflection) and
for which it is reasonable to have an analogue of the Green-Julg theorem2, and
the main result for the paper is indeed a proof of such a theorem, which allow
to associate to toposes in this restricted class a well defined C∗-algebra with a
nice universal properties (in the category of C∗-algebras and bi-modules as mor-
phisms), which by the ordinary Green-Julg theorem is the universal property
of the reduced/maximal C∗-algebra that we want to associate to these exam-
ples in the case of proper groupoids. The proof of the theorem is based on
the abstract characterization of (complete) C∗-categories which are category of
Hilbert module over a C∗-algebra (or over a C∗-category) mentioned above.
One could think that because this class is made of topos that are “almost non-
singular” it avoids all the interesting phenomenons of non-commutative geome-
1It appears in the results of [6] that the correct notion of completeness for W ∗-category is
the existence of orthogonal sums and splitting of symmetric idempotent.
2stating that for a proper locally compact groupoid there is a natrual equivalence of cate-
gories between Hilbert module over the C∗-algebra of the groupoid and equivariant continuous
fields of Hilbert space over the groupoid.
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try, and this is not far from being true. The reason why this class is interesting
is because all the examples mentioned above are “locally” in this restricted class
and in a future work we will use this to associate a reduced and a maximal C∗-
algebra to any topos which is only locally of the form which is treated in this
paper.
This paper is written in a completely constructive formalism (more precisely
within the internal logic of a topos), which allows to have a “familial” version of
all our results. For example if one has a geometric morphism f : T → E between
two toposes which satisfies a relative version of the hypothesis of our theorem
then the category of continuous fields of Hilbert spaces over T is equivalent to the
category of continuous fields of Hilbert modules over a field of C∗-algebras over
E . It appears that this paper is (to our knowledge) the first reference to deal with
non-commutatve C∗-algebra within a topos theoretic constructive framework,
for this reason we needed to prove a lot “classical” and “basic” results about
C∗-algebras and C∗-categories within constructive mathematics. Those results
have been concentrated in the first section and the first appendix. Even if we
were not interested in the constructive/relative version of the main theorem we
need to have a large part of the material on C∗-categories constructively valid
in order to prove the classical version of the main theorem as the proof involves
working with categories of Hilbert modules in the internal logic of the topos.
Hence this paper deal with three inter-connected topics divided in three sections:
• Extend the constructive theory of C∗-algebras (and C∗-categories) outside
of the commutative case: the commutative case is well understood by the
proof of the Gelfand duality first by C.J.Mulvey and B.Banachewski in
Gorthendieck topos in [1] and then by T.Coquand and B.Spitters [4] in
a fully constructive framework. But some aspect of the non-commutative
case where still a little out of reach, for example the notion of spectrum,
spectral radius and positivity were not completely obvious, and are devel-
oped in this paper. We also re-develop in this framework a large part of
the basic theory of C∗-categories, including Hilbert modules, compact op-
erators, Morita equivalences. This mostly done in sections 2 and appendix
A.
• To develop a notion of “completeness” for C∗-categories. Because C∗-
categories are dagger categories (or ∗-categories) the classical notion of
limits and co-limits are not very well suited for them. On the other hand, it
has been showed in [6] that there is a very good notion of completeness for
W ∗-categories, that it is equivalent to the existence of arbitrary orthogonal
sums and splitting of symmetric projections and that functors are “limit
preserving” if and only if they are normal. It seems natural that there
should also be such a notion of completeness and limit preserving functor
for general C∗-categories which includes both W ∗-categories with normal
functors between them, the category of Hilbert modules over a C∗-algebra
and functor coming from tensorization by bi-module, as well as all C∗-
categories coming from geometry or topos theory (category of Hilbert
bundle with structure over some “space”) that can be in between the two
other examples. We propose here several definitions that might not be
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completely satisfying but includes all the examples we had in mind and
proves all the properties we wanted to prove. This is done in section 3.
• To prove a topos theoretic Green-Julg theorem: for a reasonable separated
toposes T , there should be a C∗-algebra attached (which is both the re-
duced and the maximal C∗-algebra) such that continuous fields of Hilbert
spaces over T are the same as Hilbert C-modules. And this last result
should be proved constructively. This is done in section 4.
Those are interconnected in the following way: section 4 is entirely based on
section 3 and need it to be constructive. Section 3 needs section 2 and appendix
A, but only if we are interested in the constructive aspect, it can be considered
as self-contained if we are only interested in the classical results. Section 2
is mostly self-contained (it use at some very basic result of classical analysis
whose constructive proof is in the appendix) while appendix A require a bit of
familiarity with locale theory and relies to some extent on the theory of localic
C∗-algebra developed by the author in [8].
Moreover, sections 2, 3 and appendix A can be read without any knowledge
or familiarity with topos theory, and should be very accessible3, while the final
section 4 require a lot of familiarity with topos theory, and in particular with
their internal logic and the interplay between internal and external logic.
1.1 General preliminaries
The general framework we are working in is the internal logic of a Heyting pre-
topos with a family of small maps as in [14] which satisfies all the additional
axioms presented in [14]. Appendix B at the end of the paper contains the
details about this, including the precise list of axioms. Roughly, this framework
is very similar to a “topos theoretic” version of Neuman-Bernays-Godel set
theory: we have a notion of class and a notion of sets and a class of all sets. We
can talk about equality of set (because they are element of a class) although it
is not really interesting. A class if said to be small if it is isomorphic to a set
(strictly speaking, and contrary to NBG set theory, it would not make sense to
say that a small class “is” a set, but we might use this as an abuse of language
occasionally). The category of sets form an elementary topos with a natural
number object which we call the “base topos”, but the category of all class is
just a Heyting pre-topos (so no class of sub-class of a given class, or class of
function between two classes).
Any model of Neuman-Bernays-Godel set theory, or any model of Zermelo-
Frankel set theory with either a Grothendieck universe or an inaccessible cardi-
nal gives us such Heyting pre-topos with a class of small map, any Grothendieck
topos over such a base universe also give us such a category (by looking at “class
valued” sheaves).
In this paper, categories are always assumed to be “locally small” in the sense
that the morphisms between two object form a sets, but we do not assume the
3A reader unfamiliar with constructive mathematics might found some part of the paper
more complicated than necessary , but should be able to ignore those aspect.
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class of objects to be a set or small. A small category is category whose class
of objects is a set. By “functors” we actually mean “anafunctors”, or more pre-
cisely “saturated anafunctor” (hence in particular locally small anafunctors as
all our categories are locally small) in the sense of [16]. Informally an anafunctor
is the same thing as a functor with the exception that the value of the functor
on an object is only well defined “up to unique isomorphism”. We refer the
reader to [16] for more details about this notion, their usage will be completely
transparent.
When we talk about a topos, we generally mean a topos which is a Grothendieck
topos over our base topos, i.e. a category equivalent to a category of sheaf over
a small site, it can be extended into a Heyting pre-topos with a class of small
map satisfying the axiom given in appendix B by looking at class valued sheaves
over the site (this is sketched in appendix B).
2 Preliminaries on C∗-categories
This section contains basic preliminaries on C∗-algebras, C∗-categories and
Hilbert modules over them. The only new contributions are to formulate well
known results of the theory of C∗-algebras in the language of C∗-categories
and/or to prove them constructively. We included some of the proofs just in
order to show the constructiveness of the results.
A reader already familiar with the theory of C∗-algebras, C∗-categories and
Hilbert modules, and either not interested in the constructive aspect or willing
to thrust the author on the constructiveness of these results can skip this section
almost entirely. There is only two concepts that can be considered as new to
some extent and are worth looking at: the notion of small Hilbert modules over
a (large) C∗-categories between 2.2.19 and the end of subsection 2.2 and to some
extend the subsection 2.4 about restriction of Hilbert modules.
2.1 General analytic preliminaries
This subsection is only here to make a bit more precise how we do analysis in
constructive mathematics: what do we call a real number, a metric space and
how completeness is defined.
One of the main subtleties of constructive analysis is the definition of real num-
bers: all the classical definitions of real numbers tends to become non-equivalent
without the axiom of choice and the law of excluded middle and all gives differ-
ent objects of real numbers with very different properties. We will only recall
the property of the sets of real numbers we are interested in, without proof or to
much details. The details and proof can be found in Section D4.7 of [12] which is
a very good places to find several such definitions with their relations and prop-
erties from a topos theoretic perspective. In the topos theoretic framework the
more natural choice for being “the object of real number” when we do analysis
is the object of Dedekind real numbers, also called the object continuous real
numbers. A Dedekind (or continuous) real number is a two sided Dedekind cut
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(L,U) of rational number, with the relation between L and U being expressed
as ∀l ∈ L, ∀u ∈ U, l < u and for all q < q′ either q ∈ L or q′ ∈ U . Dedekind real
numbers have relatively good algebraic properties, they of course do not form a
field in the geometric sense as equality to zero is non-decidable, but they form
a local ring. They have relatively well behaved order relation < and 6 and one
can show that 6 is the negation of >. Moreover, a continuous real number can
be approximated arbitrary well by rational numbers in the sense that for every
integer n, one has ∃q, q 6 x 6 q + 1/n, and this property is characteristic of
continuous real number in the sense that it implies the defining property that
for all q < q′ either q < x or x < q′. The choice of Dedekind real numbers make
the topos theoretic version of constructive analysis rather different from older
approaches, like for example the Brouwer-Bishop constructive analysis, which
are in general based on sequential definitions of real numbers.
The object of continous real number will be simply denoted by R, and one
defines the complex number C as R × R = R[X ]/(X2 + 1), it is not exactly
true in constructive mathematics that complex number are algebraically closed
but this is mostly because they are not a field, one can for example prove4
in our framework that every separable polynomial can be splited. There is at
least three reasons why this notion is the correct one: the first is that it is
a geometric notion (one has a classifying space for the theory of continuous
complex numbers) hence one can expect that at least because of Barr’s covering
theorem all classical “geometric” results can be extended to them, the second
is that their classifying space is exactly the space of complex numbers5, hence
sections of the object of continuous complex numbers corresponds exactly to
continuous complex valued functions, the last reason is that it is for this notion
that Mulvey’s comparison result with the notion of continuous field of Banach
space works (see [18]).
2.1.1. The main defect of this object of continuous real numbers is the absence
of supremum and infimum of inhabited bounded subset (the existence of such
supremum is equivalent to the law of excluded middle) which makes them not
well suited to be the target of norm and distances function which are generally
defined as supremums or infimums. For this reason we will use a different set of
real numbers as natural target for our distances and norms, (following previous
works on the subject as [3] and [18]). Norms and distances will take value in the
set of positive (bounded) upper semi-continuous real numbers, they are upper
Dedekind cut: so sub-sets U ⊂ Q such that q ∈ U ⇔ ∃q′ < q, q′ ∈ U , q ∈ U ⇒
q > 0 and ∃q ∈ U , the last condition corresponds to the “bounded” property,
and could be remove when we talk about distance (but is preferable for norms).
Positive continuous real numbers can be embedded into postive upper semi-
continuous real numbers by (L,U) 7→ U , which is an injection. Semi-continuous
real numbers can be added and multiplied but even if we removed the positivity
condition, there is no way to substract them or to extend the multiplication
4We will not do it and we will not use this result, but at least in Grothendieck toposes it
follows from Barr’s covering theorem.
5Only assuming the law of excluded middle, in general it is the formal locale of complex
number, see below.
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to negative elements: indeed, section of the object of positive bounded upper-
continuous real numbers corresponds to upper-continuous functions with values
in positive real numbers which are locally bounded, hence the opposite of such
a function is no longer a upper semi-continuous function, but rather a lower
semi-continuous function.
2.1.2. A distance on a set X is just a function from X×X to the set of positive
upper semi-continuous real numbers that satisfies the usual three axioms of
metric set. A set endowed with a distance is said to be complete if every
Cauchy filter is convergent. A constructive account of the notion of Cauchy
filter, completeness and completion can be found in [8], it is written in the more
general framework of locales endowed with a (symmetric) distance functions but
it can be specialized to sets with a distance functions. The short introduction
that follows should suffice for the present paper.
2.1.3. We just recall basic fact about Cauchy filters: In constructive mathe-
matics Cauchy filters are defined such that for every element f of the filter
∃x ∈ f , and not just f 6= ∅, aside from that the theory is similar to the clas-
sical notion of Cauchy filter (as in [2] ). Every Cauchy filter contains a unique
regular/minimal Cauchy filter, i.e. a Cauchy filter generated by subset which
are already ǫ thickening of an other inhabited subset. In particular two Cauchy
filters are contained in a same filter if and only if their intersection is a Cauchy
filter if and only they contains the same regular Cauchy filter. Hence a Cauchy
filter is convergent if and only the regular Cauchy filter it contains is the filter
of neighbourhood of a point and the completion can be constructed as the set
of regular Cauchy filter. In [8] we only defined the localic completion, which is
the classifying space for the theory of regular Cauchy filter, but the ordinary
completion is the set of point of the localic completion.
In constructive mathematics, it is helpful to have an alternative to Cauchy filter
where the convergence speed is controlled, this is especially useful when we try
to relate internal results to external results, typically in lemma 4.1.2. This is
achieved by the following notion:
2.1.4. Definition : Let X be a set with a distance d. A Cauchy approximation
on X is a collection of subset An ⊂ X such that:
• ∀n ∃x ∈ An,
• ∀n An+1 ⊂ An,
• ∀n ∀x, y ∈ An d(x, y) < 1
n
.
A Cauchy approximation is said to converge to x ∈ X if and only if:
∀n ∀y ∈ An d(x, y) 6 1
n
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This relates to Cauchy filter in the following way: each Cauchy approximation
generates a Cauchy filter F = {F ⊂ X |∃n An ⊂ F}. Every minimal Cauchy
filter F is generated by the Cauchy approximation defined by:
An =
⋃
f∈F
δ(f)< 1
2n
f.
And finally, a Cauchy approximation converge to x if and only if the Cauchy
filter it generates converge to x. All these fact are easy, ǫ, δ manipulation. and
this implies that:
Corollary : A metric set X is complete if and only if every Cauchy approxi-
mation in X converge.
In [3], [18] or other references by the same authors, a different notion of Cauchy
approximation is used where there is no control on the convergence speed like
for Cauchy filter. Our notion is more restrictive, the two notions of convergence
can be shown to be equivalent for our definition of Cauchy approximation, and
the two notion define the same notion of completeness.
2.1.5. Following [18], a Banach space is a C-module (where C is the object
of “continuous complex numbers”) endowed with a norm function which takes
value in the set of upper semi-continuous real number, such that all the usual
algebraic axiom of Banach space are satisfied and which is complete in the sense
of Cauchy filter (or Cauchy approximation as above). By a “Banach norm” on
a vector space, we mean a norm that makes it into a Banach space.
2.1.6. Banach spaces cannot be directly pulled back along geometric morphism,
if B is a banach space then f∗(B) comes with a norm that can fail to be satisfies
the axiom of separation and completeness, and it has an action of f∗(C) that
can be different from the C of the source topos of f , but if we quotient by the
subspace of norm zero elements and take the completion one obtain f ♯(B) which
is a Banach space. This is this operation that we call the pullback of a Banach
space, it also corresponds to the pullback of localic Banach spaces as defined in
[8].
2.2 C∗-algebras, C∗-categories and Hilbert modules
2.2.1. Definition : A C∗-algebra is a C-algebra C endowed with a Banach
norm ‖ ‖ and an isometric anti-linear involution ∗ : C → C such that:
• ‖ab‖ 6 ‖a‖‖b‖.
• (ab)∗ = b∗a∗.
• ‖x‖2 = ‖x∗x‖.
A lot of classical results about C∗-algebras can also be proved in constructive
mathematics. One of the biggest achievement in this direction is the proof6
of a Gelfand duality between commutative C∗-algebra and (locally) compact
completely regular locales. A locales is a variant on the idea of topological spaces
which does not necessary have points (see [21]) assuming the axiom of choice any
locally compact locales has enough point and is the same as a locally compact
topological space, so in classical mathematics this result recovers the ordinary
Gelfand duality. The fact that we need locales instead of topological spaces in
constructive mathematics corresponds to the fact that without the Hahn-Banach
theorem it is not possible to construct character of an arbitrary commutative
C∗-algebra and those are exactly the points of the spectrum. This has one
consequence for the theory of C∗-algebras: in order to use continuous functional
calculus one need a function defined on the “formal locale of complex numbers”
and not just on the topological space of complex numbers (which might be
different if we do not assume the law of excluded middle), but this distinction is
not going to be a problem: a function on this formal locale is exactly a function
on the topological space of complex numbers which is uniformly continuous
on every bounded subset, so all classical functions can be used in functional
calculous, indeed, by the theory of [8] any uniformly continuous function on the
rational numbers can be extended to their localic completion which is the formal
locale of real numbers, and conversely any function defined on the formal locale
is uniformly continuous on bounded subset by compactness of closed bounded
interval.
The theory of general C∗-algebras works relatively well in constructive mathe-
matics. There is of course some difference with the classical theory: for example
the existence of a faithful representation of an arbitrary C∗-algebra on a Hilbert
space which is a consequence of the Hahn-Banach theorem in classical math-
ematics and only holds after pull-back along a proper geometric morphism in
constructive mathematics.
Appendix A contains statement and constructive proofs of some basic results
about C∗-algebras that are well known in classical mathematics. We will use
those results freely here. The most important is proposition A.8 about the
notion of positivity in non-commutative C∗-algebras.
2.2.2. Definition :
• A Banach category is a category C such that for each pair of objects A,B ∈
|C| the set of morphisms C(A,B) is endowed with a Banach space structure
such that the composition is a bilinear map of norm smaller than one i.e.
‖f ◦ g‖ 6 ‖f‖‖g‖.
• A ∗-category7 is a category C endowed with an involutive contravariant
functor ∗ : C→ Cop which is the identity on object. A Banach ∗-category is
6see [1] for the proof in Grothendieck toposes and [4] for a fully constructive proof, and [7]
for the case of non-unital algebras
7The terminology “Dagger-category” is more common for these categories, but in the
context of C∗-category this terminology seems more appropriate, by analogy with ∗-algebras.
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a category with both a Banach category structure and a ∗-category structure
such that ∗ is isometric and anti-linear.
2.2.3. Definition : A C∗-category is a Banach ∗-category C in which the fol-
lowing holds:
• For any arrow h in C one has ‖h‖2 = ‖h∗h‖.
• For all h : X → Y ∈ C, h∗h ∈ C(X)+.
The second condition cannot be removed: Consider the Banach ∗-category F
with two objects a, b such that F(a) = F(b) = F(a, b) = F(b, a) = C as Banach
space, composition is complex multiplication and the ∗ operation is complex
conjugation on endomorphisms and z 7→ −z on morphisms between a and b.
This satisfies all the conditions for being a C∗-category except the positivity
condition.
2.2.4. In the case where the category has bi-product (i.e. binary co-product,
which are also binary product as the category is enriched over abelian group),
and that they are “orthogonal” in the sense that the inclusion map of A and
B into A ⊕ B are adjoint to the projection maps then it is enough to check
that for each object A the algebra of endomorphism is a C∗-algebra, indeed
the conditions on morphism f : X → Y can be recovered by seeing them as
endomorphisms of X ⊕ Y .
2.2.5. One can give a more concise and often easier to check definition of C∗-
categories:
Proposition : A Banach ∗-category C is a C∗-category if and only if it sat-
isfies the following strong C∗-inequality: If A,B,C are three objects of C, f ∈
C(A,B), g ∈ C(A,C) then:
‖f‖2 6 ‖f∗f + g∗g‖
In fact, it appears that putting the strong C∗-inequality in the definition of
C∗-algebra makes the basic theory of C∗-algebra considerably simpler (it makes
all the material presented in appendix A either useless or trivial). In some
sense the fact that the ordinary C∗-equality implies the strong C∗-inequality
for complex Banach algebra can be considered as an accident (and the main
result of appendix A). It is for example not the case for real Banach algebras
either: One also need to consider the strong C∗-inequality in order to obtain a
correct notion of real C∗-algebra.
Proof :
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Any C∗-category satisfies this strong C∗-inequality: ‖f‖2 = ‖f∗f‖ by the C∗-
equality and ‖f∗f‖ 6 ‖f∗f + g∗g‖ because g∗g is positive. Conversely, if we
assume the strong C∗-inequality, then taking g = 0 gives ‖f‖2 6 ‖f∗f‖, and
‖f∗f‖ 6 ‖f‖2 follows from the axioms of Banach categories and the fact that
∗ is isometric. Finally the positivity axioms follow from the strong inequality
because if f ∈ C(X,Y ) is any arrow and K is bigger than ‖f‖2 then K−f∗f is a
positive element of C(X), hence there exists a g ∈ C(X) such that g∗g = K−f∗f
and one has by the strong C∗-inequality:
‖K − f∗f‖ = ‖g∗g‖ 6 ‖g∗g + f∗f‖ = ‖K‖ = K
Hence f∗f is positive. 
2.2.6. We will also talk about non-unital C∗-categories, i.e. structure which
satisfy all the properties of a C∗-category but for which we do not require the
existence of “identity” 1A ∈ C(A) in the underlying category. In fact, unless
explicitly stated otherwise (small) C∗-categories will not be assumed to be unital.
This being said, the reader should also note that the definition of pre-complete
C∗-categories given in definition 3.1.1 assume that they are unital.
2.2.7. The first example of C∗-category is the following: If C is a C∗-algebra
then C can be seen as a C∗-category with only one object and C as its algebra
of endomorphisms. The second example will be the category of Hilbert modules
over a C∗-category defined below.
2.2.8. Definition : Let C be a C∗-category (possibly non-unital), A (right)
pre-Hilbert module H over C, or a (right) pre-Hilbert C-module H, is the data
of:
• A contravariant C-linear functor H from C to the category of C-vector
spaces. If a ∈ H(A) and f : B → A is an arrow in C we denote by af or
a ◦ f the corresponding element of H(B).
• For all pair of objects A,B ∈ C, for each a ∈ H(A) and b ∈ H(B) one has
an element:
〈b, a〉 ∈ C(A,B)
Which satisfies the following axioms, for a ∈ H(A), b ∈ H(B) and f : C → A
in C:
• 〈b, a〉 = 〈a, b〉∗.
• (x, y) 7→ 〈x, y〉 is linear in the second variable (and hence anti-linear in
the first).
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• 〈b, a ◦ f〉 = 〈a, b〉 ◦ f .
• 〈a, a〉 is a positive (self-adjoint) element of C(A,A).
One can of course also defines a notion of left pre-Hilbert C-modules (for which
the scalar product would be taken linear in the first variable and anti-linear in
the second) but they will play almost no role in the present paper and we will
says (pre-)Hilbert module instead of right (pre-)Hilbert module.
2.2.9. Proposition : Let H be a pre-Hilbert C-module, then:
• One has a “Cauchy-Schwarz” inequality: for of any a ∈ H(A), b ∈ H(B)
and K a real number such that ‖ 〈a, a〉 ‖ 6 K one has8:
〈a, b〉∗ 〈a, b〉 6 K 〈b, b〉
In particular:
‖ 〈a, b〉 ‖ 6 ‖ 〈a, a〉 ‖ 12 ‖ 〈b, b〉 ‖ 12
• For each object A of C,
‖a‖ := ‖ 〈a, a〉 ‖ 12
defines a semi-norm on H(A).
The proof given in [15, Prop. 1.1] can easily be adapted from C∗-algebras to
C∗-categories and made constructive.
2.2.10. Definition : A Hilbert C-module is a pre-Hilbert C-module such that
for each object A ∈ |C|, H(A) is complete and separated for the norm defined in
the previous proposition.
As always, completeness is taken in the sense of Cauchy filters or equivalently
Cauchy approximations (see section 2.1). Any pre-Hilbert module can be com-
pleted into a Hilbert module by taking the separated completion of H(A) for
each object A of C.
2.2.11. Here is the key example of Hilbert module: let C be any C∗-category,
A ∈ |C| any object, then there is a Hilbert C-module YA, or Y(A), defined by:
YA(X) := C(X,A)
〈u, v〉 := u∗v
8One cannot state the inequality as 〈a, b〉∗ 〈a, b〉 6 ‖ 〈a, a〉 ‖ 〈b, b〉, because ‖ 〈a, a〉 ‖ is in
general only a semi-continuous number and hence it does not make sense to multiply an
element of the algebra by such a number, this is why we need to introduce this number K.
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2.2.12. If C is a C∗-algebra a Hilbert C-module is a Hilbert module over the
C∗-category with one object corresponding to C. If I is a right (closed) ideal of C
then I is a Hilbert C-module for the product 〈a, b〉 = a∗b. If C is a C∗-category,
A and B are two objects of C then C(A,B) is a right Hilbert C(A)-module for
the scalar product 〈f, g〉 = f∗g, and also a left Hilbert C(B)-module for the
scalar product 〈g, f〉 = gf∗.
For example, in the case where C is just the algebra C of (continuous) complex
numbers then a Hilbert C-modules is just a Hilbert space.
2.2.13. Definition : If H and G are two Hilbert C-modules, a bounded linear
map from H to G is a C-linear natural transformation from H to G which is
bounded in the sense that:
‖f‖ = sup
A∈|C|
‖fA‖ <∞
An operator from H to G is a pair of bounded linear maps f : H → G, f∗ :
G→ H such that for all h ∈ H(A), g ∈ G(B):
〈h, f∗(g)〉 = 〈f(h), g〉
f∗ is called the adjoint of f and is entirely determined by f , but its existence
is not automatic when f is an arbitrary bounded linear map.
In the case of Hilbert space (i.e. C is just C), assuming classical logic any
bounded linear map is an operator, but this can fail in intuitionist logic or over
an arbitrary C∗-algebras or C∗-category.
2.2.14. Lemma : For any (small) C∗-category, the space of all bounded linear
maps between two Hilbert modules is complete. The space of operators is closed
in the space of bounded linear map. In particular the space of operators is also
complete.
Note that smallness is not used explicitly in the proof , it is only here to ensure
that there is only a set of operators between two Hilbert modules.
Proof :
Let An be a Cauchy approximation in the space of bounded linear maps from
E to F two Hilbert C-modules. For each c ∈ |C| and e ∈ Ec the set (An)(c) =
{a(c), a ∈ An} is easily checked to be a Cauchy approximation on Fc, hence it
converge to a unique element denoted v(c) in Fc, one easily check that c 7→ v(c)
is a linear map and is bounded (for example by 1 + B where B is a bound for
an element in A1) and that is is the limit of the Cauchy approximation An.
Let now f be a bounded linear map between two Hilbert C-modules f : E → F
such that for every ǫ > 0 there is an operator g : E → F such that ‖f − g‖ < ǫ,
then the sets An = {g : F → E|‖f − g∗‖ < 1/n} form a Cauchy approximation
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hence it converges to a bounded linear map g : F → E which is easily seen to
be an adjoint for f hence f is an operator. 
Proposition : Let C be a small C∗-category. Then, endowed with the above
defined norm and the adjunction f 7→ f∗, the category of Hilbert C-modules and
operators between them is a C∗-category denoted HC.
If C is non-small, then the only things that goes wrong in this proposition is
that operators between two arbitrary Hilbert modules might not be a set (they
can form a proper class). This problem will be dealt with in 2.2.21.
Proof :
The category of Hilbert modules has bi-product, so it is enough to check that
for any Hilbert C-module H the algebra of endomorphism if a C∗-algebra. One
clearly has ‖fg‖ 6 ‖f‖‖g‖ as for any x ∈ HA:
‖f(g(a))‖ 6 ‖f‖‖g(a)‖ 6 ‖f‖‖g‖‖a‖,
one also clearly have (fg)∗ = g∗f∗ and completeness follow from the above
lemma. For the C∗-equality:
‖f(x)‖2 6 ‖ 〈f(x), f(x)〉 ‖ = ‖ 〈f∗f(x), x〉 ‖ 6 ‖f∗f‖‖x‖2
Hence ‖f‖2 6 ‖f∗f‖, while in the other direction ‖f∗f‖ 6 ‖f∗‖‖f‖ = ‖f‖2.

2.2.15. For example, if C is a unital C∗-category and A,B ∈ C are two objects
then the operators between YA and YB correspond (functorially) to morphism in
C between A and B (this is just the Yoneda lemma). More generally, operators
from YA to an arbitrary Hilbert C-modules H are in natural bijection with
elements of H(A).
If C is non-unital then operators between YA and YB are exactly the morphisms
between A and B in the category of multipliers of C as defined in [23]. There
is still one operator from YA to H for each element of H(A), but there is in
general more such operators (operators of this kind are sometimes called the
multipliers of H).
2.2.16. Proposition : Let A1, . . . , An be a finite sequence of objects of a
C∗-category C. Then there exists a unique structure of C∗-algebra on the set
MC(A1, . . . , An) or simply M(A1, . . . , An) whose element are matrix:

f1,1 f1,2 . . . f1,n
f2,1 f2,2 . . . f2,n
...
...
. . .
...
fn,1 fn,2 . . . fn,n


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with fi,j ∈ C(Aj , Ai) such that the addition and multiplication are the usual
matrix operation, the ∗ operation is (f∗)i,j = (fj,i)∗, and the topology is the
ordinary product topology.
Proof :
For the existence, simply takeM(A1, . . . , An) to be the algebra of endomorphism
of the Hilbert C-module Y(A1)⊕ · · · ⊕ Y(An) (if C is a non-unital C∗-category
then take the sub-algebra of those endomorphisms whose matrix elements are
in the image of the Yoneda embeddings instead).
Classically, the uniqueness follows from a well known fact that the norm of a
C∗-algebra is entirely determined by its algebraic structure. Indeed, the norm
can be computed from the spectral radius (proposition A.11) and the spectrum
only depends on the algebraic structures. Constructively, the spectrum does
not only depends on the algebraic structures: it also depends on the localic
completion (or to put it an other way, one need to know the algebraic structure
and the algebraic structures of all the pullback along geometric morphisms).
This is why we need this additional assumption that the topology is the usual
product topology: same topology and same additive structure implies same
uniform structure hence same localic completion and this concludes the proof.

2.2.17. Lemma : Let C be a C∗-category, H be a Hilbert C-module and F a
self-adjoint endomorphism of H. Then:
• If F is positive then ‖F‖ 6 K if and only if for each X ∈ |C| for each
h ∈ H(X) one has ‖ 〈h, Fh〉 ‖ 6 K‖ 〈h, h〉 ‖ in C(X).
• F is positive if and only if for each X ∈ |C| for each h ∈ H(X), 〈h, Fh〉
is a positive element of C(X).
Proof :
As F is positive one has F = S2 with S self-adjoint, hence 〈h, Fh〉 = ‖Sh‖2.
Hence the inequality ∀h, ‖ 〈h, Fh〉 ‖ 6 K‖ 〈h, h〉 ‖ is equivalent to ‖S‖2 6 K as
one has ‖S‖2 = ‖S∗S‖ = ‖F‖ concludes the proof.
For the second point: If F is positive then 〈h, F (h)〉 can be written as h∗Fh in
the C∗-category of Hilbert modules and hence is positive. Conversely, assume
that for every h 〈h, Fh〉 is positive. Fix K a real number bigger than the norm
of F . Then F 6 K, and hence, as an application of the first implication to the
positive operator K − F , for any h ∈ H(X), 〈h, Fh〉 6 K 〈h, h〉, one hence has:
0 6 〈h, F (h)〉 6 K 〈h, h〉 ,
which gives:
0 6 〈h,Kh− F (h)〉 6 K 〈h, h〉
As K −F is positive, the first point implies that ‖K − F‖ 6 K and hence that
F is positive. 
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2.2.18. Corollary : A self-adjoint matrix M ∈ M(A1, . . . , An) is positive if
and only if for all X ∈ |C|, for all n-tuple t = (ti)i=1...n with ti ∈ C(X,Ai) seen
as a column vector one has:
t∗Mt =
∑
i,j
t∗iMi,jtj
is a positive element of C(X).
Note that by applying this lemma to the full subcategory of C on the object
A1, . . . , An one can restrict to the case where X is one of the Ai.
Proof :
This follows directly from lemma 2.2.17 and the construction of the algebra of
matrices as a sub-algebra of endomorphisms of Y(A1)⊕ · · · ⊕ Y(An). 
2.2.19. Let C be a C∗-category (non necessarily small) and let X be a set
together with:
• for each x ∈ X , an object s(x) ∈ |C|
• for each pair x, y ∈ X , an arrow 〈x, y〉 ∈ C(s(y), s(x))
One then has:
Proposition : The following conditions are equivalent:
• For any finite family (x1, . . . , xn) of elements of X, the matrix whose
coefficients are given by:
Ai,j = 〈xi, xj〉 ∈ C(s(xj), s(xi))
is a positive element of the C∗-algebra MC(s(x1), . . . , s(xn)).
• There exists a Hilbert module T , and for each x ∈ X an element tx ∈
T (s(x)) such that 〈x, y〉 = 〈tx, ty〉.
• There exists a unique (up to unique unitary isomorphism) Hilbert C-module
〈X〉 with elements ex ∈ 〈X〉(s(x)) such that 〈ex, ey〉 = 〈x, y〉 for each
x, y ∈ X and such that for each A ∈ |C| the finite sum of elements of the
form exf for f : A→ s(x) are dense in 〈X〉(A).
A set X with such map s and 〈 , 〉 satisfying the conditions of the proposition
will be called a set of generators for a Hilbert C-module.
Proof :
The key observation is that by corollary 2.2.18, the first condition is equivalent
to the fact that any formal linear combination of the form c =
∑
i xi ◦ fi for
xi ∈ X and fi : B0 → s(xi) will gives:
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〈c, c〉 =
∑
i,j
f∗i 〈xi, xj〉 fj > 0
Hence the second condition implies the first because such a c (replacing the xi
by txi) would be an element of T and hence would indeed satisfy 〈c, c〉 > 0, the
third condition implies the second tautologically and the first condition implies
the third by constructing 〈X〉 first as a pre-Hilbert module whose elements
over an object B0 are the linear combinations of the same shape as c and then
completing it into a Hilbert module. The uniqueness of 〈X〉 up to unique
isomorphism follows from the fact that uniformly continuous maps (for example,
bounded linear map) extend uniquely to maps between the completions. 
2.2.20. Definition : Let C be a C∗-category, a Hilbert C-module is said to be
small if it can be “generated by a set of elements” as in the previous proposition.
If C is a small category, then every module over C is small: H can be generated
by ∪A∈|C|H(A), but for a non-small C∗-category this is a non trivial condition.
In fact one has:
Lemma : If G and H are two Hilbert modules over a C∗-category, and if either
G or H is small, then operators from G to H form a set.
Proof :
Because the operation ∗ induces a bijection between operators from G to H and
operators from H to G one can freely assume that it is G which is small. But a
linear map from G to H is then entirely determined by the choice of the image
of each generator and hence the set of operators can be identified as a certain
subset of this set of choice of image of each generator and hence is itself a set.

2.2.21. Definition : If C is a C∗-category, we denote by HC the C∗-category
of small Hilbert C-modules, that is those Hilbert modules that admit a set of
generators.
We denote by H′C the category of small Hilbert C-modules and bounded linear
maps between them. It is not a C∗-category.
This definition is in fact a bit too informal to make sense in our framework,
indeed the “class of all Hilbert modules” actually does not exists. Hence we will
fix a more precise model for the category HC:
Objects of HC will be sets of generators for Hilbert C-modules as in 2.2.19.
Morphisms between two such sets X and Y will be functions λ which to every
pair x ∈ X, y ∈ Y associate a λ(y, x) ∈ C(s(x), s(y)) such that there exists an
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operator fλ : 〈X〉 → 〈Y 〉 satisfying λ(y, x) = 〈ey, f(ex)〉 (the map fλ being
unique). One do the same for H′C.
The Yoneda embeddings take values in this C∗-category HC: if C is unital then
YA is generated by a single element corresponding to the identity element of A,
if C is non-unital then YA still admit a set of generators, for example one can
take one generator in YA(A) for each element of C(A), or for each element in
an approximate unit of C(A).
2.2.22. There is a small and uninteresting framework related difficulty that we
did not mentioned in the above two paragraph and that we will discus now
for the sake of completeness: if f : A → B is a bounded linear map between
Hilbert module over a large category it is not clear that the proposition “f is an
operator” can be defined internally in our framework as it involves existential
quantification on bounded linear map from B to A and that such map does
not even form a class as we did not assume that there is a class of functions
between two class. Fortunately, one can define that f is an operator using only
quantification over A and B (which is allowed as we assumed that the category
of class if a Heyting pre-topos). Indeed, f is an operator if for any X in the
C∗-category, ∀b ∈ B(X), ∃a ∈ A(X), ∀x ∈ A(x), 〈b, f(x)〉 = 〈a, x〉. Indeed,
assuming this condition one can then prove that for any X and any b in B(X),
a a satisfying this condition is unique, define f∗(b) = a and show that this is a
bounded linear map adjoint to f .
2.2.23. If f : C → D is a ∗-functor then there is a canonical extension Hf :
HC → HD and a further extension H′f : H′C → H′D. It can be seen on
the presentation given above: If (X, s, 〈 , 〉) is a set of generators for a Hilbert
C-module then (X, f(s), f(〈 , 〉)) can be checked to be a set of generators for
a Hilbert D-module. And if one has an operator h from 〈X〉 to 〈Y 〉 described
by a function λ as above then one can easily see that there exists an operator
Hf(h) described by the function f(λ). This clearly turn H into a functor from
C∗-category to C∗-category.
Moreover, we also note that if f : C → D is a C∗-functor, then the functor
(Hf) : HC → HD also acts on linear maps (even if they have no adjoint) in
a way which is functorial, preserves the adjunction relation and send isometric
inclusion to isometric inclusion.
2.2.24. Note that if H is a Hilbert C-module given by a set of generators H =
{X} and E is an arbitrary Hilbert C-module a bounded linear map from H to E
is obviously determined by the image of the generators. Moreover, if one choose
ex ∈ E(s(x)) for each x ∈ X this defines a bounded linear map f from H to E
such that ex = f(tx) is and only if the following condition holds: There exists a
constant K such that for each n-tuple (x1, . . . , xn) ∈ Xn one has the inequality
in M(s(ex1), . . . , s(exn))
+:
[
〈
exi , exj
〉
]i,j 6 K
2.[
〈
txi , txj
〉
]i,j .
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Indeed, if f exists then this equality follow from lemma 2.4.4 below, and con-
versely if the inequality is satisfied for some constant K, then f is defined
on an element of the form y =
∑n
i=1 txiλi ∈ H(Y ) with λi ∈ C(Y, s(xi)) as
f(y) =
∑n
i=1 exiλi ∈ E(Y ) and the matrix inequality implies that:
〈f(y), f(y)〉 = [λ∗i
〈
exi , exj
〉
λj ]i,j 6 K
2.[λ∗i
〈
txi , txj
〉
λ∗j ]i,j = K
2 〈y, y〉
Hence f is bounded linear and hence extend into a bounded linear map from
{X} to E..
2.2.25. It is important to note the following: if one works with non-unital
categories and if f : C → D is a C∗-functor then the following square is in
general not commutative:
C D
HC HD
f
Y Y
Hf
i.e. the Yoneda embeddings Y might not be a natural transformation from the
identity functor to the functor H. For example, if f send every arrows to 0 then
Hf will send any objects to the zero module.
The C∗-functors f for which this square commute are called “non-degenerate”
and this is equivalent to the fact that for each object A of C the corresponding
morphism f : C(A) → D(f(A)) is a non-degenerate morphism of C∗-algebras.
It include in particular every unital C∗-functor between unital C∗-categories.
2.3 Cones, ideals and hereditary subcategories
2.3.1. Definition :
• If A is a C∗-algebra, we denote by As the set of self-adjoint elements
of A and by A+ the subset of A of positive self-adjoint elements of A.
Self-adjoint elements are ordered by the relation a 6 b if b − a ∈ A+.
• A hereditary cone of A+ is a closed subset X ⊂ A+ stable under linear
combinations with real non-negative coefficients and such that if a ∈ X
and b 6 a then b ∈ X.
• A hereditary sub-algebra B ⊂ A is a sub-C∗-algebra B ⊂ A such that
BAB ⊂ B.
• If C is a C∗-category a hereditary cone of C is the data of a hereditary
cone of C(X)+ for each object X ∈ |C|.
• A hereditary subcategory of C is a sub-C∗-category A ⊂ C containing all
the objects and such that A.C.A ⊂ C, i.e. for each W,X, Y, Z ∈ |C| and for
each f ∈ A(W,X), g ∈ C(X,Y ), h ∈ A(Y, Z) one has h ◦ g ◦ f ∈ A(X,Z).
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Also, a hereditary subcategory of a full subcategory of C will be called a partial
hereditary subcategory. Any partial hereditary category A can be considered
as a hereditary category A′ by adjoining all the missing objects and by defining
A′(X,Y ) = A(X,Y ) if both X and Y are objects of A and {0} otherwise, or to
say that without using the law of excluded middle:
A′(X,Y ) = {0} ∪
⋃
X∈|A|,Y ∈|A|
A(X,Y )
Where the union is indexed by a subset of a singleton. One can check that the
category HA and HA′ are equivalents: it follows for example from proposition
2.4.7 below because the two sided ideal generated by A in A′ is A′ itself. For
this reason A and A′ will often be identified and we will for example say that
C(X) is a hereditary subcategory of C.
2.3.2. Here are a few lemmas that allow to prove most of the result relating
these notions:
Lemma : Let C be a C∗ category, and X,Y two objects of C. Let also A be a
C∗-algebra.
1. For any a, b ∈ C(X,Y ) one has:
(a+ b)∗(a+ b) 6 2a∗a+ 2b∗b
(a+ b)(a+ b)∗ 6 2aa∗ + 2bb∗
2. If C is a hereditary cone of A+, x ∈ C and f : [0, ‖x‖] → R+ is a
morphism of locale such that f(0) = 0 then f(x) ∈ C.
3. Let f ∈ C(X,Y ), a ∈ C(X,X)+, b ∈ C(Y, Y )+ such that f∗f 6 a and
ff∗ 6 b then:
lim
n→∞
fa1/n = lim
n→∞
b1/nf = lim
n→∞
b1/nfa1/n = f
By [0, ‖x‖] we mean the the sub-locale of R defined as ⋂‖x‖<q[0, q], i.e. the
locale which classify the continuous real number y such that 0 6 y 6 x.
Proof :
1. One has:
(a+ b)∗(a+ b) + (a− b)∗(a− b) = 2a∗a+ 2b∗b
which directly proves the first equality and the second is obtained by
replacing a and b with a∗ and b∗.
2. Let fn(t) = min(f(t), nt), It is also a morphism of locales (because t 7→ nt
and min are), and (fn) converge to f uniformly (on [0, ‖x‖]) when n goes
to infinity. Hence fn(x) converge to f(x), but 0 6 fn(x) 6 nx hence
fn(x) ∈ C which concludes the proof.
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3. We will first show that fa1/n → f . Indeed:
‖fa1/n − f‖ = ‖(a1/n − 1)f∗f(a1/n − 1)‖1/2
as f∗f 6 a one has (a1/n − 1)f∗f(a1/n − 1) 6 (a1/n − 1)a(a1/n − 1)
but because the function x(x1/n − 1)2 can be checked to converge to 0
uniformly on [0, ‖a‖] this proves that ‖fa1/n− f‖ → 0. The case of b1/nf
is dual, and for b1/nfa1/n one can simply write that:
b1/nfa1/n − f = (b1/nfa1/n − b1/nf) + (b1/nf − f)
The second term is already known to tend to 0, and for the first, the
inequality:
‖b1/nfa1/n − b1/nf‖ 6 ‖b‖1/n‖fa1/n − f‖
allows to conclude.

2.3.3. Proposition : Let A be a hereditary subcategory of C, then A+ is a
hereditary cone of C and an element a ∈ C(X,Y ) is in A if and only if (a∗a) ∈
A(X)+ and (aa∗) ∈ A(Y )+.
Proof :
A+(X) is clearly a cone, we need to prove that it is hereditary, but if b 6 a with
b ∈ C(X) and a ∈ A(X)+ then by lemma 2.3.2(3) one has a1/nb1/2a1/n → b1/2
but a1/n ∈ A hence this proves that b1/2 ∈ A and hence that b ∈ A.
If a ∈ A then a∗a and aa∗ are in A+. Conversely, if a∗a and aa∗ are in A, then
by 2.3.2(3) one has a = lim(aa∗)1/na(a∗a)1/n and (aa∗)1/na(a∗a)1/n ∈ A, which
concludes the proof.

2.3.4. Definition : Let C be a C∗-category.
• A left (resp. right) ideal of C is an additive (generally non-unital) sub-
category I ⊂ C (containing all objects) such that for all objects X,Y ∈ |C|,
I(X,Y ) is a closed subspace of C(X,Y ) and C.I ⊂ I (resp. I.C ⊂ I) i.e.
I is stable under post-composition (resp. pre-composition) by arbitrary
morphism.
• A two sided ideal is an additive subcategory which is both a left and right
ideal.
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• If X is an object of C, a left ideal on X is a left ideal I ⊂ C which only
contains arrows from X and zero morphisms. Similarly a right ideal on
X is a right ideal which only contains arrows into X and zero morphisms.
Note that a left ideal I on C is the same as a collection of a left ideals IX on X
for each object object X ∈ |C| and dually a right ideal is the same as a collection
of right ideals on every object.
Also a right ideal on X for an object X ∈ C is exactly the same as a Hilbert
sub-module of Y(X).
2.3.5. Proposition : Let C be a hereditary cone of a C∗-category C. Then:
• The set LC of f ∈ C such that f∗f ∈ C is a left ideal of C. Moreover
it is the left ideal generated by C in the sense that for each X,Y ∈ |C|,
LC(X,Y ) is the closure of the set of f ◦ c for c ∈ C(X) and f ∈ C(X,Y ).
• The set RC of f ∈ C such that ff∗ ∈ C is a right ideal of C. Moreover
it is the left ideal generated by C in the sense that for each X,Y ∈ |C|,
RC(X,Y ) is the closure of the set of c ◦ f for c ∈ C(X) and f ∈ C(X,Y ).
• The set HC = RC ∩ LC of f such that both ff∗ and f∗f are in C is
a hereditary sub-C∗-category and HC(X,Y ) is the closure of the set of
element of the form c ◦ f ◦ c′ with c ∈ C(Y ), c′ ∈ C(X) and f ∈ C(X,Y ).
Note that LC and RC are ideals on an object X ∈ C if and only if C is included
in C(X)+, seen as a hereditary cone of C, i.e. if C ⊂ C(X)+⋃{0Y , Y ∈ |C|}.
Proof :
For the first point, the stability by addition follow directly from 2.3.2(1), the
stability under post-composition comes from (fc)∗(fc) = c∗f∗fc 6 Kc∗c ∈ C
and the closedness is obvious. LC contains C because if c ∈ C then c∗c = c2 ∈ C
by 2.3.2(2) hence c ∈ LC, hence elements of the form (fc) with c ∈ C are in LC
because it is a left ideal. Conversely if f∗f ∈ C then by 2.3.2(2) (f∗f)1/n ∈ C
and hence 2.3.2(3) exhibit f as a limit of a sequence of elements of the form
f ◦ c with c ∈ C. The second point is just the dual of the first.
For the third point, the stability under ∗ of HC is obvious from the definition,
the fact that it is a hereditary subcategory follows directly from the previous
two points, it contains the elements of the form cfc′ because it is a hereditary
subcategory and we already noticed that C ⊂ LC ∩RC. Conversely, if f ∈ HC
then by the same argument as for LC, lemma 2.3.2(3) exhibit f as a limit of a
sequence of element of the form cfc′.

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2.3.6. Corollary : Let C be a C∗-category, the construction A 7→ A+ and
C 7→ HC induces a bijection between the class of hereditary subcategories of C
and the class of hereditary cone of C.
This result automatically extends to partial hereditary subcategories and “par-
tial cones” by applying it to each full subcategory.
Proof :
The third point of proposition 2.3.5 prove that HC is a hereditary subcategory,
proposition 2.3.3 show that A+ is hereditary and that HA+ = A, and finally
(HC)+ = C because lemma 2.3.2(2) imply that for a positive element c if c∗c =
c2 ∈ C then c =
√
c2 ∈ C and conversely that if c ∈ C then c∗c = cc∗ = c2 ∈ C.

2.3.7. Proposition : If I is a left ideal of C then I+ = I ∩ C+ is a hereditary
cone of C and I = L(I+). This induces a bijection between the hereditary cones
of C and its left ideals and a bijection between hereditary cones on C(X) and left
ideals on X for any object X ∈ |C|.
Putting this together with the previous results one has compatible bijections
between the right ideals, left ideals, hereditary subcategory and hereditary cone.
One pass from left ideal to right ideal by I 7→ I∗ and from left or right ideal to
hereditary sub-algebra by I 7→ I ∩ I∗.
Proof :
Let I be a left ideal then I ∩ I∗ is easily checked to be a hereditary sub-algebra,
hence I+ = (I ∩ I∗)+ is a hereditary cone by proposition 2.3.3. If f ∈ I then
f∗f ∈ I+ hence f ∈ L(I+) conversely if f ∈ L(I+) then by proposition 2.3.5 f
is in the closure of elements of the form f ◦ c for c ∈ I+ hence is in I. Finally
those bijections reduces to a bijection between ideals on an object X ∈ |C| and
hereditary cones of C(X). 
2.3.8. Corollary : A two sided ideal of a C∗-category is stable under conjuga-
tion.
In particular it is a sub-C∗-category, even an hereditary one.
Proof :
If I is a two-sided ideal then it is both a left and right ideal hence it is both
equal to L(I+) and R(I+) by proposition 2.3.7. As L(I+)∗ = R(I+) this proves
that I∗ = I. 
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2.3.9. Proposition :
• If A is a C∗-algebra, and B ⊂ A is a sub-C∗-algebra. Then B is a heredi-
tary sub-algebra if and only if B+ is a hereditary cone of A+.
• If A ⊂ C is a sub-C∗-category containing all objects, then A is a hereditary
subcategory if and only for all pair of elements X,Y ∈ C, MA(X,Y )+ is
a hereditary cone of MC(X,Y )
+.
Proof :
The second point follows from the first: indeed assume that MA(X,Y ) is a
hereditary sub-algebra of MC(X,Y ) for each X,Y ∈ |C|. Let f ∈ A(W,X),
h ∈ C(X,Y ) and g ∈ A(Y, Z) for some W,X, Y, Z ∈ |C|. Then by (the proof of)
lemma 2.3.2(3):
lim
n→∞
g(g∗g)1/nh(ff∗)1/nf = g ◦ h ◦ f
But because MA(X,Y ) is hereditary in MC(X,Y ) one deduces that:
(g∗g)1/nh(ff∗)1/n ∈ A(X,Y )
and hence this concludes the proof of the second point (assuming the first).
For the first point, it is already proved (proposition 2.3.3) that if B is hereditary
then B+ is a hereditary cone. We need to prove the converse. Let B ⊂ A a
sub-C∗-algebra such that B+ is a hereditary cone of A+.
Remark first that if f ∈ A+ then for any h ∈ B one has h∗fh 6 Kh∗h ∈ B,
where K is a continuous real number such that ‖f‖ 6 K, hence h∗fh ∈ B. If
now f is an arbitrary element of A then it can be decomposed into a linear
combination of positive self-adjoint elements hence if h ∈ A one still has h∗fh ∈
B. Finally let x, y ∈ B and f ∈ A. let b = xx∗+ y∗y by lemma 2.3.2(3) one has:
lim
n→∞
b1/nxfyb1/n = xfy
and b1/nxfyb1/n ∈ B which concludes the proof. 
Note that the second point cannot be weakened to look more like the first:
one can for example consider a sub-category A of C which contains all the
endomorphisms of objects and only the zero morphisms between distinct objects.
A(X) is hereditary in C(X) for eachX but A will not be a hereditary subcategory
because ff∗, f∗f ∈ A will not imply f ∈ A (unless C has only zero morphisms
between distinct objects).
2.3.10. Definition : Let C be a C∗-category, H a Hilbert C-module and A an
hereditary sub-algebra of operators of H. One defines the sub-module AH of H
by:
AH(X) = {h ∈ H(X)|hh∗ ∈ A}
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Or equivalently as the closure in H of elements of the form aXh for a ∈ A ,
X ∈ |C| and h ∈ H(X).
The fact that it is a sub-module and the equivalent presentation follow directly
from the proof of proposition 2.3.5.
2.3.11. Proposition : If H is a small Hilbert C-module and A is a hereditary
sub-algebra of operators on H then AH is small. More precisely if X is a set of
generators for H the set of a.x for a ∈ A and x ∈ X form a set of generators
for AH.
Hence, this construction is compatible with our convention that in HC every
object is endowed with the choice of a set of generators.
Proof :
As H is small then A is a set (as a subset of a set). Take (xi)i∈I be a set of
generators of H , then the axi for a ∈ A form a set of generators of AH . Indeed,
every element of AH can be approximated by elements of the form ah for a ∈ A
and h ∈ H and every element h of h can be approximated by linear combination
of element of the form xig, hence any element of AH can be approximated by
linear combination of elements of the form axig, which proves that the axi are
generators for AH . 
2.3.12. Proposition : Let H be a small Hilbert C-module and H ′ a sub-module
of H. Let A be the sub-algebra of operators of H of a such that both a and
a∗ takes their values in H ′. Then A is a hereditary sub-algebra of HC(H) and
H ′ = AH.
Proof :
A is clearly a sub-C∗-algebra (it is a set because H is small) and one has
A.HC(H)A ⊂ A. It is also clear that AH ⊂ H ′ as any element of the form ah
for a ∈ A is in H ′, and conversely, if h ∈ H ′ then one has hh∗ ∈ A and hence
h ∈ AH . 
2.3.13. Corollary : A sub-module of a small Hilbert C-module is small.
Proof :
If H ′ ⊂ H is a sub-module then H ′ = AH for some A by proposition 2.3.12 and
we pointed out in proposition 2.3.11 that a module of this form is small. 
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2.3.14. Proposition : Let C be a C∗-category, and X an object of C. The
construction A 7→ AYX induces a bijection between the set of hereditary sub-
algebras of C(X) and Hilbert sub-C-modules of Y(X).
Proof :
This is a reformulation of proposition 2.3.7 through the (tautological) identifi-
cation of sub-module of Y(X) with right ideals on X and the identification of
hereditary cones of C(X)+ with hereditary sub-algebras of C(X) constructed in
corollary 2.3.6. 
2.3.15. Definition : Let C be a C∗-category, H and H ′ two Hilbert C-modules,
an operator f between H and H ′ is said to be compact or C-compact if for all
ǫ > 0, f can be approximated up to ǫ by a linear combination of operators which
can be factored into hcg with c ∈ C. The (non-unital) C∗-category whose objects
are objects of HC and morphism are compact operators is denoted KC
KC is a (non unital) C∗-category and a two sided ideal of HC which contains C,
It is the smallest such two sided ideal. The set of compact operators between two
Hilbert C-modules will occasionally be denoted K(H,H ′) instead of KC(H,H ′).
The finite linear combinations of operators which factor into an operator in C
will be called the finite rank operators.
2.3.16. The terms C-compact is here to avoid confusion with absolutely compact
operators that will be defined later, and as well as because sometimes a same
C∗-category can be both of the form HC and a full subcategory of HD for some
D, in which case it can have two different notion of compactness: D-compactness
and C-compactness. In fact one can define more generally:
Definition : For class C of map in a C∗-category C, the elements of the total
two sided ideals of C generated by C will be said to be C-compact. If C = {IdX}
or equivalently C = C(X) we will talk about X-compact operators.
2.3.17. Proposition : Let H be a Hilbert C-module, and A a hereditary sub-
algebra of operators of H. The following conditions are equivalent:
• A contains the algebra K(H) of (C)-compact operators of H.
• A is dense for the topology of point-wise convergence9.
• AH = H.
9We mean that for any f operators on H, for any h1, . . . hn elements of H, for any ǫ > 0
there is a a ∈ A such that ‖f(hi)− a(hi)‖ < ǫ.
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Proof :
By definition, AH = H if and only if for all h ∈ H , hh∗ ∈ A and the algebra of
compact operator is generated (as a hereditary sub-algebra) by the hh∗, hence
the first and the third propositions are equivalent. The first proposition implies
the second because the compact operators are dense for the topology of simple
convergence and the second implies the third because AH(X) can be described
as the closure of the set of a.h for a ∈ A and h ∈ H(X). 
2.4 Restriction of Hilbert modules
With ordinary category, if F : C → C′ is a functor and P is a pre-sheaf on C′
then F ∗P = P ◦ F is a pre-sheaf on C. This construction does not make sense
with C∗-categories because there is in general no way to pullback the C′ valued
scalar product into a C valued one. Their is a solution to this problem when F
is the inclusion of a partial hereditary subcategory.
2.4.1. Definition : Let C be a C∗-category and A be a partial hereditary sub-
category, and X ∈ |C| then we define the restriction of X to A as the following
Hilbert A-module:
RA(X)(a) = {f : a→ X |f∗f ∈ A}
This is a Hilbert module because if f, g ∈ RA(X)(a) then f + g as well because
of 2.3.2(1), and 〈f, g〉 := f∗g satisfy:
(f∗g)∗(f∗g) = g∗ff∗g 6 Kg∗g ∈ A
(f∗g)(f∗g)∗ = f∗gg∗f 6 K ′f∗f ∈ A
hence is in A by proposition 2.3.3.
This is functorial in both a ∈ |A| and in X ∈ |C| because the set of f such that
f∗f ∈ A is a left ideal (proposition 2.3.5). It is complete because it is closed in
C(a,X).
There is two obstructions into making RA into a functor from C to HA: one
need to prove that for each c ∈ C RA(c) is small and one need for each c to
actually fix a set of generators (because of our definition of HA as detailed
just below 2.2.21). The first problem will be solved in the next paragraph
using the collection axiom 10 while the second just force us to only defines R
as an anafunctor (as mentioned in the introduction, see [16] for details about
anafunctors).
10axiom (A7) in the appendix B.1, see also B.5
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2.4.2. Proposition : For any C∗-category C, any partial hereditary subcategory
A ⊂ C and any X ∈ |C| the Hilbert A-module RA(X) is small.
Proof :
Let V be the class of all pair (A, h) for A ∈ |A| and h ∈ RA(X), i.e. h ∈ C(A,X)
such that h∗h ∈ A(A). There is map h 7→ hh∗ from V to C(X), let V ′ its image
which is small because C(X) is. One can then apply the collection axiom (see
B.5) and one get a set V ′′ with a map to V such that the composite to V ′
is surjective. We claim that V ′′ is a set of generators for RA(X). Indeed,
let H ⊂ RA(X) be the sub-Hilbert module of RA(X) generated by V ′′, by
construction the C∗ algebra K ′ generated by the hh∗ for h ∈ H is equal to
K the algebra of compact operators of the Hilbert A-module RA(X). If h
is an an arbitrary element of RA(X) then hh
∗ ∈ K and by lemma 2.3.2(3),
h = lim(hh∗)
1
n h. But as the (hh∗)
1
n are inK they can be written as combination
of composition of aa∗ for a ∈ H and this implies that all the (hh∗) 1n h are in H
and hence that h ∈ H which proves that H = RA(X) and concludes the prof.

2.4.3. Corollary : For any C∗-category C and any partial hereditary sub-
category A ⊂ C there exists a restriction (ana)functor RA : C→ HA.
This is typical one place where one really need to use anafunctors: indeed, the
previous proposition show that RA(X) is small for all X but does not provide a
canonical choice of a set generators hence does not allow to construct a functor
from C to HA (we recall from 2.2.21 that any object of HA is endowed with a
fixed of generator).
If A ⊂ C is a partial hereditary subcategory we will also denote by RA the
restriction functor from HC to HA. It is a special case of the previous construc-
tion by considering A as a subcategory of HC through the Yoneda embeddings
of C, but it can also be seen as taking the elements of a Hilbert C-module whose
scalar product with themselves lies in the subcategory A.
The reader should also note that in a lot of concrete situation, RA can indeed
be made into a functor and we do not need the collection axiom to construct it:
For example if A is small then one can choose the set of all element of RA(X)
and it gives us a canonical set of generators. Also11 for any C∗-category C, the
functor:
RC : HHC→ HC
always exists (C is considered as a partial hereditary subcategory of HC under
the Yoneda embeddings). Indeed if one has V ∈ |HHC| then V has a (canonical)
11For this remark, we need to assume that a set indexed union of sets is a set “in a canonical
way”, and not just a small class, i.e. that the union can be represented by a map from the
class of family of set to the class of sets. This is not the case in the basic framework described
in appendix B, but it is for example the case in models of NBG, and one can always make it
true by changing the universe.
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set of generators as a Hilbert HC-module, each generator x is a an element of
V (s(x)) for a well defined object s(x) ∈ |HC| which also has a canonical set
of generators and each of this generator w is an arrow w : s(w) → s(x) by
composing one obtains an arrow w : s(w) → V which is an element of RC(V )
and one easily see that taking all those elements (for all x and all w) is a set of
generators for V .
2.4.4. Lemma : Let C be a C∗-category, X and Y two Hilbert C-modules and
f : X → Y a bounded linear transformation such that ‖f‖ 6 K. Then for any
c ∈ |C|, a ∈ X(c), one has:
〈f(a), f(a)〉 6 K2 〈a, a〉
Proof :
If f has an adjoint, then this is classical: 〈f(a), f(a)〉 can be written as a∗f∗fa
in the category of Hilbert modules and by the usual properties of positivity
a∗f∗fa 6 a∗K2a = K2 〈a, a〉. Now let k be a finite rank endomorphism of X ,
i.e. a finite linear combination of operators of the form xx′∗ of x, x′ elements of
X , then fk is an operator from X to Y (indeed f ◦ x ◦ x′∗ = f(x) ◦ x′∗ hence
has an adjoint). Now for any a ∈ X one can find such finite rank operators k
such that ‖k‖ 6 1 and ‖a − ka‖ 6 ǫ for example by approximating (aa∗)1/n
by a finite rank operators which are dense among compact operators, for such
a k one will obtain by applying the previous equality to fk that 〈f(a), f(a)〉 6
K2 〈a, a〉 − 2ǫ‖a‖‖f‖2, this being true for any ǫ it concludes the proof. 
2.4.5. Corollary : Let A ⊂ C be a partial hereditary sub-category of a C∗-
category C, then the restriction (ana)functor RA : HC → HA can be extended
into a restriction (ana)functor: R′
A
: H′C→ H′A.
Proof :
This follows immediately from lemma 2.4.4: if f : X → Y is a bounded linear
map between two Hilbert C-modules then any element x ∈ RA(X) is just an
element x ∈ X such that 〈x, x〉 ∈ A hence by the lemma 〈f(x), f(x)〉 ∈ A and
hence f(x) ∈ RA(Y ) and this defines a bounded (by the norm of f) linear map
in H′A. 
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2.4.6. Proposition : Let A ⊂ C be a partial hereditary subcategory, with i :
A →֒ C the inclusion ∗-functor. Then R′
A
is a right adjoint to H′i.
Note that this is almost never true if one only look at RA and Hi: the co-unit of
the adjunction will not be an operator but an isometric inclusion (see the next
proposition) hence there is no adjunction if one only look at operators.
Proof :
Let H be a Hilbert A-module and E be a Hilbert C-module. HiH is generated
by the element of H (or a set of generators for H), hence, using the remark
made in 2.2.24, a bounded linear map from H′iH to E is given by taking one
element in E for each element in H satisfying the matrix inequality mentioned
in 2.2.24. Because of that inequality, those elements in E are automatically in
R′
A
(E), hence a bounded linear map from H′iH to E is exactly the same as a
bounded linear map from H to RAE. 
2.4.7. With the same notation as the previous proposition, and let I be the
(total) two sided ideal of C generated by A.
Proposition : The functor (H′i) : H′A → H′C is fully faithful and the unit
of the adjunction of the previous proposition is an isometric isomorphism R′
A
◦
(H′i) ≃ IdH′A. For H ∈ |HC| a small Hilbert C-module the following conditions
are equivalents:
1. H is in the (essential) image of Hi.
2. The scalar product of H takes values in I
3. H is generated by elements h such that 〈h, h〉 ∈ A.
And moreover, the co-unit of the adjunction (H′i) ◦ R′
A
(H) →֒ H corresponds
to the largest sub-module of H satisfying these conditions.
The reader should be careful with the fact that the functor (Hi) is not compat-
ible with the Yoneda embeddings (it does not send a representable in HA to its
image by i, see 2.2.25), this distinction actually play a very important role in
this proposition. For example, take C to be the C∗-algebra B(H) of bounded
operator on some (infinite dimensional) Hilbert space H and A = C = pB(H)p
for some rank one projection p ∈ B(H). Then I is the algebra K(H) of compact
operators of H . A Hilbert C-module is the same as a Hilbert K(H)-module and
they form a full subcategory of Hilbert B(H)-modules (they are exactly the
reflexive modules). Finally the representable Hilbert C-module C is not iden-
tified with the representable Hilbert B(H)-module B(H) but with the (non-
representable) Hilbert B(H)-module H .
Proof :
We will ignore the distinction between H and H′ as well as between R and R′
in order to simplify notations.
For any element h ∈ H(X) of a Hilbert module we will denote |h| = 〈h, h〉 12 ∈
C(X).
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We will first prove that the unit of the previous adjunction induce an isometry
RA ◦ (Hi) ≃ IdHA. Let H be a small Hilbert A-module, the unit of the adjunc-
tion is the map which send any element of H to the corresponding element of
HiH , which happen to be in RA ◦ (Hi)H this clearly preserve the scalar prod-
uct, hence we just need to show that this is a surjection. For any X ∈ |C|, the
space (Hi)(H)(X) is spammed by elements of the form h.f where h is in H(Y )
for some Y ∈ |A| and f ∈ C(X,Y ). Hence RA ◦ (Hi)(H)(X) when X ∈ |A|
is spammed by elements of the form h.f.a with h and f as before and a an
element of A(X). Now, by lemma 2.3.2(3) applied to the category of modules,
h = limh|h|1/n, hence RA ◦ (Hi)(H)(X) is spammed by elements of the form
h|h|1/n.f.a but |h|1/n.f.a is in A because A is hereditary hence h|h|1/n.f.a is in
H(X), which concludes the first part of the proof.
We will now prove the equivalence of the three conditions. If H is isomorphic to
(Hi)(H ′) then for each X ∈ |C|, H(X) is generated by elements of the form hf
for Y ∈ C, h ∈ H ′(Y ) and f : a→ X . The scalar product of two such elements
is 〈hf, h′f ′〉 = f∗ 〈h, h′〉 f ′ which is an element of I. By linearity and continuity
this prove that H satisfies the condition (2).
Assume now that H satisfies the condition (2), then for any X ∈ |C| and any
x ∈ H(X) one has 〈x, x〉 ∈ I hence by lemma 2.3.2(3) any x in H(X) can
be approximated by x|x|1/n . By functional calculus, |x|1/n ∈ I hence can be
approximated by linear combination of element of the form fag for a ∈ A and
f, g arbitrary arrows in C such that this composition makes sense, in particular,
H is generated by element of the form xfag for a ∈ A. Rewriting this by
forgetting the g on the right and renaming xf , one obtains that H is generated
by elements of the form va for a ∈ A and v ∈ H(X) where X is the target
object of a.
Finally let H be any Hilbert C-module and let H ′ be its restriction to A. Any
element of H such that 〈h, h〉 ∈ A corresponds by definition to an element of H ′
and their scalar product in H ′ and in H are the same (up to identifying elements
of A with their image in C). Hence (Hi)(H ′) identifies with the sub-module of
H generated by elements h such that 〈h, h〉 ∈ A. In particular, if H satisfies
(3) then H ≃ (Hi)H ′ is in the essential image of Hi and (Hi)(H ′) is the largest
sub-module of H satisfying (3).
This concludes the proof of the equivalence of the three conditions on H and of
the final claim.

2.4.8. Corollary : If A ⊂ C is a hereditary subcategory which generates C as
a two sided ideal then one has an equivalence of category:
H′C ≃ H′A
which preserve the adjunction relation and is induced by the restriction to A.
In particular for any C∗-category C, one has an equivalence:
H′C ≃ H′KC.
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Proof :
If C = I then any Hilbert C-module satisfies the condition (2) of proposition
2.4.7 and hence the two functor RA and Hi are inverse of each other.
Finally KC is exactly the two sided generated by C in HC and C is a full sub-
category of KC hence is in particular a partial hereditary subcategory so this is
a special case of the previous situation. 
3 Complete C∗-categories
In this section we are interested in finding a correct analogue of the notion of
categorical “completeness” for C∗-category, in the sense of existence of limits/co-
limits. For example categories like HC are expected to be complete and ten-
sorisation by bi-module are expected to be (co)limits preserving functors. The
notion we are after in the present paper appears to actually be more related to
“co-completeness” (i.e. existence of co-limits) than completeness; but, because
of the self duality of C∗-categories induced by the ∗ operation, there is, at least
at the time this paper is being written, no reasons to think that in the world
of C∗-categories limits and co-limits (and hence complete and co-complete cat-
egories) are going to be different. For this reason we will not bother to call
such categories co-complete and we will always talk about complete categories
and limits. If it appears in the future that there is indeed two distinct notions
of completeness and co-completeness then the terminology of the present paper
should be changed. For example, the asymmetry of the relation between the
functors Hi and RA in proposition 2.4.7 might be a sign that there is a dis-
tinction between left adjoint functors and right adjoint functors to be made in
the world of C∗-category and hence maybe as well between completeness and
co-completeness, but we have not been able to make this precise at the present
time.
3.1 Pre-complete C∗-categories
The general idea of our definition is that we want to force the category HC of
small Hilbert modules to be the “free” complete C∗-category on C in the same
way that for ordinary category the category of small pre-sheaves is the free co-
complete category generated by a given category. In particular, it should exist a
canonical functor HC→ C for every complete C∗-category which corresponds to
the natural extension of the identity functor from C to C, and then any (co)limits
in C can be computed by first computing them in HC and then applying this
functor to C. This motivate the following definition:
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3.1.1. Definition : A pre-complete C∗-category is a couple (C, L) where C is a
unital C∗-category and L : HC → C is a C∗-functor endowed with a functorial
isometric isomorphism IdC ≃ L ◦ Y.
If (C, L) and (D, L′) are two pre-complete C∗-categories a (unital) C∗-functor
f : C→ D is said to be continuous if the diagram:
HC HD
C D
Hf
L L′
f
commutes up to an isometric isomorphisms which is the canonical12 isomor-
phism when restricted to the image of the Yoneda embeddings of C in HC.
It is of course not expected that this notion of pre-complete category is going
to be well behaved on itself. The idea is that if one take the same definition
for ordinary category it suffices then to add one condition on the couple (C, L)
to indeed obtain a co-complete category with the correct notion of continuous
functor. For example, for ordinary categories, it suffices to ask that L is right
adjoint to the Yoneda embeddings or that L is itself a continuous functor for the
natural pre-complete structure on the category of pre-sheaves. We will do the
same for complete C∗-category: we start from this definition of pre-completeness
and we will study the various conditions that we can add.
3.1.2. One has an analogue of limit in pre-complete C∗-category: let C be a
pre-complete C∗-category, let D be a C∗-category with f : D→ C a C∗-functor
and H ∈ HD a small Hilbert module. (Hf)H is then an object of HC,
Definition : In this situation We denote by f∗H the object:
L((Hf)H) ∈ C
These correspond to the usual concept of a weighted co-limit and will play the
role of limit in pre-complete C∗-categories. L itself is of course the special case
which corresponds to f = idC.
As we have seen in 2.2.25, ifD is unital and f preserve unit then f∗(YD) = f(D)
but for a general D this does not have to be true.
3.1.3. Instead of specifying L : HC → C in order to define a pre-complete
structure on a C∗-category C one can instead specify all the functors f∗ : HD→
C when D is a small C∗-category and f : D → C is a functor, one can even
restrict to the case where D and f are unital.
12The one coming from the fact that f is unital.
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The only requirement (when we restrict to unital categories and unital functors)
on such choices of f∗ are the functoriality in D and the fact that f∗ is an
extension of f .
The reason why we can restrict to small categories is because any small Hilbert
module H ∈ |HC| can be written as (Hi)H ′ for i : D → C the inclusion of a
small full subcategory and H a D Hilbert module. Indeed one simply take D
containing all the generators of H and H ′ is the restriction of H to D.
3.1.4. Despite what we said above about pre-completeness not being expected
to be an interesting notion by itself, it already has some consequences in the
C∗-categorical framework:
Proposition : Let (C, L) be a pre-complete C∗-category. Then for any H ∈
|HC| there is a canonical embeddings (i.e. an isometric linear map) of H in
YLH and this embeddings is functorial in the sense that for any morphism h in
HC the following diagram of linear map commutes:
H H ′
LH LH ′
h
Lh
In some sense, the functor L construct a “completion” of any C-module into a
representable C-modules and extend any operator between two C-modules to an
operator between the completion in a canonical and functorial way.
It also proves that L is injective on morphisms, because an operator h can be
recover from L(h) by restricting to the sub-module H ⊂ Y(LH).
Proof :
Let H ∈ |HC|. Let A ∈ |C| and a ∈ H(A), the corresponding map a : YA → H
give a map La : A→ LH which in turn corresponds to an element of Y(LH)(A)
which we denotes by i(a). This construction is linear and functorial from H to
Y(LH), and it is isometric because if a ∈ H(A) and b ∈ H(B) then Y(〈a, b〉) is
a∗b hence when we apply L one gets that 〈a, b〉 = L(a∗)L(b) = 〈i(a), i(b)〉. 
3.1.5. Proposition : A pre-complete C∗-category has splitting of symmetric
projections and all bi-products, moreover the inclusion of A into A⊕B is adjoint
to the projection.
Proof :
This is true in the category HC for any C∗-category C and these constructions
are preserved by any C∗-functors in particular by L, hence they can be computed
in HC and then pushed to C by L. 
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We will now mention a few key examples of pre-complete C∗-categories. One
should add to this list the category of Hilbert module over a topos that we will
present in section 4.
3.1.6. Proposition : Let C be any C∗-category, then the category HC of small
Hilbert C-modules is pre-complete for the functor RC : HHC → HC which send
any HC small Hilbert modules to its restriction to the partial two sided ideal
C ⊂Y HC.
Proof :
The only thing we need to prove is that RC ◦Y is naturally (and isometrically)
isomorphic to the identity of C. This is essentially the Yoneda lemma: if one
considers any Hilbert C-module H , then, because HC is unital, for any c ∈ C
morphisms from Y(Y(c)) to Y(H) in HHC are the same as morphisms from Y(c)
to H in H(C) and those morphisms f such that f∗f ∈ C are exactly the compact
operators from Y(c) to H , i.e. the elements of H(c). Hence the restriction of
Y(H) to C is indeed (naturally and isometrically) isomorphic to H . 
One could instead specify the f∗H in a very familiar way: indeed if one has
f : D → HC and H a Hilbert D-module one can define f∗H as the Hilbert
C-module H ′ generated by elements of the form h ⊗d x ∈ H ′(X) for d ∈ D,
h ∈ H(d) and c ∈ f(d)(X) with the scalar product:
〈h⊗d x, h′ ⊗d′ x′〉 = 〈x, f(〈h, h′〉).x′〉
The positivity relation is easy to check using matrix algebras and sum of Hilbert
module, the matrix corresponding to a finite family (hi⊗dixi) of such generators
can be written as x∗f(h∗h)x for h : ⊕di → H and x : ⊕Xi → ⊕f(di) whose
components are given by the hi and xi and hence is obviously positive. One
can also deduce the positivity from the other description of the pre-complete
structure.
This is a (small) generalization of the tensor product by a bimodule: a functor
from D to HC can be thought of as a D − C-bimodule (in the sense of a right
Hilbert C-module with a left ∗-action of D).
3.1.7. Similarly if C is a pro-C∗-algebra as in [20], then one can define a C∗-
category of Hilbert modules over C, also denoted HC: objects are Hilbert C-
module as defined in section 4 of [20] and morphisms are the adjointable op-
erators f (also as in [20] ) which are bounded in the sense that there exists a
constant K such that for each of the natural semi-norm p on the space of ad-
jointable operator, p(f) 6 K, the norm of f is the smallest such constant K. It
is proved in [20] that bounded adjointable operators are dense amongst general
adjointable operators.
It has a natural pre-complete structure, indeed if one has f : D → HC and H
a Hilbert D-module one can define f∗H exactly as for ordinary Hilbert module
(with the same generators and scalar product) with the only difference that we
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now need to complete with respect to a family of semi-norm instead of just a
norm.
Note that the category of Hilbert modules over a pro-C∗-algebra C appears to
be full subcategory of the category of Hilbert module over the C∗-algebra Cb of
bounded element of C and the limits in the two categories are related. This is
a special case of the following construction which provide a lot of examples of
pre-complete C∗-category.
3.1.8. Definition : Let C be a C∗-category.
• a pre-closure operation P (or (P, µ)) on HC is a C∗-functor P : HC→ HC
endowed with an isometric inclusion µX of X into P (X) for each X ∈ HC
which is functorial in X.
• An object of HC is said to be P -closed if µX is an isomorphism.
• P is said to be a closure operation if P (X) is P -closed for each X.
For example, the main result of [19] is that if C is a C∗-algebra then taking
the bi-dual is a closure operation on the category of Hilbert C-modules, closed
objects being exactly the reflexive Hilbert modules. It has not been investigated
yet whether or not a form of this results hold constructively or not.
If (C, L) is a pre-complete C∗-category then Y∗ ◦L is a closure operation on HC
and closed objects are exactly the representable objects.
3.1.9. Proposition : Let C be a pre-complete C∗-category, i : A →֒ C a hered-
itary subcategory. RA ◦ i∗ is a pre-closure operation on HA.
Proposition 3.4.4 and proposition 3.4.9(3) below give sufficient conditions for
this being a closure operation.
Proof :
This is clearly a C∗-functor. If X is a Hilbert A-module and x ∈ X(a) for
some a ∈ |A| = |C|. There is a map x˜ from a to i∗(X) corresponding to X ,
as x˜∗x = 〈x, x〉, the map x˜ is an element of RA ◦ i∗(X)(a), This defines a map
from X to RA ◦ i∗ which is an isometric inclusion and functorial in X , hence
concludes the proof. 
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3.1.10. Proposition : If P is a closure operation of HC then the full subcat-
egory D of P -closed object is pre-complete for the structure:
HD Hi→ HHC RC→ HC P→ D
Another way to formulate this pre-complete structure is that the f∗ are com-
puted in HC first and then “completed” into objects of D by applying P .
Proof :
The only thing to check is the action of this functor on representable objects. the
functor i : D→ HC is unital so Hi act as i on representable, so a representable
in D is send to itself in HC and because it is already closed applying P does not
change anything, and this identification is functorial. 
Corollary : (in classical mathematics) The category of reflexive Hilbert mod-
ules over a C∗-algebra (or over a von Neumann algebra) is a pre-complete C∗-
category. The f∗H are computed by computing them first in the category of
Hilbert module and then taking the bi-dual.
The only reason we need to assume classical logic and axiom of choice here is
that we do not know if Paschke result of [19] on double dual modules can be
formulated and proved in a constructive way.
Proof :
This follows from the fact already mentioned above (see [19]) that taking the
bidual is a closure operation and reflexive Hilbert modules are exactly the closed
objects for this closure operation. 
The case of module over pro-C∗-algebra is also a special case of this for the
closure operation on the category of Hilbert Cb-modules defined by sending any
Hilbert Cb-module H to the module of bounded vector13 in the completion of
H as a C-module. Closed modules are the exactly those which are the mod-
ules of bounded vectors of a Hilbert C-module and morphisms between them
corresponds exactly to bounded morphisms between the corresponding Hilbert
C-modules. This has only been proved in classical mathematics but there is ap-
parently no obstruction into making the results constructive without any change,
we will not do it here as we do not need this result.
3.1.11. Proposition : Let C be a small C∗-category, and let D be a pre-
complete C∗-category. Then the category DC of ∗-functors from C to D and
natural transformations is a C∗-category endowed with a pre-complete structure
which makes the evaluation functor at any c ∈ |C| a continuous ∗-functor.
13We mean by that element h of the module such that 〈h, h〉 ∈ Cb, i.e. is a bounded elements
in the sense of [20].
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Proof :
The category of functors DC is a C∗-category for the norm on natural transfor-
mation ‖η‖ = supc∈C ‖ηC‖ and the ∗-operation (η∗)c = (ηc)∗. For each c ∈ |C|
the evaluation at c induce a ∗-functor evc : DC → D and for each f : c→ c′ one
has a natural transformation evf from evc to evc′ .
We want to construct a functor L : H(DC) → DC, and the general idea is
that “limit should be computed objectwise”. So for each c ∈ |C| one has the
evaluation functor evc : D
C → D which induces a functor H(evc) : H(DC) →
HD which can be in turn composed with the complete structure of D to obtain
a functor: Lc : H(DC) → D, one can then see that a morphism f : c → c′
induces a natural transformation from Lc to Lc
′ and that this turn the family
Lc into a functor L : H(DC)→ DC.
One then easily check that L is the identity on representable (because the evc are
unital, H(evc) act as evc on the representable) and that the evaluation functor
are continuous essentially by construction. 
3.1.12. We will now try14 to formulate a universal property that the f∗H should
satisfies (as we mentioned earlier they are the construction that we want to think
of as weighted (co)limits). Here is the corresponding notion of cone:
Definition : Let f : D → C be a C∗-functor and H a Hilbert D-module, then
a cone for (f,H) is an object X of C with for each D ∈ |D| and h ∈ H(D) a
morphism Xh : f(D)→ X such that:
X∗hXh′ = f(〈h, h′〉)
Xh ◦ f(d) = Xhd
Xh +Xh′ = Xh+h′
The typical example is f∗(H) itself, which comes with such a structure of cone for
(f,H). Unfortunately we have not been able to find any purely C∗-categorical
formulation of the fact that f∗H should be the “universal cone” for (f,H),
proposition 3.1.16 below is the closest approximation to such a result we have
been able to found.
3.1.13. Proposition : Let f : D → C be a C∗-functor, H a Hilbert D-module
and X be a cone for (f,H), with Xh : f(D) → X the structural map for
h ∈ H(D). Then:
14Not completely successfully.
39
1. The sub-C∗-algebra of C(X) generated by the endomorphisms of the form
(Xh)(Xh′)
∗ is (naturally) a quotient of the algebra of compact operators
of the Hilbert D-module H. If f is faithful then this quotient map is an
isomorphism
2. The sub-C∗-algebra of C(X) generated by the endomorphisms of the form
(Xh)g(Xh′)
∗ for h ∈ H(D), h′ ∈ H(D′) and g ∈ C(f(D′), f(D)) is nat-
urally isomorphic to the algebra of compact operators of the Hilbert C-
module (Hf)(H).
3. The second algebra is also the smallest hereditary sub-algebra of C(X)
which contains the first algebra.
Proof :
1. The algebra of compact operators of the Hilbert D-module H is gener-
ated by operators of the form hh′∗, moreover the operators of the form
(Xh)(X
′
h)
∗ compose in the following way:
(
Xh1X
∗
h′1
)(
Xh2X
∗
h′2
)
= Xh1f(〈h′1, h2〉)X∗h′2 = Xh2(h′1)∗h2X
∗
h′2
which is exactly the way the compact operators hh′∗ compose. In order to
conclude we need to show that for any finite family hi, h
′
i ∈ H(Di) (with
i = 1, . . . , n) one has :
∥∥∥∥∥
n∑
i=1
XhiX
∗
h′i
∥∥∥∥∥ 6
∥∥∥∥∥
n∑
i=1
hi(h
′
i)
∗
∥∥∥∥∥
with equality when f is faithful. Let A and B be those two operators,
and assume first that A and B are both self-adjoint. Then let τ be the
morphism: (Xh1 , . . . , Xhn) :
⊕
f(Di)→ X , (if C do not have direct sum,
this exist as a morphism in HC), let τ ′ be the similar morphism with the
Xh′
i
and let η and η′ be the similar morphisms in HD with the hi and h′i
instead. One has, using the properties of the spectral radius (see A.11):
‖A‖ = ρ(A) = ρ(ττ ′∗) = ρ(τ ′∗τ) = ρ(f(〈h′j , hi〉)i,j) = ρ(f(η′∗η))
6 ρ(η′∗η) = ρ(ηη′∗) = ρ(B) = ‖B‖
And there is equality if f is faithful.
In the general case, when A and B are not self-adjoint, it suffices to use
that ‖A‖ = ‖A∗A‖1/2 and ‖B‖ = ‖B∗B‖1/2, and using the computation
rules shared by the XhiXh′∗i and the hih
′∗
i one can write A
∗A and B∗B in
a form similar to the first case and concludes the proof of the first point.
2. For any Y , the space (Hf)(H)(Y ) is generated by elements of the form hu
for h ∈ H(D) and u ∈ C(Y, f(D)). Hence the algebra of compact operators
of (Hf)(H) is generated by elements of the form huu′∗h′∗ = hgh∗ where
g = uu′∗ is an element of C(f(D′), f(D)). The rest of the proof is then
essentially the same as the previous point.
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3. If A is an hereditary sub-algebra which contains all the XhX
∗
h′ then it also
contains the XhgX
∗
h′ because (by lemma 2.3.2(3)):
XhgX
∗
h′ = lim(XhX
∗
h)
1/nXhgX
∗
h′(Xh′X
∗
h′)
1/n ∈ A
Conversely, the sub-algebra of C(X) generated by theXhgX
∗
h′ is hereditary
because for any endomorphism f ∈ C(X) one has:
(
Xh1g1X
∗
h′1
)
f
(
Xh2g2X
∗
h′2
)
= Xh1
(
g1X
∗
h′1
fXh2g2
)
X∗h′2
and g1X
∗
h′1
fXh2g2 is an element of C(f(D
′
2), f(D1)) hence this concludes
the proof.

3.1.14. Definition : Let C be a pre-complete C∗-category, X ∈ |C| any object
and A ⊂ C(X) a hereditary sub-algebra, one says that A is weakly dense if
L(AX) is isomorphic to X with an isomorphism compatible with the inclusion
of AX in L(AX) and in X.
AX denotes the submodule of YX which is the image of the action of A as it
is defined in 2.3.10.
Without additional assumptions on C it does not seem possible to prove that
the isomorphism between L(AX) and X is unique or canonical. This will be
the role of the axiom (C1) introduced in the next sub-section.
3.1.15. What weak density means in the various examples of pre-complete C∗-
categories can be found in:
• Proposition 3.2.3 for categories of Hilbert modules and this essentially
corresponds to the conditions of proposition 2.3.17.
• Proposition 3.2.6 for categoties of functors from a small C∗-category to a
nice C∗-category.
• For Hilbert modules over a Pro-C∗-algebra and reflexive Hilbert module
over a C∗-algebra we did not treat it explicitly but one can use their
description as closed module for a closure operations. In this case A ⊂
C(H) a hereditary subalgebra where H is some closed module is weakly
dense if and only the module H ′ = AH has H for closure (with the
inclusion of H ′ into H being the natural one). So for example in the case
of a pro-C∗-algebra weak density corresponds to density for pointwise
convergence in the pro-topology.
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3.1.16. Proposition : Let f : D → C and H as before. Let X be a cone for
(f,H), then the following conditions are equivalent:
• There is an isomorphism between X and f∗H compatible with the cone
structure.
• The image in C(X) of the algebra of compact operators KC((Hf)(H)) is
a weakly dense hereditary sub-algebra.
• The hereditary sub-algebra spammed by the XhX ′∗h in C(X) is weakly
dense.
The first condition somehow mean that X is “the limit” of (f,H) with the
slightly annoying detail that the isomorphism between X and f∗H is in general
non unique. This will be fixed by the addition of the condition (C1) of the
next subsection. Of course as the notion of weak density is not purely C∗-
categorical but relies on the pre-complete structure this does not provide an
abstract characterization of limits in C∗-categories. But in a lot of examples,
weak density has a simple description and hence this result do act as a universal
properties in these cases.
Proof :
The equivalence of the second and the third point is given by the proposition
3.1.13 above. Let K denote the algebra KC((Hf)(H)), it acts on X by proposi-
tion 3.1.13. We will first construct an isomorphism of Hilbert C-modules between
K.X and (Hf)(H). For any generator of K of the form XhgX ′h and any element
x of X(c), XhgX
′
hx is of the form Xhu with h ∈ H(D) and u ∈ C(f(D), C)
such an element can be identified with the generators h.u of (Hf)(H) and the
scalar products computed between element of the form h.u or the corresponding
elements of the form Xhu yields the same results. Hence, as such elements are
generators of KX this induces an isomorphism between KX and (Hf)(H).
Now the weak density of K in C(X) mean that L(KX) is isomorphic to X
in a way compatible to the inclusion of KX , which through the previously
constructed isomorphism is exactly the same as saying that f∗H = L((Hf)H)
is isomorphic to X in a way compatible to the cone structure, which proves the
equivalence of the first point with the second.

3.2 The separation condition (C1)
3.2.1. Definition : A pre-complete category (C, L) is said to satisfy condition
(C1) or the separation condition if:
(C1) For all H ∈ |HC| and λ : LH → A a map in C, if the restriction of λ to
H ⊂ Y(LH) is zero then λ = 0.
This express the idea that as LH is in some sense the completion of H , or
the colimit of a diagram corresponding to H , then functions on LH should be
described by their values on H .
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Under this condition (C1) the isomorphisms of definition 3.1.14 and of propo-
sition 3.1.16 are unique.
By proposition 3.1.16, the couples (H,LH) for H ∈ HC are exactly the couple
(A.X,X) for X ∈ |C| and A ⊂ C(X) a weakly dense hereditary sub-algebra of
C(X). Hence one can immediately deduce that:
3.2.2. Proposition : Let C be a pre-complete category, then C satisfies (C1)
if and only if for any object X ∈ |C|, any weakly dense hereditary sub-algebra
A ⊂ C(X) is essential, i.e. if f ∈ C(X) satisfies fa = 0 for all a ∈ A then
f = 0.
Proof :
By propositions 2.3.12 and 3.1.16 Any H ∈ HC can be written in the form A.X
with X = LH and A weakly dense in C(X). And for any map λ from X to
another object Y ∈ |C| saying that λ|H = 0 is the same as saying that for all
a ∈ A, λ∗λa = 0. 
3.2.3. Proposition : Let C be a C∗-category, the category HC is endowed
with its pre-complete structure of 3.1.6, a hereditary sub-algebra A ⊂ HC(X) is
weakly dense if and only if it satisfies the equivalent conditions of proposition
2.3.17, for example if it contains the compact operators of X. In particular,
they are essential and HC satisfies (C1).
Proof :
Let X be a Hilbert C-module and let A ⊂ HC(X) be a hereditary sub-algebra
the module L(A.X) is obtained by computing AX as a HC-Hilbert module and
then restricting to C, hence it is exactly the module {a ∈ X |aa∗ ∈ A}, hence
it is the natural notion of AX . It is isomorphic to X with the correct cone
structure if and only the natural inclusion map A.X → X is an isomorphism
which was one of the equivalent condition of proposition 2.3.17. In particular
an operator f such that fa = 0 for all a ∈ A is automatically equal to 0 on
A.X = X hence A is essential which proves that C satisfies (C1). 
3.2.4. Proposition : Let C be a C∗-category and P a closure operation on HC.
Then the pre-complete C∗-category D of P -closed Hilbert C-modules as defined
in 3.1.6 satisfies (C1) if and only P satisfies the following condition:
(PC1) For all X ∈ |HC|, X µX→֒ P (X) is an essential sub-module.
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We recall that a sub-module X ⊂ Y is essential if for map h : Y → Z if h is
zero on X then h = 0. By considering h∗h one can see that it is enough to test
it for h an endomorphism of Y .
Proof :
Let D be the category of P -closed object and i : D → HC the canonical inclu-
sion. For any Hilbert D-module H , LH is computed as P (i∗H) if f : LH →W
is any map, to say that for all h ∈ H one has f(h) = 0 is equivalent to say that
f restricted to i∗H ⊂ P (i∗H) is 0, hence if for all H , i∗H is essential in P (i∗H)
this proves that D satisfies (C1).
Conversely assume that the category D of P -closed objects satisfies (C1). Let
X ∈ |HC|, X is a sub-module of PX , hence by proposition 2.3.12 X is of
the form A.(PX) for some hereditary sub-algebra A ⊂ C(X). By definition
of the pre-complete structure on D, A is weakly dense (indeed A.P (X) in D
is P (A.P (X)) = P (X) in a way compatible to the cone structure), hence as
D satisfies (C1) this implies that A is an essential hereditary sub-algebra of
D(PX) = C(PX). Hence of any h ∈ C(PX) such that for all x ∈ X , h(x) = 0
one has ∀a ∈ A, ha = 0 hence h = 0 which concludes the proof. 
3.2.5. Proposition : Let C and D be two pre-complete C∗-categories and let
f : C→ D be a C∗-functor and consider the following two conditions:
1. f is continuous functor (i.e. there exists an isometric isomorphism as in
definition 3.1.1)
2. For every X ∈ |C| and every A ⊂ C(X) a weakly dense hereditary sub-
algebra, the hereditary sub-algebra spammed by f(A) is weakly dense.
Then (1)⇒ (2) and if D satisfies (C1) they are equivalent.
Proof :
The key point is the observation that if A ⊂ C(X) is an hereditary sub-algebra
and if B is the hereditary sub-algebra spammed by f(A) then there is a canonical
isomorphism between H(f)(AX) and Bf(X) in HD: indeed they are both the
module T generated element a ∈ T (f(X)) for each a ∈ A such that 〈a, a′〉 =
f(a∗a′).
We denote by L and L′ the structural functor HC→ C and HD→ D.
Assume the first condition, then if A is dense the isomorphism between L(AX)
and X inducing the identity on AX is sent by Hf on an isomorphism between
L′(Bf(X)) and f(X) inducing the identity on Hf(AX) = Bf(X), which proves
that B is weakly dense in D(f(X)).
Assume now the second condition and let H ∈ |HC| a Hilbert module. As a
sub-module of YLH , there exists a hereditary sub-algebra AH ⊂ C(LH) such
that AHLH = H . In particular, AH is weakly dense, and hence by assumption
its image by f is weakly dense, i.e. there exists an isometric isomorphism µH
between L′((Hf)(H)) and f(LH) which induces the identity on (Hf)H . We
need to prove the functoriality of these isomorphisms, i.e. for any : H → H ′ an
arrow in HC, one need to prove the commutativity of the diagram:
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L′((Hf)(H)) f(LH)
L′((Hf)(H ′)) f(LH ′)
µH
L′((Hf)(h)) f(Lh)
µH′
But the commutativity is clear when we restrict to the sub-module (Hf)(H) ⊂
L′((Hf)(H)), hence follows from (C1). It is also clear that µH is the canonical
isomorphism when H is representable. 
3.2.6. Proposition : Let D be a pre-complete C∗-category satisfying (C1), and
C a small C∗-category. Then:
• If F : C→ D is a ∗-functor and A is a hereditary subalgebra of endomor-
phisms of F then A is weakly dense if and only if for all c ∈ C the action
of A on F (c) generate a weakly dense hereditary sub-algebra in D(F (c)).
• In particular the category DC of ∗-functor also satisfies (C1).
Proof :
By proposition 3.1.11 the functors evc : F 7→ F (c) are continuous, and by propo-
sition 3.2.5 this implies that if A is weakly dense on F then its image on each
F (c) generates a weakly dense hereditary sub-algebra. The continuity of evc also
implies that (AF )(c) = AcF (c) where Ac denotes the hereditary sub-algebra of
F (c) generated by A. If each Ac is weakly dense one has that (AF )(c) ≃ F (c)
but (C1) in D easily implies that those isomorphisms are functorial and induce
an isomorphism AF ≃ F which preserves the cone structure which proves the
first point. In particular if A is weakly dense and µ : F → G is a natural
transformation such that fa = 0 for all a ∈ A then µca = 0 for each a ∈ Ac
hence µc = 0 as Ac is weakly dense hence µ = 0. 
3.2.7. Proposition : Let D be a (non unital) C∗-category and C a pre-complete
C∗-category. Let f : D→ C, consider the following conditions:
1. There is an isometric isomorphism of functors µ between f and f∗ ◦ Y :
D→ HD⇒ C, such that for any h ∈ D(d′, d) the map:
f(d′)
f(h)→ f(d) µd→ f∗(Y(d))
Is the map f(d′) → f∗(Y(d)) corresponding to h in the cone structure on
f∗(Y(d)).
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2. For all d ∈ |D|, f(D(d)) generates a weakly dense hereditary sub-algebra
of C(f(d)).
Then (1)⇒ (2) and if C-satisfies (C1) they are equivalent.
Assuming C satisfies (C1) a functor satisfying those conditions will be called
weakly non-degenerate. One can see that a functor f : D → D′ between two
C∗-categories is non-degenerate in the sense of the remark made in 2.2.25 if and
only if it is weakly non-degenerate when seen as a functor with values in HD′.
Proof :
By proposition 3.1.16 the second condition is equivalent to the fact that for
each d ∈ |D| there is an isomorphism µd between f(d) and f∗(Y(d)) which is
compatible with “the cone structures”, i.e. such that for any element in D(d′, d)
the natural morphisms from f(d′) to f(d) and from f(d′) to f∗(Y(d)) commute
with the isomorphism µd. The first condition clearly gives a family of such
µd. Conversely, assume that one has such a family of µd, and we will show
that assuming C satisfies (C1) they form a natural transformation satisfying
the condition of the first point, i.e. that for any h ∈ D(d′, d′) the following
diagram commutes:
f(d′) f(d)
f∗Y(d
′) f∗Y(d)
f(h)
µd′ µd
f∗Y(h)
Where the diagonal map is the cone structure. Now the upper triangle commute
by definition of the µd, and the lower triangle commute as soon as we pre-
compose the two sides by any arrow in f(D(d′)), as by assumption they spam a
weakly dense hereditary sub-algebra this implies by (C1) that the lower triangle
also commutes and concludes the proof.

3.2.8. Proposition : Let D be a (preferably small) C∗-category and C a pre-
complete C∗-category satisfying (C1). Then for any two weakly non-degenerate
functors15 i, j : D→ C there is a bijection Hom(i, j) ≃ Hom(i∗, j∗) given by the
functoriality of i→ i∗ in one direction and the restriction to D in the other.
If we do not assume that D is small, the proposition is still true but no longer
makes sense in our framework: it has to be interpreted as a meta-theorem or
require stronger assumption on the framework, like a class of function between
class or a notion of 2-class (with a 2-class of all class).
Proof :
15i.e. satisfying the equivalent conditions of the previous proposition
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By the previous proposition the restrictions of i∗ and j∗ to D are naturally
isomorphic to i and j hence one can indeed restrict a natural transformation
between i∗ and j∗ to one between i and j. Conversely if α : i → j is a natural
transformation then there is a natural transformation α′ : i∗ → j∗ such that for
any Hilbert module H ∈ |HD| and any h ∈ H(d), d ∈ |D| the following diagram
commutes, the vertical arrows being the cone structures:
i(d) j(d)
i∗H j∗H
αd
h h
α′H
By (C1), α′ is uniquely determined by these diagrams (indeed, one know its
value on every elements of the cone structure of i∗H), and by the previous
proposition, αd : i(d) ≃ i∗Yd → j(d) ≃ j∗Yd also satisfies this condition hence
up to those natural isomorphisms is equal to α′
Yd which concludes the proof. 
3.3 The completeness conditions (C2),(C3) and (C4)
3.3.1. Definition : Let C be a C∗-category and P be a closure operation on
HC. A Pre-adjoint pair for P in C is the data of:
• Two Hilbert C-modules A,B ∈ |HC|.
• Two bounded linear maps f : A→ PB and g : B → PA.
• For all X,Y ∈ |C| and for all a ∈ A(X), b ∈ B(Y ) one has:
〈f(a), µB(b)〉 = 〈µA(a), g(b)〉
An extension of a pre-adjoint pair is then an operator f˜ from PA to PB which
is an extension of f , i.e. for all X ∈ C, a ∈ A(X) f(a) = f˜(a) in PB(X).
3.3.2. Proposition : Let C be a C∗-category and P a closure operation on HC
satisfying16 (PC1) then the extension f˜ of a pre-adjoint pair is unique and f˜∗
is an extension of g.
Proof :
The uniqueness follows directly from (PC1): if f ′ is any other extension of f ,
the operator (f˜ − f ′) is zero on A hence also zero on PA.
16Or equivalently, such that the category of P -closed object satisfies (C1)
47
Let b ∈ B(X) for any X ∈ C, f˜∗(b) and g(b) are both elements of (PA)(X) i.e.
maps from X to PA such that for all a ∈ A(Y ),
〈a, g(b)〉 =
〈
a, f˜∗(b)
〉
= 〈f(a), b〉 ∈ C(X,Y )
i.e. (g(b))∗ and (f˜∗(b))∗ have the same restriction to A, hence by (C1) are
equals on PA and hence g(b) = f˜∗(b) which concludes the proof.

3.3.3. Definition : Let (C, L) be a pre-complete C∗-category. One consider the
following three conditions on C:
(C2) The functor L : HC→ C is continuous in the sense of 3.1.1.
(C3) For any X ∈ |C| and any pair of hereditary sub-algebras A ⊂ B ⊂ C(X) if
A is weakly dense then B is weakly dense.
(C4) Every pre-adjoint pair for the closure operation L ◦ Y on HC has an ex-
tension.
3.3.4. Proposition : Let (C, L) be a pre-complete C∗-category then:
• If C satisfies (C3) and (C1) then C satisfies (C2).
• If C satisfies (C4) and (C1) then C satisfies (C3) and hence also (C2).
We have not been able to find counterexamples to the other implications between
the conditions (Ci), nor to find examples of pre-complete C∗-categories that
does satisfies those conditions and we would be very interested by such examples.
Proof :
Assume that (C, L) satisfies (C1) and (C3). By proposition 3.2.5, in order to
prove that C satisfies (C2), i.e. that L : HC → C is continuous, it suffice, by
proposition 3.2.5, to show that it send weakly dense hereditary sub-algebras
to weakly dense hereditary sub-algebras. So let x ∈ |HC| and A ⊂ HC(X)
an hereditary subalgebra which is weakly dense for the natural pre-complete
structure of HC. We proved in 3.2.3 that this mean that A contains the algebra
of compact operators of X , hence its image in LX contain the image under L
of the compact operators of X which spam a weakly dense hereditary algebra
because of proposition 3.1.16 hence the image of A under L also spam a weakly
dense hereditary sub-algebra because of (C3).
Let now (C, L) be a pre-complete C∗-category satisfying (C1) and (C4), let
X ∈ |C| be an object and let A ⊂ B ⊂ C(X) be two hereditary sub-algebras
such that A is weakly dense, one need to prove that B is also weakly dense.
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One has, in HC, AX ⊂ BX ⊂ YX and there exists an isomorphism between
L(AX) and X which induces the identity on AX .
Hence, there exists a linear map f from AX to L(BX) given by AX →֒ BX →֒
L(BX) and a map g from BX to L(AX) given by BX →֒ X ≃ L(AX). For any
a ∈ AX , b ∈ BX one has:
〈f(a), b〉 = 〈a, g(b)〉
and it is the scalar product in X . Hence there exists a map u from L(BX)
to L(AX) ≃ X which extend the inclusion of BX into X and whose adjoint
induces the map AX →֒ BX →֒ L(BX). In particular uu∗ induces the identity
on AX and hence on X by (C1) and u∗u induces the identity on BX and hence
on L(BX) by (C1).

3.3.5. Proposition : Let C be a C∗-category then HC satisfies (C1),(C2),(C3)
and (C4).
Proof :
(C1) has been proved in 3.2.3 hence by 3.3.4 it is enough to prove that HC
satisfies (C4). This could be seen as a direct corollary of the implication
(PC4) ⇒ (C4) proved in the next propostion with P the identity functor on
HC, or as well as a corollary of proposition 3.3.9, but we prefer the following
direct proof:
Let A,B and f : A → L(B) g : B → L(A) be a pre-adjoint pair in HHC. As
L is just the restriction functor RC : HHC → HC, f and g after restriction
just defines a pair of adjoint linear map between the restriction of A and the
restriction of B, hence an operator f˜ : LA → LB which extend the restriction
of f to a weakly dense sub-module (the restriction of A to C, hence extend f
(because HC satisfies (C1)). 
3.3.6. Proposition : Let D be a pre-complete category satisfying (C1) and
(C4) and C be a small C∗-category, then DC satisfies (C1) and (C4) (and in
particular (C2) and (C3)).
Proof :
The fact that DC satisfies (C1) has been proved in 3.2.6, so we only have to
prove (C4).
Let f : A → LB and g : B → LA be a pre-adjoint pair in H(DC). For each
c ∈ C, the functor Hevc : H(DC)→ HD acts on bounded linear map and hence
one can transport this pair into a similar pair in HD, as D satisfies (C4) there
will be an extension of evc(f) in D for each c, and using (C1) one can prove that
all those maps provides a natural transformation and hence are a morphism f˜
in DC that extend f . 
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We will now give a formulation of each of the conditions (C2), (C3), (C4) in
terms of a closure operation defining the corresponding category. The corre-
sponding statement for (C1) is 3.2.4
3.3.7. Proposition : Let C be a C∗-category, P be a closure operation on HC
and D the pre-complete C∗-category of P -closed Hilbert C-module. Consider the
following conditions on P :
(PC2) The functor P : HC→ D is continuous.
(PC3) If one has two Hilbert C-modules X ⊂ Y ⊂ PX with X ⊂ PX being the
canonical inclusion then there is an isomorphism between PY and PX
compatible with the inclusions of Y .
(PC4) Every pre-adjoint pair for P has an extension (as in 3.3.1).
Then (PC2) ⇒ (C2); (PC3) ⇔ (C3) and (PC4) ⇔ (C4). If moreover C ⊂ D
as subcategory of HC then (PC2)⇔ (C2) as well.
Proof :
(PC2)⇒ (C2) : The functor L : HD→ D is defined as P ◦ i∗ where i : D→ HC
is the canonical inclusion. As HC satisfies (C2), the functor i∗ : HD → HC is
continuous hence if P is continuous this implies that L is continuous.
(C2) ⇒ (PC2) when C ⊂ D: We will show that the functor P : HC → D is
j∗ = L ◦ (Hj) where j is the inclusion of C into D. As Hj is continuous this
is enough to prove that the continuity of L implies the continuity of P . As
L = P ◦ i∗, one has L ◦ (Hj) = P ◦ i∗ ◦ (Hj) but i∗Hj = (i ◦ j)∗ and i ◦ j is
the Yoneda embeddings of C in HC hence (i ◦ j)∗ is the identity functor of HC
which concludes the proof.
(PC3)⇒ (C3) : Let A ⊂ B ⊂ D(X) two hereditary subalgebra with A weakly
dense. One obviously has an inclusion A.X ⊂ B.X ⊂ X and P (A.X) is isomor-
phic to X in a way compatible to the inclusion of A.X . Hence (PC3) implies
that P (B.X) is isomorphic to P (A.X) ≃ X in a way compatible to the inclu-
sion of B.X , as the embedding of BX in P (A.X) has been defined such that the
isomorphism P (A.X) ≃ X is also compatible to the embeddings of B.X this
proves that one has an isomorphism between P (B.X) and X compatible to the
inclusion of B.X and hence that D satisfies (C3).
(C3)⇒ (PC3) : If one has X ⊂ Y ⊂ PX in HC, they correspond by proposition
2.3.12 to two hereditary sub-algebras A ⊂ B ⊂ D(PX) such that X = A.PX
and Y = B.PY with the correct inclusion. In particular A is weakly dense
hence B is weakly dense by (C3) hence there is an isomorphism of PY and PX
compatible with the inclusion of Y and this concludes the proof.
(C4) ⇒ (PC4) : Let DK be the category of P -closed Hilbert C-modules and
C-compact operators between them, i.e. DK = KC ∩ D. By definition KC is
the two sided ideal of HC generated by C, but one can also easily see that it is
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the two sided ideal of HC generated by DK: indeed as any object of C can be
identified with a sub-object of a module in D, any arrow in C can be factored
(at least approximatively) into a compact arrow between objects of D. Hence
by corollary 2.4.8 the categories HDK, HC and HKC are all equivalent and
these equivalences are also defined on linear bounded maps and preserve the
adjunction relation. Hence instead of trying to prove that the closure operation
on HC satisfies (PC4) one can prove that the corresponding closure operation
on DK satisfies (PC4).
Let A→ PB and B → PA be a pre-adjoint pair in HDK. As DK is a two sided
ideal of D, a Hilbert DK-module can be seen as a Hilbert D-module whose
scalar product takes values in DK, moreover, by definition of the pre-complete
structure on D, L is the functor that take a Hilbert D-module, remember only
the element whose self-scalar product is in DK and then apply P to it which
yields an object of D. Hence by seeing A and B as HD-modules one obtain
exactly an extension pair in HD, and hence one would obtain an extension
because D satisfies (C4).
(PC4)⇒ (C4) : Let A and B be two HilbertD-modules and let f : A→ LB and
: B → LA as in the extension property (see definition 3.3.1). Let i : D → HC
the natural inclusion, the Hilbert C-module i∗A (and similarly i∗B) is generated
by elements of the form a ⊗d c ∈ i∗A(C) for d ∈ |D|, a ∈ A(d), c : c → d with
the scalar product described in 3.1.6. LA and LB are by definition Pi∗A and
Pi∗B, and one can see that the maps f and g can be pushed to maps from
i∗A → Pi∗B and i∗B → Pi∗A by defining f ′(a ⊗d c) = f(a).c one can then
easily check that f ′ and g′ defined this way still satisfies the condition of the
extension property hence as P satisfies (PC4) defines a morphism f˜ from LA
to LB which can be checked to be an extension of f .

3.3.8. There is one additional natural and convenient conditions that one can
consider on a closure operation, unfortunately it has no clear analogue in terms
of properties of pre-complete C∗-category:
Definition : Let P : HC→ HC a closure operation. P is said to be a reflection
if it satisfies:
(PC5) Any bounded linear map from a Hilbert C-module A to a closed Hilbert
C-module B extend uniquely into a bounded linear map from P (A) to B.
This condition is not as well behaved as the four first conditions in the sense that
it is not the case that if one closure operation defining a pre-complete category
D satisfies it then all closure operations will (as it is shown for the others in
the previous proposition). This should probably be attributed to the fact that
this condition is not really a C∗-categorical property. For example, if C is a
C∗-category then the identity of HC is a closure operation satisfying (PC5) and
define the category of Hilbert C-modules, but the closure operation Y ◦ RC :
HHC → HC → HHC also has HC as category of closed object but almost
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never satisfies (PC5), indeed assume it satisfies (PC5) then take f : H → H ′
any bounded linear map, one can define two Hilbert HC-modules KH and KH ′
defined by KH(Y ) = K(Y,H) and one easily see that f defines a bounded linear
map from KH to KH ′, but one easily see P (KH) ≃ Y(H) hence P ′(f) should
in particular be a bounded linear map from Y(H) to Y(H ′) but because of the
Yoneda lemma this is automatically an operator and one easily see that it has
to be equal to f (because it is equal to f when restricted to KH). Hence the
existence of such an operator would imply that any bounded linear map in HC
is in fact an operator, which, except for some exceptional situation like C = C
assuming the law of excluded middle, is not the case.
Also not that the uniqueness in the condition is (at least apparently) stronger
than the condition (PC1) because it allows to show that a bounded linear map
is zero on P (A) if and only if it is zero on A while (PC1) only show this for
operators and it does not seems possible to deduce this uniqueness from (PC1).
3.3.9. Proposition : (PC5) implies both (PC1) and (PC4).
Proof :
As we mentioned above, the uniqueness property in (PC5) is a strong form of
(PC1): Let f : P (A)→ B an arrow in D which is zero on A, then it corresponds
under the adjunction to the zero map from A to B hence is zero, which proves
that P satisfies (PC1).
Assume now that one has f : A → P (B) and g : B → P (A) a pre-adjoint
pair. Then one has two extension as bounded linear map given by (PC5):
f ′ : P (A) → P (B) and g′ : P (B) → P (A), we need to prove that they are
adjoint in order to conclude that they defines an operator from P (A) to P (B).
Fix a a ∈ A(X), then for any b ∈ B(Y ), where X and Y are two objects of C,
one has 〈a, g′(b)〉 = 〈f ′(a), b〉 ∈ C(Y,X), hence as bounded linear maps from B
to Y(X), 〈a, g′( )〉 and 〈f ′(a), 〉 agree, but they are also defined as maps from
P (B) to Y(X), hence their extension to P (B) agree (if Y(X) is not it self closed
one can just compose them with the embeddings of Y(X) in P (Y(X))), hence
one has for all a ∈ A for all b ∈ P ′(B) 〈a, g′(b)〉 = 〈f ′(a), b〉 applying the same
argument a second time reversing the role of a and b gives that f ′ and g′ are
adjoint.

One can also observe that (PC5) turn the category of P -closed Hilbert modules
and bounded linear map into a reflexive subcategory of the category of Hilbert
modules and bounded linear maps. P is the reflection, and the natural inclusion
µX : X →֒ P (X) is the unit of adjunction. This is why we call such closure
operator a reflection.
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3.3.10. Proposition : If C is a pro-C∗-algebra then the closure operation on
Cb-modules defined by taking the bounded element of the completion for the pro-
topology is a reflection on HCb.
Assuming classical mathematics, for any C∗-algebra C taking the bidual is a
reflection on HC.
In particular both the category of Hilbert modules over a pro-C∗-algebra and
(assuming classical mathematics) of reflexive Hilbert modules over a C∗-algebra
are pre-complete categories satisfying all the conditions (C1), (C2), (C3) and
(C4).
Proof :
For the case of prop-C∗-algebra, any bounded linear transformation is uniform
for the pro-topology so the existence and uniqueness of the extension follow eas-
ily from usual result on completion of uniform space, the fact that the extension
indeed takes value in bounded elements is a corollary of lemma 2.4.4.
For the bidual construction, if f is a bounded linear map from a Hilbert C-
module A to a reflexive Hilbert C-module B then one obtains a map f ′ : B′ → A′
by precomposition and a map f ′′ : A′′ → B′′ = B again by pre-composition.
This is an extension of f and it is proved in [19] that the norm of a linear map
on A′′ is the same as the norm of its restriction to A, hence this extension is
unique.
By the previous proposition this implies that the corresponding closure oper-
ation satisfies the conditions (PC1) and (PC4), which in turn by 3.2.4 and
3.3.7 that the corresponding category satisfies (C1) and (C4) and hence it also
satisfies (C2) and (C3) by 3.3.4. 
3.4 Generators and comparison theory
3.4.1. Definition : Let C be a pre-complete C∗-category, A a hereditary sub-
category with i : A → C the inclusion C∗-functor, A is said to be generating if
there is an isomorphism of C∗-functor: µ : IdC ≃ i∗RA such that for any arrow
f ∈ C(X,Y ) with f∗f ∈ A(X) the following diagram commute:
X
Y i∗RA(Y )
L(f˜)
f
µ
Where f˜ is the map X → HiRA(Y ) induced by f .
This definition is not very convenient to check in practice, but proposition 3.4.2
and 3.4.3 below gives an easy equivalent condition to test whether a hereditary
subcategory is generating or not, in the case of a category satisfying (C1).
In order to obtain a weaker condition for a hereditary subcategory to be gener-
ating one can start with the following observation:
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3.4.2. Proposition : Let C be a pre-complete C∗-category and A a hereditary
subcategory then A is generating if and only if the two sided ideal I spammed
by A is generating.
Proof :
Let i : A→ C , j : A→ I and k : I→ C the natural inclusion. One has i = k ◦ j
and hence i∗ = k∗ ◦ Hi.
We denote RA and RI the restriction functor from C to HA and HI, and by F
the restriction functor HI→ HA, one has RA = F ◦RI. Hence:
i∗RA ≃ k∗ ◦ Hj ◦ F ◦RI
But by corollary 2.4.8, the functors Hj and F are two equivalences inverse of
each other. Hence:
i∗RA ≃ k∗RI
and hence one can pass from an isomorphism i∗RA ≃ IdC into an isomorphism
k∗RI ≃ IdC. It remains to check that this preserves the compatibility condi-
tion. For any f ∈ C(X,Y ) such that f∗f ∈ A(X) ⊂ I(X), the isomorphism
i∗RA(Y ) ≃ k∗RI(Y ) is compatible to the maps L(f˜) hence if I is generating
then A is generating. Conversely if the one has an isomorphism which satisfies
the compatibility condition for A, then for any f ∈ I of the form gah with a ∈ A
one can see that f˜ = (HiRi)(g) ◦ a˜ ◦ h hence one can deduce the compatibility
condition for f from the condition for a and the functoriality of the isomorphism
µ, as I is spammed by such maps this concludes the proof. 
3.4.3. Proposition : Let C be a pre-complete C∗-category and I be a (total)
two sided ideal. If I is generating then for any object X ∈ |C|, I(X) is a weakly
dense hereditary sub-algebra of C(X). If C satisfies (C1) then the converse is
true: I is generating if and only if I(X) is weakly dense in C(X) for all X.
Note that we in fact only need that C satisfies (C1) for two sided ideal (i.e. that
weakly dense two sided ideal are essential)
Proof :
Let L : HC → C be the structural functor, i : I →֒ C the inclusion. Let
X ∈ C we denote by IX the Hilbert C-module I(X)Y(X). One easily see
that (Hi)(RI(X)) is naturally isomorphic to IX . Hence i∗ ◦ (RI) is identified
with L(IX). In particular if I is generating one gets an isomorphism between
L(IX) and X , and the compatibility condition on this isomorphism gives the
compatible to the inclusion of IX which proves the density of I(X) in C(X).
Conversely, if I(X) is dense in C(X) for all X , then one has an isomorphism
between i∗ ◦ RI(X) and X for all X . But using (C1) one easily shows that
this isomorphism is unique and functorial. The compatibility condition for
this isomorphism follows directly from the condition satisfied by the “density”
isomorphism. 
We will now investigate the consequence of having a generating subcategories.
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3.4.4. Proposition : Let C be a pre-complete C∗-category and let A be a gener-
ating hereditary subcategory. Then P = RA◦i∗ is a closure operation on HA and
the category of P -closed Hilbert A-module is equivalent to C as a C∗-category.
Moreover, if C satisfies (C2) or if i∗ is continuous then this is an equivalence
of pre-complete C∗-category.
Proof :
We will first show that for each X ∈ C, RA(X) is P -closed. Because A is
generating, one has for each X ∈ C an isomorphism µX between i∗RA(X) and
X , and the compatibility condition of definition 3.4.1 exactly assert that this
isomorphism µX induce the canonical inclusion of RA(X) into RAi∗RA and
hence that RA(X) is P -closed.
This already proves that RAi∗ is a closure operation on HA : it is a pre-closure
by 3.1.9 and we just proved that RAX is always closed.
Let D be the category of P -closed Hilbert A-module. One has two functors:
RA : C → D and i∗ : D → C which are inverse of each other: RAi∗ is the
identity on D exactly because D is the category of P -closed object and i∗RA is
the isomorphic to the identity of C because A is generating.
If C satisfies (C2) then i∗ is continuous, hence preserve the f∗ construction, and
hence the f∗ construction computed one both side of this equivalence are the
same which proves that one has an isomorphism of pre-complete C∗-categories.

We can also extend proposition 3.2.8 to any generating subcategory:
3.4.5. Proposition : Let C and D be two pre-complete C∗-categories, A ⊂ C
a generating partial two sided ideal 17 and assume that D satisfies (C1).
Then the restriction functor from the category of continuous C∗-functors from
C to D to the category of C∗-functors from A to D is fully faithful.
Note that, strictly speaking, this statement does not makes sense in our frame-
work as it quantify over functors between large category which is not allowed.
But it can be interpreted as a meta-theorem, or by strengthening our founda-
tions either with a notion of 2-class or by allowing the class of function between
two class.
Proof :
Let I be the total two sided ideal generated by A. By propositions 3.4.2 and
3.4.3 for each object X ∈ C, I(X) is weakly dense. Moreover as A is already a
partial two sided ideal A(X) = I(X) for any X ∈ |A|.
Let iA→ C be the inclusion, as pointed out above, i satisfies the weak density
condition of proposition 3.2.7, hence as D satisfies (C1) its image in D under
any continuous functor is weakly non-degenerated. Moreover, As A is generating
one has an isomorphism µ : IdC ≃ i∗RA.
17We mean that the corresponding hereditary subcategory obtained by adding all the zero
homomorphism is generating
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Let F : C→ D be a continuous C∗-functor, F ≃ F ◦ i∗ ◦RA as F is continuous,
F ◦ i∗ ≃ (F ◦ i)∗ and F ◦ i is weakly non-degenerated. Hence, by proposition
3.2.8 for any two such continuous functors F,G :⇒ D, natural transformations
from F ◦ i to G ◦ i are the same as natural transformations from (F ◦ i)∗ to
(G ◦ i)∗, hence gives rise to a natural transformation from F ≃ F ◦ i∗ ◦ RA to
G ≃ G ◦ i∗ ◦RA.
Moreover as A is a partial two sided ideal, one can check that RA send the
embeddings of A in C to the Yoneda embeddings of A intoHA, hence this natural
transformation from F to G is an extension of the natural transformation from
F ◦ i to G ◦ i it comes from.
Finally such an extension is unique by the exact same argument as in the proof
of proposition 3.2.8, or more explicitly: If µ : F → G is a natrual transformation
whose restriction µ′ is equal to zero, then for X ∈ |C| any object let h = f ◦a◦g
be an endomorphism of X which factor into an arrow a ∈ A(U, V ). Because µ is
zero on all objects of A this immediately show that µXF (h) = G(f)µV F (a◦g) =
0. Hence for any i ∈ I(X) one has µXF (i) = 0. As F is continuous F (I(X)) is
weakly dense and hence as D satisfies (C1) this shows that µX = 0 and hence
that the restriction functor is faithful.

3.4.6. Proposition : If C is a pre-complete C∗-category and A is a generating
hereditary subcategory then the functor RA is fully faithful.
Proof :
This follows directly from the fact that i∗RA ≃ Id and the fact that i∗ = L ◦Hi
is faithful as a composite of two faithful functors. 
As forW ∗-category theory, the notion of generators is closely related to a notion
of quasi-containement:
3.4.7. Definition : Let C be a pre-complete C∗-category and let X,Y ∈ |C| be
any object. We say that Y is quasi-contained in X, and write Y ≺ X if the
total two sided ideal of C generated by C(X) is weakly dense in C(Y ).
We will also note Y ≺ A and say that Y is weakly contained in A if A is any
subcategory of C and the two sided ideal ideal generated by A is weakly dense in
C(Y ).
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3.4.8. Definition : Let C be a pre-complete C∗-category. One says that D is
a pre-complete full subcategory of C if:
• D is a full subcategory of C.
• If c ∈ |C| is isometrically isomorphic to d ∈ |D| then c ∈ |D|.
• if i : A→ D is a ∗-functor and H is a Hilbert A-module, then i∗H ∈ D.
Of course, such a subcategory D is automatically endowed with an induced pre-
complete structure such that the i∗ for the pre-complete structures of C and of
D are the same.
3.4.9. Proposition : Let C be a pre-complete C∗-category satisfying (C1) and
(C3) and let X ∈ |C| then:
1. An object Y is quasi-contained in X if and only if it is isomorphic to an
object of the form i∗H for i the inclusion of C(X) into C and H a C(X)-
module. More generally, if A ⊂ C is a partial hereditary subcategory then
Y is weakly contained in A if and only if it is of the form i∗H for H a
Hilbert A-module.
2. Quasi-containement is a transitive and reflexive relation on objects of C.
3. For any A ⊂ C a hereditary subcategory, the pre-closure operation on HA
induced by C as in 3.1.9 is a closure operation and the category of closed A-
module is equivalent to the full subcategory of C of object weakly contained
in A.
4. A hereditary subcategory A is generating C if and only if any object is
quasi-contained in A.
5. The full sub-category CX of C of objects weakly contained in X is the
smallest pre-complete full subcategory of C which contains X.
6. CX is the unique pre-complete full sub-category of C generated by X.
For this proposition we did not try to optimise the assumption on C: some of
these points can clearly be proven under weaker assumption than (C1) and (C3)
The last two points can also be formulated for a subcategory A with the sub-
tleties that without additional assumptions on A there is no reason for the
objects of A to be themselves weakly contained in A, we need for example the
assumption that A is non-degenerated in the sense that for every a ∈ |A|, A(a)
is weakly dense in C(a). Once an assumption of this kind is added then the
exact same proof caries over to this case.
Proof :
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1. We only need to prove the more general form (the other case follow by
taking A = C(X)).
Let KA be the two sided ideal generated by A (the class of A-compact
operators) and let i : A →֒ C the inclusion functor. Any object Y has
naturally the structure of a cone for (i, RA(Y )), indeed any element of
RA(Y )(a) actually is a map from a to Y . Moreover, the sub-algebra
generated by this cone structure as in proposition 3.1.13 (any of them) is
the algebra generated by arrows factoring into A hence it is exatly KA(X).
By proposition 3.1.16, this gives that Y is weakly contained in A if and
only if Y = i∗RAY , hence one already have one implication: if Y is weakly
contained in A then it is of the form i∗H for some A-module H .
Conversely, if Y = i∗H for H a Hilbert A-module, then the algebra of
operators induced by the cone structure on Y is made of A-compact op-
erator and hence is included in KA ∧ C(Y ), hence as C satisfies (C3) the
weak density of the algebra generated by the cone structure implies that
Y is quasi-contained in A.
2. For the second point, the reflexivity of ≺ is obvious. We assume that
X ≺ Y and Y ≺ Z. By the previous observation, Y ≃ i∗C(X,Y ) and
Z ≃ j∗H where i and j denotes respectively the inclusion of C(X) and
C(Y ) into C and H is a Hilbert C(Y )-module. C(Y ) acts on C(X,Y ) (as
endomorphisms of a Hilbert C(X)-module.) Hence the functor j can be
factored into i∗ ◦ j′ where j′ in the functor corresponding to the action of
C(Y ) on C(X,Y ) in the category of Hilbert C(X)-modules. As C satisfies
(C1) and (C3) it also satisfies (C2) by proposition 3.3.4, hence i∗ is a
continuous C∗-functor, and hence Z ≃ j∗(H) = i∗(j′∗(H))can be written
as i∗H
′ withH ′ = j′∗(H) a HilbertC(X) modules which proves that X ≺ Z
3. We still denote by i the inclusion of A in C. Let H be any Hilbert A-
module. By the point (1), i∗H is weakly contained in A. Hence (as shown
in the proof of point (1)) i∗RAi∗H ≃ i∗H and finally there is a natural
isomorphism between RAi∗RAi∗H and RAi∗H which shows that RAi∗ is
indeed a closure operation. If X is an object of C weakly contained in
A, then X = i∗H and hence RAX is a closed A-module, hence RA and
i∗ form a pair of functors between the category of closed A-module and
object of C-weakly contained in A and restricted to these subcategory they
are inverse of each other because of the isomorphism mentioned above.
4. As C satisfies (C1), propositions 3.4.2 and 3.4.3 implies that A is gener-
ating if and only if the two sided ideal generated by X is weakly dense
on every object which is exactly the statement that any object is quasi-
contained in X .
5. Let CX be the full subcategory of objects quasi-contained in X , as any
object of CX can be written i∗H for H a Hilbert C(X)-module any full
subcategory of C pre-complete for the induced structure contains CX . We
just need to show that CX itself is pre-complete for the induced structure.
One has a functor C(X, ) from CX to HC(X) (it is in fact RC(X)) and one
has observed above that for any object Y ∈ |CX | Y ≃ i∗C(X,Y ), moreover
(by (C1)) this can be made into an isomorphism of functors between the
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identity of CX and i∗RC. Hence for any ∗-functor j : D → CX , j can be
factored into j ≃ i∗ ◦ j′ where j′ is RC ◦ j, and because C satisfies (C2),
i∗ is a continuous functor hence for any Hilbert D-module H , one has
j∗H ≃ i∗(j′∗H) ∈ |CX | which concludes the proof.
6. In a full subcategory D of C which is pre-complete for the pre-complete
structure of C, being weakly dense for the pre-complete structure of D or
of C is the same, hence for Y, Z ∈ D , Y ≺ Z in C if and only if Y ≺ Z
in D. Hence any such full subcategory in which X is generating has to be
the category of Y such that Y ≺ X .

3.5 Compactness and categories of Hilbert modules
Finally we would like to obtain a characterization of category of the form HC.
It is known (see proposition 2.4.8) that such a category is written under the
form HD in a canonical way by taking D = KC the sub-category of compact
operators. Hence it seems natural that one should seek for an abstract char-
acterization of this class of morphisms. This is done by mimicking to role of
compact operator in proposition 2.3.17, which has we have seen in proposition
3.2.3 characterize weak density in the pre-complete category HC.
3.5.1. Definition : Let C be a pre-complete category. A morphism k ∈ C(X,Y )
is said to be absolutely compact if for all object Z of C, for all morphisms
h1 : Z → X and h2 : Z → Y and for all A ⊂ C(Z) a weakly dense hereditary
sub-algebra h∗2kh1 ∈ A.
Absolutely compact operators form a total two sided ideal of C denoted CK.
One can see that in HC absolutely compact operators are exactly the C-compact
operator, and it will become clear in the rest of this section.
3.5.2. The ideal CK of absolutely compact operators satisfies a kind of universal
property:
Proposition : Let C be a complete C∗-category and A ⊂ C be a hereditary sub-
category then the functor RA : C→ HA is continuous if and only if A ⊂ CK.
In concrete cases where the continuity of a functor is related to the preservation
of some sort of weak convergence, like for W ∗-category or Hilbert modules over
a pro-C∗-algebra, this proposition means that absolutely compact operators
are those such that composition with them turn weak convergence into norm
convergence.
Proof :
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Assume first that A ⊂ CK. Because HA satisfies (C1) it suffice to check that
RA preserves weakly dense sub-algebras to check that it is a continuous functor.
Let Z ∈ |C| and A be weakly dense hereditary sub-algebra of C(Z). Let a ∈ |A|
and h ∈ RA(Z)(a) i.e. h is a map in C(a, Z) from a to Z such that h∗h ∈ A(a),
in particular h∗h is absolutely compact and as absolutely compact operators
form a two sided ideal this also proves that h is absolutely compact and hence
that hh∗ ∈ A (as A is weakly dense) which proves that in HA hh∗ is in RA(A).
This being true for any h ∈ RA(Z) this proves that RA(A) contains all the
A-compact operator of RA(Z) and hence is weakly dense.
Conversely assume that RA is continuous, let X,Y ∈ |A| , a ∈ A(X,Y ) one need
to prove that a is absolutely compact. Let Z ∈ |C| be any object, A ⊂ C(Z)
be a weakly dense hereditary sub-algebra and let h1 : Z → X and h2 : Z → Y ,
we need to prove that h∗2ah1 ∈ A. One can always assume that a can be
written a = a2a1 with both a1 and a2 in A, (for example, approximately using
lemma 2.3.2(3) ) one hence has (h2)
∗(a2) and (h1)
∗(a1)
∗ which are two element
of RA(Z). Because RA is continuous, the hereditary sub-algebra generated
by RA(A) is weakly dense, hence for any λi an approximate unit of A, one
has λi(h2)
∗(a2) and λi(h1)
∗(a1)
∗ which converge respectively to (h2)
∗(a2) and
(h1)
∗(a1)
∗ (in RA(Z) but this is the same as the convergence in C). In particular,
λih
∗
2a2a1h1λi converge in C to h
∗
2ah1 hence h
∗
2ah1 ∈ A which concludes the
proof. 
3.5.3. Theorem : A pre-complete C∗-category is equivalent to HD if and only
if D can be embedded in C as a generating hereditary subcategory of absolutely
compact operator. Moreover the equivalence between C and HD is induced by
RD.
Note that given such an embeddings of D into C, the identification of C with
HD does not necessarily turn this embeddings into the Yoneda embeddings.
One can check that this will be the case if and only if D is chosen as a two sided
ideal of a full subcategory of C.
Proof :
If C is HD then the image of the Yoneda embeddings of D is generating and
absolutely compact.
Conversely, let D ⊂ C be a generating subcategory of absolutely compact op-
erators. Let I be the two sided ideal generated by D. By proposition 3.4.2 I
is still generating and because absolutely compact form a two sided ideal I is
still composed18 of absolutely compact operator. Moreover as pointed out in
2.4.8 the category of Hilbert D-modules and Hilbert I-modules are equivalents,
hence it is enough to check the result for I. Let i denote the inclusion of I into
C. One has two functors i∗ : HD→ C and RI : C→ HD.
As I is generating one has i∗RI ≃ Id.
As I is composed of compact operators, the functor RI is continuous, hence
RI(i∗) ≃ (RI ◦ i)∗ but because I is a two sided ideal one easily check that RI ◦ i
18One can actually easily see that I is the ideal of absolutely compact operator
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is the Yoneda embeddings of I into HI and hence RI(i∗) is equivalent to the
identity of HI.
Finally as the equivalence between HI and HD is given by the functor RD this
proves that in general the equivalence between C and HD is also given by RD.

4 Hilbert modules over toposes
4.1 The C∗-category of Hilbert modules over a topos
In this subsection, we will consider a Grothendieck topos T and C a C∗-algebra
object of T , or even C a small C∗-category objects of T . More precisely, a C∗-
algebra C of T is an object of T endowed with structures making it internally
into a C∗-algebra. In this situation we will say that C is a C∗-algebra over T .
More generally, a C∗-category object C of T is the data of an object |C| of T
together with an object C of T /(|C| × |C|) and all the additional structure such
that internally C satisfies the axioms for being a C∗-category with |C| its set of
objects
Our goal is to introduce the category of Hilbert C-modules or of Hilbert C-
modules over T and prove that it is a C∗-category. This category will be denoted
by HT C (or HT C). This fact is not new at all, but we could not found a proof
of it in the literature so we decided to included it here.
It is known that when T is the topos of sheaves over a reasonable19 topolog-
ical space X then a C∗-algebra C over X (over the topos Sh(X)) is automat-
ically the sheaf of locally bounded continuous sections of a uniquely defined
semi-continuous fields of C∗-algebras over X (see [3]), and that this induces an
equivalence between the category of C∗-algebras over Sh(X) and the category of
semi-continuous fields of C∗-algebras over X . This has been proved in the case
of Banach space in [18], see also [3], and apply all the same to all kind of “Ba-
nach space with structure”, like C∗-algebra, Hilbert spaces, Hilbert module over
a C∗-algebra etc... Hence this is a very reasonable notion of “(semi)-continuous
fields” of C∗-algebras over T . Asking the continuity of the field is the same as
asking that (internally in T ) the norm of every element of C is a continuous
real number (see subsection 2.1). We will not explicitly use any of these remark
in the present paper, but this is what motivates the study of C∗-algebras over
toposes and hence is the main reason why we have developed everything in the
present paper in a constructive framework. Also in order to help the intuition of
the reader familiar with continuous fields we will for most of our constructions
explain what they mean in terms of semi-continuous fields in the case where T
is a topos of sheaves over a reasonable topological space. These facts will not
be proved nor use anywhere in the article (but most of them are direct conse-
quence of the result on semi-continuous fields of Banach spaces). For example
a C∗-category over a topological space X would be a sheaf |C| over X and a
19How reasonable the space of X has to be depends on the definition of semi-continuous
fields you are using. If they are defined as in [3] or [18] then no hypothesis on X are required.
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semi-continuous fields of Banach spaces C over the etale space of |C|×X |C| such
that for any x ∈ X the fiber C and |C| over x is a C∗-category and all the
operations (composition, ∗, identity) are continuous on the total space.
4.1.1. In this situation, a Hilbert C-module or Hilbert C-module over T is just
an object of T endowed with some structure making it into (internally) a right
Hilbert C-module. More generally, a Hilbert C-module over T is an object of
T/|C| endowed with a structure making it internally into a Hilbert C-module.
If H and and H ′ are two Hilbert C-module (or C-module) over T , a globally
bounded operator from H to H ′ is the a map f : H → H ′ such that:
• f is internally a bounded operator between the Hilbert C-module H to
H ′. In particular f has an adjoint.
• There exists (externally) a constant K such that internally ‖f‖ < K.
The infimum of all such constants K (as a upper semi-continuous real number)
is denoted by ‖f‖∞. Is is described by: ‖f‖∞ < q if and only if there exists
q′ < q such that internally in T one has ‖f‖ < q′.
In the case where T is a topos of sheaves over a topological space the first
condition assert that f is a locally bounded continuous family of operators, and
the second that it is in fact globally bounded, with ‖f‖∞ the supremum of the
norm at every point (while ‖f‖ corresponds to the semi-continuous function on
X giving the norm at every point).
Before going further we will need the following Lemma:
4.1.2. Lemma : Let T be a topos, B be a Banach space object in T . We denote
by Γb(B) the set of global sections of B which are externally bounded endowed
with the norm ‖x‖∞ given by the infimum of the external bound of the norm of
x as above. Then Γb(B) is a Banach space.
Proof :
The algebraic properties and the axiom of the norm pass to sections without
difficulties, so the only non trivial thing is that it is complete. We will use the
“Cauchy approximation” based notion of completeness. Let An be a Cauchy
approximation on Γb(B), let in : An →֒ Γb(B) →֒ Γ(B) = p∗(B) be the natural
inclusion, where p is the the canonical geometric morphism T → {∗}. By
adjunction one has a morphism jn : p
∗An → B we denote by Bn its image.
Because the object of natural number in a Grothendieck topos is an infinite
coproduct of copies of the terminal object, an external indexing a family Bn
of object is the same as an internal indexing and proving something for all n
internally is the same as proving it for each external n, hence internally in T
one has a family Bn of subobject of B, which is going to be a Cauchy filter:
each Bn is inhabited because each An was, the inclusion Bn+1 ⊂ Bn follow from
the same inclusion for the An and as for all x, y ∈ An one has ‖x − y‖∞ < 1n
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one has internally that for all x, y ∈ p∗An, ‖i(x) − i(y)‖ < 1/n and hence Bn
has the same properties because it is the image of An in B.
This proves that internally Bn converges to a limit b ∈ B because the limit of
a Cauchy approximation is unique b is given by a global section also denoted
b. If we pick an element a ∈ An one has internally, because i(a) ∈ Bn and
Bn converge to x that ‖b − a‖ 6 1n hence b is in Γb(B) and for each n and
each a ∈ An, one has ‖b − a‖∞ 6 1n , which proves that An converge to b and
concludes the proof.

4.1.3. Note that applying this result internally show that if f is a geometric
morphism between two topos f : T ⇒ E then one has a functor f∗,b from
Banach space over T to Banach space over E defined by taking internally in
E the bounded global sections over T . This functor is easily seen to be right
adjoint to the pullback of Banach spaces f ♯ which can be defined either as the
pullback of the localic completion, or the Hausdorff completion of the pullback
as semi-normed space as mentioned in section 2.1.
4.1.4. Proposition : The category HT C of Hilbert C-modules over T and
globally bounded operators between them is a C∗-category with:
• Addition, complex multiplication and adjunction are given by the corre-
sponding internal operations.
• the norm is the norm ‖ ‖∞.
The first point mean that (in the case of a topological space) these operations
are computed pointwise. Of course this also applies to HT C.
Proof :
The fact that it is a C-linear category follow easily from the analogous internal
statement, moreover ‖ ‖∞ is easily checked to be a norm compatible to addi-
tion and composition from the fact ‖ ‖ is such a norm internally. The strong
C∗-inequality of proposition 2.2.5 is also easily verified simply because it is also
true internally, hence (because of proposition 2.2.5) the only thing that remains
to be proved is the completeness of the morphism space. But the set of glob-
ally bounded operators from H to H ′ can be written as Γb(Op(H,H
′)) where
Op(H,H ′) is the (internal) Banach space of operators from H to H ′ endowed
with the operator norm, and hence completeness follow from lemma 4.1.2. 
The exact same argument can be extended to all kind of structures that defines
an internal C∗-category: like an internal pro-C∗-algebra for example.
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4.1.5. Finally, it is frequent that, given a C∗-category over a topos T there is a
C∗-algebra C over T such that HT C is equivalent to HT C. For example, if C has
a small decidable20 set of objects then one can construct a Hilbert C-module
H = ⊕c∈|C|Yc, more precisely, H has one generator ec for each c ∈ |C| and
〈ec, ec′〉 = 0 if c 6= c′ and 1c if c = c′ (if C was non unital one can adapt using
generators of the Yc instead). Then it is easy to see internally that restricting
to the algebra C of compact operators of H induce an equivalence between the
category of Hilbert C-module and Hilbert C-module, which clearly induce an
(external) equivalence between the category HT C and HT C.
More generally, if |C| admit a covering by a decidable object X one can perform
a similar construction with H = ⊕x∈X Yx and obtains the same result, and
for a large number of example of topos (for examples, all topological spaces)
any sheaf admit a covering by a decidable sheaf, hence over those toposes this
construction can always be performed and there is very little gain to consider
C∗-categories instead of C∗-algebras. But in the more general situation C∗-
category are more flexible, for example if T is any topos and v is an element
of H2(T ,U) where U is the commutative group object of continuous complex
number of module 1 then there is a notion of v-twisted Hilbert space21 over
T which corresponds to Hilbert modules over a C∗-category over T naturally
attached to v (this C∗-category is well defined up to unique external Morita
equivalence and is internally Morita equivalent to C). If we have additional
assumption on T like the fact that any object can be covered by a decidable
object then this C∗-category over T can be replaced by a C∗-algebra over T
but this not always possible.
4.1.6. Note that in this section we have assumed that C was a small C∗-category
over T . This was only to keep the exposition simple but we can get rid of this
assumption and we will. A general C∗-category over T will be exactly the same
except that the object |C| can be a large sheaf (see appendix B), and HT C is
now the category of Hilbert C-module over T which are small in the sense that
(externally) there exists a small object X of T with a map from X ×X to C
which is internally a set of generator of our Hilbert module. The proof given
above that HT C is a C∗-category only rely on the fact that for each pair of
objects one has a small sheaf over T of operators between them, that this form
internally a C∗-category and that morphisms in HT C corresponds to bounded
global sections of this sheaf, hence it works exactly the same when C is no longer
small.
It is important that the set of generators is given externally so that we can
actually talk about the class of small Hilbert module (it is the class of sets of
generator) while the ’class of Hilbert modules for which there exists internally a
set of generators’ does not clearly exists in our framework. Moreover it is easy
to pass from a Hilbert module which is internally small to a Hilbert module
with a externally given by a set of generators: internally small mean that one
has a set of generators for S×H in T/S for some inhabited S then forgetting the
map to S and applying the projection H× S → S gives us a set of generators
for H in T .
20An object X is said to be decidable if internally for x, y ∈ X, x = y or x 6= y.
21It is a generalization of v-twisted unitary representations of a group G for v a 2-cocycle
on G with value in complex number of module 1.
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4.2 Completeness for the C∗-category of Hilbert modules
over a topos
4.2.1. Let T be a topos, C be a C∗-algebra over T . In the previous sub-section
we defined the C∗-category HT C of Hilbert C-modules over T and globally
bounded operators between them. In this sub-section we will study its properties
from the point of view of pre-complete C∗-categories. Although we are mainly
interested in the case where C is just a C∗-algebra, it is actually helpful to
consider the case of a C∗-category.
4.2.2. Let F : D → HT C be a C∗-functor from a small C∗-category, and let H
be a Hilbert D-module. We want to define F∗H ∈ HT C|. Let p : T → ∗ the
canonical geometric morphism to the point (the topos of sets), one can pullback
D and H to a C∗-category p♯D and a Hilbert module p♯H over it in T : one
pullback the set of objects (p∗) and then pullback all the Banach spaces involved
in the C∗-category and the Hilbert module (p♯). Using the adjunction between
p♯ and Γb one obtains a ∗-functor p♯D → HC internally in T and one can use
the pre-complete structure of HC internally in T to construct a well defined
C-module F∗H which is internally small and hence can be seen as an element
of HT C.
This object F∗H can be described more explicitly. Let F : D → HT C be a
∗-functor and H a Hilbert D-module. Then the Hilbert C-module H ′ = F∗H
admit a cone structure given by morphisms H ′x from F (d) to H
′ for each d ∈
|D|, x ∈ H(d) they satisfies (H ′x)∗H ′x′ = F (〈x, x′〉) and H ′ is internally the
closure of the image of all those Hx hence it can be written as the closure of a
pre-Hilbert module generated by elements of the form H ′x(v) for d ∈ Dx ∈ H(d)
and v ∈ F (d).
It is clear that this is functorial in D (because the pullback to T and the ap-
plication of internal pre-complete structure are) and that if F is unital and H
representable then F∗H is just F (H) (either using the explicit description or
because those properties are also preserved by pullback and that this is true
internally) hence this indeed defines a pre-complete structure on HT C.
Proposition : HT C is a pre-complete C∗-category for the structure described
above.
In general this structure is an anafunctor.
One could also apply a similar argument to any kind of internally a pre-complete
C∗-category: for example, if C is a pro-C∗-algebra over T then the category of
Hilbert C-modules over T is also going to be a pre-complete C∗-category for a
similar structure.
4.2.3. Proposition : Let A ⊂ HT C(X) a hereditary sub-algebra of endomor-
phisms of an object X ∈ |HT C|. Then following conditions are equivalent:
• A is weakly dense for the pre-complete structure of HT C.
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• The hereditary subalgebra A′ of HC(X) generated internally by A is (in-
ternally) weakly dense, i.e. satisfies internally the following equivalent
conditions of proposition 3.2.3.
• If X ′ ⊂ X is a sub-module such that any element of A can be factored (as
a linear map) into X → X ′ →֒ X where the second arrow is the inclusion,
then X ′ = X
• There is a directed increasing net (aλ)λ∈Λ of positive elements of norm
smaller than 1 in A which internally converges to 1 pointwise, i.e. such
that internally, for all c ∈ |C| and x ∈ X(c) the net aλx converges to x.
Moreover, these conditions implies that A is essential and hence HT C satisfies
(C1).
Proof :
AX , for the pre-complete structure of HT C is simply (by definition of the pre-
complete structure) A′X computed internally, i.e. it can be describe internally
as the closure of {a.x ∈ X(c)|x ∈ X(c)a ∈ p∗A} for any c ∈ |C|, and it is
isomorphic to X in a way compatible to the cone structure if and only if it is
(internally) equal to X as a subspace (the compatibility to the cone structure
exactly says that the element a.x of A.X should corresponds to the element
a.x of X). Hence one obtains the equivalence between the first and the second
condition. Moreover, the action of A can be factored into a submodule X ′ of
X if and only if X ′ contains the submodule defined internally as the closure
of {a.x ∈ X |x ∈ Xa ∈ p∗A}, hence the first and the third condition are also
equivalent.
If one has a net as in the last condition, then in particular, internally, any
element of X can be approximated by elements of the form ax hence it implies
the first two conditions. Conversely, if one assume the first two conditions one
can pick for (aλ) an approximate unit as for example the one constructed in
proposition A.15, and it will be true internally that for any a ∈ p∗A, one has
aλa → a and internally one has that for any c ∈ |C|, x ∈ X(c) and any ǫ > 0
there exists x′ ∈ X(c) and a ∈ p∗A such that ‖ax′ − x‖ < ǫ (this is what the
second condition claims), using that aλa → a, there exists a λ0 such that for
any λ > λ0, ‖aλa− a‖ < ǫ, hence for any λ > λ0 one has:
‖aλx− x‖ 6 ‖aλ(x− ax′)‖ + ‖aλax′ − ax′‖ + ‖ax′ − x‖
6 ǫ + ‖x‖ǫ + ǫ
and hence concludes the proof of the equivalence of the four conditions.
Finally, if A is weakly dense, and f is an operator such that fa = 0 for all a ∈ A
then one can prove internally that f = 0 (because for any element of the form
ax, fax = 0 and such element are dense) and hence f = 0, this proves that A
is essential and hence that HT C satisfies (C1).

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4.2.4. Proposition : The pre-complete C∗-category HT C satisfies all condi-
tions (C1),(C2),(C3) and (C4).
Proof :
By proposition 3.3.4 and the fact proved just above that this category satisfies
(C1), it suffices to prove that is satisfies (C4). So let f : A → L(B) and
g : B → L(A) a pre-adjoint pair (as in definition 3.3.1) in HHT C. The two
objects L(A) and L(B) are Hilbert C-module over T and we need to construct
an operator f˜ between them.
Let v be an element of A(X) for some X ∈ |HT C|, in particular, v induces
an operator from X to L(A) (we identifies L(A) with its image by the Yoneda
embeddings), for any (internal) c ∈ |C|, x ∈ X it is natural to define f˜(v(x)) as
f(v)(x) (f(v) is an element of L(B)(X), hence an operator from X to L(B)). As
it is not clear at this point that f˜(v(x)) only depends on v(x), we will denote22
f˜(v, x) := f(v)(x) for now. Similarly, for any w ∈ B(Y ) and (internally) y ∈ Y
one defines g˜(w, y) := g(w)(y) ∈ L(A). One can then observe that:〈
w(y), f˜(v, x)
〉
= 〈w(y), f(v)(x)〉 = 〈y, w∗f(v)(x)〉
Now, because of the pre-adjunction formula, w∗f(v) is, as an operator from X
to Y , equal to g(w)∗v hence:〈
w(y), f˜ (v, x)
〉
= 〈y, g(w)∗v(x)〉 = 〈g(w)(y), v(x)〉 = 〈g˜(w, y), v(x)〉
By definition of the pre-complete structure on HT C, elements of the form w(y)
and v(x) (with X and Y allowed to vary) are internally dense in LA and LB,
hence the above equality proves that f˜(v, x) and g˜(w, y) only depends on v(x)
and w(y) and that they are adjoint to each other when they are defined. Finally
from the fact they are densely defined and bounded (by the norm of f and g)
one can deduce that they extend into operators between L(A) and L(B) and
hence this concludes the proof. 
4.2.5. Proposition : Let Y be an object of HT C and A be a hereditary subcat-
egory of HT C, then Y is quasi-contained in A in the sense of definition 3.4.7 if
and only if it satisfies the following property:
If Y ′ ⊂ Y is a sub-module of Y such that (externally) any operator f with value
in Y such that f∗f ∈ A can be factored (as a linear map) into the inclusion of
Y ′ in Y , then Y ′ = Y .
Proof :
This is essentially the same as the equivalence between the first and the third
point of proposition 4.2.3: Y is quasi-contained in A if the two sided ideal of
A-compact operator is weakly dense in Y and the corresponding submodule is
essentially by construction the smallest sub-module that contains the image of
22On a very formal level, this means that for each external v and X one has a function
f˜(v, ) between X and L(A) as object of T defined internally by the given formula.
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all the operators f : a → Y such that f∗f ∈ A, moreover, it is isomorphic to
Y in a way compatible to the cone structure if and only if it is equal to Y as a
submodule. 
4.3 The topos theoretic Green-Julg theorem
In this subsection, we want to prove a topos theoretic analogue of the Green-
Julg theorem stating that for a certain class of toposes the category of Hilbert
space over T (and more generally categories of the form HT C) is a category of
Hilbert modules over a C∗-algebra attached to T (more generally, a C∗-algebra
C⋊T ). This result will of course rely on the characterization of such categories
given in proposition 3.5.3, and hence we first need to find criterion for an arrow
in HT C to be absolutely compact in the sense of definition 3.5.1, and then prove
that those categories have enough such operators.
A section of the sheaf of upper semi-continuous real numbers of a topos T is the
same as a geometric morphism from the topos T to the locale of upper semi-
continuous numbers. In classical mathematics, this is the space of real numbers
with the topology of upper semi-continuity, i.e. where the only open subsets are
the (−∞, a), in constructive mathematics it is defined as the classifying space for
the theory of upper semi-continuous real number which is a locale because this
theory only have propositions in its language (See [12] D4.7, especially lemma
D4.7.2 and corollary D4.7.3). In particular it is the same as a morphism from
the localic reflection of T to the local of upper semi-continuous real number.
4.3.1. Definition : A global section f of the sheaf of positive upper semi-
continuous real numbers of a topos T is said to be zero at infinity if for any
rational number q > 0 the closed complement of the open subspace ‘f < q′ of
the localic reflection of T is compact.
By the above discussion, f can be seen as a positive upper semi-continuous
function on the localic reflection of T and hence f < q indeed defines an open
subspace of this locale.
4.3.2. Proposition : Let T be a topos, C a C∗-category over T and f : H → H ′
a globally bounded operator between two Hilbert C-modules over T . Assume that:
• f is internally in T a C-compact operator.
• ‖f‖, seen as a section of the sheaf of positive upper semi-continuous real
numbers is zero at infinity.
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Then f is absolutely compact in the pre-complete C∗-category HT C.
Proof :
Let f : H ′ → H an operator satisfying the conditions of the proposition, and let
(aλ)λ∈Λ be a bounded (with K such that ‖aλ‖ < K for all λ) net of operators
from H to Z in HT C which converges to an operator a : H → Z in HT C in
the sense of internal pointwise convergence, i.e. such that internally one has :
∀c ∈ |C|, ∀h ∈ H(c), ‖aλh − ah‖ → 0. We will prove that aλ ◦ f tends to a ◦ f
in norm.
We will first prove that aλ◦f tends to a◦f internally in norm. Internally, as f is
compact it can be approximated by “finite rank” operator, let h be a finite rank
operator such that ‖f − h‖ < ǫ, the pointwise convergence of aλ automatically
implies the norm convergence of aλ ◦ h (it suffice to apply the convergence the
finite set of vector that appears in the definition of h), but as (aλ) is bounded,
one has ‖aλ ◦ f − aλ ◦ h‖ < Kǫ, hence this also implies that aλ ◦ f → a ◦ f
internally in norm.
We will now prove the external convergence of aλ ◦ f to a ◦ f . Let ǫ > 0 be a
rational number, because aλ ◦ f converge internally in norm, one has a covering
(Ui)i∈I of the terminal object, such that for each i ∈ I there exists a λ0 ∈ Λ such
that for all λ > λ0 ‖aλ ◦f −a◦f‖ < ǫ on Ui. The Ui naturally arise as arbitrary
object, but on can replace them by their image on the terminal object and hence
assume that they are sub-object of the terminal object. Because ‖f‖ is zero at
infinity, the closed complement of the subterminal object on which ‖f‖ < ǫ2K is
compact, hence there exists a finite subset J ⊂ I such that the terminal object
is covered by the (Uj)j∈J and the subobject W on which ‖f‖ < ǫ2K . One can
then fix a λ0 such that for each λ > λ0, ‖aλ ◦ f − a ◦ f‖ < ǫ on Uj for all j ∈ J ,
and this also holds onW because ‖a◦f −aλ ◦f‖ 6 2K‖f‖ < ǫ. Hence ∀λ > λ0,
‖aλ ◦ f − a ◦ f‖∞ < ǫ which show as claimed above that aλ ◦ f → a ◦ f in HT C.
We can now conclude on the absolute compactness of f : Operators satisfying
the conditions of the proposition clearly form a closed two sided ideal of HT C.
Moreover if A ⊂ HT C(X) is a weakly dense hereditary sub-algebra, and f :
X → X satisfies the condition of the proposition, then for any approximate
unite aλ of A one has aλf → f hence f belong to the right ideals generated by
A and ff∗ ∈ A. As f∗ satisfies the same properties, f∗ is also in the right ideal
generated by A, hence f∗f and ff∗ are both in A which implies that f ∈ A as
A is hereditary. And this implies that those operators are absolutely compact
by the definition of absolute compactness.

We will also need the following lemma:
4.3.3. Lemma : Let T be a topos which is separated and locally decidable, then
it admit a generating family (Xi) of objects such that for each i there exists a
sub-object Ui of the terminal object of T such that Xi is over U and is finite
and decidable over U .
Proof :
69
The proof of this is essentially the same as the main theorem of [10]. Let L be
the localic reflection of T , we can see T as a topos over L, and internally in L, T
is hyperconnected by definition, separated because of proposition II.2.3 of [17]
and locally decidable because of lemma 5.1 of [10], hence one can apply theorem
4.6 of [10] to it and conclude that (internally) in L, T admit a generating family
of finite objects.
Let Y ′ ⊂ Y be a subobject of an object of T , and assume that any map from an
object X as described in the proposition (finite decidable over a sub-terminal
object) to Y factor into Y ′, in order to conclude we just have to show that
Y ′ = Y . We will first show that is true internally in L that any map from a
finite decidable object of T to Y factor into Y ′: indeed this is equivalent to the
fact that for any U object of L, for any map f : V → U in T which is fiberwise
finite and decidable any map from V to Y factor into Y ′ and this can be proved
by covering U by subterminal objects.
Hence, as it is internally true in L that T is generated by finite decidable object,
this proves that Y ′ = Y and concludes the proof. 
We can now prove our main theorem:
4.3.4. Theorem : Let T a topos such that:
• T is separated.
• T is locally decidable.
• The localic reflection of T is locally compact and completely regular23.
Let also C be a C∗-category (possibly non-small) over T then there exists a C∗-
category C⋊ T (in the topos of sets) well defined up to Morita equivalence such
that the category of Hilbert C-modules over T is equivalent to the category of
Hilbert C⋊ T -modules, i.e.:
HT C ≃ H(C⋊ T )
Moreover, C ⋊ T can be chosen canonically to the C∗-category KT C of Hilbert
C-modules over T and operators between them which satisfies the conditions of
proposition 4.3.2.
Proof :
By proposition 4.3.2, the category KT C as defined in the theorem form a two
sided ideal of HT C of absolutely compact operators, hence by theorem 3.5.3 it
is enough to show that KT C is generating, and hence by proposition 3.4.3 and
the fact that HT C satisfies (C1) (proposition 4.2.3) it is enough to show that
for every object H ∈ |HT C| the algebra KT C(H) is weakly dense in HT C(H),
and this will be done using the second criterion of proposition 4.2.3.
23Assuming the axiom of depend choice, the hypothesis completely regular can be removed
as it follows from locally compact and separated by the localic version of Urysohn’s lemma,
see [21] sections V.5, VII.2 and XIV.6.2 or [8] section 2.6 together with [12] C.3.2.10.
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So, let H be a Hilbert C-module over T , and let H ′ be a sub-module of H such
that any element of KT C(H) have its image included in H ′, and we need to
prove that H = H ′ in order to conclude. We will use the fact (lemma 4.3.3)
that T has a generating family of objects Xi such that for each i, Xi is finite
and decidable over a sub-terminal object. We fix one of these objects, and we
assume that one has a map from X to H (here we see H as an object over |C|,
so it means internally that for any x ∈ X one has an object cx ∈ |C| and an
element hx ∈ H(cx)) , we only need to prove that this map factor into H ′.
Because the localic reflection of T is locally compact and completely regular,
Ui admit a covering by sub-object Vj such that for each j one has a (closed)
compact sub-locale Kj of the localic reflection such that Vj ⊂ Kj ⊂ Ui and a
function fj from the localic reflection to the locale of complex number such that
fj is equal to 1 on Vj and has its support inside Kj .
We fix one of this Vj , and we will construct an endomorphism kj of H defined
as:
k(v) = fj
∑
x∈X
hx 〈hx, v〉
This is actually a definition by case: as Kj ⊂ Ui the terminal object admit a
covering by Ui and K
c
j the open complement of Kj, seeing those two subobjects
of the terminal object as proposition, one has internally Ui or K
c
j . Assuming
Kcj then fj = 0 hence k(v) = 0 is well defined, assuming Ui, then X is a finite
decidable set so it is legitimate to take a sum indexed byX , moreover if v ∈ H(c)
then 〈hx, v〉 is an element of C(c, cx) hence hx 〈hx, v〉 is an element ofH(c) hence
it is well defined, and when both Ui and K
c
j holds the two expressions agrees
so this indeed defined an endomorphism of H . This endomorphism is obviously
internally a finite rank (hence compact) bounded operator and as it is non-
zero only on a compact it is obviously globally bounded and with zero norm at
infinity, hence it is an element of KT C(H), hence it factor in H ′.
Assume (internally) Vj , hence fj = 1, X is a finite decidable object and k(v) =∑
x∈X hx 〈hx, v〉, k can be written as g.g∗ where g is the map from ⊕x∈XYcx to
H which send each component to H by multiplication by hx, the fact that gg
∗
factor into H ′ implies that g itself factor in H ′, hence that hx ∈ H ′. As such
Vj cover Ui it proves that for any x ∈ X , hx ∈ H ′, hence that the map from X
to H factor into H ′ and this concludes the proof.

4.3.5. Proposition : Assume that in the previous theorem, C is a small C∗-
category over T , then T ⋊ C can be chosen to be a small C∗-category.
Proof :
We will show that in this case the proof of the theorem 4.3.4 only use a set of
object in KT C, and not the whole category. Fix I an indexing of a set generators
(Xi) of T as in the previous proposition (withXi finite and decidable over Ui ⊂ 1
for each i), for each i ∈ I and each c : Xi → C one can construct a Hilbert C-
module Hi,c : if C is unital it has one generator for each x ∈ X and the scalar
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product is given by 〈ex, e′x〉 = 0 if x 6= x′ and 1c(x) if x = x′ (note that Xi is
always decidable), if C is non unital one can use instead one generator for each
x ∈ X and each endomorphism of c(x).
Then (assuming fj is real and positive, which is always possible) the operator k
which we used in the proof of 4.3.4 can be written as gg∗ where g is an operator
from a Hi,c to H : take g(ex) = (fj)
1/2hx and the same proof by cases as above
show that g is a well defined bounded operator (and globally bounded because
of compactness) and that gg∗ = k, hence the exact same proof as above show
that one can take C⋊ T to be the full subcategory of KT C on the object of the
form Hi,c and this is a small category.

Finally, one can also deduces that:
4.3.6. Theorem : Assume that the ground topos is boolean, or just that it
is true (internally in the ground topos) that every object admit a covering by
a decidable object. Then for any topos T which is separated, locally decidable
and whose localic reflection is locally compact and completely regular24, and any
C∗-algebra C over T there exists a C∗-algebra C⋊ T (in the ground topos) such
that there is an equivalence of category:
HT C ≃ H(C ⋊ T )
Moreover C⋊T (endowed with this equivalence) is unique up to unique25 Morita
equivalence, and is26 isomorphic to the algebra of endormophism which are in-
ternally compact and whose norm is zero at infinity of a Hilbert module over
T .
Proof :
Theorem 4.3.4 and proposition 4.3.5 show that one can find a small C∗-category
C such that HT C is equivalent to HC, hence if the set of objects of C can be
covered by a decidable object one can construct a Hilbert module over C as⊕
c∈C Y(c) and show that HC is equivalent to the category of Hilbert modules
over the algebra of C-compact operators of this module, hence this prove the
equivalence.
For any other C∗-algebra D satisfying this property there will be a canonical
equivalence of category betweenHD andH(C⋊T ) which hence induces a unique
morita equivalence between D and C⋊T . Finally, as it has been remarked above,
the category KC of C-compact operators is identified in the above equivalence
to the category KT C, but any C∗-algebra such that C such that HC ≃ HC turns
C into the algebra of compact operator of a Hilbert C-module (the modules
corresponding to C under the equivalence), hence an algebra of endomorphism
in KT C, i.e. the algebra of operator that are internally compact and whose
24Once again, this hypothesis is automatically true if one assume the axiom of dependant
choice in the ground topos.
25The Morita equivalence being it self unique up to unique isomorphism
26More precisely, any C∗-algebra giving such an equivalence will be.
72
norm tends to zero at infinity over some generating Hilbert C-module over T .

A Localic spectrum and positivity
The goal of this appendix is to introduce the notion of spectrum of an element
in a Banach algebra or a C∗-algebra, to prove that for C∗-algebras if x ∈ B ⊂ A
then the spectrum of x in A and B are the same and to deduce from this
the various properties of positive elements in a C∗-algebras. For a reader not
interested in constructive aspect or willing to put the strong C∗-inequality as in
proposition 2.2.5 or Corollary A.9 instead of the C∗-equality in the definition
of C∗-algebras, this appendix can be completely ignored.
It is very natural to expect that in constructive mathematics the correct notion
of spectrum of an element x in a C∗-algebra should be a sub-locale of the locale
C rather than a subset of C. Indeed the spectrum of a commutative algebra
is already known to be a locale rather than a topological space, and moreover
the locale of complex numbers is always locally compact (which will make our
spectrum compact) while the topological space of complex number is locally
compact only if it is homeomorphic to the locale of complex number, hence if
one defines spectrum as sets they are not going to be compact for their natural
topology in general.
Because we are going to work with localic spectrum it will be slightly more
natural to work with a localic Banach algebra as in [8]. But our result apply
all the same to an ordinary Banach algebra: indeed if A is an ordianry banach
algebra then its localic completion (see [8, 3.6]) is a localic Banach algebra whose
points are exactly the elements of A. We will denote both the ordinary algebra
and its localic completion by the same letter A.
Also, in this appendix all the algebras are assumed to be unital and the sub-
algebras to contains the unit. The case of non unital algebras will be briefly
mentioned at the very of the appendix, in A.13.
A.1. Proposition : Let A be a localic Banach algebra, let A× be the locale
corresponding to {(x, y) ∈ A2|yx = xy = 1}, and let i : A× → A be the map
which send (x, y) to x. Then i is an open inclusion.
This is a geometric formulation of the fact that the set of invertible is open, but
it also contain the fact that the inversion is continuous on the set of invertible
elements.
Proof :
The map from A× to A is a monomorphism, indeed in terms of generalised
elements, if one has (x, y) and (x, y′) in A× then y = y′xy = y′, hence (see [12,
Corollary C3.1.12]) it suffices to prove that this map is an open map.
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Let
A1/2 = {(x, y) ∈ A2|‖1− xy‖ < 1
2
; ‖1− yx‖ < 1
2
}
By continuity of the multiplication it is an open sub-locale of A2, moreover as
A is locally positive the map π2 : A×A→ A is open hence the first component
map A1/2 → A (send (x, y) to x) is an open morphism.
There is also a canonical inclusion map A× →֒ A1/2, we will construct a retrac-
tion A1/2 → A× of this map over A which will conclude the proof, for example
because once the retraction is constructed one can construct the direct image in
A of any open subset U ⊂ A× by first pulling it back to A1/2 and then taking
the direct image in A, hence the resulting sub-locale of A will be always open.
In order to construct this retraction, we will work internally in A1/2.
In A1/2 one dispose of a pair of elements (x, y) such that ‖1 − xy‖ < 1/2 and
‖1− yx‖ < 1/2.
Hence one can define an element c ∈ A by:
c =
∞∑
k=0
(1− xy)k
and one has (1− xy)c = c− 1, hence xyc = 1 hence defining u := yc one has an
element u ∈ A such that ux = 1, symmetrically one can construct an element
v ∈ A such that xv = 1 and hence v = uxv = u, hence one has constructed
internally in A1/2 an element u ∈ A such that xu = ux = 1, as this construction
does not depends on any choice it corresponds to a morphism A1/2 → A× which
send (x, y) to (x, u), and this is the retraction27 that we needed. 
A.2. Let A be a localic Banach algebra, and let a ∈ A be a point of A, we
define D(a) as the sub-locale of C defined by {λ ∈ C, (a− λ1) ∈ A×} which is
clearly an open sub-locale of C.
Definition : Let A be a localic Banach algebra, we define SpecA a to be the
closed complement of D(a).
Proposition : SpecA a is a compact sub-locale of C.
Proof :
SpecA a is closed by construction, and it is well known that closed bounded sub-
locale of C are compact so we just have to prove that Spec a is bounded, and
we will prove more precisely that for any rational number q such that ‖a‖ < q,
one has SpecA a ⊂ {|λ| 6 q}.
By taking the open complements, it is the same to show {|λ| > q} ⊂ D(a) and
this can be done on generalised elements by the usual power series argument: if
|λ| > q then the series:
−1
λ
∞∑
k=0
(a
λ
)k
27Indeed, if xy = 1 then c = 1 and u = y.
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converges and is an inverse for (a− λ.1) which proves the result.

A.3. Note that the construction of the spectrum is clearly geometric in the
sense that if f : E → T is a geometric morphism between two toposes, A is a
localic Banach algebra in T and a ∈ A is a point of A in T then f ♯(SpecA a) ≃
Specf♯A f
♯a.
This allows to explain how the notion of spectrum can be developed properly
for an arbitrary localic Banach algebra: one can define (by working internally
over the locale A) the spectrum for the “generic” element of a localic Banach
algebra which will be a proper separated map SpecA ∗ → A which factor into
a closed inclusion SpecA ∗ ⊂ C × A, and by geometricity of the spectrum, the
fiber over any point a of A is canonically isomorphic to SpecA a. This will not
be used in the present paper.
A.4. Proposition : Let A be a Banach algebra, and let a, b ∈ A then :
(Spec ab) ∪ {0} = (Spec ba) ∪ {0}.
Proof :
It is the same to prove that D(ab) ∩ C∗ = D(ba) ∩ C∗, and by symmetry it is
enough to prove that D(ab) ∩ C∗ ⊂ D(ba) and this can be done on generalised
element exactly as in the classical case: if λ is invertible and such that (λ −
ab) is invertible, then let r be the inverse of (λ − ab), and a simple algebraic
computation using abr = rab = λr − 1 show that λ−1(1 + bra) is a two sided
inverse of (λ− ba). 
A.5. Proposition : Let A be a C∗-algebra. If u ∈ A is a unitary element
(u∗u = uu∗ = 1) then the spectrum of u is included in the unit circle. If s ∈ A
is self adjoint (s∗ = s) the spectrum of s is included in the real line.
Proof :
Let u be a unitary element, one has‖u‖2 = ‖u∗u‖ = 1 hence the spectrum of
u is included in the unit disk. u−1 = u∗ is also unitary hence the spectrum of
u−1 is also included in the unit disk. Let a ∈ Spec u (a generalised element),
as u is invertible one has |a| > 0. Assume |a| < 1 then |1/a| > 1 hence 1a − u−1
is invertible, but (u − a)u−1 1a = 1a − u−1 hence (u − a) is invertible which is
impossible. Hence one has a > 1 and as we already know that a 6 1 this proves
the first part of the proposition.
Let s be a self-adjoint element. Then exp(is) defined using the exponential
power series is a unitary element by a formal computation, hence its spectrum
is included in the unit disk. Let λ be a complex number such that |Re(λ)| > 0,
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hence |exp(iλ)| <> 1 hence exp(is)−exp(iλ) is invertible. But a computation28
on series gives:
exp(is)− exp(iλ) = exp(iλ)(s− λ)
(
∞∑
k=0
ik+1(s− λ)k
(k + 1)!
)
Hence (s− λ) is invertible, i.e. λ ∈ D(s) which concludes the proof. 
A.6. Proposition : Let B ⊂ A be a localic Banach algebra with a localic
sub-algebra, and let a ∈ B any point (element) of B.
(a) B× is both open and closed in A× ∩B.
(b) DB(a) ⊂ DA(a) is also open and closed.
If moreover A is a C∗-algebra and B a sub-C∗-algebra, then:
(c) B× = A× ∩B.
(d) SpecB a = SpecA a.
Proof :
(a) B× is open in B hence it is also open in A× ∩B. But on the other hand,
B× is homeomorphic to the set of (b, b′) in B2 such that b′b = bb′ = 1
while A× ∩ B is homeomorphic to the set of (b, a) in B × A such that
ab = ba = 1, hence B× = (A× ∩B)∩ (B ×B) is clearly a closed subset of
(A× ∩B).
(b) This follows directly from the previous point and the fact that DA(a) and
DB(a) are pre-image of A
× and B× by the map λ 7→ a − λ which takes
values in B.
(c) On generalized elements: Let a be an element of B invertible in A. We
want to prove that a is invertible in B. It is enough to prove that a∗a is
invertible in B and a∗a is also invertible in A hence one can freely assume
that a is self adjoint. As a is invertible in A, 0 ∈ DA(a). moreover, as the
spectrum of a is included in the real line one can construct a continuous
path in DA(a) from 0 to some complex number z of absolute value bigger
than ‖a‖. As |z| is bigger than ‖a‖, z ∈ DB(a), but because DB(a) is open
and closed in DA(a) is has to contain the whole connected component of
z, in particular it contains 0 hence a is invertible in B.
(d) This follows directly from the previous point.

28Convergence questions are dealt with exactly as one will do in the classical case
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A.7. From this one easily deduce the following proposition:
Proposition : Let x be a normal29 element of a C∗-algebra A, then the C∗-
algebra generated by x is isomorphic to the algebra of complex valued continuous
function on Spec x, with x corresponding to the canonical map from Spec x to
C.
Proof :
Indeed, the C∗-algebra C generated by x is commutative because x is normal,
hence it is isomorphic to the algebra C(K) of continuous complex valued func-
tion on some compact locale K by the localic Gelfand duality. Through this
identification x corresponds to some function f on K. This function f : K → C
has to be an homeomorphism on its image because any function in the algebra
generated by f can be seen as a function on the image of f pre-composed by
f , hence functions on K and on the image of f are the same and as they are
both compact completely regular locale this implies that they are isomorphic.
Finally, if f is a function on some compact completely regular locale K, the
spectrum of f is clearly the image of K by f hence this concludes the proof. 
A.8. Proposition : Let x ∈ A be any element of a unital C∗-algebra. The
following conditions are equivalent:
(i) x = a∗a for some a ∈ A.
(ii) x = u2 for some u ∈ A such that u∗ = u.
(iii) x is normal and Spec x ⊂ R+
(iv) x is self-adjoint and ‖K − x‖ 6 K for any continuous number K > 12‖x‖.
(v) x is self-adjoint ‖K − x‖ 6 K for some continuous number K.
(vi) There is a commutative sub-C∗-algebra C(X) = C ⊂ A with X a compact
completely regular locale and x corresponds to a function on X with value
in positive real numbers.
Elements of A satisfying those conditions are called positive elements, the set of
positive element of A is denoted by A+ and satisfies:
(a) If x ∈ A+ and λ ∈ R+ then λx ∈ A+
(b) If x, y ∈ A+ then x+ y ∈ A+.
(c) If x ∈ A+ and −x ∈ A+ then x = 0.
29This means xx∗ = x∗x.
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Proof :
The proof will go as follow: we will prove that all the conditions from (ii) to (v)
are each equivalent to (vi), then we will prove properties (a), (b) and (c) and
then we will prove that (i) is equivalent to the other properties.
The key results here is of course proposition A.6 which show that the spectrum
computed in A or C are the same. From this, one can see that properties (vi)
clearly implies all the other, because all these properties holds for a positive
function in the algebra of continuous functions. Conversely, assuming (ii) one
can take C to be the algebra generated by u, and assuming any of the proposition
(iii) to (v) one can take C to be the algebra generated by x, and x clearly has
to identify with a positive function under any of these assumptions.
The properties (a) and (c) follow easily from characterization (iii) of positivity,
and (b) follow from characterization (v): if ‖K − x‖ 6 K and ‖K ′ − y‖ 6 K ′
then ‖K +K ′ − (x+ y)‖ 6 ‖K − x‖+ ‖K ′ − y‖ 6 K +K ′.
Property (ii) clearly implies (i) hence all we have to do is to prove that a∗a is
positive for any a ∈ A, and we have now all the element to apply the argument
of [5, 1.6.4]:
As a∗a is self-adjoint one can use functional calculus to decompose it into a∗a =
u2 − v2 with u and v self-adjoint such that uv = vu = 0. Then (av)∗(av) =
va∗av = vu2v − v4 = −v4 ∈ −A+. Writing av = s+ it with s and t self-adjoint
one has:
(av)(av)∗ = −(av)∗(av) + (s− it)(s+ it) + (s+ it)(s− it) = v4 + 2s2 + 2t2
Hence (av)(av)∗ is positive because of (a) and (b). Now (av)(av)∗ and (av)∗(av)
have the same spectrum (up to adding zero) by proposition A.4 hence (av)∗(av)
is also positive (by (iii)) and hence −v4 = 0 by (c) so that v = 0 and a∗a = u2
which concludes the proof.

A.9. All the classical properties of positivity in a C∗-algebra can then be de-
duced from those stated in A.8 and from the Gelfand duality. For example, if
A is a C∗-algebra then let As be the subset of self-adjoint element of A, As
admit an order relation: x 6 y if y−x ∈ A+. If x is a positive element, then by
working in the commutative C∗-algebra generated by x one can see that for any
continuous real number r one has x 6 r if and only if ‖x‖ 6 r and in particular
if x 6 y then ‖x‖ 6 ‖y‖. And finally one has:
Corollary : Any C∗-algebra A satisfies the strong C∗-inequality: for all x, y ∈
A one has:
‖x‖2 6 ‖x∗x+ y∗y‖
indeed ‖x‖2 = ‖x∗x‖ 6 ‖x∗x+ y∗y‖.
A.10. Definition : Let a ∈ A be an element of a unital Banach algebra,
we denote by ρ(a) or ρA(a) the spectral radius of a which is the upper semi-
continuous real number defined by:
ρA(a) < q ⇔ SpecA a ⊂ {|λ| < q}
The fact that ρA(a) defined this way is indeed a upper semi-continuous real
number follows easily from the compactness of Spec a. Moreover the proof of
A.2 also show that ρ(a) 6 ‖a‖.
A.11. Proposition : If a is a normal element of a C∗-algebra A then ρ(a) =
‖a‖ and for any two elements a, b ∈ A one has ρ(ab) = ρ(ba).
In particular the norm of any element can be computed in term of spectral
radius: ‖x‖ = ρ(x∗x)1/2.
Proof :
If a is normal then the sub-C∗-algebra generated by a is isomorphic to the
algebra of functions over the spectrum of a with a the canonical map to C,
hence ‖a‖ < q if and only if ρ(a) < q. The second part is clear from proposition
A.4. 
A.12. Corollary : Let f : A→ B be any morphism of C∗-algebra then for any
element a ∈ A one has:
Spec f(a) ⊂ Spec a
ρ(f(a)) 6 ρ(a)
‖f(a)‖ 6 ‖a‖
Moreover, when f is injective, all three are equalities.
Proof :
In terms of generalized points: if λ ∈ Spec f(a) then f(a)− λ is non-invertible,
hence a − λ is also non invertible: indeed, if it was then the image by f of its
inverse would be an inverse for f(a) − λ. This easily implies the relation on
ρ and the final relation follow from the fact that ‖a‖ = ‖a∗a‖1/2 = ρ(a∗a)1/2.
If f is injective then proposition A.6 already says that the first inclusion is an
equality and the two other equality follows. 
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A.13. All the results of this section can be adapted to the non-unital case by
considering the unitarisation process A 7→ A+ explained in [7]. There is only
one subtleties (that is also present in classical mathematics but easier to ignore
in this case):
Proposition : If A is a unital C∗-algebra, and a ∈ A, then SpecA+ (a) =
SpecA (a) ∪ {0}.
In classical mathematics it is not really important because a C∗-algebra is either
unital or non unital and we don’t need to unitarize it in the first case, so the
only consequence of this is that in the case of non-unital inclusion B ⊂ A of
C∗-algebra SpecA and SpecB only coincident when we add zero to them. In
constructive mathematics it is a bit more problematic because when we have a
general C∗-algebra we cannot treat it differently depending on if it is unital or
not. For all the results that does not explicitly mention the spectrum (like all the
results about positivity) this is irrelevant, and for the other possible tricks would
be to use the multiplier algebra instead of A+, to use a modified construction
of A+ so that if A is unital then A = A+ or to consider two different notions of
spectrum: one that always contains zero and one that is only defined for unital
algebras. As me will not make any mention of the spectrum of an element in
the present paper (outside this appendix) this question will be irrelevant.
We will conclude this appendix by a very classical results on approximate units
in C∗-algebras.
A.14. Lemma : Let A be a unital C∗-algebra, a, b ∈ A+ invertible, then:
• a 6 1 if and only if 1 6 a−1
• If a 6 b then b−1 6 a−1
• x 7→ (1 − x)−1 − 1 induce an order preserving bijection from the set of
x ∈ A+ such that ‖x‖ < 1 and A+.
Proof :
From the first point of proposition A.8, one easily see that if x is positive than
for any y, y∗xy is positive, hence by definition of the order relation if a 6 b
then y∗ay 6 y∗by for any y. This gives in particular: if a 6 1 then a
−1
2 aa
−1
2 6
a
−1
2 a
−1
2 hence 1 6 a−1, and similarly in the other direction, moreover if a 6 b
then 1 6 a
−1
2 ba
−1
2 hence by the first point, a
1
2 b−1a
1
2 6 1 and by multiplying
by a
−1
2 on each side one more time one gets that b−1 6 a−1 which conclude the
proof of the first two points. For the third point, if x is positive and ‖x‖ < 1 it
means that there exists 0 < q < 1 a rational number such that 0 6 x 6 q, hence
1 − q 6 1 − x 6 1 and hence (working in the commutative algebra generated
by x and 1) one has that 1 − x is invertible hence (1 − x)−1 − 1 indeed exists.
Moreover, if x 6 y then:
1− x > 1− y
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(1− x)−1 6 (1 − y)−1
(1− x)−1 − 1 6 (1 − y)−1 − 1
Hence this map is order preserving and has zero is sent to 0 it takes values in A+.
Finally, it is a bijection because y 7→ 1− (y + 1)−1 is an inverse (and if y ∈ A+
then y+1 is always invertible, and if y 6 K then 1−(y+1)−1 6 1−(K+1)−1 < 1.

A.15. Proposition : Let A be a (possibly non-unital) C∗-algebra. Then the
set ΛA = {x ∈ A+, ‖x‖ < 1} ordered with the ordering of A+ is directed and for
all x ∈ A,
lim
λ∈ΛA
λx = lim
λ∈ΛA
xλ = x
Where the limit is taken in the sense of limit of a net.
Note that a net with those properties is generally called an approximate unit.
Such nets does not always exist for Banach algebras.
Proof :
When A is unital the fact that ΛA is directed follow from the last point of the
previous lemma which shows that it is in order preserving bijection with A+
which is clearly directed: for any a, b ∈ A+, a, b 6 a+ b. In the general case one
can take A˜ be some unital algebra in which A is a two-sidded ideal (so A˜ can
be either the unitarization defined in [7] or the multiplier algebra defined in the
present paper) and observe that this bijection preserves any two sided ideal of
A (as it is defined by continuous functional calculus with respect to a function
that send 0 to 0, see lemma 2.3.2(2) ), hence the same argument applies.
For the limit, let x ∈ A, we will first prove that x∗λx converge to x∗x. let
K be a rational number such that ‖x‖ < K, then by lemma 2.3.2(3) one has
that the sequences x∗(x∗x/K2)1/nx converge to x∗x, moreover the sequence
(x∗x/K2)1/n is a subsequence of the net ΛA, so we at least have converging
subsequence. Moreover if a 6 b 6 1 and if ‖x∗x−x∗ax‖ < q then ‖x∗x−x∗bx‖ <
q.
Indeed, 0 6 x∗(1− b)x 6 x∗(1− a)x hence ‖x∗(1− b)x‖ 6 ‖x∗(1− a)x‖ so this
proves the convergence of x∗λx.
For the case of λx:
‖(1− λ)x‖2 = ‖x∗(1 − λ)2x‖ 6 ‖x∗(1 − λ)x‖
where the last inequality is just the fact that as 0 6 1−λ 6 1 one has (1−λ)2 6
1− λ.

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B Foundation: Heyting pretopos and class of
small maps
As mentioned in the introduction the general framework of this paper is the
internal logic of a Heyting pretopos with a natural number object and a class of
small maps satisfying all the additional axioms (S3), (S4) and (S5) of [14]. In
this section we will recall the definition and theses axioms, detail a little what it
mean in terms of the internal logic and explain what are the intended examples
of such categories.
A Heyting pretopos with a natural number object is essentially a category in
which one can interpret first order intuitionist logic and which has an object N
of natural number. For the concrete definition we refer the reader either to the
appendix B of [14] or to [12, A1.4] for a more systematic introduction. For the
definition of a natural number object we refer to [12, A2.5].
We recall from chapter I§1 of [14]:
B.1. Definition : Let C be a Heyting pretopos, a class S of map of C is called
a class of open maps if it satisfies the following axioms:
(A1) Any isomorphism belongs to S and S is closed under composition.
(A2) (Stability) S is stable under pullback.
(A3) (Descent) If the pullback of f along an epimorphism is in S then f is in
S.
(A4) The maps ∅ → ∗ from the initial object to the terminal object and the map
∗∐ ∗ → ∗ are in S.
(A5) (Sums) If f : X → Y and f ′ : X ′ → Y ′ are both in S then f∐ g′ :
X
∐
X ′ → Y ∐Y ′ is in S.
(A6) (Quotient) If p is an epimorphism and f ◦ p ∈ S then f ∈ S.
(A7) (Collection axiom) For any two arrow p : Y ։ X and f : X → A with p
an epimorphism and f ∈ S then there exists a square:
Z Y X
B A
g
p
f
h
Such that g ∈ S, h is an epimorphism and the canonical map Z → B×AX
is an epimorphism.
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It is said to be a class of small maps if it satisfies the following additional axioms:
(S1) (Exponentiability Axiom) If f : Y → X is in S then Y is exponentiable30
in C/X.
(S2) (Representability axiom) There exists a map π : E → U in S which is
universal in the following sense: for any map f : Y → X ∈ S there exists
a diagram:
Y Y ′ E
X X ′ U
f f ′ π
p
c
in which p is an epimorphism and the two square are pullback square.
(S3) (Power-Set) For every X ∈ C the category S/X of arrows Y → X which
are in S is an elementary topos31.
(S4) (Separation Axiom) Every monomorphism is in S.
(S5) ( Infinity) The map N → ∗ ∈ S where N is the natural number object of
C.
Arrows in S are called small maps, and objects whose unique map to ∗ is in S
are called small objects.
We will now discuss these axioms from the perspective of internal logic. First
of all an Heyting pretopos is essentially a category where one can interpret
first order logic, but that might not have a sub-object classifier, power sets or
functions sets. Axioms (A2), (A3) (and partly (S2)) ensure that the notions of
small map and small object can be discussed internally (see [14, I.1.6]), and that
internally a map f : Y → X is small if and only if internally ∀x ∈ X, f−1{x} is
small.
Internally we will call “class” the object of C. Axiom (S1) ensure that if if X is
a small class and Y a class then there is a class of functions from X to Y , if Y
is small then (using (S3)) we can prove that this class of function is itself small.
Axiom (S2) gives us a “weak universe”. The class U is “morally” the class of
all small class, and E is the class of pair (u ∈ U, x ∈ u). This only works up to
the point that it would not make sense to says that any small class is equal to
a small class of the form Eu = {e ∈ E|π(e) = u} for u ∈ U because equality of
small class does not make sense internally.
30An object A ∈ C is said to be exponentiable if for any B ∈ |C| there exists an object
[A,B] satisfying the universal property C(X, [A,B]) ≃ C(X × A,B).
31It is proved in [14, I.§3] that if Y ∈ C/X there is an object Ps(Y ) of C/X which classifies
sub-objects of Y which are in S/X, hence this axiom can be stated as if Y ∈ S/X then
Ps(Y ) ∈ S/X.
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Internally, we will call “set” the elements of U , and identifies them with the
corresponding small class “Ex”, this way U is indeed the class of all sets by
definition and a small class is a class which is internally in bijection with a set.
This choice of terminology has some drawback and may seem unnatural from
the perspective of categorical logic, but this seems to be the only32 way to be
able to talk of the class of all sets, or to quantify over sets latter.
B.2. Axiom (A1) tell us that ∗ is small and that a (disjoint) union of small sets
indexed by a small set is again small, axiom (A4) that the empty set and the
two element set are both small (together with (A1) this show that the cardinal
finite class {1, . . . ..., n} are small).
Axioms (A2), (A3), (A5) are tautological when stated in term of the internal
logic, but (A2) and (A3) where of course required to show that the notion
“small” makes sense internally, and it appears that (A5) follows from (A2), (A3)
and (S2).
Axioms (A6) say that if a class can be covered by a small class then it is small
hence one can for example deduce that the Kuratowski33 finite class are small.
B.3. Axiom (S4) says that a subclass of a small class is small. It corresponds to
the “separation axiom” of set theory only if you consider that a class is exactly
something that can be defined by a predicate. Axiom (S5) just say that the
“class of natural number” is small, hence corresponds to the ordinary axiom of
infinity.
B.4. Axiom (S3) is probably the more subtle. Given a class X , one can (using
the universe U granted to us by the representability axiom) construct the class
of all small set endowed with an injection to X , and then construct its quotient
by the relation “equality of image”,this gives the class of all small subclass of
X , this is the object Ps(X) mentioned in footnote 31 above. Axiom (S3) assert
that when X is small this class is small, hence for any set X one has a set (a
small class in fact) of subset of X , making the category of sets an elementary
topos, hence allowing to use full impredicative Higher order logic for sets.
B.5. Finally, there is the collection axiom (A7), internally it corresponds to: if
p : V ։ X is a surjection with V a class and X a small class then there exists a
set Y and a map from f : Y → V such that p ◦ f : Y → X is already surjective.
The only places in the present paper where this axiom is used in an essential
way is in proposition 2.4.2 and its corollary 2.4.3.
32One could also simplify this distinction by introducing a variant the univalence axiom for
our universe but this would force us to use higher categories instead of ordinary categories as
the universe would be a groupoid.
33See [12, D5.4], only the equivalent definition involving the natural number object makes
sense here.
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B.6. We conclude this appendix by providing examples of such categories. The
first example is any model of Neumann-Bernays-Go¨del34 set theory. Given such
a model, the category of all class, with S the family of map between class whose
fiber are sets, satisfies all of the above axioms. This is probably the simplest
way to obtain such an example as a model of (NBG) can be constructed out
of any model of (ZF ) (essentially by defining the class as being the definable
predicate). In this case C itself is not an elementary topos (or at least does not
have to be one), nor even a cartesian closed category, so it is not possible to
talk about the class of all functions between two class.
Similarly, from a model of (ZFC) with an inaccessible cardinal κ one can also
construct such an example by taking C to be the category of all sets and S
the class of map whose fiber have cardinality smaller than κ (and U will be
the set all subsets of some representative of κ). In this case C itself is a topos
and one can speak about the class of all subclass of a given class or the class
of functions between two class internally, but it require stronger set theoretic
foundation than the previous example (the existence of an inaccessible cardinal
being unprovable in (ZFC)). A Grothendieck universe would do exactly the
same.
Of course if these where the only models in which we are interested in then this
categorical framework and avoiding the law of excluded middle and the axiom
of choice every where would have been useless. What we are interested in are
sheaves models:
B.7. Assume we are working internally in such a category C satisfying all the
axioms (so for example either a model of (NBG) or a model of (ZFC) with
an inaccessible cardinal). Let (C, J) be a small site, and take C′ to be the
(meta)category of class valued sheaves over (C, J) and S ′ be the class of all
map f in C′ such that for each c ∈ C, fc is a small map.
Then this satisfies all the axiom (A1 − 7) and (S1 − 5) (one need (C, J) to be
small only for the power set axiom (S3)) this is explained in [14, IV.3] in the
case where the ground model is a model of (ZFC) with an inaccessible cardinal
but it works all the same in the general framework.
The category of small class is (equivalent to) the ordinary category of set valued
sheaves on our site and class are class valued sheaves. This is the key example
that we have in mind throughout all the paper.
B.8. Let us also briefly mention that there is a “realizability” model discussed in
[14, IV.4], showing that theorems proved in this framework have a computational
content.
34 Abbreviated as (NBG). It is an axiomatization of a theory of class and sets with axioms
very similar to our framework and which is a conservative extension of (ZF ), i.e. a statement
in the language of (ZF ) can be proved in (ZF ) if and only if it can be proved in (NBG).
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