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a b s t r a c t
Certain behavioral properties of distributed systems are difficult to express in interleaving
semantics, whereas they are naturally expressed in terms of partial orders of events or,
equivalently, Mazurkiewicz traces. Two examples of such properties are serializability of
a database and global snapshots of concurrent systems. Recently, a modest extension for
LTL by an operator that expresses snapshots, has been proposed. It combines the ease of
linear (interleaving) specification with this useful partial order concept. The new construct
allows one to assert that a global snapshot appeared in the past, perhaps not in the observed
execution sequence, but possibly in an equivalent one.
Originally, a model checking algorithm for this logic that is exponential space in the
size of the system was suggested. In this paper, we provide a model checking algorithm
that is in polynomial space in the size of the system. Our construction can also serve as an
efficient (polynomial) algorithm for detecting conjunctive properties (i.e., conjunction of
local process properties) in a concurrent history of execution.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
Automatic verification of concurrent systems is highly challenging. The exponential growth of the state space with the
number of processes makes the problem intractable, as well as all the more challenging. Except for the intractability issue,
one needs also to consider expressiveness, i.e., the ability to formulate the desired properties of the verified system. These
two issues are not independent, as increasing the expressiveness may also increase complexity. The goal is therefore to find
a formalism that can express common and useful specifications in a compact way, while still having a relatively efficient
decision procedure.
Traditionally, concurrent systems aremodeled using interleaving semantics, where occurrences of actions from different
processes appear in either order in different execution sequences. Intuitively, sequences that differ only in the relative order
of such occurrences can be considered as two representations of the same behavior. The interleavingmodel is rather simple,
and as such enjoys the benefit of using powerful mathematical tools for verification, e.g., based on finite automata [13].
However, this model does not make any use of this observation. The partial order model has been extensively studied
within concurrency theory. It offers amore intuitive view than the interleaving semantics, as concurrent occurrences appear
unordered, rather than one after another. However, formalisms that are based on that model and include global states have
turned out to have highly intractable computational complexity in the size of the formula. For example, model checking the
until-free version of ISTL [9] is in EXPSPACE-complete [1,12], while it is undecidable for the full ISTL, and the complexity of
LTrL [12] is non-elementary.
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This situation promoted a debate about the practicality of using the partial ordermodel in automatic verification. Practice
shows that using the interleaving model for concurrency is sufficient in most cases. On the other hand, there are some cases
where it is highly beneficial to exploit the connection between the interleaving and partial order models. In particular, one
can consider all the linearizations (completions into total orders) of a partial order as equivalent; indistinguishable from
one another for an observer that does not have a global clock, hence cannot compare simultaneously local states at multiple
processes. Although not very common, such a distinction is made in some concurrent algorithms. One example of this is
the calculation of global snapshots [2], i.e., a distributed global state of the system. Such a snapshot may not appear as a
global state on an interleaving sequence with which it is associated, but rather on an equivalent one. Another example is
database serializability, where transactions are designed to appear one after another in at least one representative out of
every equivalence class of sequences.
The challenge here is therefore to design a specification formalism that allows using the traditional interleaving view, yet
permits expressing some useful partial order aspects. Moreover, wewould like to keep the complexity as low as possible. As
learned from thehigh complexity of the temporal logics ISTL and LTrL,which allowexpressing properties of global states over
partial order semantics, we aim at a modest extension. We follow [6], where the logic LTL was expanded with the snapshot
operator [q], where q is a propositional formula. The new operator asserts that a global snapshot satisfying q appeared in
the past on some interleaving sequence equivalent to the current one. This logic was titled in [6] SLTL, for Snapshot Linear
Temporal Logic.
Amodel checking algorithm for SLTLwas given in [6]. The complexity of this algorithmwas rather high. Let S be a system
with a set of actions Ω and an SLTL property ϕ. The size |S| of S represents the number of memory bits of the modeled
program (for software) or Boolean circuit (for hardware) S. Accordingly, the set of states of S is bounded by O(2|S|). The
space complexity of the algorithm in [6] is polynomial in 2|S|+|Ω|+|ϕ|. For comparison, model checking for LTL can be done
in space complexity polynomial in |S| + |ϕ|. The number of states can then grow exponentially in the size of the system.
This is a standard conservative complexity measurement, since measuring the system by the number of states would have
given lower complexity classes.
In this paper we provide a more efficient algorithm tailored for synchronous communication systems, in the style of
CSP [7]. This means that each action is either local to one process or synchronously involving multiple (typically pairs
of) processes. Moreover, we restrict specifying snapshots to using Boolean combinations of propositional assertions, each
expressing properties of local states. For example, we do not allow a proposition q that asserts that the sum of a variable x
of process p1 and y of process p2 in a snapshot is even. Instead, we may use a proposition q1 representing that x is even and
a proposition q2 representing that y is even, and replace q by ((q1 ∧ q2) ∨ (¬q1 ∧ ¬q2)).
Under these definitions, we give a newmodel checking algorithm for SLTLwith space complexity polynomial in |S|+2|ϕ|.
The substantial improvement over previous work is that the current algorithm is polynomial in terms of the system
description, which is typically the dominant part of the input. Moreover, the exponential space complexity in the formula
appears only when the checked property includes occurrences of the snapshot operator [q] where q is not in Disjunctive
Normal Form (DNF). When restricting occurrences inside the snapshot operator to formulas in DNF (see for motivation, e.g.,
the conjunctive properties in [3], which are essentially conjunctions of local properties), the space complexity is polynomial
in |S|+|ϕ|. Thus, for this restricted version of SLTL, model checking is in PSPACE complete, same as LTLmodel checking (the
lower bound that for LTL applies here as well). This makes model checking based on partial order semantics with snapshots
practical, as opposed to the high complexity of using previous such temporal logics.
Our construction introduces freeze automata, which are capable of determining the first state in the computation
where some global snapshot from an equivalent execution are subsumed (i.e., have occurred). Besides the model checking
application, this construction can also be used to check whether a snapshot satisfying some conjunction of local process
properties has occurred on an execution equivalent to a given history (or equivalently, in the partial order execution that
includes the given history).
The paper is structured as follows. In Section 2 we formalize communicating sequential processes as a model of
concurrent systems. In Section 3 we recall SLTL. In Section 4 we provide, for comparison with the current algorithm, a
short presentation of the algorithm presented in [6]. In Section 5 we present the new model checking algorithm, prove its
correctness and analyze its complexity. Conclusions appear in Section 6.
2. Preliminaries
2.1. Communicating processes
We first give a simple model of communicating processes.
Definition 1. A system of communicating sequential processes is a structure S with the following components:
(1) Proc is a finite set of processes.
(2) Ωx is a finite alphabet of actions for every x ∈ Proc .
(3) Px is a finite set of local properties for every x ∈ Proc , such that Px ∩ Py = ∅ for x 6= y.
(4) Sx is a finite set of local states of the process x, for every x ∈ Proc .
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(5) s0x ∈ Sx is the initial state for x ∈ Proc .
(6) λx : Sx −→ 2Px , for x ∈ Proc , is an evaluation function of local properties
(7) δx : Sx ×Ωx −→ Sx for x ∈ Proc , is the partial deterministic transition function. The functions δx are partial in the sense
that δx(sx, a) does not have to be defined. If it is defined, we say that a is enabled from sx, otherwise, a is disabled.
Denote proc(a) = {x|a ∈ Ωx}, and extend it to proc(a0a1 . . . an−1) = proc(a0) ∪ proc(a1) ∪ · · · ∪ proc(an−1).
The transition system for S is a structure TS with the following components:
(1) Ω =⋃x∈Proc Ωx is the global alphabet of actions.
(2) P =⋃x∈Proc Px is the set of all the local properties.
(3) S =∏x∈Proc Sx is the set of global states, obtained as the Cartesian product of the local sets of states.
(4) s0 = Πx∈Proc(s0x) is the global initial state.
(5) λ : S −→ 2P such that for a global state s = Πx∈Proc(sx) (this denotes that s includes a local state per each process in
Proc), λ(s) =⋃x∈Proc λ(sx).
(6) δ : S × Ω −→ S is the global transition relation. Let s = Πx∈Proc(sx). An action a ∈ Ω is enabled from s when for each
x ∈ proc(a), δx(sx, a) is defined (i.e., a is enabled from sx). In this case δ(s, a) = Πx∈Proc(tx), where
(a) if a /∈ Ωx then tx = sx (non participating processes do not change state),
(b) otherwise, tx = δx(sx, a).
Note that we do not require the local alphabets to be disjoint; actions common to several processes can be used to model
handshake (synchronous) communication between the involved processes.
For convenience, we inductively extend the transition function δ to words: δ(s, ε) = s, where ε is the empty word, and
δ(s, ua) = δ(δ(s, u), a).
For simplicity, we assume only infinite executions, i.e., every state s ∈ S there exists some a ∈ Ω and s′ ∈ S such that
δ(s, a) = s′. This can be achieved by extending the model by adding a new action τ to Ω such that τ is common to all the
processes, and is enabled exactly in global states s where no other action ofΩ is enabled, leading back to the same state s.
Note that the execution of τ is possible only from deadlock states. Alternatively, we could have handled finite and infinite
executions separately. As usual, we denote the finite and infinite set of sequences overΩ , asΩ∗ andΩω , respectively.
Definition 2. An execution of S is an infinite sequence v ∈ Ωω such that v = a0a1a2 . . . and there exists a corresponding
infinite sequence of states from S, g0g1g2 . . . , such that
(1) g0 = s0, i.e., the sequence starts with the initial state of S.
(2) gi+1 = δ(gi, ai), for i ≥ 0.
Note that if a sequence of states g0g1g2 . . . , as defined above, exists for a corresponding finite or infinite sequence of actions
v, then it is uniquely defined. Without confusion with the notion of an execution (which is defined here as an infinite
sequence), we will say that the state t = δ(s, v) is obtained from the state s by executing the (finite) sequence v.
2.2. Trace equivalence
Definition 3. The irreflexive and symmetric independence relation I ⊆ Ω ×Ω satisfies that aIb iff proc(a) ∩ proc(b) = ∅.
That is, two actions are independent if they involve disjoint sets of processes. Intuitively, this notion of independence
between a pair of actions means that these actions can be executed concurrently, with the order of execution between
them unimportant or even unobservable (but, on the other hand, there is no requirement that they have to overlap or even
partially overlap in time).
Definition 4. For two words u, v ∈ Ω∗, we write u 1≡ v if there exist words w1, w2 and actions a, b such that aIb,
u = w1abw2 and v = w1baw2, i. e., if u is obtained from v by exchanging the order of two adjacent independent actions.
Definition 5. Let≡ be the reflexive and transitive closure of the relation 1≡.
We say that u and v are trace equivalent [8] over (Ω, I) if u ≡ v. That is, u is trace equivalent to v if u can be obtained
from v by repeatedly commuting adjacent independent actions. By simple induction, if u and v are trace equivalent, then
δ(s, u) = δ(s, v).
Denote by u ≺ v the fact that u is a finite prefix of v. We define now infinite traces (see, e.g., [4]).
Definition 6. The limit extension ≡lim ⊆ Ωω × Ωω of the equivalence relation ≡ ⊆ Ω∗ × Ω∗ satisfies that w1 ≡lim w2 if
and only if
• for every u ∈ Ω? such that u ≺ w1 there exist v, u′ ∈ Ω? such that v ≺ w2 and u u′ ≡ v, and
• for every v ∈ Ω? such that v ≺ w2 there exist u, v′ ∈ Ω? such that u ≺ w1 and v v′ ≡ u.
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Two infinite words w1 and w2 are said to be trace equivalent if w1 ≡lim w2. We henceforth denote trace equivalence
for both finite and infinite words by using ≡. A trace is then defined to be such an equivalence class. We sometimes
denote a trace by writing a representative of the equivalence class in square brackets, e.g., when aIb, aIc and ¬bIc , then
[abac] = {baac, abac, aabc, baca, abca, bcaa}.
Definition 7. A trace [u] subsumes [v], denoted [v] v [u], if there exists some word v′ such that vv′ ≡ u.
Trace theory [8,4] shows that subsumption is well defined, i.e., if [v] v [u], v ≡ v′ and u ≡ u′, then [v′] v [u′].
Note that for [u] to subsume [v], u can be finite or infinite, and v is either finite or (because of the reflexivity of⊆) satisfies
v ≡ u. We will also say that s subsumes r if there exists some word u such that s = δ(s0, u) and some word v such that
r = δ(s0, v) and [v] v [u]. Note that we allow the situation where s and r are, in addition, also resulted from executing
some words u′ and v′, respectively (i.e., it also holds that s = δ(s0, u′), r = δ(s0, v′)), where [u′] does not subsume [v′].
Definition 8. We define trace concatenation [v][v′] as [vv′] (i.e., the trace equivalence class that includes the word
concatenation vv′).
Trace theory [8,4] shows that concatenation is well defined, i.e., if v ≡ w and v′ ≡ w′ then [vv′] = [v][v′] = [w][w′] =
[ww′].
Definition 9. Let u ∈ Ωω be an execution of a transition system. Then a snapshot of u is any global state s such that there
exists v ∈ Ω∗ such that [v] v [u] and s = δ(s0, v).
Thus, a snapshot of an execution u is a global state obtained by executing some prefix of an execution that is trace-equivalent
to v.
3. Snapshot Linear Temporal Logic
We recall the definition of Snapshot Linear Temporal Logic (SLTL) as an extension of LTL with a construct for dealing with
snapshots [6].
Let P be the finite set of local properties of a system of communicating sequential processes. Let Bool(P) be the set of
Boolean combinations with propositions over P . Then the syntax of SLTL is as follows:
ϕ ::= ¬ϕ | (ϕ ∨ ϕ) | (ϕ→ ϕ) | (ϕ ↔ ϕ) | (ϕ ∧ ϕ) | © ϕ | 2ϕ | 3ϕ | (ϕUϕ) | q | [q]
where q ∈ Bool(P). The snapshot operator ‘[ ]’, which is the only addition over LTL, is applied only to a Boolean expression
of local propositions, never to a formula with modalities. Note that we use square brackets in this paper for two different
(although related) notions: for trace equivalence classes, as in the previous section, and in the SLTL logic to denote that a
Boolean combination holds in a subsumed snapshot.
The labeling of a state s, λ(s) can be seen as a propositional logic truth assignment. Hence, we write λ(s) |= q to denote
that the Boolean expression q holds under the labeling of s. The semantic interpretation of SLTL with respect to a system S
is defined first over executions of S. We denote (u, v) |= ϕ, for an SLTL formula ϕ, where u ∈ Ω? and v ∈ Ωω , such that uv
is an execution of S.
• (u, v) |= q iff λ(δ(s0, u)) |= q.• (u, v) |= ©ϕ iff for a ∈ Ω , v′ ∈ Ωω such that v = av′ it holds that (ua, v′) |= ϕ.
• (u, v) |= (ϕUψ) iff there exist w ∈ Ω∗ v′ ∈ Ωω , where v = wv′, such that (uw, v′) |= ψ and, if w is nonempty, then
for any decompositionw = w1w2 wherew2 is nonempty, (uw1, w2v′) |= ϕ.• (u, v) |= ¬ϕ iff it is not the case that (u, v) |= ϕ.
• (u, v) |= (ϕ ∨ ψ) iff either (u, v) |= ϕ or (u, v) |= ψ .
• (u, v) |= [q] iff there exist sequences u1, u2 ∈ Ω? such that u ≡ u1u2 and (u1, u2v) |= q.
Devoid of the new snapshot operator, the SLTL syntax and semantics over an execution is the same as for LTL. It is defined
recursively over the structure of the formula, where it depends on the suffixes of the execution. The interpretation of the
LTL subformulas depends, indirectly, not only on the execution uv, but also on the unique sequence of states g0g1g2 . . .
corresponding to uv. Thus, in particular, if the length |u| of u is k ≥ 0, then for a proposition p, (u, v) |= p iff λ(gk) |= p.
Similarly, (u, v) |= ©p iff λ(gk+1) |= p.
The only difference from LTL syntax and semantics is in introducing the snapshot operator [q]. According to the semantic
definition, (u, v) |= [q] if we can find a sequence u1u2 equivalent to u, where (u1, u2v) |= q. Then u1u2v is also an execution
of S, which has a corresponding sequence of states g ′0g
′
1g
′
2 . . .. In particular, if |u1| = j then (u, v) |= [q] if λ(g ′j ) |= q. In this
way, as required, the semantic interpretation of the snapshot operator can depend on states (i.e., snapshots) of a different
execution, equivalent to uv.
For the rest of the temporal operators, their semantics is implied by the following equivalences: (ϕ ∧ ψ) = ¬((¬ϕ) ∨
(¬ψ)), (ϕ → ψ) = (¬ϕ ∨ ψ), (ϕ ↔ ψ) = ((ϕ → ψ) ∧ (ψ → ϕ)), true = (p ∨ ¬p), false = (p ∧ ¬p), 3ϕ = (trueUϕ)
and 2ϕ = ¬3¬ϕ.
A formula ϕ holds for a system (or program) S, written S |= ϕ, iff (ε, u) |= ϕ for every execution u of S, u ∈ Ωω .
Given S and ϕ, the model checking problem is to verify whether S |= ϕ; otherwise, there exists an execution u such that
(ε, u) |= ¬ϕ, and then u is termed a counterexample, showing that the system S does not satisfy ϕ.
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We list some properties of the snapshot operator:
2([p] → 2[p])Monotonicity of the snapshot operator.
2(p→ [p]) The current state is a snapshot.
2(([p] ∨ [q])↔ [(p ∨ q)]) Distribution of disjunction over the snapshot operator.
2(([(p ∧ q)])→ ([p] ∧ [q])) One direction distribution of conjunction over the snapshot operator.
2(¬[p] → [¬p]) One direction distribution of negation over the snapshot operator.
Consider the formula (2p∧3[q]), where p and q are Boolean combinations of local properties of the involved processes.
It asserts that p holds in every state of an execution, while q holds on a snapshot of at least one equivalent sequence, but not
necessarily the observed one, as opposed to the usual LTL formula (2p ∧ 3q). The formula ((¬p)U[q]) means that p does
not hold until the first state that subsumes a snapshot satisfying q. This can be compared with (¬pUq), in which p and q
refer only to the states on the current execution sequence. For more motivation for the SLTL logic, see [6].
4. The original snapshot construction
In [6], a model checking algorithm for SLTL was given. This algorithm is based on collecting for executed sequences all
the subsumed snapshots. Formally, after executing a sequence u, we keep track of all the states s = δ(s0, w) such that
[u] = [w][v] for some wordsw and v.
In order to find the subsumed snapshots, more information is required. As a first attempt, we could remember for a
sequence u and the current state s = δ(s0, u) all the pairs of the form (t, v) where s = δ(t, v), for some words w, v, where
[u] = [w][v]. Thus, t is subsumed by s, and we reach s from t by executing the sequence of actions v. Such a set of pairs
necessarily contains the pair (s, ε) with the current state s obtained from the initial state s0 by executing the word u. In
particular, for empty execution sequence, we have the set {(s0, ε)}.
We show how to create such a set of pairs associated with the sequence ua, where s′ = δ(s, a) = δ(s0, ua) from the set
of pairs associated with the sequence u. First, for each pair of the form (t, v) in the constructed set of pairs for u (thus t is
subsumed by s), we put in the new set the pair (t, va). This is because if t is subsumed by s through executing v, then it is
also subsumed by s′ through executing va. In addition, if a is independent of all the actions in v, the order of execution of a
can be commuted with all of the actions in v, thus another state, t ′ = δ(t, a), is subsumed by s′. Since s′ is reached from t ′
by executing the sequence of actions v, we add the pair (t ′, v).
In the above construction, because of keeping sequences of actions, the set of pairsmaintained in this way, and the length
of the sequences, are not bounded. To construct a finite representation for the subsumed states, observe that the only relevant
aspect of keeping the words v in a pair, as in the above construction, is for checking whether an action a is independent of
the actions in v or not. Hence, instead of having a sequence v, we can keep just the set of actions participating in v. Thus, we
construct instead a set of trackers. Each tracker is a set of pairs, of the form (t, A), where t ∈ S and A ⊆ Ω . The construction
is as follows:
• The initial tracker is {(s0,∅)}.
• For a trackerM and an action a, the successor tracker is the least setM ′ such that if (s, A) ∈ M ,
(1) (s, A ∪ {a}) ∈ M ′ (corresponding to the case of adding a pair containing the string va), and
(2) (δ(s, a), A) ∈ M ′ if for all b ∈ Awe have aIb (corresponding to the case where a is independent of the actions in v).
Model checking is done by taking the product of this automaton with an automaton for the negation of the checked
property ϕ [13]. In this product, a state will consist of a tracker and a state of the property automaton for¬ϕ. In such a pair,
the labeling λ(s) of the s component in the elements (s, ε) of the tracker (this is the ‘‘current state labeling’’) must agree
with the labeling p of the state t in the property automaton, i.e., λ(s) |= p. One can easily find whether a formula of the form
[q] holds in a current tracker, by checking if for some pair (t, A) in it λ(t) |= q.
Recall that S is the set of states of the system S, with |S| = O(2|S|). The number of pairs in a tracker is bounded by
|S| × 2|Ω|, thus, the size needed to represent a tracker is O(|S| × 2|Ω|) = O(2|S|+|Ω|).
The space required by a space efficient binary search algorithm [10] is as follows. The number of states of the product
automaton is bounded to be exponential in the size of a single state. For a simple binary search on the product automaton,
the number of states needed in the search stack is a logarithm of the size of the state space [10]. Thus, the space required is
quadratic in the size of a single state of the product. (In particular, the search is for an ultimately periodic sequence, i.e., a path
leading from an initial state to an accepting state followed by a cycle through that state [13].) Hence the space complexity
is polynomial in 2|S|+|Ω| + |ϕ|.
We find the complexity of this algorithm from [6] unacceptable to be used in practice. In particular, this is because it
requires space that is exponential in |S|, where model checking of LTL is requires space polynomial in |S| [11]. In this paper,
we propose a different model checking construction by looking in more detail on the structure of the properties inside the
snapshot operator. Our solutionwill be in polynomial space both in the size of the system and the size of the property, in the
case that the Boolean formulas inside the snapshot operator are constrained to be in DNF. Otherwise, model checking will
still be in polynomial space with respect to the checked system, but in exponential space in the size of the checked property.
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5. A newmodel checking algorithm
The construction given in this paper is based on a generic LTL model checking procedure, augmented with additional
components for the snapshot formulas. We first consider the case where the snapshot operator contains only a conjunction
of propositions, and then consider the general case.
5.1. Freeze automaton
Let q = ∧x∈Proc qx be a conjunction of local state properties (that is, for each process x ∈ Proc , qx ∈ Bool(Px)). For
simplicity, we assume a conjunct for every process, which can be trivially true. We present a construction of a deterministic
freeze automaton that scans execution sequencesw and recognizes prefixes u ofw = uv such that (u, v) |= [q].
Definition 10. Let s′ = δ(s, a). Denote addprocq(s, a) = {x|x ∈ proc(a) ∧ λ(s′) |= qx}.
That is, addprocq(s, a) is the set of processes participating in a such that their conjuncts in the state property q are satisfied
by the labeling of the successor state s′.
In the following automata construction, we keep with each global state s a set of freeze sets. Each freeze set F ⊆ Proc
consists of a subset of the processes, where their local states appear in some global states t , subsumed by the current state
s, such that λ(t) |= ∧x∈F qx. Furthermore, all the actions executed after t and until s belong to processes that are in F .
This is formalized and proved in Lemma 1. Freeze sets may propagate from one state to another, expand, or be eliminated,
according to the construction. If one of these freeze sets consists of the entire set of processes, a snapshot satisfying q is
subsumed by the current state s.
Definition 11. A freeze automaton freeze(q), for q =∧x∈Proc qx, with qx ∈ Bool(Px), has the following components:
• The states of the freeze automaton are pairs of the form (s, {F1, . . . , Fk}), where s is a global state (the current global state)
and each Fi ⊆ Proc is a freeze set.
• The initial state pairs up s0, the initial state of S, with the set of all subsets of {x | λ(s0) |= qx}.
• The successor relation of the freeze automaton is defined as follows. Let a ∈ Ω and (s,G)be a state of the freeze automaton,
with s ∈ S and G = {F1, . . . , Fk} some set of freeze sets. Upon observing (executing) an action a, we move to a new state
(s′,G′), where s′ = δ(s, a) and G′ as will be defined using the following two rules:
extension For every F1 ⊆ addprocq(s, a) and every F2 ∈ G such that proc(a)∩ F2 = ∅we have F1 ∪ F2 ∈ G′. Note
that F1, F2 are allowed to be empty.
propagation For every F ∈ Gwith proc(a) ⊆ F we have F ∈ G′.
The extension rule corresponds to the case where we can extend (or propagate, when F1 = ∅ in the definition) a freeze
set from a previous state with some processes; these processes are not in the old freeze set and have just participated in
the execution of the most recent action, and furthermore their new local states satisfy the corresponding literals of the
conjunction q. The propagation rule corresponds to the case where a freeze set propagates from a previous state to the
current one when the set of processes involved in the most recent action is included in the freeze set.
The crucial aspect of the freeze automata is given in the following lemma.
Lemma 1. Let u ∈ Ω∗ and let (s,G) be the state of the freeze automaton reached after u (in particular s = δ(s0, u)). Then F ∈ G
iff there exists a decomposition [u] = [u1][u2] such that
(a) λ(δ(s0, u1)) |= qx for all x ∈ F , and
(b) proc(u2) ⊆ F .
Proof. The lemma states an invariant, which we prove by induction on |u|.
In the base case of u = ε, the obvious decomposition is u1 = u2 = ε with proc(u2) = ∅ ⊆ F for any F ⊆ Proc . The
statement of the lemma then degenerates to the fact that F ⊆ {x|λ(s0) |= qx}, which corresponds precisely to the definition
of the initial state of the freeze automaton.
For the inductive step, let (s,G) be the state of the freeze automaton reached by executing u (from the initial state), and
(s′,G′) be the state of the freeze automaton reached by executing u′ = ua, where a ∈ Ω .
⇒: Let F ∈ G′. The above definition of the freeze sets G′ allows for two cases, according to the two rules used in the
transition relation of the freeze set automaton:
• By using the extension rule, F = F1 ∪ F2, where F1 ⊆ addprocq(s, a) ⊆ proc(a), F2 ∈ G, and moreover
proc(a) ∩ F2 = ∅. (1)
We apply the induction hypothesis to u, F2, obtaining a decomposition [u] = [u1][u2], where
proc(u2) ⊆ F2 (2)
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and
λ(δ(s0, u1)) |= qx for each x ∈ F2 (3)
Combining (1) and (2), we obtain that all the actions in u2 are independent of a and hence [ua] = [u1u2a] = [u1au2].
We hence decompose [ua] as [u1a][u2]. Since F1 ⊆ addprocq(s, a), it holds that for each x ∈ F1, λ(δ(s0, u1a)) |= qx.
Following (1) and (3), λ(δ(s0, u1a)) |= qx also for x ∈ F2. Hence (a) is satisfied. From (2), proc(u2) ⊆ F2 ⊆ (F1 ∪ F2) = F ,
thus (b) follows.
• By using the propagation rule, F ∈ G and proc(a) ⊆ F . In this case, we apply the induction hypothesis to u, obtaining a
decomposition [u] = [u1][u2], where λ(δ(s0, u1)) |= qx for each x ∈ F and proc(u2) ⊆ F . Thus, for the decomposition
[ua] = [u1][u2a], both (a) and (b) are satisfied.
⇐: Let [ua] = [u′1u′2] such that (a) λ(δ(s0, u′1)) |= qx for all x ∈ F , and (b) proc(u′2) ⊆ F . We have to show that F ∈ G′.
There are three cases concerning this decomposition:
• proc(a) ⊆ F . Then there are two cases:
a is not in u′2. Thus amust be independent of all the actions in u
′
2.We set u
′
1 = u1a for someword u1, and u′2 = u2.
Now, the decomposition [u] = [u1][u2] satisfies the conditions of the inductive hypothesis for F ′ = F \ proc(a). That
is, (a) λ(δ(s0, u1)) |= qx for each x ∈ F ′, and (b) proc(u2) ⊆ F ′. Thus, F ′ ∈ G. But then F = F ′ ∪ proc(a) satisfies the
conditions of the extension rule to be in G′ (setting F1 = proc(a) = addprocq(δ(s0, u), a) and F2 = F ′ in the definition
of the rule extension).
a is in u′2. Since ua ≡ u′1u′2 we can set u′1 = u1 and u′2 = u2a for some word u2. Then [u] = [u1][u2] satisfies the
conditions (a) and (b) of the Lemma, and hence F ∈ G. But since in this case proc(a) ⊆ F , the propagation rule implies
that F ∈ G′.
• proc(a) 6⊆ F . We partition F into F ′ = F ∩ proc(a) and F ′′ = F \ proc(a). Thus, F ′′ ∩ proc(a) = ∅. For satisfying
premise (b) of the lemma, a cannot occur in u′2. Thus, we can set u
′
1 = u1a for someword u1, and u′2 = u2. By assumption,
λ(δ(s0, u1a)) |= qx for qx ∈ F ; since F ′, F ′′ ⊆ F , this also holds when we replace F by F ′ or F ′′. Because a is independent
of u2, executing the actions of u2 = u′2 cannot change the labeling of the propositions associated with the processes
in proc(a). Thus, we have that λ(δ(s0, ua)) |= qx for each x ∈ F ′; hence F ′ ⊆ addprocq(δ(s0, u), a). Furthermore,
proc(u2) ⊆ F . Since a is independent of u2, we also have proc(u2) ⊆ F \ proc(a) = F ′′. We can thus apply the
induction hypothesis to the decomposition [u] = [u1][u2] and obtain that F ′′ ∈ G. By the extension rule we have that
F = F ′ ∪ F ′′ ∈ G′ (setting F1 = F ′ and F2 = F ′′). 
The following important property of the freeze sets construction follows immediately from Lemma 1.
Theorem 1. Let uv be some infinite execution and (s,G) be a state of the freeze automaton for q = ∧x∈Proc qx reached by the
word u. Then (u, v) |= [q] iff Proc ∈ G.
Proof. The case of F = Proc in Lemma 1 means that there exists a decomposition [u] = [u1u2] = [u1][u2], with
λ(δ(s0, u1)) |= qx for all x ∈ Proc (proc(u2) ⊆ Proc holds by definition). This corresponds to the existence of a subsumed
snapshot satisfying q. 
A naive implementation of the set of freeze sets would require space exponential in the number of processes. Next, we
show that a polynomial memory representation with an efficient update operation is possible.
Lemma 2. For any state (s,G) reachable in the freeze automaton, the set of sets G is closed under arbitrary union and intersection.
Proof. The lemma states an invariant that we prove by induction on the length of the executed sequence of actions. First
note that by definition, invariantly ∅ ∈ G. Since G is finite, to show closure under arbitrary union and intersection it is
sufficient to show that F1, F2 ∈ G implies F1 ∪ F2, F1 ∩ F2 ∈ G. The basis of the induction holds by the construction of the
freeze sets for the initial state.
Let (s,G) satisfy the property and let (s′,G′) be a successor state of the freeze automaton, where s′ = δ(s, a). Let
F ′1, F
′
2 ∈ G′. For each F ′i there are two cases: (1) Fi := F ′i \ proc(a) ∈ G and F ′i ∩ proc(a) ⊆ addprocq(s, a). This corresponds
to the extension rule, or (2) proc(a) ⊆ Fi, where F ′i = Fi ∈ G. This is the case of the propagation rule. The induction step
assumes that if F1, F2 ∈ G, then F1 ∩ F2, F1 ∪ F2 ∈ G. Now, there are several cases of combinations for the two sets F ′1, F ′2.
If both F ′1, F
′
2 satisfy (1), then F1 ∩ F2 = (F ′1 \ proc(a)) ∩ (F ′2 \ proc(a)) = (F ′1 ∩ F ′2) \ proc(a) ∈ G, and F ′1 ∩ F ′2 ∩
addprocq(s, a) = (F ′1 ∩ addprocq(s, a))∩ (F ′2 ∩ addprocq(s, a)) ⊆ addprocq(s, a). Hence, by the extension rule, we obtain that
F ′1 ∩ F ′2 = ((F ′1 ∩ F ′2) \ proc(a)) ∪ (F ′1 ∩ F ′2 ∩ addprocq(s, a)) ∈ G′.
Similarly, F1 ∪ F2 = (F ′1 \ proc(a)) ∪ (F ′2 \ proc(a)) = (F ′1 ∪ F ′2) \ proc(a) ∈ G and (F ′1 ∪ F ′2) ∩ addprocq(s, a) =
(F ′1 ∩ addprocq(s, a)) ∪ (F ′2 ∩ addprocq(s, a)) ⊆ addprocq(s, a). Hence, by the extension rule, we obtain that F ′1 ∪ F ′2 =
((F ′1 ∪ F ′2) \ proc(a)) ∪ ((F ′1 ∪ F ′2) ∩ addprocq(s, a)) ∈ G′.
If both F ′1 and F
′
2 satisfy (2), then one immediately finds (F
′
1 ∩ F ′2), (F ′1 ∪ F ′2) ∈ G and proc(a) ⊆ (F ′1 ∩ F ′2) ⊆ F ′1 ∪ F ′2, hence,
by the propagation rule we obtain (F ′1 ∩ F ′2), (F ′1 ∪ F ′2) ∈ G′.
Now, without loss of generality, assume that F ′1 satisfies (1) and F
′
2 satisfies (2). We first consider their intersection.
We have that F ′1 \ proc(a), F ′2 ∈ G. Then by inductive assumption, (F ′1 \ proc(a)) ∩ F ′2 = (F ′1 ∩ F ′2) \ proc(a) ∈ G and
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F ′1 ∩ F ′2 ∩ proc(a) ⊆ F ′1 ∩ proc(a) ⊆ addprocq(s, a) (by the 2nd condition of case (1)). Then by the extension rule we obtain
F ′1∩ F ′2 = ((F ′1∩ F ′2)\proc(a))∪ (F ′1∩ F ′2∩proc(a)) ∈ G′. We now consider the union. Then, (F ′1 \proc(a))∪ F ′2 = F ′1∪ F ′2 ∈ G
as proc(a) ⊆ F ′2 ⊆ F ′1 ∪ F ′2, hence by the propagation rule F ′1 ∪ F ′2 ∈ G′. 
The closure properties of sets of freeze sets of Lemma 2 allow us to keep a compact representation, where we do not
represent sets that are unions of other sets. In terms of lattice theory, we represent the sublattice of the powerset lattice by
aminimal basis, as expressed by the following constructive formulation of Birkhoff’s representation theorem for distributive
lattices.
Denote by X FG Y the fact that neither X ⊆ Y nor Y ⊆ X . That is, each one of the sets X and Y includes at least one
element that the other set does not contain.
Proposition 1. Let K be a finite set of elements and T ⊆ 2K a set of subsets K , such that ∅ ∈ T and for T1, T2 ∈ T also
T1 ∩ T2, T1 ∪ T2 ∈ T . Let B ⊆ T be the maximal set of nonempty elements of T such that each element of B is not a union of
two elements X, Y of T such that X FG Y . Then the following properties hold:
(a) For every set T ∈ T , T =⋃{X ∈ B | X ⊆ T }, i.e.B is a basis of T (note that the union can also be empty).
(b) |B| ≤ |⋃ T | ≤ |K |.
Proof. Let us first define for x ∈ ⋃ T , Ux = ⋂{V ∈ T | x ∈ V }. Because of closure of T under intersection, Ux ∈ T . Note
that it is possible that Ux = Uy for x 6= y. If x ∈ V ∈ T then by construction Ux ⊆ V . Thus, Observe that V =⋃{Ux | x ∈ V }.
Therefore it is sufficient to show thatB = {Ux|x ∈⋃ T } to prove (a).
First, take any setX ∈ B and show thatX = Ux for some x ∈ X . Suppose for the contradiction that this is not the case. Then
for each y ∈ X , Uy ⊂ X . This also means that there exists somemaximal sets (in terms of set inclusion) Uy,Uz ⊂ X such that
Uy FG Uz . In this case, we have that y 6∈ Uz and z 6∈ Uy. Pick up such amaximal setUy ⊂ X . Let Z =⋃{Uz |Uz ⊆ X∧Uz FG Uy}.
Then y 6∈ Z . Moreover, for each z ∈ X \ Uy, z ∈ Uz ⊂ Z . Thus, Uy FG Z and Uy ∪ Z = X . But then X /∈ B, a contradiction.
Conversely, take any set Ux and assume for the contradiction that Ux = Uy ∪ Uz for some Uy FG Uz . But if x ∈ Uy then
Ux ⊆ Uy, and if x ∈ Uz then Ux ⊆ Uz . Each one of these cases contradicts the above assumptions.
For proving (b), assume a total order < among the elements of K . Then for each set V ∈ B, we can select the minimal
element x of V (according to<), such that V = Ux. This gives an injunctive mapping from the sets of the basis and into the
elements
⋃
B =⋃ T . 
Proposition 1 guarantees that we can represent a basis for freeze sets using a |Proc|2 matrix where each row represents
a basis set and each column represents an element.
5.2. Updating freeze sets bases
It is easy to keep a basis of the initial state of a freeze automaton; by construction, one needs to keep only singletons for
processes x whose initial state satisfies the corresponding local property qx of q. Let ((s, G), a, (s′, G′)) be a transition of
the freeze automaton, and B a basis for the freeze sets G. We describe now how to update B into B ′, a basis for G′, using
time and space that is polynomial in the number of processes.
We first construct a set C which will satisfyB ′ ⊆ C ⊆ G′. In a second step, C can be reduced by omitting elements that
are non-trivial unions of other elements in the basis, so as to obtainB ′. Let Ux denote the least basis element (smallest with
respect to set inclusion) ofB that contains x, i.e., Ux = ∩{F1 ∈ B|x ∈ F1}.
Definition 12. Let C be the least (according to set containment) set such that:
(1) If F ∈ B with F ∩ proc(a) = ∅, then F ∈ C .
(2) If F ∈ B with proc(a) ⊆ F , then F ∈ C .
(3) If x ∈ proc(a) such that λ(s′) |= qx, then {x} ∈ C .
(4) If proc(a) ⊆⋃B, then for each F ∈ B such that neither F ∩proc(a) = ∅ nor proc(a) ⊆ F , we have F ∪⋃x∈proc(a) Ux ∈ C .
Lemma 3. C ⊆ G′.
Proof. First we show that for each of the four cases, the corresponding set is added to G′ either due to the extension rule or
due to the propagation rule. Case (1) is added by extension with the empty set. Case (2) is an obvious consequence of the
propagation rule. Case (3) is added by using extension with the empty set and a singleton set. To understand the slightly
more complicated case (4), observe thatB ⊆ G and that due to the closure properties of G, unions of elements fromB are
also in G; moreover by construction proc(a) ⊆ F ∪⋃x∈proc(a) Ux and hence this set propagates from G to G′ using the rule
propagation.
Now we prove thatB ′ ⊆ C . For this, it is sufficient to check that every set in G′ is a union of elements of C . First suppose
some F ′ ∈ G′ is obtained by the extension rule. Then F ′ = F1 ∪ F2 with F1 ⊆ addprocq(s, a), F2 ∈ G and proc(a) ∩ F2 = ∅.
Now, F1 is a union of singletons added to C under case (3), and F2 is a union of sets in B that are added to C according to
case (1).
Suppose, on the other hand, that F ′ ∈ G′, which is a union of elements ofB, propagates using the rule propagation from
G. We show that F ′ is a union of elements in C . Let us consider each set F ∈ B with F ⊆ F ′. If F ∩ proc(a) = ∅, then
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F ∈ C according to case (1). If proc(a) ⊆ F , then F ∈ C according to case (2). Suppose then that neither of these cases
hold. Then, according to the preconditions of case (4) F ∪⋃x∈proc(a)⋂{F1 ∈ B | x ∈ F1} ∈ C . Now, for each x ∈ proc(a)
it holds that
⋂{F1 ∈ B | x ∈ F1} ⊆ F ′. To see this, note that because F ′ propagated from G to G′ through propagation,
proc(a) ⊆ F ′. Moreover, F ′must be the union of some elements ofB. Thus, for each x ∈ proc(a) there must be some F ′′ ∈ B
with x ∈ F ′′ ⊆ F ′. But by construction,⋂{F1 ∈ B | x ∈ F1} ⊆ F ′′. Thus, we conclude that F ∪⋃x∈proc(a) Ux ⊆ F ′. 
The size of C is limited by |B|+|proc(a)|, because for each set inB, at most one set is added to C according to the disjoint
cases (1), (2) and (4). Additionally case (3) results in some singletons. By Proposition 1, |C | ≤ 2×|Proc|. Constructing a new
set C requires a total memory of O(|Proc|2) bits. Compressing the C into a basic B ′ can be done by eliminating the sets
that are proper unions of other sets, progressing from bigger to smaller sets. The time complexity for computing C and then
compressing it is O(|Proc|3).
5.3. Integration into a model checking algorithm for the conjunctive case
Model checking is performed between the system S and the negated property ¬ϕ. The freeze automata construction
handles the case where the occurrences of the snapshot operator in this formula only occur as conjunctions [∧x∈Proc qx] as
given in Section 5.1.
The freeze automaton for a given combination [∧x∈Proc qx] is deterministic. Thus, it can be used to determine both the
satisfaction of positive and negated occurrences of this combination.
In order to check that a concurrent system S satisfies a property ϕ, we intersect several automata components as follows.
• The verified system S. This can be itself obtained as a product of several subcomponents, one per each processor, as
described in Section 2.
• For each snapshot formula [∧x∈Proc qx] occurring in¬ϕ we construct a component freeze(∧x∈Proc qx) as above. Recall that
each such freeze automaton has states that are pairs (s,B), where s is a state of the system and B is a basis of a set of
freeze sets, associated with the execution so far.
• A componentA¬ϕ for the translation of¬ϕ into a Büchi automaton. We keep the snapshot subformulas [q] unprocessed
as if [q] was a special new proposition. According to the translation algorithm in [5], ¬ϕ is written in a negated normal
form first, where negations can be applied only to propositions. Accordingly, [q] is treated as a whole, in the same way
as we treat a proposition, and may appear negated or non-negated. Denote the set of accepting states forA¬ϕ by F .
The obtained automaton has the following components:
• The alphabet isΩ .
• A state σ of the product automaton has the following components:
· A global state s of S.
· A state of the form (s,B), for each freeze automaton freeze(q) constructed for a snapshot operator [q] appearing in ϕ.
· A state r of the property automaton A¬ϕ . Recall that the state r contains propositions and complete snapshot
subformulas negated or non-negated, and that a snapshot subformula [q] appears negated or non-negated without
breaking it further into subformulas.
For a state in the product, these components need furthermore to satisfy the following conditions:
· if r contains some proposition p, then p ∈ λ(s). Similarly, if r contains ¬p, then p /∈ λ(s).
· r contains [q] where q = ∧x∈Proc qx, exactly when we have that the freeze automaton freeze(q) contains the freeze
set Proc (since we keep only a basis, this means that the union of the basis elements is Proc). Similarly, for ¬[q], the
freeze automaton does not contain the freeze set Proc.
• The initial states are those states σ that have a Büchi component that is initial inA¬ϕ , the initial global state s0, and for
each freeze automaton the corresponding initial basis.
• The transition relation contains a triple (σ , a, σ ′) exactly when all the corresponding components match. Namely, for
the S components s and s′ in σ and σ ′, respectively, δ(s, a) = s′, for each corresponding freeze automaton components
in σ and σ ′, respectively, the transition relation contains the triple ((s, B), a, (s′, B ′)), and for the Büchi components
r of σ and r ′ of σ ′, r ′ is a successor of r underA¬ϕ .
• A state σ is accepting if itsA¬ϕ component r is accepting, i.e., is in F .
The space needed for a single state of the constructed Büchi automaton consists of the following components. (1) the
space needed for representing a single state of S, i.e., |S|, (2) the space needed for representing a state of the property
automaton A¬ϕ , which is |ϕ|, and (3) the space required for one state per each freeze automata: a freeze automaton state
requires space ofO(|Proc|2) to store the basis of the set of freeze sets and there is one for every snapshot formula [q], which
we bound by O(|ϕ| × |Proc|2).
A single state of the product automaton thus requires space of O(|S| + |ϕ| × |Proc|2). Finding whether an ultimately
periodic path through the state space needs space that is quadratic in the size of of a single state [13,10], thus, polynomial
in |S| + |ϕ| × |Proc|2.
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5.4. Model checking for the general case
We looked previously on the case where the snapshot operator contains a conjunction of local properties. Handling the
general case where the snapshot operators may contain an arbitrary Boolean expression can be done based on the following
lemma.
Lemma 4. In SLTL, we can replace each [(q1 ∨ q2)] subformula by ([q1] ∨ [q2]).
Proof. Based on the fact that (v,w) |= [(q1 ∨ q2)] iff (v,w) |= ([q1] ∨ [q2]). 
We can then convert first each Boolean formula inside a snapshot by transforming each Boolean combination q inside
[q] into DNF, then separating the DNF disjuncts into separate formulas [q1], [q2], . . . , [qm]. Then each subformula [qi]
is a conjunction of negated and nonnegated variables, hence of the form already solved. This may result in potentially
exponential blowup of the size of ϕ. Taking this step into account gives us a complexity polynomial in |S| + 2|ϕ| × |Proc|2.
Thus, this requires polynomial space in the size of the system, and exponential space in the size of the specification. It
remains an open problem whether one can still solve the general case in space polynomial both in the size of the system
and the checked property.
6. Conclusion
We described in this paper a model checking algorithm for Snapshot Linear Temporal Logic. We were able to obtain an
algorithm with polynomial space complexity in terms of the system description. The complexity in the general case is in
exponential space in the size of the formula, but when the snapshot operator is restricted and applies to DNF properties, the
complexity is in polynomial space in the size of the formula as well. An open problem remains then to prove the non-trivial
lower bounds for the space complexity in terms of the formula in the general (non-DNF) case.Moreover, our analysis is based
on boolean combinations of local properties, whereas certain uses of the snapshot operator might require global properties
(like the sum of integer variables of the processes, etc.), where the approach applied here cannot be applied directly.
We believe that our construction is of value beyond model checking. The fact that the freeze automaton is deterministic
with a polynomial time computable successor function suggests the use of this construction in further applications. One such
application is when a single execution is monitored, as it progresses, where one is interested to trace whether a subsumed
snapshot occurs during its execution.
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