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Limitations of Using
Student-Achievement Data for
Career-Ladder Promotions
and Merit-Pay Decisions
Ronald A. Berk
The Johns Hopkins University

INTRODUCTION

A study of U.S. school districts conducted 70 years ago reported
that 48% of the districts sampled used merit pay (Evendon, 1918).
Since then, the quantity as well as quality of teacher-compensation systems has fluctuated markedly (for details, see Cohen &
Murnane, 1985; Murnane & Cohen, 1986; Porwoll, 1979). At present, 29 states are implementing large-scale teacher-incentive programs (a.k.a. career ladder, merit pay, pay for performance), funding local plans , piloting testing models, or using state board of
education or legislative mandates to develop programs for teachers and administrators (Southern Regional Education Board,
1986) The status of these programs is summarized in Table 8.1.
Teacher performance is at the core of all of the programs in
operation or those being considered. Determining who will receive
the pay bonuses, which typically range from $1,000 to $3,000 per
year, or be promoted up the career-ladder hinges on the methods
used to evaluate teacher performance. The current trend in measurement procedures is to deemphasize supervisory ratings by the
building principal and instead to emphasize peer evaluation,
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TABLE 8.1
Survey of Teacher Incentive Programs

W

0)

w

State

Local
Initiative
Only

Alabama
Alaska
Arizona
Arkansas
California
Colorado
Connecticut
Delaware
Florida
Georgia
Hawaii
Idaho
Illinois
Indiana
Iowa
Kansas
Kentucky
Louisiana
Maine
Maryland
Massachusetts
Michigan
Minnesota
Mississippi

Pilots with
State Funding
and/or
Assistance

Full Implementation
of State
Program

State Program
Under
Development

Discussion
No Legislative Action
Pending

X

Career ladder
Career ladder
Career development
Mentor teacher
Teacher incentive/career ladder
Teacher incentive
Career development
(1) School incentive;
(2) Career ladder
Career ladder

X
(Not Funded)
X
X
X
X
X(1)

Type of Program

X(2)
X
X
(Not funded)

Career compensation
Teacher incentive
Teacher incentive

X
X

Teacher incentive
Career ladder
Career ladder/school incentive
Tiered certification incentive
Career development incentive
Teacher incentive

X
X
X
X
X
X
X
X
X

Teacher incentive
Teacher incentive

Missouri
Montana
Nebraska
Nevada
New
Hampshire
New Jersey
New Mexico
New York
North
Carolina
North Dakota
Ohio
Oklahoma
Oregon
Pennsylvania
Rhode Island
South
Carolina
South Dakota
Tennessee
Texas
Utah
Vermont
Virginia
Washington
West Virginia
Wisconsin
Wyoming
IV

OJ
W

X

Career ladder
X

Career ladder
X

X

Teacher incentive
X

Teacher incentive
X

X

Teacher incentive
Career ladder

X

X
X
X
X
X
X(1)

X(2)

Career ladder
Teacher incentive
Teacher incentive
Teacher incentive
Teacher incentive
(1) Teacher incentive;
(2) School incentive

X
X
X
X

Career ladder
Career ladder
Career ladder
Teacher incentive
Career ladder/teacher incentive
Mentor teacher
Teacher incentive
Career ladderlteacher incentive

X
X
X
X
X
X

Note. Reprinted with permission of the Southern Regional Education Board (1986, p. 9).
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classroom observation, student-achievement outcomes, and questionnaire data from principals, teachers, and students (for details,
see Southern Regional Education Board, 1986).
Use of Student·Achievement Data

One particular procedure that seems to be gaining acceptance increasingly by legislators and the professionals who are designing
the programs is the use of student-achievement data (d. Robinson,
1983; 1984). These data provide information different from the
other measurement tools previously noted. Where classroom observation and ratings by principals, teachers, and students measure a
teacher's behavior on the job, student achievement relates to the
outcomes of that behavior. That is, the former methods are direct
measures of teacher performance; the latter is an indirect measure.
Student outcomes are perceived as evidence of a teacher's effectiveness. Because superior teacher performance is the criterion in
teacher-incentive programs, the psychometric issue becomes how
best to measure that performance-use direct measures, indirect
measures, or a combination of both.
Teacher-incentive programs that rely on student-achievement
gains have been referred to as "new style merit pay" (Bacharach,
Lipsky, & Shedd, 1984), as opposed to "old style merit pay," which
bases teacher pay bonuses on principals' evaluations. In 1983, a
national survey of merit-pay programs reported that nine school
districts in seven states (Arizona, New Hampshire, North Carolina,
Oklahoma, South Dakota, Texas, Utah) used student-test scores as
evaluative criteria in determining merit pay for classroom teachers (Calhoun & Protheroe, 1983). In all but two of the districts
(Dallas and Houston) student achievement served as the only evidence of teacher performance. Today student achievement is a
criterion of teacher performance in one third of all statewide
teacher incentive/school incentive/career ladder programs. Those
programs have been fully implemented in four states (Florida,
South Carolina, Tennessee, Utah), are at the pilot stage in four
states (Arizona, Kentucky, Maine, South Carolina), and are under
development in three states (Alabama, Florida, Georgia). A school
incentive program based on student achievement is also under
consideration in Alaska, and several career-ladder or merit-pay
programs based on student performance have been implemented
by local districts (e.g ., Campbell County and Danville, Virginia).
Although the results of these surveys do not indicate that the use
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of student-achievement data is a dominant characteristic or even a
trend in most teacher-incentive programs (d. Moore, 1984), those
states where student performance is stressed as the indicator of
superior teaching should seriously reconsider the choice of that
criterion. Such teacher incentive programs require that students
have to perform well on selected achievement tests in order for
their teacher to be promoted and/or receive a pay bonus. The
teacher's performance on the job mayor may not be measured
directly. If it is measured, the data are not weighed as heavily in
the promotion decision because they are considered "subjective,"
as compared to the students' achievement data, which are regarded as "objective" evidence of a teacher's performance and
effecti veness.
In a more serious application of student-outcome data, studentachievement gains have been used as a major criterion for evaluating teachers as "satisfactory" or "unsatisfactory" in St. Louis. An
unsatisfactory classification results in probationary status and can
lead to termination. A class action suit was filed in 1986 by the St.
Louis Teachers Union (AFT) against this method of teacher evaluation. A U.S. district court decision has not yet been rendered.
Computation of Achievement Gain

When student achievement is adopted as a criterion of teacher
performance, it may be expressed as a level of "expected achievement" at the school level to provide school-based awards (e.g.,
Florida), or as an average pretest-posttest gain score. The last approach, which is most frequently employed in the teacher incentive/career-ladder programs cited previously, is perceived as the
simplest, most efficient, and most cost-effective model. It involves
a pretest-posttest design where a student-achievement test is administered twice: once at the beginning of the school year (September or October) and once at the end of the year (Mayor June) .
One test form or parallel forms may be used. The differences in
student performance between the pretest and posttest are computed, and the resulting mean gain score is used to infer the level
of teacher performance. Alternatively, the percentage of students
in a class who gained" 10 or more months in achievement," as
measured in grade-equivalent scores, also serves as an index of
teacher performance.
Rewarding superior teacher performance on the basis of student-achievement gains is derived from the notion that such gains
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represent the most concrete product of effective teaching. Proponents of this approach often compare the measurement of a teacher's performance to that of a factory worker's performance; both
can be evaluated according to his or her productivity.
Factory Worker-Teacher Productivity Analogy

What's wrong with basing promotions and pay bonuses for teachers on student-achievement gains? Isn't student gain the most
important product or work outcome of the job of teaching? After
all, if a factory worker's perforrriance can be measured in terms of
productivity by the number of widgets he or she produces over a
given period of time, why not evaluate a teacher's performance in
terms of effectiveness or productivity by his or her students'
achievement gains at the end of the school year (d. Medley, Coker,
& Soar, 1984, p. 33)?
The arguments for this factory worker-teacher productivity
analogy are derived from the principles of a piece-rate compensation system (Murnane & Cohen, 1986). Piece-rate contracts, where
a worker is paid according to the number of widgets produced, is
the most common form of "payment by results" (Pencavel, 1977).
About 30% of the workers in U.S. factories are employed under
piece-rate contracts (Seiler, 1984). These contracts provide a
strong incentive for workers to produce, because high productivity
results in immediate rewards.
When this piece-rate compensation system is applied to teachers, it breaks down because of the nature of the teaching process
and the classroom environment. First, a factory worker uses the
same materials (e.g., plywood and chewing gum) to make each
product (e.g., widgets). Teachers must work with students whose
individual characteristics vary considerably within a single class.
This variability precludes all of the students from achieving the
same amount at the same rate over 10 months. Second, the characteristics of a factory worker's materials rarely influence his or her
skills and rate of production. The worker's ability to build a widget
is not affected by the plywood or chewing gum; the quality and
quantity of widget production can be attributed solely to the worker. These properties do not generalize to the teaching-learning process. Certain key characteristics of students, such as intelligence
and home environment, markedly influence the quality and quantity of their academic achievement, irrespective of what the teacher does in the classroom. Consequently, a teacher's effectiveness is
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directly affected by the characteristics of the class, which are beyond a teacher's control.
Objectivity of Student-Achievement Data

Students' achievement-test-score gains are often preferred to administrators' ratings of performance and classroom observations
because the measurement is perceived to be more objective_ This
objectivity, however, is illusory. Although students' responses to
multiple-choice test items can be scored objectively, the inferences
drawn from their scores are subjective. All scores are interpreted,
and judgments about student performance are inescapable. When
the students' scores are used to infer their teacher's performance,
that inference can be erroneous, inasmuch as student achievement
is not attributable solely to 'the teacher. Numerous factors affect
the students' performance, only one of which is the teacher's
performance.
Assessing superior teacher performance in order to make promotion decisions and award pay bonuses requires a plan that is
fair and equitable to all teachers. Establishing such a plan on the
basis of achievement-test gains is fraught with difficulty. The difficulties stem primarily from limitations in the testing technology,
from factors that influence a teacher's effectiveness beyond his or
her control, and from the unfeasibility of executing rigorous experimental-design procedures in the natural school setting (see
Haertel, 1986).
This chapter identifies the major limitations of using student
achievement as a criterion of teacher performance. It is organized
according to four topics: (a) professional and legal standards, (b)
factors that influence a teacher's effectiveness beyond his or her
control, (c) analysis of achievement gain, and (d) criterion for superior teacher performance.

PROFESSIONAL AND LEGAL STANDARDS

Are there any standards that professionals can use to guide measurement practices in teacher incentive programs? Yes, there are
four sources that should be consulted on this question: (a) Standards for Educational and Psychological Testing (American Educational Research Association et al., [AERA, APA, NCME], 1985); (b)
Personnel Evaluation Standards (Joint Committee on Standards for
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Educational Evaluation, 1988); (c) Uniform Guidelines on Employee
Selection Procedures (U .S. Equal Employment Opportunity Commission et al., 1978); and (d) court cases that have relied on the
Guidelines for the decisions rendered . Although these sources furnish detailed criteria on what should be done, this section concentrates on whether there are any standards that address the use of
student-achievement data in the context of teacher evaluation. In
addition, it will attempt to extract from those sources the most
professionally and legally defensible strategy to evaluate teacher
performance.

Standards for Educational and Psychological
Testing

Among the four sources, the first set of standards contains one
standard that directly attacks the issue. Standard 12 .7 states:
Evaluations of service providers (e.g., teachers and health and social
service staff) and administrators should not rest exclusively on the
test scores of those people that they serve. (Primary)
Comment:

Test scores of individuals served (e.g., students) will be affected by a
great many factors not directly related to the quality of service they
receive. (AERA, APA, NCME, 1985, p. 69)

This standard stipulates that student test scores should not be
used as the only criterion to evaluate teachers due to numerous
uncontrolled factors that do not relate to teacher performance.
(These factors are described in detail in subsequent sections of the
chapter.)
Because standardized norm-referenced tests as well as criterionreferenced tests are being considered as the measures of "teacher
performance," Standard 6.3, which relates to the validity of test
score use, is pertinent:
When a test is to be used for a purpose for which it has not been
previously validated, or for which there is no supported claim for
validity, the user is responsible for providing evidence of validity.
(Primary)
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Comment:
The individual who makes the claim for validity is responsible for
providing the necessary evidence. Evidence of validity sufficient for
test use may often be obtained from a well-documented manual. If
previous evidence is not sufficient, then additional data should be
collected. (AERA, APA, NCME, 1985, p. 42)

This standard raises the issue of using a student-achievement test
to measure teacher performance. An inference about teacher performance is being drawn from the scores on a test designed to
measure student achievement. In the test manuals of the major
standardized achievement-test batteries published by CTBI
McGraw Hill, The Psychological Corporation, Riverside Publishing, and Science Research Associates, not only is no validity evidence provided for using the scores to infer teacher performance,
but there is no mention of any intent that the results of the test
should be used to evaluate teachers. Consequently, according to
Standard 6.3, the burden for gathering appropriate validity evidence rests with the user- the state or local district. The states
and districts identified previously have made no visible effort to
obtain that evidence.
Other standards germane to the topic of teacher-performance
evaluation fall under the sections entitled "Employment Testing"
and "Professional and Occupational Licensure and Certification."
The technical procedures for evaluating teachers for career-ladder
promotion decisions or for retention, demotion, or termination
decisions are derived from the same foundation-a comprehensive
job analysis that describes the knowledge, skills, abilities, or other
personal characteristics necessary to perform the job. The level of
performance desired (e.g ., average or superior) or expected (e.g.,
minimum) can be designated in this definition of the job-content
domain. The importance of this first step in establishing the content validity of a test that measures teacher performance is expressed in Standards 10.4, 10.5, and 10.6 (AERA, APA, NCME,
1985):
Standard 10.4
Content validation should be based on a thorough and explicit definition of the content domain of interest. For job selection, classification, and promotion, the characterization of the domain should be
based on a job analysis. (Conditional) (p. 60)
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Standard 10.5
When the content-related validation evidence is to stand as support
for the use of a test in selection or promotion, a close link between
test content and job content should be demonstrated. (Primary) (p.
61)

Standard 10.6
When content-related evidence of validity is presented, the rationale
for defining and describing a specific job content domain in a particular way (e.g., in terms of tasks to be performed or knowledge, skills,
abilities, or other personal characteristics) should be stated clearly.
The rationale should establish that the knowledge, skills, and abilities said to define the domain are the major determinants of proficiency in that domain . (Primary)

Comment:
When content-related evidence of validity is presented for a job or
class of jobs, the evidence should include a description of the major
job characteristics that a test is meant to sample, including the
relative frequency and criticality of the elements. (p. 61)

These standards state clearly that a test that measures job performance should be derived from a job analysis and that a close link
should exist between the content of the test and the content of the
job.
How then would an achievement test of student performance
satisfy these standards as a measure of teacher performance? It
would be inadequate, because the Standards require that job performance be measured directly by a test of job content. Students'
achievement cannot be used to measure the knowledge, skills, and
abilities of a teacher; it does not directly assess a teacher's performance on the job.
Personnel Evaluation Standards

These standards focus exclusively on personnel evaluation, defined
as "the systematic assessment of a person's performance and/or
qualifications in relation to a professional role and some specified
and defensible institutional purpose" (Joint Committee on Stan-
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dards for Educational Evaluation, 1988, pp. 7-8). A standard is "a
principle commonly agreed to by people engaged in the professional practice of evaluation for the measurement of the value or
the quality of an evaluation" (Joint Committee on Standards for
Educational Evaluation, 1981, p. 12). In other words, the Standards
is the product of a broad search for consensus on what is good and
desirable in the evaluation of educational personnel.
Interestingly, among the 21 standards and guidelines for conducting evaluations of teachers, counselors, administrators, and
other professional personnel which appear in this document, there
is no mention of student-achievement tests . The approach to evaluation advanced in these Standards is consistent with the strategy
required in Standards 10.4, 10.5, and 10.6, described previously.
The job analysis is the first step. Standard Al on "Defined
Role," with its rationale and guidelines, lays the foundation for the
m easurement process (Joint Committee on Standards for Education Evaluation, 1988):
Standard
The role, responsibilities, performance objectives, and needed qua lifications of the evaluatee should be clearly defined, so that the evaluator can determine valid assessment criteria. (p . 85)
Rationale
This standard specifies the crucial foundation step in any personnel
evaluation process. A carefully developed and sufficiently detailed
and delineated description of the role, responsibilities, performance
objectives, and qua lifications is prerequisite to specifying relevant
assessment criteria. (p. 86)
Guidelines
A. Develop job descriptions based on systematic job a nalysis.
B. Obtain position description information from as many knowledgeable sources as possible.
C. Define duties that reflect the needs of students, constituency, and
the employing institution .
D. Specify in detail significant role behaviors, tasks, duties, responsibilities, and performance objecti ves.
E. Make clear the relative importance and performance level of
each standard used to define success in the position.
F. Investigate a nd resolve a ny discrepancies in the position
description .
G. Make clear the relationship between performance indicators a nd
the standard with which each indica tor is associated. (pp. 86- 87)
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The teaching environment and the factors that can influence or
constrain teacher performance are considered in Standard A2 on
"Work Environment":
Standard
The context in which the evaluatee works should be identified, described, and recorded so that environmental influences and constraints on performance can be considered in the evaluation. (p. 90)
Rationale
Holding educators accountable for the effects of variables they cannot control or influence is likely to lead to resentment and low morale. Failure to take account of environmental factors may also
threaten the validity of the evaluation process. (p. 90)
Guidelines
A. Identify and record contextual variables that might affect the
work environment.
B. Consider available resources, working conditions, community expectations, and other context variables that might have affected
performance. (p. 91)

The validity issue in personnel evaluation is given attention in
Standard A4 on "Valid Measurement":
Standard
The measurement procedures should be chosen or developed and
implemented on the basis of the described role and the intended use,
so that the inferences concerning the evaluatee are valid and accurate. (p. 98)
Rationale
Validity is the single most important issue in the assessment of any
evaluation process . If the evaluation is to serve its intended purpose,
then the inferences and judgments that are made must be defensible .
The selection, development, and implementation of the instruments
and procedures for collecting information, as well as the basis for
synthesizing the information and drawing inferences from it, must
be clearly linked to the purposes for which judgments, inferences,
and decisions are made. Further, these linkages must be documented and made public. (p . 99)

One of the common errors listed in relation to the guidelines for
Standard A4 is "using a measurem ent procedure for multiple purposes when it is valid for only one, for example, using students'
scores on a nationally standardized test to assess the performance
of a teacher or administrator when the test has not been validated
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for the latter purpose" (Joint Committee on Standards for Educational Evaluation, 1988, p. 100)
Reliability is assigned similar weight in Standard AS on "Reliable Measurement":
Measurement procedures should be chosen or developed and implemented to assure reliability, so that the information obtained will
provide consistent indications of the performance of the evaluatee.
(p. 104)

The preceding standards plus many others in the document
stress appropriate, technically defensible, and professionally acceptable practices for evaluating teacher performance. These upto-date standards do not recommend the applicability of student
test scores in this context.
Uniform Guidelines on Employee-Selection
Procedures

In addition to the sets of professional standards cited in the first
two sections, there are government regulations that protect individuals against any form of employment discrimination. Title VII
of the 1964 Equal Employment Opportunity Act is enforced by the
Equal Employment Opportunity Commission (EEOC) based on a
set of guidelines, entitled Uniform Guidelines on Employee Selection
Procedures (U.S. Equal Employment Opportunity Commission et
al., 1978). These Guidelines apply to every kind of personnel-assessment technique used to make an employment decision. This includes "any measure, combination of measures, or procedures
used as a basis for any employment decision" (p . 38308).
The purpose of the Guidelines is described in Section 1B:
These guidelines incorporate a single set of principles which are
designed to assist employers, labor organizations, employment
agencies, and licensing and certification boards to comply with requirements of Federal law prohibiting employment practices which
discriminate on grounds of race, color, religion, sex and national
origin. They are designed to provide a framework for determining
the proper use of tests and other selection procedures. (p. 38296)

One primary concern of the EEOC is whether an assessment procedure results in adverse impact against members of a racial, ethnic, or sex group. The EEOC would consider that a test that has no
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adverse impact complies with Title VII . If adverse impact is found,
it would have to be justified in terms of appropriate validity
evidence.
Suppose a disproportionate number of Black teachers in a local
district were denied career-ladder promotions or were placed on
probation because their evaluations were unsatisfactory compared
to those of the White teachers. The determination of adverse impact and compliance with the Guidelines by the EEOC would hinge
on the validity evidence that supports the use of the particular
measurement tools for those "employment decisions."
What types of validity evidence must be documented? The
Guidelines indicate the same types of evidence as those needed to
satisfy the validity standards cited previously, where the most crucial step is the job analysis . The Guidelines (U.S. Equal Employment Commission et aI., 1978) specify validity studies for (a)
content validity-"an analysis of the important work behavior(s)
required for successful performance and their relative importance
and, if the behavior results in work product(s), an analysis of the
work product(s)" (sec. 14C [2]); (b) construct validity-"the job
analysis should show the work behavior(s) required for successful
performance of the job, . . . the critical or important work behavior(s) in the job or group of jobs being studied, and an identification of the construct(s) believed to underlie successful performance
of these critical or important work behaviors in the job or jobs in
question" (sec. 14D [2]); and (c) criterion-related validity-"to determine measures of work behavior(s) or performance that are relevant to the job or group of jobs in question" (sec. 14B [2]).
Because student-achievement gain is perceived as an outcome of
teaching, that is, work outcome, why not use achievement as a
criterion variable? The Guidelines' definition of criteria for criterion-related validity studies is as follows:
Whatever criteria are used should represent important or critical
work behaviors(s) or work outcomes. Certain criteria may be used
without a full job analysis if the user can show the importance of the
criteria to the particular employment context. These criteria include
but are not limited to production rate, error rate, tardiness, absenteeism, and length of service. A standardized rating of overall work
performance may be used where a study of the job shows that it is an
appropriate criterion. (pp . 38300- 38301)

Notice that all except one of the preceding criteria stated are objective, single measures of the person being evaluated. Achieve-

8.

LIMITATIONS OF USING STUDENT ACHIEVEMENT DATA

275

ment gain, however, is a collective (class) index representing the
performance of individuals with diverse academic (and usually
demographic) characteristics, which is then applied to the teacher
being evaluated. Despite the common interpretation of studentachievement gain as the direct product or outcome of teaching, as
noted in the previous section, gain is an indirect measure of teacher performance.
Court Cases

The court cases that have implications for teacher evaluation and
for the use of student achievement data to assess teacher performance can be classified into general employment decisions and
teacher employment decisions. The purpose of this section is to
extract from the court decisions the key factors or issues that are
germane to the student test-score approach to teacher evaluation.
General-Employment Decisions

There are numerous court cases involving the use of tests and other
measurement techniques in a variety of employment applications
that may have a bearing on future litigation on teacher evaluation
(see Madaus, chap. 7). Excellent reviews of these cases have been
completed by Bernardin and Cascio (1984) and Nathan and Cascio
(1986). Their reviews suggest that the courts have been guided by a
number of factors in assessing personnel-evaluation systems; some
relate to technical standards such as those stated in the Guidelines,
whereas others pertain to proper personnel practices that help to'
safeguard against discriminatory employment decisions (Nathan
& Cascio, 1986). Fourparticular factors have emerged from the
reviews of Cascio and Bernardin (1981) and Bernardin and Beatty
(1984):
1. Standards for performance should be based on a job analysis.
2. Evaluation should be based on specific job dimensions, not on
a global or overall measure.
3. Ratings should be made on behaviorally based performance
dimensions rather than on personality traits.
4. Documentation should be kept and should be accurate.
Kleiman and Durham (1981) also emphasized the evidence essential to demonstrate that a performance evaluation is valid or job
related. Further, they recommend presenting evidence that the
evaluation procedures do not discriminate.
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Consistent with the Standards and the Guidelines, the courts
have affirmed the importance of a thorough job analysis. In the
teacher-evaluation literature, empirically based schemes have
been developed to identify specific job dimensions and behaviorally based performance dimensions (see review by Medley et aI.,
1984, chap. 4). The methods for assessing these dimensions, however, should be direct rather than indirect. The courts have supported the use of ratings of behavior as the basis for performance
evaluation. There is no precedent for the use of student-test scores
to measure teacher performance.
Teacher-Employment Decisions

Strike and Bull (1981) surveyed federal law and state regulations
governing teacher evaluation, especially personnel policies and actions that relate to termination, salary determination, and promotion and demotion. They recommended that teacher-evaluation
procedures focus "only on those aspects of a teacher's performance, behavior, and activities that are directly or indirectly relevant to the teacher's ability to execute the legitimate responsibilities that attach to the job" (p. 336). Their conclusions regarding the principle of evaluative relevance, however, are most appropriate to the issues of interest:
The relevance requirement for ... external information is ... connected with the legal core of meaning of teaching competence: external information must be plausibly indicative of the teacher's capacity to fulfill central instructional responsibilities .... [C]ertain indirect measures of teaching ability, such as student test results, teacher tests, or research-based instruments, may be held legally relevant
to judgments of competence under a variety of conditions. (p. 337)

This principle indicates that student-test scores may be legally
relevant to the evaluation of teaching competence. The most recent test of evaluative relevance is St. Louis Teachers Union v ..
Board of Education of St. Louis, described previously, for which a
decision has not yet been rendered.
Summary

The themes that recur in both sets of Standards, the Guidelines, and
the court cases are as follows:
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1. A comprehensive job analysis is crucial.
2. Evidence of job relatedness for all evaluation instruments
must be provided.
3. Appropriate evidence of validity and reliability of test or
scale scores used for employment decisions must be obtained.
4. Evidence that instruments are unbiased and nondiscriminatory of racial, sex, and ethnic subpopulations should be
available.
As these themes are applied to teacher-incentive programs, it is
clear that teacher performance should be measured directly in
terms of on-the-job behaviors. An indirect measure such as student-achievement performance may be legally relevant and appropriate as one among several evaluative criteria, although not defensible according to the Personnel Evaluation Standards (Joint
Committee on Standards for Educational Evaluation, 1988, p.
100).

FACTORS THAT INFLUENCE A TEACHER'S
EFFECTIVENESS BEYOND HIS OR HER CONTROL

In the preceding section, it was noted that one of the intractable
problems of using student achievement to measure teacher performance is isolating teacher performance as the primary explanation for changes in student performance. This issue is addressed
specifically by Standard 12.7 (AERA, APA, NCME, 1985, p. 69) and
Standard A2 (Joint Committee on Standards for Educational Evaluation, 1988, p. 114).
There are several factors that can influence a teacher's measured effectiveness that are beyond his or her control. These factors can account for a sizable proportion of the gain that may be
exhibited in student achievement. Many of the factors have been
identified previously by Berk (1984c; 1988), Haertel (1986), and
Medley et al. (1984). In addition, several reviews of research on
input-output analyses of schools by Bridge, Judd, and Moock
(1979), Centra and Potter (1980), Cohn and Millman (1975), and,
especially, Glasman and Biniaminov (1981) provide valuable insights into the impact of numerous variables on achievement. The
last review is the most comprehensive to date.
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The factors examined in this corpus of literature cluster into
three categories: (a) student characteristics, (b) school characteristics, and (c) test characteristics. The work of Glasman and
Biniaminov (1981) addresses most of the characteristics that fall
into categories a and b; the issues that relate to category c have
been discussed by Berk (1988).
Student Characteristics

There are at least seven types of student characteristics that can
positively or negatively affect student achievement: (a) intelligence, (b) attitude, (c) socioeconomic level, (d) race/ethnicity, (d)
sex, (e) age, and (f) attendance. These are attribute variables. Students possess these characteristics when they enter the classroom;
most of them cannot be manipulated by the teacher. Under experimental conditions it might be possible to change intelligence and
attitudes to some degree, or to improve attendance. However, under normal nonexperimental conditions, a teacher is assigned a
class of students with a given set of characteristics.
The aforementioned student characteristics are described briefly in this section to determine the degree and direction of their
effect on student achievement.
Intelligence. Intelligence or academic aptitude typically correlates from 0.40 to 0.70 with achievement, as measured by standardized test batteries. When the correlations are based on class
means, they may be as high as 0.90 (Soar & Soar, 1975) . As Medley
et al. (1984) pointed out, "a correlation of .90 means ... that about
80 percent of the differences in the pupil achievement scores used
to evaluate a teacher were present before [he or] she had any
chance to influence them" (p. 34). Furthermore, the interaction of
intelligence with other student characteristics and school characteristics can affect achievement levels (Cronbach & Snow, 1977).
Attitude (three variables). Three types of student attitude have
been investigated: (a) locus of control-the extent to which outcomes are attributed to self-action (internals) or to fate, chance,
and powerful others (externals), (b) self-concept-the beliefs about
one's personal characteristics, and (c) academic aspiration-the
motivation to achieve in school. Glasman and Biniaminov's (1981)
synthesis of the research indicates consistent findings that internal
control, high self-concept, and high academic aspirations positive-
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ly influence reading and mathematics achievement. Locus of control and self-concept tend to have a much stronger effect on
achievement than academic aspirations, and these attitudes are
stronger determinants of verbal achievement than of socioeconomic variables (Mayeske & Beaton, 1975).
Socioeconomic level (six variables). Six family-background variables have been used in combination to define socioeconomic
level, including family size, family income, family occupational
status, family possessions, parental education, and family's educational environment. The results of 17 studies were consistent: All
of these components of socioeconomic level except family size
were strongly and positively correlated with reading, mathematics, verbal, and composite achievement (see Glasman & Biniaminov, 1981). Family size was negatively correlated with
achievement (e.g., Hanushek, 1972 ; Wiley, 1976).
Racelethnicity. Racial composition of elementary and secondary
schools defined either as percentages of White, Black, or nonWhite students or as a dummy coded variable (Black = 1, others =
0) was negatively correlated with reading, mathematics, and verbal achievement where there was a majority of Black or non-White
students. Only one study by Winkler (1975) found a positive association. Interestingly, Mayeske et al. (1973) reported that race/ethnicity accounted for 24% of the variance in achievement when
socioeconomic factors were uncontrolled, and only 1% when those
factors were controlled.
Sex. Several studies of the relationship between sex, coded as
female = 1 and male = 0, and achievement have found consistently
positive correlations with reading and composite achievement and
negative correlations with mathematics (e.g., Michaelson, 1970;
Summers & Wolfe, 1977). In other words, females perform better
in reading and males better in math.

Age. Three studies that examined the variable of age in grade,
coded as over-age = 1 and not over-age = 0, at the elementary and
secondary levels reported negative correlations with reading and
mathematics achievement (Boardman, Davis, & Sanday, 1974;
Levin, 1970; Michaelson, 1970). Consequently, the age composition
of a class can affect achievement gains negatively to the extent that
over-age students are in the majority.
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Attendance (four variables). Student attendance has been expressed as student turnover, days present, quantity of schooling
index, and student unexcused absences and lateness. Only three
studies have explored this issue. Their findings at the elementary
level indicate that poor attendance negatively affects reading,
mathematics, and composite achievement (Murnane, 1975; Summers & Wolfe, 1977; Wiley, 1976).
School Characteristics

Beyond the characteristics of students which can affect achievement gains, there are numerous variables of school conditions and
instructional personnel that exhibit similar effects. These variables have been analyzed by Glasman and Biniaminov (1981) and
Haertel (1986) .
. School Conditions. More than 25 studies have investigated variables that relate to school services, facilities, expenditures, staff,
and climate. They include the following:

school library (number of books per student)
class size (number of students per classroom)
size of a type of class (e.g., mean school class size in math)
age of building
size of school site
size of school enrollment
size of staff
turnover of staff
expendi tures
quality of instructional materials and equipment (e.g.,
desks, chalkboards, textbooks, computers)
11. schoolwide learning climate
12. instructional support (e.g., aides, resource teachers, team
teaching)
1.
2.
3.
4.
5.
6.
7.
8.
9.
10.

Glasman and Biniaminov's (1981) review of research on variables 1 through 8 led to their conclusion that the direction and
significance of those variables' effects on achievement were inconsistent; the results were positive, negative, and mixed. However,
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there were consistent negative correlations between class and
school size and reading and mathematics achievement; schoollibrary size was also positively associated with reading achievement.
Expenditures (variable 9) for administration, instruction, and
extracurricular activities were positively correlated with reading
and composite achievement (Benson et aI., 1965; Cohn & Millman,
1975; Kiesling, 1969; 1970). Research on variables 10 through 12
was examined by Haertel (1986). He concluded that (a) quality of
instructional materials may influence achievement (Wiley & Harnischfeger, 1974); (b) teachers can be more effective in schools with
favorable learning climates (Bridge et aI., 1979; Brookover, Beady,
Flood, Schweitzer, & Wisenbaker, 1979); and (c) instructional support at the elementary and secondary levels can affect student
performance.
Instructional Personnel. There are several teacher-background
and personal characteristics and teacher-assignment and attitude
variables that influence student achievement. These variables
include:
1. education degree
2. undergraduate education type
3. teaching experience
4. verbal achievement
5. race
6. sex
7. teaching load
8. time in discipline
9. job satisfaction
In their review of more than 20 studies of these variables
Glasman and Biniaminov (1981) concluded: (a) higher levelS of
education, verbal achievement, and experience affected reading
and mathematics achievement positively, (b) increased teaching
loads and time in discipline produced negative effects on reading,
mathematics, and verbal achievement, and (c) greater job satisfaction was positively correlated with reading, mathematics, and verbal achievement.
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Test Characteristics

Although the 17 student characteristics and 21 school characteristics identified thus far should suggest the difficulty of attributing student-achievement gains to teacher performance, just how
that achievement is measured is equally important to the teacherevaluation process. The characteristics of the achievement test selected can have a profound effect on what is actually measured,
how it is interpreted, and the extent to which student performance
reflects teacher effectiveness. In this section, pertinent test characteristics are described under three topics: (a) type of achievement
test, (b) curricular and instructional validity, and (c) test score
metric.
Type of Achievement Test. The first decision that must be made
is the type of achievement testes) to be used to measure teacher
performance. The choices often reduce to standardized norm-referenced tests and criterion-referenced tests. The selection of any single test should be based on its technical adequacy in terms of
norms, validity, and reliability . Standards and criteria for judging
adequacy are set forth in the Standards for Educational and Psychological Testing (AERA, APA, & NCME; 1985). Special attention
should be given to the characteristics of curricular and instructional validity. It is important that the items on the test match the
objectives of the local curriculum and the instruction that actually
occurs. Tests that are insensitive to what is taught in any subject
area are inappropriate measures of student achievement as well as
teacher performance.
Because standardized norm-referenced tests, such as the Iowa
Tests of Basic Skills, California Achievement Tests, Comprehensive Tests of Basic Skills, Metropolitan Achievement Tests, Stanford Achievement Test, and Survey of Basic Skills, typically survey
broad domains of content, they rarely "mirror a particular curriculum." In fact, the tests are expressly designed to minimize local,
state, and regional content biases (Green, 1983; Mehrens, 1984). If
the achievement-test scores do not accurately measure achievement in the program, their validity is weakened. The degree of
invalidity is contingent upon the match between what the test
measures and what the curriculum covers.
In contrast to standardized tests, criterion-referenced competency tests are tailored to measure the instructional objectives of a
school-based program (Berk, 1984a). Such tests, however, must be
developed by the local or state educational agency, or in collabora-
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tion with a professional test-development contractor. Unfortunately, the experiences with minimum-competency test construction
over the past decade indicate that the products of local efforts are
far from technically adequate (Berk, 1986). Commercially developed criterion-referenced tests have also been plagued by technical deficiencies (Hambleton & Eignor, 1978) related to item
characteristics, mastery-nonmastery cut-off scores, and decision
consistency.
Curriculum and Instructional Validity. Although content, criterion-related, and construct validities are applicable to achievementtest scores in general, there are specific types of validity evidence
that must be obtained to consider drawing inferences about teacher performance. Such evidence relates to curricular and instructional validity.
Curricular validity refers to the extent to which the items on the
test measure the content of a local curriculum (d. McClung, 1979,
p. 682). Although conceptually similar to content validity (Madaus, 1983; Schmidt, Porter, Schwille, Floden, & Freeman, 1983)
and even viewed by some experts as synonymous with content
validity (Cureton, 1951; Hopkins & Stanley, 1981, chap. 4;
Madaus, Airasian, Hambleton, Consalvo, & Orlandi, 1982), curricular validity is operationally very different. In the case of standardized norm-referenced tests, it does not focus on the content
domain the test was designed to measure; it deals with a specific
domain to which the test is later applied. The relevance of the test
in a specific application is being evaluated. Rarely would perfect
congruence between the two domains ever occur (e.g., Bower,
1982; Gramenz, Johnson, & Jones, 1982; Jenkins & Pany, 1978;
Madaus et aI., 1982; Porter, Schmidt, Floden, & Freeman, 1978).
Evidence of curricular validity is obtained by determining the
degree of congruence or match between the test items and the
curriculum. This is based on a systematic, judgmental review of the
test against the curricular objectives or materials by content experts. These experts may be classroom teachers or curriculum specialists; they are the only professionals in a position to judge curricular validity. The review can vary as a function of the following: (a)
single grade versus cumulative grade content, (b) specificity of
objectives or content/process matrix, (c) internal versus external
determination, and (d) curricular materials versus actual classroom activities (for details, see Schmidt, 1983a; 1983b; Schmidt et
aI., 1983). What emerges from this process are several estimates of
content overlap , including the amount of content in common, the
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percentage of the local curriculum measured by the test, and the
percentage of items on the test not covered by the curriculum. The
second estimate in particular can furnish evidence of the curricular
validity of the test.
When a standardized test is found to have low curricular validity, alternative testing procedures should be considered. One procedure involves customizing the test by developing supplementary
items to fill in the identified measurement gaps. These items
would be administered and scored in conjunction with the standardized test. Technical problems arise in evaluating the validity
and reliability of the "supplementary test" and in equating its
scores to the appropriate national norms. Another procedure is to
choose an out-of-grade-level test that provides a better curricular
match.
An important issue related to curricular validity is whether
achievement tests measure what is actually taught in the schools.
Very often it is simply assumed or implied that evidence of curricular validity means that the objectives guided the instruction and
the curricular materials were used in the classroom. This does not
necessarily follow, as several studies have demonstrated (Hardy,
1984; Leinhardt & Seewald, 1981; Leinhardt, Zigmond, & Cooley,
1981; Poynor, 1978; Schmidt et aI., 1983) . What is measured by the
test is not always the same as what is taught, especially with regard to standardized tests. Hence, a distinction has been made
between these different domains to which the test items can be
referenced (Schmidt et aI., 1983). When the domain is the instruction actually delivered, a "measure of whether schools are providing students with instruction in the knowledge and skills measured by the test" (McClung, 1979, p. 683) is called instructional
validity.
Instructional validity refers to the extent to which the items on
the test measure the content actually taught to the students. Several techniques have been proposed for assessing the overlap between the test and the instruction. Popham (1983) identified four
data-sources for describing whether students have received instruction that would enable them to perform satisfactorily on a
test: (a) observations of classroom transactions, (b) analyses of
instructional materials, (c) instructor self-reports, and (d) student
self-reports. Although he views these sources as methods for determining the adequacy of test preparation (Yalow & Popham, (983),
they can be considered as techniques for gathering evidence of
instructional validity . Unfortunately, Popham's (1983) evaluation
of those techniques suggests that the process of estimating the
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percentage of a standardized test that has been covered by teaching has numerous methodological problems related to executing
the data-gathering procedures (see Le~nhardt, 1983; Schmidt et
al., 1983). They stem, in large part, from the variability of instructional content, not only among different classes, but within a single classroom.
The evidence from an instructional validity study can reveal
"content taught but not tested" and "content tested but not
taught." Both types of evidence have significant implications for
inferring teacher effectiveness from student-achievement gains. In
the case of the former, if the evidence indicates that there is a
considerable amount of content being taught but not covered by
the achievement test, then the students' performance gains may
only partially reflect the teacher's performance. Instruction on
skills at the higher levels of cognition (e.g., application, analysis),
which are the levels rarely measured by standardized norm-referenced tests (Soar & Soar, 1983), might not be assessed. In that
case, an inference about a teacher's performance from the achievement test scores would need to be qualified in the context of what
was not measured by the test.
Conversely, if there is validity evidence that a proportion of the
test items measures content that was not taught to the students,
then inadequate achievement gains on that test cannot be attributed to the teacher's performance, unless that particular content was supposed to be taught. The most common strategy to
address this type of test content-instruction mismatch is for
teachers to teach the objectives measured by the test. If teachers
are to be evaluated according to their students' test performance,
then it is highly probable that a sizable portion of the instruction
will be driven by the test content. Because most achievement tests
tend to measure simpler objectives, as opposed to complex or higher-order objectives, teaching will attempt to maximize student
progress on those objectives to produce large achievement gains
(Medley et al., 1984, chap . 3).
Test·Score Metric

In order to perform basic arithmetic calculations, such as computing the difference between pretest and posttest scores and groupaverage scores, equal-interval scales are essential. The most frequently used derived-score scale for norm-referenced tests is the
grade equivalent. It is not an interval scale and has several other
serious deficiencies (see Angoff, 1971; Berk, 1984b; Flanagan, 1951;
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Horst, 1976; Horst, Tallmadge, & Wood, 1974; Linn, 1981; Williams, 1980). Those deficiencies have been summarized by Berk
(1984b):
Grade equivalents
1. invite seemingly simple but misleading interpretations;
2. assume that the rate of learning is constant throughout the
school year;
3. yield different growth rates at different score levels;
4. are derived primarily from interpolation and extrapolation
rather than from real data;
5. are virtually meaningless in the upper grade levels for subjects that are not taught at those levels;
6. exaggerate the significance of small differences in performance;
7. are affected by changes in educational customs regarding
promotion from grade to grade;
8. vary markedly from publisher to publisher, from test to test,
from subtest to sub test within the same test battery, from
grade to grade, and from percentile to percentile. (pp. 94-96)
Consistent with these deficiencies are the cautions cited for interpreting grade equivalents in relation to Standard 4.1 of the
Standards for Educational and Psychological Testing (AERA, APA,
NCME, 1985):
Test publishers and users can reduce misinterpretations of gradeequivalent scores, for example, by ensuring that such scores are (a)
reported only for grades in which actual growth can be expected, (b)
reported only for grades for which test data are available , and (c)
accompanied by instructions that make clear that grade-equivalent
scores do not represent a standard of growth per year or grade and
that 50% of the students tested in the standardization sample should
by definition fa ll below grade level, that if a student scores above
grade level it does not necessarily mean that the student has mastered the content material of the higher grade level, and that interpretations of differences between grade equivalent scores on separate subtests should be avoided. (p. 33)

Because grade equivalents can distort a student's actual
achievement levels on both the pretest and posttest, there is no
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technically sound reason to justify their use in the estimation of
gain scores. As Angoff (1971) noted, "their simplicity is far more
apparent than real" (p. 525); however, the adverse consequences of
their continued use will be far more real than apparent.
Percentile ranks are also unacceptable for gain-score analysis
inasmuch as they comprise an ordinal scale. Although their interpretation is direct and readily understood, the inequality of
percentile units on different parts of the scale render them inappropriate for computing pretest-posttest gains.
The preferred metric for gain-score analysis is simple raw scores.
They are appropriate when the same test form is administered
both times. If parallel forms are employed or it is desirable to
compare performances from one sub test to another or from class
to class, scaled scores should be used. These scores possess the
property of equal intervals and permit comparisons of tests within
and across grade levels.
For criterion-referenced tests, raw score or proportion correct is
an appropriate metric to estimate gain. Linn (1981) recommended
that if the content domain of the test is explicitly defined and
random or stratified random samples of items can be generated,
the estimate of proportion correct on each item sample can be used
to obtain growth curves .

Summary

This section presented 17 student characteristics, 21 school characteristics, and 4 achievement test characteristics that can influence the evaluation of teacher performance. In other words, there
are more than 40 factors that affect student achievement, its measurement, and its interpretation, irrespective of teacher performance. Despite the interrelationships among many of these factors
and the efforts to control or eliminate some of them (see Haertel,
1986), an individual teacher whose performance is being measured
via achievement gains is rarely in a position to manipulate those
factors in order to neutralize their effect on his or her performance.
According to the research literature cited previously, most of the
factors have a positive effect on achievement and, consequently,
could account for a large proportion of the overall gain over 10
months . A few of the factors had negative effects, and other factors
could be positive or negative.
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ANALYSIS OF ACHIEVEMENT GAIN

In addition to the aforementioned factors that affect student
achievement and inferences about teacher performance, the pretest-posttest database for computing gain scores and the inferences drawn from those scores possess other limitations . Typically, the achievement-test database used in some incentive
programs focuses on the difference in the students' performance on
a standardized achievement test between September (or October)
and May (or June) during the same school year; alternatively, the
two testings can occur in May of one school year and again in May
of the succeeding year. In either case only two measurement points
(pretest and posttest) are used.
As noted in the introduction to this chapter, the states and particular school districts who rely on achievement data for promotion and pay bonus decisions compute the difference between the
two testings using three methods:
1. Subtract a student's posttest score (X2 ) from the pretest score
(Xl)' or X2 - Xl'
Calculate the percentage of students who gained (10 months to
be "on or above grade level ").
2. Average the X2 - Xl gain scores for a single class (i.e., mean
gain score).
3. Average theX2 - Xl gain scores for an entire grade level in a
school.
Methods 1 and 2 are intended to measure teacher performance;
method 3 focuses on school effectiveness. A few of the current
teacher-incentive programs employ one or any combination of
those methods.
This section examines the adequacy of the preceding methods as
measures of gain and the validi ty of inferences from gain scores.
Measurement of Gain
Traditional Deficiencies

During the past 40 years a considerable amount of research has
been devoted to the study of how to measure change or gain over
time (see Bereiter, 1963; Cronbach & Furby, 1970; Linn & Slinde,
1977; Lord, 1956; 1963; O'Connor, 1972; Webster & Bereiter,
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1963). Much of this work has cited two major deficiencies of pretest-posttest gain scores: their low reliability and their negative
correlation with pretest scores.
The formula for the reliability of a gain score (rGS) can be expressed in terms of the reliabili ties of the prescores (r 11) and
postscores (r22 ), considered separately, and the correlation between them (r 12)' or
_

rGS

-

r 11

+ r22
2(1 -

-

2rl2

r12)

Low reliability can result from this formula under certain observable conditions. First, if the alpha reliability coefficients are
identical and equal to the test-retest coefficient, the reliability of
the gain score is zero. Second, a high test-retest correlation tends
to produce a low gain-score reliability. For example, a test with a
common variance and a reliability of 0.80 would have a gain score
reliability of 0.60,0.50,0.33, and 0 when the correlation (r 12 ) was
0.50, 0.60, 0.70, and 0.80, respectively (Linn, 1981, p. 87). Interestingly, these low gain-score reliabilities would rarely occur
because the assumption of common variance is not usually upheld
in practice.
This low reliability of gain scores has been regarded as a serious
concern in individual student decision making and in decisions
based on aggregates of individual gain scores (Method O. The reliability of a mean gain score (Methods 2 and 3) has been viewed as
problematic in terms of stability coefficients from one year to the
next. From several studies of the stability of class mean gain, it
was found that the median stability coefficient was approximately
0 .30 (Brophy, 1973; Rosenshine, 1970). This instability of gains
occurred across years, teachers, grade levels, sub test-subject areas,
and Title I versus non-Title I schools.
The second deficiency of gain scores is their negative correlation
with pretest scores. This negative bias has been cited as an important reason to avoid gain scores (Linn & Slinde, 1977; O'Connor,
1972). If the pretest- and posttest-score variances are equal, the
correlation between the pretest scores and gain scores is necessarily negative because r l2 will be less than 1.0. This means that
students with low pretest scores will tend to have larger gains than
students with high pretest scores. However, the converse is possible. If the posttest variance is considerably larger than the pretest
variance, r 12 may be positive, in which case the initially higher
scoring students have a built-in advantage (see Linn, 1981; Zimmerr:1an & Williams, 1982).
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Deficiencies as Misconceptions

The findings of investigations comparing numerous strategies for
estimating gain (e.g., Corder-Bolz, 1978; Overall & Woodward,
1975; 1976; Richards, 1976) and the reanalyses of these issues by
Rogosa (1980; Rogosa, Brandt, & Zimowski, 1982; Rogosa &
Willett, 1983; 1985) and others (Nesselroade, Stigler, & Baltes,
1980; Willett, 1988; Zimmerman & Williams, 1982) strongly indicate that the aforementioned deficiencies are not serious. Low reliability and negative correlation with initial status are misconceptions rather than deficiencies.
On the problem of low reliability, Rogosa et al. (1982) pointed
out: (a) "low reliability [of gain scores] does not necessarily mean
lack of precision," and (b) "the difference between two fallible
measures can be nearly as reliable as the measures themselves" (p.
744). Overall and Woodward (1975) also demonstrated that the
unreliabili ty of gain scores should not be a cause for concern in
determining an instructional effect between two testings. A true
effect can be evidenced using a t-test for paired observations "irrespective of the zero reliability of difference scores upon which all
calculations are based" (p. 86) . In fact, the power of tests of significance is maximum when the reliability of the difference scores is
zero.
The negative bias of the correlation should be interpreted as an
artifact of measurement error on the estimation of the correlation.
Rogosa et al. (1982) argued that the bias is not a fundamental
difficulty with the use of the gain score as a measure of change.
Alternative Methods

A variety of methods have been proposed for estimating gain, including raw gain, gain adjusted for pretest error, gain adjusted for
pretest and posttest error, the difference between true posttest and
pretest scores (Lord, 1956), raw residual gain, estimated true residual gain, a "base-free" procedure (Tucker, Damarin, & Messick,
1966), and posttest score adjusted for initial academic potential.
None of these procedures provides a satisfactory solution. Three
other approaches supplement the information on the two data
points (Xl and X 2 ) with between-person information (e.g., reliabilities and measurement error variances): (a) weighted reliability measures, (b) Lord-McNemar regression estimates, and (c)
Bayes growth-curve estimates (for details, see Rogosa et aI., 1982).
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New Directions

Despite all of the research cited in this section, which has addressed the technical problems in measuring gain, the most important deficiency of the pretest-posttest gain score is the meager
information it yields based on only two measurement points. This
issue was virtua.11y ignored in the research literature until the
1980s. The use of multiwave data, where three measurements (September-January-May), four measurements (September-DecemberMarch-May), or more are obtained, vastly improves the measurement of change over time simply because additional information
on each student is available (Rogosa et aI., 1982). Multiple measurements provide greater precision in estimating gain than just
two measurements (see Bryk & Raudenbush, 1987; Rogosa &
Willett, 1985; Willett, 1988).

Validity of Gain-Score Inferences

The validity of gain-score inferences pertains to the underlying
pretest-posttest design. The several possible factors jeopardizing
the internal validity of the one-group pretest-posttest design have
been discussed extensively in the research methodology literature
a la Campbell and Stanley (1966) and Cook and Campbell (1979).
They have also been emphasized in reviews of the RMC Research
Corporation's Title I evaluation model A (Horst, Tallmadge, &
Wood, 1974; Linn, 1979; 1980b; 1981; Linn, Dunbar, Harnisch, &
Hastings, 1982; Tallmadge, 1982; Tallmadge & Wood, 1976).
Among the factors of history, maturation, testing, instrumentation, statistical regression, selection, mortality, and interactions
with selection, only those germane to the inference of teacher performance are described in this section.
The gain score computed from the pretest and posttest administrations is to be attributed to the teacher's performance. The
score is one indicant of his or her effectiveness. The validity question asks: What other plausible explanations could account for the
gain score? If the gain score is invalidated, such that there are
many reasons for the improvement in the students' performance,
only one of which may be teacher effort, then promoting a teacher
or awarding a pay bonus would be unjustified. The relevance of the
alternative explanations for gain may vary across classes, grade
levels, subject areas, and schools.
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History

Gain may be due to history in the sense that events outside of the
school setting could have occurred over the 9 to 10 months between the testings which, in turn, affect student achievement.
Home and community resources (e.g., books, computers), which
may vary as a function of socioeconomic level, educational and
cable television programs, and the like, could influence a student's
progress in reading, mathematics, and other subjects, irrespective
of what happens in the classroom.
Maturation

As the students grow older, wiser, and more experienced over the
school year, their learning and measured achievement will be affected to some degree.
Statistical Regression

Students who have low pretest scores will score higher on the
posttest, and students who score high on the pretest will score
relatively lower on the posttest. That is, the most extreme scores
on the pretest tend to "regress toward the population mean" on
the posttest. The regression effect operates (a) to increase obtained
pretest-posttest gain scores among low pretest scores, (b) to decrease obtained change scores among students with high pretest
scores, and (c) to not affect obtained change scores among scores at
the center of the pretest distribution (for details, see Cook & Campbell, 1979, pp. 52-53). These changes that occur due to regression
cannot be attributed to the teacher. The magnitude of the changes
depends on the test-retest reliability coefficient and the ability
distribution in the class at the time of the pretest. The higher the
reliability and the more average the students, the less will be the
regression effect.
Mortality

In the course of a school year, students can leave a given class for
any number of reasons . As the composition of the class changessome students leave and others transfer in-a selection artifact
results. The students taking the posttest may be different from
those who took the pretest.
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Interactions with Selection

When mean gain scores are compared across classes in one school
or across schools to determine which teacher(s) or school(s) deserves a financial award, there are additional factors such as selection-history and selection-maturation that could account for differential gains in the classes or schools. Selection-history results
when the schools being compared are located in different geographic and socioeconomic areas. The students in each school
could experience a different local history that might affect achievement gains . Selection-maturation occurs when the students in different classes or schools are maturing at different rates due to
differences in socioeconomic background or other variables. As
noted previously, socioeconomic level is related to achievement
growth rates.
Multiple Sources of Invalidity

Ideally, it would be desirable to partial out of the total gain that
proportion of gain attributable to extraneous (noninstructional)
factors. Suppose that the observed gain scores by students in a
class were expressed in terms of variance components, or
(}"20G = (}"2TG

.+ ()"

2E ;

that is, the variance of the observed gain scores (}"20G) equals the
variance of true gain scores (}"2TG) plus the variance arising from
errors of measurement (}"2E)' Unfortunately, although all of the
factors mentioned previously can be viewed as systematic error
variance, only a few can be quantified by experimental or statistical procedures, such that a factor's specific effect on the gain
scores can be estimated and removed fn;>m (}"20G'
Based on the many years of experience with Title I program
evaluations and the invalidity issues examined in this section,
there appear to be 11 factors that can increase pretest-posttest
gain scores from September to June in any given school year:
1.
2.
3.
4.
5.

history
maturation
statistical regression
small class size (n < 30)
overall school effects
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test-wiseness
score conversion errors
"minor" variations in test administration
teaching to the test
coaching on test-taking skills
random error

A few studies of regression ·effect with classes composed primarily of low achievers (Linn, 1980a; Roberts, 1980; Tallmadge,
1982), small class size (Horst, 1981), score conversion errors
(Elman, n.d.; Finley, 1981), and random error (Tallmadge, 1982)
indicate that these factors alone could account cumulatively for as
much as a half standard deviation in gain. The degree to which the
other factors could spuriously inflate the average gain is difficult
to assess. Furthermore, the impact of the 11 factors in one classroom can also be very different from the impact in other classrooms within the same school.
When these 11 factors are considered in conjunction with the 42
student, school, and test characteristics described previously, the
net effect is to produce a sizable gain in the students' achievement
which is independent of the teacher's performance or classroom
instruction. The cumulative effect of the factors that positively
bias estimated gain appears large enough to overstate the amount
of teacher effect by a substantial margin . Currently, this "margin"
cannot be determined exactly . As a consequence, it would be difficult to set a criterion for superior teacher performance that exceeds both normally expected gain and the gain due to the various
sources of invalidity and error in each classroom.
Summary
The preceding analysis of achievement gain suggests eight conclusions in the context of teacher evaluation:

Measurement of Gain
1. The low reliability of gain scores and their negative correlation with pretest scores do not appear to be serious deficiencies of gain scores, as previously believed.
2. Low reliability does not necessarily mean lack of precision,
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and the negative bias of the correlation is an artifact of measurement error on the estimation of the correlation.
3. Improved approaches to measuring gain supplement pretestposttest data with between-person information .
4. The major limitation of the pretest-posttest gain score is the
meager information it yields.
5. Multiwave data based on three, four, or more data points are
preferable to two-wave data.

Validity of Gain-Score Inferences
6. The sources of invalidity of the pretest-posttest design include history, maturation, statistical regression, mortality,
and interactions with selection.
7. There are 11 factors that can increase achievement gain.
8. The net effect of about 50 identified sources of invalidity is to
produce a sizable gain in achievement that is independent of
a teacher's performance.

CRITERION FOR SUPERIOR TEACHER
PERFORMANCE

The career-ladder movement is designed to reward excellence in
teaching. Ultimately, the incentive programs are intended to make
the teaching profession more attractive in order to encourage the
best and brightest to become and remain teachers (Southern Regional Education Board, 1986, p. 6). If excellence or outstanding
teaching is the grounds for promotion and pay-bonus decisions,
this standard for a teacher's performance must be expressed in
concrete, operational language. If gains are to be used to identify
the "superior teacher," then a criterion mean-gain score must be
specified. What makes this task particularly difficult is the term
superior. The implication is that the mean gain score of a class (or
school) must be well above average or above the level of gain that
could normally be expected from 10 months of teaching.
There are at least three major approaches one can pursue in an
attempt to provide an operational definition for the criterion of
superior teacher performance: (a) statistical significance, (b) educational significance, and (c) normative significance. The appro-
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priateness and feasibility of these approaches are examined in this
section.
Statistical Significance

One approach to assessing the degree of pretest-posttest achievement gain is to compute the t-test for paired observations. If the
resulting t statistic reaches significance, it can be said that the gain
is a "real" rather than a chance occurrence. Degree of gain is,
therefore, defined as the magnitude of gain necessary to be found
statistically significant.
Statistical significance is an unsatisfactory definition for two
reasons. First, no graduated scale of gain is possible to differentiate normal from superior. Either a real gain is found or it is not.
And second, because the power of a statistic is so dependent on
sample size, teachers with relatively small classes would probably
have insignificant gains and those with larger classes would have a
better chance of obtaining significant gains . For example, for a
class composed of 30 students, there would be greater than a 90%
chance of attaining significance for a large gain; whereas for classes of between 10 and 20 students, there would be a 50% to 80%
probability, respectively, of detecting similar gains (see Cohen,
1977, chap. 2).
All of these estimates of power could be decreased after considering the unreliability of the test(s). The appropriate pooled within-class reliability estimate for test-retest or parallel forms data
has been developed by Subkoviak and Levin (1977, formula 3).
Adjustments for unreliability are especially important in view of
the fluctuation in power estimates for classroom size samples.
Educational Significance

The question remains as to just how much gain is indicative of
superior teacher performance. One index that measures magnitude of gain is effect size. For pretest-posttest data, effect size is
equal to the average gain score divided by the standard deviation
of the test scores, assuming equal pretest and posttest variance (for
details, see Cohen, 1977, chap. 2). Gain is simply expressed in standard-deviationunits so that a magnitude of gain of, say, 0.5 or 1.0
standard deviation, can be specified as a standard for educational
or practical significance. Criteria for what is deemed small, medium, and large gains can also be set.
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Despite the availability of this meaningful index for defining
"how much gain," determining the criterion for "superior" remains problematic. First, an analysis of class-by-class performances over several years would be required to ascertain the magnitude of gain that can normally be expected from 9 or 10 months
of teaching. This analysis is complicated by the variability of class
composition by grade level and subject area. Title I evaluation
results, for example, suggest that marked differences in gain can
occur between grades at the lower levels (Tallmadge, 1982). If it
were found that a 0.5 standard deviation is a reasonable expectation for reading gain at a given grade level in a particular school,
then at least a baseline has been established for setting a criterion
for superior gain.
Second, one must wrestle with the multiple sources of invalidity
and measurement error described in the preceding pages. It should
be apparent by now that if a gain of 0.5 were found for a single
class, it would be imperceptive to attribute that total gain to the
teacher's performance. There are too many contaminating factors
that could contribute to the estimate of gain. These factors must be
addressed in order to isolate the amount of gain only due to inclass instruction.

Normative Significance

The statistical and educational significance criteria for superior
teacher performance can be viewed as absolute; that is, a designated criterion can be met by one teacher irrespective of how other
teachers perform. In fact, it is conceivable that no teacher may
satisfy the criterion for "superior" at a particular point in time.
In contrast, the normative significance approach utilizes relative
criteria, so that "superior" is defined in relation to a norm group of
teachers. In one grade level at one school, for example, teachers
may be ranked according to their estimated class gain scores. The
teacher in the norm group with the largest gain may be identified
as superior, relative to the other teachers in the norm group. The
magnitude of gain necessary to be classified as superior may vary
by grade level, subject area, and school. The implication is that
superior has no absolute meaning as far as performance; it has
relative meaning only.
Embedded within this relative meaning of superior are numerous sources of unfairness and inequity. Unless classes are comparable or matched on the factors discussed throughout this chap-
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ter, there are no defensible grounds for assuring a fair and
equitable determination of superior performance. The betweenclass, between-grade, and between-student variability of the student, teacher, and test characteristics interacting with the sources
of invalidity and error listed previously render any such determination as nearly impossible.
Summary

Three procedures for defining the criterion of superior teacher performance were examined. Statistical significance and educational
significance provide absolute criteria based on probability and
magnitude of gain, respectively. Normative significance establishes relative criteria, so that superior is defined in relation to a
norm group of teachers. All of these approaches are unsatisfactory
due to the problems inherent in defining superior, specific sources
of bias (e.g., class size), and the multiple factors of invalidity and
error that preclude the inference of superior teacher performance
from achievement gain.
CONCLUSIONS

The four major sections of this chapter have described the difficulties one would encounter in developing a career-ladder or meritpay program based on pretest-posttest student-achievement gain.
These sections reviewed pertinent professional and legal standards, factors that influence a teacher's effectiveness beyond his or
her control, the measurement and validity of gain, and, finally,
approaches for determining the criterion of superior teacher performance. It is now possible to deduce several conclusions from
the issues discussed:
1. There are no professional standards or court decisions to support the use of student-achievement data for any type of
teacher evaluation.
a . Standard 12.7 of the Standards for Educational and Psychological Testing (AERA, APA, & NCME, 1985) states that
student test scores should not be used as the sole criterion
for evaluating teachers or administrators.
b. The Personnel Evaluation Standards do not recommend
the use of student-performance data to evaluate teachers,
administrators, or any other educational personnel.
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c. There are no standards that indicate student achievement
should be one among several criteria for measuring teacher performance.
d. All relevant technical standards, guidelines, and court decisions focus on the direct measurement of a teacher's
performance.
2. An inference of superior, mediocre, or poor teacher performance from student achievement gains (or losses) can be
contaminated by about 50 other factors. .
a. There are more than 40 student, school, and test characteristics that cannot be controlled by the teacher.
b. There are 11 sources of invalidity of the pretest-posttest
design that can increase achievement gain.
c. The net effect of all of these factors is to produce a sizable
gain in achievement that cannot be attributed to teacher
performance or to classroom instruction.
3. Despite the traditional deficiencies of the low reliability of
gain scores and their negative correlation with the pretest,
the major limitation of gain scores is the meager information
they provide based on only pretest and posttest
measure men ts.
a. Improved approaches to measuring gain supplement pretest-posttest data with between-person information.
b . Multiwave data based on three, four, or more data points
are preferable to two-wave data.
4. Between-class, between-grade, and between-student variability of the 50 sources of invalidity and error render the
setting of a meaningful criterion for superior teacher performance nearly impossible.
Although there does not seem to be any single source of invalidity or error (systematic or random) that is large enough to invalidate the pretest-posttest gain-score model, the combination of
multiple sources analyzed cumulatively does prove fatal to warrant its rejection as a primary strategy for measuring teacher performance in a career-ladder or merit-pay program. Even if student
gains were to be considered as one among several evaluative criteria, the intractable problem of how they should be weighed in
conjunction with other criteria must be tackled.
The professional standards, research evidence, and psychometric issues examined in this chapter strongly indicate that student performance on any test should not be used to measure teacher performance. Instead, that measurement should be guided by
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the Personnel Evaluation Standards. Teacher incentive programs
should be designed according to those Standards and reflect the
current state of measurement technology.
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