Introduction {#s1}
============

The responses of many sensory neurons reflect multiple stages of computational transformation, arising from the functional and anatomical organization of underlying neural circuitry. Although much of our knowledge of these circuits comes from direct measurements of responses during sensory stimulation, experimental and analytical techniques for inferring the properties of intermediate stages remain limited. In particular, in many neural circuits, the critical computations performed by interneurons are difficult to measure directly.

In the retina, cones, bipolar cells, and retinal ganglion cells (RGCs) form a two-tier cascade of linear and nonlinear processing that is thought to underlie many important visual functions (see [@bib63]; [@bib32]). A notable example is the *nonlinear subunit* computation ([@bib34]) observed in the responses of several types of RGCs, the output neurons of the retina. In these cell types, the circuitry composing the RGC receptive field does not linearly integrate cone photoreceptor inputs over space, as assumed by simplified descriptive models ([@bib16]; [@bib40]; [@bib57]; [@bib58]). Instead, cone signals are first combined by bipolar interneurons, whose outputs are rectified at the synapse onto RGCs ([@bib21], [@bib22]; [@bib8]). This nonlinear architecture endows the RGC receptive field with localized subunits that permit the representation of finer spatial detail than would be expected given the overall receptive field size ([@bib34]; [@bib42]; [@bib22]; [@bib3]; [@bib18]; [@bib65]). Subunits have also been implicated in the processing of features like object motion and looming ([@bib51]; [@bib49]), and some of their functional characteristics have been inferred for various cell types and species ([@bib26]; [@bib34]; [@bib74], [@bib75]; [@bib25]; [@bib6]; [@bib65]). However, the spatial organization of convergent cone input onto nonlinear subunits has never been visualized, nor mapped across a population of RGCs.

We combined large-scale parallel recordings of the responses of RGC populations to high resolution visual stimulation in order to characterize RGC subunits at the resolution of photoreceptors. Independent stimulation of individual cones and pairs of cones revealed significant nonlinear interactions within the receptive fields of OFF midget RGCs. A cascade model and an associated fitting method were developed to capture these nonlinear response properties. The model revealed the spatial structure of nonlinear interactions in the individual cone inputs to each OFF midget RGC, and enabled adaptive generation of validation stimuli targeted to specific cones during experiments. When fitted to entire populations of OFF midget RGCs, the model revealed a spatial organization of nonlinear subunits consistent with the known anatomical convergence of cones to midget bipolar cells.

Results {#s2}
=======

RGCs in the primate retina (*Macaca mulatta* and *Macaca fascicularis*) were recorded and identified using a large-scale multi-electrode recording system and visual stimulation ([@bib19]; [@bib29]; [@bib28]). Inputs from individual cones to RGCs were mapped using high-resolution stimuli ([@bib58]). Experiments and analyses focused on the responses of OFF midget cells over a range of eccentricities. These cells exhibited the largest signal-to-noise ratios and response stability over recordings.

Primate OFF midget RGCs exhibit nonlinear spatial integration {#s2-1}
-------------------------------------------------------------

Targeted stimulation of cone pairs within the receptive field of RGCs revealed nonlinear interactions. Specifically, increments and decrements of light were presented in regions that illuminated individual cones or pairs of cones ([Figure 1](#fig1){ref-type="fig"}, see 'Materials and methods'). If a RGC linearly combines cone inputs, its response should be eliminated, or strongly reduced, when inputs of opposite polarity are presented to two separate cones that are similarly weighted within the receptive field. To test this prediction, we selectively stimulated pairs of cones that were close in space, but sufficiently distinct to ensure independent stimulation (see 'Materials and methods').10.7554/eLife.05241.003Figure 1.Failure of linear integration in OFF midget retinal ganglion cells (RGCs).(**A**) Above, spatial spike-triggered average derived from white-noise analysis with high-resolution pixel stimulation. Black lines indicate regions of pixels independently stimulating individual cones (identified online). White line, scale bar (8.4 microns). Below, rasters of responses to repeated brief presentations of uniform luminance within each cone region. Each row is a trial, each point is a spike. Black line, average firing rate across trials. Gray line, stimulus presentation (250 ms). Stimulation in cone regions was either paired increments and decrements of light, or decrements alone, as shown in insets. (**B**) Another RGC showing failure of cancellation. (**C**) A RGC exhibiting cancellation.**DOI:** [http://dx.doi.org/10.7554/eLife.05241.003](10.7554/eLife.05241.003)

Many cells exhibited non-linear responses to opposite polarity stimulation of cone pairs ([Figure 1A,B](#fig1){ref-type="fig"}). Specifically, many OFF midget cells responded robustly to decrements of light presented to either of a pair of cones individually, but also responded robustly when a decrement of light was presented to one cone and an increment of the same contrast was presented simultaneously to the other cone (for 73/78 cone pairs tested from 13 RGCs, response to paired stimulations was at least 50% of the response to single cone decrements alone). Only a small number (5/78) of cone pairs yielded response cancellation (see example in [Figure 1C](#fig1){ref-type="fig"}). These failures of cancellation indicate significant spatial nonlinearities within OFF midget cell receptive fields.

These examples are consistent with the following interpretation suggested by preceding work in other species and cell types: OFF midget bipolar cells (which carry cone signals to OFF midget RGCs) ([@bib41]) linearly combine convergent cone input, but introduce a rectifying nonlinearity at the synapse with RGCs ([@bib22]; [@bib6]; [@bib65]). In this interpretation, the cancellation of opposing signals from a pair of cones indicates that the cones converge on a single midget bipolar cell, while failure of cancellation indicates that the cones provide input to distinct midget bipolar cells. The analyses and experiments described below use a model-based approach that provides further evidence for this interpretation.

Inferring cone signal interactions with a hierarchical subunit model {#s2-2}
--------------------------------------------------------------------

The paired stimulation approach described above is not suitable for characterizing large populations of cones and RGCs, because it relies on testing a small number of cone pairs, in a small number of RGCs per retina. Testing all cone pairs in all RGCs is infeasible. It is possible, however, to identify the two key properties of interest---the presence of an intermediate nonlinearity, and the specific pairs (or groups) of cone signals that combine linearly in a common subunit---by fitting a single hierarchical model to the responses of RGCs under random stimulation with spatiotemporal noise. Across many random stimulus presentations, different spatial patterns will engage different degrees of linear and nonlinear spatial integration within the receptive field. Thus, finding the model that best predicts the RGC response can, in principle, reveal the structure of the nonlinearities.

We developed a hierarchical model with two stages of linear integration and an intervening static nonlinearity ([Figure 2](#fig2){ref-type="fig"}) mirroring the known elements of the underlying circuitry ([Figure 2](#fig2){ref-type="fig"}). First, subsets of one or more cones are assigned to 'subunits', which are assumed to be non-overlapping to ensure unique solutions during fitting, that is, a cone cannot provide input to multiple subunits (see 'Materials and methods'); this assumption is biologically sensible given evidence for minimal overlap in bipolar dendritic trees ([@bib79]) and little divergence from cones to OFF midget bipolar cells ([@bib41]). Signals from cones within a subunit are weighted and linearly combined. Second, a common nonlinear transformation is applied to the outputs of these subunits ([@bib2]). Finally, the model computes a weighted sum of subunit responses, meant to reflect the convergence of bipolar cells onto the ganglion cell, and this summed response is subjected to an output nonlinearity that produces a non-negative spike rate. This model builds on previous functional models of nonlinear spatial integration in RGCs ([@bib74], [@bib75]; [@bib25]) by describing the subunit computation directly with components that resemble elements of the circuit, and by making predictions about their organization at the resolution of individual cones. It also bears resemblance to two-stage subunit models of V1 complex cells ([@bib1]; [@bib61]; [@bib14]), and recently developed methods of fitting such models to data ([@bib2]; [@bib76]; [@bib44]; [@bib47]).10.7554/eLife.05241.004Figure 2.OFF midget RGC anatomy and modeling framework.(**A**) Bipolar cells receive convergent input from cones, and ganglion cells receive convergent input from bipolar cells. (**B**) A linear--nonlinear (LN) model describes the RGC response with one stage of linear integration of cone inputs, followed by a nonlinearity. White disks indicate cones, black line indicates integration weights. (**C**) The subunit model describes the RGC response with two stages of linear integration and nonlinearity; subunits perform initial integration following by a nonlinearity (common to all subunits). Red, subunits receiving input from two cones; black, subunits receiving input from one cone. Cones are indexed by *c*, subunits by *s*. *x*~*c*~ is the input to each cone. *a*~*sc*~ is the weight from cone *c* to subunit *s*. *b*~*s*~ is the weight on each subunit. *f* and *g* are the subunit and spiking nonlinearities, respectively. See 'Materials and methods' for details on parameterization and fitting.**DOI:** [http://dx.doi.org/10.7554/eLife.05241.004](10.7554/eLife.05241.004)

The model was fitted to hundreds of simultaneously recorded OFF midget RGCs by measuring responses to high-resolution spatio-temporal noise ([@bib58]) (15 retinas total, see 'Materials and methods'). First, cone locations were identified using a previously described fitting procedure ([@bib58]) (see 'Materials and methods'), and the noise stimulus was then spatiotemporally filtered for each cell to describe the stimulus in terms of cone inputs rather than pixel intensities. Second, model parameters (the two nonlinearities, and the summation weights over the cones and over the subunits) were adjusted to maximize the likelihood of the spiking responses of each cell, assuming spikes arose from an inhomogeneous Poisson process ([@bib68]; [@bib57]). Specifically, coordinate ascent was used to infer the weights and nonlinearities at both stages of the model, and the assignment of cones to subunits was determined by an iterative greedy merging method, initializing to a single-cone subunit model (one cone per subunit), and then iteratively merging the pair of subunits that yielded the largest improvement in response likelihood (see 'Materials and methods').

Fitted models recover nonlinearities and subunit organization {#s2-3}
-------------------------------------------------------------

The fitted functional model for each cell is depicted graphically ([Figure 3A](#fig3){ref-type="fig"}). For most cells, the estimated subunit nonlinearity approximated half-wave rectification, consistent with the failures of cancellation observed in paired stimulation. Subunits were generally small. Many OFF midget RGCs had only single-cone subunits (48 ± 10%, percentage ±s.e.m. across retinas). The remaining cells generally had subunits with two (27 ± 6% OFF midgets) or three (13 ± 4% OFF midgets) cones. The performance of the model was assessed by computing the percent of firing rate variance explained (*R*^*2*^) on a portion of the data not used in the fitting process (see 'Materials and methods'). Although the model was fitted by maximizing likelihood under a Poisson spiking model, *R*^*2*^ provides a more easily interpretable measure of performance. Model improvement was assessed relative to a standard linear--nonlinear (LN) cascade model ([@bib16]), containing only one stage of linear integration followed by a nonlinearity, which was fitted and evaluated using identical methods. Results from each retina were summarized with the average nonlinearities (see [Figure 3B](#fig3){ref-type="fig"} for example subunit nonlinearities), as well as the improvement in predictive accuracy of the subunit model over the LN model (percent increase in cross-validated *R*^*2*^, quantified as the slope of the best-fitting regression line relating the performance of the two models, [Figure 3C](#fig3){ref-type="fig"}). Note that the subunit model can mimic an LN model when all subunits contain single cones and the subunit nonlinearity is linear, and in this case, it cannot underperform the LN model unless the data are insufficient to constrain it (i.e., 'overfitting'). We found an improvement of 18 ± 3% (mean ± s.e.m.) across 15 retinas ([Figure 3D](#fig3){ref-type="fig"}).10.7554/eLife.05241.005Figure 3.Model fits.(**A**) Recovered model fit for an example OFF midget RGC. Top left, spatial spike-triggered average. Identified cone locations indicated by black circles. White line, scale bar (8.4 microns). Top right, diagram of model fit. Light gray regions indicate subunits, including those containing single cones. Within a subunit, color saturation indicates the weight on each cone. Red indicates that the subunit has two cones, orange, three. Line intensities indicate weights used in summing over subunits. Bottom left, recovered subunit and output nonlinearity. Bottom right, explanatory power (*R*^*2*^, see 'Materials and methods') of LN and subunit ('Sub') models. *R*^*2*^ was computed either for all presented stimuli, or for maximally differentiated stimuli, defined as those stimuli for which the predictions of the two models differed the most (see 'Materials and methods'); in both cases models were evaluated on data not used for model fitting. (**B**) Summary of subunit and output nonlinearities for a population of 104 OFF midgets from one retina. Each line corresponds to a single RGC. Nonlinearities only shown for RGCs with *R*^2^ exceeding 0.2. (**C**) Summary of model performance for 76 OFF midget RGCs from an example retina. Above, *R*^*2*^ for subunit and LN models on all stimuli; below, *R*^*2*^ for subunit and LN models on maximally differentiating stimuli (see panel **A**, and 'Materials and methods'). Each corresponds to a single RGC. (**D**) Histogram of model improvement (subunit/LN) across multiple retinas, quantified for each retina as the slope of the best-fitting regression line to the points shown in panel **C** (forced through the origin). The data point for OFF midgets from one outlying retina (improvement = 5) is not shown.**DOI:** [http://dx.doi.org/10.7554/eLife.05241.005](10.7554/eLife.05241.005)10.7554/eLife.05241.006Figure 3---figure supplement 1.In three separate simulations, spiking responses were simulated using a known set of parameters (derived from the model fit to a real OFF midget RGC), and simulation duration was either 4, 8, or 16 min (typical experiments were 30 min).The model was then fit to these simulated responses. The process was repeated five times for each simulation and duration, yielding five sets of recovered parameters: subunit assignments, weights (on cones and subunits), and nonlinearities. In cases where the fitted subunit assignments did not match the true assignment, the true assignment was used to infer weights and nonlinearities beacuse otherwise comparing to the true values is not well defined. Fitted subunits depicted as in [Figures 3, 6, 7](#fig3 fig6 fig7){ref-type="fig"}. The recovered parameters in all cases were found to be similar to the parameters used in simulating the data. In particular, with 8 or 16 min of data, accurate subunit assignments are nearly always recovered.**DOI:** [http://dx.doi.org/10.7554/eLife.05241.006](10.7554/eLife.05241.006)

The improvement in predictive power of the subunit model over the LN model was modest, in part because the predictions were performed over a large ensemble of random noise stimuli that only infrequently and weakly activate cones and subunits in a manner that differentiates the model predictions. To obtain a more incisive comparison, for each fitted cell, the model (fitted to training data) was used to identify stimuli (from data not used in fitting) for which the predictions of the two models differed the most. Because independent data were used for training and testing, and because the selection of 'potent' stimuli was based only on the magnitude of the difference in predicted response, the improvement is not statistically biased in favor of one model or the other. Model accuracies on these 'maximally differentiating' test stimuli revealed a larger improvement of 92 ± 26% ([Figure 3C](#fig3){ref-type="fig"}). Variation in improvement across retinas ([Figure 3D](#fig3){ref-type="fig"}) may have arisen from differences in physiological state across tissue preparations (see 'Discussion').

In order to assess model accuracy, responses were averaged over repeated presentations of a short spatio-temporal noise sequence ([Figure 4A](#fig4){ref-type="fig"}). These were used to assess the accuracy of predictions of both the subunit and LN models, expressed as a fraction of the stimulus-induced variation of the response over time (*R*^*2*^ adjusted, see 'Materials and methods'). Accuracy for the subunit model was 51 ± 1% *R*^*2*^ adj. (mean ± s.e.m. across 68 OFF midget RGCs from one retina), and improvement over the LN model was 40% ([Figure 4B](#fig4){ref-type="fig"}).10.7554/eLife.05241.007Figure 4.Subunit model predicted responses to repeated white noise.(**A**) Average firing rate of a single OFF midget RGC to an 8 s white noise stimulus repeated 100 times. Purple, prediction of subunit model; green, prediction of LN model. Both models were fit to independent data using non-repeated white noise stimuli. Bin width, 83 ms. (**B**) Adjusted *R*^*2*^ (see 'Materials and methods') for the two models; each point shows performance for one OFF midget RGC.**DOI:** [http://dx.doi.org/10.7554/eLife.05241.007](10.7554/eLife.05241.007)

Subunit model more accurately predicts responses to grating stimuli {#s2-4}
-------------------------------------------------------------------

A traditional test of nonlinear integration involves measuring responses to contrast reversing sinusoidal gratings ([@bib26]; [@bib74], [@bib75]; [@bib25]). Responses to gratings were measured in 32 OFF midget RGCs from one retina. RGCs exhibited clear signs of nonlinear integration (see [Figure 5A](#fig5){ref-type="fig"} for an example cell). At low spatial frequencies (period matched approximately to the size of the receptive field), responses were modulated at the temporal frequency of the stimulus. But at higher spatial frequencies, their responses were modulated at twice the temporal frequency of the stimulus, for at least some spatial phases. The rectifying nonlinearities within the fitted subunit model were sufficient to predict this frequency doubling, whereas the LN model exhibited dominant response modulation at the frequency of the stimulus ([Figure 5A](#fig5){ref-type="fig"}). Across the population, accuracy of the subunit model was 83 ± 1% *R*^*2*^ adj. (mean ± s.e.m. across 32 RGCs), and improvement in predictive performance of the subunit model over the LN model was 28 ± 2% (mean ± bootstrapped confidence interval) ([Figure 5B](#fig5){ref-type="fig"}). Improvement was more pronounced at higher spatial frequencies ([Figure 5C](#fig5){ref-type="fig"}), ranging from 10 ± 1% (at a frequency where one cycle spanned the entire RF) to 50 ± 6% (at a frequency where each cycle spanned 1--2 cones), and was significant at all frequencies (paired t-test, p \< 0.0001). A qualitatively similar pattern of results was observed in a second retina (data not shown). Especially for the higher spatial frequencies, the difference between models for gratings was qualitatively more pronounced than for noise stimuli ([Figure 3C](#fig3){ref-type="fig"}), suggesting that stimuli with extended spatial structure help highlight differences between model predictions.10.7554/eLife.05241.008Figure 5.Responses to gratings.(**A**) Sinusoidal gratings temporally modulated in contrast were presented to OFF midget RGCs. Top: grating stimuli superimposed on the cone locations of a single RGC, for a set of example combinations of spatial frequency and phase (with spatial frequency increasing from left to right). Bottom: cycle-averaged firing rate of the RGC (black); predictions of the LN model (green); predictions of the subunit model (purple). Both models were fit to independent data from white-noise stimulation. (**B**) Performance (adjusted *R*^*2*^, see 'Materials and methods') for subunit and LN models, across 32 OFF midget RGCs from a single retina. Data point in red corresponds to example shown in panel **A**. (**C**) Adjusted *R*^*2*^, computed separately for the two models for different spatial frequencies, averaged across RGCs. Error bars indicate s.e.m. across RGCs.**DOI:** [http://dx.doi.org/10.7554/eLife.05241.008](10.7554/eLife.05241.008)

Subunit structure validated anatomically and functionally {#s2-5}
---------------------------------------------------------

Although the subunit model provided large improvements over an LN model, the improvement of the full fitted subunit model over a simpler model with all subunits as single cones was small: roughly 0--10% across all RGCs (see 'Materials and methods'). The small difference was likely due to the small size and number of multi-cone subunits per RGC---typically no more than a few subunits with two or three cones---and the simplistic spatial structure of the stimuli used. This raises the question of whether the multi-cone subunits inferred from model fits truly reflect the function and anatomy of the underlying neural circuitry.

Anatomical measurements of synapses between cones and OFF midget bipolar cells ([@bib79]) provide direct estimates for the expected number of cones that synapse on a bipolar cell as a function of retinal eccentricity. The functional connectivity of the fitted model provides, for each recorded retina, a prediction of the number of cones per bipolar cell ([Figure 6](#fig6){ref-type="fig"}). This allowed a comparison between the anatomical connectivity and the functional connectivity predicted by the full subunit model. Note that comparing the number of subunits rather than cone convergence onto subunits is approximately equivalent, because midget bipolar cells tile the retina with a coverage factor of ∼1 and without overlap ([@bib79]). For RGCs at small eccentricities, the fraction of subunits recovered by the model including 1--2 cones was consistent with the fraction expected based on anatomical observations made separately ([Figure 6D](#fig6){ref-type="fig"}). For larger eccentricities, the model recovered larger subunits, also generally in agreement with anatomical observations. Two inconsistencies include some unexpectedly large subunits at high eccentricities ([Figure 6C](#fig6){ref-type="fig"}, \[[@bib79]\]) and one surprising distribution of subunit sizes at high eccentricity ([Figure 6D](#fig6){ref-type="fig"}). Despite this, the data generally support the interpretation that the fitted model revealed the structure of interneuron circuitry responsible for RGC responses.10.7554/eLife.05241.009Figure 6.Recovered subunit structure varies with eccentricity.(**A**--**C**) Model fits recovered for local populations of OFF midget RGCs from retinas at three different retinal eccentricities. Model fits for each RGC depicted as in [Figure 3](#fig3){ref-type="fig"}. Colors indicate the number of cones in each subunit; white = 1, red = 2, orange = 3, lime = 4, turquoise = 6. (**D**) Probability of occurrence of subunits with different numbers of cone contacts as a function of eccentricity, for morphological and functional data. Horizontal bars show estimates derived from morphological data from [@bib79]. Circles show estimates from the functional measurements and model fitting for individual retinas.**DOI:** [http://dx.doi.org/10.7554/eLife.05241.009](10.7554/eLife.05241.009)

To validate the model fits functionally, we developed a closed-loop experiment to test the specific subunit structure of individual cells recovered by the model. The subunit model was fitted to many OFF midget RGCs simultaneously based on responses to noise stimuli, and these fits were then used to guide the selection of RGCs and cone pairs to be tested for linear cancellation. This is identical to the experiment presented earlier ([Figure 1](#fig1){ref-type="fig"}), with the important difference that cone pairs were chosen based on predictions from the fitted model, during the experiment, instead of at random. Responses to combined increment and decrement stimulation were qualitatively consistent with the predictions of the model: For cones within subunits, RGC responses to inputs of opposite polarity were at least partially cancelled, whereas responses to cones in separate subunits exhibited little cancellation ([Figure 7](#fig7){ref-type="fig"}). Quantitatively, across 252 cone pairs tested (from 21 RGCs), the responses were significantly more accurately predicted by the full subunit model (*r*^*2*^ = 0.24) than by either a model with single-cone subunits (*r*^*2*^ = 0.11) or an LN model (*r*^*2*^ = 0.10) (both p \< 0.005, bootstrap test, see 'Materials and methods').10.7554/eLife.05241.010Figure 7.Closed-loop validation of subunit organization.(**A**) Upper left, spatial spike-triggered average and cone stimulation regions, as in [Figure 1](#fig1){ref-type="fig"}. Lower left, diagram of fitted subunit model, as in [Figure 3A](#fig3){ref-type="fig"}. The three cones (A, B, C) were stimulated with increments (+) or decrements (−) of light. Panels on the right show the responses (as in [Figure 1](#fig1){ref-type="fig"}) of a single OFF midget RGC to different combinations of light increments and decrements. Top row, and left column, show responses to stimulation of single cones. Remaining panels show responses to paired stimulation. Red indicates the pair of cones found by the model to belong to a single subunit, and thus selected for paired stimulation. Gray line, stimulus presentation (250 ms). (**B**) Another example, plotted as in panel **A**.**DOI:** [http://dx.doi.org/10.7554/eLife.05241.010](10.7554/eLife.05241.010)

Discussion {#s3}
==========

We used a combination of measurement and modeling to reveal nonlinear interneuron computations underlying the responses of RGCs in primate retina. By presenting stimuli at the resolution of individual cones, and fitting a cascade model to the spiking responses of OFF midget RGCs, we identified individual nonlinear subunits that are consistent with the known anatomical convergence from cones to midget bipolar cells. We fitted and validated the model using a comprehensive stimulus ensemble, including noise, gratings, and targeted stimuli that highlighted the nonlinear responses. Together, these results provide a picture of the spatial circuit structure of three major stages of visual processing in the primate retina.

Nonlinear spatial summation in OFF midget RGCs {#s3-1}
----------------------------------------------

Previous work has aimed to identify whether different RGC classes exhibit linear or nonlinear spatial summation. In the cat retina, 'X' cells were defined as those that sum visual input linearly within the spatial receptive field, whereas 'Y' cells were defined as those that exhibited nonlinear behaviors (notably, frequency-doubling) ([@bib26]; [@bib34]). These functionally defined classes have been associated with the morphologically distinct beta and alpha RGCs ([@bib9]; [@bib54]; [@bib78], [@bib77]). Subsequent work aimed to establish a similar dichotomy in the primate retina ([@bib27]). The magnocellular-projecting parasol RGCs have been shown to exhibit nonlinearities similar to Y cells. In contrast, the parvocellular-projecting midget RGCs have usually been likened to linear X cells ([@bib66]; [@bib39]; [@bib23]; [@bib43]). The nonlinearities revealed here ([Figures 1, 4, 6](#fig1 fig4 fig6){ref-type="fig"}) are inconsistent with this interpretation, as are previous in vivo studies of parvocellular-projecting cells ([@bib23]) and ex vivo studies of midget RGCs ([@bib55]; [@bib12]), which demonstrated modest but clear frequency-doubling in response to contrast reversing visual stimuli. Two factors may explain these discrepancies. First, many previous in vivo studies probed midget cell responses in the central retina, where the receptive field center consists of a single cone, and thus, a single subunit. In such cases, the entire receptive field is formed by the cone collecting aperture, and would be expected to exhibit the linear summation of incident light intensity performed by the cone. Second, in vivo studies were typically performed using anesthetics that could raise the basal release of neurotransmitter from bipolar cells, and low basal release rates are thought to underlie at least part of the rectifying subunit nonlinearity ([@bib60]; [@bib22]). Indeed, variability in basal release rates could account for some of the variability across preparations observed here ([Figures 3D, 6](#fig3 fig6){ref-type="fig"}).

Although OFF midget RGCs exhibit nonlinear spatial summation not found in X cells, they are also different from Y cells. The most commonly stated defining characteristic for Y cells is a frequency doubled response to a contrast reversing grating, with a magnitude that is independent of the spatial phase of the stimulus ([@bib26]; [@bib34]; [@bib18]). Although midget cells exhibited frequency doubling in response to contrast reversing gratings ([Figure 5](#fig5){ref-type="fig"}), the magnitude was phase dependent (not shown). Phase dependence may arise both from the low occurrence of multi-cone subunits, and the fact that midget cells receive input from only one bipolar cell type, which forms a single mosaic with minimal dendritic overlap ([@bib79]). In contrast, the ON and OFF parasol RGC populations, which exhibit properties consistent with the Y cell definition ([@bib55]; [@bib18]), receive input primarily from two bipolar cell types ([@bib7]; [@bib13]), each of which receive convergent input from many cones, and overlap each other in space, and thus would be expected to exhibit greater phase invariance. Lack of phase independence in midget cells may also arise from differences between feed-forward and crossover inhibition that shapes midget vs parasol RGC responses respectively ([@bib12]).

A final potential caveat in comparing our findings to previous work is the possibility that the ex vivo preparation used here affected the properties of midget cells. The firing rates obtained in the present work are somewhat lower than those found in anesthetized in vivo recordings ([@bib71]). Nonlinear spatial summation (as in [Figure 1A,B](#fig1){ref-type="fig"}) was observed in midget cells exhibiting a range of spontaneous firing rates from 0 to 10 spikes/s (not shown). It remains uncertain whether and to what degree these ex vivo recordings, or in vivo recordings under anesthesia, reflect a more natural state with respect to the signals studied. The confirmation of the biological relevance of nonlinear signaling by OFF midget cells awaits a decisive test in awake behaving animals.

Modeling subunit structure in RGCs {#s3-2}
----------------------------------

The model developed here was inspired by previous subunit models ([@bib75]), general successes in maximum likelihood fitting of neural models to spiking responses ([@bib52]; [@bib72]; [@bib2]; [@bib57]), and recent efforts to fit subunit-like models to V1 complex cells ([@bib61]; [@bib76]; [@bib44]; [@bib47]). But it differs in several essential aspects. First, the model expresses subunit computations directly in terms of elementary circuit components: photoreceptors, inferred bipolar cells, and ganglion cells. Combined with precise experimental control, this approach bridges the gap between abstract functional models and detailed circuit computations, and may thus complement the growing number of tools available for manipulating neurons and circuits. Second, unlike some previous efforts to characterize subunits ([@bib75]), all components of the model used here were fitted based on a single ensemble of stimuli and spiking responses, rather than inferred separately based on responses to specialized stimuli. Simultaneous fitting is a generally preferable strategy for optimization, because it allows the parameters to work together to explain observed responses. Finally, unlike some approaches (e.g., spike-triggered covariance \[[@bib69]; [@bib11]; [@bib61]; [@bib70]; [@bib56]; [@bib64]; [@bib14]\] or maximally-informative dimensions \[[@bib67]\]), which have recovered stimulus features that are unique only up to an arbitrary linear transformation, this method recovers a unique solution for the spatial structure of subunits.

Two recent efforts characterized RGC nonlinearities using novel experimental and anatomical methods that complement the approaches described here. One study ([@bib6]) used a closed-loop experiment to find combinations of stimuli eliciting constant RGC responses, and used the shapes of the resulting iso-response contours in stimulus space to dissociate linear and nonlinear integration. While elegant, iso-response contour mapping has only proven practically useful with stimuli defined in two or three dimensions ([@bib6]; [@bib36]), whereas the current model operated on the full set of cone inputs to each RGC (typically 5--15 dimensions). Another study ([@bib65]) developed a model for responses of ON alpha-like mouse RGCs by combining detailed morphological measurements with direct physiological measurements from bipolars and RGCs. The functional approach taken here, while lacking the firm anatomical foundation, can extend more readily to describing computations in complete neuronal populations ([Figure 6](#fig6){ref-type="fig"}) and in multiple cell types.

The model developed here does not account for electrical coupling between photoreceptors ([@bib73]; [@bib35]; [@bib50]) which could produce cancellation of increment and decrement stimuli delivered to neighboring cones. A study of cone electrical coupling in primate retina suggested that signal mixing is modest ([@bib35]), thus it is probably unable to account for the cancellation observed. However, that study was performed in dark-adapted retina, whereas the results reported here were obtained in light-adapted retina; coupling may depend on light adaptation and the circadian cycle ([@bib5]) (but see [@bib35]). Thus, it is difficult to entirely rule out a contribution of cone coupling. However, since many cone pairs tested exhibited little or no cancellation (e.g., [Figure 1](#fig1){ref-type="fig"}), any effects of adjacent cone coupling are likely to be weak or sporadic. In contrast to this prediction, connexin-36 immunolabeling revealed ubiquitous expression at junctions between nearly all neighboring cones, in both central and peripheral primate retina ([@bib50]). Also, the observed eccentricity dependence of the spatial extent of cancellation ([Figure 6](#fig6){ref-type="fig"}) implies that for the present results to be explained by cone coupling, the coupling would have to increase substantially with eccentricity.

Applications and extensions of the subunit model {#s3-3}
------------------------------------------------

The model described here could potentially capture nonlinear computations in other RGC types, such as ON midget or parasol RGCs. But in some cases the model would require modification. For example, unlike midget RGCs, parasol RGCs receive input from more than one type of bipolar cell, and the receptive fields of these bipolar cells likely exhibit substantial spatial overlap, whereas the current model assumes nonoverlapping subunits ([Figure 2](#fig2){ref-type="fig"}). Indeed, preliminary model fits of parasol responses produce subunits smaller than what is expected from anatomical data, as would be expected in the case of two overlapping bipolar populations ([@bib10]) (not shown). Subunit overlap may underlie the reported Y-cell invariance to spatial phase (see above), and is thus an important goal for future modeling.

Extensions to the model would also be required to capture RGC responses under more natural stimulus conditions. For example, the current model does not include receptive field surrounds. Insofar as surrounds reflect the contributions of horizontal and amacrine cells ([@bib45]; [@bib17]; [@bib48]; [@bib38]; [@bib20]), additions to the model could capture the contribution of these interneuron types and elucidate their computational role. Incorporating inhibitory interneurons could also improve the accuracy of subunit estimation, if other components in the current model are indirectly absorbing their effects. In some stimulus regimes, it may also be important to incorporate nonlinearities in cone signals. Specifically, the logic of the linearity test ([Figure 1](#fig1){ref-type="fig"}), and the structure of the model ([Figure 2](#fig2){ref-type="fig"}), assume linearity of the cone signal, which is a reasonable approximation for weak stimuli ([@bib62]), but fails for stronger stimuli (J Angueyra and F Rieke, personal communication). This may account for the moderately lower predictive accuracy of the model when fit to noise and tested on stronger increment-decrement stimuli ([Figure 7](#fig7){ref-type="fig"}). The model would also be enhanced by allowing for temporal nonlinearities (rather than static ones) ([@bib8]), post-spike temporal filtering ([@bib57]), more complex spike generation, and perhaps nonlinearities that vary across subunits. More generally, the model should be extended to include mechanisms for luminance and contrast gain control ([@bib46]), both of which are essential for natural vision. All of these extensions would require new targeted stimulus ensembles and model fitting procedures, and together provide an exciting direction for future research.

The approach developed here also offers potential opportunities for uncovering the structure and function of other neural circuits. Subunit models have been used to explain pooling behaviors in primary and secondary visual cortex ([@bib37]; [@bib61]; [@bib76]; [@bib30]; [@bib44]), and may represent a 'canonical' computation of sensory processing ([@bib31]; [@bib24]; [@bib33]; [@bib59]). New stimulation and measurement techniques that facilitate experimental manipulation of these circuits are proliferating. For example, optogenetics enables simultaneous stimulation of many neurons of a given class, while measuring electrical responses of other neurons ([@bib53]). But in most scenarios, the circuits of interest will contain neurons that are neither directly stimulated nor measured, analogous to the bipolar interneurons in the present work. Thus, further development of the computational approaches described here may prove an essential tool for inferring the function and connectivity of interneurons in neural circuits.

Materials and methods {#s4}
=====================

Animals and dissections {#s4-1}
-----------------------

Preparation and recording methods have been described previously ([@bib15]). Eyes were enucleated from 15 terminally anesthetized macaque monkeys (*M. mulatta* and *M. fascicularis*) used by other experimenters in accordance with institutional guidelines for the care and use of animals. Five had been used for behavioral and neurophysiological experiments, eight had been experimentally exposed to ethanol ([@bib80]), and two had been terminally anesthetized for several days. No systematic differences in retinal physiology were observed between categories of animals. Immediately after enucleation, the anterior portion of the eye and the vitreous were removed in ambient indoor illumination. Segments of peripheral retina (eccentricity 5.5--13.8 mm temporal equivalent \[[@bib15]\]) that were well attached to the pigment epithelium were dissected and placed flat, RGC side down, on a planar array of extracellular microelectrodes. The array consisted of 512 electrodes in an isosceles triangular lattice with 30 μm spacing, covering a hexagonal region 450 μm on a side ([@bib58]). Attachment to the pigment epithelium was preserved during dissection. In some preparations the choroid was largely removed, up to Bruch\'s membrane, to ensure even retinal thickness and maximize oxygenation. While recording, the retina was perfused with Ames\' solution (31--36°C) bubbled with 95% O~2~ and 5% CO~2~, pH 7.4.

Spike sorting {#s4-2}
-------------

Recordings were analyzed online to isolate the spikes of different cells, as described previously ([@bib19]; [@bib28]). Briefly, candidate spike events were detected using a threshold on each electrode, and voltage waveforms on the electrode and nearby electrodes around the time of the spike were extracted. Clusters of similar spike waveforms were identified as candidate neurons if they exhibited a 1 ms refractory period and accounted for more than 100 spikes in 30 min of recording. Duplicate spike trains were identified by temporal cross-correlation and removed.

Visual display {#s4-3}
--------------

Visual stimulation was performed with the optically reduced image from a computer display. In 14 experiments a gamma-corrected OLED microdisplay (eMagin, Bellvue, WA) refreshing at 60.35 Hz was used. In one experiment a gamma correct CRT display (Sony Trinitron) refreshing at 120 Hz was used. The image was focused through the retina onto the photoreceptor outer segments. The emission spectrum of each display primary was measured with a spectroradiometer (PR-701, PhotoResearch, Chatsworth, CA) after passing through the optical elements between the display and the retina. The mean photoisomerization rates for the L, M and S cones were estimated by computing the inner product of the power scaled emission spectra per unit area with the spectral sensitivity of each opsin, and multiplying by the effective collecting area of primate cones (0.37 μm^2^) ([@bib4]). The power of each display primary was measured at the preparation with a calibrated photodiode (UDT Instruments, San Diego, CA). At the mean background illumination level of the OLED display, the photoisomerization rates for the rods, L, M, and S cones were approximately 29,120, 9440, 9270, and 2320 photoisomerizations per receptor per second (4670, 2200, 2200, 900 for the CRT display). These estimates were not corrected for the angle of illumination and pigment self screening in the cone outer segments, because the precise angle of illumination and the amount of bleached pigment were unknown.

Receptive field measurements {#s4-4}
----------------------------

The spatial, temporal and chromatic response properties of recorded RGCs were characterized using a movie stimulus composed of an array of square pixels whose values were updated randomly and independently on each frame (see [@bib16]). For initial characterization with large pixels, the intensity of each display primary at each pixel location was independently chosen from a binary distribution, yielding a stimulus with chromatic variation. For high resolution characterization of individual cones, the intensities of the display primaries were modulated in unison in most experiments (13 of 15). This yielded a black-white binary intensity modulation with higher variance and thus greater modulation of RGC responses. In the other two experiments, the display primaries were modulated independently of one another. In both conditions, the contrast of each primary (difference between the maximum and minimum intensities divided by the sum) was 96%. For low spatial resolution receptive field maps used for classification (not shown), the pixels were 25.5 or 34 μm on a side, the stimulus refresh rate was 20, 30, or 60 Hz, and recording duration was 30 min. For high resolution maps ([Figures 1, 3, 4](#fig1 fig3 fig4){ref-type="fig"}), the pixels were 3.4 μm on a side, the stimulus refresh rate was 10, 12, or 15 Hz, and recording duration was 30--60 min (depending on the experiment). High resolution spatial receptive fields shown in [Figures 1, 3, 4](#fig1 fig3 fig4){ref-type="fig"} were calculated by collapsing the spike-triggered average over time. For this purpose, the time course was calculated from the average of a subset of stimulus pixels whose absolute peak intensity exceeded four robust standard deviations of all pixel intensities.

Identification of OFF midget RGCs {#s4-5}
---------------------------------

RGC classification was performed as described previously ([@bib28]; [@bib55]; [@bib58]). OFF midget RGCs were readily identified as those cells with the smallest receptive fields of the appropriate sign, and relatively sustained temporal response properties. The identification of distinct cell types was confirmed by the mosaic organization of receptive fields within each type, and the identities of the different types were consistent with anatomical density measurements ([@bib15]).

Cone finding and preprocessing {#s4-6}
------------------------------

Cone finding was performed using a Bayesian approach described previously ([@bib58]). Briefly, the linear spatial receptive field of each cone was modeled as a gaussian, and the linear spatial receptive field of each RGC was modeled as a sum of cones. For each retina, a mosaic of cones was greedily chosen to maximize the likelihood of spiking responses across all reliably identified cells (including multiple types). After identifying cone locations, the high-resolution noise stimulus was integrated against the Gaussian profile of each cone, to obtain a set of cone input signals for each RGC. These signals were then convolved in time with the temporal component of the spike-triggered average, effectively aligning the stimulus with the response in time. All modeling subsequently focused only on the spatial component of the response. Spikes were binned by the timing of stimulus frames, which across experiments was typically 12 Hz (83 ms bins). This spatial and temporal preprocessing yielded, for each RGC, a *C* × *T* stimulus matrix ***X***, where *C* is the number of cones providing input to that RGC, and *T* is the number of stimulus frames in the experiment, and a *T* × 1 vector ***y*** of spike counts. These preprocessing steps assume a linear model of the ganglion cell response, but linear analysis is adequate for the purpose of cone localization, because it only requires that each cone provides non-zero input to at least one ganglion cell, which will be true for most monotonic non-linearities; the same procedure was also anatomically validated in previous work ([@bib58]).

Model formulation {#s4-7}
-----------------

The subunit model describes the transformation of cone signals to the spiking response of a RGC using two stages of computation. Formally, the complete model is a linear-nonlinear-linear-nonlinear-poisson cascade, generalizing and extending both LNP models ([@bib68]; [@bib57]), models with 'input nonlinearities' ([@bib2]; [@bib47]), and previous subunit models ([@bib61]; [@bib76]; [@bib44]). The first stage linearly combines cone inputs into 'subunits' followed by a instantaneous subunit nonlinearity. Let ***U*** be the *S* × *C* weight matrix connecting *C* cones to *S* subunits. ***U*** is partitioned as ***I*** ⊙ ***A***, where ***I*** is a binary indicator matrix, ***A*** is a continuous-valued weight matrix, and ⊙ is the pointwise product. ***I*** specifies which cones provide inputs to which subunits, and ***A*** captures the weight on each cone within a subunit. The response of subunit *s* at time *t* is$$y_{st} = f\left( {\sum\limits_{c = 1}^{C}{u_{sc}x_{ct}}} \right),$$where *f*(•) is the subunit nonlinearity (see below for parameterization), and *x*~*ct*~ and *u*~*sc*~ are elements of the matrices ***X*** and ***U***. The second stage of the model linearly combines subunit responses followed by an instantaneous output nonlinearity. For any given RGC, let ***w*** be the 1 × *S* vector encoding the weights from subunits to that RGC. The response (mean firing rate) of the RGC at time *t* is$$z_{t} = g\left( {\sum\limits_{s = 1}^{S}{w_{s}y_{st}}} \right),$$where *g*(•) is the output nonlinearity and *w*~*s*~ is an element of the vector ***w***. The nonlinearities *f* and *g* were parameterized as piece-wise polynomials (specifically, cubic splines) with eight node points. Our optimization procedure sought parameters ***I***, ***A***, ***w***, *f*, *g* to maximize the log likelihood of the measured spike counts *r*~*t*~, assuming that the number of spikes in at each time *t* was given by a Poisson distribution with rate parameter *z*~*t*~:$$\log p\left( r_{t} \middle| z_{t}\left( {x_{ct};\mathbf{I},\mathbf{A},\mathbf{w},f,g} \right) \right) = \sum\limits_{t}r_{t}\log z_{t}\left( {x_{ct};\mathbf{I},\mathbf{A},\mathbf{w},f,g} \right) - \sum\limits_{t}z_{t}\left( {x_{ct};\mathbf{I},\mathbf{A},\mathbf{w},f,g} \right)$$

Parameters and constraints {#s4-8}
--------------------------

The dimensionality of the parameter space is substantial, and the objective function is non-convex and likely to have many local minima. To encourage reliable estimation, while remaining sufficiently flexible to capture a variety of nonlinear RGC properties, we introduced several constraints: (1) Nonlinearity smoothness was enforced through a set of linear constraints on the spline parameters that guarantees first and second-order derivatives are defined at the nodes (implying that the output of a subunit is smoothly related to its input with no discontinuities); (2) The binary assignment matrix ***I*** was assumed to be orthogonal (i.e., the subunits were non-overlapping): each cone provided input to exactly one subunit, and the number of subunits was thus constrained to lie between one (equivalent to an LN model) and the number of cones (which we refer to as the single-cone subunit model). (3) The weights from cones to subunits were assumed to be positive, and the weights within each subunit were assumed to sum to 1. No constraints were imposed on the sign or magnitude of weights in the second stage.

Model estimation {#s4-9}
----------------

Even with constraints, the two-stage structure of the model, and the combination of binary assignments and continuous-valued weights (and nonlinearities) makes optimization difficult. We decomposed the problem into a greedy search over the assignments, and for each assignment performed an optimization over the continuous-valued parameters.

The optimization over the continuous-valued parameters---the cone weights (***A***), the subunit weights (***w***), and the nonlinearities (*f*, *g*)---was performed using an alternating sequence of simpler gradient descent problems (known as 'coordinate decent'). First, *g* was initialized as log(1 + exp(•)), *f* was initialized as negative half-wave rectification, ***w*** and ***A*** were initialized to contain values of 1. These parameters were then repeatedly optimized, sequentially, in the following order: ***w***, ***A***, *f*. The nonlinearity *g* was only refit once at the end. In practice, we found that repeating the full optimization after estimating *g* did not substantially change the recovered parameters. Most of these subproblems correspond closely to estimation problems that have been characterized in previous literature on fitting neural encoding models ([@bib16]; [@bib52]; [@bib2]). For example, if the weights (***A***) and nonlinearities (*f*, *g*) are held fixed, estimating the subunit weights (***w***) is identical to fitting a single-stage LNP model, which can be done with gradient descent as long as *f* is convex and log-concave ([@bib52]). In practice, each of the subproblems on their own, as well as the combined procedure, converged to unique solutions from random initial starting points.

The best-fitting assignment matrix ***I*** was found through a greedy procedure. ***I*** was initialized with the identity matrix (the 'single cone' subunit model), all remaining model parameters were estimated (as described above) and the maximized likelihood recorded. For every possible merger of two subunits into a larger subunit, all the remaining model parameters were re-estimated (as described above), and the maximized likelihood recorded. If any of the potential merged pairs yielded an improvement in likelihood over that of the unmerged model, those two subunits were merged. This process was repeated, at each step considering a merger of all possible pairs of subunits, until none of the pairings offered an improvement in likelihood. All code used for model fitting is available at <https://github.com/freeman-lab/subunits> and an interactive web visualization is available at <https://github.com/freeman-lab/subunits-web>.

Validation of model fitting procedure on simulated data {#s4-10}
-------------------------------------------------------

Simulations were performed to confirm that the estimation procedure reliably recovered model parameters. Spiking responses were generated using a known set of parameters, with values chosen as typical for those recovered from RGCs, and simulation duration was matched approximately to that of typical experiments (as well as smaller and larger values). The model was fit to these simulated responses. The recovered parameters were found to be nearly identical to the parameters used for simulation ([Figure 3---figure supplement 1](#fig3s1){ref-type="fig"}).

Alternative models {#s4-11}
------------------

The accuracy of the subunit model was compared to a simpler LN model, containing only weights on each cone and an output nonlinearity. Formally, the subunit model reduces to the LN model if ***I*** and ***A*** are identity matrices and *f* is linear, leaving the parameters *w* and *g*. (An alternative parameterization of LN behavior would be to make ***I*** a vector of ones, i.e. put all cones in a single subunit). In some cases the subunit model was also compared to a subunit model that included a subunit nonlinearity (*f*), but with an identity matrix for ***I*** and ***A***; that is, the single cone subunit model. In all cases, parameters were fit using similar likelihood maximization methods to those used to fit the full subunit model.

Assessing model accuracy {#s4-12}
------------------------

For every RGC, the model was fit to 80% of the data, and the accuracy of the model was evaluated on the remaining 20%. To account for possible nonstationarities in responses, the subsets of data used for fitting were drawn randomly from periods of time distributed throughout the duration of the experiment. On the evaluation data, model performance was evaluated as$$R^{2} = 1 - \frac{\sum\limits_{t}\left( {z_{t} - r_{t}} \right)^{2}}{\sum\limits_{t}\left( {r_{t} - \overline{r_{t}}} \right)^{2}}$$

Although the model was fit by maximizing log likelihood, we used the more intuitive metric of *R*^*2*^ to report performance. Comparisons between models were similar when using log likelihood. For repeated white noise and grating data ([Figures 5, 6](#fig5 fig6){ref-type="fig"}), *R*^*2*^ was adjusted to account for the reliability of the responses (see below). For each retina, the improvement of one model over another (e.g., subunit over LN) was estimated as the slope of the best-fitting regression line (through the origin) relating the *R*^*2*^ of the two models across RGCs (i.e., the best-fitting line to the scatter plots in [Figure 3C,D](#fig3){ref-type="fig"}). In a small number of cases, when analyzing the maximum differentiated stimuli (see below), *R*^*2*^ for the LN model was negative, due to particularly poor predictions on these stimuli. In all such cases, the performance of the subunit model was positive. To avoid the influence of these outliers on average performance improvement, they were excluded from the calculation.

Maximally differentiated stimuli {#s4-13}
--------------------------------

To better differentiate the models, stimuli were selected on the basis of the model predictions. Specifically, the models were fit to training data, and then used to generate predicted responses for stimuli from the remaining data. From amongst these held out stimuli, we selected the 20% individual stimulus frames for which the squared difference in the prediction of the two models was largest. Selecting stimuli by individual frames was appropriate because stimuli were preprocessed to have a one-to-one correspondence with the response at each frame. Performance of both models was then compared to actual neural response on these stimuli. This selection does not favor either model a priori, because it is not based on their performance in explaining the data, but only on how much their predictions differ.

White noise repeats {#s4-14}
-------------------

For the results of [Figure 4](#fig4){ref-type="fig"}, the model was fit to a single run of independent white noise, and then tested on a 10 s sequence of white noise that was repeated 100 times. The repeated presentations allowed prediction accuracy to be computed relative to the inherent reliability of the responses. We compared model predictions of the spike count on individual trials of each 10 s stimulus sequence to the actual responses averaged over all remaining runs of the sequence. In each case, the performance was quantified as the square of the correlation coefficient. This is similar to *R*^*2*^ as defined above, but allows for an arbitrary offset and gain, which was important for some RGCs due to changes in overall firing rate between the two experimental preparations. These two *R*^*2*^ values were averaged across all trials, and their ratio yielded an adjusted *R*^*2*^, representing the fraction of explainable variance accounted for by the model.

Gratings {#s4-15}
--------

Contrast reversing gratings modulating at 2 Hz were presented at eight spatial phases for each of 10 spatial periods. Each presentation of a grating lasted 8 s followed by 2 s of a uniform screen that had an intensity equal to the mean grating intensity over time. Each grating of a particular spatial period and phase was presented three times. For a RGC, the mean spike rate over one contrast reversal was estimated by averaging responses over the 16 contrast reversals (8 s × 2 Hz) in each of these three grating presentations ([Figure 6A](#fig6){ref-type="fig"}). The grating spatial periods ranged from 10 to 1305 microns on the retina. Data reported here ([Figure 5](#fig5){ref-type="fig"}) only for the five spatial periods matched to (or smaller than) a typical OFF midget RGC receptive field. As for white noise, model accuracy was evaluated as adjusted *R*^*2*^. For each spatial period and phase, the response to each of the 36 repeated presentations of the grating (16 contrast reversals × 3 repeats) was predicted by (1) the model and (2) the average across other presentations, and their ratio (averaged across trials) yielded an adjusted *R*^*2*^.

Single and paired cone stimulation {#s4-16}
----------------------------------

Cone locations and subunit model fits were obtained online during experiments, computed in parallel across roughly 10 multi-core Linux workstations. With parallelization, hundreds of RGCs from an entire retina could be fit in under 10 min. Once model fits were obtained for every RGC, several RGCs (5--10) with high SNR and a variety of subunit configurations were chosen for targeted single cone and paired cone stimulation. Chosen RGCs were at least two cell spacings away from each other, to minimize the impact of stimulating cones lying in the receptive field surround of any of the chosen RGCs. Typically four cones were chosen per RGC. For simplicity, [Figure 7](#fig7){ref-type="fig"} only reports data for the three cones per RGC showing the strongest response to single-cone stimulation, but the quantitative analysis (see below) included all cones tested. Cone location analyses generated stimulus screen coordinates for the center of every cone found in the mosaic. Coordinates of cones within the receptive field of the chosen RGCs were then used to specify regions of the screen selected to stimulate single cones, as follows. Depending on cone spacing in each preparation, spots of radius 7.65--9.35 μm were generated around each cone center location. The full native screen resolution was used (pixels 1.7 μm on a side). For cases in which cone spacing was close enough that the resulting regions would overlap, pixels were assigned to whichever competing cone had the nearest center coordinates. Single cones were then stimulated with uniform contrast steps over the defined regions. Recording trials were 750 ms long with the stimulus presentation occurring in the first 250 ms. Stimulation region (i.e., choice of cone) and contrast were randomized across trials. Control experiments in which light stimuli were presented within the spaces in between cones demonstrated the specificity of this stimulation ([@bib43a]).

Accuracy of closed-loop increment-decrement predictions {#s4-17}
-------------------------------------------------------

For each RGC, each selected cone was presented with an increment or decrement of light alone, and then separately paired with an increment of light to three other cones. For each such selected cone, the firing rate response to single or paired stimulations were averaged across repeated trials (typically 20--40) and within a 300 ms time window following stimulus presentation. These four firing rates were then divided by their maximum. This normalization served to emphasize the relative effect of pairing increments with a decrement of light, as well as correct for differences in effective cone strength between measurement and model due to, for example, small movement of the retina in between stimulus presentations. For each RGC, model predictions were generated by providing negative or positive inputs to the same combination of cones tested in the experiment. The predictions were then similarly divided by the maximum predicted firing rate for each cone. Finally, the predictive accuracy was computed as the square of the correlation coefficient between predicted and measured response across all cone pairs. Given the non-normal estimator of interest (a difference of correlation coefficients), a bootstrap test was used to compare predictions of the different models---full subunit, single-cone subunit, and LN. On each iteration of a bootstrap, cone pairs were randomly sampled with replacement across RGCs, accuracies for all models were reestimated (as above), and the differences in accuracy between models were computed. The accuracies were considered significantly different if the fifth percentile of the resulting distribution of differences exceeded 0.
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Thank you for sending your work entitled "Mapping nonlinear receptive field structure in primate retina at single cone resolution" for consideration at *eLife*. Your article has been favorably evaluated by Eve Marder (Senior Editor) and three reviewers, one of whom, Matteo Carandini, is a member of our Board of Reviewing Editors.

The Reviewing editor and the other reviewers discussed their comments before we reached this decision, and the Reviewing editor has assembled the following comments to help you prepare a revised submission.

This useful and interesting paper presents new modeling methods for characterizing retinal ganglion cell receptive fields, and applies it to explain the nonlinear spatial summation in primate OFF midget ganglion cells. The results are surprising, since midget cells (which constitute the vast majority of retinal ganglion cells in primates) were hitherto thought to operate mostly linearly, whereas here they are described as being fundamentally nonlinear. The data are of high quality, the modeling thoughtful and innovative, and the paper clear and well-presented. Some questions, however, need to be addressed.

Description of the model: Even though the paper is written for a general audience, the modeling should be explained more extensively. Currently, one has trouble understanding the cone finding and preprocessing section (Methods). The paper suggests that the cone positions and weights were fit using previously described methods. Then it states that the signals were convolved with the ganglion cell\'s spike-triggered average (STA). But the STA is derived from a linear model of the response. Why is this appropriate for a step in building the subunit model? A similar concern: the initial maps of the cones are derived from a linear analysis (STA), and so wouldn\'t these maps potentially miss nonlinear sources of the response?

Relationship to known nonlinearities in midget cells: It is interesting to see such pronounced nonlinearities (subunits) in the receptive fields of a class of retinal ganglion cells (RGCs), the midget cells, which are commonly described as linear (X-like). The paper should do a better job at casting these nonlinearities in the context of the existing knowledge, to point out whether they are consistent with previous findings, or whether they are a surprise. For instance, the paper could describe more extensively the prior literature on linearity/nonlinearity of P cells in the LGN, including several papers by Benardete and Kaplan, by Derrington and Lennie, and at least one by the Movshon laboratory ([@bib43], which is cited in the paper). To what extent are those findings consistent with the findings here? (This applies also to differences and similarities between ON and OFF P cells, see next point).

Focus on OFF cells: The paper focuses on OFF midget cells, which apparently had the highest signal-to-noise ratio and stability. But what about ON cells? Are they ignored because they are actually linear? In that case, it would help to start the paper with those, and demonstrate linearity. Then go on to the OFF ones and show the nonlinearity. If instead they have more complex nonlinearities, it would help to at least describe them, ideally with a figure.

Nature of the large subunits: The reported presence of such large photoreceptor subunits (in contrast to preexisting literature) deserves to be given more prominence, to be discussed more extensively, and ideally to be investigated experimentally. A possible explanation for such large subunits could lie in gap-junction among photoreceptors. Ideally one would test this possibility experimentally, e.g. by adding dopamine D1 agonist or antagonist to modulate the gap-junctional link among photoreceptors (or at least test with the model if cones that are associated in one subunit for an OFF RGC tend to be associated as one subunit for an overlapping ON RGC?). Another possible explanation lies in amacrine cells feeding signals from surrounding bipolar cells. These cells are currently not considered in the model, and might result in single subunits pooling from very large photoreceptors sets in the model. Another possibility, which is not possible to rule out given the way the model is explained, is that some sort of constraint (or minimization) is posed on the number subunits (bipolar cells), leading to artifactually large subunits. Finally, if data are available from a region closer to the fovea, it would be very interesting to see whether the model is able to capture the relationship between 1 photoreceptor -- 1 bipolar cell -- 1 retinal ganglion cell.

Number of subunits: Another result of the model that must be compared with morphological literature (either [@bib79] or [@bib41]) is the number of subunits (bipolar cells). This subject is pivotal to understand how the results resemble primates\' anatomy. This issue deserves a Figure similar to [Figure 6D](#fig6){ref-type="fig"} and an articulated discussion.

Modeling of nonlinearities: The subunit nonlinearity seems to be modeled as being static, and being the same for all subunits. Any evidence that this is a good assumption? Moreover, can the fits be further improved by imposing a temporal nonlinearity (not just a static one)? For example, direct measurements of glutamate release (imaging of iGluSnFR) in ON layers, revealed that rectification is mild, and that a temporal nonlinearity (transient increases in release) explained nonlinear behavior in postsynaptic ganglion cells ([@bib8]). The same might be true in primate midget cells.

In the second paragraph of the subsection "Nonlinear spatial summation in OFF midget RGCs", the authors should demonstrate the phase dependence of the OFF midget cell responses. This indeed does not follow the rule for Y-like cells and may give insights into the underlying circuitry for generating the nonlinearity. Does the subunit model show similar behavior as the recorded cell? Later in the paragraph, the authors raise the possibility that crossover inhibition may generate differences between midget and parasol cells. This suggestion needs more context/explanation.

Single-neuron approach: The way the data are presented, these RGCs could have been measured one at a time. And instead, they were measured all together. This is a missed opportunity. For instance, if some cones are arranged in a subunit for one RGC, does that increase their chance of being arranged as a subunit in another RGC? Along the same lines, does the model help in predicting correlations between different RGCs?

Relationship with measurements in vivo: The authors take the interesting viewpoint that their measurements in vitro are actually closer to being natural than measurements under anesthesia, which may affect the basal release rate and therefore the strength of nonlinearity at the set point. This is a key issue, and if one wanted to prove it one could perhaps add the same anesthetics to the in vitro retina as used during in vivo recordings. The alternative explanation is that it is the in vitro condition that somehow distorts the nonlinearity. The washout of neuromodulators could be a source of variability in ex vivo preps, too. In the absence of experimental data, this issue needs to be treated in a more balanced way, and both possibilities kept open.

Room for improvement: It would be useful to better describe room for improvement in the model, if possible. For example, the data in the last figure apparently were difficult to capture with the subunit model (low R2 values), although the model fits in this case were not shown. It would be useful to show both subunit and linear model fits in this figure. Also, a surprising omission from the model is inhibitory cells (e.g., amacrine cells) pooling over larger areas. Is there any evidence that data would be better fit by including them in a model?

Minor comments:

The paper states repeatedly that the improvement in predictions made by the model over the LN model is minor. Yet, in responses to gratings it seems major ([Figure 5](#fig5){ref-type="fig"}). This might be worth emphasizing.

For instance, when predicting the responses to gratings ([Figure 5](#fig5){ref-type="fig"}), it would help to see a plot with spatial frequency in the abscissa, and harmonic responses -- both first and second -- in the ordinate. And curves predicted by the two models.
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This useful and interesting paper presents new modeling methods for characterizing retinal ganglion cell receptive fields, and applies it to explain the nonlinear spatial summation in primate OFF midget ganglion cells. The results are surprising, since midget cells (which constitute the vast majority of retinal ganglion cells in primates) were hitherto thought to operate mostly linearly, whereas here they are described as being fundamentally nonlinear. The data are of high quality, the modeling thoughtful and innovative, and the paper clear and well-presented. Some questions, however, need to be addressed.

Description of the model: Even though the paper is written for a general audience, the modeling should be explained more extensively. Currently, one has trouble understanding the cone finding and preprocessing section (Methods). The paper suggests that the cone positions and weights were fit using previously described methods. Then it states that the signals were convolved with the ganglion cell\'s spike-triggered average (STA). But the STA is derived from a linear model of the response. Why is this appropriate for a step in building the subunit model? A similar concern: the initial maps of the cones are derived from a linear analysis (STA), and so wouldn\'t these maps potentially miss nonlinear sources of the response?

We agree that the description of the modeling was a bit unclear on these points. The simple answer is that the STA procedure is used *only* as a preprocessing step to estimate the location and size of the cones. Once this is completed, the stimuli are linearly transformed from pixel arrays to the lower-dimensional space of cone excitation values, and these are used for the model-fitting (which determines the detailed nonlinear contribution of the cones to the ganglion cell response). A simple linear STA analysis is adequate for the purpose of cone localization because it relies only on each cone providing, on average, a non-zero input to the response of at least one ganglion cell. While there are some classes of subunit nonlinearities that could in principle cause cones to be missed in the STA calculation (e.g. full-wave rectification), in practice most monotonic nonlinearities, including half rectification, which appears to dominate in midget cell responses, will not do so. Note that the [@bib58] paper developed this method, and showed that the estimated locations were in close correspondence with anatomical measurements. The use of the STA to estimate cone size/extent is justified because each cone combines the pixel intensities within its aperture approximately linearly ([@bib62], Visual Transduction of Cones in the Monkey). Finally, convolving with the temporal component of the STA primarily served only to align stimulus and response times, and all subsequent aspects of the analysis focused entirely on the spatial component of the response.

We have clarified and expanded these points in the Methods.

*Relationship to known nonlinearities in midget cells: It is interesting to see such pronounced nonlinearities (subunits) in the receptive fields of a class of retinal ganglion cells (RGCs), the midget cells, which are commonly described as linear (X-like). The paper should do a better job at casting these nonlinearities in the context of the existing knowledge, to point out whether they are consistent with previous findings, or whether they are a surprise. For instance, the paper could describe more extensively the prior literature on linearity/nonlinearity of P cells in the LGN, including several papers by Benardete and Kaplan, by Derrington and Lennie, and at least one by the Movshon laboratory (*[@bib43]*, which is cited in the paper). To what extent are those findings consistent with the findings here? (This applies also to differences and similarities between ON and OFF P cells, see next point).*

We agree this is a very important issue. Although the reviewers are presumably advocating for treating the issue in Results, we chose to handle it in the Discussion and continue to favor doing so. There is a developed literature on midget/P-cells and their similarity to cat X-cells. We have reviewed this literature and find that most previous in vivo studies measured frequency doubling in P-cells at eccentricities \<10 deg (e.g. [@bib39] and [@bib43]). At these eccentricities, the vast majority of macaque-midget RGCs receive input from just one cone ([@bib41]). With a single cone in the receptive field, there is no possibility of a spatial (Y-like) non-linearity in the receptive field center, because the cone integrates light linearly over its collecting aperture ([@bib62], Visual Transduction of Cones in the Monkey). One previous in vivo study in which P-cells were studied over a larger range of eccentricities (0-30 deg) did find midget cells with a substantial second harmonic response to contrast reversing gratings ([@bib23]). Although this point was not strongly emphasized in the Abstract, it is clear in the data ([Figures 2 and 6](#fig2 fig6){ref-type="fig"}). The authors did not analyze the magnitude of the second harmonic as a function of eccentricity, but their results appear consistent with those presented here as well as other previous ex vivo studies from the peripheral primate retina (Petrusca et al. 2006, [@bib12]). Our interpretation is that the apparent discrepancy probably results from the fact that midget cells appear X-like when they sample from only one cone, while spatial non-linearies are revealed at eccentricities where they sample from multiple cones. In other words, there is no factual disagreement with the literature, and our results point to a possibly nearly ubiquitous mechanism in RGCs. This point is discussed in detail in the second paragraph of the Discussion.

Focus on OFF cells: The paper focuses on OFF midget cells, which apparently had the highest signal-to-noise ratio and stability. But what about ON cells? Are they ignored because they are actually linear? In that case, it would help to start the paper with those, and demonstrate linearity. Then go on to the OFF ones and show the nonlinearity. If instead they have more complex nonlinearities, it would help to at least describe them, ideally with a figure.

The ON-midget cells do not behave linearly. We have found that they also exhibit nonlinear spatial integration, and that the model presented here provided a more accurate prediction of their response to white noise and gratings than an LN model. However, we also find that they exhibit additional complexities within their receptive field that were not observed in OFF-midget cells. Namely, a decrement of light presented to one cone in the receptive field center enhances the response to a simultaneously presented increment presented to another cone (this was not found in any OFF midget cells). We are currently investigating the possibility that this is caused by a RF surround within the subunit, facilitating the response of the RF center of the subunit. To explore this issue fully will require a more sophisticated model, novel fitting approaches, and a collection of additional experiments. Thus we view it as beyond the scope of this manuscript. We feel it would be premature to report the findings on ON-midget cells without a fuller exploration, so we would prefer to leave the above comments out of the manuscript.

Nature of the large subunits: The reported presence of such large photoreceptor subunits (in contrast to preexisting literature) deserves to be given more prominence, to be discussed more extensively, and ideally to be investigated experimentally. A possible explanation for such large subunits could lie in gap-junction among photoreceptors. Ideally one would test this possibility experimentally, e.g. by adding dopamine D1 agonist or antagonist to modulate the gap-junctional link among photoreceptors (or at least test with the model if cones that are associated in one subunit for an OFF RGC tend to be associated as one subunit for an overlapping ON RGC?). Another possible explanation lies in amacrine cells feeding signals from surrounding bipolar cells. These cells are currently not considered in the model, and might result in single subunits pooling from very large photoreceptors sets in the model. Another possibility, which is not possible to rule out given the way the model is explained, is that some sort of constraint (or minimization) is posed on the number subunits (bipolar cells), leading to artifactually large subunits. Finally, if data are available from a region closer to the fovea, it would be very interesting to see whether the model is able to capture the relationship between 1 photoreceptor -- 1 bipolar cell -- 1 retinal ganglion cell.

We thank the reviewers for this comment. There are several possible mechanistic underpinnings of the large receptive field subunits observed for some cells (we assume that the reviewers are referring to [Figure 6](#fig6){ref-type="fig"}). The reviewers suggest testing the role of gap junctions by modulating cone-cone gap junctions with D1 agonist or antagonists. This is an interesting idea and one that is worth pursuing, but it requires an extensive repeat of all the experiments shown here, with the additional complexity of pharmacology and controls, and we view it is beyond the scope of this study. First, it is not clear that dopamine modulates cone-cone gap junctions in the primate retina. Dopamine does not appear to modulate rod-cone gap junctions in the primate retina (Schneeweis and Schnapf 1999) as has been found in lower vertebrates. Second, both D1-like and D2-like receptors have been localized to primate photoreceptors (Zarbin 1986; Dearry 1991), so it is unclear which should be targeted. Finally, dopamine has effects at many locations in the retina (Witkovsky 2004). Knowing how to conclusively interpret the results of manipulating dopamine in the primate retina would require extensive intracellular recordings from photoreceptors, bipolar cells and ganglion cells. In short, understanding the role of dopamine receptor signaling among photoreceptor coupling in the primate retina is a major endeavor.

The reviewers also suggest analyzing ON and OFF midget cells with overlapping receptive fields; subunit structure that is caused by cone-cone gap junctions would be expected to be common to these two pathways. This is a good suggestion, but (1) as explained above, we've elected to leave ON cells out of the paper, and (2) obtaining a data set with relatively complete mosaics of ON and OFF cells is quite difficult (some of the difficulty is due to spike sorting issues). We'd prefer not to delay publication of the current results, which are already well developed and warrant extensive documentation.

The reviewers also suggest the possibility of amacrine cells. In general, the ∼40 types of amacrine cells in the mammalian retina are considered to be inhibitory in their interaction with bipolar and ganglion cells. It is not clear how they would generate the excitatory subunit structure observed here. However we have added a sentence to the Discussion to acknowledge this possibility.

Finally, the reviewers also ask whether a constraint on the minimum number of subunits might lead to an overestimation of subunit size. In our model fitting, there is no constraint on subunit structure other than disallowing subunit overlap (each cone belongs to one subunit). In fact, in many retinas and RGCs, there is a one-to-one correspondence between cones and subunits, which means the model finds as many subunits as justified through an increase in explanatory power. Unfortunately, we do not have data from sufficiently close to the fovea to capture the 1 cone -- 1 subunit -- 1 RGC phenomenon suggested by the reviewers, because the size and density of cells and spikes near the fovea makes spike sorting very difficult.

*Number of subunits: Another result of the model that must be compared with morphological literature (either* [@bib79] *or* [@bib41]*) is the number of subunits (bipolar cells). This subject is pivotal to understand how the results resemble primates\' anatomy. This issue deserves a Figure similar to* [*Figure 6D*](#fig6){ref-type="fig"} *and an articulated discussion.*

We thank the reviewers for this comment. Midget bipolar cells dendrites are believed to tile the retina with a coverage factor of 1, and their dendrites do not overlap ([@bib79], see also Wassle 2009). Thus the number of subunits is determined by the convergence of cones to bipolar cells (the statistic that we report in [Figure 6](#fig6){ref-type="fig"}), and reporting the number of subunits would be redundant with reporting the cone convergence to each subunit. We have added a sentence to the Results to clarify this important point.

*Modeling of nonlinearities: The subunit nonlinearity seems to be modeled as being static, and being the same for all subunits. Any evidence that this is a good assumption? Moreover, can the fits be further improved by imposing a temporal nonlinearity (not just a static one)? For example, direct measurements of glutamate release (imaging of iGluSnFR) in ON layers, revealed that rectification is mild, and that a temporal nonlinearity (transient increases in release) explained nonlinear behavior in postsynaptic ganglion cells (*[@bib8]*). The same might be true in primate midget cells.*

This is an interesting suggestion and worthy of further investigation. It is likely that including temporal nonlinearities would further improve model performance, at the expense of a significant increase in free parameters and fitting complexity. Unfortunately, this would require collecting substantially longer data sets than the ones obtained in this paper. Our goal is to provide an extension of the classical "LNP" model that can be fit to responses to white noise stimuli and that phenomenologically accounts for nonlinear spatial summation. However, this point is important, so we have added a sentence to the Discussion to point out that dynamic nonlinearities likely also play a role in shaping RGC responses.

In the second paragraph of the subsection "Nonlinear spatial summation in OFF midget RGCs", the authors should demonstrate the phase dependence of the OFF midget cell responses. This indeed does not follow the rule for Y-like cells and may give insights into the underlying circuitry for generating the nonlinearity. Does the subunit model show similar behavior as the recorded cell? Later in the paragraph, the authors raise the possibility that crossover inhibition may generate differences between midget and parasol cells. This suggestion needs more context/explanation.

Thank you for this suggestion. The example plots in [Figure 5A](#fig5){ref-type="fig"} suggest some degree of phase dependence in the response. We tried to further quantify this by computing F1 and F2 amplitude for the four presented phases. Although measures of F1 and F2 for both models and data were interpretable (and are reproduced in [Author response image 1](#fig8){ref-type="fig"}, in reply to another comment), responses after splitting up by phase were noisy and difficult to interpret (likely due to the small number of repeats per phase), so we have opted not to include these analyses.

Single-neuron approach: The way the data are presented, these RGCs could have been measured one at a time. And instead, they were measured all together. This is a missed opportunity. For instance, if some cones are arranged in a subunit for one RGC, does that increase their chance of being arranged as a subunit in another RGC? Along the same lines, does the model help in predicting correlations between different RGCs?

This is a really interesting point, but may be more applicable to other RGC types. Within each midget cell type (ON and OFF), the bipolar axon terminals form a mosaic, and the receptive fields of neighboring midget RGCs show very little overlap. So there is very little opportunity for shared subunits and indeed we have not seen any to date. Between ON and OFF midget cells, we wouldn't expect to find shared subunits because they receive input from different bipolar types (ON and OFF midget bipolars, respectively).

Relationship with measurements in vivo: The authors take the interesting viewpoint that their measurements in vitro are actually closer to being natural than measurements under anesthesia, which may affect the basal release rate and therefore the strength of nonlinearity at the set point. This is a key issue, and if one wanted to prove it one could perhaps add the same anesthetics to the in vitro retina as used during in vivo recordings. The alternative explanation is that it is the in vitro condition that somehow distorts the nonlinearity. The washout of neuromodulators could be a source of variability in ex vivo preps, too. In the absence of experimental data, this issue needs to be treated in a more balanced way, and both possibilities kept open.

Our intention was not to take a stand that either ex vivo or anesthetized in vivo measurements are closer to being natural, but only to point out that it is difficult to know which is closer to natural, and that more work will be required to determine this (as the reviewers state). We have clarified our language on this issue with new text.

Room for improvement: It would be useful to better describe room for improvement in the model, if possible. For example, the data in the last figure apparently were difficult to capture with the subunit model (low R2 values), although the model fits in this case were not shown. It would be useful to show both subunit and linear model fits in this figure. Also, a surprising omission from the model is inhibitory cells (e.g., amacrine cells) pooling over larger areas. Is there any evidence that data would be better fit by including them in a model.

Inhibitory inputs and RF surrounds were not included in the modeling work here. As the reviewers point out, our goal was to develop a model and fitting procedure that capture excitatory spatial subunit structure within the receptive field center. The surround, and particularly the diverse array of amacrine cell types, are of great interest to a deeper understanding retinal processing. But, given their diversity and largely unknown properties, to include their potential effects would require a substantial new set of data, analysis, and modeling. We have added text to the Discussion to make this point and to present clearly all the directions in which the modeling could be extended: neighbor-neighbor interactions, temporal nonlinearities, post-spike filter, RF surround, and inhibitory inputs. The predictive accuracies the reviewers mention (from [Figure 7](#fig7){ref-type="fig"}) are only moderately lower than that obtained for typical midget cells (e.g. [Figure 3C](#fig3){ref-type="fig"}); that difference may be due to the relatively stronger increment-decrement used for evaluating the model, compared to the white noise used to train it, as is now suggested in the text.

Minor comments:

*The paper states repeatedly that the improvement in predictions made by the model over the LN model is minor. Yet, in responses to gratings it seems major (*[*Figure 5*](#fig5){ref-type="fig"}*). This might be worth emphasizing.*

We didn't want to overstate the results, but we agree that we could probably be more clear on this point. We have tried to balance the description of the result with new text (subsection "Subunit model more accurately predicts responses to grating stimuli").

*For instance, when predicting the responses to gratings (*[*Figure 5*](#fig5){ref-type="fig"}*), it would help to see a plot with spatial frequency in the abscissa, and harmonic responses -- both first and second -- in the ordinate. And curves predicted by the two models.*

We generated the figure suggested by the reviewers (please see [Author response image 1](#fig8){ref-type="fig"}; for three example cells, dashed lines are F2, solid lines are F1, purple is subunit model prediction, green is LN model prediction). These representations of the data confirm that the F1 drops off with spatial frequency whereas the F2 does not, and the subunit model is broadly consistent with this behavior whereas the LN model is not. Although informative, this representation does not add fundamentally to our conclusions, so we would prefer not to add it to the manuscript.10.7554/eLife.05241.013Author response image 1.**DOI:** [http://dx.doi.org/10.7554/eLife.05241.013](10.7554/eLife.05241.013)
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