In the present study, we introduce a prediction operator in SKF to prolong its exploration and to avoid premature convergence. The proposed prediction operator is based on oppositional learning. The results show that using CEC2014 as benchmark problems, the SKF algorithm with oppositional learning prediction operator outperforms the original SKF algorithm in most cases.
INTRODUCTION
In 2015, a new population-based meta-heuristic optimization algorithm, named Simulated Kalman Filter (SKF), has been introduced by Ibrahim et al. [1] [2] . This SKF algorithm is inspired by the estimation capability of Kalman filter. Since the introduction of SKF, fundamental modifications have been done to SKF and several variants of SKF algorithm have been proposed [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] . The SKF has also been applied to solve engineering problems. For example, Adam et al. have employed the SKF algorithm as feature selection in peak classification of EEG signal [14] [15] . The SKF algorithm also has been used as adaptive beamforming algorithm [16] [17] and routing algorithm in printed circuit board path drill optimization problem [18] [19] .
There are two search stages in SKF: exploration and exploitation. Initially, the SKF does the exploration by searching in the wide area of the search space and then, performs exploitation by fine-tuning the solution in a promising region of the search space. By following Kalman filtering principle, the prediction, measurement, and correction are computed in SKF algorithm, repeatedly. However, the estimation equation in SKF involves multiplication of two small numbers; both values are in between 0 and 1. As a result, premature convergence may occur due to the slightly updated solution, and the updated solution may trap in local minima. In other words, the SKF switches to exploitation stage quickly.
There are three important operations in the Kalman filter framework: prediction, measurement, and correction. However, in SKF, the solution is not updated during the prediction operation due to an assumption that the global optimum searched (or estimated) by SKF does not dynamically change during the search process. However, in this paper, it is expected that the exploration of SKF algorithm can be prolonged by a prediction operator and the overall performance of SKF algorithm can be further improved. In this study, the prediction operator is formulated based on opposite solution generation. The concept is to concurrently assess the current solutions and its opposite solutions to obtain a better approximation of the current candidate solutions.
The prediction operator in SKF based on the oppositionbased learning is applied differently in this paper compared to the previous works. Based on the previous works, even though the opposition-based learning has been introduced as solutions to system identification problem [20] and adaptive beamforming [21] [22] , the calculation of the oppositionbased learning is done after the estimation process or after all the solutions are updated by all agents. In this study, however, the calculation of the opposition-based learning is done as part of the prediction process.
The performance of the SKF algorithms with prediction operators is evaluated based on CEC2014 benchmark problems. The CEC2014 benchmark consists of unimodal, multimodal, hybrid, and composition mathematical problems. The simulation results reveal the improvement of the new algorithm due to the inclusion of prediction operator based on oppositional learning.
II. THE SKF ALGORITHM Every agent of SKF is Kalman filter. The possible solutions are stored as estimated states of the agents. Other than the estimated values, each agent has its own measurement values. Given N number of agents and D dimensional problem, the estimated state, , and the measured value, , for agent i at t th iteration are presented as follows:
(1) (2) where i = 1, 2, 3, …, N and d = 1, 2, 3, …, D
The SKF algorithm starts with the random initialization of the agent's estimated values. The initialization depends on the search space of the problem to be solved.
Before any step of Kalman filter begins, the fitness of current estimated values is evaluated. Once the evaluation is completed, the best solution for the current population, , is identified. In minimization problem, stores a copy of the estimated value of the agent with the lowest fitness value, while in maximization problem, the agent with the highest fitness value is stored as . Next, the fitness of is compared with . The hold the best-found solution from the start of the iteration. If offers a better solution than , then it is chosen as the new Xtrue.
After fitness evaluation and identification, the prediction phase starts. In the prediction phase, the current predicted state, , is assumed to be the estimated value;
The current transition error covariant estimate, , is calculated using current error covariant estimate,
, and the process noise, .
where is set to 0.5 [1] [2] . The initial error covariant, , is set to 1000.
After the prediction phase, the measured values of the agents are calculated. The dimensional wise calculation of measured value for dimension d th of agent i th is as follows:
The is random value within the range of [0,1]. The term allows the agent to estimate the state to be either towards or away from Xtrue from its current estimated value. This is the stochastic and random element of SKF. It also supports exploration by the agents.
The estimation phase follows the measurement phase. The estimated next value is updated using (6): (6) where is the Kalman gain, which is calculated as follows: (7) where is the measurement noise, which is suggested to be set to 0.5 [1] [2] . The current error covariant estimate is also updated in estimation phase using the following equation:
The fitness of the new estimated values are then evaluated and the predict, measure, and estimate steps are repeated. These steps continue until stopping condition for the SKF algorithm is met. The flowchart of SKF algorithm as proposed in the original work is presented in Fig. 1 .
III. PREDICTION OPERATOR IN SIMULATED KALMAN FILTER
The opposition-based learning (OBL) was invented by Tizhoosh [23] . The concept of OBL is to concurrently assess the current solutions and its opposite solutions to obtain a better approximation of the current candidate solutions. Let a and b be the minimum and maximum values of a variable, the opposite number,
In this paper, a prediction operator based on opposite solution is introduced in SKF algorithm. In the original OBL concept, the agents and their opposite agents are asymmetric on the midpoint within the range of variables current interval. This opposite agent might possibly flee from the global optimum which may decrease the contribution of opposite points. Therefore, opposition-based learning using the current optimum [24] is chosen. To suit the formulation of SKF, the opposite solution based on current optimum is generated using 2Xtrue Xi (t).
After the opposite solution is generated, the fitness of the opposite solution is calculated. If the opposite solution is better than the current solution (for function minimization: fit(2Xtrue Xi(t)) < fit(Xi(t)), for function maximization: fit(2Xtrue Xi(t)) > fit(Xi(t))), the opposite solution is chosen as Xi (t | t + 1), and (3) is substituted by (9) .
Otherwise, Xi (t | t + 1) = Xi (t), similar to equation (3). The flowchart of the implementation of the oppositional prediction operator in SKF is shown in Fig. 2 . The modified SKF algorithm is called the SKF with oppositional learning prediction operator (SKF-OPO). Note that the opposite solutions are generated after the Xtrue is updated. IV. EXPERIMENT, RESULT, AND DISCUSSION The CEC2014 benchmark suite [25] was chosen for performance evaluations. Thirty functions are available, which consist of 3 unimodal functions, 13 multimodal functions, 6 hybrid functions, and 8 composition functions. Note that all these functions are function minimization problems.
In experiment, the initial error covariance estimate, P, process noise value, Q, and measurement noise value, R, 1000, 0.5, and 0.5, respectively, which is similar to [1] [2] . However, different stopping is used in this paper. The SKF algorithm returns the best solution after 1,000,000 function evaluations are calculated. In other words, the SKF algorithm stopped after 10,000 iteration since 100 agents were used. Based on 51 runs, average results produced by SKF algorithm is shown in Table 1 . The ideal fitness values are also shown. Note that the SKF with oppositional learning prediction operator (SKF-OPO) also used the same setting parameters.
In order to compare the performance of the SKF-OPO against the SKF, difference value is also computed based on the mean value of SKF, meanSKF, and the mean value of SKF with oppositional prediction operator, meanSKF-OPO: In this study, the mean value is written in bold if the difference is positive, which indicates that improvement is observed. Since function minimization problems are solved in this study, improvement is observed only if the mean value of SKF-OPO is smaller than the mean value of SKF. The mean fitness obtained by SKF-OPO and the difference values are shown in Table 2 . This result proves that the inclusion of oppositional prediction operator in SKF able to improve the performance of SKF except for the function 7, 13, 14, and 29. In general, the oppositional learning prediction operator improves the SKF algorithm in most cases. An example of convergence curve is shown in Fig. 3 . In this figure, the SKF algorithm found better solution than the SKF-OPO algorithm for the first 2000 iterations due to the fast convergence of the SKF algorithm. After 2000 iterations, the SKF-OPO algorithm performed better while the SKF algorithm prematurely converge during 2000 to 3000 iterations.
V. CONCLUSION
The original SKF algorithm has no prediction operator since the position of the solution (global minimum or global maximum) in the search space is not dynamically changed over the iterations. However, this paper reported that with a proper prediction operator, the performance of the SKF algorithm could be improved further. A prediction operator based on the concept of opposition-based learning has been investigated in this paper and based on the CEC2014 benchmark functions, the performance of the SKF algorithm has been improved in most of the cases.
