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Abstract: Balancing the model complexity and the representation capability towards the
process to be captured remains one of the main challenges in nonlinear system identification. One
possibility to reduce model complexity is to impose structure on the model representation. To
this end, this work considers the linear fractional representation framework. In a linear fractional
representation the linear dynamics and the system nonlinearities are modeled by two separate
blocks that are interconnected with one another. This results in a structured, yet flexible model
structure. Estimating such a model directly from input-output data is not a trivial task as the
involved optimization is nonlinear in nature. This paper proposes an initialization scheme for
the model parameters based on the best linear approximation of the system and shows that this
approach results in high quality models on a set of benchmark data sets.
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1. INTRODUCTION
While the real world is nonlinear and time-varying, so
far, we often treated it as linear and time invariant (LTI)
when we model and control real-life systems. However,
due to, for instance, increasing performance demands,
introduction of more light-weight structures and increasing
constraints on energy consumption of systems, nonlinear
models and nonlinear control has become increasingly
important (Schoukens and Ljung, 2019).
A wide range of nonlinear modelling approaches and
frameworks is available to the user: a good overview of
the variety of available methods is given by (Schoukens
and Ljung, 2019). Including structure and prior knowledge
has proven to be of key importance to obtain high-quality
nonlinear models. While linear models are represented
by a hyperplane in a high-dimensional regression space,
nonlinear models are a manifold in this high-dimensional
space. Including structure in the considered model class
reduces the complexity of the modelling problem and
makes it a tractable task.
Structure can be imposed or included in the considered
model class in various ways. It can be included as a
prior in kernel based regression (Pillonetto et al., 2011;
Birpoutsoukis et al., 2017). Alternatively, the nonlinear
dynamics can be represented as an interconnection of LTI
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blocks and static nonlinear blocks as is done in nonlinear
block-oriented modelling approaches (Giri and Bai, 2010;
Schoukens and Tiels, 2017). Another possibility is to
mine a nonlinear input-output relation out of the data,
while trading of model complexity with model accuracy
(Khandelwal et al., 2019). Structure can also be imposed
as a second step in the identification algorithm as in
(Fakhrizadeh Esfahani et al., 2018) where first a fully
coupled nonlinear state-space model is estimated and the
structure is only imposed in a second step by restricting
the input dimension of the nonlinear state and output
mapping using tensor decomposition techniques.
This paper considers models that are composed by the
interconnection of a linear fractional representation (LFR)
with a static nonlinearity, resulting in the NL-LFR model
class (see Figure 1). This model class can be seen as a very
general block-oriented structure. Just like block-oriented
structures, the nonlinear dynamics are represented as an
interconnection between an LTI block and a static non-
linear block. However the inner dynamics of the multiple-
input multiple-output (MIMO) LTI block are not imposed.
This allows for more flexibility compared to the more com-
mon Hammerstein and Wiener block-oriented structures
(Schoukens and Tiels, 2017). The NL-LFR model class also
has a direct link with robust control and linear parameter-
varying control design approaches (Zhou et al., 1996; To´th,
2010; Schoukens and To´th, 2018).
The identification of NL-LFR structures has already been
considered in previous publications. Some approaches de-
rive the NL-LFR model starting from other model struc-
tures such as a Volterra series model (Vandersteen and
Schoukens, 1999), or a nonlinear state-space model (Van
ar
X
iv
:2
00
4.
05
04
0v
1 
 [e
es
s.S
Y]
  1
0 A
pr
 20
20
Fig. 1. The considered NL-LFR structure represented by
MIMO LTI block interconnected with the MIMO
static nonlinear function f(z).
Mulders et al., 2013). Other approaches assume the knowl-
edge of the LTI part of the NL-LFR model and focus on
the identification of the static nonlinearity of the model
(Hsu et al., 2008; Novara et al., 2011). Finally (Vanbeylen,
2013) starts the identification of the NL-LFR model from
multiple linear approximations of the nonlinear systems.
The main reason for the various restrictions of the con-
sidered identification problem, or on the required prior
information (Volterra model, state-space model, multiple
linear approximations) is due to the complexity of the
involved parameter estimation problem.
This paper proposes an initialization approach of the non-
linear optimization scheme for the estimation of the NL-
LFR structure that only requires a single linear approxi-
mation of the nonlinear system, which can be obtained us-
ing the best linear approximation (BLA) framework (Pin-
telon and Schoukens, 2012). This relaxes the assumed prior
knowledge and data requirements of the identification al-
gorithm significantly compared to the prior work available
in the literature. The validity of the proposed approach
is illustrated on two benchmark examples: the Bouc-Wen
hysteretic system benchmark (Noe¨l and Schoukens, 2016)
and the parallel Wiener-Hammerstein benchmark system
(Schoukens et al., 2015b).
The remainder of this paper first discusses the considered
NL-LFR model structure in Section 2. The BLA is in-
troduced in Section 3. Next, the proposed identification
approach is discussed in Section 4. Finally, the results
on the considered benchmark systems are discussed in
Section 5.
2. NONLINEAR LFR MODEL STRUCTURE
2.1 Model Structure
The considered discrete-time nonlinear LFR model struc-
ture consists of a, possibly multiple input multiple out-
put (MIMO), static nonlinearity interconnected with the
linear fractional representation, as is shown in Figure 1.
In this paper, the linear dynamics are represented using a
state-space representation describing the dynamic relation
between the LFR inputs u(k) ∈ Rnu×1, w(k) ∈ Rnw×1 and
the outputs y(k) ∈ Rny×1, z(k) ∈ Rnz×1, where k denotes
the sample index. The static nonlinearity is represented by
a feedforward neural network with one hidden layer with
nn neurons using a nonlinear activation function σ(·) and
a linear output layer. This results in the following model
equations:
x(k + 1) = Ax(k) + [Bu Bw]
[
u(k)
w(k)
]
[
z(k)
y0(k)
]
=
[
Cz
Cy
]
x(k) +
[
Dzu 0
Dyu Dyw
] [
u(k)
w(k)
] (1)
and
w(k) = Wwσ (Wzz(k) + bz) + bw, (2)
where σ(·) is the nonlinear activation function which is
often chosen as the hyperbolic tangent function or the
radial basis function and Wz ∈ Rnn×nz and Ww ∈ Rnw×nn
are the inner and outer weights respectively and bz ∈
Rnn×1 and bw ∈ Rnw×1 are the respective biases of the
neural network. The states are represented by x(k) ∈
Rnx×1, while the matrices A ∈ Rnx×nx , Bu ∈ Rnx×nu ,
Bw ∈ Rnx×nw , Cy ∈ Rny×nx , Cz ∈ Rnz×nx , Dzu ∈
Rnz×nu , Dyu ∈ Rny×nu and Dyw ∈ Rny×nw correspond to
the parameters to be estimated together with the weights
in eq. (2). Note that the term Dzw is not present in
the considered state-space equation. This prevents the
presence of algebraic equations in the model expression
and hence avoiding well-posedness problems.
The nonlinear modelling capabilities of the NL-LFR struc-
ture can be tuned by increasing or decreasing the di-
mension of the z and w signals. This allows the model
structure to go from very structured (only one SISO static
nonlinearity present in the model) to rather unstructured
(a high dimensional MIMO static nonlinearity). Observe
as well that many of the commonly used block-oriented
model structures such as the Wiener, Hammerstein and
Hammerstein-Wiener model structures are subsets of the
NL-LFR model structure. Furthermore by making use of
a state-space representation of the dynamics, the model
scales easily towards multiple inputs u and outputs y.
A zero-mean, possibly colored, additive noise source v(k)
is assumed to present at the output y(k) only. The noise
source is assumed to have a finite variance. In case the
noise is white, this corresponds to the classical output-
error noise framework.
2.2 Uniqueness of the Parametrization
The considered model representation is not unique. Be-
yond the well-known arbitrary state-space transformation
that defines an equivalence class of models around (1)-
(2), also the neural network representation of the static
nonlinearity is not uniquely parametrized. A simple per-
mutation of the inner and other weights and biases can
result in the same input-output behavior of the neural
network (2). Beyond the non-uniqueness of the LTI and
static nonlinear blocks separately, a linear gain can also
be exchanged between the static nonlinear and the LTI
block (Schoukens and Tiels, 2017).
3. BEST LINEAR APPROXIMATION
The Best Linear Approximation (BLA) of a nonlinear
system is an LTI approximation of the input-output map
of the system, in a mean square sense (Pintelon and
Schoukens, 2012; Enqvist, 2005). The BLA is obtained as:
Gbla(q) = arg min
G(q)
Eu,v
{
|y˜(k)−G(q)u˜(k)|2
}
,
u˜(k) = u(k)− Eu {u(k)} ,
y˜(k) = y(k)− Eu,v {y(k)} ,
(3)
where Eu,v {·} denotes the expected value operator taken
w.r.t. the random variations due to the input u(k) and
the output noise v(k), q−1 denotes the backwards shift
operator. As can be observed in eq. (3), the BLA of a
nonlinear system is dependent on the properties of the
considered input class (Schoukens et al., 2015a).
4. IDENTIFICATION OF A NONLINEAR LFR
MODEL
4.1 Parameter Estimation
The model parameters are obtained as the minimization
of the mean squared simulation error:
VN (θ) =
1
N
N∑
k=1
(y(k)− yˆ(k|θ))2 , (4)
θˆ = arg min
θ
VN (θ), (5)
where yˆ(k|θ) is the simulated output of the NL-LFR model
given the parameter vector θ. The parameter vector θ
contains all the model parameters: the state-space matrix
entries and the weights and biases of the neural network
representing the static nonlinearity. N represents the total
number of samples over which the cost function is com-
puted.
Since eq. (4) is typically nonlinear in the parameters and
not convex, but its gradients can be efficiently computed,
a gradient descent-type algorighm, like the Levenberg-
Marquardt algorithm (Levenberg, 1944) is used to mini-
mize the cost function. A ’data-driven coordinate frame’ is
used to get rid off equivalent gradient directions (resulting
in a rank deficient Jacobian) due to the non-uniqueness of
the model representation. In practice this is achieved using
the singular value decomposition of the Jacobian (Wills
and Ninness, 2008).
4.2 Parameter Initialization
The Levenberg-Marquardt algorithm is not guaranteed to
converge to the global minimum of the cost function, it
converges to the ’closest’ local minimum. The use of ’effi-
cient’ initial estimates to start the nonlinear optimization
can help to guide the optimization algorithm to the global
minimum.
The BLA estimate of a nonlinear system has proven
to be a good initial point to start the identification
of a nonlinear model (Paduart et al., 2010; Vanbeylen,
2013; Schoukens and Tiels, 2017). While the previous
BLA-based approach (Vanbeylen, 2013) requires 2 BLA
estimates at 2 different setpoints of the system, this work
proposes an initialization procedure starting from only one
state-space BLA estimate (Abla, Bbla, Cbla, Dbla).
First the BLA state-space matrices are transformed such
that each of the states has a unit variance:
A¯bla = TAblaT
−1, B¯bla = TBbla
C¯bla = CblaT
−1, D¯bla = Dbla
(6)
where T ∈ Rnx×nx is a diagonal matrix with the inverse
of the standard deviation (taken over the samples) of x on
its diagonal.
Next the BLA estimates are embedded into the NL-LFR
model, while the other parameters are initialized as zero
or as a random variable:
A = A¯bla Bu = B¯bla
Cy = C¯bla Dyu = D¯bla
Bw = 0 Dyw = 0
Ww ∼ U(−1, 1) Wz ∼ U(−1, 1)
bw = 0 bz ∼ U(−1, 1)
(7)
where U(a, b) denotes a uniformly distribution with a
support from a to b. The uniform random initialization
of the parameters is the common approach when training
a neural network (Bishop, 1995). The initialization of Cz
and Dzu is slightly different:
C∗ ∼ U(−1, 1)
D+ ∼ U(−1, 1) D∗ = D+T−1u
z∗ = C∗x+D∗u
Cz = T
−1
z∗ C∗ Dzu = T
−1
z∗ D∗
(8)
where Tz∗ ∈ Rnz×nz and Tu ∈ Rnu×nu are a diagonal
matrices with the inverse of the standard deviation (taken
over the samples) of z∗ and u respectively on its diagonal.
The transformations T , Tu, Tz∗ ensure that the initial
estimates of the x and z signals, which act as the input
of the neural network, have a standard deviation equal to
one and are zero-mean. This is generally recognized in the
neural network literature to improve the estimation of the
model parameters (Bishop, 1995). The initial model has
the same performance as the BLA estimate since Bw and
Dyw are initialized as zero matrices. It also ensures that,
if the BLA estimate is stable, the initial estimate of the
NL-LFR model is stable as well.
4.3 BLA Identification
Many different approaches are available in the litera-
ture to estimate the BLA. For example, nonparametric
and parametric frequency-domain methods (Pintelon and
Schoukens, 2012; Paduart et al., 2010) or the prediction
error method (Ljung, 1999) have been commonly used.
This paper directly estimates a state-space model of the
BLA using the time-domain prediction error method as
implemented in Matlab by the function ssest with the
signals u(k) and y(k) as the input and output data respec-
tively. This function initializes the parameter estimates
using either a subspace approach or an iterative rational
function estimation approach. The state-space matrices
are refined subsequently using the prediction error min-
imization approach (Ljung, 1999).
When the system is strongly nonlinear, obtaining a suffi-
ciently good estimate of the BLA might not be trivial. The
lack of a good BLA estimate can result in sub-optimal NL-
LFR model estimates. Worse, for specific setpoints of the
system the BLA can be equal to zero (Schoukens and Tiels,
2017). The case when the BLA only captures part of the
system dynamics will again result in sub-optimal NL-LFR
model estimates.
5. BENCHMARK RESULTS
Two benchmark datasets are considered: the Bouc-Wen
Hysteretic system (Noe¨l and Schoukens, 2016) and the
parallel Wiener-Hammerstein datasets (Schoukens et al.,
2015b).
The Bouc-Wen system is a hysteretic system featuring a
dynamic nonlinearity: it is a mass-spring-damper system
with a hysteretic restoring force. This hysteretic nonlinear-
ity is governed by a differential equation containing hard
nonlinearities such as the absolute value operator.
The parallel Wiener-Hammerstein system is obtained as
the parallel cascade of two Wiener-Hammerstein systems
(a linear input filter followed by a static nonlinearity, fol-
lowed by a linear output filter). The system has 12th order
dynamics (nx = 12), which is challenging for many black-
box identification algorithms. The static nonlinearities are
realized by a diode-resistor network resulting in a one-
sided and a two-sided saturation nonlinearity.
5.1 Bouc-Wen Hysteretic System
The Data: The Bouc-Wen system is available as a sim-
ulation script. This allows the users to generate their own
data for identification. We used one period of a random
phase multisine input signal (Pintelon and Schoukens,
2012). The signal wasN = 8192 samples long and it excites
the full frequency grid between 5 Hz and 150 Hz. The input
signal amplitude is 50 Nrms.
Two test datasets are available for the Bouc-Wen bench-
mark: a multisine and a sinesweep dataset. The multisine
test output is obtained as the steady-state response of the
system excited by a random phase multisine of N = 8192
samples long, exciting the full frequency grid between 5
and 150 Hz, with a signal amplitude of 50 Nrms. The
sinesweep test output is obtained by exciting the system,
starting from zero initial conditions, with a sinesweep
signal with an amplitude of 40 Nrms. The frequency band
from 20 to 50 Hz is covered at a sweep rate of 10 Hz/min.
Model Settings: In line with previous finding the linear
dynamics are described by a 3rd order state-space model
(nx = 3) (Noe¨l et al., 2017). From the system description
(Noe¨l and Schoukens, 2016) it can be concluded that the 2
z-variables and one w-variable should result in a suitable
model structure to capture the system dynamics. However,
for illustrative purposes, three cases are considered here:
{nz = 1, nw = 1}, {nz = 2, nw = 1} and {nz = 2,
nw = 2}. A total of 15 neurons (nn = 15, tansig activation
function) are used to represent the static nonlinearity.
Results: As a measure of model quality, the simulation
RMSE (root mean squared error) on the multisine and
sinesweep test dataset is reported:
eRMSE =
√√√√ 1
N
N∑
k=1
(y(k)− yˆ(k|θ))2, (9)
where y(k) is the observed test output and yˆ(k|θ) is the
simulated output using the estimated model. To make
sure the model output is in steady state for the multisine
dataset two periods are simulated and the RMSE is
calculated on the second period. The sinesweep data is
not in steady state, hence, the first 2000 samples are
ignored when calculating the RMSE to allow the transient
to decay.
Table 1 shows a comparison of the results obtained using
an LTI model (the model used to initialize the NL-LFR
parameter optimization) and the various NL-LFR cases
considered. It can be observed that the most simple NL-
LFR configuration is not sufficiently rich to capture the
complete nonlinear behaviour of the system, only a factor
3 reduction of the model error is obtained compared to
the LTI case. The two cases where nz = 2 on the other
hand succeed in reducing the model error with a factor 20
compared to the BLA model, indicating that this is a much
more suited model structure for the Bouc-Wen benchmark
system. This is indeed in line with the expectations as
this matches with the model equations reported in (Noe¨l
and Schoukens, 2016). Both NL-LFR models with nz = 2
perform similar, which is an indication that the model
structure with nz = 2 and nw = 1 is matching best with
the underlying system structure.
The test results for the LTI model and the NL-LFR
model with nz = 2 and nw = 1 are shown in Figures 2
and 3. It is apparent from the figures that the NL-LFR
model significantly outperforms the LTI model. The signal
and error behavior outside the excited frequency range
indicate that the obtained model error is very close to the
noise floor. The quality of the results are, to the authors
knowledge among the best black-box identification results
obtained on this dataset so far, the RMSE is 2-3 times
lower than the one reported in (Fakhrizadeh Esfahani
et al., 2018).
Table 1. Bouc-Wen benchmark results: simulation RMSE.
The first column shows the results obtained with a 3rd
order LTI model, the next three columns show the results
obtained with the NL-LFR for different nz and nw values.
The final column shows the results that are reported in
(Fakhrizadeh Esfahani et al., 2018) using a decoupled
polynomial nonlinear state-space approach. The rms er-
rors (9) are reported in mrms.
nz = 1 nz = 2 nz = 2 decoupled
LTI nw = 1 nw = 1 nw = 2 PNLSS
Multisine 15.8e−5 5.31e−5 0.72e−5 0.74e−5 1.34e−5
Sinesweep 17.7e−5 4.19e−5 0.32−5 0.56e−5 1.12e−5
5.2 Parallel Wiener-Hammerstein System
The Data: A detailed discussion of the estimation and
test data for the parallel Wiener-Hammerstein system is
given in (Schoukens et al., 2015b). This work used a subset
of the available estimation data: 1 steady-state period of
a random phase multisine signal of 16384 samples long
at 5 different input amplitudes. The test data consists
of another multisine realization at each of the 5 different
amplitudes and a random Gaussian noise sequence with
a linearly growing amplitude over time (denoted as the
arrow signal later on).
Fig. 2. Frequency-domain validation of the NL-LFR model
with nz = 2 and nw = 1 using the Bouc-Wen
multisine test data. The true system output is shown
in blue, the residuals obtained with a 3rd order LTI
model are shown in red and the residuals obtained
with the NL-LFR model are shown in green.
Fig. 3. Time-domain validation of the NL-LFR model with
nz = 2 and nw = 1 using the Bouc-Wen sinesweep
test data. The true system output is shown in blue,
the residuals obtained with an LTI model are shown
in red and the residuals obtained with the NL-LFR
model are shown in green.
Model Settings: As described in (Schoukens et al.,
2015b) the linear dynamics are described by a 12th order
state-space model (nx = 12) and 2 parallel nonlinear
branches are present in the system. This indicates 2 z-
variables and 2 w-variable should result in the ’correct’
model structure. A total of 15 neurons (nn = 15, tansig
activation functions) are used to represent the static non-
linearity.
Results: Table 2 shows a comparison of the results ob-
tained using an LTI model and the obtained NL-LFR
model for the 6 different test signals. Also the results
obtained using the parallel Wiener-Hammerstein method
described in (Schoukens et al., 2015b) are shown for com-
parison. Similar to the previous case study, to make sure
the model output for both the multisine and arrow dataset
is in steady state two periods are simulated, the RMSEs
are calculated on the second period. It can be observed
that the NL-LFR model outperforms the LTI models even
though the LTI model has been specifically trained for each
of the multisine input amplitudes separately.
The test results for the LTI model and the NL-LFR model
on the largest multisine amplitude and on the arrow signal
are shown in Figures 4 and 5. It is apparent from the
figures that the NL-LFR model significantly outperforms
the LTI model.
Fig. 4. Frequency-domain validation of the NL-LFR model
using the parallel Wiener-Hammerstein multisine test
data. The true system output is shown in blue, the
residuals obtained with a 12th order LTI model are
shown in red and the residuals obtained with the NL-
LFR model are shown in green.
Fig. 5. Time-domain validation of the NL-LFR model
using the parallel Wiener-Hammerstein arrow test
data. The true system output is shown in blue, the
residuals obtained with a 12th order LTI model are
shown in red and the residuals obtained with the NL-
LFR model are shown in green.
The obtained results are in line with the results reported
in (Schoukens et al., 2015b) where a parallel Wiener-
Hammerstein model has been fitted on the data. Even
though the specific Wiener-Hammerstein nature of the
system has not been imposed on the NL-LFR model, a
similar model quality has been obtained.
Table 2. The parallel Wiener-Hammerstein benchmark
results: simulation RMSE. The first column shows the
results obtained with a 12th order LTI model specifically
estimated for that amplitude. The LTI model obtained
for the 1000 mVrms input signal also has been used for
the arrow test signal. The second and third column shows
the results obtained with the NL-LFR model (this paper)
and a parallel Wiener-Hammerstein approach (Schoukens
et al., 2015b). The rms errors (9) are reported in Vrms.
LTI NL-LFR pWH
Multisine 100 mVrms 0.83e−3 0.30e−3 0.30e−3
Multisine 325 mVrms 9.46e−3 0.51e−3 0.50e−3
Multisine 550 mVrms 19.9e−3 0.72e−3 0.38e−3
Multisine 775 mVrms 30.7e−3 1.03e−3 0.57e−3
Multisine 1000 mVrms 37.7e−3 1.37e−3 1.10e−3
Arrow Signal 45.5e−3 1.42e−3 2.66e−3
5.3 Discussion
The obtained results on the Bouc-Wen and parallel
Wiener-Hammerstein benchmark datasets illustrate the
versatile nature of the NL-LFR model structure and of the
proposed identification algorithm. High-quality modelling
results comparable with the state-of-the-art have been ob-
tained even though the two systems that were considered
here are significantly different in nature. Note as well that
due to the structured nature of the NL-LFR, it has little
problem in handling nonlinear systems with high-order
dynamics such as the parallel Wiener-Hammerstein system
if the dimension of the z and w signals can be kept under
control.
6. CONCLUSION AND FUTURE WORK
The problem of identifying an NL-LFR model of a nonlin-
ear system has been addressed in this paper. The NL-LFR
model structure offers a flexible, yet structured model class
which is a generalization of the popular block-oriented
Hammerstein and Wiener model class. The proposed ini-
tialization of the nonlinear-in-the-parameters non-convex
optimization associated with the identification problem,
starting from a BLA estimate of the system, has proven to
be successful on the two considered benchmark problems.
A detailed theoretical analysis of the proposed identifica-
tion approach is currently lacking and will be the subject
of future work.
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