An organization has to make the right decisions in time depending on demand information to enhance the commercial competitive advantage in a constantly fluctuating business environment. Therefore, estimating the demand quantity for the next period most likely appears to be crucial. Manufacturing companies consider forecasting a crucial process for effectively guiding several activities, and research has devoted particular attention to this issue. The objective of the paper is to propose a new forecasting mechanism which is modeled by integrating Fuzzy Delhi Method (FDM) with Artificial Neural Network (ANN) techniques to manage the demand with incomplete information. Artificial neural networks has been applied as it is capable to model complex, nonlinear processes without having to assume the form of the relationship between input and output variables. The effectiveness of the proposed approach to the demand forecasting issue is demonstrated for a 20/25 MVA Distribution Transformer from Energypac Engineering Limited, a leading power engineering company of Bangladesh.
Introduction
Demand forecast is one of the most important inputs of production planning and supply chain (SC) planning models. In the manufacturing process, demands are predicted to perform the basic planning activities such as capacity planning, resource planning, and raw material purchasing. Demand forecasts are of great importance for marketing activities and personnel management and its accuracy affects directly the profitability of the company. There are many forecasting techniques that can be classified into four main groups: (1) Qualitative methods are primarily subjective; they rely on human judgment and opinion to make a forecast. (2) Time-series methods use historical data to make a forecast. (3) Causal methods involve assuming that the demand forecast is highly correlated with certain factors in the environment (e.g., the state of the economy, interest rate). (4) Simulation methods imitate the consumer choices that give rise to demand to arrive at a forecast (Chopra and Meindl, 2001 ).
Most prior studies have been applied to predict the customer demand primarily based on time-series models, such as moving-average, exponential smoothing, and the Box-Jenkins method, and casual models, such as regression and econometric models. More studies have been done on demand forecasting in the past 20 years. There are numerous models and many different ways to analyze and forecast demand. Luxhoj et al. (1996) presented a hybrid econometric NN model for forecasting total monthly sales of a Danish company. Garetti and Taisch (1999) presented a selection of the most significant ANN applications to solve production planning and control (PPC) problems. Law and Au (1999) present a new approach that uses a supervised feed-forward neural network model to forecast Japanese tourist arrivals in Hong Kong. Law (2000) extends the applicability of neural networks in tourism demand forecasting by incorporating the back-propagation learning process into a non-linearly separable tourism demand data. Brännäs et al. (2002) obtained an integer-valued moving average model by cross-sectional and temporal aggregation. Smith et al. (2002) examined the theoretical foundation of nonparametric regression and answered the question of whether nonparametric regression based on heuristically improved forecast generation methods approach the single interval traffic flow prediction performance of seasonal ARIMA (Autoregressive Integrated moving average) models. Weatherford and Kimes (2003) tested a variety of forecasting methods and to determine the most accurate method to forecast the arrivals which is one of the key inputs for a successful hotel revenue management system. Winklhofer and Diamantopoulos (2003) presented and tested a path model of export sales forecasting behavior and performance incorporating organizational and export-specific characteristics. Franses and Dijk (2005) examined the forecasting performance of various models for seasonality and nonlinearity for quarterly industrial production series of 18 Organisation for Economic Co-operation and Development (OECD) countries. Sozen et al. (2005) develop the equations for forecasting net energy consumption (NEC) using ANN technique in order to determine the future level of energy consumption in Turkey. Garcia-Ferrer et al. (2006) compared the empirical performance of various forecasting models in assessing the effects of policy variables, legal changes, and traffic security campaigns. Petrovic et al. (2006) proposes a demand forecasting model taking into account both statistical forecasting techniques based on historical data as well as expert judgments. Taylor (2007) constructed interval forecasts from quantile predictions generated using exponentially weighted quantile regression. Abdel-Aal (2008) used a univariate modeling of the monthly energy demand time series based only on data for 6 years to forecast the demand for the seventh year. Carbonneau et al. (2008) investigated the applicability of advanced machine learning techniques, including neural networks, recurrent neural networks, and support vector machines, to forecasting distorted demand at the end of a supply chain (bullwhip effect). Heij et al. (2008) proposed an improved method for the construction of principal components in macroeconomic forecasting with the underlying idea which was to maximize the amount of variance of the original predictor variables that is retained by the components in order to reduce the variance involved in estimating the forecast model. Chu (2009) used univariate autoregressive moving average (ARMA) based models which are applied to tourism demand, by employing both monthly and quarterly time series generated from nine principal tourist destinations in Asian-Pacific region in the forecasting exercise to ensure the reliability of the forecasting evaluation. Sayed et al. (2009) proposes a hybrid forecasting model in which cause and effect based forecasts and time series related forecasts are combined to generate better demand forecast accuracy. Li et al. (2010) presented deterministic vector long-term forecasting (DVL) to support forecasting if there are no matching historical patterns, which is usually the case with long-term forecasting. Herrera et al. (2010) used ANN as one of the predictive models in predicting water consumption in urban areas to design efficient water supply management for the purpose of regular supply of clean water at the pressure required by consumers. Pedregal and Trapero (2010) developed a general multi-rate methodology in order to forecast optimally load demand series sampled at an hourly rate for a mid-term horizon. Yelland (2010) described a Bayesian statistical model which was developed to forecast the parts demand for a major vendor of enterprise computer products. Andrawis et al. (2011) considered the problem of forecasting monthly tourism numbers for inbound tourism by considering the idea of diversity being accomplished by using different time aggregations. Coshall and Charlesworth (2011) used volatility, exponential smoothing, regression and naive models are considered singly and in combination by means of purely statistical criteria in terms of forecasting demand for international tourism. Chen (2011) combined the linear and nonlinear statistical models to forecast time series with possibly nonlinear characteristics by using real time series data sets of outbound tourism demand to examine the forecasting accuracy of the combination models. This research is an attempt to develop as a successful decision support tool in forecasting customer demands through integrating fuzzy Delphi method with artificial neural network technique for power engineering company.
Proposed model
Artificial intelligence forecasting techniques have been receiving much attention lately in order to solve problems that are hardly solved by the use of traditional methods. They have been cited to have the ability to learn like humans, by accumulating knowledge through repetitive learning activities. The proposed approach is aimed to explain a new systematic demand forecasting technique in a fluctuating environment integrating fuzzy Delphi method with artificial neural network which consists of three main phases. The detailed steps of each phase are discussed as follows:
Fuzzy logic to assign weights to the decision makers
As the Decision Makers (DM) have different experience, designation and qualification, there opinion enjoys different weights in the decision making, so the weights have been assigned to the analysts on this basis. By merging the opinions of almost everybody in the senior management, it is established that the opinion of the decision maker with more experience, higher designation and bigger qualification is more reliable. The linguistic variables for the experience, designation and qualification can be quantified using triangular fuzzy numbers as per Table 1 . These linguistic variables can be expressed in positive triangular fuzzy numbers, as in Fig. 1 . 
Fuzzy Delphi Method
Fuzzy Delphi Method was proposed by Ishikawa et al. (1993) , and it was derived from the traditional Delphi technique and fuzzy set theory. Noorderhaben (1995) indicated that applying the Fuzzy Delphi Method to group decision can solve the fuzziness of common understanding of expert opinions. To shortlist the important criteria for demand forecasting, fuzzy Delphi approach is used in this study. In this method, the unimportant criteria can be identified and eliminated from further consideration. The detailed steps of this preliminary screening phase are described below (Gupta, 2010) :
The team of experts from industry (Decision Makers) and academics should determine all possible criteria specific to the industry prior to demand forecasting which may vary dramatically from company to company. Each DM is asked through a questionnaire to specify the importance of the each evaluation criteria. As human judgments are often vague and cannot estimate his preference with an exact numerical number, each analyst must select the appropriate linguistic terms. Its goal is to integrate the opinions of all the DMs to eliminate the unimportant criteria. The seven linguistic terms which can be employed in the questionnaire are as follows: very low, low, medium low, medium, medium high, high, and very high as shown in Figure 2 . By using the appropriate fuzzy operators, weighted average of each criteria is calculated as follows:
∑ where i W = weighted average of the i th criteria and i = 1,2,. . . ,m. This value is defuzzified using average method by the equation given as:
3 The large the number of criteria for the selection process, the more cumbersome and time consuming will be the selection process so only the important criteria are considered for the subsequent evaluation, while the unimportant criteria are eliminated. By integrating the opinions of the all the analysts, a minimum acceptable weight R δ for all of the criteria are defined which is calculated as: ∑ where R j : the minimum acceptable weight for the criteria to be included for evaluation of the service provider defined by j th analyst. This value is defuzzified using average method by the equation given as: 3 A defuzzified value of 'W i ' is compared with the value of 'R'. The criterion C i with 'W i ' less than the value of 'R' will be eliminated. The remaining criterion will be used in the final selection phase. This way Delphi assists the analysts to identify the important evaluation criteria and to obtain the weights of the criteria for the provider selection (Gupta, 2010) .
Artificial Neural Network (ANN)
An artificial neural network is a mathematical model or computational model based on biological neural networks. It consists of an interconnected group of artificial neurons and processes information using a connectionist approach to computation. A neural network is a system composed of many simple processing elements operating in parallel whose function is determined by network structure, connection strengths, and the processing performed at computing element or nodes.
Neural network architecture is inspired by the architecture of biological nervous systems, which use many simple processing elements operating in parallel to obtain high computation rates. The neural networks resemble the brain mainly in two respects-knowledge is acquired by the network from its environment and interneuron connection strengths, known as synaptic weights are used to store the acquired knowledge (Haykin, 2001 ). The basic element in an ANN is a neuron. The model of a neuron is depicted in Fig. 3 (Haykin, 2001) . ∑ distributed processing, neural computation or computational neural network (CNN). Neural networks are composed of nodes or units connected by directed links. Each link has a numeric weight associated with it which determines the strength and sign of the connection. Figure 4 shows ANN with input, output and one hidden layer with four neurons.
Fig.4.
A Feed Forward ANN with Input, Output and One Hidden Layer
Here there are three inputs which are X 1, X 2, and X 3 and they produce a single output Y. The hidden layer establishes the complex relationship between the inputs and the outputs. The number of hidden neuron and hidden layer various depending on the nature and complexity of the problems and distributions of the data set. An ANN may be seen as a black box which contains hierarchical sets of neurons (e.g., processing elements) producing outputs for certain inputs. Each processing element consists of data collection, processing the data and sending the results to the relevant consequent element. The whole process may be viewed in terms of the inputs, weights, the summation function, and the activation function ( Figure 4 ) (Palau et al., 1999) . The description of the Figure 4 and the working principle is given below:
[1] The inputs (e.g. X 1 , X 2 …….X l are the activity of collecting data from the relevant sources. These data are fed to the neural network.
[2] The weights control the effects of the inputs on the neuron. In other words, an ANN saves its information over its links and each link has a weight (e.g. W 1 , W 2 …….W l ). These weights are constantly varied while trying to optimize the relation in between the inputs and outputs. Synaptic weights characterize themselves with their strength (value) which corresponds to the importance of the information coming from each neuron. In other words, the information is encoded in these strength-weights.
[3] Summation function is to calculate of the net input readings from the processing elements.
(E.g. Sum= W 1 X 1 + W 2 X 2 + W 3 X 3 +……..+ W l X l ) [4] Transfer (activation) function (f) determines the output of the neuron by accepting the net input (Sum= W 1 X 1 + W 2 X 2 + W 3 X 3 +……..+ W l X l ) provided by the summation function. The learning method can be divided into two categories, namely, unsupervised learning and supervised learning. A backpropagation supervised learning model is designed in this study. The error between the expected output and the calculated output is computed. Then a minimization procedure is used to adjust the weights between two connection layers starting backwards from the output layer to input layer. There are a number of variations of minimization procedures that are based on different optimization methods, such as gradient descent, conjugate gradient, Quasi-Newton, and LevenbergHidden Layer Input Layer Output Layer
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Marquardt methods. The differences between them are based on various weight adjustments (Haykin, 2001; Manevitz et al., 2005) . In this research, Levenberg-Marquardt training algorithm has been used.
A practical problem with NN is the selection of the correct complexity of the model, i.e., the correct number of hidden units or correct regularization parameters. The design of hidden layer is dependent on the selected learning algorithm. Supervised learning systems are generally more flexible in the design of hidden layers. A greater quantity of hidden layers enables a NN model to improve its closeness-of-fit, while a smaller quantity improves its smoothness or extrapolation capabilities. It was concluded that the number of hidden layers is heuristically set by determining the number of intermediate steps to translate the input variables into an output value (Choy et al., 2003) . According to some literature studies, the number of hidden layer nodes can be up to (1) 2n + 1 (where n is the number of nodes in the input layer), (2) 75% of the quantity of input nodes, or (3) 50% of the quantity of input and output nodes (Lenard et al., 1995; Piramuthu et al., 1994) .
A transfer function is needed to introduce the non-linearity characteristics into the network. The nonlinear function will make the hidden units of multi-layer network more powerful that just plain perception. The used transfer function is a standard function for backpropagation, that is, the sigmoid transfer function. The sigmoid transfer function is chosen due to its ability to help the generalization of learning characteristics to yield models with improved accuracy (Choy et al., 2003) .
The backpropagation training paradigm uses three controllable factors that affect the algorithm's rate of learning. They are the learning rate coefficient, momentum and the exit conditions. Learning coefficient governs the speed that the weights can be changed over time, reducing the possibility of any weight oscillation during the training cycle. Momentum parameter controls over how much iteration an error adjustment persists. There is no definitive rule regarding the momentum, in general it is set to 0.5 which is half of the maximum limit for training to reduce the damping effect. NNs use a number of different stopping rules to control the termination of the training process (Choy et al., 2003) .
Application of the model
In order to prove the applicability and validity of the proposed approach, it is demonstrated for Energypac Engineering Limited (EEL), a leading power engineering company of Bangladesh. Energypac Engineering Ltd. is the manufacturer of different types of Transformers and Switchgears. Energypac Engineering Ltd. is the manufacturer of Transformer (Power Transformer, Distribution Transformer and Instrumental Transformer) and Switchgear (Outdoor vacuum circuit breaker, Indoor vacuum circuit breaker, Control, Metering and Relay panels, Low Tension and Power Factor Improvement panel, Indoor type Load Break Switch, Outdoor Offload disconnector and By-pass switch). This study was performed for a 20/25 MVA Distribution Transformer. In the following section, the detailed demand forecasting process for the company is described.
Determination of criteria
As the DMs have different experience, designation and qualification, there opinion enjoys different weights in the decision making. Four analysts who hold the right to make the final decision (two from marketing, one from technical and corporate departments and further to be referred as DM 1, DM 2, DM 3 and DM 4 respectively) from the related industry are chosen to form the decision team. Based on their experience, designation and academic qualification, using Table 1 The decision team agreed to adopt the 9 criteria for demand forecasting as the initial evaluation criteria used for the fuzzy Delphi process. Those are Unit sales price (USP), Product quality (PQ), Customer satisfaction level (CSL), Versatility and lead time (VLT), Payment flexibility (PF), Effect of seasonality and promotions (ESP), Bureaucracy advantage (BA), Effect of reputation (ER) and Effect of competitors (EC). Each DM is asked through a questionnaire to specify the importance of the each evaluation criteria. Table 2 shows the judgments of the DM's and the aggregated values of the selected 9 criteria for initial evaluation. Table 2 ). It can be mentioned that more criteria can be selected for final evaluation by reducing the minimum acceptable weight R δ for all of the criteria. The demand forecasting system for this study is built by the factors in the following:
Unit sales price (input): Unit sales price is a competitive factor affecting the customer behaviors. It is processed as quantitative information.
Product quality (input): This factor includes the evaluation about product quality according to manufacturer and customers via a 1-9 scale. It is processed as qualitative information.
Customer satisfaction level (input): This factor shows the sales and post-sales behaviors of manufacturer to the customers. It is processed as quantitative information.
Effect of seasonality and promotions (input): This factor means the percent increase of sales related to seasonality and promotions. It is processed as quantitative information. Effect of Competitors (input):
This factor shows the competition (no. of company manufacturing the same product) in the market. It is processed as qualitative information.
Data Collection
Unit sales price, product quality, customer satisfaction level, effect of seasonality & promotions and effect of competitors for the 42 monthly periods were used for the proposed neural network forecasting mechanism. Demand curve for the last 42 monthly periods is given in Figure 5 which shows that there is some periodically pattern such as trend and seasonality.
Although the time-series methods perform well in this situation, they suffer from some limitations. First, lack of expertise might cause a mis-specification of the functional form linking the independent and dependent variables together, resulting in a poor regression. Secondly, a large amount of data is often required to guarantee an accurate prediction. Thirdly, non-linear patterns are difficult to capture. Finally, outliers can bias the estimation of the model parameters. Some of these limitations can be overcome by the use of artificial intelligence approaches, which have been mathematically demonstrated to be universal approximates of functions (Garetti & Taisch, 1999) . The main characteristic of a neural network is the ability to learn from environment, and to improve its performance through learning (Haykin, 2001; Skapura, 1996) . ANN have three great advantages over traditional methods such as; universal approximation capabilities, recognize "on their own" implicit dependencies and relationship in data, learn" to adapt their behavior (Bodyanskiy and Popov, 2006) . That is why ANN has been used for this research to forecast the demand of the transformer. 
Demand forecasting using artificial neural network
The input/output dataset of the ANN model that is going to be formulated to forecast demand is illustrated schematically in Figure 6 . The five basic steps used in general application of neural network have been adopted in the development of the model: assembly or collection of data; analysis and pre-processing of the data; design of the network object; training and testing of the network; and performing simulation with the trained network and post-processing of results. The neural network has been designed with MATLAB 7.6 software. The feed forward backpropagation network consists of input layer with five neurons corresponding to each of the five input variables and one neuron in the output layer. The algorithm used for the neural network learning is 'the backward propagation algorithm' with Levenberg-Marquardt (LM) version. The proposed methodology was trained with 32 samples corresponding to 75% of the data set and tested with 10 samples (approximately 25% of the data set) that were selected in random from the data set. The momentum constant and learning rate used in this model is 0.5 and 0.5 respectively. For the optimal network architecture, logarithmic transfer function 'logsig', tangent sigmoid transfer function 'tansig', linear transfer function 'purelin' has been used in the output layer with different number of hidden neurons. The maximum number of training epochs set was 10,000 and the training error goal was 0.0001. The performance of the network was evaluated by mean absolute percentage of error (MAPE) between the measured and the predicted values for every output nodes in respect of training the network. The different combinations of this experimental study of demand forecasting are summarized in Table 3 . To find out the optimal model, 56 different neural network architecture models have been constructed (Table 4) . It is shown from the Table 4 that network with 2 hidden layer and 20 neurons in the first hidden layer with 'tansigmoid' and 8 neurons in the second hidden layer with 'logsigmoid' and 'purelin' transfer function in the output layer respectively provides the best result. So, 5-20-8-1 network architecture was selected as the optimum ANN model. Figure 7 shows that the correlation coefficient of 0.99996 and 0.913 was obtained for training dataset and the model predictions respectively. It is shown that the predicted error for the training data is 0.0182 and for the test data it is 0.5557. Figure 8 
Discussions
In this research, an artificial neural network (ANN) with feed-forward back-propagation algorithm was trained with Levenberg-Marquardt algorithm (LM) and the training epoch (cycles) set for each network is 10,000. The proposed methodology was trained with 32 samples corresponding to 75% of the data set and tested with 10 samples (approximately 25% of the data set) that were selected in random from the data set. The purpose of the training is to minimize the mean absolute percentage of error (MAPE). Finally, network with 2 hidden layer and 20 neurons in the first hidden layer with 'tansigmoid' and 8 neurons in the second hidden layer with 'logsigmoid' and 'purelin' transfer function in the output layer respectively was found out as the optimal network. The performance of the 5-20-8-1 ANN model has been highlighted in Figure 8 . As shown in the figures, it is clear that the values predicted by ANN are very close to experimental values. The co-efficient of determination (R 2 ) was obtained 0.99996 and 0.913 for training and testing dataset respectively. The mean absolute percentage of error (MAPE) between the actual and the predicted values were 0.0182 and 0.5557 for the test data.
Conclusions
Demand forecast is one of the most important inputs of production planning and supply chain (SC) planning models. Demand forecasts are of great importance for marketing activities and personnel management and its accuracy affects directly the profitability of the company. This study has developed a forecasting mechanism based on fuzzy Delphi method with ANN techniques to manage the demand forecasting issue under incomplete information. Multilayer feed forward backpropagation network consisting of five inputs, 2 hidden layer and 20 neurons in the first hidden layer with 'tansigmoid' and 8 neurons in the second hidden layer found to be the optimum network (5-20-8-1) for the model developed in this study. This model can also be utilized to identify the effectual and influencing variables for demand forecasting. To demonstrate the effectiveness of the proposed methodology, demand forecasting issue was investigated for Energypac Engineering Limited (EEL), a Bangladeshi power engineering company as an application of the models.
Forty two months data were used for demand forecasting using artificial intelligence approaches. If the number of input/output dataset is increased, the accuracy of the model will increase as well as the error of the model will decrease. Therefore, Monte Carlo simulation can be used to generate data considering the characteristics of samples. The work can also be analyzed by recurrent neural network or radial basis functional neural network and then compared the prediction accuracy or generalization capability of different types of neural network.
