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a b s t r a c t
The problem of describing the solutions of a polynomial system
appears inmany different fields such as robotic, control theory, etc.
When the systemdepends on parameters, itsminimal discriminant
variety is the set of parameter values around which the roots of
the system cannot be expressed as a continuous function of the
parameters.
In particular, an important component of the minimal discrim-
inant variety is the set of properness defects. This article presents
a method efficient in practice and in theory to compute the non-
properness set of a projection mapping, by reducing the problem
to a problem of variable elimination.We also present a reduction of
the computation of the minimal discriminant variety to the com-
putation of the non-properness set of a projection mapping. This
result allows us to deduce a bound on the degree and the time
computation of the minimal discriminant variety of a parametric
system under some assumptions.
© 2011 Elsevier Ltd. All rights reserved.
0. Introduction
In order to describe the root of a parametric system, it is necessary to compute its minimal
discriminant variety (Lazard and Rouillier, 2007). In particular, this variety contains the non-
properness set of a projection function. In this article, we propose an algorithm efficient in theory
to compute the non-properness set of a projection function, and we deduce an algorithm to compute
the minimal discriminant variety.
The algorithms that we present are reductions to the problem of eliminating variables. This has the
advantage to provide an algorithm efficient in practice andwith a good theoretical bound, by using the
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different results of the past three decades on the elimination problem. Elimination methods include
resultants (Macaulay, 1902, 1916; Elkadi and Mourrain, 2006), quantifier elimination (Chistov and
Grigoriev, 1984; Renegar, 1992; Canny, 1988; Basu et al., 2003), incremental approach with the use of
straight-line programs (Giusti et al., 1995; Pardo, 1995; Giusti et al., 1997b,a, 1998, 2001).
Let V ⊂ Cs+n be an arbitrary constructible set, and π : V → Cs a projection function. The non-
properness (or properness defects) set of π is the set of points p inCs such that for each neighborhood
U of p,π−1(U) is not bounded. This set is a component of theminimal discriminant variety introduced
in Lazard and Rouillier (2007).
The minimal discriminant variety of V with respect to the parameters’ space Cs is the algebraic
variety Dmin of Cs such that for each open connected set U of Cs \ Dmin, π−1(U) is a covering
space of U . The computation of the minimal discriminant variety allows to describe the solutions of
many applicative problems (McAree and Daniel, 1999; Zein et al., 2006; Anai et al., 2005; Corvez and
Rouillier, 2002; Faugère et al., 2008). Combined with Cylindrical Algebraic Decomposition methods,
it allows to describe the solutions of problems unreachable with CAD only (Faugère et al., 2008).
In the first part of this article, we present the main results and a state of the art. Then we show
in Section 3 how to reduce the problem of computing the non-properness set to the problem of
eliminating variables. In Section 4, we use this result to bound the complexity of the computation
of the discriminant variety. Finally in Section 5 we give a bound on the degree of this variety.
1. Main result
Our main result is a reduction of the computation of the non-properness set to the computation of
an elimination ideal. Thenwe apply this result to the computation of theminimal discriminant variety
of a parametric system.
1.1. Properness defects
Previous studies show how to compute the properness defects of π using Gröbner bases (Lazard
andRouillier, 2007) or triangular systems (Safey El Din and Schost, 2004). Herewe showhow to reduce
this computation to a variable elimination function, defined as follow:
Projection Function([p1, . . . , pm], [T1, . . . , Ts]):
- Input:  p1, . . . , pm ∈ Q[T1, . . . , Ts][X1, . . . , Xn]; T1, . . . , Ts
- Output: q1, . . . , qt ∈ Q[T1, . . . , Ts] such thatV(⟨q1, . . . , qt⟩) is the variety of the elimination
ideal ⟨p1, . . . , pm⟩ ∩ Q[T1, . . . , Ts].
In particular, this allows us to conclude that the problemof computing the set of properness defects
of a projection is polynomial in space.
Note that the projection function we use here represents implicitly the variety with polynomial
equalities only, and no inequalities.
Theorem 1. Let V be an algebraic variety defined by f1 = 0, . . . , fm = 0, where fi, 1 ≤ i ≤ m
are polynomials in t1, . . . , ts, x1, . . . , xn. Furthermore, let π denote the projection from V to the linear
space defined by x1 = 0, . . . , xn = 0. Then, if the exponent h defines the homogenization with relation
to x1, . . . , xn, the Algorithm 1 computes the non-properness set of π by reducing it to the problem of
eliminating variables.
Corollary 1. The non-properness set of an algebraic variety can be computed in polynomial space, and in
time:
mσO(1)dO(n(n+s))
steps on a classical Turingmachine,where d andσ denote respectively themaximal degree and themaximal
coefficients binary size of f1, . . . , fm.
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Algorithm 1. Properness defects
I1 := Projection([f h1 , . . . , f hm, ZX0 − 1, X1 − 1], [T1, . . . , Ts, X0])
...
In := Projection([f h1 , . . . , f hm, ZX0 − 1, Xn − 1], [T1, . . . , Ts, X0])
return [I1|X0=0, . . . , In|X0=0]
Algorithm 2. Properness defects (probabilistic)
D := 3d1 · · · dn
(γ1, . . . , γn) := Choose randomly in {0, . . . ,D− 1}n
I := Projection([f h1 , . . . , f hm, ZX0 − 1, γ1X1 + · · · + γnXn − 1], [T1, . . . , Ts, X0])
return I|X0=0
Corollary 2. If we represent the variety of non-properness with a set of equalities and inequalities, thenwe
can replace the projection function Projection by a general procedure eliminating one block of quantifier
(see Basu et al. (2003) for example). In this framework, the time complexity to compute the properness
defects set of V is:
σO(1)(md)O(ns)
Remark 1. Note that in this case, we would obtain the same general complexity by using directly the
algorithms of Basu et al. (2003) on the formula defining the set of properness defects. Nevertheless,
the reduction proposed here reduces the formula defining the non-properness set and allows in
consequence to keep smaller constant in the exponent of the complexity bound.
Corollary 3. In the model of a probabilistic bounded Turing Machine, at the cost of the sparsity of the
system, we can use the Algorithm 2 to compute the variety of properness defects.
The theorem is proven in Section 3. Corollaries 1 and 3 are proven in Appendix B andA respectively,
Corollary 2 comes from the results of Basu et al. (2003).
1.2. Discriminant variety
The minimal discriminant variety is the set of parameters where the roots of a parametric system
S are not continuous with relation to the parameters.
Previous studies use Gröbner bases to compute discriminant varieties (Rouillier/Lazard, Jelonek).
The following theorem reduces the problem of computing the minimal discriminant variety to the
computation of a non-properness set.
Theorem 2. Let S be a parametric system of n equations f1 = 0, . . . , fn = 0 and r inequations
g1 ≠ 0, . . . , gr ≠ 0. The variables are denoted by X = X1, . . . , Xn, and the parameters by T = T1, . . . Ts.
Assume that for almost all values of the parameters, the system is radical and 0-dimensional. Let gS =∏r
i=1 gi, jS be the Jacobian of f1, . . . , fn with respect to the variables X1, . . . , Xn, and Z be a new variable.
Let V be the variety defined by:
f1(T , X) = 0
...
fn(T , X) = 0
and ZgS jS − 1 = 0
Then, the properness defects of the canonical projection from V to the parameter space is the minimal
discriminant variety of S.
The proof of this theorem is in Section 4. The combination of the Theorems 1 and 2 improves the
theoretical bounds on the time computation of the minimal discriminant variety.
1142 G. Moroz / Journal of Symbolic Computation 46 (2011) 1139–1157
The following theorem gives an upper bound on the degree of the minimal discriminant variety.
Theorem 3. Let S be a generically simple parametric system of polynomial equations f1 = 0, . . . , fn = 0
and inequality g1 ≠ 0, . . . , gr ≠ 0 satisfying the same assumptions as in Theorem 2. Denote by d1, . . . , dn
and d′1, . . . , d′r the respective degrees of f1, . . . , fn and g1, . . . , gr .
Then the total degree of the minimal discriminant variety is bounded by
d1 · · · dn

1+
n−
i=1
(di − 1)+
r−
i=1
d′i

This theorem is proven in Section 5.
2. State of the art
Properness defects
The properness defects of a dominant projection π has been studied first from a theoretical point
of view.
In Jelonek (2001), the author shows properties verified by the non-properness set of a dominant
polynomial mapping from an irreducible variety of dimension s onto Cs. In particular, such a set
is always an algebraic hypersurface of Cs. Using these properties, we can deduce an algorithm to
compute efficiently a hypersurface of Cs which contains the non-properness set of π defined over
an arbitrary constructible set. However, the criterion is not sufficient if we want to compute exactly
the non-properness set of an arbitrary algebraic variety.
In the general case, the non-properness set of π is an algebraic variety of Cs (see Lazard and
Rouillier (2007) for example). In particular, we can represent it implicitly as the zeros of a set of
polynomials.
In Lazard and Rouillier (2007), the authors provide a method efficient in practice to compute the
non-properness set of π using Gröbner bases. However in the worst case, the time complexity of this
approach is doubly exponential in the number of variables (Mayr andMeyer, 1982; Bayer and Stillman,
1988).
Another approach is the use of triangular sets (Ritt, 1950; TsünWu, 1994; Lazard, 1991; Kalkbrener,
1991; Aubry, 1999; Aubry and Moreno Maza, 1999; Wang, 2000; Maza, 2000). The authors of Safey
El Din and Schost (2004) use this approach to compute a polynomial, the zeros of which contain the
non-properness set of π . In this case, one of the base operation used is the resultant.
Parametric systems and discriminant variety
Given a parametric system, the problem of classifying its parameters has many applications. More
precisely, we want to define regions of the parameter space according to the number of distinct real
roots of the given system.
The main available computing tool to answer this question is the Cylindrical Algebraic Decompo-
sition, introduced for the first time in Collins (1975). It is in particular well suited for an exhaustive
classification of the parameters according to the signs of the input polynomials. However, for many
practical problems we may omit a set of measure zero in the classification . For this common case,
the generic C.A.D. (Hong, 1995) is easier to compute. We may also cite (Brown and McCallum, 2005)
where the authors use bi-equational constraints to simplify the computation of the C.A.D. All these
methods have unfortunately a complexity doubly exponential in the number of variables.
Then, from the middle of the eighties, results from the quantifier elimination theory brought im-
portant breakthrough in complexity results. Given a polynomial formula with one block of quantifier,
an equivalent quantifier free formula can be computed in single exponential time, in the complex field
(Chistov and Grigoriev, 1984) or in the real field (Canny, 1988; Renegar, 1992; Heintz et al., 1993; Basu
et al., 2003). Nevertheless, these theoretical bounds have high constants which make the underlying
algorithms slower than CAD for small number of variables.
G. Moroz / Journal of Symbolic Computation 46 (2011) 1139–1157 1143
The discriminant variety introduced in Lazard and Rouillier (2007) is especially designed to
compute the set of parameters where the number of distinct real roots changes. The authors present
an algorithm to compute theminimal discriminant variety. It uses the properties of the Gröbner bases
with respect to a block order. It is relatively efficient in practice, but the complexity of their method
is not yet well understood.
In the literature, other algorithms compute non-minimal discriminant varieties. Notably in
Grigoriev and Vorobjov (2000), the authors compute a complete partition of the parameters space
in constructible sets where the vector of multiplicities of the system’s solutions is constant. Their
algorithm is not supposed to be implemented however, the time complexity of their method is dO(n
2s),
where d is themaximal degree of the input polynomials, n the number of unknowns and s the number
of parameters.
The degeneracy locus presented in Schost (2003) is closer to the notion of discriminant variety. The
author represents the generic solutions of a parametric systemwith triangular sets whose coefficients
are rational functions in the parameters. The degeneracy locus is defined as the set of points in the
parameter space where the triangular sets cannot be specialized in radical ideals. Its degree is proven
to be bounded by 3nD2+n2D, where D is the geometric degree of the input polynomial system. In the
worst case, D is bounded by dn.
3. Properness defects
In this section, we prove the Theorem 1 by double inclusion. After some preliminary lemma in
Section 3.1, the Lemma 2 proves that the set computed by the Algorithm 1 is included in the non-
properness set, and Lemma 3 is the reciprocal.
3.1. Preliminary
Using the results of projective elimination of Cox et al. (1992), the non-properness set Vinf can be
defined as:
Vinf =
n
i=1
V

(Ih)|X0=0 : X∞i
 ∩ Q[T1, . . . , Ts]
where Ih = {f h | f ∈ I} = f h1 , . . . , f hm : X∞0 .
On the other hand, the polynomials returned by the Algorithm 1 define the set:
V ′inf =
n
i=1
V

f h1 , . . . , f
h
m, ZX0 − 1, Xi − 1
 ∩ Q[T1, . . . , Ts, X0]|X0=0
In order to prove the Theorem 1, it is sufficient to prove that V ′inf = Vinf .
In the subsequent sections, we will use the following lemma, gathering classical algebra identities.
Lemma 1 (Cox et al., 1992). Let J ⊂ Q[T1, . . . , Ts][X0, . . . , Xn] be an ideal homogeneous in X0, . . . , Xn
and p be a polynomial ofQ[T1, . . . , Ts][X0, . . . , Xn] also homogeneous in X0, . . . , Xn. Then for all 0 ≤ i ≤
n we have:
(J|Xi=1)
hi = J : X∞i
(J : p∞)|Xi=1 = J|Xi=1 : p∞|Xi=1
J : X∞i ∩ Q[T1, . . . , Ts] = J|Xi=1 ∩ Q[T1, . . . , Ts]
and for all 1 ≤ i ≤ n:
J|Xi=1 ∩ Q[T1, . . . , Ts][X0] = (J ∩ Q[T1, . . . , Ts][X0, Xi])|Xi=1
Proof. These are classical results that can be recovered from Cox et al. (1992). 
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3.2. Vinf ⊂ V ′inf
The first lemma toward the reduction proves that the variety defined in Algorithm 1 contains Vinf .
Lemma 2. Let J be an ideal of Q[T1, . . . , Ts][X0, . . . , Xn] homogeneous in X0, . . . , Xn. Then, for all 1 ≤
i ≤ n we have:
(J ∩ Q[T1, . . . , Ts][X0, Xi])|X0=0,Xi=1∩
(J|X0=0 : X∞i ) ∩ Q[T1, . . . , Ts]
Proof. Let p ∈ (J ∩ Q[T1, . . . , Ts][X0, Xi])|X0=0,Xi=1. The polynomial p is homogeneous in X0, . . . , Xn
since it depends only on the variables T1, . . . , Ts. Thus with the notations of the Lemma 1, we have
p ∈ ((J|X0=0)|Xi=1)hi . And J|X0=0 being homogeneous in X0, . . . , Xn, one can apply the first equality of
Lemma 1 to deduce p ∈ J|X0=0 : X∞i which proves the desired result. 
3.3. V ′inf ⊂ Vinf
And finally the following lemma proves the reciprocal inclusion.
Lemma 3. Let J be an ideal of Q[T1, . . . , Ts][X0, . . . , Xn] homogeneous in X0, . . . , Xn. Then, for all 1 ≤
i ≤ n, we have:
(J ∩ Q[T1, . . . , Ts][X0, Xi])|X0=0,Xi=1∪n
j=1(J|X0=0 : X∞j ) ∩ Q[T1, . . . , Ts]
Proof. Let p ∈ nj=1(J|X0=0 : X∞j ) ∩ Q[T1, . . . , Ts]. By definition there exist q1, . . . , qn ∈
Q[T1, . . . , Ts][X0, . . . , Xn] and k1, . . . , kn ∈ N such that:
p1 := pXk11 + X0q1
...
pn := pXknn + X0qn
∈ J
Since the part of pi of degree ki in X0, . . . , Xn belongs also to J , we can assume that p1, . . . , pn are
homogeneous in X0, . . . , Xn. Thus we have, in particular:
degX1,...,Xn(qj) < kj
Now we fix a total degree term order <X on the variables X1, . . . , Xn. Let K denote the field
Q(T1, . . . , Ts, X0) and consider p1, . . . , pn as polynomials of K [X1, . . . , Xn]. Denoting by J the ideal
they generate, it follows immediately that
G := {p1, . . . , pn}
form a Gröbner basis of J with respect to<X since the pi have disjoint head terms. Let i be an integer
between 1 and n. We first show how to prove the lemma when we have a polynomial of J such that:
- it is univariate in Xi (1)
- it has all its coefficients in Q[T1, . . . , Ts, X0] (2)
- its head coefficient is a power of p. (3)
Assume for a while that ri is such a polynomial, dXi being its degree in Xi. It follows indeed that ri ∈ Jc
the contraction ideal of J. And since p = lcm{HC(g)|g ∈ G} we have (Becker and Weispfenning,
1993):
Jc = ⟨G⟩ : p∞
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meaning that for some k ∈ N, pkri ∈ ⟨G⟩ ⊂ J . Finally J is homogeneous so that r˜i, the part of degree
dXi of p
kri, belongs to J ∩ Q[T1, . . . , Ts][X0, Xi] and can be written as:
r˜i = plXdii + X0q
with l ∈ N and q ∈ Q[T1, . . . , Ts][X0, Xi], which is equivalent to
p ∈ (J ∩ Q[T1, . . . , Ts][X0, Xi])|X0=0,Xi=1
It remains us to show the existence of a polynomial satisfying (1)–(3). To carry out this problem, we
first notice that J is zero-dimensional in K [X1, . . . , Xn] since the set of the head terms of its Gröbner
basis contains a pure power of each variable Xi. So, we may consider the finite-dimensional K -space
vector A = K [X1, . . . , Xn]/J along with e the monomial basis of A induced by G. More precisely,
denoting by x the class of x inA, we define e as the set of ej for 1 ≤ j ≤ D := dim(A) such that ej is a
term of K [X1, . . . , Xn] not multiple of any head term of G. Finally we denote by S the multiplicatively
closed set {pk, k ∈ N}. We will follow a classical method to exhibit a monic univariate polynomial
from a zero-dimensional ideal, with coefficients in K . And with results of Becker and Weispfenning
(1993)we ensure that its coefficients are not only in K but rather in the ring S−1Q[T1, . . . , Ts, X0] ⊂ K .
Let us introduce the classical linear application of multiplication by Xi:
Φi : A → A
q → Xiq
Then we noteMi the matrix ofΦi in the base e:
Mi =
Xie1 · · · XieD
e1
...
eD

ck,l

we notice that the coefficients of Mi come from the reduction of the monomials Xiel for 1 ≤ l ≤ D
by the Gröbner basis G. And as we can see in Becker and Weispfenning (1993), this kind of reduction
only involves division by the head coefficients of G, such that:
Xiel = c1,le1,l + · · · + cD,leD,l
with c1,l, . . . , cD,l not only in K but more precisely in the ring S−1Q[T1, . . . , Ts, X0] ⊂ K where
S = {pk, k ∈ N}. As a straightforward consequence, if we denote by Pi the monic characteristic
polynomial ofMi in the new variableU , we havePi ∈ S−1Q[T1, . . . , Ts, X0][U]. Besides by the Cayley–
Hamilton’s theorem,Pi applied to the variable Xi is the null element ofA, meaning thatPi(Xi) belongs
to J and may be written as:
Pi(Xi) = XDi + CD−1XD−1i + · · · + C0
with Ck ∈ S−1Q[T1, . . . , Ts, X0] for 1 ≤ k ≤ D− 1. Finally, for some k′ ∈ Nwe have
ri := pk′Pi(Xi) ∈ J ∩ Q[T1, . . . , Ts, X0][Xi]
which satisfies all the conditions we wanted to achieve the demonstration. 
Finally, the combination of the Lemmas 2–4 proves the Theorem 1.
4. Discriminant variety
The minimal discriminant variety can be seen as the set of parameters where the roots of a
parametric system S are not continuous with relation to the parameters. The goal of this section is to
show how to reduce the problem of computing the minimal discriminant variety to the computation
of a non-properness set. We proved that the computation of a non-properness set can be reduced to
a projection problem (Section 3). We know that the projection problem is solvable in polynomial space
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(Canny, 1988; Matera and Turull Torres, 1997). Thus, the reduction will prove that the problem of
computing theminimal discriminant variety is solvable in polynomial space under some assumptions
usual in practice.
First, we recall the definitions of theminimal discriminant variety in Section 4.1, and thenwe prove
the Theorem 2 in Sections 4.2 and 4.3.
4.1. Preliminary
Notation 1. In the following, we assume that
f1, . . . , fm, g1, . . . , gr ∈ Q[T1, . . . , Ts][X1, . . . , Xn]
are some polynomials in degrees di = deg(fi) and d′j = deg(gj) for 1 ≤ i ≤ n and 1 ≤ j ≤ r . The fi will
denote the equations of our system, and the gi the inequations.
We use the following notations:
• Pn denotes the projective closure of Cn• π : Cs×Cn → Cs (resp. π : Cs×Pn → Cs) denotes the canonical projection onto the parameters
space
• the exponent h of a polynomial or of an ideal denotes its homogenization by the variable X0 with
respect to the variables X1, . . . , Xn• jS denotes the determinant of the Jacobian matrix of f1, . . . , fn with respect to the unknowns, of
degree denoted by δ
• gS denotes the product of the gi for 1 ≤ i ≤ r of degree denoted by δ′• IS denotes the ideal ⟨f1, . . . , fn⟩ : g∞S .
Note that we have δ ≤∑ni=1 di − n and δ′ =∑rj=1 d′j .
The term parameters will refer to the variables T1, . . . , Ts, while the term unknowns will refer to
the variables X1, . . . , Xn.
Finally we use the following notation for the specialization of some variable. For I ⊂
Q[Y1, . . . , Yk, Z] and a ∈ Q, we denote:
I|Z=a := (I + ⟨Z − a⟩) ∩ Q[Y1, . . . , Yk]
the specialization of Z by a in I . In order to define the notion of discriminant variety according to our
assumptions, we introduce the notion of geometric regularity.
Definition 4. Let E be a subset of the parameters space.
A parametric system S defining a constructible set C is said to be geometrically regular over E iff for all
open setU ⊂ E, π restricted to π−1(U) ∩ C is an analytic covering.
The minimal discriminant variety is defined as follows.
Definition 5 (Lazard and Rouillier, 2007). A discriminant variety of the parametric system S is a variety
V in the parameters space such that S is geometrically regular over Cs \ V .
Among the discriminant varieties we define theminimal one:
Definition 6 (Lazard and Rouillier, 2007). The minimal discriminant variety of S is the intersection of
all the discriminant varieties of S.
The minimal discriminant variety can be explicitly described using the following varieties.
Let S be a parametric system defined by f1 = 0, . . . , fm = 0 and g1 ≠ 0, . . . , gr ≠ 0.
Definition 7 (Discontinuity Due to Non-properness). The variety Vinf is defined as follow:
Vinf = π(CS ∩H∞)
= ni=1 V (IhS )|X0=0 : X∞i  ∩ Q[T1, . . . , Ts]
where CS is the closure in Cs × Pn of the constructible set defined by S
and H∞ = (Cs × Pn) \ (Cs × Cn) is the hypersurface at the infinity.
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Definition 8 (Discontinuity Due to the Inequalities). The variety Vineq represents the values of the pa-
rameters where the root of S cross an inequality, and is defined as follow:
Vineq = V ((IS + ⟨gS⟩) ∩ Q[T1, . . . , Ts])
where IS is the ideal ⟨f1, . . . , fn⟩ : g∞S
and gS is the product of the gi for 1 ≤ i ≤ r
Definition 9 (Discontinuity due to multiple roots). Moreover, when the system S is radical and zero-
dimensional for almost all values of the parameters, and has as many equations as variables. Then we
can define Vmult as:
Vmult = V ((IS + ⟨jS⟩) ∩ Q[T1, . . . , Ts])
where jS is the determinant of the Jacobian matrix

∂ fi
∂Xj

1≤i,j≤n
Finally, under the assumptions of Theorem 2, the minimal discriminant variety is described as
follows.
Theorem 10 (Lazard and Rouillier, 2007). Let S be a parametric system radical and zero-dimensional for
almost all values of the parameters, with as many equations as variables. Then the minimal discriminant
variety is the union:
Vinf ∪ Vineq ∪ Vmult
4.2. Reduction of Vineq, Vinf and correctness
In this section we prove that we can reduce the computation of Vineq to the computation of a non-
properness set.
Proposition 1. Let S be a parametric system, and Vinf , Vineq the component of its minimal discriminant
variety defined in Definitions 7 and 8. Using the Notation 1, let V ′ be the variety defined by:
f1(T , X) = 0
...
fn(T , X) = 0
and tgS − 1 = 0
and denote by V ′inf the non-properness set of the canonical projection from V ′ to the parameter space. Then:
Vinf ∪ Vineq = V ′inf
Proof. First we prove in Lemma 6 that:
Vinf ⊂ V ′inf
Then in Lemma 7, we split V ′inf as the union of 2 varieties V
′
inf
inf ∪ V ′inf ineq. In Lemma 8 we prove that:
V ′inf
inf ⊂ Vinf
and finally, in Lemma 9, we prove:
V ′inf
ineq = Vineq
which achieves the proof of the Proposition 1. 
The remaining part of the section is dedicated to the proof of the different lemmas used in the proof
of Proposition 1.
First we prove the 2 following general lemmas which allow us to simplify the subsequent proofs.
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Lemma 4. Let K be a field and I be an ideal of a polynomial ring K [T1, . . . , Ts][X1, . . . , Xn]. Let φ be an
algebraic endomorphism of K [T1, . . . , Ts][X1, . . . , Xn], letting T1, . . . , Ts invariant. Then:
I ∩ K [T1, . . . , Ts] ⊂ φ(I) ∩ K [T1, . . . , Ts]
Proof. Let p ∈ I . If f1, . . . , fm generates I , then there exists q1, . . . , qm ∈ K [T1, . . . , Ts][X1, . . . , Xn]
such that:
p =
n−
i=1
qifi
Moreover, if p ∈ K [T1, . . . , Ts]:
p = φ(p) =
n−
i=1
φ(qi)φ(fi) ∈ φ(I) 
Lemma 5. Let K be a field, p a polynomial of K [X1, . . . , Xn], I an ideal of K [X1, . . . , Xn] and J the ideal
generated by I in K( 1p )[X1, . . . , Xn]. Then:
J ∩ K [X1, . . . , Xn] = I : p∞
Proof. The inclusion I : p∞ ⊂ J ∩ K [X1, . . . , Xn] is direct. For the other inclusion, let f ∈ J ∩
K [X1, . . . , Xn]. Then, there exists q1, . . . , qm ∈ K( 1p )[X1, . . . , Xn] and i1, . . . , im ∈ I such that:
f = q1i1 + · · · + qmim
Then there exist an integer d such that for all i, 1 ≤ i ≤ n:
pdqi ∈ K [X1, . . . , Xn]
in particular, pdf ∈ I , hence the result. 
Then the following lemma proves a first inclusion.
Lemma 6. Using the notations of Proposition 1 we have:
Vinf ⊂ V ′inf
Proof. Using the representation of the non-properness set of Theorem 1, we need to prove that:
I ′i :=

f h1 , . . . , f
h
m, tg
h
S − X δ
′+1
0 , ZX0 − 1, Xi − 1

∩ Q[T1, . . . , Ts][X0]
∩
Ii :=

f h1 , . . . , f
h
m
 : g∞S , ZX0 − 1, Xi − 1 ∩ Q[T1, . . . , Ts][X0]
Using Lemma 1 we get:
I ′i = ⟨f1, . . . , fm, tgS − 1⟩h|Xi=1 ∩ Q[T1, . . . , Ts][X0]
Then we use Lemma 4 in the ring R := Q( 1
gS h|xi=1
)[T1, . . . , Ts, X0][X1, . . . , Xn, t]with the morphism
which substitutes t with X
δ′+1
0
gS h|xi=1
and get:
I ′i ⊂
⟨f1, . . . , fm⟩h|Xi=1R ∩ Q

1
gSh|xi=1

[T1, . . . , Ts, X0]
which induces with Lemma 5:
I ′i ⊂ ⟨f1, . . . , fm⟩h|Xi=1 : gSh|Xi=1 ∩ Q[T1, . . . , Ts, X0]
⊂ Ii
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Thus we have:
Vinf =
n
i=1
V(Ii|X0) ⊂
n
i=1
V(I ′i |X0) ⊂ V ′inf 
Then, we use the results of Cox et al. (1992) to describe V ′inf as the union of 2 varieties.
Lemma 7. The non-properness set V ′inf defined in Proposition 1 can be rewritten as the union of V
′
inf
inf ∪
V ′inf
ineq where:
V ′inf
inf =
n
i=1
V(⟨f1, . . . , fm, tgS − 1⟩h|X0=0 : X∞i ∩ Q[T1, . . . , Ts])
V ′inf
ineq = V(⟨f1, . . . , fm, tgS − 1⟩h|X0=0,t=1 ∩ Q[T1, . . . , Ts])
Then we prove that V ′inf
inf ⊂ Vinf and V ′inf ineq = Vineq.
Lemma 8. Using the notation of Lemma 7 we have:
V ′inf
inf ⊂ Vinf
Proof. V′inf
inf ⊂ Vinf. According to the Definition 7:
Vinf =
n
i=1
V
⟨f1, . . . , fm⟩ : g∞S h|X0=0 : X∞i  ∩ Q[T1, . . . , Ts]
Thus, the desired inclusion is deduced from the following inclusion:⟨f1, . . . , fm⟩ : g∞S h|X0=0 ⊂ ⟨f1, . . . , fm, tgS − 1⟩h|X0=0 
Lemma 9. Using the notation of Lemma 7 we have:
V ′inf
ineq = Vineq
To prove this lemma we need the following general lemma.
Lemma 10. Let p1, . . . , pm, q, r ∈ Q[Y1, . . . , Yk]. Let us fix < a term order and assume that the head
monomial of q shares no variable with the monomials of p1, . . . , pm, r. Then we have the following
equality:
⟨p1, . . . , pm⟩ : r∞ + ⟨q⟩ = ⟨p1, . . . , pm, q⟩ : r∞
Proof. The inclusion from left to right is trivial. For the other inclusion, let p ∈ ⟨p1, . . . , pm, q⟩ : r∞.
Denoting byM the head monomial of qwith respect to<, we obtain by division:
p = p′ + qt p′, t ∈ Q[Y1, . . . , Yk] (1)
such that no monomial of p′ is multiple ofM . It remains to show that p′ belongs to ⟨p1, . . . , pm⟩ : r∞
and the proof will be complete. By hypothesis, we know that there exists l > 0 and c1, . . . , cm, c ∈
Q[Y1, . . . , Yk] such that:
r lp′ = c1p1 + · · · + cmpm + cq
We divide each of the ci by q as in (1) and denote by c ′i the remainder of the division. We thus obtain:
r lp′ − c ′1p1 − · · · − c ′mpm = c ′q
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with c ′ ∈ Q[Y1, . . . , Yk]. We remark that the polynomial on the left part of the equality has no
monomial which is multiple of M , while the head monomial of the right part of the equality is M
times the head monomial of c ′, which means c ′ = 0 and this achieves the proof. 
Corollary 4. Let f1, . . . , fn, g be some polynomials of Q[T1, . . . , Ts][X1, . . . , Xn]. Then:
⟨f1, . . . , fn⟩ : g∞ + ⟨g − X0⟩ = ⟨f1, . . . , fn, g − X0⟩ : X∞0
We can now prove the Lemma 9
Proof (of Lemma 9). V′inf
ineq ⊂ Vineq. Using the notations of Definition 8 and Lemma 7, it is equivalent
to prove the following inclusion:
I1 :=
⟨f1, . . . , fm⟩ : g∞S + ⟨gS⟩ ∩ Q[T1, . . . , Ts]∩
I2 :=
⟨f1, . . . , fm, tgS − 1⟩h + ⟨X0, t − 1⟩ ∩ Q[T1, . . . , Ts]
Using Lemma 1 we have:
I1 =
⟨f1, . . . , fm⟩ : g∞S + ⟨gS⟩h ∩ Q[T1, . . . , Ts]
⊂ (⟨f1, . . . , fm, tgS − 1⟩ + ⟨gS⟩)h ∩ Q[T1, . . . , Ts]
Then we deduce:
I1 ⊂
⟨f1, . . . , fm, tgS − 1⟩h + ⟨gS⟩h ∩ Q[T1, . . . , Ts]
⊂ ⟨f1, . . . , fm, tgS − 1⟩h + ⟨X0, t − 1⟩ ∩ Q[T1, . . . , Ts]
⊂ I2
Vineq ⊂ V′infineq. This inclusion is equivalent to:
I2 :=
⟨f1, . . . , fm, tgS − 1⟩h + ⟨X0, t − 1⟩ ∩ Q[T1, . . . , Ts]
I1 :=
⟨f1, . . . , fm⟩ : g∞S + ⟨gS⟩ ∩ Q[T1, . . . , Ts]
Using Lemma 4 with the morphism:
ψ : Q[T1, . . . , Ts][X0, . . . , Xn] → Q[T1, . . . , Ts][X0, . . . , Xn]
X0 → X0
t → t
Xi → XiX0 for 1 ≤ i ≤ n
We first get:
I2 =

f h1 , . . . , f
h
m, tg
h
S − Xd+10
 : X∞0 + ⟨X0, t − 1⟩ ∩ Q[T1, . . . , Ts]
⊂ ⟨f1, . . . , fm, tgS − X0⟩ : X∞0 + ⟨X0, t − 1⟩ ∩ Q[T1, . . . , Ts]
⊂ ⟨f1, . . . , fm, gS − X0⟩ : X∞0 + ⟨X0, t − 1⟩ ∩ Q[T1, . . . , Ts]
Then using Corollary 4, we get:
I2 ⊂
⟨f1, . . . , fm⟩ : g∞S + ⟨gS − X0, X0, t − 1⟩ ∩ Q[T1, . . . , Ts]
⊂ ⟨f1, . . . , fm⟩ : g∞S + ⟨gS⟩ ∩ Q[T1, . . . , Ts]
⊂ I1 
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4.3. Reduction of Vmult
For the computation of the minimal discriminant variety, we need also to compute the set of
parameters where the system hasmultiple points, denoted as Vcrit . To reduce the computation of this
component to properness defects computation, we assume that the input parametric system satisfies
the assumptions of Theorem 2.
From Lazard and Rouillier (2007), we know that under our hypotheses, the discriminant variety is
the union of Vineq, Vmult and Vinf . From the computational point of view, the component Vmult shares
similarities with the component Vineq. Indeed we have the following lemma.
Lemma 11. Let S be a generically simple parametric system defined by f1 = 0, . . . , fn = 0 and g1 ≠
0, . . . , gr ≠ 0. Let Vinf , Vineq and Vmult as in Theorem 10. Let S ′ be the parametric system defined by the
equations and inequations of S and the inequation jS ≠ 0. And V ′inf , V ′ineq and V ′crit the varieties associated
to S ′.
Then, the following equality holds:
Vinf ∪ Vineq ∪ Vmult = V ′inf ∪ V ′ineq
Proof. The inclusion from right to left comes directly from V ′ineq ⊂ Vineq ∪ Vmult .
Since S is generically simple,
Vmult = π

V(⟨f1, . . . , fn⟩ : g∞S ) ∩ V(jS)

⊂ Vinf ∪ π(V(⟨f1, . . . , fn⟩ : g∞s : j∞S + ⟨jS⟩))
⊂ Vinf ∪ V ′ineq 
Thus if we know how to compute Vinf and Vineq with a well-bounded complexity, we will have
directly an efficient algorithm to compute the minimal discriminant variety of a parametric system.
5. Degree
Discriminant variety properties
To obtain a sharp bound on the degree, we use the description of the minimal discriminant variety
of Lazard and Rouillier (2007). The authors show that theminimal discriminant variety of a generically
simple parametric system S is the union of 3 varieties, denoted respectively by Vinf , Vineq and Vmult . We
bound the degree of each of these components to prove the Theorem 3.
Degree properties
The degree of theminimal discriminant variety is the sum of the degrees of Vinf , Vineq and Vmult . The
study of the degree of each component relies strongly on the Bezout inequality (Heintz, 1983). We
call degree of an ideal I (resp. a variety V ) and denote deg(I) (resp. deg(V )) is the sum of the degrees
of the prime ideals associated to
√
I (resp. the sum of the degrees of the irreducible components
of V ). With this definition, from Heintz (1983) we have for I, J ⊂ Q[T1, . . . , Ts, X0, . . . , Xn] and
f ∈ Q[T1, . . . , Ts, X0, . . . , Xn]:
deg(V(I) ∩ V (J)) ≤ deg(V(I)) deg(V(J))
deg(V(I : f∞)) ≤ deg(V(I))
deg(V(I ∩ Q[T1, . . . , Ts])) ≤ deg(V(I))
Degree of Vineq and Vmult
The degree of the two components Vineq and Vmult are obtained easily. By definition:
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Vineq = V

(⟨f1, . . . , fn⟩ : g∞S + ⟨gS⟩) ∩ Q[T1, . . . , Ts]

Vmult = V

(⟨f1, . . . , fn⟩ : g∞S + ⟨jS⟩)Q[T1, . . . , Ts]

Thus with the properties of the degree, we have respectively:
deg(Vineq) ≤ d1 · · · dnδ′
deg(Vmult) ≤ d1 · · · dnδ
Degree of Vinf
In order to prove the Theorem 3, we need to prove the following lemma.
Lemma 12. Let S be a parametric system verifying the assumptions of Theorems 2 and 3. Then:
deg(Vinf ) ≤ d1 · · · dn
Proof. From Lazard and Rouillier (2007) we have this mathematical definition of Vinf :
Vinf = π(CS ∩H∞)
where, using notation of Section 4 we have: CS = V(IhS ).
Using the projective elimination properties from Cox et al. (1992), together with the notations of
the Theorem 10 we reformulate Vinf :
Vinf = V

IhS

|X0=0
: ⟨X1, . . . , Xn⟩∞

∩ Q[T1, . . . , Ts]

Thus, using the properties of the geometric degree, we deduce:
deg(Vinf ) ≤ deg

V

IhS

≤ d1 · · · dn 
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Appendix A. Probabilistic algorithm
The probabilistic algorithmpresented in Corollary 3 replaces the n Projection used to compute Vinf
by 1 Projection. Using the notations of Section 4, we recall that the component Vinf may be written
as:
Vinf = V

n
i=1
(IhS )|X0=0 : X∞i

∩ Q[T1, . . . , Ts]

From here, we use the prime decomposition of (IhS )|X0=0 to prove Corollary 3.
LetP1, . . . ,Pk be the prime ideals associated to (IhS )|X0=0. Then we have:
P1 ∩ · · · ∩Pk =

(IhS )|X0=0
deg(P1)+ · · · + deg(Pk) ≤ d1 · · · dn
Now let denote by λ1, . . . , λj the indices of the prime ideal which do not contain any power of the
ideal ⟨X1, . . . , Xn⟩. It follows that:
n
i=1

(IhS )|X0=0 : X∞i = Pλ1 ∩ · · · ∩Pλj
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Extending the Lemmas 2 and 3, we get the following properties. If L ∈ Q[X0, . . . , Xn] is a
homogeneous linear form in X0, . . . , Xn, then:
IhS + ⟨L− 1⟩
 ∩ Q[T1, . . . , Ts, X0]|X0=0 ⊂ (IhS )|X0=0 : L∞ ∩ Q[T1, . . . , Ts]
IhS + ⟨L− 1⟩
 ∩ Q[T1, . . . , Ts, X0]|X0=0 ⊃

n
i=1
(IhS )|X0=0 : X∞i

∩ Q[T1, . . . , Ts]
Moreoverweknow that the prime idealswhich contain a power ofXi for all 1 ≤ i ≤ n contain in fact all
the homogeneous linear forms of Q[X0, . . . , Xn]. Let denote by E the Q-vector space of homogeneous
linear forms of Q[X0, . . . , Xn]. Thus we have for all L ∈ E:
(IhS )|X0=0 : L∞ =
j
i=1
Pλi : L∞
Let B denote the bounded lattice {0, . . . ,D− 1}n of E, where D = 3d1 · · · dn. And A be defined by:
A :=
j
i=1
(Pλi ∩ E)
For L ∈ B \ A, we then have:
(IhS )|X0=0 : L∞ =
j
i=1
Pλi =
n
i=1

(IhS )|X0=0 : X∞i
And since eachPλi ∩ E is a strict linear subspace of E, it follows that A is the union of j ≤
∏n
i=1 di = D3
strict linear subspaces of E. Each Pλi ∩ E intersects the lattice B in at most Dn−1 points. Thus the
probability of choosing L in B ∩ A is |B∩A||B| ≤ 13 , and, for all L ∈ B \ Awe have:
Vinf = V

n
i=1
(IhS )|X0=0 : X∞i

∩ Q[T1, . . . , Ts, X0]|X0=0

= V IhS + ⟨L− 1⟩ ∩ Q[T1, . . . , Ts, X0]|X0=0
= V

f h1 , . . . , f
h
n , ZX0g
h
S − 1, L− 1
 ∩ Q[T1, . . . , Ts, X0]|X0=0
This allows us to deduce the probabilistic algorithm presented in Corollary 3.
Appendix B. Elimination
For completeness, we present here a deterministic algorithm to compute the Projection Function
within the bound of the Corollary 1. We follow the ideas of Brownawell (1998) where an extended
version of the affine effective Nullstellensatz is proven. The combination of the Nullstellensatz bound
with linear algebra allows us to compute the Projection Function.
We remind Brownawell’s prime power version of Nullstellensatz (see Brownawell (1998)), which
is a variant of the affine effective Nullstellensatz:
Theorem 11 (Brownawell, 1998). Let J ⊂ k[x0, . . . , xn] be an ideal generated by m homogeneous
polynomial of respective degrees d2 ≥ · · · ≥ dm ≥ d1 and M = ⟨x0, . . . , xn⟩. Then there are prime
idealP1, . . . ,Pr containing J and positive integers e0, . . . , er such that:
Me0P
e1
1 · · ·Prer ⊂ J, and
e0 +
r−
i=1
ei deg(Pi) ≤ (3/2)µd1 · · · dµ
where µ = min(m, n).
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Using the Proposition 3 of Heintz (1983), we know that if P is a prime ideal, then there is n + 1
polynomials f1, . . . , fn+1 such that:
V(f1, . . . , fn+1) = V(P)
with deg(fi) ≤ deg(P) for all 1 ≤ i ≤ n+ 1
Thus we deduce the following:
Proposition 2. Let I ⊂ Q[T1, . . . , Ts][X1, . . . , Xn] generated by f1, . . . , fm indexed such that their degrees
satisfy d2 ≥ · · · ≥ dm ≥ d1. Then, with µ = min(m, n) we introduce:
F :=

m−
i=1
gifi|
gi ∈ Q[T1, . . . , Ts][X1, . . . , Xn]
and
deg(gifi) ≤ (3/2)µd1 · · · dµ

Then we have:
V(I ∩ Q[T1, . . . , Ts]) = V(F ∩ Q[T1, . . . , Ts])
Proof. We homogenize the polynomials f1, . . . , fm by H with respect to T1, . . . , Ts, X1, . . . , Xn, and
denote by J the ideal they generate. Then with P1, . . . ,Pr being prime ideals containing J and
verifying the theorem of Brownawell, it follows that the result holds when intersecting J and
P1, . . . ,Pr by Q[T1, . . . , Ts,H]. Finally we use Heintz’s proposition reminded above on each Pi and
specialize H by 1 to conclude. 
Now consider the coefficients of the polynomials g1, . . . , gm, g as unknowns. Assume furthermore
that g1, . . . , gm contains all the monomials in T1, . . . , Ts, X1, . . . , Xn of degree less or equal to
(3/2)µd1 · · · dµ, and that g contains the monomials in T1, . . . , Ts only. Thus, finding the coefficients
satisfying the formula:
m−
i=1
gifi − g = 0
reduces to the problem of finding null space generators of a matrix of size lower or equal to
(m+ 1)((3/2)µd1 · · · dµ)(n+s) × ((3/2)µd1 · · · dµ)(n+s)
Hence the complexity of the Corollary 1 follows.
Appendix C. Example
To illustrate our algorithm, we present here an example coming from the quantifier elimination
field (see Hong (1993) and Brown and McCallum (2005)). Consider the system S of equations and
inequations f = 0, g = 0 and h ≠ 0, where:
f := ux2 + vx+ 1
g := vx3 + wx+ u
h := wx2 + vx+ u
The parameters of our system are u and v. Our unknowns are w and x and we want to get the set of
parameters where the number of real solution may change. To achieve this issue, we follow step by
step the algorithm of Theorem 1.
First we need to compute gS and jS :
gS := h = wx2 + vx+ u
jS :=

∂ f
∂w
∂ f
∂x
∂g
∂w
∂g
∂x
 = −x(2ux+ v)
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Fig. 1. The discriminant variety of the Hong system.
Then, according to Theorem 2, the minimal discriminant variety of S is the non-properness set of
the projection from V to the parameter space, where V is defined by: f = 0
g = 0
tgS jS − 1 = 0
with t a new variable.
Using the Theorem 1 we can then compute this non-properness set using Algorithm 1:
I1|X0=0 := Projection([f h, gh, tjhSghS − X60 , ZX0 − 1, t − 1], [u, v, X0])|X0=0
= −X0u3v4 + X0u4v3 − 13X0u2v3 + 4X0u3v + X0u5v2 − 4X0u5v
+4X0u4v2 + 7X0uv5 − v4 + 12u3v2 − 12u2v3 + 4uv2 − v7 + 4u7 + uv6
−8u5v + 4u4v2 + 18u3v3 − 7u2v4 + 7uv5 − 8u4v − u6v2 + 4u6 − u5v3
+u4v4 + uv7 + 4u6v − 5u5v2 + 2u4v3 − u3v4 − 8u2v5 − 4X0u6 + X20u5
−X0v7

|X0=0
= −v7 + 4uv2 + u4v4 + uv7 + 4u6v − 5u5v2 + 2u4v3 − u3v4 − 8u2v5
+uv6 + 4u7 − u6v2 − u5v3 − 7u2v4 − v4 + 18u3v3 − 8u5v + 4u4v2
+7uv5 − 8u4v + 12u3v2 − 12u2v3 + 4u6
I2|X0=0 := Projection([f h, gh, tjhSghS − X60 , ZX0 − 1, w − 1], [u, v, X0])|X0=0
= X20u5 − X20uv4 + 3X20u2v2 − X0u3v + X20v2 + X0v3 − 2X0uv + u2|X0=0
= u2
I3|X0=0 := Projection([f h, gh, tjhSghS − X60 , ZX0 − 1, x− 1], [u, v, X0])|X0=0
= X20 + X0v + u|X0=0
= ⟨u⟩
We show in Fig. 1 the implicit curves defined by I1|X0=0,I2|X0=0 and I3|X0=0. The complementary
of these curves may be partitioned in connected cells. For all parameters specializations in such a
cell, the number of real solution of the parametric system is constant, and the inequations do not
vanish. In particular, the methods of Safey El Din (2007) allows us to extract at least one point in each
open connected cell. By solving the parametric system for each of these parameters values, we finally
classify the open regions in the parameters space according to the number of real roots.
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