Another method of unsupervised classification which has been used in delineating demographic regions consists of neural networks. The method has many advantages, the major one being that neural networks use data to discover patterns and geographical relationships. In addition, they can handle nonlinear relationships, they manage noise, and have a high degree of automation. They can achieve the same or even higher efficiency (Openshaw, 1997) in most of the functions of conventional methods. They do not contain any hypothesis about the nature or distribution of data, but are a lot more usable by the average user than conventional methods. Neural networks provide valuable help in the handling of problems of a geographical nature that have been impossible to solve so far.
One of the best known and most efficient neural-network methods for achieving unsupervised classification is the self organizing map (SOM) method, devised by Kohonen (1982; 1988) . This method requires the number of regions and the number of neurons to be known in advance. The SOM method has been used by Openshaw (1996) to define homogeneous classes which rely on socioeconomic and demographic data, as well as data on health. The performance of this method was superior to that of statistical classification, when the sum of squares within-cluster was applied as a criterion (Openshaw, 1996) .
One of the disadvantages of Kohonen's algorithm is that for every new vector (which is a combination of the values of the attributes for every geographic area) that appears in the network, the weight of the neurons of the network immediately changes. The size of the updated neighborhood, as well as the learning rate, is critical for the termination of the algorithm. Different initial conditions usually yield different results. The input data sequence affects the results. The termination criterion for the repetitive procedure of estimating the centres is the very small change in the minimization of the objective function, or the convergence of the function. Even though the objective function may converge, this, however, does not mean that it has terminated, and this merely signifies minimization of the squared error. Moreover the algorithm, instead of allocating all the geographic objects in the candidate regions, in fact leaves some of them unclassified.
A significant fact both in statistical classifiers and in neural networks is that each polygon that is to be classified is unequivocally grouped with other polygons of its region. It thus bears no similarity to polygons of other regions, which, of course, is not true in demographic phenomena. Another way of characterizing the similarity of an individual polygon to all the regions was introduced by Zadeh in 1965 and was based on fuzzy logic. There are several algorithms available to perform this task. Among them is fuzzy C-means (FCM), which is one of the best known, and is especially designed to perform fuzzy classification. The FCM algorithm assumes that the number of regions C and the parameter m defining the amount of fuzziness are known in advance, thus minimizing an objective function to find the best set of regions. The FCM algorithm has been used for the delineation of demographic regions by Hatzichristos and Koutsopoulos (1998) and Fritz et al (2000) .
The results of fuzzy classification are difficult to interpret. The interpretation depends on the selection of the C and m variables, the number of regions, and on the amount of fuzziness allowed. The performance of the FCM algorithm depends to a great extent on the selection of this parameter m. An additional difficulty derives from the fact that the optimum fuzziness may depend on the number of regions and vice versa. It should be noted that the degree of fuzziness is always the same for all regions. As in the Kohonen algorithm, the termination criterion for the repetitive procedure for the estimation of centers is the very small change in the minimization of the objective function. Even though the objective function may converge, this does not mean that it has terminated. As mentioned before, the membership function is derived statistically and can be carried out successfully through the FCM algorithm, while the Kohonen algorithm makes the best use of the features of neural networks in an unsupervised classification. The combination of these two methods in a system enjoying the advantages of each one separately and lacking their disadvantages (Anderson et al, 1990; Kosko, 1991) is desirable. This system is known as a`fuzzy neural network'.
Given that it is desirable to combine these two methods, the aim of this paper is to provide a methodological tool in the management of demographic regions, using computational intelligence methods, such as neuro-fuzzy classification. GIS technology offers a powerful set of tools for the input, management, and presentation of the data. I will therefore suggest that the analytical abilities of GIS are improved through the incorporation of computational intelligence methods. As part of this paper, a case study of the delineation of demographic regions in the municipality of Athens in Greece is presented.
2 The proposed method Bezdek et al (1994) suggested the integration of the FCM and Kohonen algorithms in their fuzzy Kohonen (FKN) algorithm. This algorithm has the self-organizing structure of the algorithm of Kohonen and responds to a convergence criterion in a way similar to that of the FCM algorithm. Different sequences of feeding the data do not alter the final results. The FCM algorithm uses, as learning rates, fuzzy membership values from FCM. This yields automatic control of both the learning rate distribution and the updated neighborhood. In a numerical example with the IRIS experimental dataset, the FKN algorithm converged with only 40 iterations, in comparison with the Kohonen algorithm, which converged with 50 000 iterations. Moreover, FKN is equivalent to FCM when the m parameter of fuzziness is equivalent to conventional K-centers, when m À 1. Thus FKN is a relalization of the FCM algorithm through the Kohonen network and it has all the advantages of such relalization. A practical improvement of FCM is the automatic definition of the m parameter by the Kohonen network.
In view of this analysis, the FKN algorithm is one of the best unsupervised classification algorithms and constitutes the basis of the hypothesis of this paper regarding the definition of the boundaries of demographic regions. Some of the advantages of using the FKN algorithm are: (a) It produces local optimal regions which maximize the initial information and thus minimize the possibility of error in future interventions (McBratney and DeGruijter, 1992) . (b) It allows the attribution of every polygon of geographical space in all possible regions, thus mirroring reality more closely, in contrast with the statistical method which creates regions with clear and circumscribed boundaries. (c) It successfully handles the yield of continuous geographical phenomena (Vriend et al, 1988) . (d) The results (membership in each polygon) may be further used in algorithms of regionalization of areas (neighborhood algorithms) (Burrough, 1996; Openshaw, 1970; 1973) . (e) It handles the nonlinear changes of the values of geographical variables (Openshaw, 1994) . (f ) It easily correlates geographical variables with different states of measurement (Odeh et al, 1990) . (g) It presents little sensitivity to noise (such as outliers or errors of measurement) (Bezdek, 1981) . (h) It has a high degree of automation, can be used by parallel processing algorithms, and can handle an enormous amount of data within a very short time.
(i) It is easy for the average user. The method of unsupervised classification or clustering presents disadvantages too. The main disadvantage is that its results cannot be sufficiently proven for unknown and new data. The development of efficient and reliable tools is therefore necessary.
In what follows, the procedure of incorporation and of utilization of this method by a GIS is described, as well as the methodological framework for defining demographic regions.
Methodological framework
The generation of demographic regions through the use of GIS and of unsupervised classification, is a process of several stages (figure 1), most of which have been described mainly by Openshaw (1994; . Among them, the most objective stage from a methodological point of view is the application of the classification algorithm ( figure 1D ). The process of regionalization based on fuzzy logic and performed by neural networks, as mentioned above, does not take geographical space into account. A way to achieve this is by taking into account contingency constraints. This means that such a constraint can be applied to algorithms of classification, so that polygons found between two other classes can be incorporated in one of the two. This incorporation results in homogeneous areas. The problem with these types of algorithms, however, is their inefficiency. It is true that adjacent areas are similar to each other, but there may exist groups of adjacent areas which may be separated from areas of a very different kind. Openshaw (1973) has shown that it is best to classify first and then apply the criterion of contingency, rather than incorporate the criterion into the algorithm.
The result of neuro-fuzzy classification is a table with as many columns as the input table, plus the columns for the requested regions (regions 1, 2, 3 in figure 2 ). As this information cannot always be managed easily, the most representative region for each polygon may be selected. This procedure is called defuzzification and there are various ways of achieving it. The simplest way is to select the region with the highest membership value (Bezdek, 1981) . The results of this technique are binary, applying Boolean logic. The same of course is true for statistical classifiers and neural networks.
After defuzzification, island polygons which are surrounded by regions of different types may result. To deal with this, a contingency algorithm may be used, which creates homogeneous regions on the basis of the surface and the characteristics of the islands, as expressed by their membership values.
After this phase of the final definition of regions, the final map is produced together with the descriptionöof the characteristic values of variables for each regionöthat results from the analysis of geographical data ( figure 1E ). More specifically, regions can be labelled when the average values given by the software package are taken into accountöthese are derived from variables that are included in the classification for each region. In the final maps, the spatial distribution of each variable is compared with the regions that have been defined in this way. To sum up, the methodology for the definition of demographic regions suggested here constitutes a complete approach, from the input of data to the deduction of results. The regions are defined through the combination of tools for the management of data, such as GIS, with the aid of methods of data analysis, such as fuzzy logic and neural networks. In the next chapter this methodological framework is applied to delineate demographic regions in the municipality of Athens.
Case study
The municipality of Athens was selected as the study area. It is characterized by a high diversity in the spatial distribution of ages, professions, and housing types and it can be used as a paradigm for other complex urban areas.
Most demographic systems use a variety of data types to generate area profiles, but far and away the most important is government census data. Thus, the scope of this study is to provide a general-purpose census data classification. The spatial resolution is that of postal-code zones which include more than 1000 inhabitants and are only available from the National Statistical Service of Greece (NSSG). The variables recorded by the NSSG, and utilized in this study, are based on research by Openshaw and Blake (1991) and are shown in table 1. The next step in the delineation of geodemographic regions is the generation of the geographic database ( figure 1C) . The postal codes were used for the integration of the geographic features (postal zones) and their attributes (demographic variables). Given the high variance of the population, from 1000 to 3000 inhabitants, the variables of each postal zone were normalized by dividing each variable by its population. This was the only preprocessing of the variables before the proposed classification algorithm was applied. The application of the FKN algorithm of unsupervised classification, based on fuzzy logic and materialized through neural networks to classify the attributes selected ( figure 1D ), constitutes the next stage in the methodology of the definition of regions. The utilization by GIS of the method suggested becomes possible when a programming language compatible with the specific GIS software package is used and incorporated into the working environment of GIS. In this way, GIS technology becomes the environment which delineates regions. The parameters below were used in this specific application: Eight regions were selected according to an optimization process, described in Hatzichristos and Koutsopoulos (1998) , which utilizes the same dataset. The membership values for these eight regions, estimated according to the FKN algorithm, are shown in table 2 and also illustrated in figure 3 (see over) .
The membership values can be defuzzified and one region can be assigned to each postal zone. There are several ways to achieve this (Bezdek, 1981) . For this study the region with the maximum membership value for each postal zone is used. The results of this procedure are shown in column`defuzzified' in table 2.
The next step in the delineation of the demographic regions, which is the most subjective, is the interpretation and description of the classes. This task involves finding key variables that have distinguishing characteristics (Openshaw, 1996) . This procedure is supported by the estimation of the region centres for each variable ( figure 1E ). The results of this process are shown in table 3 (see over) as well as in figure 4 (see over).
The regions resulting from the neuro-fuzzy analysis are continuous in geographical space and closely resemble the existing situation. For example, settled are present not only in the postal zones where they are in the majority, but also in those where they are not in the majority. The neuro-fuzzy approach, therefore, results in maximizing available information, as it utilizes all postal zones that display any membership value for settled. Figure 3 . Demographic regions using neuro-fuzzy classification. In some cases single strivers are also found together with the uprising. This occurs, because housekeepers and other domestics live in the basement of the buildings in these areas. In other cases uprising are represented together with settled. This is also true for these zones among the highest population density areas in the world. The diversity of the building types, professions, and educational status is unique and can be dealt with only by means of the neuro-fuzzy model.
On the other hand, the defuzzified results, which follow Boolean logic, simply indicate only the majority zones, or a certain postal zone, belonging to a specific region while disregarding the other regions. Given that there are more than one class in 85% of postal zones in the present study, the application of the Boolean model would naturally mask and distort the reality of the situation. Indeed, neuro-fuzzy classification is appropriate for areas with highly heterogeneous demographic characteristics, such as the municipality of Athens, and for large postal zones with many residents.
The neuro-fuzzy model captures the gradually changing values in the real world. This makes it of particular use to decisionmakers, in that it allows zones with a high suitability membership value to be selected first and then to proceed to zones with lower values.
It should be noted that there are some extreme cases where the strong presence of one region can be satisfactorily represented by both the fuzzy approach and the Boolean model. This is the case in the center of the study area, even though these two areas, Kolonaki and Plaka, account for less than 15% of the postal zones. In areas of high homogeneity, the Boolean model does indeed capture the existing information to a great extent. 
Conclusions
In this paper the most appropriate modern automated technological means for the delineation of demographic regions are examined. Initially GIS technology, which most researchers view as the obvious environment for the handling of geographic information, is used. Subsequently, a methodological approach according to which GIS is combined with unsupervised fuzzy classification is developed. This approach is realized through neural networks and constitutes a valuable tool for the delineation of demographic regions.
As an example of the use of this approach an application for the definition of demographic regions in the municipality of Athens is developed. The results show that this method is both reliable and functional and that it has many advantages, although, of course, it has some disadvantages too. The methodological framework, as well as the technological tools used, could be applied to other regions, not only demographic. For example, such tools could also be applied to ecological regions (Fisher, 1997) .
This does not mean that all boundaries should necessarily be abolished, or that geographical regions based on fuzzy logic and realized through neural networks constitute a panacea. However, they are bound to constitute a strong alternative solution at a time characterized by the revolution of information technology and by a proliferation of data.
