When confronted with complex inputs consisting of multiple elements, humans use various strategies to integrate the elements quickly and accurately. For instance, accuracy may be improved by processing elements one at a time 1-4 or over extended periods [5] [6] [7] [8] ; speed can increase if the internal representation of elements is accelerated 9, 10 . However, little is known about how humans actually approach these challenges because behavioural findings can be accounted for by multiple alternative process models 11 and neuroimaging investigations typically rely on haemodynamic signals that change too slowly. Consequently, to uncover the fast neural dynamics that support information integration, we decoded magnetoencephalographic signals that were recorded as human subjects performed a complex decision task. Our findings reveal three sources of individual differences in the temporal structure of the integration process-sequential representation, partial reinstatement and early computation-each having a dissociable effect on how subjects handled problem complexity and temporal constraints. Our findings shed new light on the structure and influence of self-determined neural integration processes.
When confronted with complex inputs consisting of multiple elements, humans use various strategies to integrate the elements quickly and accurately. For instance, accuracy may be improved by processing elements one at a time [1] [2] [3] [4] or over extended periods [5] [6] [7] [8] ; speed can increase if the internal representation of elements is accelerated 9, 10 . However, little is known about how humans actually approach these challenges because behavioural findings can be accounted for by multiple alternative process models 11 and neuroimaging investigations typically rely on haemodynamic signals that change too slowly. Consequently, to uncover the fast neural dynamics that support information integration, we decoded magnetoencephalographic signals that were recorded as human subjects performed a complex decision task. Our findings reveal three sources of individual differences in the temporal structure of the integration process-sequential representation, partial reinstatement and early computation-each having a dissociable effect on how subjects handled problem complexity and temporal constraints. Our findings shed new light on the structure and influence of self-determined neural integration processes.
The neurophysiological processes that support information integration have been extensively studied [5] [6] [7] [8] . However, in these studies, elements of information are typically made available gradually over time, giving the experimenter control over what the subject processes at any given moment. By contrast, real-life situations often require the integration of complex information that is wholly available when the need to make a decision arises. Such situations pose an additional challenge to decision makers, requiring them to determine how to utilize time. For instance, one could opt to process multiple elements of information together or one after the other, elements could be stored in memory and then either fully or partially reinstated, and the decision process could be extended in time even if no new information is available. Here, we ask whether people differ from one another in how these integration processes are structured. In addition, we examine how such differences relate to one's ability to tackle decision problems of varying complexity under varying time constraints.
For this purpose, we designed a class of information processing problems for which we could parametrically vary the complexity of the information that needs to be combined, as well as the time available for processing. We expected, and indeed found, that participants differ from one another in how they cope with these constraints. We used a computational model to capture these differences in terms of the values of particular parameters, which specified that there is a latent order in the way that processing resources are divided among relevant stimuli. The modelled effect that the division of resources had on an individual participant's calculations explained how their performance was affected by problem complexity and time constraints. However, this model was couched at an abstract level and could only provide limited information about how computations were realized. To gain insight into the temporal structure of the integration processes of participants, we utilized recently developed methods for interpreting magnetoencephalographic (MEG) signals that offer a substantially improved window onto the fast neural dynamics that humans use when processing information and making decisions. In particular, recent work has used MEG to reveal how representations of visual stimuli evolve over a timescale of tens of milliseconds [9] [10] [11] [12] [13] [14] , whether representations of distinct stimuli follow one another in time 15, 16 and how decision variables evolve over time in simple decision-making tasks 9, 17 . These methods enabled us to decode MEG signals that were recorded as participants performed our task, providing direct access to the information that subjects were processing at any moment in time.
General computational considerations and existing literature suggest at least three structural dimensions of difference that can have an effect on how participants perform the task: treating stimuli in series, one after the other, versus handling them in parallel [1] [2] [3] [4] ; complete versus partial encoding of stimuli 10 ; and prolonged versus abbreviated processing [5] [6] [7] [8] . Our findings indicate that people differ from one another on all three dimensions and that this is reflected in how effective each person is at integrating information with different levels of problem complexity and time constraints.
To probe how people combine multiple elements of information under varying task constraints, we presented participants with a series of 'teams' , each comprising up to four 'player' types present in varying numbers. Participants were asked to predict how many goals each team would score, based on pre-acquired explicit knowledge of the scoring ability of each player type (Fig. 1a,b and Supplementary  Fig. 1 ). Across trials, we independently manipulated the problem complexity (the numbers of player types in a given team) and the available time (participants had either a 1-or 2-s deliberation time before being prompted to report their prediction score quickly). Because participants could have arrived at approximate answers without actually distinguishing between players of different types (for example, by relying on the total number of players), our initial analysis of task performance quantified how frequently participants Participants were divided into time-sensitive (above the median) and time-insensitive (below the median) groups based on the increase in performance with deliberation time. The error bars represent the s.e.m. across subjects. e, Performance on 1-s trials as a function of problem complexity. Participants are ordered by sensitivity to complexity, computed as the performance dropoff in 1-s trials with four player types compared to 1-s trials with one player type. f, Sensitivity to time as a function of sensitivity to complexity (the robust estimation of regression coefficient for the Z-scored measures, tested with random permutations: P = 0.004, β = 0.47, 95% CI: 0.20-0.75). g, Participants' real answers (left) and those simulated by the best-fitting computational model (right), shown in terms of the average error.
The error bars represent the s.e.m. across subjects and 95% CI across 1,000 model simulations, respectively. h, The model's computation of players' scoring as a function of resource allocation, for a trial with three players of each type. The shaded area indicates the 95% credible interval. i, The model's resource allocation as a function of the player and trial type. j, The model's prioritization: prioritizing higher-scoring (top), more numerous (left) or centrally located (right) players. The numbers are the log Bayes factors compared to the uniform division of resources. See Supplementary Fig. 2 for additional models. k,l, Computational precision with the maximal resources relative to the minimal resources, estimated by model parameter ω, as a function of sensitivity to time (k; P = 0.01, β = 0.50, 95% CI: 0.19-0.81) and complexity (l; P = 0.03, β = 0.46, 95% CI: 0.15-0.76; the robust estimation of the regression coefficient for the Z-scored measures, tested with random permutations). The y axes are logarithmic. In f, k and l, colours between orange and blue and between purple and green indicate level of senitivity to time and complexity, respectively.
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Nature HumaN BeHaviOur provided precisely correct answers. Overall, task performance was better for less-complex problems as well as when more time was available to form a decision (Fig. 1c) . However, as expected, we observed substantial variation among participants in how problem complexity and available time impacted performance. First, many participants benefitted only slightly, or not at all, from the provision of additional time (Fig. 1d) . To facilitate further analysis of these individual differences, we divided participants into two groups ('time sensitive' and 'time insensitive'), using a median split on the degree to which a participant benefited from additional time ('2 s − 1 s performance'). Complementary analyses examined linear relationships across the whole study sample. We found that the degree to which the time-sensitive group performed better on 2-s trials than on 1-s trials was larger for problems involving multiple types of player than for a problem with a single player type (permutation test: P = 0.02; M = 6.7%, 95% CI: 1-12.3), indicating that these participants used additional time to manage greater problem complexity.
Second, participants exhibited a notable degree of individual differences in the extent to which their performance was affected by high problem complexity, especially when little time was available (that is, in 1-s trials). Here, some participants' suffered a performance decrement that was more than three times as large as that of others (Fig. 1e ). This individual variation in sensitivity to complexity in 1-s trials (range: 28-89% performance decrement with four types compared to one type of player) correlated with the more-limited individual variation in sensitivity to complexity evident with a 2-s trial duration (robust estimation of regression coefficient for the Z-scored measures, tested with random permutations: P = 0.014, β = 0.41, 95% CI: 0.08-0.73), indicating that complexity sensitivity was to some degree stable across conditions. Two linked observations suggest that participants' strategies reflected an underlying tradeoff associated with both time and complexity. First, individual variation in sensitivity to complexity was uncorrelated with overall performance in 1-s trials (robust estimation of regression coefficient for the Z-scored measures, tested with random permutations: P = 0.68, β = 0.08, 95% CI: -0.27 to 0.41), meaning that participants who did relatively better on the morecomplex trials did relatively worse on the simpler ones. Second, this effect was associated with a benefit that participants gained from extra time. In other words, the worse a participant performed on the most complex problems (that is, with four player types), when only 1 s was available, the more they benefitted from extra time (robust estimation of regression coefficient for the Z-scored measures, tested with random permutations: P = 0.01, β = 0.40, 95% CI: 0.09-0.72); equally, those whose performance was most sensitive to complexity were also those who benefitted most from additional time (Fig. 1f) .
The behavioural observations reported above are informative about the general consequences of attempting to solve problems that are too difficult with too few computational resources and too little time. However, they do not exploit the information available in the precise errors that subjects made and, therefore, offer limited insight into the strategies that participants adopted. Errors can arise when participants ignore players or perform calculations inaccurately. Thus, we sought to build a model that offers a quantitative characterization of these failings. It is important to note that this model is not intended to capture the detailed temporal processes underlying participants' decisions-this is difficult to do purely from behaviour 11 . Instead, the model offers an abstract functional account of what causes answers to be erroneous, namely, a limited processing resource that has to be divided between player types. Examining the different conditions in the task through the medium of the model allows us to parametrize for different participants how player types draw on the resource (briefly, in a precedence hierarchy), how errors creep in when the resource is insufficient for a player type (in terms of both bias and variance) and how the quantity of available resource increases with extra time.
More precisely, we compared multiple potential structural models in terms of how well they fit the answers provided by participants ( Fig. 1g and Supplementary Fig. 2 ). The best-fitting model (model 22; see Methods) predicted most participants' answers accurately (M = 59.8%, 95% CI: 57.8-61.8%; chance = 9.1%) and accounted for 86% of the variance in participants' answers (R 2 = 85.9%, 95% CI: 85.7-86.1%). The model explained the effects of time and complexity on performance as reflecting a division of the total processing resources between player types. Thus, when many player types appeared together, each type was allocated fewer resources. However, more total processing resources were available when extra time was given for deliberation (that is, in 2-s trials). Lower resource allocation to a type meant that the computation of that type's contribution to the total number of goals was subject to extra bias (towards a default value) and lower precision (that is, was noisier; Fig. 1h ). These features of the model were applicable to participants with both high and low sensitivity to time and complexity ( Supplementary Fig. 3 ). In addition, model comparison indicated that resources were not divided equally between players, but rather, participants prioritized high-scoring players and, to a lesser degree, more numerous players and those that appeared nearer the centre of the screen (Fig. 1i,j) . This prioritization is consistent with participants' self-reported strategies, as described in a debrief following the experiment (Supplementary Fig. 4a ).
We next estimated for each participant the model parameters that control how time (two parameters: λ and λ′ ), problem complexity (four parameters: θ, w 2 , w 3 and w 4 ), or both (three parameters: ω, β def and ε; see Methods) affect resource allocation and the ensuing computations. Only one of these parameters, namely, that which controls the precision of computations performed with maximal resource allocation relative to minimal resource allocation (ω; equation (15)), captured the observed individual variability in sensitivity to time (Fig. 1k) and complexity (Fig. 1l) . A greater effect of resource allocation on precision (that is, higher ω) results in higher sensitivity to complexity as more resources can be allocated to each player on low-complexity than on high-complexity problems. Similarly, higher ω also results in higher sensitivity to time as it enhances the effect of the increased processing resources that are available in 2-s compared to 1-s trials. Thus, both types of sensitivity were to some degree manifestations of a common underlying dimension.
In sum, the model indicates that a critical individual difference rested in how the precision of computation changes with resource allocation. However, by design, the model is silent as to how computations are temporally organized and whether this temporal organization is similar for participants that differ in their sensitivity to problem complexity and time constraints. Thus, we next sought additional insight into this aspect of participants' decision processes by decoding the MEG signals that were recorded during task performance and relating these signals to facets of the computation revealed by the model.
To evaluate different hypotheses about how participants' decision processes were temporally structured, we designed three different analysis methods that extracted information from the MEG signals concerning active internal representations of the players and their role in the computations that were captured by the model.
The first method targeted the type of player the participant was contemplating at any given moment. To determine this, prior to informing participants about the aspect of the task concerned with predicting team scores, we presented them with instances of screens that they would later see as part of the main task. Such screens contained different numbers of players of different types, and the only task a participant had to solve was simply to count how many players of a given type were depicted ( Supplementary Fig. 5 ). We then Letters Nature HumaN BeHaviOur trained a canonical correlation analysis (CCA 18 )-based decoder of MEG signals to predict the number of players the participant counted of the instructed type. Importantly, we verified that decoding was player specific, such that decoded quantities of one player were not positively correlated with actual quantities of another player (one-tailed t-test of the correlation coefficients for each time point: t < 1.5, d.f. = 39, P > 0.1, r pearson < 0.01, for all time points; Supplementary Fig. 6 ). Thus, we could use this decoder to identify when the players who appeared on a given trial were actively represented and whether the representations of distinct players systematically followed one another in sequence over the course of a trial.
This CCA decoder was based on averaging across the entire time course of the neural response to each type of player in the previous counting task (that is, averaging across training times in Supplementary Fig. 5 ). Previous studies indicate that responses to such visual stimuli evolve over time in a systematic manner, with different information encoded at different latencies [9] [10] [11] [12] [13] [14] [15] . For instance, the patterns of activity at 200 ms and 400 ms following stimulus presentation were shown to be associated with different degrees of categorical abstraction of the stimuli. Our second analysis examined whether all of the different temporal components of the neural response were reinstated in the main task or whether, instead, some temporal components were not utilized. To do this, we built decoders specific to the patterns of activity that characterized each 10-ms time bin in the previous task, in which only one player type had to be processed and responses were quick. We then tested the accuracy of each of these decoders in the main task. This analysis informed us whether participants differed from one another in the temporal components that were utilized to represent players.
The first two decoders were based on assessing the number of players of each type. The third decoder, also built using CCA, attempted to predict the overall number of goals that participants would ultimately enter. This analysis, which was built using data from the main task (using cross-validation to avoid over-fitting), showed how a participant's predicted answer evolved over the course of a trial. However, as participant's answers derived from the players that appeared on the screen, they would inevitably be partially predictable from a visual representation of the display, perhaps even before the participant formulated a decision. Thus, instead of focusing on whether the MEG signal correctly predicted a participant's answer, we used this decoder to examine how changes in the predicted answer followed the player representations that were derived using the first decoder. We expected that the process by which a participant forms an answer would manifest as a correspondence between the number of goals that a given player scores and how the predicted answer changes following representation of that player.
A need for greater time to process more information may suggest that different pieces of information are processed one after the other 2 . However, such inference of serial processing can rarely be made conclusively based on behaviour alone 11 and, consequently, we used MEG to determine whether a high sensitivity to information load and time constraints in our task was coupled to neural evidence for serial processing.
Players composing a team on a given trial could be decoded from cortical activity in both low-and high-sensitivity participants for a period of at least 1 s after the team appeared on the screen (Fig. 2a) . To test whether distinct players were represented in sequence during this time, we quantified 'sequenceness' , which is a metric of asymmetry in the cross-correlation function of a given pair of time series, recently shown to detect fast sequences of stimulus representations in MEG 16 . In this case, the time series were the decoded quantities of a pair of player types that appeared together in the trial. Within each pair, types were ordered by the priority that the participant accorded them as inferred by the model (see Fig. 1 ), such that positive sequenceness indicated that the lower-priority player lagged the higher-priority player. We found strong evidence for such player-to-player sequences in high-sensitivity participants (permutation test of the sum of t values across time points: ∑ t = 212.9, d.f. = 19, P = 0.004, M = 0.0051, extent: 91 time points), but no evidence in low-sensitivity participants (permutation test of the sum of t values across time points: ∑ t = 4.7, d.f. = 19, P = 0.76, M = 0.0068, extent: 5 time points; Fig. 2b,c) . Moreover, the average degree of sequenceness throughout the trial was separately correlated with participants' time (P = 0.02, β = 0.38, 95% CI: 0.07-0.70) and complexity (P = 0.02, β = 0.39, 95% CI: 0.08-0.70) sensitivity, as well as with the common dimension underlying these sensitivities in the model (P < 0.001, β = 0.58, 95% CI: 0.30-0.86; robust estimation of the regression coefficient for the Z-scored measures, tested with random permutations). These results suggest that participants who implemented a serial process, which systematically progressed from high-to-low-priority players, were better able to take advantage of additional available time, but their performance suffered more substantially when facing highly complex problems.
Complexity and time sensitivity reflected a common factor that was captured by the model and associated with MEG evidence of sequential processing. However, each type of sensitivity was also characterized by unique inter-individual variance that was not shared with the other type of sensitivity. To understand what specifically gave rise to differences in complexity sensitivity, we examined the temporal aspect of the neural representations of participants during the main task. As different temporal components of the neural response encode different information 15 , it is possible that overutilization or under-utilization of some components could affect the efficiency of participants' processing. Specifically, we were interested in theoretical accounts that partial encoding of task-relevant information may increase speed at the expense of accuracy 10 .
To test this, we used our second decoder to examine how participants adapted their neural response to players in the main task in relation to the previous counting task. We found that the early trajectory of the neural response (between 150 ms and 300 ms) was fairly conserved. Interestingly, some of the later portions of this trajectory were prominent much earlier in time, already appearing simultaneously with the earliest component (that is, at 150 ms; permutation test of the sum of t values across time points: ∑ t = 28.0, d.f. = 39, P = 0.01, M = 0.03, extent: 29 components; Fig. 3a ,b, dashed line), demonstrating a surprising degree of acceleration in the neural response. This was likewise the case for participants with low and high sensitivity to complexity (one-tailed t-test of the difference between groups for each component: t < 1.3, d.f. = 36, P > 0.2, M < 0.03, for all components). However, the two groups differed in the temporal components that they utilized throughout the trial (Fig. 3c) . Whereas complexity-sensitive participants exhibited early and late components to a similar degree (mean component weighted by decoding accuracy: M = -7 ms, 95% CI: -26 to 18, as compared to uniform utilization), participants with a low sensitivity to complexity predominantly exhibited late-temporal components (M = + 24 ms, 95% CI: 7-39; permutation test comparing the two groups: P = 0.04). Similarly, the mean utilized component of participants correlated with how well they solved the most complex problem when given only 1 s for deliberation (robust estimation of the regression coefficient for the Z-scored measures, tested with random permutations: P = 0.02, β = 0.40, 95% CI: 0.08-0.71). Thus, a decreased use of early neural representations of task stimuli was associated with a lower sensitivity to complexity.
Perhaps the simplest adaptation one could use to process complex information is to extend the integration process. Whereas accelerated processing can help to cope with complexity under time pressure, an extended decision process could take fuller advantage of the additional available time. Thus, extended processing may result in a high sensitivity to time. To test this, we examined whether participants whose performance was highly sensitive to time represented players for a longer period within the trial and whether the Letters Nature HumaN BeHaviOur player types involved were predominantly those that participants prioritized in their computations, as indicated by the model.
Players were decodable from the MEG signals in both time-sensitive and time-insensitive participants immediately after appearing on screen. In time-insensitive participants, these neural representations lasted only 570 ms after the players disappeared from the screen, even in trials where 2 s were available to reach a decision. By contrast, player representation was robustly evident throughout the entire deliberation epoch in time-sensitive participants (Fig. 4a) . Similarly, we found that the decoding accuracy dropped to zero later in time in time-sensitive (M = 1,508 ms following stimulus offset, 95% CI: 1,240-1,712) than in time-insensitive (M = 992 ms, 95% CI: 702-1,312) participants (permutation test comparing the groups: P = 0.01). By comparison, we did not find a relationship between sustained player representation and the sensitivity to complexity of participants (permutation test comparing the groups: P = 0.72, M = -81 ms, 95% CI: -540 to 370), nor a relationship between time sensitivity and player representation on 1-s trials ( Supplementary  Fig. 7a ). Furthermore, players who the model deemed were allocated more processing resources were also more robustly represented in the MEG signal, and this manifestation of participants' allocation of resources was evident during the deliberation period in the time-sensitive group alone (permutation test of the sum of t values across time points: ∑ t = 332.7, d.f. = 19, P = 0.02, M = 0.02, 95% CI: 0.007-0.043; Fig. 4b ). This latter result confirms the relevance of representations decoded from MEG for understanding the decision processes of participants, and indicates again that participants who benefitted from additional time processed players for an extended period of time.
Following a similar line of reasoning, we expected time-insensitive participants to have calculated a decision earlier in the trial. To assess this, we used the CCA-based decoder that was trained to predict the total number of goals that participants subsequently decided on. We found that participants' decisions could be predicted from the MEG data recorded throughout the trial in both groups of participants ( Supplementary Fig. 7b) . However, such predictions could simply reflect neural representations of the players appearing in the trial, which are themselves predictive of participants' decisions ( Supplementary Fig. 6e ). Evidence for a process of calculation requires the identification of dissociable representations of the quantity of a player and the number of goals the player contributed, with the latter following the former in time.
To test this, we used the same 'sequenceness' metric that we previously quantified between players (see Fig. 2b,c) , but here, the two time series were the sum of the decoded players, with each player multiplied by its scoring ability, and the decoded number of goals that the participant was predicted to decide on (Fig. 4c) . This analysis identified significant stretches of time during which a change in the decoded quantity of a player was quickly followed by a corresponding shift in the number of goals (Fig. 4d,e) . This players-to-goals transformation was evident earlier in the trial in time-insensitive participants than in time-sensitive participants, suggesting that the former indeed employed a shorter decision process. Interestingly, time-sensitive participants showed both positive and negative players-to-goals sequenceness later in the trial (permutation test of the sum of t values across time points: ∑ t = 72.1, d.f. = 19, P = 0.008, M = -0.006, extent: 20 time points). Negative sequenceness is consistent with a similar transformation but following the offset of (that is, a decrease in) player representations, or alternatively, with a reverse goals-to-players transformation (which may reflect a validatory computation that traces a decision back to the information on which it was based). These results, together with the finding of extended player representations, suggest that timesensitive participants employed a longer decision process and were therefore able to make use of the extra time to solve complex problems more accurately.
The three central temporal features of participants' neural integration processes-sequential player representation (Fig. 2b) , partial Participants are divided into high-sensitivity and low-sensitivity groups (that is, above and below the median) using a combined measure of time and complexity sensitivity that equally weighs the two Z-scored measures of sensitivity from Fig. 1f . a, The correlation between the actual and the decoded numbers of players, averaged across player types. As a control, we also show the correlation between the actual and the decoded numbers of different players. Decoders were trained on all time points in the preliminary task from 150 ms following stimulus onset (see Supplementary Fig. 5 ). Chance decoding corresponds to zero correlation. b, The 'sequenceness' 16 between representations of players of different types, with types ordered from high to low priority, as inferred using the model (see Fig. 1 ). Sequenceness was computed for all player-type pairs within a trial and for all time lags between 0 and 0.2 s, separating the player types. Results were averaged over time lags, pairs and trials. The x axis indicates the mean trial time from which the first of each pair of player types was decoded. A permutation test of the sum of t values comparing high-sensitivity and low-sensitivity groups across time points: ∑ t = 116.5, d.f. = 38, P = 0.01, M = 0.0079, extent: 37 time points. c, Player-to-player 'sequenceness', computed as in panel b, but averaged over the duration of the trial and shown as a function of the time lag between player types. In a and b, the horizontal grey areas indicate when players were presented on the screen (beginning) and the time participants were prompted to report their decision in 1-s trials (end). The results include both 1-s and 2-s trials, with data from the 2-s trials truncated to fit the plot. In all panels: • , significant difference from zero; ♦ , significant difference between groups. The significance tests accounted for multiple comparisons by means of a permutation test: we conducted a separate t-test for each time point and we deemed significant stretches of consecutive time points with P uncorrected < 0.05 over which the sum of t values exceeded the maximal sum-of-t obtained with 95% of random permutations of the data (see Time-series analyses in the Methods for further details). The shaded coloured areas indicate the s.e.m. encoding (Fig. 3c ) and early computation (Fig. 4d) -were associated with individual variability in sensitivity to time and complexity and in the modelled sensitivity to resource allocation that underlies them. To examine whether the MEG features were each associated with an independent effect on task performance, we quantified each feature by integrating it over all relevant time points in the trial. We found that the three features were not correlated with one another across participants (robust estimation of the regression coefficient, tested with random permutations: P > 0.25, β < 0.20, for all pairs). More importantly, each MEG feature was only associated with a single type of sensitivity, when controlling for the other types of sensitivity in a multiple regression model (Supplementary Fig. 8 ). Thus, early goal computation was uniquely associated with low time sensitivity, the reduced reinstatement of early-temporal components was uniquely associated with low complexity sensitivity and sequential player representation was uniquely associated with the common underlying sensitivity to resource allocation.
When solving demanding tasks, the human brain has limited processing resources at its disposal and so typically trades off between different aspects of task performance [19] [20] [21] . In examining how people integrate multiple simultaneously available elements of information, we found substantial variation in how well participants processed complex problems and, conversely, how much advantage they gained from an allowance of extra time to do so. To uncover associated variations in participants' underlying neural dynamics, we used a model-based analysis of MEG signals that uncovered a rapid evolution of cortical representations for distinct elements of the experimental task. This analysis revealed a multiplicity of information integration processes differing in temporal structure. In particular, we extracted three structural factors, each revealing a different way a participant could cope with a complex problem involving a diverse set of elements.
The factor associated with both time and complexity sensitivity identified decision processes that involved sequences of elements in an order that reflected the relative importance of participants accorded to those elements. Decision processes involving such sequences led to better solutions for problems posing low-tomoderate processing demands, whereas decision processes without detectable sequences were associated with better solutions for problems posing high processing demands. Our computational model was able to infer the existence of this central dimension of individual difference from participants' choice behaviour. However, decoding cortical activity was necessary to understand the aspect of the integration processes of participants that gave rise to these differences among participants, revealing the deployment of a systematic sequential process.
Equally important, decoding participants' neural activity revealed two additional factors, which computational modelling based on behaviour alone could not uncover. One factor was unique to complexity sensitivity and concerned the nature of the representations that supported participants' computations. Participants who were not sensitive to complexity only reinstated • , the difference from zero; ♦ , the difference between groups (P < 0.05). The shaded areas represent the s.e.m.
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late-temporal components of the neural response (> 250 ms), indicating that partial encoding in this manner could underlie improved efficiency. A second factor was unique to time sensitivity and concerned a prolonged integration process. The latter was specifically apparent in 2-s trials, with the elements of the problem being decodable between 1 s and 2 s in time-sensitive participants alone and indeed favouring those elements that were more accurately reflected in participants' answers. Similarly, evidence of computation of one's answer was evident earlier in the trial in time-insensitive participants. Unfortunately, we lacked sufficient numbers of participants to examine the interactions among the three factors. Thus, for instance, there was no evidence that the player-to-player sequentiality of the combined factor also lasted into the additional second of processing performed by temporally sensitive participants. Similarly, whether player-to-player sequenceness is equally likely when player b, The influence of resource allocation on cortical representations. Decoded player quantities weighted by players' optimally ('high resources') and minimally ('low resources') processed components, as inferred from participants' decisions using the model (s + and s -), for time-insensitive (left) and time-sensitive (right) participants. To isolate the effect of resource allocation, variance associated across trials with the actual number of players of a given type was removed from its decoded quantities using linear regression. c, We examined the sequential relationship ('sequenceness' 16 ) between the number of goals that corresponds to represented players (a sum of the decoded player quantities multiplied by the player scoring abilities) and a directly decoded prediction of the number of goals the participant eventually decided on. d, Players-to-goals sequenceness as a function of time sensitivity. The x axis indicates the mean trial time from which the players were decoded. The insets show significant stretches of sequenceness broken down by the time lag between players and goals (line plot) and player type (the bars show the player-to-goals sequenceness computed on each player's quantity without multiplying by the scoring ability). The bottom bar indicates the timing of the example timeline shown in e. A permutation test of the sum of t values comparing the groups across time points: ∑ t = 35.4, d.f. = 38, P = 0.01, M = 0.01, extent: 15 time points. e, Example timeline of the decoded players and the predicted answer, demonstrating the dynamics captured by the 'sequenceness' measure in c and d. Every increase in the representation of faces (1.6 goals per game) is followed by an increase in the decoded number of goals, whereas increases in the representation of tomatoes (− 0.4 goals per game) are followed by goal decreases. For clarity, the face and tomato peaks and the subsequent changes in the decision signal are marked with matching coloured circles. In a, b and d, • , significant difference from zero (a,d) or from 'min resources' (b); ♦ , significant difference between time-insensitive and timesensitive groups (d; permutation test: P < 0.05). The horizontal grey areas indicate the trial events as in Fig. 2 
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representations are only partially reinstated is unclear. These facets, completely unexpected from a purely behavioural analysis, are pressing targets for future work that avail tasks that can dissociate between these structurally distinct processes.
Our main result, concerning sequential element representation, resonates with a familiar dichotomy in computer science, psychology and neuroscience literatures between parallel and serial processing. In these literatures, parallel processing is proposed as a means for coping with large quantities of information quickly [1] [2] [3] , but when implemented in the brain, is suggested to compromise precision 4 . By contrast, performing operations serially, one after the other, allows an agent to devote as much resource as necessary to each operation separately, enabling more-precise execution. However, this strategy may fail if the allowed time is insufficient to complete all required operations. Our finding of sequences of player representations specifically in those participants who demonstrated higher precision on simple problems but greater sensitivity to complexity indicates that the parallel/serial distinction may apply to the ways different people integrate information. Serial processing of elements that compose a single task has been previously examined in humans only by analysis of choice and eye gaze data 22, 23 , although neural recordings have recently provided evidence for such processing in macaques 24 . Our MEG method provides a means to study such serial processes with human neural measurements that avoids pitfalls that often plague behavioural studies of serial and parallel processes 25 . It is probable that the processes implemented in our task reflect, to some degree, an individual's preferred processing style [26] [27] [28] [29] [30] [31] [32] . An inference of differences in processing style, rather than in overall ability, accords with an absence of corresponding differences in independently measured cognitive abilities, including working memory capacity and fluid intelligence. These latter quantities solely predicted better overall performance in the task (Supplementary Fig. 4b ), whereas our results reveal that different people are better at different types of problems. Future work might usefully investigate how information integration styles relate to risk of psychiatric disorders that involve primary disturbances in cognitive and attentional processes 33, 34 , such as schizophrenia, autism and attention-deficit disorder.
Methods
Participants. Human participants (n = 40), 19-34 years of age, 25 female, were recruited from a participant pool at University College London, UK. The exclusion criteria included age (younger than 18 years of age or older than 35 years of age), neurological or psychiatric illness and psychoactive drug use. No statistical methods were used to pre-determine sample sizes, but to allow sufficient statistical power for comparisons between two groups of participants, we set the sample size to roughly double the sample size used in recent MEG studies on the dynamics of neural representations 15, 17 and to align with recent neuroimaging studies of individual differences in cognitive function 32, 35, 36 . Participants received monetary compensation for their time (£40) in addition to a small bonus (between £5 and £9) that depended on how well they performed the task. The experimental protocol was approved by University College London's local research ethics committee, and informed consent was obtained from all participants.
Task. To test the integration of diverse information into coherent decisions, we designed a decision-making task in which participants had to determine how many goals different sets of players would score (Fig. 1b) . Players could be of four different types, each scoring a different number of goals per game (1.6, 1.2, 0.6 and − 0.4). The correct decision was simply the sum of goals scored by each set of players, rounded to the closest natural number. Thus, players of different types differed in how likely they were to affect the correct decision. We set players' scoring abilities to non-integer numbers so that participants would not be able to compute the sum of goals precisely for complex sets of players. We included one player type that subtracts goals (− 0.4) to dissuade participants from ignoring player type and simply relying on the total number of players.
To ensure that participants knew well how many goals each player type scores, participants first trained on each player type separately until reaching a performance criterion (Supplementary Fig. 1 ). Then, training continued to teams consisting of two types of players, and finally to teams with three types of players. In each trial, the number of players of each type was always between one and three, and all player types were equally likely to appear in any number, alone or matched with any of the other players. Players were assigned random positions on the screen, ensuring that they did not overlap yet were as closest as possible to the centre of the screen. Feedback was provided following each decision, indicating the correct number of goals and whether decisions were 'correct' , 'incorrect' or 'very close' (within one of the correct number). Following every 10 trials or 3 consecutive 'incorrect' decisions, participants were reminded of the number of goals each player type scores. Participants then performed the main task, in which feedback and reminders were no longer provided. The task was divided into 7 blocks of trials, 48 randomly ordered trials each.
To test the effect of problem complexity on participant performance, we manipulated the number of player types that appeared together in a trial. Thus, the task included an equal number of trials with one, two, three and four player types. The experiment included all possible team configurations so as to minimize the number of times each configuration repeated. To test how time constraint affects performance, we gave participants 2 s to reach a decision in blocks 1, 3, 5 and 7, but only 1 s in blocks 2, 4 and 6. When the time for decision ended, a bar indicating zero goals appeared on the screen and participants were given just enough time (1 s + 250 ms per goal) to comfortably adjust the bar to the correct number of goals (one button press moved the bar one goal). The decision was recorded as the number of goals the bar pointed to when time expired. Participants' button presses were analysed to ensure that they did not exploit the changing response interval to derive the correct answer (Supplementary Fig. 9 ). Participants were notified before each block how much time will be available, but they did not know in advance how many player types each trial would involve, and thus, there was limited scope for adjusting their processing strategy during the experiment. Finally, to test the effect of arousal and motivation on performance, we notified participants before one of every six trials that the next trial will have a larger (× 10) effect on the monetary bonus they receive. The results of the latter manipulation are beyond the scope of this paper and will be reported elsewhere. Complementary analyses verified that none of the present study's main findings was specifically attributable to the high-stake trials. We note that performance was slightly better on these trials (bootstrap test: P = 0.02, M = + 2.5%, 95% CI: 0.4-4.8) and such trials did not show the otherwise evident relationship between time sensitivity and early player-to-goal sequenceness.
Measures of sensitivity.
As participants might be able to provide approximate, but not precise, answers by simply relying on general features of the problem (for example, the total number of players), we focused our model-free analyses on whether participants provided precisely correct answers. This was later complemented by model-based analysis that considered how close participants were to the correct answer and disentangled the different types of computations this reflected (see next subsection). To quantify the degree to which participants were affected by constraints (that is, 'sensitivity to time'), we computed participants' accuracy (the proportion of precisely correct decisions) in 2-s trials minus their accuracy in 1-s trials. To quantify how participants were affected by problem complexity when little time was available, we computed their accuracy on 1-s trials with one player type minus their accuracy on 1-s trials with four player types. We also combined both measures, after Z scoring, using principal component analysis. The first component, which weighted time and complexity sensitivity equally (coefficients = [0.71, 0.71], variance = 1.48), was used as a general measure of sensitivity. Alternative measures of these three types of sensitivities (time, complexity and combined) were derived from the principal component analysis of participant's accuracy levels in the eight different trials types (Supplementary Table  1 ). Complementary analyses showed that these principal component analysisderived measures related to the reported MEG indices (from Supplementary Fig. 8 ) in the same way as the accuracy differences measures. Decision-making model. Rounding. To gain insight into participants' decision processes, we compared multiple models in terms of how well they explained participants' decisions in the task. Model comparison proceeded in stages, where in each stage, we tested a different aspect of participants' processing. More complex models were penalized by means of the Bayesian information criterion (BIC) 37 . We first tested whether participants rounded scores before (model 1) or after (model 2) summing them up.
Model 1 ('precise scoring'; equations (1) and (2)) simply multiplies the number of players of each type with that type's scoring coefficient:
4 is the number of players of each type,
contains the scoring coefficients and σ 2 is a variance parameter that is scaled by the number of players. A decision is sampled from this posterior distribution (equation (1)) and rounded to the nearest whole number. Thus, the likelihood of a particular decision being observed is computed as follows: where in the special boundary cases of decision = 0 and decision = 10, the integral's interval starts from -∞ or ends at ∞ , respectively.
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Model 2 ('rounded scoring'; equations (1) and (2)) performs the same computation, but it rounds the scores of each type of player to the nearest integer before summing over player types.
Model 3 ('mixed precise and rounded'; equations (1)- (3)) reflects a compromise between the first two models in that its scoring coefficients are a linear combination of the two sets of coefficients:
M1 M2
where β M1 and β M2 are the coefficients from model 1 and model 2, respectively, and α is a vector of mixing coefficients. Model 3 fit best.
Incomplete processing. We next tested whether participants took into account all players. To this end, we compared the best-fitting model from the previous step (model 3) to variants of this model that ignore a certain proportion (model 4) or number (model 5) of players or account for some players by means of a default value that does not reflect player type (model 6). Model 4 ('proportional loss'; equations (2)- (5)) misses a fixed proportion of all players:
i i
where γ is the loss proportion and i indicates player type. The model computes its decision based on this lossy transformation of s:
Model 5 ('thresholded loss'; equations (2), (3), (5) and (6)) computes the decision similarly to model 4 but only misses a fixed proportion above a certain number of players:
where ε is the threshold above which players are missed. Model 6 ('regression to a default'; equations (2), (3), (7) and (8)) applies the threshold ε similarly to model 5, but instead of ignoring players, it accounts for them via a default scoring coefficient (β def ):
The division of recourses. We next tested whether participants' decisions are better explained by assuming that processing resources had to be divided between players that appeared together. To this end, we compared the bestfitting model from the previous stage (model 6) to variants of this model in which resources are divided between players, determining how precisely they are computed (model 7), how likely they are to be discriminated (model 8) or both (model 9). Model 7 ('divided resources-variance; equations (2), (3), (7) and (9)- (15)) computes more precisely the contribution of players that are allocated more resources. The model equally divides its resources (r) between the player types that appear together in the trial:
where s 0 is the number of player types and θ is a scaling factor that accounts for differences among participants in the total amount of allocated processing resources (that is, a lower θ indicates greater resource allocation). Optimal processing (o i = 1) of player type i is achieved only if resources allocated to that type exceed a value of 1:
Thus, players are divided into optimally processed (s + ) and minimally processed (s -) components:
and the optimally processed component increases decision variance less:
where
2 2
and ω defines the precision of the computation with maximal relative to minimal resource allocation. Model 8 ('divided resources-default; equations (2), (3), (9)- (12), (16) and (17)) divides processing resources similarly to model 7, but this division only determines which players are partially accounted for by a default value:
whereas precision is equal for the minimally and maximally processed components:
T def 2 Model 9 ('divided resources-variance and default'; equations (2), (3) and (9)- (16)) combines both effects of resource allocation implemented in models 7 and 8. This model fitted best.
Player prioritization. We next tested whether participants tended to prioritize some players over others. To this end, we compared between the best-fitting model from the previous stage (model 9) and variants of this model that allocate more resources to players that score more goals (model 10), to players of which type there are more (model 11) and to players that appear nearer to the centre of the screen (model 12).
Model 10 ('highest scoring'; equations (2), (3), (10)- (16) and (18)) ranks the player types that appear in the trial by the number of goals they score. Player types that do not appear in the trial are assigned a weight of 0, the highest ranked players are assigned the weight w 1 = 1 and all other players are assigned the weights ρ = As the player that subtracts goals is unique, we surmised that participants could vary in how much resources they allocated it, and thus, we included in model 10 a free parameter (υ) that allowed this player to be ranked anywhere among the three other players. Model comparison weakly favoured the addition of this latter parameter (BIC difference = 8).
Model 11 ('most numerous'; equations (2), (3), (10)- (16) and (18)) uses a similar computation to divide resources but ranks player types by how many players of each appear in the trial, whereas model 12 ('most central'; equations (2), (3), (10)- (16) and (18)) ranks player types by how close to the centre of the screen each is displayed (based on the shortest distance for any player of each type).
In addition, we also tested whether combinations of the above rankings methods could explain participants' decisions better than each ranking alone. To this end, we constructed models that combine multiple types of rankings by means of a weighted average:
where w m is the weights assigned by model m and ϕ m are non-negative mixing coefficients that sum to 1. Models 13-16 cover all possible combinations of models 10-12 (equations (2), (3), (10)- (16), (18) and (19)).
The effect of time. Finally, we tested what variation in the process that participants implemented best-explained differences in performance between 1-s and 2-s trials. To this end, we compared between the best-fitting model from the previous stage (a combination of models [10] [11] [12] and variants of this model that allowed the default scoring coefficient (model 17), the player quantity threshold for regression to the default (model 18), the decision variance with minimum (model 19) and maximum (model 20) resource allocation and processing resources capacity (model 21) to vary between 1-s and 2-s trials.
In model 17 ('default score'), the default scoring coefficient in 2-s trials is a multiple of the default scoring coefficient in 1-s trials (that is, β λβ = _ _ def 2s d ef 1s
,
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Nature HumaN BeHaviOur where λ ≥ 0). In model 18 ('default score threshold'), the number of players beyond which players are accounted for by means for the default scoring coefficient in 2-s trials is a multiple of the same threshold in 1-s trials (that is, λ ϵ = ϵ 2s 1s ). In model 19 ('decision variance with minimum resources'), the variance associated with the minimum resources component in 2-s trials is a multiple of the same variance in 1-s trials (that is, σ λσ = + + 2 s 2 1s
2 ). In model 20 ('decision variance with maximum resources'), a similar multiplication applies to the variance associated with the maximum resources component (that is, σ λσ = − − 2 s 2 1s
2 ). In model 21 ('processing capacity'), the parameter that scales the total amount of resources in 2-s trials is a multiple of the same parameter in 1-s trials (that is, θ λθ = 2 s 1s ). Finally, as model comparison provided considerable support for the last two factors (from models 20 and 21), we tested a model that incorporates both (model 22). Model 22 fitted participants' answers the best, and thus, we provide a pseudocode describing its operations for a single trial. 21 free parameters) . s← the quantity of players of each type, excluding absent types, ordered from high to low scoring.
Model 22 (
Step 1: allocate resources. Truncate w so that its length is the same as s w type ←w ordered according to player scoring ability (high to low, negative scorer position determined by free parameter) Step 2: divide players into optimally and minimally processed components. For i = 1 to the number of player types do:
Step 3: divide players into differentiated and undifferentiated components.
Step 4: compute the mean of the predicted answer.
Step 5 Model fitting. To fit the parameters of the different models to participants' decisions, we used a hierarchical expectation-maximization procedure 38 . We first sampled 10 4 random parameterizations from predefined group-level prior distributions. Then, we computed the likelihood of observing participants' choices given each parametrization and used the computed likelihoods as importance weights to resample (and fit the parameters of) the group-level prior distributions. These steps were repeated iteratively, with gradually increasing numbers of samples (starting with 10 4 samples and increasing by a factor 10 0.5 every two iterations), until stable estimates were obtained. Finally, to derive the best-fitting parameters for each individual participant, we computed a weighted mean of the final batch of parametrizations, in which each parameterization was weighted by the likelihood it assigned to the individual participant's decisions. Player coefficients (β, β def ) were modelled with normal distributions (initialized with μ = 0 and σ = 1), fractional parameters (α,ρ,ϕ) were modelled with beta (initialized with α = 1, β = 1) or Dirichlet distributions (initialized with all α = 1) as appropriate, and all other parameters were modelled with gamma distributions (initialized with k = 1, θ = 1). Modelling was performed in MATLAB (MathWorks). See Supplementary Software for the relevant code.
Model comparison.
To compare pairs of models, in terms of how well each model accounted for participants' choices, we estimated the log Bayes factor 39 by means of an integrated BIC (iBIC 36, 40 ). We estimated the evidence in favour of each model (L) as the mean likelihood of the model given 10 7 random parameterizations drawn from the fitted group-level priors (in the final model comparison, 10 7.5 random parameterizations were required to obtain stable estimates of L). We then computed the iBIC by penalizing the model evidence to account for model complexity as follows:
ln , where k is the number of fitted parameters and n is the number of participant decisions used to compute the likelihood. Lower iBIC values indicate a more parsimonious model fit. We validated our model comparison procedure by generating simulated data sets using each model and applying our procedure to recover the model that generated each data set (Supplementary Fig. 10 ).
Resource allocation. We used the model to infer the amount of processing resources that each participant allocated to each player type on each trial. To this end, we sampled 1,000 random parameterizations from the posterior probability fitted to each participant and we computed the resource allocation that each parameterization of the model yielded in each individual trial. Then, for each trial, we computed a weighted mean of the 1,000 resource allocation vectors, in which the weight of each vector was determined by the likelihood it assigned to the participant's decision on that trial. MEG acquisition. MEG was recorded continuously at 600 samples per second using a whole-head 275-channel axial gradiometer system (CTF Omega, VSM MedTech) while participants sat upright inside the scanner. A projector displayed the task on a screen ∼ 80 cm in front of the participant. Participants made responses by pressing a button box using the fingers that they found most comfortable. Pupil size and eye gaze were recorded at 250 Hz using a desktop-mounted EyeLink II eyetracker (SR Research).
MEG preprocessing. Preprocessing was performed using SPM12 (Wellcome Trust Centre for Neuroimaging, University College London, UK) and the Fieldtrip toolbox 41 in MATLAB (MathWorks). Data from two sensors were not recorded owing to a high level of noise detected in routine testing. Data were first inspected visually and three jump artefacts were removed manually. Then, independent component analysis was used to remove components that corresponded to eye blinks, eye movement and heartbeats. Based on previous experience 15, 16 , we expected stimuli to be represented in low-frequency fluctuations of the MEG signal. Thus, to remove fast-muscle artefacts and slow-movement artefacts, we band-pass filtered the data between 0.1 Hz and 20 Hz using a third-order Butterworth IIR filter. Acausal symmetric filtering was used to avoid introducing asymmetricities into the data that could bias the sequenceness analyses. Thus, stimulus responses could appear slightly before the onset of a stimulus. Finally, the data were resampled from 600 Hz to 100 Hz to conserve processing time and improve the signal-to-noise ratio. Thus, the data samples used for analysis were length 273 vectors spaced every 10 ms.
Pre-task stimulus exposure. To allow decoding from MEG of the identity and quantity of players that participants were processing, we first instructed participants to count players of each type in turn (Supplementary Fig. 5a ). On each trial, the target player type was indicated textually and then players appeared on the screen in teams similar to those used in the main task. Participants responded by pressing one of three buttons ('one' , 'two' or 'three'), continuing until they made at least 30 correct responses for each player type. To ensure robust decoding from MEG, we had players of different types differ in colour, shape, texture and semantic category [9] [10] [11] [12] [13] [14] (Fig. 1a) . Six types were used at this stage: face, frog, tomato, roundabout sign, hand and desert, and four of these were randomly picked to serve as players in the main task. Importantly, participants did not yet know what the main task would be or that the figures represent players that score goals, ensuring that no information about goals could be represented in the MEG data at this stage.
MEG decoding. Players. To train the decoder, we labelled each MEG sample from the stimulus exposure stage with a vector comprising four dimensions, one for each player type. In each trial, the target player type was labelled with its counted quantity and all other player types were labelled with zero. We then derived the relationship between the quantities and the MEG data using regularized linear CCA 42 . Regularized CCA is particularly useful for decoding players in this task as it prioritizes MEG features that provide information about multiple player types. This analysis was performed separately for each time bin between 400 ms before and 600 ms after players appeared on the screen, resulting in 101 decoders (the target player was indicated textually 250 ms before players onset, and the median response time was 666 ± 14 ms after players onset). We tested each decoder on each of the 101 time bins in a separate set of trials, using fivefold cross-validation. Decoding performance was computed as the correlation between actual and decoded player quantities, averaged across player types ( Supplementary Figs. 5b  and 6 ). Decoder training and testing were performed with each of the five settings of the CCA regularization parameter (0.5, 5, 50, 500 and 5,000). A setting of 50 yielded the best cross-validated decoding performance and was therefore used for all ensuing analyses.
Decoding performance started to increase 150 ms following players onset, and thus, we used decoders trained on all time bins following the 150-ms mark to decode player representations in the main task (46 decoders). For each time bin in the main task, decoded quantities were averaged across decoders, Z-scored across trials and baseline corrected based on the 200-ms period preceding trial onset. Decoding performance was computed separately for trials with one, two, three and four player types. As the MEG data and the decoded quantities featured pronounced alpha oscillations, the decoded time series were smoothed with a 250-ms sliding average for analyses that were concerned with persistence of representation (Figs. 2a and 4a,b) .
Answers. To decode from MEG the number of goals a participant was about to decide on, we trained CCA decoders on the relationship between participants' answers and the MEG recorded during the main task. Decoders were trained on and applied to separate subsets of trials, using fivefold cross-validation. The analysis was performed separately for each time bin of 1-s and 2-s trials.
Sequenceness measure. To investigate how different representations related to one another in time, we used a recently developed measure for the detection of sequences of representations in MEG 16 , inspired by related work on spiking dynamics in rodents 43 . 'Sequenceness' is computed as the difference between the cross-correlation of two (or more) time series with positive and negative time lags. As it focuses on asymmetries in the cross-correlation function, this measure is useful for detecting sequential relationships even between closely correlated (or anti-correlated) time series. Owing to the presence of alpha oscillations in our data and the possibility that such oscillations may reflect temporal quanta of information processing 44 , we tested for sequenceness with time lags of up to 200 ms, which is sufficient for capturing the relationship between successive alpha cycles. Cross-correlations were computed over 200-ms sliding windows and were normalized such that autocorrelations at time lag zero equals one. The difference between cross-correlations with positive and negative time lags indicated whether changes in one time series tended to be followed by similar changes in the other time series. We validated the sequenceness analysis by testing it on randomly generated correlated time series (Supplementary Fig. 11 ). See Supplementary Software for the relevant code.
Players-to-goals sequences. To determine how participants' answers evolved in MEG in relation to player representations, we computed the sequenceness between a decoded answer and a weighted sum of decoded players, in which each player is weighted by the number of goals it scores. Positive sequenceness indicates that an increase in the representation of a player was followed by an increase in the number of goals a participant was likely to decide on that is proportional to the player's scoring ability.
Player-to-player sequences. To determine whether players were represented in MEG one after the other, we first defined an ordering of players for each participant, based on the prioritization employed by the decision-making model that best fitted the participant's decisions. We then separately computed the sequenceness between the decoded time series of each pair of players, with players ordered such that positive sequenceness indicated a transition from the highpriority to the low-priority player. Finally, we averaged the computed sequenceness measures across the different pairs.
Time-series analyses. To control for multiple comparisons, we tested for significance within time series by means of a permutation test 45 . Specifically, we conducted a separate t-test for each time point and computed the sum of t-values over each stretch of consecutive time points where t-values exceeded 1.7 (corresponding to a one-tailed P value of 0.05). The data were then shuffled 10,000 times as described below, and the same procedure was carried out to find the maximum sum-of-t-values in each shuffled data set. Finally, a two-tailed P value for each stretch in the original unshuffled time series was computed as the proportion of shuffles that yielded a larger maximum sum-of-t, compared to the sum-of-t in the original stretch. When testing differences between two time series that represented two groups of participants, shuffling was achieved by randomly reassigning participants to groups. When testing a single time series for a difference from zero, shuffling was achieved by multiplying each time series by − 1 with a 0.5 probability (either the whole time series was multiplied or none of it was). All time series were smoothed with a 100-ms moving average unless otherwise noted. We validated this method by testing it on random time series generated by a zero-mean Gaussian process (Supplementary Fig. 12 ).
Other statistical tests. To mitigate the impact of potential outliers, all linear relationships between two variables were tested using robust regression on the Zscored variables with default MATLAB options (bisquare weighting, tuning constant of 4.685). Two-tailed P values were computed using a permutation test with 10,000 random permutations. Where more than one relationship was tested, P values that account for multiple comparisons were computed as the proportion of permutations for which the maximum regression coefficient across relationships was greater than the original regression coefficient. All reported statistical tests are two tailed.
Post-experiment questionnaires. Following the experiment, participants filled out a standard debriefing questionnaire in which they reported how they computed the number of goals that each team would score (Supplementary Fig. 4a ). In addition, to assess the dimensions of individual differences that could affect task performance, we had participants perform the Corsi block-tapping task 46 (excluding one participant owing to a technical issue) and the matrix reasoning component of the Wechsler abbreviated scale of intelligence 47 . In addition, we had participants fill out the analysis-holism scale 30 , the abridged autism-spectrum quotient 48 and the World Health Organization adult attention-deficit/hyperactivity disorder self-report scale 49 .
Reporting Summary. Further information on research design is available in the Nature Research Reporting Summary linked to this article.
Code availability. The custom scripts used for this study are provided as Supplementary Software and are available at https://github.com/eeldar/footballtask (sequenceness analysis and computational model) and at https://github.com/ eeldar/model-fitting (model fitting and model comparison).
Data availability. The data that support the findings of this study are available from the authors upon reasonable request.
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