In this work, we propose an innovative methodology to extend the construction of minimum and non-minimum delay perfect codes as a subset of cyclic division algebras over Q(ζ 3 ), where the signal constellations are isomorphic to the hexagonal A n 2 -rotated lattice, for any channel of any dimension n such that gcd(n, 3) = 1.
Introduction
Over the last years new coding techniques have been proposed to combat fading effects in wireless communication channels. Most of them have been proposed by considering multiple-input and multiple-output (MIMO) channels. The main goal is to maximize the spectral efficiency by using diversity techniques, in which the same information is transmitted over different and independent channels.
Perfect codes form the class of STBCs, whose construction is based on cyclic division algebras and vectorized code matrices such that they are associated to the cubic lattices in 2n-dimensional Euclidean space. Algebraically, it is equivalent to consider Z [i] n or A n 2 -rotated lattices. In the context of STBCs, the Golden code was the first perfect code found.
Elia et al. [1] generalized the procedure of the construction of perfect codes and showed their existence for any dimension when the considered codes are subsets of cyclic division algebras over the number field Q(i). However, in [1] , the authors proposed a construction of perfect codes from cyclic division algebras over the number field Q(ζ 3 ) only for the dimension n = 2 s n 1 , with s ∈ {0, 1} and n 1 is odd. For doing such a generalization we have the concept of perfect space-time codes that was introduced in [2] by the following definition: Definition 1.1 [2] A square n t × n t STBC is called a perfect code if and only if 1. the code is a full-rate linear dispersion code, where the (n tl ) coefficients representing the message symbols are drawn from the QAM or HEX constellations;
2. for every pair X 1 , X 2 of distinct code matrices, the determinant det(∆X∆X t , ∆X = X 1 −X 2 ), prior to SN R normalization, is lower bounded by a constant that is greater than zero and independent of the code size;
3. the energy required to send the linear combination of the information symbols on each layer is similar to the energy used for sending the symbols themselves (we do not increase the energy of the system in encoding the information symbols);
4. it induces uniform average transmitted energy per antenna in all l time slots, i.e., all the coded symbols in the code matrix have the same average energy.
On the constructions of perfect codes in [1] , the authors meet the property (3) by ensuring that the signalling set, obtained by the code matrix vectorization, is isometric to either QAM The procedure of the construction of perfect codes in [1] is a consequence of the existence of Z n -rotated lattices [3] from cyclic extensions of Q with odd degree n.
Also, Andrade and Carvalho [4] presented cyclic constructions of full diversity rotated Z n -lattice constellations based on algebraic number theory constructions using the theory of ideal lattices [5] , where n is any dimension. These rotated lattices were constructed through cyclic extension field of prime degree based on cyclotomic fields [6] . So we extended the procedure of the construction of perfect codes from cyclic division algebras over Q(ζ 3 ) for the family of dimension n, where n is any even degree such that 3 does not divide n.
an algebraic integer if there is a monic irreducible polynomial p(x) ∈ Z[x] such that p(α) = 0. The set O K = {α ∈ K : α is an algebraic integer} is called the ring of algebraic integers of K. It can be shown that O K , as a Z-module, has a basis {α 1 , . . . , α n } over Z called integral basis. In other words, every element α ∈ O K can be uniquely written as α = n i=1 a i α i , where a i ∈ Z, for all i = 1, 2, . . . , n. The n distinct roots of p(x), namely γ 1 , γ 2 , . . . , γ n , are the conjugates of α. If σ : K → C is a Q-homomorphism, then σ(α) = γ i , for some i = 1, 2, . . . , n. Thus there are exactly n distinct Q-homomorphisms σ i of K in C, for i = 1, 2, . . . , n, ordered in such a way that σ i is real, for i = 1, 2, . . . , r 1 , and σ j+r2 is the complex conjugate of σ j , for j = r 1 + 1, r 1 + 2, . . . , r 1 + r 2 , where n = r 1 + 2r 2 . A number field K is called totally real if r 2 = 0 and totally complex if r 1 = 0.
The trace and the norm of an element α ∈ O K are defined as the integer numbers
and the norm of I is defined by N K/Q (I) = |O K /I|, i.e., the norm of I is the cardinality of the quotient ring O K /I.
The Galois group of K/F is defined as the set of all automorphisms σ of K that fixes every element of K. The order of the Galois group is always ≤ [K : F ]. The field extension is said to be Galois if the equality holds. The field extension is called Abelian (cyclic) if the Galois group is Abelian (cyclic). So we have the following example: Example 2.1 A cyclotomic field is a number field K given by K = Q(ζ n ), where ζ n = e 2πi n , for some integer n ≥ 3, that is, ζ n is a primitive n-th root of unity. It can be shown that the field extension K/F is cyclic and [K : F ] = 
which is isomorphic to the group of units in Z/Z m and denoted as U (Z/Z m ). The ring of algebraic integers of K is denoted by O K = Z[ζ n ] and its integral basis is given by
However,
s and the Galois group Gal(K/Q)
= 2 s and, therefore, the subfield F = Q(i) of K is fixed by the cyclic group Z/2 s Z.
= 3 s and, therefore, the subfield F = Q(ζ 3 ) of K is fixed by the cyclic group Z/3 s Z.
Now we remember the basic results of factorization into irreducible elements of the ring of algebraic integers of a cyclotomic number field. Let K be a cyclotomic number field such that K is a finite algebraic extension of F (for our purpose we take F = Q(i) or Q(ζ 3 )). If P is a prime ideal in O F , then P is factorized uniquely into a product of prime ideals given by
Notice that β i ∩ O F = P. The exponent of any β i that appears in the factorization of PO K is called the ramification index of β i over P and denoted by e(β i |P) = e i . The inertial degree of β i over P is given by the degree associated to the field extension O K /β i over O K /P and denoted by f (β i |P) = f i . In other words, the norm of the ideal β i is given by
The ramification indices and the inertial degrees satisfy the relations given by
We call the primes p, P and β i that lie one below the other as a prime triplet (p; P; β i ). When we work with the cyclic Galois extension such that K is Galois over F , if β i , where 1 ≤ i ≤ r, are all the prime ideals that lie over P (with the same form that they appear in Equation (1)), then the ramification index of all the prime ideals are equal and so is the inertial degree. Therefore if e and f denote these common values, then we find the relations ef r = [K :
f , for all i = 1, . . . , n.
Cyclic algebras and space-time codes
Let K/F be a cyclic extension of degree n with Galois group G =< σ >, where σ is the generator of the cyclic group and A = (K/F, σ, γ) is its corresponding cyclic algebra of degree n, that is,
with e ∈ A such that le = eσ(l), for all l ∈ K and e n = γ ∈ F * = F − {0}. Cyclic algebras provide families of matrices by associating an element x ∈ A to the matrix of multiplication by x. For all x k ∈ K, it follows that
Formally we can associate a matrix to any element x ∈ A by using the map λ x : A → A defined by λ x (y) = xy, where y ∈ A. The matrix denoted by X related to λ x , with x = x 0 + ex 1 + · · · + e n−1 x n−1 , is given by
Therefore, via λ x , we have a matrix representation of an element x ∈ A.
Remark 3.1 The definition of the norm can also be calculated for any element of a cyclic algebra A, i.e., if x ∈ A, then the reduced norm of x is given by the determinant of its corresponding matrix X (2).
For the purpose of constructing STBCs as a subset of a cyclic algebra A with the property of the rank criterion, we consider A as a cyclic division algebra, that is, a cyclic algebra that satisfies the property of division algebra, i.e, when all its non-zero elements are invertible and hence the codeword matrices have nonzero determinants.
Thus the following proposition is a criterion to decide whether the STBCs satisfy the rank criterion: Proposition 3.1 [7] , [8] The algebra A = (K/F, σ, γ) of degree n is a division algebra if the smallest positive integer t such that γ t is the norm of some element in
Other important results for the study of the norm of any element of a cyclic algebra A are given by the following proposition and its corresponding corollary:
is a cyclic algebra, then the reduced norm of an element of A belongs to F .
Based on the concept of factorization of an ideal pO F in cyclotomic number fields K, we will give some examples of constructions of cyclic division algebras (K/F, σ, γ). For that we present the following results:
Theorem 3.1 [9] Let K be a degree-n Galois extension of a number field F and let P be a prime ideal in O F that is below the prime ideal
where f is the multiplicative order of p modulo m. [9] showed that if Gal(K/F ) = σ , with [K : F ] = n, then the cyclic algebra (K/F, σ, γ) is a division algebra if γ ∈ P \ P 2 , for some prime triplet (p, P, β), with f (P|β) = n, where p is and integer prime, P is a prime ideal in O F and β is a prime ideal in O K . Now we have the following example of construction of cyclic division algebras:
Remark 3.2 Kiran and Sundar
Example 3.1 Let K be the cyclotomic number field given by K = Q(ζ 2 s+2 ), for s ≥ 1 and F = Q(i). Let β 1 be one of the prime ideals in Z[ζ 2 s+2 ], which lies above p = 5. The multiplicative order of 5 module 2 s+2 is equal
)/f (β 1 |p) = 2 distinct prime ideals, β 1 and β 2 (see, [9] , p. 2989 for details).
Without loss of generality, we assume 
Therefore, for each s ≥ 1, there are families of cyclic division algebras given by (K/F, σ, γ) (see [9] for details).
Based on Theorem 3.1 and Remark 3.2 we will find, in the following proposition, a new family of cyclic division algebras:
, for all x ∈ K * = K − {0} and j = 1, 2, . . . , 3 s+1 − 1, and there is a family of cyclic division algebras (K/F, σ, γ).
Proof. Let β 1 be one of the prime ideals in Z[ζ 3 s+1 ] which lies above p = 7. The multiplicative order of 7 module 3 s+1 is equal to f (β 1 |p) = 3 s (see [9] , p. 2990 for details). Since gcd(7,
, by Theorem 3.2, it follows that the ideal 7Z[ζ 3 s+1 ] splits into ϕ(3 s+1 )/f (β 1 |p) = 2 distinct prime ideals β 1 and β 2 (see [9] , p. 2990 for details). [1] proposed a new family of cyclic division algebras given by the following example: Example 3.2 Let K be a cyclotomic number field given by K = Q(ζ 2 s+2 ), for s ≥ 1 and F = Q(i)
for all x ∈ K − {0} and j = 1, 2, . . . , 2 s+2 − 1. Therefore, for each s ≥ 1, we find a family of cyclic division algebras (K/F, σ, γ).
Space-time codes from cyclic division algebras
. Let K and σ be a n-degree cyclic Galois extension of F and a generator of the Galois group Gal(K/F ), respectively. Now let {β 1 , . . . , β n } form an integral basis for
Notice that the sets A QAM (β 1 , . . . , β n ) and A HEX (β 1 , . . . , β n ) are linear combinations of the basis elements β i with coefficients lying in A QAM and A HEX , respectively.
By [8] , a STBC can be obtained by the set C, where C is given by
for all x i ∈ K. Now since each codeword X contains n coefficients x i and each one of them being a linear combination of n information symbols, it follows that cyclic algebras naturally yields full-rate STBCs.
Oggier et al. [2] showed that the STBCs obtained as the subset of the space matrices (3) are linear-dispersion space-time codes and these matrices can be seen from the expansion below
where l i = n−1 j=0 f ij β j . In order to show that the signal constellation has the property of good shaping, Elia et al. [1] used the fact that the sets {lay(X)|, X ∈ A QAM } and {lay(X)|, X ∈ A HEX } are isometric to the sets A HEX , respectively. We can rearrange the entries of the code matrix X in a layer by layer fashion to form a vector lay(X) = λf , where lay(X) is given by the matrix
and we also have
where
and B i is given by
where 1 appears in the first n − i entries and γ appears in the next i entries, for i = 0, 1, . . . , n − 1. It is possible to choose an integral basis {β 1 , . . . , β n } such that the normalized matrix is given by
where κ ∈ F .
Non-vanishing determinant property
In [1] we have that the determinant of every matrix that represents an element of a cyclic algebra lies in F = Q(i) or Q(ζ 3 ). They also showed that if γ = a b , where a, b ∈ O F , by scaling the entries of the columns 2, 3, . . . , n of a code matrix in the space-time code C by the element b ∈ O F , then the entries in the scaled matrix lies in O K . Thus the determinant of a scaled matrix lies in
Therefore the determinant of the unscaled matrices lies in the set 1 b n−1 O F and, in this set, the magnitude of every element is bounded below by 1 |b| n−1 . So the nonvanishing determinant property of the STBCs constructed follows since the difference of any two elements is in the cyclic division algebra.
We can see that the main difference between the works [2] and [1] is that [2] only chooses the non-norm element γ to be a root of unity in O K , while [1] uses elements with denominators. If one fixes the constraint that γ is indeed a root of unity, then the codes cannot exist in other dimensions than 2, 3, 4, 6, as shown by Berhuy et al. [10] .
Constellation shaping and uniform energy property
In this subsection we extend the procedure of the construction of perfect codes given by [1] . Notice that if we want to construct a perfect code C such that C is isometric to either the set A (4), (5), (6), (7) and Proposition 3.1 it is necessary to consider the unitary matrix U (G) and the element γ ∈ F * such that |γ| = 1 and γ i = N K/F (x), for all x ∈ K * = K −{0} and i = 1, . . . , n − 1, where K/F is a n-degree cyclic extension. So, after that, we consider the cyclic division algebra A = (K/F, σ, γ) associated to this construction.
Boutros and Viterbo [11] proposed a procedure to construct unitary matrices isomorphic to the Z[i]
nlattice (cubic form) for the dimension n = 2 s1 3 s2 , where s 1 , s 2 ∈ {0, 1, · · · }. Based on this construction, Elia et al. proposed a new family of perfect codes for the specific case n = 2 s n 1 , where n 1 is odd, and here we describe this family in the following example: Example 3.3 Let K/F be a n = 2 s -degree cyclic Galois extension, where K = Q(ζ 2 s+2 ), for s ≥ 1, and F = Q(i). where G is given by the matrix (7). Let σ be a generator of the Galois group associated to the extension K/F . For each positive integer s, there are γ ∈ F * such that γ is a non-norm element given by the Example 3.2 and a perfect code from the cyclic division algebra A = (K/F, σ, γ).
Based on the constructed Z n -rotated lattices obtained from the n 1 -degree cyclic extension field L/Q, Elia et al. [1] proposed a family of perfect codes given by the following example:
Example 3.4 Let K/F be a n 1 -degree cyclic Galois extension, where n 1 is odd and F = Q(i). Thus, there is a unitary matrix U (G) of the form U (G) = κG isomorphic to the Z [i] n1 -lattice, where G is given by the matrix (7). Let σ be a generator of the Galois group associated to the field extension K/F . Then there are γ ∈ F * such that γ is a non-norm element given by the Example 3.2 and a perfect code from the cyclic division algebra A = (K/F, σ, γ).
Based on the procedure of the construction of perfect codes in the Examples (3.3) and (3.4), Elia et al. obtained a general procedure for the construction of perfect codes from the cyclic field extension K/F of degree n = 2 s n 1 , where n 1 is odd: Example 3.5 Let K/F be a n = 2 s n 1 -degree cyclic Galois extension, where n 1 is odd and F = Q(i). Thus there is a unitary matrix U (G) of the form U (G) = κG isomorphic to the Z[i] 2 s n1 -lattice, where G is given by the matrix (7) . Let σ be a generator of the Galois group associated to the field extension K/F . For each positive integer s, there are γ ∈ F * such that γ is a non-norm element given by the Example 3.2 and a perfect code from the cyclic division algebra A = (K/F, σ, γ).
For the case F = Q(ζ 3 ), Elia et al. constructed families of perfect codes from a n = 2 s n 1 -degree cyclic field extension K/F , with s ∈ {0, 1}. For this case, the unitary matrices U (G) are isomorphic to the
Recently, Andrade and Carvalho [4] proposed an explicit construction of unitary matrices for the case n = n 2 , where n 2 is an even positive integer. Thus we can find a family of unitary matrices isomorphic to the A n2 2 -lattice when n 2 is an even positive integer.
In the appendix 2 we have the procedure of the construction of unitary matrices for the case n = 3 s and F = Q(ζ 3 ), where s ≥ 1. However, in this case, these unitary matrices are isomorphic to the A n 2 -lattice. Therefore when we apply the Kronecker product on the resulting matrices, that is, for the cases n = 3 s and n = n 2 , it will yield us a unitary matrix U (G) for the general case n = 3 s n 2 . Observe that, in this work, we will restrict our attention to the HEX case, that is, when F = Q(ζ 3 ). Now we will present the following propositions: Proposition 3.4 Let K be a cyclotomic number field given by K = Q(ζ 3 s+1 ), with s ≥ 1 and F = Q(ζ 3 ). In this case there are unitary matrices U (G) of the form U (G) = κG isomorphic to the Z[ζ 3 ] 3 s -lattice, where G is given by the matrix (7). Let σ be a generator of the Galois group associated to the extension K/F . Then, for each positive integer s, there are γ ∈ F * such that γ is a non-norm element in the cyclic field extension K/F and a perfect code from the cyclic division algebra A = (K/F, σ, γ).
Proof. By the Example 2.1 we have that K/F is a 3 sdegree cyclic field extension. For each s, by Proposition 3.3, we find β 1 = 3 + ζ 3 and β 2 = 2 − ζ 3 being distinct prime ideals in Z[ζ 3 s+1 ] such that β j 1 and β
for all x ∈ K − {0} and j = 1, 2, · · · , 3 s+1 − 1. Thus, for each integer s, we find γ = β1 β2 such that |γ| = 1 and γ j = N K/F (x), for all x ∈ K − {0} and j = 1, 2, · · · , 3 s+1 − 1. Therefore, for each s ≥ 1, we find a family of cyclic division algebras (K/F, σ, γ). Finally, in the Appendix 2, we find unitary matrices U (G) isomorphic to the A n 2 -lattice for the dimension n = 3 s .
Proposition 3.5 Let F = Q(ζ 3 ) and K be a cyclotomic number field given by K = Q(ζ p ), where p ≡ 1 (mod n 2 ), gcd(n 2 , 3) = 1 and n 2 is an even positive integer. In this case, there are unitary matrices U (G n2 ) of the form U (G n2 ) = κG n2 isomorphic to the Z[ζ 3 ] n2 -lattice, where G n2 is given by matrix (7). Let σ be a generator of the Galois group associated to the extension K/F . Then there are γ ∈ F * such that γ is a non-norm element in the cyclic extension field K/F and a perfect code from the cyclic division algebra A = (K/F, σ, γ).
Proof. The proof of this proposition follows directly from the results of Andrade and Carvalho [4] . So we need the following steps:
1. Pick an odd prime p ≡ 1(mod n 2 ) (by a theorem of Direchlet);
2. Let ω = ζ p = e 5. Take λ such that λ(r − 1) ≡ 1(mod p) and take z = ω λ α(1 − ω);
6. Let σ be an automorphism defined by σ(ω) = ω r and
The element x lies in the subfield K 1 of Q(ω) fixed by the subgroup σ n2 generated by σ n2 . This subfield K 1 is an extension of Q of degree n 2 . Then the matrix U (G n2 ) is unitary and given by
Since Q(ω) and Q(ζ 3 ) are linearly disjoint over Q, it follows that K = K 1 (ζ 3 ) is a cyclic extension field over Q(ζ 3 ) and the elements x, σ(x), . . . , σ n2−1 (x) form an integral basis for K/Q(ζ 3 ). More specifically, the first row of U (G n2 ) is given by
for j = 0, · · · , n 2 − 1 and the rest of the circulant matrix is given by
Now an algorithm to construct an ideal lattice is given by:
1. Choose an even dimension n 2 ; 2. Compute a prime p such that p ≡ 1 (mod n 2 ) and n 2 | 6. Compute M the matrix of the lattice, which contains as first column σ i (x), for i = 0, 1, . . . , n 2 − 1, and as other columns a cyclic shift of the first column; 7. Finally, normalize the matrix M to get the determinant equal to 1.
In Appendix 1 we can see that when we can take γ = β1 β2 in the way given by Proposition 3.4, we find γ ∈ F such that |γ| = 1 and γ j = N K/F (x), for all x ∈ K − {0} and j = 1, . . . , n 2 − 1. Now we consider the general case n = 3 s n 2 . So we will need the following lemma:
Let K be a composition of l Galois extensions L i over Q of co-prime degrees n i . Assuming that there exist unitary matrices U (G ni ), for all i = 1, 2, · · · , l, it follows that the Kronecker product of these matrices is a unitary matrix of order n × n given by U (G n ), where n = l i=1 n i . In particular, when n = 3 s n 2 and F = Q(ζ 3 ), we can use the Kronecker product of these matrices constructed separately for the cases n = n 2 , where n 2 is an even integer, and n = 3 s .
After these conclusions and results we present, in the following proposition, a general result for the construction of perfect codes over HEX constellations: Proposition 3.6 Let K/F be a cyclic Galois extension field of degree n = 3 s n 2 > 1, where n 2 is even and gcd(3, n 2 ) = 1. Let σ be a generator of the Galois group associated to extension K/F . Then, for each s, there are γ ∈ F * such that γ is a non-norm element in the extension K/F and a perfect code C as a subset of the cyclic division algebra (K/F, σ, γ).
Conclusion
The new class of perfect space-time codes obtained keeps the same properties as the codes proposed by Elia et.al [1] . However, in this case, the good shaping associated to the lattices is given by A n 2 -rotated lattices. This work has only focused on the theoretical part and the tests and simulations will be realized in future works.
Appendix 1: Finding a unit-magnitude element γ
In this appendix we present a non-norm element γ in F = Q(ζ 3 ). By Theorem 3.1, it is equivalent to find a prime ideal in Z[ζ 3 ], whose inertial degree f in K/F is f = [K : F ] = n. For our propose, we use the next theorem: lattice. K is an algebraic extension of F = Q(ζ 3 ) of degree
So let us denote θ 1 = θ, θ 2 , . . . , θ n/2 the complex roots of µ θ (x), which define the n/2 distinct field Q-homomorphisms σ 1 (θ) = θ 1 , σ 2 (θ) = θ 2 , . . . , σ n/2 (θ) = θ n/2 .
To construct a complex lattice Λ of dimension n/2 we apply the canonical embedding to the ring of integers O K = Z[ζ 3 ](θ) generated by {1, θ, θ 2 , . . . , θ n/2−1 }. Thus, using the same arguments as in [11] , we can observe that µ θ (x) = x n + (P + P )x n/2 + 1.
Now that we have the general form of the minimal polynomial we still need to determine which of the n roots of unity must be chosen to apply the canonical embedding. Let θ k = e iφ k , k = 1, . . . , n/2, be the unknown roots of m(x) which we want to determine. P is the product of the n/2 roots laying on the unity circle P = e iψ , -π ≤ ψ < π.
In [11] it is shown that if µ θ (x) has integer coefficients, so P + P = e iψ + e −iψ = 2cosψ ∈ Z,
which implies ψ = ±π/3, ±π/2, ±2π/3. Boutros and Viterbo [11] have shown that the possible values for the roots of m(x) are valid for the cases N = 2n and N = 3n. Then the values of ψ are −π/2 and −2π/3, and these values correspond to the polynomials of the type x n + x n/2 + 1, where = 0 and = 1, respectively. However we want µ θ (x) = x n + (P + P )x n/2 + 1 ∈ Z, so the admissible values of ψ are ±π/2 and ±2π/3. Notice that if ψ = ±π/2, by Equation (13), we obtain P = e ±i π 2 ∈ Z[i]. Therefore we conclude that the minimal polynomial m(x) = x n/2 + P ∈ Z[i]. On the other hand, if ψ = ±2π/3, by Equation (13), we obtain P = e 2 -rotated lattices for the dimensions n = 2 s1 , for s 1 = 1, 2, . . ., and n = 2 s1 3 s2 , for s 1 = 0, 1, 2, . . . and s 2 = 1, 2, . . ., respectively. For our purpose in this work we only have interest in the case n = 2 s1 3 s2 , for s 1 = 1 and s 2 = 1, 2, . . ..
