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Abstract
Hartle’s generalized quantum mechanics in the sum-over-histories formalism
is used to describe a nonabelian gauge theory. Predictions are made for certain
alternatives, with particular attention given to coarse grainings involving the
constraint. In this way, the theory is compared to other quantum-mechanical
descriptions of gauge theories in which the constraints are imposed by hand.
The vanishing of the momentum space constraint is seen to hold, both through
a simple formal argument and via a more careful description of the Lorentzian
path integral as defined on a spacetime lattice. The configuration space re-
alization of the constraint is shown to behave in a more complicated fashion.
For some coarse grainings, we recover the known result from an abelian theory,
that coarse grainings by values of the constraint either predict its vanishing
or fail to decohere. However, sets of alternatives defined in terms of a more
complicated quantity in the abelian case are exhibited where definite predic-
tions can be made which disagree with the assumption that the constraints
vanish. Finally, the configuration space sum-over-histories theory is exhibited
in a manifestly Lorentz-invariant formulation.
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I. INTRODUCTION
General relativity (GR) possesses a symmetry, namely diffeomorphism invariance. In the
3 + 1 formulation, this divides into time reparametrization invariance and the nonabelian
gauge group of spatial diffeomorphisms [1]. A technique for formulating quantum gravity,
such as a generalized quantum mechanics defined by a sum over histories, will have to
address the issues raised by these invariances, such as how (or whether) to enforce the
constraints which the invariances imply. It is thus useful to examine proposed quantum
formulations of GR by considering simpler theories exhibiting a subset of these invariances
or similar ones. Previous work has applied the generalized quantum mechanics program to
the reparametrization-invariant theory of a relativistic world line [2,3] and to abelian gauge
theory [2]. In this paper, we formulate a generalized quantum mechanics of a nonabelian
gauge theory, and examine the predictions for some alternatives.
The role of this work with regard to the vast body of knowledge on Yang-Mills or non-
abelian gauge theories (see [4] for a review) is twofold: First, this is the first application
of a “decoherence functional” or “consistent histories” method to their quantization.1 As
such, the focus is not primarily upon using such a theory for the practical consideration
of the strong or weak interaction, but as a toy model which exhibits some features of GR.
However, even as a quantization of a nonabelian gauge theory itself, both the generalized
quantum mechanics formalism and this implementation thereof deal with different aspects
of the theory than are usually considered. The alternatives for which generalized quantum
mechanics predicts probabilities are not limited to projections onto eigenstates of operators
at a single moment of time, but include alternatives defined by field averages over spacetime
regions, which are inaccessible in a theory based on states and wave function reduction.
This broader class of alternatives is especially of interest in connection with GR, where it
is undesirable to single out a particular time variable for a conventional quantization. In
addition, the considerations herein are predominantly nonperturbative, as contrasted with
the usual perturbative scattering problems addressed in most practical treatments of Yang-
Mills theory. On the other hand, the rich subject of topological aspects of nonabelian gauge
theories is not considered, and any potential global properties are in fact ignored by our
assumptions about the behavior of fields at spatial infinity.
A second accomplishment of this paper is that technical aspects of the path integrals
involved in quantizing a nonabelian gauge theory are more carefully considered than in
the standard literature. Delicate issues involved in the time slicing of an explicit (“skele-
tonized”) construction of the Lorentzian path integral (sections III and IVC) are dealt with
which are described only formally or implicitly in standard treatments such as [6]. Also,
1Recent work [5] considers decoherence effects in the quantum cosmology of massive gauge fields,
However, that work differs from the present enterprise in that the gauge fields are there seen as
a model of matter coupled to gravity, while we consider massless gauge fields as a toy model for
vacuum gravity itself. Even more significant is that while they study decoherence effects, it is
in the context of a WKB quantization scheme, rather than a generalized quantum mechanics or
consistent histories approach.
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section VI exhibits a formal description of this quantization scheme which is manifestly
Lorentz invariant.
The plan of this paper is as follows: The review of nonabelian gauge theory in Section II
establishes the perspective and notational conventions for the rest of the paper. We also
provide therein a brief description of the generalized quantum mechanics formalism and a
heuristic recipe for applying it to the theory of interest.
Section III describes the explicit implementation of that application, both as a formal
path integral and in a spacetime lattice approximation2 to the path integral. Technology
is developed therein for handling the lattice expressions (in particular the time slicing)
explicitly, which should be of use in other treatments of path integrals as well. In the
latter half of the section, we verify explicitly that the implementation is gauge invariant.
We also show there that our sum-over-histories expression agrees, in its description of the
propagator, with the results of a reduced phase space canonical operator theory in which
the constraints (Gauss’s law) are enforced before quantization. In our generalized quantum
mechanics formulation, the constraints are not enforced identically–as they are in a reduced
phase space implementation–but are quantities whose values must be predicted by the theory.
Thus the prediction of probabilities for the values of the constraints occupies most of our
attention in the remainder of the paper.
Section IV considers one subset of all possible alternatives which defines a “phase space”
realization (as defined in section IVA) of the physical gauge fields. The predictions of such a
theory are found to be consistent with the vanishing of the constraints for nearly all such sets
of alternatives, and thus to agree with those of a reduced phase space canonical theory. In
section V we consider another subset of the allowed alternatives in which the gauge electric
field is realized in terms of the potentials rather than their conjugate momenta. Since the
momenta are then not restricted by the alternatives, we perform the integrals over them and
reduce our theory to a “configuration space” one. Now, defining the constraints by their
configuration space realizations, we find the two most significant results of the paper. In
section VC we see that for some quantities which vanish when the constraints are satisfied
we recover the result of [2] for electromagnetism, namely, either the quantities vanish with
probability one or quantum mechanical interference prevents us from assigning probabilities
to possible outcomes. We also verify that there are coarse grainings which fall into the first
category. However, the result does not necessarily hold for all quantities which vanish in
the presence of the constraints, and in section VD we exhibit such a quantity in the abelian
theory of electromagnetism for which we predict a nonzero probability of an alternative
inconsistent with the constraints. Since this set of alternatives involves averages of fields
over time, it is not accessible in less general quantum Yang-Mills theories. From a spacetime
point of view, it is sensible that the constraints do not have a special status in this theory,
being just one component of the equations of motion.
Finally, section VI verifies that the configuration space theory is Lorentz-invariant by
casting the formal path integral in a form where that invariance is manifest, even in the
2This is not in the sense of lattice gauge theory with its Euclidean lattice, Wilson loops, etc., but
simply a means to provide what Hatfield [7] calls a constructive definition of the path integral.
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attachment of the initial and final states.
II. FORMULATION
A. Nonabelian gauge theories
1. Fields
In this section we set out the conventions used herein to describe a nonabelian gauge
theory (NAGT) in flat spacetime with the metric diag(−1, 1, 1, 1).
The gauge group is described by Hermitian generators {Ta} with real, totally antisym-
metric structure constants {f cab}: [Ta, Tb] = if cabTc.3
A gauge transformation is described by a matrix U = eigΛa(x)Ta . The connection is a
four-vector Aa(x) with components {Aaµ(x)}, which transforms under infinitesimal gauge
transformations according to
δAaµ = −∇µ δΛa − gf cabAcµδΛb. (2.1)
If we define a covariant derivative
Dµ = ∇µ + igAaµTa, (2.2)
it transforms according to
Dµ → UDµU−1. (2.3)
This means that if ψ is an isovector, i.e., a vector in the same space as the matrices {Ta}
which transforms under gauge transformations according to ψ → Uψ, the covariant gradient
of ψ will transform the same way:
Dµψ(x)→ UDµψ(x). (2.4)
The field strength tensor is
GaµνTa =
[Dµ, Dν ]
ig
. (2.5)
In a particular Lorentz frame, we divide the connection Aa into scalar and vector poten-
tials ϕa and Aa:
ϕa = A
0
a (2.6a)
Aa = A
i
aei (2.6b)
and the field strength tensor into gauge electric and magnetic fields E and B:
3Repeated indices are summed over.
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Eia = G
0i
a (2.7a)
Bia =
1
2
ǫijkGjka (2.7b)
where ǫijk is the Levi-Civita symbol. The gauge electric and magnetic fields can then be
expressed in terms of the scalar and vector potentials as
Ea = −A˙a −∇ϕa − gf cabAcϕb (2.8a)
Ba =∇×Aa + 1
2
gf cabAc ×Ab. (2.8b)
The gauge electric and magnetic fields can be shown to transform under gauge transfor-
mations as follows:
EaTa → UEaTaU−1 (2.9a)
BaTa → UBaTaU−1, (2.9b)
which becomes, for an infinitesimal transformation,
δEa = −gf cabδΛbEc (2.10a)
δBa = −gf cabδΛbBc. (2.10b)
This is the transformation property of an isovector in the adjoint representation, in which
the generators are represented by (T c)ab = −if cab, so we will often drop the index from E or
B and consider it to be an isovector in the adjoint representation. The connection Aa has
an inhomogeneous piece in its transformation law (2.1), so it is not a true isovector, but we
will represent it as one notationally. Thus the gauge electric field can be written as
E = −A˙−Dϕ, (2.11)
where we have realized D in the adjoint representation as
Dab = δab∇+ gf
c
abAc. (2.12)
2. Classical equations of motion
The action for a NAGT in the absence of matter is
S =
∫
d4xL = −
∫
d4x
1
4
Gµνa G
a
µν =
∫
d4x
1
2
(E2 −B2). (2.13)
The conjugate momenta in a particular reference frame are found by differentiating the
Lagrangian density L with respect to A˙µ = ∂tAµ:
π0 =
DL
Dϕ˙ = 0 (2.14a)
pi =
DL
DA˙ = A˙+Dϕ = −E. (2.14b)
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The Hamiltonian density is given by
H[A,pi] = A˙ · pi − L = 1
2
pi
2 +
1
2
B2 − pi ·Dϕ
= H[A,pi]− pi ·Dϕ (2.15)
and Hamilton’s equations of motion are
A˙ = pi −Dϕ (2.16a)
Dtpi = D×B (2.16b)
D · pi = 0. (2.16c)
Equation (2.16c) involves no time derivatives, so it is the constraint of this NAGT, which
we call K = D · pi.
B. Generalized quantum mechanics
1. Formalism and definitions
We will use Hartle’s generalized quantum mechanics formalism [8]. The three fundamen-
tal elements of this theory are the possible histories of the system (“fine-grained histories”),
allowable partitions of the histories into classes {cα} so that each history is contained in
exactly one class (“coarse grainings”), and a complex matrix D(α, α′) corresponding to each
coarse graining (“decoherence functional”). The decoherence functional must satisfy the
following properties.
Hermiticity:
D(α′, α) = D∗(α, α′). (2.17a)
Positivity of diagonal elements:
D(α, α) ≥ 0. (2.17b)
Normalization: ∑
α
∑
α′
D(α, α′) = 1. (2.17c)
Superposition: If {cβ} is a coarse graining constructed by combining classes in {cα} to
form larger classes (“a coarser graining”), i.e., cβ =
⋃
α∈β
cα, the decoherence functional for
{cβ} can be constructed from the one for {cα} by
D(β, β ′) =
∑
α∈β
∑
α′∈β′
D(α, α′). (2.17d)
When the decoherence functional is diagonal, or nearly so:
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D(α, α′) ≈ δαα′pα, (2.18)
we say the alternatives exhibit medium decoherence, and identify the diagonal elements {pα}
as probabilities of the alternatives {cα}. In fact, all that is necessary for the {pα} to obey
the probability sum rules is a less restrictive condition known as weak decoherence:
ReD(α, α′) ≈ δαα′pα. (2.19)
When we refer to “decoherence” with no modifier, we will implicitly mean medium de-
coherence. When the alternatives do not decohere at least weakly, quantum mechanical
interference prevents the theory from assigning probabilities to them.
As an example of how a decoherence functional is constructed, consider nonrelativistic
operator quantum mechanics. The decoherence functional is a generalization of the usual
formula for the probability that a measurement at a time t of a quantity modeled by an
operator Q̂ will yield a result in a range ∆α, if the system is described by a density matrix
ρ at time t′:
pα =
∫
Q∈∆α
dQ〈Q|e−i(t−t′)Ĥρei(t−t′)Ĥ |Q〉
= Tr
[
Pαe
−i(t−t′)Ĥρei(t−t
′)Ĥ
]
. (2.20)
A possible outcome of the measurement (an alternative) is described by a projection operator
Pα =
∫
Q∈∆α
dQ|Q〉〈Q|, (2.21)
and the complete set of alternatives obeys∑
α
Pα = 11 (2.22a)
PαPβ = δαβPα. (2.22b)
If we generalize to the case of an initial state ρ′ and a final state ρ′′ (the case of “no final
condition” is described by ρ′′ = 11), as well as a series of n sets of alternatives at times {ti},
each of which is described by a set of projection operators {P iαi}, where∑
αi
Pαi = 11 (2.23a)
PαiPβi = δαiβiPαi , (2.23b)
the description in terms of probabilities must be replaced by a decoherence functional de-
scription:
D(α, α′) =
Tr[ρ′′Cαρ′C
†
α′ ]
Tr[ρ′′e−i(t′′−t′)Ĥρ′ei(t′′−t′)Ĥ ]
, (2.24)
where Cα is the chain of projections corresponding to a particular series of alternatives out
of the series of sets:
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Cα = e
−i(t′′−tn)ĤP nαne
−i(tn−tn−1)ĤP n−1αn−1 . . .
× . . . P 2α2e−i(t2−t1)ĤP 1α1e−i(t1−t
′)Ĥ . (2.25)
It is straightforward to show that when the class operator consists of a single projection
(Cα = e
−i(t′′−t)ĤPαe−i(t−t
′)Ĥ) and there is no final condition (ρ′′ = 11), the decoherence
functional reduces exactly to the diagonal form in (2.18) with the probabilities given by the
familiar form (2.20).
As a consequence of (2.23a) the class operator obeys
∑
α
Cα = e
−i(t′′−t′)Ĥ . (2.26)
In the sum-over-histories formulation (which exists for the preceding nonrelativistic quan-
tum mechanics example as well as for the NAGT which is the focus of this paper), the chain
of projections Cα is replaced by a class operator whose matrix elements are defined via a
path integral, as described below.
2. Application to a NAGT
To formulate a NAGT in generalized quantum mechanics, we follow a procedure similar
to the one described in [2] for electromagnetism (E&M).
Since we want to express the theory in terms of a sum over histories without reference
to a Hilbert space, we replace the initial density matrix ρ′ with a set of wave functionals4
{Ψj[A′]} with corresponding non-negative weights (or “probabilities”) {p′j}. (In a Hilbert
space theory this would mean defining ρ′ =
∑
j |Ψj〉p′j〈Ψj|.) Similarly, the final state is now
defined by a set of wave functionals {Φi[A′′]} and weights {p′′i }, which replace the density
matrix ρ′′.
The wave functionals are taken to be functionals of scalar and vector potential configu-
rations on an initial or final surface of constant time, as appropriate.5 They are assumed to
obey the operator form of the constraints π0 = 0 and D · pi = 0:
D
Dϕ′Ψ[A
′, t′) = 0 (2.27a)
D · DDA′Ψ[A
′, t′) = 0 (2.27b)
4We establish the convention here that the arguments of functionals are enclosed in square brack-
ets, and that a field with a prime or index such as A′′ or AM indicates a field configuration as a
function of spatial position x only, while an unadorned field such as A refers to a function defined
for all spacetime points x.
5Ψ[A′, t′) is a functional of field configurations {A′(x)} and a function of time t′, whence the
hybrid parentheses.
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and likewise for Φ[A′′, t′′). (Since the wave functionals are independent of the scalar potential
ϕ, we will henceforth write the first argument as the three-vector A′ rather than the four-
vector A′.) Equation (2.27b) is analogous to the momentum constraint in GR, while (2.27a)
corresponds to the lack of dependence of the wave functional for quantum GR on the shift
vector Ni.
With these conventions, we replace the definition (2.24) for the decoherence functional
with
D(α, α′) =
∑
i,j
p′′i 〈Φi|Cα|Ψj〉〈Φi|Cα′|Ψj〉∗p′j∑
i,j
p′′i |〈Φi|Cu|Ψj〉|2p′j
. (2.28)
Here the quantity 〈Φi|Cα|Ψj〉 is analogous to a matrix element of the class operator for the
class cα, but it is constructed by a sum over the histories in the class cα, weighted by the
initial and final wave functionals Ψj and Φi evaluated at the endpoints A
′ and A′′ of the
history. Schematically:
〈Φi|Cα|Ψj〉 =
∑
history∈α
Φ∗i [A
′′]eiS[history]Ψj [A′]. (2.29)
It is convenient to refer to a “class operator Cα” even in the sum-over-histories theory, and
when we do, we mean the object defined by (2.29). Cu is the class operator corresponding
to the class cu of all paths, which is just the propagator.
Having described schematically the construction of the decoherence functional, we now
specify the other two elements which describe the generalized quantum mechanics. The fine
grained histories summed over are complete field configurations A(x) [and also pi(x) if we
are considering a phase space formulation] in the region between the initial and final time
slices. The allowable coarse grainings are limited to gauge invariant partitions of the fields.
III. CLASS OPERATORS IN THE PATH INTEGRAL FORMULATION
A. Overview
This section describes in detail how to implement the sum over histories heuristically
described in (2.29). In section IIIB we express this as a formal path integral. Section IIIC
contains an explicit realization of this integral on a discrete spacetime lattice, where the
lattice spacing is to be taken to be infinitesimally small.6 The following two sections demon-
strate that the particular details chosen in section IIIC were suitable by showing that the
path integral has desired properties. In section IIID, the sum-over-histories expression for
6It should be stated once again that we are not doing Lattice Gauge Theory in anything like the
usual sense. The action is expressed directly in terms of fields defined at each lattice point and
not in terms of the “links” defining a “plaquette”. In addition, our spacetime lattice is Lorentzian
rather than Euclidean.
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the class operator Cu corresponding to the class cu of all paths is shown to equal, up to
a constant multiplicative factor, the propagator eiĤredT in a reduced phase space canoni-
cal theory. In section III E the path integral is shown to be unchanged under the discrete
equivalent of a gauge transformation, in the limit that the lattice spacing goes to zero.
B. Formal expression
We express the sum over histories (2.29) via a path integral which is formally written as
〈Φ|Cα|Ψ〉 = (3.1)∫
α
D4AD3πΦ∗[A′′, t′′) δ[G]∆G[A,pi]eiScan[A,pi]Ψ[A′, t′),
where the gauge condition is G = 0 and ∆G is the corresponding Fadeev-Popov gauge-fixing
determinant. It was originally defined in [6] in terms of the Poisson bracket:
∆G = | det{G,K}|. (3.2a)
Other useful (and equivalent) definitions are (see e.g., [7])
∆G =
∣∣∣∣∣det
[DGΛ
DΛ
]∣∣∣∣∣ (3.2b)
and
1
∆G
=
∫
DΛ δ[GΛ −G], (3.2c)
where Λ is the parameter defining a gauge transformation which takes G into GΛ.
Finally, the canonical action is
Scan =
∫
d4x
(
A˙ · pi −H[A,pi]
)
=
∫
d4x
(
A˙ · pi − 1
2
pi
2 − 1
2
B2 + pi ·Dϕ
)
. (3.3)
If we assume7 that ϕ vanishes at spatial infinity, we can integrate by parts8 to obtain
7Throughout this paper we will neglect any global issues such as the Gribov ambiguity [9] and
assume that fields can be taken to vanish at spatial infinity.
8It is worth pointing out once explicitly that the covariant gradient D behaves like the ordinary
gradient under integration by parts. Examining αDβ = αa∇βa + f
c
abαaβbAc, we see that the
first term integrates by parts as usual, and the second term also picks up a minus sign under the
interchange of α and β due to the antisymmetry of f cab. Thus αDβ =∇(αβ) − βDα.
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Scan =
∫
d4x
(
A˙ · pi − 1
2
pi
2 − 1
2
B2 − ϕD · pi
)
. (3.4)
The expression (3.1) involves the full set of phase space variables, but we will also use it
as the starting point for the configuration space formulation. If our coarse graining makes
no reference to the conjugate momentum pi, we can work in a gauge which does not restrict
pi and integrate it out to obtain
〈Φ|Cα|Ψ〉 =
∫
α
D4AΦ∗[A′′, t′′)δ[G]∆G[A]eiS[A]Ψ[A′, t′), (3.5)
where S is the (configuration space) action (2.13) and for the purposes of this formal ex-
pression, a constant factor has been absorbed into D4A.
C. Lattice realization
To give a concrete meaning to the formal path integral in (3.1), we imagine it to be defined
on an arbitrarily small lattice; the spatial volume is divided into lattice elements of volume
δ3x and the time interval from t′ to t′′ is divided into slices of separation δt = t
′′−t′
J+1
≡ T
J+1
.
The lattice expression for the class operator is then
〈Φ|Cα|Ψ〉 =
∫
D4AJ+1Φ∗
[
AJ+1, t′′
)
×
(
0∏
M=J
∫
D4AMD3πM exp
{
iδt
∫
d3x
(
A˙M · piM −H
[
A
M
,piM
]
− ϕMDM · piM
)})
×
(
J+2∏
M=0
δ
[
GM
]
∆GM
)
Ψ
[
A0, t′
)
eα [A,pi] , (3.6)
where the “barred” quantities indicate temporal averages:
A
M
=
AM+1 + AM
2
, 0 ≤ M ≤ J (3.6a)
D
M
ab = δab∇+ gf
c
abA
M
c (3.6b)
and the lattice expression for the “velocity” is
A˙M =
AM+1 −AM
δt
, 0 ≤M ≤ J. (3.6c)
The expression (3.6) reflects the fact that since the “velocity” A˙M is naturally associated
with a point halfway between the coordinate lattice slices labeled M and M +1 by (3.6c), it
is sensible to associate the conjugate momenta piM with those points as well, in light of the
term A˙M ·piM . This means that to maintain manifest time reversal symmetry we should not
associate piM with AM or AM+1, but instead with A
M
. The gauge-fixing expressions GM
11
and ∆GM are also assumed to be expressed in terms of the averaged fields
{
A
M
}
whenever
their complexity prevents an unambiguous definition in terms of the
{
AM
}
alone.9
The factor of eα is a functional of the paths which is unity for any path in the class cα
and vanishes for any path not in cα.
The remaining functional integrals
{
D4AM
}
and
{
D3πM
}
are over functions of the spatial
coo¨rdinate x. We leave consideration of the spatial dependence somewhat formal, because all
of the complications involved in describing the gradients on the lattice basically appear, and
more seriously, in the temporal direction. We will thus be speaking as though the spacetime
function A(x) is broken up into a series of functions of a continuous spatial variable x:{
AM(x)
}
. However, we can ultimately consider the following lattice resolutions for the
functional integrals and delta functions:
DAMµ =∏
a,x
NAdA
Mµ
a (x) (3.7a)
DπMi =∏
a,x
Nπdπ
Mi
a (x) (3.7b)
δ
[
AMµ
]
=
∏
a,x
δ(AMµa (x))/NA (3.7c)
δ
[
πMi
]
=
∏
a,x
δ(πMia (x))/Nπ, (3.7d)
where NA and Nπ are arbitrary normalization constants which obey
NANπ =
δ3x
2π
. (3.8)
{This definition is chosen to give the desirable properties (3.27) for potential and momentum
eigenstates in the corresponding operator theory. See also equation (6.228) of [10].}
Since (3.8) only defines a relation between NA and Nπ, there is still an arbitrary factor
in the definitions of the measures (3.7). It is reassuring to verify that the class operator
matrix elements 〈Φ|Cα|Ψ〉 defined by (3.6) are independent of that arbitrary factor so that
for instance if we double NA (and thus halve Nπ), they are unchanged. To do this correctly,
we must also keep in mind that the wave functionals Ψ[A′] and Φ[A′′] also depend on the
value of NA as follows. Let the wave functionals be normalized according to∫
D3A′δ[G[A′]]∆G[A′]|Ψ [A′]|2 = 1. (3.9)
9The reason why there are J + 3 gauge conditions
{
GM
}
is most easily seen in the temporal
gauge ϕ ≡ 0. On a lattice this corresponds to the J + 2 conditions
{
ϕM = 0, 0 ≤M ≤ J + 1
}
.
However, there is residual gauge freedom in the temporal gauge, since a gauge transformation by
a parameter Λ(x) [see (2.1)] which is independent of the time t will preserve the temporal gauge
condition ϕ ≡ 0. To completely fix the gauge, then, we would need to specify one other quantity
over all space at a particular time. This is the last of the J + 3 gauge conditions.
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Since there is a factor of N 3A (where NA =
∏
a,xNA and Nπ =
∏
a,xNπ) associated with the
measure D3A′ and a factor of N−1A associated with the gauge fixing delta function δ[G′],
there must be a factor of N−2A associated with the square of the wave functional so that
the factors all cancel out. That is, if we double NA, we must halve Ψ[A′] to maintain
the normalization (3.9). Considering the expression (3.6), if we multiply together all the
normalization factors (NA for each DAMµ, Nπ for each DπMi, N−1A for each δ[GM ], and N−1A
for each wave functional) we have
N 4AN−1A (N 4AN 3π )J+1(N−1A )J+3N−1A
= N 3J+3A N 3J+3π =
∏
a,x
(
δ3x
2π
)3J+3
(3.10)
and the arbitrariness of the normalization NA does indeed cancel out of (3.6).
D. Relation to reduced phase space theory
To illustrate why the details of (3.6) were chosen, we show in this section that it gives the
same expression, up to a normalization constant, for the propagator Cu as would be obtained
from a canonical theory working with only the “physical degrees of freedom”. [Comparisons
of (3.6) to the reduced phase space results for particular coarse grainings will be considered
in later sections.] This derivation is essentially the one given in [6], taken in reverse order
and with more attention paid to the details of the lattice.
First, we observe that there are J + 2 coo¨rdinate variables
{
AM(x)
}
but only J + 1
averaged variables
{
A
M
(x)
}
. We can define A
J+1
to be a linear combination of the
{
AM
}
independent of the J+1 other
{
A
M
}
, normalized so that the change of variables from
{
AM
}
to
{
A
M
}
has unit determinant and
J+1∏
M=0
dAMµa (x) =
J+1∏
M=0
dA
Mµ
a (x). (3.11)
{One such choice is AJ+1 = 2J [AJ+1 + (−1)J+1A0].} Since neither the velocity term A˙ · pi
nor the initial and final wave functionals depends on the scalar potential ϕ, it only enters
(3.6) through the “genuine” averages
{
ϕM , 0 ≤M ≤ J
}
, and thus the class operator is
independent of ϕJ+1. It is then natural to choose ϕJ+1(x) = 0 as one of our J+3 time slices
worth of gauge conditions. The corresponding Fadeev-Popov determinant is
∆ϕJ+1 = det[Dt]|ϕ=0 = det[∂t], (3.12)
which is a constant. Overall constant (i.e., the same for all α) factors in the class operator
〈Φ|Cα|Ψ〉 will cancel out in the expression (2.28) for the decoherence functional and will not
effect the physics.
For this demonstration, it is simplest to choose as the bulk of the gauge conditions the
axial gauge, in which the component of A along some fixed unit vector en vanishes:
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en ·A(x) ≡ An(x) = 0. (3.13)
The Fadeev-Popov determinant of this gauge condition is
∆An = det[−Dn]|An=0 = det[−∂n], (3.14)
another constant. The remaining components of the vector potential are
A⊥ = A− Anen. (3.15)
Thus the class operator becomes
〈Φ|Cα|Ψ〉 =
∫
D2AJ+1⊥ Φ∗
[
AJ+1⊥ , t
′′) det[∂t] det[−∂n]
×
(
0∏
M=J
∫
D2AM⊥ DϕMD3πM exp
{
iδt
∫
d3x
(
A˙M⊥ · piM⊥ −H
[
A
M
⊥ ,pi
M
]
− ϕMDM · piM
)}
det[−∂n]
)
×Ψ
[
A0⊥, t
′) eα[A,pi]. (3.16)
To specialize to the propagator Cu, which is defined by a sum over all paths, we set
eα = 1. We can perform each of the ϕ integrals to obtain∫
DϕM exp
(
−iδt
∫
d3xϕMD
M · piM
)
=
∏
a,x
∫
NAdϕ
M
a (x) exp
[
−iδt δ3xϕMa (x)
(
D
M · piM
)
a
(x)
]
=
∏
a,x
NA
2π
δ3xδt
δ
( (
D
M · piM
)
a
(x)
)
= δ
[
D
M · piM
]
δT−1, (3.17)
where we have defined the infinite constant
δT =
∏
a,x
δt. (3.18)
In a reduced phase space theory, the gauge component (here An) of the coo¨rdinate is
taken to vanish, and the corresponding component of the conjugate momentum is restricted
to the value which causes the constraint to be satisfied. [Since the Lagrange multipliers
(here the scalar potential ϕ) multiply identically enforced constraints, they do not appear
in the Lagrangian.] In the axial gauge, this means that πn has the value which ensures
K = D · pi = 0, or
Dnπn = ∂nπn = −D⊥ · pi⊥. (3.19)
We define a functional which accomplishes that:
πn [A
′
⊥,pi
′
⊥,x) =
∫ xn
dx′n(−D′⊥ · pi′⊥)(x⊥ + enx′n)
= −
(
∂−1n D
′
⊥ · pi′⊥
)
(x). (3.20)
Returning to the sum-over-histories expression, we observe that the delta function from
(3.17) enforcing the constraint can be rewritten
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δ
[
D
M · piM
]
= δ
[
πMn − πn
[
A
M
⊥ ,pi
M
⊥
] ] ∣∣∣∣∣det
[ DπMn
DKM
]∣∣∣∣∣ . (3.21)
Recalling (3.2a) we identify the determinant in the expression above as the reciprocal of the
Fadeev-Popov determinant, since
∆An = |det[{An, K}]| = det
[DK
Dπn
]
= det[Dn]. (3.22)
Thus we can combine the Fadeev-Popov determinant with the ϕ integral producing the delta
function (3.21) to obtain
δ
[
A
M
n
]
∆
A
M
n
∫
DϕM exp
(
−iδt
∫
d3xϕMD
M · piM
)
= δ
[
A
M
n
]
δ
[
πMn − πn
[
A
M
⊥ ,pi
M
⊥
] ]
δT−1, (3.23)
which means we can rewrite the propagator as
〈Φ|Cu|Ψ〉 =
∫
D2AJ+1⊥ Φ∗
[
AJ+1⊥ , t
′′) det[∂t] det[−∂n]
×δT−1
(
0∏
M=J
∫
D2AM⊥ D2πM⊥
× exp
{
iδt
∫
d3x
(
A˙M⊥ · piM⊥ −Hred
[
A
M
⊥ ,pi
M
⊥
])})
×Ψ
[
A0⊥, t
′) , (3.24)
where Hred is the reduced Hamiltonian density
Hred[A′⊥,pi′⊥] = H[A′⊥,pi′⊥ + enπn[A′⊥,pi′⊥]]. (3.25)
To convert (3.24) into a canonical operator form of the propagator, we consider eigen-
states of the “physical” coo¨ordinate and momentum operators:
Â⊥|A′⊥〉 = A′⊥|A′⊥〉 p̂i⊥|pi′⊥〉 = pi′⊥|pi′⊥〉, (3.26)
normalized so that
〈A′′⊥|A′⊥〉 = δ[A′′⊥ −A′⊥] (3.27a)
〈A′⊥|pi′⊥〉 = exp
(
i
∫
d3xA′⊥ · pi′⊥
)
, (3.27b)
which implies, via (3.7-3.8), that
〈pi′′⊥|pi′⊥〉 = δ[pi′′⊥ − pi′⊥]. (3.27c)
A state vector corresponding to each wave functional is then defined by
|Ψ〉 =
∫
D2A′⊥|A′⊥〉Ψ[A′⊥]. (3.28)
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The operator form of the reduced Hamiltonian density has an ambiguity because of the
operator ordering of the term 1
2
(πn[A
′
⊥,pi
′
⊥])
2. A natural10 choice is Weyl ordering [12],
which has the property that
〈A′′⊥|Ŵ (F [A⊥,pi⊥]) |A′⊥〉 =
∫
D2π′⊥F
[
A′⊥ +A
′′
⊥
2
,pi′⊥
]
〈A′′⊥|pi′⊥〉〈pi′⊥|A′⊥〉
=
∫
D2π′⊥F
[
A′⊥ +A
′′
⊥
2
,pi′⊥
]
exp
[
i
∫
d3x(A′′⊥ −A′⊥) · pi′⊥
]
. (3.29)
Thus, defining Ĥred = Ŵ(Hred), we can rewrite∫
D2πM⊥ exp
{
iδt
∫
d3x
(
A˙M⊥ · piM⊥ −Hred
[
A
M
⊥ ,pi
M
⊥
])}
=
∫
D2πM⊥
{
1− iδt
∫
d3xHred
[
AM⊥ +A
M+1
⊥
2
,piM⊥
]
+O((δt)2)
}
exp
[
i
∫
d3x
(
AM+1⊥ −AM⊥
)
· piM⊥
]
=
〈
AM+1⊥
∣∣∣ [1− iδt ∫ d3xĤred +O((δt)2)] ∣∣∣AM⊥ 〉 , (3.30)
so that, dropping terms of order (δt)2,
〈Φ|Cu|Ψ〉 =
∫
D2AJ+1⊥
〈
Φ(t′′)
∣∣∣AJ+1⊥ 〉 det[∂t] det[−∂n]δT−1
×
[
0∏
M=J
∫
D2AM⊥
〈
AM+1⊥
∣∣∣ exp(−iδt ∫ d3xĤred) ∣∣∣AM⊥ 〉
] 〈
A0⊥
∣∣∣Ψ(t′)〉 . (3.31)
Using the fact that ∫
D2AM⊥ |AM⊥ 〉〈AM⊥ | = 1, (3.32)
we see that this differs from the operator expression
〈Φ|e−iĤredT |Ψ〉 (3.33)
only by the factor of det[∂t] det[−∂n]δT−1, which is a constant. From (2.28), we see that
multiplying the class operator by a constant factor has no effect on the decoherence func-
tional.
10Different choices of operator ordering will typically lead to different lattice realizations than the
one in (3.6), although no systematic description of the correspondence is known to the author.
Two simple examples of alternate operator ordering are one in which all the Â’s are placed to the
right of all the p̂i’s and one in which the p̂i’s are to the right of the Â’s. The former will lead to
a lattice expression in which piM and A˙M are associated with AM , while the latter will associate
pi
M and A˙M with AM+1. Weyl ordering is preferable to either of these two because the midpoint
rule to which it leads does not pick out the future or the past as a preferred direction in time.
The midpoint rule was also originally advocated by Feynman {equation (20) in [11]} as the natural
skeletonization of a path.
16
E. Gauge invariance
We will now show that the theory described by (3.6) is gauge invariant. We do this
explicitly and in detail because the standard demonstration [6] makes use of a canonical
transformation, which should be ill-defined at the endpoints of the integration due to the
fact that the path integral (3.6) has one more configuration space integration than phase
space integration. Put otherwise, if A
M
and piM are linked by a canonical transformation,
there is no piJ+1 to which the extra degree of freedom A
J+1
corresponds.
First, we must describe how to implement an infinitesimal gauge transformation
δAaµ = −∇µδΛa − gf cabAcµδΛb (3.34a)
δpia = −gf cabpicδΛb (3.34b)
on a lattice. We replace the continuous function δΛ(x) with functions
{
δΛM(x)
}
defined on
lattice slices 0 through J +1. The transformation for the vector potential can then be taken
as
δAMa = −∇δΛMa − gf cabAMc δΛMb , (3.35)
but there is no simple translation of the scalar potential transformation law because of the
time derivative. More practical than the transformation of AM given in (3.35) will be its
implications for transformations of the time derivative A˙M and midpoint averageA
M
. Using
the fact that
AM+1BM+1 − AMBM
δt
=
(
AM+1 −AM
)
δt
(
BM+1 +BM
)
2
+
(
AM+1 + AM
)
2
(
BM+1 − BM
)
δt
= A˙MB
M
+ A
M
B˙M , (3.36)
we see that (3.35) implies
δA˙Ma = −∇δΛ˙Ma − gf cab
(
A˙Mc δΛ
M
b +A
M
c δΛ˙
M
b
)
, (3.37)
which is exactly what one might write down from the corresponding continuum expression
δA˙a = −∇δΛ˙a − gf cab
(
A˙cδΛb +AcδΛ˙b
)
. (3.38)
The case is not quite so simple with the averages. Since
1
2
(
AM+1BM+1 + AMBM
)
=
1
4
(
AM+1 + AM
) (
BM+1 +BM
)
+
1
4
(
AM+1 − AM
) (
BM+1 −BM
)
= A
M
B
M
+
(δt)2
4
A˙M B˙M , (3.39)
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we have
δA
M
a = −∇δΛMa − gf cab
(
A
M
c δΛ
M
b +
(δt)2
4
A˙Mc δΛ˙
M
b
)
, (3.40)
which differs from the na¨ıve analog of (3.35) by a term proportional to (δt)2. However, we
can neglect this term by the following familiar argument [13]: as the lattice spacing δt goes
to zero, the factor of exp[−iδt ∫ d3x(pi2/2 − pi · A˙)] will oscillate rapidly and suppress the
path integral if A˙ is more singular than (δt)−1/2. Likewise, if we concern ourselves only with
gauge transformations which take histories which are sufficiently nonsingular to contribute
to the path integral into other such histories, (3.37) tells us that the δΛ˙ should also blow up
no faster than (δt)−1/2 as δt → 0. Counting the factors of δt in the upper bounds, we see
that the extra term in (3.40) should be at worst proportional to δt and thus be negligible
for sufficiently small lattice spacing. Thus we can use the simpler formula
δA
M
a = −∇δΛMa − gf cabAMc δΛMb . (3.40′)
The transformation laws for the conjugate momentum and scalar potential can be defined
by analogy to (3.40′). As observed in Sec. IIID the scalar potential only enters the class
operator via its averaged values (assuming that ϕJ+1 = 0 is always taken as a gauge choice),
and so we only need to know how to transform ϕ and not ϕ. Since ϕ and pi are defined
midway between lattice points, we prescribe transformation laws which are the obvious
lattice realizations of (3.34):
δϕMa = δΛ˙
M
a − gf cabϕMc δΛMb (3.41a)
δpiMa = −gf cabpiMc δΛMb . (3.41b)
Now we show that under such a gauge transformation, the expression (3.6) for the class
operator is unchanged. First, we examine the measure for the path integral. The demon-
strations for D3AM , DϕM and D3πM are all essentially the same, so we show it explicitly
only for D3AM . Under the gauge transformation AM → A˜M = AM + δAM , we have
∏
a
dA˜Mia (x) =
(∏
a
dAMia (x)
)
det
{
∂A˜Mib (x)
∂AMic (x)
}
. (3.42)
The Jacobian matrix is
∂A˜Mib (x)
∂AMic (x)
= δbc +
∂ δAMib (x)
∂AMic (x)
= δbc − gf cbdδΛMd (x). (3.43)
Using the standard matrix result that to lowest order in δa, det(1 + δa) = 1+Tr δa, we see
that the Jacobian for the transformation is
det
{
∂A˜Mib (x)
∂AMic (x)
}
= 1− f bbdδΛMd (x) = 1 (3.44)
where we have used the fact that the structure constants are totally antisymmetric. This
tells us that
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D3A˜M = D3AM , (3.45a)
and the demonstrations that
Dϕ˜M = DϕM (3.45b)
and
D3π˜M = D3πM (3.45c)
proceed similarly.
Next we consider the canonical action density [i.e., A˙ ·pi minus the Hamiltonian density;
cf. (3.3)]. The demonstration is simplest if we undo the integration by parts to write it in
the form
A˙M · piM + piM ·DMϕM − 1
2
(
pi
M
)2 − 1
2
(
BM
)2
= −EM · piM − 1
2
(
pi
M
)2 − 1
2
(
BM
)2
, (3.46)
where we have defined the lattice realizations of the electric and magnetic fields by analogy
to (2.11) and (2.8b):
EM = −A˙M −DMϕM (3.47a)
and
BMa =∇×AMa +
1
2
gf cabA
M
c ×AMb . (3.47b)
The conjugate momentum pi is defined by (3.41b) to transform as an isovector. The trans-
formations of E and B are
δEMa = −δA˙Ma −
(
DδϕM
)
a
− gf cabδAMc ϕMb (3.48a)
δBMa =∇× δAMa + gf cabδAMc ×AMb , (3.48b)
which can be shown, with a little algebra, to give the expected isovector transformations:
δEMa = −gf cabEMc δΛMb (3.49a)
δBMa = −gf cabBMc δΛMb . (3.49b)
So, since piM , EM and BM all transform as isovectors,
(
pi
M
)2
,
(
BM
)2
and EM · piM are
gauge invariant quantities, and
˙˜
AM · p˜iM + p˜iM · D˜M ϕ˜M − 1
2
(
p˜i
M
)2 − 1
2
(
B˜M
)2
= A˙M · piM + piM ·DMϕM − 1
2
(
pi
M
)2 − 1
2
(
BM
)2
.
(3.50)
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The gauge fixing delta function becomes δ
[
G˜M
]
. Using (3.2c) to write the Fadeev-Popov
determinant as
1
∆G
=
∫
DΛ′δ[GΛ′ −G], (3.51)
where GΛ
′
indicates the result of a gauge transformation on G by the dummy variable Λ′(x),
we see that the effect of a gauge transformation by Λ(x) is
1
∆˜G
=
1
∆ΛG
=
∫
DΛ′δ[GΛ′·Λ −GΛ]. (3.52)
Changing the variable of integration to Λ′′ = Λ′ ·Λ (the gauge transformation accomplished
by successive application of Λ′ and Λ), we have (using formal invariance of the group measure;
see section 7.5 of [10] for more details)
1
∆˜G
=
∫
DΛ′′δ[GΛ′′ − G˜] = 1
∆
G˜
. (3.53)
Coarse graining only by gauge-invariant alternatives means that a path {A˜, p˜i} is in the
class cα if and only if the corresponding path {A,pi} is, so
eα[A˜, p˜i] = eα[A,pi]. (3.54)
Finally, we consider the behavior of the wave functionals Φ∗ and Ψ.
Ψ[A˜′] = Ψ[A′ + δA′] = Ψ[A′] +
∫
d3x δA′(x) · DΨDA′(x)
= Ψ[A′]−
∫
d3x (D′δΛ′)(x) · DΨDA′(x) . (3.55)
Upon integrating by parts, this becomes
Ψ[A˜′] = Ψ[A′] +
∫
d3x δΛ′D′ · DΨDA′ = Ψ[A
′], (3.56)
where we have used (2.27b) in the last step.
Now, we relabel the variables A and pi in (3.6) by A˜ and p˜i and use (3.45), (3.50), (3.53),
(3.54) and (3.56) to convert the expression to
〈Φ|Cα|Ψ〉 =
∫
D3A˜J+1Φ∗
[
A˜J+1, t′′
)
×
(
0∏
M=J
∫
D3A˜MDϕ˜MD3π˜M exp
{
iδt
∫
d3x
(
˙˜
A
M
· p˜iM −H
[
A˜M, p˜iM
]
− ϕ˜MD˜M · p˜iM
)})
×
(
J+1∏
M=0
δ
[
G˜M
]
∆˜GM
)
Ψ
[
A˜0, t′
)
eα[A˜, p˜i]
=
∫
D3AJ+1Φ∗
[
AJ+1, t′′
)
×
(
0∏
M=J
∫
D3AMDϕMD3πM exp
{
iδt
∫
d3x
(
A˙M · piM −H
[
A
M
,piM
]
− ϕMDM · piM
)})
×
(
J+1∏
M=0
δ
[
G˜M
]
∆
G˜M
)
Ψ
[
A0, t′
)
eα[A,pi], (3.57)
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which shows that the expressions for the class operators are the same whether the gauge is
G = 0 or G˜ = 0.
IV. PHASE SPACE RESULTS
A. Allowed alternatives
In the previous section, we described a sum-over-histories construction of the class oper-
ators (and hence the decoherence functional) for a NAGT. For the class operators to have
the desirable properties detailed therein, the alternatives considered need only be gauge-
invariant coarse grainings of the connection A and the conjugate momentum pi. However,
in practice we will not be interested in arbitrary gauge-invariant quantities, but only the
physical quantities of the theory, namely the gauge electric and magnetic fields and the co-
variant derivative. In a phase space formulation, those are identified with the isovectors −pi,
B and Dµ, respectively. Thus we define physical phase space coarse grainings to be those
in which the gauge electric field is identified with −pi and the gauge magnetic field with B.
(The physical phase space theory is then a subset of the phase space theory described in
section III.)
We can partition the histories by the values of arbitrary isoscalars (gauge invariant quan-
tities) constructed from the physically allowed isovectors. Since the length of an isovector is
an isoscalar, coarse graining by the length of isovectors is allowed. It is more convenient to
think of this sort of coarse graining as specifying in which of a set of regions in isospace an
isovector lies, where all the regions are rotationally invariant. From now on, when we talk
about coarse graining by isovectors, this is what we mean.
B. Constraints
So a general “physical” coarse graining can involve functionals of pi, B, D, and Dt. If we
consider the subset of coarse grainings which involves the first three but not the covariant
time derivative Dt, we see that it involves only the vector potential A and the conjugate
momentum pi, and not the scalar potential ϕ. If we work in a gauge which also leaves ϕ
unrestricted, we can perform the path integral over ϕ to obtain∫
Dϕ exp
(
i
∫
d4xϕD · pi
)
= δ[D · pi/2π], (4.1)
and (3.1) becomes
〈Φ|Cα|Ψ〉 =
∫
α
D3AD3πΦ∗[A′′, t′′) det[2π] (4.2)
×δ[K]δ[G]∆G[A,pi]eiScan[A,pi]Ψ[A′, t′).
In particular, if we coarse grain by values of the constraint K = D ·pi, the delta function
will cause the class operator to vanish for any class which does not include D · pi = 0, i.e.,
the constraint satisfied. If exactly one class includes that condition, then, it will have the
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only non-vanishing class operator, and the only non-vanishing element of the decoherence
functional will be the diagonal element corresponding to that alternative. This will then
allow the assignment of probabilities, namely, a probability of 1 for the alternative in which
the constraint is satisfied and 0 for all others.
Now we make this formal demonstration more precise. Given our choice of lattice ex-
pressions, it should be clear that the relevant quantities are the following functions defined
on each slice: {
KM(x) =
(
D
M · piM
)
(x)
}
. (4.3)
If we work in a gauge which sets ϕJ+1 to zero and does not otherwise restrict ϕ, we can
perform the ϕ integrals as in (3.17) and obtain from (3.6) [recalling (3.12)]
〈Φ|Cα|Ψ〉 =
∫
D3AJ+1Φ∗
[
AJ+1, t′′
)
det[∂t]
×
(
0∏
M=J
∫
D3AMD3πM exp
{
iδt
∫
d3x
(
A˙M · piM −H
[
A
M
,piM
])}
δ
[
KM
]
δT−1
)
×
(
J+1∏
M=0
δ
[
GM
]
∆GM
)
Ψ
[
A0, t′
)
eα [A,pi] . (4.4)
The δ
[
KM
]
causes the class operator to vanish for any coarse graining not consistent with
all the
{
KM
}
vanishing everywhere. Thus if we coarse grain by an average of the constraint
over some spacetime region, which will correspond to some average over the
{
KM
}
, the only
non-zero element of the decoherence functional will be the diagonal one corresponding to
that average vanishing.
C. Comparison to reduced phase space theory
In a reduced phase space canonical theory, as described in section IIID, the alternatives
are defined by projections onto eigenstates of physical operators. Working in the axial gauge,
the operator corresponding to the gauge electric field is [cf. (3.20)]
−
(
p̂i⊥ − en∂−1n D̂⊥ · p̂i⊥
)
(4.5a)
and that corresponding to the gauge magnetic field is
B̂a =∇× Âa⊥ +
1
2
gf cabÂ
c
⊥ × Âb⊥. (4.5b)
The operator for the covariant gradient is D̂ab = δab∇ + gf
c
abÂ
c
⊥, but it is less clear how
to convert Dabt = δab∂t − gf cabϕc into an operator built out of Â⊥ and p̂i⊥. First of all, we
need to consider the time derivatives of Â⊥ and p̂i⊥. In an operator theory, one identifies
the time derivatives at one moment of time via the Heisenberg equations of motion:
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∂tÂ⊥ = i
[
Ĥred, Â⊥
]
= p̂i⊥ + Ŵ
(
D⊥∂−2n D⊥ · pi⊥
)
(4.6a)
∂tp̂i
a
⊥ = i
[
Ĥred, p̂i
a
⊥
]
= −11⊥ ·
(
D̂⊥ × B̂
)a
−gf cabŴ
( (
∂−2n D⊥ · pi⊥
)c
pi
b
⊥
)
, (4.6b)
where
11⊥ = 11− en ⊗ en (4.7)
is the tensor which projects onto the “perpendicular” directions. If we identify
ϕ̂ = −∂−2n D̂⊥ · p̂i⊥, (4.8)
and remember that the final operator expressions should always be Weyl-ordered, equations
(4.6) give the operator versions of −E⊥ = pi⊥ [two of the components of (2.16a)] and the
Maxwell’s equation Dtpi⊥ = −(D×B)⊥ [two of the components of (2.16b)], respectively.
We also have
π̂n = ∂nϕ̂, (4.9)
which is the third component of (2.16a). So the operator realization of Dabt is
δab∂t + gf
c
ab∂
−2
n
(
D̂⊥ · p̂i⊥
)
c
, (4.10)
where the effects of ∂t on other operators are given by (4.6). Of course, in a sum-over-
histories formulation, attempts to describe instantaneous values of time derivatives do not
yield sensible results due to the non-differentiability of the paths. Instead, we coarse grain by
time derivatives averaged over time, which correspond to coarse grainings by the difference
between values of a quantity at two finitely separated instants of time.
As described in section IIB 1, probabilities in the usual operator quantum mechanics
are described by expectation values of projection operators, while in an operator generalized
quantum mechanics [8], an alternative cα corresponds to a class operator Cα which is defined
as in (2.25) by a chain of such projections:
Cα = e
−iĤred(t′′−tn)P nαn (4.11)
×
 1∏
i=n−1
e−iĤred(ti+1−ti)P iαi
 e−iĤred(t1−t′).
If we generalize further, and allow a class operator to be not just a single chain of projections,
but a sum of such chains, we can describe more general alternatives, such as coarse grainings
by time averages. The operator expression corresponding to a coarse-grained class operator
would be defined by assigning to each class cα a sum of chains of projections:
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Cα =
∑
{αi}∈α
e−iĤred(t
′′−tn)P nαn (4.11
′)
×
 1∏
i=n−1
e−iĤred(ti+1−ti)P iαi
 e−iĤred(t1−t′).
This will be equivalent to the corresponding sum-over-histories expression if we can replace
the projections with restricted integrations on lattice slices. First, consider a projection onto
a range of the coo¨rdinate A⊥:
P i∆i =
∫
D2Aι⊥ |Aι⊥〉 e∆i [Aι⊥] 〈Aι⊥| , (4.12)
where
e∆i[A
ι
⊥] =
{
0, Aι⊥ /∈ ∆i
1, Aι⊥ ∈ ∆i (4.13)
is the indicator function for the region ∆i in the space of field configurations {Aι⊥(x)}. To
examine the effect that this projection has on the class operator, assume that we have taken
our lattice spacing small enough that δt < ti+1 − ti, ti − ti−1 so that if tI is the latest time
slice before ti (i.e., tI+1 ≥ ti ≥ tI), no other projections lie in the interval (tI , tI+1). Then
the effect of the projection is to modify the right-hand side of (3.30) to be, to first order in
δt, 〈
AI+1⊥
∣∣∣ [1− i(tI+1 − ti)Ĥred]
×P i∆i
[
1− i(ti − tI)Ĥred
] ∣∣∣AI⊥〉
=
〈
AI+1⊥
∣∣∣ (1− iδtĤred) ∣∣∣AI⊥〉 (4.14)
×
(
tI+1 − ti
δt
e∆i
[
AI+1⊥
]
+
ti − tI
δt
e∆i
[
AI⊥
])
.
In the sum-over-histories formulation, we would choose an Aι⊥ most closely corresponding
to A⊥(ti) and one factor in the indicator function eα would be e∆i [A
ι
⊥]. Given the spirit of
our lattice resolution, that is clearly A
I
⊥. There is a discrepancy between the expressions
e∆i
[
A
I
⊥
]
(4.15a)
and
tI+1 − ti
δt
e∆i
[
AI+1⊥
]
+
ti − tI
δt
e∆i
[
AI⊥
]
, (4.15b)
even when ti = tI +
δt
2
. However, it can be seen as an artifact of the lattice; we argued in
section III E that as δt→ 0, the difference between AI⊥, AI+1⊥ , and AI⊥ vanishes like (δt)1/2,
so we expect both expressions to give the same results in that limit. {It is interesting to
note that (4.15a) and (4.15b) are reminiscent of equations (20) and (19), respectively, of
Feynman’s original paper on path integrals [11].}
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Here we should consider a moment just what “projections onto ranges of A⊥” means,
physically. After all, A is a gauge-dependent quantity, so it cannot be the expression which
determines the coarse graining in (3.6) independent of the gauge choice G. The two quanti-
ties of interest constructed fromA areD and B. Since B, as defined by (2.8b), depends only
on the vector potential A at a single time, a field configuration B(x) can be determined from
a field configuration A(x) alone. In fact, the gauge freedom means there are many configu-
rations of A which lead to the same B configuration, so there is a one-to-one correspondence
between field configurations B(x) and gauge-fixed field configurations A⊥(x).
If we project by values of pi,
P i∆i =
∫
D2πι⊥ |piι⊥〉 e∆i [piι⊥] 〈piι⊥| , (4.16)
we find that to first order in δt〈
AI+1⊥
∣∣∣ e−iĤred(tI+1−ti)P i∆ie−iĤred(ti−tI ) ∣∣∣AI⊥〉
=
∫
D2πκ⊥D2Aι⊥D2πι⊥
〈
AI+1⊥
∣∣∣piκ⊥〉 〈piκ⊥ |Aι⊥〉 〈Aι⊥|piι⊥〉 〈piι⊥ ∣∣∣AI⊥〉
×
{
tI+1 − ti
δt
(
1− iδtHred
[
AI+1⊥ +A
ι
⊥
2
,piκ⊥
])
e∆i [pi
ι
⊥]
+
ti − tI
δt
(
1− iδtHred
[
Aι⊥ +A
I
⊥
2
,piι⊥
])
e∆i [pi
κ
⊥]
}
. (4.17)
If we argue that in the limit δt→ 0 we can replace Aι⊥ with AI⊥ in the first term and AI+1⊥
in the second term, we recover the sum-over-histories expression∫
D2πι⊥
〈
AI+1⊥
∣∣∣piι⊥〉 〈piι⊥ ∣∣∣AI⊥〉
×
(
1− iδtHred
[
AI+1⊥ +A
I
⊥
2
,piι⊥
])
e∆i [pi
ι
⊥] . (4.18)
Now we consider physically what a projection onto values of pi⊥ means. The conjugate
momentum pi is gauge-covariant, and in the physical phase space theory directly accessible,
so as long as the regions {∆i} are rotationally invariant in isospace, these are allowed sets
of alternatives. However, dependence of the reduced Hamiltonian (3.25) on pi⊥ not just
directly but through the fixed form of πn means that we are actually restricting not pi⊥
independently, but pi⊥ subject to the constraint D · pi = 0. This is no cause for alarm,
though, since as long as the coarse graining makes no reference to ϕ(ti), the result (4.2) [or
(4.4)] ensures that this is also the case in the sum-over-histories formulation.
It seems reasonable to assume that, modulo operator ordering delicacies, a similar cor-
respondence will hold for any combination of D, B and pi, and the the sum-over-histories
formulation gives the same results as the corresponding reduced phase space canonical the-
ory {referred to in [2] and elsewhere as “Arnowitt-Deser-Misner (ADM) quantization”} for
physical phase space coarse grainings not involving Dt.
25
V. CONFIGURATION SPACE RESULTS
A. Allowed alternatives; overview
In the sum-over-histories formulation, it is possible to consider a set of physical al-
ternatives in which the conjugate momenta are not specified. The gauge electric field,
which was previously described by −pi, is now described solely in terms of the potentials as
E = −A˙ −Dϕ. While these two definitions of the gauge electric field are classically equiv-
alent, quantum mechanical descriptions based on them will in general be inequivalent. The
physical configuration space theory is that in which the gauge electric field is represented
by E and the gauge magnetic field by B. It has the advantage over the physical phase
space realization that, as described in section VI, it is formally manifestly Lorentz-invariant.
However, for that very reason, it will turn out to be not completely consistent with the
enforcement of the Gauss’s law constraint.
In the subset of gauge-invariant alternatives which do not restrict the momenta (of
which the physical configuration space alternatives are in turn a subset), the integrals over
the momenta in the path integral (3.6) for the class operator can be explicitly performed.
We do this in section VB, which gives us a constructive definition of the configuration space
path integral (3.5). For the purposes of the physical configuration space realization of the
NAGT, we could have started with the formal expression (3.5), but approaching it via the
phase space route has enabled us to calculate naturally the measure for the configuration
space path integral.
After constructing the configuration space path integral, we spend the next two subsec-
tions of section V on coarse grainings by the configuration space constraints. In section VC
we construct a class of quantities which have the same properties as those found for the
constraints of E&M in [2]: the only decohering coarse grainings are those which predict
that the constraint is satisfied with 100% probability. In section VD, however, we exhibit
a quantity in the abelian theory of E&M which vanishes in the presence of the Gauss’s law
constraint, yet violates this property; there are decohering coarse grainings which predict
nonvanishing values of the quantity with nonzero probability.
B. Reducing the phase space formulation to the configuration space formulation
Since the coarse grainings make no reference to the canonical momenta pi, we can work
in a gauge where pi is unrestricted and perform the Gaussian integrals over the momenta in
(3.6) [using the form of the canonical action density in (3.46)]:∫
D3πM exp
{
−iδt
∫
d3x
[
1
2
(
pi
M
)2 − piM · (A˙M +DMϕM)]}
=
∏
a,x
N3π
∫
d3πMa (x) exp
(
− iδtδ3x
{
1
2
[
pi
M
a (x)
]2 − piMa (x) · [A˙Ma (x) + (DMϕM) (x)]})
=
∏
a,x
 δ3x
2πNA
√
2π
iδtδ3x
3 exp{ iδtδ3x
2
[
A˙Ma (x) +
(
D
M
ϕM
)
a
(x)
]2}
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= exp
[
iδt
∫
d3x
1
2
(
EM
)2]∏
a,x
(
δ3x
2πiδtN2A
)3/2
(5.1)
and rewrite the class operator as
〈Φ|Cα|Ψ〉 = N
∫
D4AJ+1Φ∗
[
AJ+1, t′′
)
×
(
0∏
M=J
∫
D4AM exp
{
iδt
∫
d3x
1
2
[(
EM
)2 − (BM)2]})
×
(
J+2∏
M=0
δ
[
GM
]
∆GM
)
Ψ
[
A0, t′
)
eα[A], (5.2)
where EM and BM are as given in (3.47) and we have defined the normalization constant
N =
∏
a,x
(
δ3x
2πiδtN2A
)3/2J+1 . (5.2a)
Looking at (5.2), we see that it is a lattice realization of the formal expression (3.5), with
the measure for the configuration space path integral explicitly calculated.
C. Coarse graining by values of the constraints
1. Factoring the class operators
In configuration space, the constraint becomes
Q = −D · E = D · A˙+D2ϕ = 0 (5.3)
and the electric field part of the Lagrangian is∫
d3x
1
2
E2 =
∫
d3x
1
2
[
A˙2 + 2A˙ ·Dϕ+ (Dϕ)2
]
. (5.4)
This is most fruitfully simplified by a new gauge, which we dub the “dotted Coulomb gauge”
(DCG),11 in which
D · A˙ = 0. (5.5)
This differs from the Coulomb gauge in whichD ·A = 0 because the time derivative does not
commute with the covariant gradientD. In this gauge, the constraint becomes Q = D2ϕ = 0
and, after integrating by parts, the electric field part of the Lagrangian becomes
11It is possible to show that we can always reach this gauge, via an argument analogous to that
used in [14] to show that one can always reach the Coulomb gauge in a NAGT.
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∫
d3x
1
2
[
A˙2 + (Dϕ)2
]
. (5.6)
The lattice realization of the gauge condition is
GM = D
M · A˙M = 0 (5.7)
for M = 0 to J , which, taken along with GJ+2 = ϕJ+1 = 0, leaves one hypersurface worth of
gauge conditions GJ+1 to be specified. We assume that this is defined on some hypersurface
away from the region examined by our coarse graining, and ignore it. (It is conventional to
assume that it has been used to ensure that the scalar potential vanishes at spatial infinity.)
The Fadeev-Popov determinant for the DCG can be calculated from (3.2b) to give
∆G = det[−D2∂t] = det[−D2] det[∂t] (5.8)
and the class operator is now
〈Φ|Cα|Ψ〉 = N
∫
D3AJ+1 det[∂t]Φ∗
[
AJ+1, t′′
)
Ψ
[
A0, t′
)
×
(
0∏
M=J
∫
D3AM exp
{
iδt
∫
d3x
1
2
[(
A˙M
)2 − (BM)2]} δ [DM · A˙M]det [− (DM)2 ∂t]
)
×
{
0∏
M=J
∫
DϕM exp
[
iδt
∫
d3x
1
2
(
D
M
ϕM
)2]}
δ
[
GJ+1
]
∆GJ+1eα[A, ϕ]. (5.9)
The expression (5.9) is beginning to factor into two pieces: a piece depending on the initial
and final wave functionals which involves only the vector potential, and a piece describing
the coarse graining which involves only the scalar potential. The two factors which still
involve both potentials are the (Dϕ)2 term in the exponential and the indicator functional
eα[A, ϕ]. We would like to solve the first problem by changing variables from ϕ to Dϕ in
the path integral, but the latter is a vector while the former is only a scalar. To construct
a scalar corresponding to Dϕ, we need to develop some notation.
First, for the remainder of this section, it will be useful to consider all unadorned variables
to be scalars rather than four-vectors. For example, k = |k| = √k · k. Now, we define a
nonlocal scalar operator ∇ = (∇2)1/2 via a Fourier transform:
∇f(x) =
∫
d3x′d3k
(2π)3
eik·(x−x
′)ikf(x′) (5.10)
so that ∇2 = ∇2 is the Laplacian. (We could have defined the square root to have the
opposite sign, but it would not substantially change what follows.) Building on the properties
of this operator, we define an analogous square root for the covariant Laplacian
D2 =∇2 + ig(Aa ·∇+∇ ·Aa)Ta − g2(Aa ·Ab)TaTb (5.11)
via an expansion (the convergence of which we do not address) as follows:
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D = (D2)1/2 =
[
∇2 + (D2 −∇2)
]1/2
= (∇2)1/2
[
1 +∇−2(D2 −∇2)
]1/2
= ∇
∞∑
n=0
bn
[
∇−2(D2 −∇2)
]n
, (5.12)
where {bn} are the Taylor expansion coefficients of (1 + x)1/2 and ∇−2 is another non-local
operator
∇−2f(x) =
∫
d3x′d3k
(2π)3
eik·(x−x
′)
(
− 1
k2
)
f(x′) (5.13)
defined so that ∇2∇−2 = ∇−2∇2 = 1.
Now we want to massage the scalar potential part of the action so that it involves Dϕ
rather than Dϕ. Integrating by parts, we see that
1
2
∫
d3x(Dϕ)2 = −1
2
∫
d3xϕD ·Dϕ = −1
2
∫
d3xϕD2ϕ (5.14)
and now we need to move one of the D operators back to the left. It is straightforward to
show (by expanding α and β in Fourier transforms) that∫
d3xα(x)∇β(x) =
∫
d3x(∇α)(x)β(x) (5.15)
(which is the opposite sign from the integration by parts involving ∇) and∫
d3xα(x)∇−2β(x) =
∫
d3x(∇−2α)(x)β(x). (5.16)
Using those two results, along with∫
d3xα(x)(D2 −∇2)β(x)
=
∫
d3x
[
(D2 −∇2)α(x)
]
β(x) (5.17)
(which follows from the integration by parts procedures for ∇ and D) one can show that
− 1
2
∫
d3xϕD2ϕ = −1
2
∫
d3x(Dϕ)2. (5.18)
If we define12
EM = iDMϕM , (5.19)
12The factor of i is necessary to make E(x) a real quantity. In E&M, this change of variables is
just changing to E = −iEL where EL is the (scalar) longitudinal part of the electric field.
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the class operator becomes
〈Φ|Cα|Ψ〉 = N
∫
D3AJ+1 det[∂t]Φ∗
[
AJ+1, t′′
)
Ψ
[
A0, t′
)
×
(
0∏
M=J
∫
D3AM exp
{
iδt
∫
d3x
1
2
[(
A˙M
)2 − (BM)2]} δ [DM · A˙M]det [iDM∂t]
)
×
{
0∏
M=J
∫
DEM exp
[
iδt
∫
d3x
1
2
(
EM
)2]}
δ
[
GJ+1
]
∆GJ+1eα[A, E ]. (5.20)
Now the only obstacle to factorization of the class operator is the indicator functional
eα. If we coarse grain by some temporal and spatial average of the constraint
Q = D2ϕ = −iDE , (5.21)
the indicator functional for a class in which this average lies in the range ∆ (which, since Q
is an isovector, is a region in isospace which is mapped onto itself by gauge transformations)
is (letting n =
∑
a 1 be the dimension of the adjoint representation of the gauge group, and
keeping in mind that f is a complex isovector quantity)
e∆ =
∫
∆
d2nf δ(f − 〈−iDE〉), (5.22)
which depends on A via the operator D. If, however, we coarse grain by values of iD−1Q,
which classically should vanish whenever Q does, we are coarse graining by E , e∆ is inde-
pendent of A, and we can perform the following manipulation:
〈Φ|C∆|Ψ〉 = NC∆
∫
D3AJ+1 det[∂t]Φ∗
[
AJ+1, t′′
)
Ψ
[
A0, t′
)
×
(
0∏
M=J
∫
D3AM exp
{
iδt
∫
d3x
1
2
[(
A˙M
)2 − (BM)2]} δ [DM · A˙M] det [iDM∂t]
)
×δ
[
GJ+1
]
∆GJ+1 , (5.23)
where
C∆ =
{
0∏
M=J
∫
DEM exp
[
iδt
∫
d3x
1
2
(
EM
)2]}
e∆[E ]. (5.24)
This means that
D(∆,∆′) =
C∗∆C∆′
|Cu|2 (5.25)
and we can apply an argument from section VI.4 of [2]: when the decoherence functional
factors in this way, the only way the off-diagonal elements can vanish is if only one of the
{C∆} is non-zero. In that case, one diagonal element of the decoherence functional is unity
and all the others vanish, which corresponds to a definite prediction of that alternative (100%
probability). Thus we have the result: coarse grainings of iD−1(−D · E) in configuration
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space fall into two categories: either they yield a definite prediction of a single alternative,
or they fail to decohere. In the former case, we expect that the predicted alternative will be
the one consistent with constraint Q = 0, but this argument itself does not settle the issue.
However, the conjecture seems very likely given that the integrand in the expression (5.24)
for C∆ is stationary about E = 0, which would seem to make the alternative including E = 0
the one most likely to have a non-vanishing C∆.
2. A decohering example
We now present explicit calculation of C∆ for one choice of the average 〈E〉 which verifies
both that coarse grainings of the first class exist and that the alternative predicted is (in
this case) indeed the one consistent with the constraint. The demonstration is analogous to
that used in section VI.4 of [2] for E&M, and the specialization of the present result (A16)
to the abelian case is in fact a more accurate version of equation (VI.4.12) therein.
We coarse grain by an average 〈E〉 over modes so that the indicator functional is
e∆[E ] =
∫
∆
d2nfδ(f − 〈E〉). (5.26)
The average 〈E〉 is defined to be over a time interval ∆t and a group of modes in spatial
frequency space ∆3k. We refer to this group of modes as Ω, which we also use for the mode
volume (Ω = ∆t∆3k), so that the average is
〈E〉 = 1
Ω
∫
Ω
dt d3k Ek(t) = 1
Ω
∑
M∈Ω
δt
∫
Ω
d3k EMk , (5.27)
where Ek is the Fourier transform
EMk =
∫ d3x
(2π)3/2
e−ik·xEM(x). (5.28)
For this coarse graining, the calculation in appendix A gives
C∆ = K′
∫
∆
d2nfeiΩ|f |
2
, (A16)
where K′ is a constant. The integrand is an “imaginary Gaussian” of width 1/√2Ω; For
|f |2 >∼ 1/2Ω, the integrand will oscillate rapidly and the contributions to the integral will
cancel out. This means that if we average over a large enough group of modes Ω that the
region ∣∣∣∣∣∣ 1Ω
∫
Ω
dt d3k Ek(t)
∣∣∣∣∣∣
2
<∼
1
2Ω
(5.29)
is contained in a single bin ∆, that will correspond to the only non-negligible C∆, and we
will have a definite prediction that the configuration space constraint is satisfied to that
accuracy.
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This result is less comforting than the abelian one, since our alternatives were defined
not by the usual configuration space constraint Q = −D ·E but a nonlocal function of it. In
E&M, no one would object to analogously coarse graining by the longitudinal component of
the electric field rather than its divergence, but in that case the relationship between them
does not involve the other components of A so a similar factorization can be performed on
−∇ ·E as on EL. However, in a NAGT, coarse graining by Q = −iDE tangles up E and A.
Even in E&M, we run into this problem if we coarse grain by quantities which involve both
EL and AT . We examine one such coarse graining in the next section.
D. Coarse graining E&M by quantities proportional to the constraint
We showed in the previous section that coarse grainings by values of E in a NAGT (or
EL in E&M) could only decohere in cases where they led to a definite prediction. The
demonstration does not work for coarse grainings by −iDE (or f [EL,B] in E&M). We
will now exhibit such a coarse graining in E&M which decoheres, but predicts non-zero
probabilities for more than one alternative, thus verifying that the property described in the
previous section does not always hold.
The physical process believed to be responsible for decoherence in most practical situa-
tions of everyday life results when (see [15] for details and a bibliography of prior work) the
“system” of interest is coupled to an “environment”. The “environment” is not measured,
but carries away phase information which causes sets of alternatives describing the “system”
to decohere. The present situation here is similar, but with the following differences. The
“system” variables A are coupled to the “environment” variables E not by the action, but
by the coarse graining itself, and here it is the initial state rather than the coarse graining
which is independent of the “environment” E . But as we shall see, this is still a mechanism
which can produce decoherence of a sort different than that seen in the previous section,
and lead to more than one alternative having non-zero probability. For our purposes, it will
be most useful to consider coarse grainings by functionals of EL and B in the abelian gauge
theory of electromagnetism. (Although we will briefly mention, at the end of the section,
a similar result in another theory to illustrate the generality of the mechanism described
here.)
In the abelian theory, the dotted Coulomb gauge (5.5) is equivalent to the Coulomb
gauge AL = 0 and (5.9) becomes
〈Φ|Cα|Ψ〉 = N
∫
D2AJ+1T det[∂t]Φ∗
[
AJ+1T , t
′′)Ψ [A0T , t′)
×
(
0∏
M=J
∫
D2AMT exp
{
iδt
∫
d3x
1
2
[(
A˙MT
)2 − (∇× A˙MT )2]} det[−∇]
)
×
{
0∏
M=J
∫
DϕM exp
[
iδt
∫
d3x
1
2
(
∇ϕM
)2]}
eα[AT , ϕ]. (5.30)
For the purposes of E&M, we need not concern ourselves with the details of the lattice
approximation, because the reduced Hamiltonian is free from the operator ordering ambigu-
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ities discussed in section IIID.13 This means that any choice of operator ordering convention
gives the same reduced Hamiltonian, and in light of the discussion in footnote 10, page 16
this means that different lattice realizations of the path integral will be equivalent. We are
thus justified in working with the formal equivalent of (5.30):
〈Φ|Cα|Ψ〉 = ∆G
∫
α
D2AT DϕΦ∗
[
AJ+1T , t
′′) exp{i ∫ d4x1
2
[(
A˙T
)2 − (∇× A˙T)2 + (∇ϕ)2]}Ψ [A0T , t′) .
(5.31)
Since we can observe that the “physical degrees of freedom” upon which the wave func-
tionals depend are just the transverse components of A, it is useful to factor out the wave
functionals and write
〈Φ|Cα|Ψ〉 =
∫
D2A′′T D2A′T Φ∗[A′′T , t′′)
×Cα[A′′T t′′|A′T t′)Ψ [A′T , t′) , (5.32)
where14
Cα[A
′′
T t
′′|A′T t′) = ∆G
∫
A′TαA
′′
T
D2AT Dϕ ei
∫ t′′
t′
dtL. (5.33)
If we write the initial and final conditions as
ρ′′t′′ [A
′′
T2,A
′′
T1] =
∑
i
Φ∗i [A
′′
T2, t
′′) p′′iΦi [A
′′
T1, t
′′) (5.34a)
ρ′t′ [A
′
T2,A
′
T1] =
∑
j
Ψ∗j [A
′
T2, t
′) p′jΨj [A
′
T1, t
′) , (5.34b)
we have, from (5.32) and (2.28),
D(α, α′) ∝
∫
D2A′′T2D2A′′T1D2A′T2D2A′T1
×ρ′′t′′ [A′′T2,A′′T1]Cα[A′′T1t′′|A′T1t′)
×ρ′t′ [A′T1,A′T2]C∗α′ [A′′T2t′′|A′T2t′), (5.35)
where we have established the useful convention that ∝ indicates a proportionality constant
which is the same for all classes and thus can be absorbed into the normalization. The
quantity we choose to define our alternatives is
13For example, in the axial gauge (3.13), the functional defined in (3.20) becomes pin[A⊥,pi⊥] =
−∂−1n ∇⊥ ·pi⊥, which is independent ofA⊥ so that 12(pin[A⊥,pi⊥])2 can be unambiguously converted
into an operator expression.
14Here we abuse the mismatched-parentheses notation slightly. Cα[A
′′
T t
′′|A′T t′) is a functional of
A′′ and A′ and a function of t′′ and t′.
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g[Bι]|〈EL〉|2, (5.36)
where g[Bι] is a functional (which we take to be positive semidefinite for reasons to become
clear later) of the magnetic field configuration Bι on some time slice ti, and 〈·〉 indicates
an average over some mode volume (i.e., an average over wavenumber and time15). The
indicator function for this quantity to lie in some interval ∆ is
e∆ =
∫
∆
dfδ
(
f − g[Bι]|〈EL〉|2
)
=
∫
∆
df
∫
db da δ(f − ba)δ(b− g[Bι])
×δ
(
a− |〈EL〉|2
)
, (5.37)
which allows us to write
C∆[A
′′
T t
′′|A′T t′)
=
∫
∆
df
∫
db daδ(f − ba)A(a)B [A′′T ,A′T , b)
=
∫
∆
df
∫
db
|b|A
(
f
b
)
B [A′′T ,A′T , b) , (5.38)
where
A(a) =
∫
Dϕ exp
[
i
∫ t′′
t′
dt
∫
d3x
1
2
(∇ϕ)2
]
×δ
(
a− |〈∇ϕ〉|2
)
det[−∇] (5.38a)
and
B [A′′T ,A′T , b)
=
∫
A′
T
A′′
T
D2AT
× exp
{
i
∫ t′′
t′
dt
∫
d3x
1
2
[(
A˙T
)2 − (∇×AT )2]
}
×δ(b− g[∇×AιT ]). (5.38b)
Writing the average over a group of modes as
〈∇ϕ〉 = 1
Ω
∫
Ω
dt d3k[ikϕk(t)], (5.39)
15Since it involves a time average, this sort of alternative is not accessible in a standard operator-
and-state formulation of quantum mechanics.
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a calculation analogous to the one in appendix A tells us that
A(a) ∝
∫
DΥexp
(
iΩ
∑
σ∈Ω
|Υσ|2
)
δ
(
a− |Υ0|2
)
∝
∫
dΥR0 dΥ
I
0 exp
(
iΩ|Υ0|2
)
δ
(
a− |Υ0|2
)
∝ eiΩaΘ(a), (5.40)
where Θ(a) is the Heaviside step function. Meanwhile, we can write B as16
B [A′′T ,A′T , b) =
∫
D2AιT G [A′′T t′′|AιT ti) δ(b− g[∇×AιT ])G [AιT ti|A′T t′) , (5.41)
where
G [A′′T t′′|A′T t′) =
∫
A′TA
′′
T
D2AT exp
{
i
∫ t′′
t′
dt
∫
d3x
1
2
[(
A˙T
)2 − (∇×AT )2]
}
(5.42)
is the propagator for the AT sector of the theory. By Fourier transforming the spatial
dependence of AT , G can be seen to be the propagator for a harmonic oscillator whose
natural frequency depends on the wave number k of the mode. Equation (5.41) allows us
to write the dependence implied by (5.35) and (5.38) of D(∆2,∆1) on the initial and final
conditions as∫
D2A′′T2D2A′′T1D2A′T2D2A′T1ρ′′t′′ [A′′T2,A′′T1]B [A′′T1,A′T1, b1) ρ′t′ [A′T1,A′T2]B∗[A′′T2,A′T2, b2)
=
∫
D2AιT2D2AιT1ρ′′ti [AιT2,AιT1]δ(b1 − g[∇×AιT1])ρ′ti [AιT1,AιT2]δ(b2 − g[∇×AιT2]), (5.43)
where we have used the propagator G to transform ρ′t′ to ρ′ti and ρ′′t′′ to ρ′′ti . If the final state
is one of future indifference:
ρ′′[A′′T2,A
′′
T1] ∝ δ[A′′T2 −A′′T1] (5.44)
(which is preserved by the propagator), (5.43) becomes proportional to∫
D2AιT δ(b1 − g[∇×AιT ])
×ρ′ti [AιT ,AιT ]δ(b2 − g[∇×AιT ])
= δ(b2 − b1) p(b1), (5.45)
16The attentive reader may notice that we are implicitly expressing our coarse graining in terms
of Aι as though it corresponded to A on a single lattice slice
(
AI
)
rather than an average
(
A
I
)
, as
we were instructed to do in section IIIC. This is not a problem, because, as discussed earlier, the
operator ordering ambiguities that led us to make the distinction between the two are not present
in E&M.
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where
p(b) =
∫
D2AιT δ(b− g[∇×AιT ])ρ′ti [AιT ,AιT ]. (5.46)
Combining (5.35) and (5.38) with the expression forA in (5.40) and this result concerning
B, we have
D(∆,∆′) (5.47)
∝
∫
∆
df
∫
∆
df ′
∫
db
b2
p(b)eiΩ(f−f
′)/bΘ
(
f
b
)
Θ
(
f ′
b
)
.
With the condition that g[Bι] is everywhere non-negative, we see from (5.46) that p(b)
vanishes for negative b and the step functions above become Θ(f)Θ(f ′). If we define the
regions {∆} to cover the positive real axis, we can drop the step functions to give
D(∆,∆′) ∝
∫
∆
df
∫
∆
df ′G(f − f ′), (5.48)
where
G(y) =
∫ ∞
0
db
b2
p(b)eiΩy/b. (5.48a)
Note that since G(f − f ′) depends only on the difference between f and f ′, no value of f
is preferred over any other. In particular, if the bins {∆} are all the same size, D(∆,∆′)
depends only on the relative separation of ∆ and ∆′, not their absolute location. This means
that if there is decoherence, (5.48) predicts that the measured quantity is equally likely to
have any value.
It is possible to choose the p(b) (which is determined by the initial conditions) to produce
at least weak decoherence. For example, let p(b) be a Gaussian in 1/b:
p(b) = AλΘ(b)Θ(λ
−1 − b)e−1/2σ2b2 , (5.49)
where Aλ is a cutoff-dependent normalization given by
A−1λ =
∫ λ−1
0
db e−1/2σ
2b2 <
σ
√
2π
λ2
(5.49a)
to ensure
∫∞
0 p(b) = 1.
If λ is small enough, the leading terms in the decoherence functional will not depend on
it. If the real parts of the off-diagonal elements of the decoherence functional are much less
than the diagonal elements, the coarse graining will exhibit approximate weak decoherence
[cf. (2.19)] The calculation in appendix C shows for bins of equal size ∆ that, to lowest order
in e−(Ωσ∆)
2/2,
ReD(J +∆J, J)
D(J, J)
<∼
exp[−(Ωσ∆)2(|∆J | − 1)2/2]
Ωσ∆
√
2π
. (5.50)
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So D(J, J±1) is suppressed by a factor of (Ωσ∆)−1 relative toD(J, J), while all the other
elements of the decoherence functional are exponentially suppressed. In general, we expect
this sort of result if ReG(y) falls off on a scale which is small compared to ∆ [which should
in general be determinable from a steepest descents evaluation of (5.48a).] Schematically
(Fig. 1), if ReG(y) becomes negligible for |y| >∼ δ, with δ ≤ ∆, the integral for ReD(J, J +
∆J) for |∆J | ≥ 2 will include none of the region for which G(y) is significant. The area of
the region in the integral for ReD(J, J ± 1) for which G(y) is significant is δ2/2, while that
for D(J, J) is 2∆δ − δ2, so ReD(J, J ± 1) is suppressed by a factor of δ/∆.
This means that if Ωσ∆ ≫ 1, this coarse graining by g[Bι]|〈EL〉|2 decoheres weakly for
the initial condition (5.49) and the final condition of future indifference, and there is an
equal probability for the value to fall into any of the evenly spaced bins. A curious corollary
is that if we coarse grain by combining bins 0 through J0 − 1 into one alternative c<,
corresponding to g[Bι]|〈EL〉|2 < J0∆, and all the bins J0 and up into another, corresponding
to g[Bι]|〈EL〉|2 > J0∆, we find that since p< is a sum of J0 equal terms and p> is an infinite
sum of the same terms, p< = 0 and p> = 1 for any finite J0, a definite prediction that
g[Bι]|〈EL〉|2 > J0∆. This sort of phenomenon is common in the use of path integral methods
(for another example, see [16]) and is related to the non-differentiability of Brownian paths.
Finally, let us comment on the significance of this result. If we coarse grained by values
of the corresponding phase space quantity, g[Bι]|〈πL〉|2, (4.2) would ensure that we found a
definite prediction that it vanished. Thus the phase space and configuration space theories
make different predictions. There are well-documented examples in generalized quantum
mechanics where analogous phase space and configuration space coarse grainings lead to
different decoherence functionals (for example, in Sections V.4.2 and VI.4 of [2]), but in those
cases, there was a coarse graining by momentum which decohered while coarse graining by
the equivalent quantity in terms of velocity did not. When the coarse graining by velocity
decohered, it agreed with the coarse graining by momentum. The present result is the
first case known to the author of corresponding phase space and configuration space coarse
grainings, both of which decohere, but which give conflicting probabilities.
This result is not limited to constrained theories. Another system in which similar
phenomena can occur is the non-relativistic quantum mechanics of a free particle with two
degrees of freedom and an independent harmonic oscillator. In that case, one coarse grains
by the product of some function of the position of the harmonic oscillator at one instant
of time with the square of a time average of the velocity of the free particle. If the initial
state is a zero-momentum eigenstate of the free particle tensored with a suitable state of
the harmonic oscillator, one finds equal probability of any alternative, even though the
corresponding phase space coarse graining yields a definite prediction that the quantity
vanishes.
VI. A FEW WORDS ABOUT LORENTZ INVARIANCE
Since our implementation of the sum over histories for the generalized quantum mechanics
of a NAGT has relied rather heavily on a division into time and space, it is worth mentioning
how little the formal theory really does to single out a preferred Lorentz frame. The phase
space theory is of course not Lorentz-invariant, as the conjugate momenta are defined with
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respect to a particular time. Since −pi and B are treated differently, it is not possible to
combine them into a field strength tensor which Lorentz transforms appropriately. This
is the source of the apparent asymmetry between different components of the equations of
motion
DµG
µν = 0; (6.1)
the constraints hold identically, while the others do not.
However, the formal configuration space theory (and not just the “physical” configuration
space coarse grainings defined in section VA) can be cast into a form which is manifestly
Lorentz-invariant. In the formal configuration space expression
〈Φ|Cα|Ψ〉 =
∫
α
D4AΦ∗[A′′, t′′)δ[G]∆G[A] (6.2)
× exp
(
−i
∫ t′′
t′
dt
∫
d3x
1
4
GaµνG
µν
a
)
Ψ[A′, t′),
E and B are treated on equal footing from a spacetime point of view as part of the tensor
Gµν . Lorentz invariance is broken in two ways, both concerning the initial and final wave
functionals Ψ and Φ. First, they are attached on surfaces of constant coo¨rdinate time rather
than arbitrary spacelike surfaces; second, the operator constraints (2.27) on Ψ and Φ treat
ϕ = A0 and A = Aiei unequally. In this section, we demonstrate that these two problems
are related to one another, and show how the conditions satisfied by the wave functionals
can be related to the surfaces on which they are evaluated.
We can generalize (6.2) to arbitrary (spacelike) initial and final surfaces in the straight-
forward manner:
〈Φ|Cα|Ψ〉 =
∫
α
D4AΦ∗
[
A(σ
′′), σ′′
)
δ[G]∆G[A]
×ei
∫ σ′′
σ′
d4xL(x)Ψ[A(σ
′), σ′), (6.3)
where A(σ) is the restriction of the function A(x) (here the four-vector potential, but the
definition will apply to any function defined over spacetime) onto the three-surface σ, and
the integral for the action is over the region bounded by σ′ and σ′′. Using the sum over all
histories to define a propagator17
G
[
A(σ
′′)σ′′
∣∣∣ A(σ′)σ′)
=
∫
A(σ
′)A(σ
′′)
D4Aδ[G]∆G[A]ei
∫ σ′′
σ′
d4xL(x), (6.4)
we can go from a wave functional Ψ defined on one spacelike surface to one defined on
another:
17Again, the mixed-parentheses notation is stretched somewhat here; G
[
A(σ
′′)σ′′
∣∣∣ A(σ′)σ′) is a
functional of the potentials A(σ
′) and A(σ
′′) and a “function” of the spacelike surfaces σ′ and σ′′.
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Ψ
[
A(σ
′′), σ′′
)
=
∫
D4A(σ′)G
[
A(σ
′′)σ′′
∣∣∣ A(σ′)σ′)Ψ [A(σ′), σ′) . (6.5)
The class operators defined from (6.3) for different choices of initial and final surfaces are
the same so long as all the spacetime points {x} at which the coarse grainings restrict the
fields A(x) still lie in between the initial and final surfaces.
The conditions satisfied by the wave functional are a consequence of the gauge invariance
of the path integral for the propagator, as discussed in [17]. Defining coo¨rdinates {ξi} on
the 3-surface σ and specifying its embedding in the flat Minkowski space as {xµ{ξi}}, the
metric on the surface will be
ds2 = ηµν
∂xµ
∂ξi
dξi
∂xν
∂ξj
dξj = hijdξ
idξj, (6.6)
hij = ηµν
∂xµ
∂ξi
∂xν
∂ξj
. (6.6a)
The condition that σ be spacelike means that the three-metric {hij} is positive definite, so
that the volume element on σ is
d3Σ = d3ξ
√
h, (6.7)
where h = det{hij}. Now the restriction of A(x) onto σ is defined by A(σ)(ξ) = A(x(ξ)),
and is a function of the three coo¨rdinates {ξi} alone. This is the first argument of the wave
functional Ψ[A(σ), σ). Equation (6.5) shows that the dependence of Ψ on its first argument
is the same as the dependence of the propagator G on its first argument. Since the path
integral in (6.4) is invariant under gauge transformations on A, the propagator must be
invariant under the effects of those gauge transformations on A(σ
′) and A(σ
′′). Since the
gauge transformation
δAaµ = −∇µ δΛa − gf cabAcµδΛb (2.1)
is nonlocal, the change in A(σ) cannot be described by using only the restriction δΛ(σ)(ξ) =
δΛ(x(ξ)) of the gauge transformation parameter δΛ onto the surface σ. To identify the
troublesome component of the gradient which introduces values of δΛ off of σ, it is useful
to define a projection tensor
Σνµ =
∂ξi
∂xµ
∂xν
∂ξi
, (6.8)
where ∂ξi/∂xµ is the gradient of ξ with respect to x lying in σ so that
∂ξi
∂xµ
∂xµ
∂ξj
= δij. (6.9)
This also follows from the chain rule
∂
∂ξi
=
∂xν
∂ξi
∂
∂xν
. (6.10)
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Defining a complementary projection tensor Υνµ = δ
ν
µ − Σνµ, we wish to project out the
components of {Aµ} with Σ and Υ. Since TrΣ = 3 and TrΥ = 1, it is convenient to define
projected objects with the number of components equal to the rank of the corresponding
projection. Thus, projections along Σ are more concisely defined by simply projecting with
∂xν/∂ξi. Defining18
ℵi(ξ) = ∂x
ν
∂ξi
A(σ)ν (ξ) (6.11)
and using (6.10), the component of (2.1) lying in σ is
δℵai = −
∂δΛ(σ)a
∂ξi
− gf cabℵciδΛ(σ)b , (6.12)
which is expressed entirely in terms of functions of ξ.
To look at the projection of a four-vector by the rank-one Υ, it is convenient to convert
it into a scalar by dotting it into some arbitrary timelike vector v. Hence the component of
A out of the surface σ is
φ(ξ) = −vµΥνµ(ξ)Aν(x(ξ)) = −uν(ξ)Aν(x(ξ)). (6.13)
Since Υ has rank one, all possible vectors uν = vµΥνµ determined from different v’s will be
parallel to one another. Since
uν
∂ξi
∂xν
= 0, (6.14)
u must be parallel to the normal to the surface σ. (We could choose it to be the normal
itself, but the normalization factor will turn out to be irrelevant in what follows.) Taking
the dot product of (2.1) with u, and defining
∂
∂u
= uν
∂
∂xν
, (6.15)
we have
δφa =
(
∂δΛa
∂u
)(σ)
− gf cabφcδΛ(σ)b , (6.16)
which cannot be determined from φ and δΛ(σ) alone.
Now, since the variation of G
[
A(σ)σ
∣∣∣ A(σ′)σ′) under a gauge transformation must vanish,
this must also be true for Ψ. That variation is given in terms of the functional derivatives
by
18We call this ℵi rather than A(σ)i to emphasize that the components ℵ1,ℵ2,ℵ3 are defined with
respect to the coo¨rdinates ξ1, ξ2, ξ3 lying in the surface σ and are not in general the spatial com-
ponents A
(σ)
1 , A
(σ)
2 , A
(σ)
3 defined with respect to the cartesian spatial coo¨rdinates x
1, x2, x3.
40
δΨ[A(σ)]=
∫
d3ξ
√
h
DΨ
DAµ δAµ (6.17)
=
∫
d3ξ
√
h
( DΨ
DA(σ)µ
ΣνµδA
(σ)
ν +
DΨ
DA(σ)µ
ΥνµδA
(σ)
ν
)
.
In general, Σ and Υ will depend on coo¨rdinate ξ, but they will still commute with the gauge
transformation δ and the functional differentiation D. Put otherwise, the same amount of
information is included in ({ℵi}, φ) as in
{
A(σ)µ
}
≡
(
A(σ), ϕ(σ)
)
, so that Ψ may be viewed as
a functional of ℵ and φ, in which case (6.17) becomes
δΨ[ℵ, φ] =
∫
d3ξ
√
h
(DΨ
Dℵi δℵi +
DΨ
Dφ δφ
)
=
∫
d3ξ
√
h
[
δΛ(σ)a gf
c
ab
(
ℵci
DΨ
Dℵbi
+ φc
DΨ
Dφb
)
− ∂δΛ
(σ)
a
∂ξi
DΨ
Dℵai
+
(
∂δΛa
∂u
)(σ) DΨ
Dφa
]
. (6.18)
Integrating the second term by parts and discarding the term at spatial infinity gives
δΨ[ℵ, φ] =
∫
d3ξ
√
h
{
δΛ(σ)a
[
gf cabℵci
DΨ
Dℵbi
+ gf cabφ
cDΨ
Dφb +
1√
h
∂
∂ξi
(√
h
DΨ
Dℵai
)]
+
(
∂δΛa
∂u
)(σ) DΨ
Dφa
}
.
(6.19)
For this to vanish for arbitrary δΛ(x), the coefficients of δΛ(σ)(ξ) and (∂uδΛ)
(σ)(ξ) must
vanish separately. This leads to the generalization of (2.27):
D
DφaΨ[ℵ, φ, σ) = 0 (6.20a)(
δab
1√
h
∂
∂ξi
√
h+ gf cabℵci
) D
Dℵbi
Ψ[ℵ, φ, σ) = 0. (6.20b)
Recognizing the form of the geometric “covariant divergence” on a curved manifold, we see
that the general conditions are
D
DφΨ[ℵ, ψ, σ) = 0 (6.21a)
Di
D
DℵiΨ[ℵ, ψ, σ) = 0, (6.21b)
where Di is the “covariant” gradient in both the gauge and geometric senses of the word:
(Diζ
j)a =
∂ζja
∂ξi
+ Γjikζ
k
a + gf
c
abℵciζjb , (6.22)
Γjik =
hjℓ
2
(
∂hℓi
∂ξk
+
∂hkℓ
∂ξi
− ∂hik
∂ξℓ
)
. (6.22a)
For the case of σ a surface of constant time, (6.21) reduces to (2.27).
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So, if the initial and final “times” are generalized to arbitrary spacelike surfaces, the
conditions (6.21) obeyed by the initial and final wave functionals do not truly break Lorentz
invariance, since they depend only on the surfaces on which the states are attached, and not
on any absolute time direction. Thus the entire theory can be formulated in a manifestly
Lorentz invariant way, at least formally. With arbitrary initial and final surfaces, any lattice
realization of the path integrals in (6.3) will in general involve a non-cartesian lattice. There
are doubtless difficulties in defining such integrals, but they are beyond the scope of the
present work.
VII. CONCLUSIONS
In this work, we have developed and examined the sum-over-histories formulation of
generalized quantum mechanics for a nonabelian gauge theory in the absence of matter,
which in addition to its inherent interest can be viewed as a toy model for Einstein’s general
relativity. The path integrals have been explicitly defined via an infinitesimal lattice, and
shown to be gauge invariant.
The most general form of the theory allows any set of gauge invariant phase space
alternatives to be assigned a decoherence functional. Restricting the alternatives to the phase
space implementations of the gauge electric and magnetic fields and the covariant derivative
gives the “physical phase space formulation”. If instead only gauge invariant configuration
space alternatives are considered, we obtain a different subset of possible coarse grainings.
This theory is formally Lorentz-invariant as well. A further restriction to coarse grainings
involving the configuration space implementations of gauge electric and magnetic fields and
covariant derivative gives the “physical configuration space formulation”.
We have shown that the physical phase space formulation agrees with a reduced phase
space canonical operator (or, as it is known in other works including [2], “ADM”) formu-
lation, so long as the coarse grainings did not involve time derivatives. In particular, the
nonabelian Gauss’s law constraint D · pi = 0 is always satisfied.
The physical configuration space formulation behaves slightly differently. One formally
defined quantity which roughly corresponds to the longitudinal electric field EL from E&M
was shown to behave in the same way as EL did in the abelian theory. I.e., coarse grainings
by this quantity which decohere predict that it vanishes. However, if one coarse grains by
more complicated quantities related to the configuration space constraint −D ·E, that may
not be so. In E&M, we have explicitly shown that for suitable initial conditions, coarse
grainings by one such quantity {g[B(ti)]|〈EL〉|2} decohere and predict non-zero probabilities
for the quantity not to vanish.
Despite the disagreement between the physical configuration space implementation and
reduced phase space operator quantization, the sum-over-histories formulation is still at-
tractive, since it can be expressed in a manifestly Lorentz-invariant form. On the other
hand, the operator theory gives special consideration to the time direction by singling out
the constraint, which is just the timelike component of the equations of motion DµG
µν = 0,
to be identically satisfied.
Since the disagreement between the sum-over-histories theory and a natural extension
of the operator theory comes about when the coarse graining involves quantities averaged
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over a spacetime region, as opposed to the usual quantum mechanical expressions involving
alternatives defined at a single moment of time, perhaps the sum-over-histories and reduced
phase space methods should be seen as different generalizations of the previously tested for-
mulations (in which the quantity considered here is not accessible). The Lorentz invariance
of the sum-over-histories method then makes it the preferred generalization in light of the
potential application to quantum gravity, as it takes one more step towards eliminating the
special role of time in the theory.
There is also some question as to whether one could construct a physical apparatus to
measure the involved quantity by which we coarse grained in section VD; on a practical
level, the fields are not directly measurable, but only accessible through their interactions
with charged particles. It is conceivable that the differences between the sum-over-histories
and operator formalisms are undetectable in their application to QED and QCD. However,
it is reasonable to expect that the issues raised by the discrepancy between them will be
relevant to a quantization of GR. Is enforcement of the constraints more fundamental than
manifest diffeomorphism (here Lorentz) invariance, or should we only expect the constraints
to be satisfied when the class of alternatives considered singles out the corresponding time
direction in its choice of surfaces?
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APPENDIX A: CALCULATION OF CLASS OPERATOR FOR SECTION VC2
In this appendix we calculate
C∆ =
{
0∏
M=J
∫
DEM exp
[
iδt
∫
d3x
1
2
(
EM
)2]}
e∆[E ], (5.24)
where
e∆[E ] =
∫
∆
d2nfδ(f − 〈E〉) (5.26)
describes the coarse graining by values of the mode average
〈E〉 = 1
Ω
∫
Ω
dt d3k Ek(t) = 1
Ω
∑
M∈Ω
δt
∫
Ω
d3k EMk . (5.27)
While E(x) is a real quantity, the Fourier transform
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EMk =
∫
d3x
(2π)3/2
e−ik·xEM(x) (5.28)
is complex but constrained to obey E∗k = E−k. Integrating over the independent degrees of
freedom in Fourier space necessitates the development of more notation. Letting a super-
script of R or I indicate the real or imaginary part, respectively, of a complex number, and
using the Jacobian determinant calculated in appendix B for the discrete Fourier transform,
the path integral measure is (using the infinite numerical constant Ξ defined in appendix B)
DEM =∏
a,x
NAdEMa (x)
=
∏
a,x
NAdEMRa (x)dEMIa (x)δ(EMIa (x))
=
∏
a
(∏
k
NA
δ3k
δ3x
dEMRa,k dEMIa,k
)
(A1)
×Ξ∏
k
1/2 δ3x
δ3k
δ
(
EMRa,k − EMRa,−k
)
δ
(
EMIa,k + EMIa,−k
)
,
where the
∏1/2 means we are only taking the product over half the modes (leaving out the
redundant ones, whose spatial frequency is minus the spatial frequency of a mode already
counted), so that
∏
x f
R(x) and
∏1/2
k f
R
k f
I
k each have the same number of factors. The factor
in
∏1/2 for the zero mode19 is understood to be(
δ3x
δ3k
)1/2
δ(EMIa,0 ). (A1a)
We can use the delta functions to perform the integrals over half of the Fourier components
so that
DEM =∏
a
Ξ
∏
k
1/2
N2A
δ3k
δ3x
dEMRa,k dEMIa,k
= Ξn
∏
k
1/2
(
N2A
δ3k
δ3x
)n
dnEMRk dnEMIk (A2)
19There will typically also be modes on the boundary of spatial frequency space which are identified
with the corresponding modes on the opposite boundary, and so that for these k’s Ek = E−k as with
the zero mode k = 0. For example, in the discrete Fourier transform on a one-dimensional lattice
[18] with an even number N of points, the modes of frequency 1/2N and −1/2N (the Nyquist
critical frequency and its image) are identified, so the situation is analogous to that of the zero
mode. The identification, when combined with the condition E∗k = E−k, requires that the Fourier
components on the boundary be real. The boundary is not a region of interest to us in spatial
frequency space, and we assume that the prescription for those factors is similar to the one for the
zero mode.
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with the factor for the zero mode understood to be(
N2A
δ3k
δ3x
)n/2
dnEMR0 . (A2a)
The relevant part of the Lagrangian is
1
2
∫
d3x
[
EM(x)
]2
=
1
2
∫
d3x
∣∣∣EM(x)∣∣∣2 = 1
2
∫
d3k
∣∣∣EMk ∣∣∣2
=
∑
k
1/2
δ3k
∣∣∣EMk ∣∣∣2 ; (A3)
defining ω = δtδ3k, we have
C∆ =
(
0∏
M=J
Ξn
∏
k
1/2
(
N2A
δ3k
δ3x
)n
×
∫
dnEMRk dnEMIk exp
{
iω
[(
EMRk
)2
+
(
EMIk
)2]})
×e∆[E ]. (A4)
If we use λ as a mode label, combining M and k,
e∆[E ]
=
∫
∆
dnfRdnf Iδn
(
fR − ω
Ω
∑
λ∈Ω
ERλ
)
δn
(
f I − ω
Ω
∑
λ∈Ω
E Iλ
)
=
∫
∆
d2nfδ2n
(
f − ω
Ω
∑
λ∈Ω
Eλ
)
(A5)
and
C∆ =
(
Ξn(J+1)
∏
λ
(
N2A
δ3x
δ3k
)n
(A6)
×
∫
dnERλ dnE Iλ exp
{
iω
[(
ERλ
)2
+
(
E Iλ
)2]})
e∆[E ].
We can factor the product in (A6) into a product over modes in Ω and one over modes not
in Ω. The latter is a constant which is the same for all alternatives {c∆}:
K =
(
Ξn(J+1)
∏
λ/∈Ω
(
N2A
δ3x
δ3k
)n
×
∫
dnERλ dnE Iλ exp
{
iω
[(
ERλ
)2
+
(
E Iλ
)2]})
, (A7)
which leaves
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C∆ = K
( ∏
λ∈Ω
(
N2A
δ3x
δ3k
)n
×
∫
dnERλ dnE Iλ exp
{
iω
[(
ERλ
)2
+
(
E Iλ
)2]})
×
∫
∆
d2nf δ2n
(
f − ω
Ω
∑
λ∈Ω
Eλ
)
. (A8)
If we define N =
∑
λ∈Ω 1 to be the number of modes in Ω, and write all the modes of E in
Ω as a 2N -component column vector:
E =
( ERλ
E Iλ
)
, (A9)
we have
C∆ = K
∏
λ∈Ω
(
N2A
δ3x
δ3k
)n ∫
dnERλ dnE Iλ
 eiωE2
×
∫
∆
d2nf δ2n
(
f − ω
Ω
∑
λ∈Ω
Eλ
)
. (A10)
We define a column vector Υ to be the discrete Fourier transform of E :
Υ =
(
ΥRwy
ΥIwy
)
=
(
1
2
1
2
1
2i
− 1
2i
)(
ω
Ω
eiy·k+iwt 0
0 ω
Ω
e−iy·k−iwt
)
×
(
1 i
1 −i
)( ERtk
E Itk
)
=ME . (A11)
[This is a rigorous version of the traditional treatment of the complex Υ and Υ∗ as indepen-
dent variables; the middle matrix of the product of three is the one which would be used to
convert the column vector
(
Etk
E∗
tk
)
to
(
Υwy
Υ∗wy
)
.] The zero components of Υ are
Υ00 =
ω
Ω
∑
λ∈Ω
Eλ = 〈E〉. (A12)
Since M is a real matrix which is the product of three matrices, each of which is propor-
tional to a unitary matrix, it must be proportional to an orthogonal (i.e., real and unitary)
matrix M. The calculation in appendix B yields
detM = N−N = (detM)(N−1/2)2N , (A13)
so we have M =M/√N . Thus
Υ2 = ETRMTRME = E
TRMTRME
N
=
E2
N
, (A14)
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so ωE2 = NωΥ2 = ΩΥ2 and
C∆ = K
[∏
wy
(
N2A
δ3x
δ3k
)n ∫
NdnΥRwyd
nΥIwy
]
eiΩΥ
2
∫
∆
d2nf δ2n(f −Υ00)
= K
(∏
wy
(
N2A
δ3x
δ3k
)n ∫
NdnΥRwyd
nΥIwy exp
{
iΩ
[(
ΥRwy
)2
+
(
ΥIwy
)2]}) ∫
∆
d2nf δ2n(f −Υ00). (A15)
Factoring all the {Υwy} except the zero mode into the constant, and using the delta
function to do the Υ00 integrals, we have
C∆ = K′
∫
∆
d2nf eiΩ|f |
2
. (A16)
APPENDIX B: CALCULATION OF JACOBIAN DETERMINANTS FOR
DISCRETE FOURIER TRANSFORMS
Given a complex function f(x) of a D dimensional variable x = {xα|α = 1, 2, . . .D},
if we define f only on a spatial lattice with Nα lattice points in the α direction (and thus∏D
α=1Nα ≡ N total lattice points), we have a vector
f =
(
fRx
f Ix
)
(B1)
with 2N real components. If we take the Fourier transform (see [18] for a general treatment
of the discrete Fourier transform)
Fk =
∑
x
e∓ik·xfx, (B2)
there is a corresponding matrix transformation20 on R2N :(
FRk
F Ik
)
=
(
1
2
1
2
1
2i
− 1
2i
)
×
(
exp(∓i∑α kαxα) 0
0 exp(±i∑α kαxα)
)
×
(
1 i
1 −i
)(
fRx
f Ix
)
(B3)
or
F = Mf. (B3′)
20As with (A11), this treatment is the more careful analog of treating fx and f
∗
x as independent
variables.
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The Jacobian of this transformation is given by detM . Since the first and third of the three
matrices of whichM is a product are inverses of each other and the second is block diagonal,
we have
det
2N×2N
M = det
N×N
e∓ik·x det
N×N
e±ik·x
= det
N×N
(∑
k
e∓ix·ke±ik·y
)
= det
N×N
(Nδxy) = N
N . (B4)
To apply this to the transformations in section VC, we need to take into account the
normalization constants. In the discrete case, (5.28) becomes
EMa,k =
∑
x
δ3x
(2π)3/2
e−ik·xEMa (x) (B5)
and the Jacobian is
NN
(
δ3x
(2π)3/2
)2N
. (B6)
Now, the relationship between δ3x, the number of spatial lattice sites N , and the lattice
spacing δ3k in spatial frequency can be deduced by geometric arguments, but the simplest
method is to note that
EMa (x) =
∑
k
δ3k
(2π)3/2
eix·kEMa,k (B7)
and hence ( EMRa (x)
EMIa (x)
)
=
(
1
2
1
2
1
2i
− 1
2i
)
×
 δ3k(2π)3/2 eix·k 0
0 δ
3k
(2π)3/2
e−ix·k

×
 δ3x(2π)3/2 e−ik·y 0
0 d δ
3x
(2π)3/2
eik·y

×
(
1 i
1 −i
)( EMRa (y)
EMIa (y)
)
. (B8)
Taking the determinant, we find
1 =
(
δ3k
(2π)3/2
)2N
NN
(
δ3x
(2π)3/2
)2N
NN (B9)
or
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N =
(2π)3
δ3kδ3x
. (B10)
Substituting into (B6), we see that the Jacobian is(
(2π)3
δ3kδ3x
)N (
δ3x
(2π)3/2
)2N
=
(
δ3x
δ3k
)N
(B11)
so that
∏
x
dEMRa (x)dEMIa (x) =
(
δ3k
δ3x
)N ∏
k
dEMRa,k dEMIa,k
=
∏
k
(
δ3k
δ3x
)
dEMRa,k dEMIa,k , (B12)
which is the correct factor for (A1).
Equation (A1) also involves the Jacobian for the transformation of the delta functions∏
x
δ(EMIa (x)) (B13)
into ∏
k
1/2
δ
(
EMRa,k − EMRa,−k
)
δ
(
EMIa,k + EMIa,−k
)
. (B14)
To determine that, define F±k = Fk ± F−k and observe that∏
x
dfRx df
I
x = N
N
∏
k
dFRk dF
I
k
= NN
∏
k
1/2dFRk dF
R
−kdF
I
kdF
I
−k
= NN
∏
k
1/2dF
R+
k dF
R−
k
2
dF I+k dF
I−
k
2
, (B15)
so ∏
x
δ(fRx )δ(f
I
x)
= N−N
∏
k
1/22δ(FR+k )δ(F
R−
k )2δ(F
I+
k )δ(F
I−
k ). (B16)
We assume by symmetry that when we factor the Jacobian splits evenly:∏
x
δ(fRx ) = N
−N/2∏
k
1/22δ(FR+k )δ(F
I−
k ) (B17a)∏
x
δ(f Ix) = N
−N/2∏
k
1/22δ(FR−k )δ(F
I+
k ); (B17b)
this means that
49
∏
x
δ(EMIa (x)) (B18)
= Ξ
∏
k
1/2
(
δ3x
δ3k
)
δ
(
EMRa,k − EMRa,−k
)
δ
(
EMIa,k + EMIa,−k
)
.
Ξ is not quite equal to 2N/2 because the analysis above does not go through for the zero
mode and some modes on the boundary (see footnote 19, page 44) which are identified with
their images. In those cases, the analysis produces the same Jacobian, only without the
factor of 2. At any rate, Ξ is a constant, and its precise value is unimportant.
The determinant of the transformation (A11) is even more straightforward. There the
number of modes is just N = Ω
ω
, and the determinant is thus
(
ω
Ω
)2N
NN = N−N . (B19)
APPENDIX C: CALCULATION OF THE DECOHERENCE FUNCTIONAL FOR
SECTION VD IN THE PRESENCE OF A GAUSSIAN INITIAL STATE
Here we calculate the decoherence functional (5.48) for an initial state where p(b) [cf.
(5.46)] is a Gaussian in B = 1
b
:
p(B−1) = AλΘ(B − λ)e−B2/2σ2 . (C1)
Then (5.48a) becomes
G(y) ∝
∫ ∞
λ
dB eiΩyBe−B
2/2σ2 (C2)
= Λ1(y) + e
−(Ωσy)2/2
∫ ∞
0
dBe−(B−iΩσ
2y)2/2σ2 ,
where
Λ1(y) = −
∫ λ
0
dB e−B
2/2σ2eiΩyB (C3)
satisfies
|Λ1(y)| < λ. (C4)
The second term in (C3) can be massaged by deformation of contour to give
G(y) ∝
√
2
π
Λ1(y)
σ
+GR(y) + iGI(y), (C5)
where
GR(y) = e
−(Ωσy)2/2 (C5a)
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and
GI(y) =
√
2
π
Ωσ
∫ y
0
dz e(Ωσ)
2(z2−y2)/2. (C5b)
If we choose the bins to be of a uniform size ∆:
∆J ≡ [J∆, (J + 1)∆), 0 ≤ J ∈ Z, (C6)
we have
ReD(J, J ′) ∝
∫ (J+1)∆
J∆
df
∫ (J ′+1)∆
J ′∆
df ′e−(Ωσ)
2(f−f ′)2/2
+
√
2
π
Λ2(J − J ′,∆)∆2
σ
, (C7)
where
Λ2(J − J ′,∆)
= ∆−2
∫ (J+1)∆
J∆
df
∫ (J ′+1)∆
J ′∆
df ′ReΛ1(f − f ′) (C8)
again satisfies
|Λ2(J − J ′,∆)| < λ. (C9)
Making a suitable change of variables and factoring out ∆2, we obtain
ReD(J, J ′) ∝ D+(|J − J ′|) +D−(|J − J ′|)
+
√
2
π
Λ2(J − J ′,∆)
σ
, (C10)
where D± is the contribution to the double integral from ±[f−f ′−(J−J ′)∆](J−J ′) > 0:
D±(∆J) =
∫ 1
0
dη (1− η) exp[−(Ωσ∆)2(∆J ± η)2/2] (C10a)
(Fig. 2). Now,
D+(∆J) ≤ e−(Ωσ∆)2(∆J)2/2
∫ 1
0
dη (1− η)e−(ηΩσ∆)2/2
= e−(Ωσ∆)
2(∆J)2/2D+(0). (C11)
From the definition (C10a) it is evident that D−(0) = D+(0). For ∆J ≥ 1,
D−(∆J) =
∫ 1
0
dη η exp{−(Ωσ∆)2[(∆J − 1) + η]2/2}
≤ e−(Ωσ∆)2(∆J−1)2/2D−(1). (C12)
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Combining these results, we see21
ReD(J +∆J, J)
D(J, J)
≤ e
−(Ωσ∆)2|∆J |2/2D+(0) + e−(Ωσ∆)
2(|∆J |−1)2/2D−(1) +
√
2/πΛ2(∆J,∆)/σ
2D+(0) +
√
2/πΛ2(∆J,∆)/σ
.
(C13)
So we have reduced the question of whether we have weak decoherence [|ReD(J +∆J)| ≪
D(J, J) for ∆J 6= 0] to a calculation of D+(0) and D−(1). It is straightforward to show
D−(1) =
1− e−(Ωσ∆)2/2
(Ωσ∆)2
(C14)
and
D+(0) =
√
π/2
Ωσ∆
erf
(
Ωσ∆√
2
)
−D−(1), (C15)
where erf(z) is the error function erf(z) = 2√
π
∫ z
0 e
−t2dt, which satisfies erf(∞) = 1 and
erf z ≥ 1− e−z2. Thus
D+(0) ≥
√
π
2
1− e−(Ωσ∆)2/2
Ωσ∆
− 1− e
−(Ωσ∆)2/2
(Ωσ∆)2
=
(
1− e−(Ωσ∆)2/2
) Ωσ∆√π/2− 1
(Ωσ∆)2
. (C16)
This means that if the cutoff λ <∼ σe−(Ωσ∆)2/2, (C13) becomes, to lowest order in e−(Ωσ∆)2/2,
ReD(J +∆J, J)
D(J, J)
<∼
exp[−(Ωσ∆)2(|∆J | − 1)2/2]D−(1)
2D+(0)
+O
(
λ
σ
)
<∼
exp[−(Ωσ∆)2(|∆J | − 1)2/2]
Ωσ∆
√
2π
+O
(
λ
σ
)
. (C17)
For large Ωσ∆, the λ-dependent term will not be relevent to the issue of decoherence.
21Recall that D(J, J) is real and positive by (2.17a-2.17b).
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FIGURES
FIG. 1. The regions of integration of a general G(f −f ′) to produce the decoherence functional
D(J, J ′) via (5.48). If G(y) is negligible for |y| >∼ δ, integrals of G(y) over regions two or more spots
off the diagonal (|J − J ′| ≥ 2) will be negligible. Squares on the diagonal (J = J ′) have a region
of area 2∆δ − δ2 over which G(y) is appreciable. Squares one spot off the diagonal (|J − J ′| = 1)
include some non-negligible values of G(y), but only in a triangular region of area δ2/2. Thus
D(J, J ± 1) should be suppressed by a factor of δ/∆ relative to D(J, J). Compare Fig. 1 of [15].
FIG. 2. The regions of integration for D±(|∆J |). Because of the exponential dropoff in
ReG(f − f ′) as one moves towards larger |f − f ′|, D+(|∆J |) is reduced from D+(0) by a fac-
tor of e−(Ωσ∆)2(∆J)2/2, and D−(|∆J |) is reduced from D−(1) by a factor of e−(Ωσ∆)2(∆J−1)2/2.
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