Abstract-The article presents an algorithmic model of sound propagation in rooms to run on parallel and distributed computer systems. This algorithm is used by the authors in an implementation of an adaptable high-performance computer system simulating various fields and providing scalability on an arbitrary number of parallel central and graphical processors as well as distributed computer clusters. Many general-purpose computer simulation systems have limited usability when it comes to highprecision simulation associated with large numbers of elementary computations due to their lack of scalability on various parallel and distributed platforms. The more the required adequacy of the model is, the higher the numbers of steps of the simulation algorithms are. Scalability permits a use hybrid parallel computer systems and improves efficiency of the simulation with respect to adequacy, time consumptions, and total costs of simulation experiments.
I. INTRODUCTION
Simulation experiments with some requirements to adequacy of the results can imply a use of some computationally heavy algorithms and/or running implementing programs with large sets of input parameters which are to significantly impact overall time consumptions. This implies the necessity to use high-performance, i.e. parallel, computers with respect to the required adequacy.
The issue is that the parallel approach must be considered during early steps of simulation algorithms design which generally is conducted by domain experts and not by those who implement the algorithm. As a result, existing implementations are usually too problem-oriented and cannot be easily adapted to perform simulations in knowledge domains different from one solution was initially designed for. The report describes a research conducted by the authors to design an adaptable computer simulation system which is divided onto two top-level subsystems. The first o ne is an implementation of a domain-independent service provider, and the second one is a set of problem-oriented implementations of simulations. The latter implements domain-dependent algorithms with a use of services provided by the domainindependent subsystem. This report mainly focuses on a subject of simulating acoustical field i n e nclosed r ooms. T he p resented a pproach, from the domain perspective, is to imitate a sound radiation from its source onto a set of predefined d irections a nd t o generate secondary sources in each point of intersection of a sound propagation ray with the closest reflecting s urface. Unlike a commonly used ray-tracing approach to simulate a sound propagation, the presented one takes into account a scattering of the reflected s ound w ave i n s pace. A s i t i s s hown below, such an approach implies a simulation algorithm to have time and space consumptions which are an exponential function of a number of reflections t o b e c onsidered b efore e nergy of the emitted sound wave decreases to some threshold so that its simulation can be stopped. And the only way to make an implementation of the algorithm feasible is to significantly restrict a number of the reflections t o b e c onsidered f or it to be comparable with a logarithm of a number of parallel execution units, and that is in the best case, when parallel computing units are fully loaded.
II. THE MATHEMATICAL MODEL OF THE PROBLEM
As mentioned above, a commonly used practice to perform a computer simulation of a physical field i s r ay tracing which represents a wave front propagation trajectory with a set of geometric rays (with some associated domain-specific properties) and assumes the wavelength to be neglectable. When such a ray intersects with some reflecting boundary, the ray-tracing approach considers only one reflected r ay either to be emitted back to the initial medium in a direction at a 978-1-5090-3484-0/16/$31.00 ©2016 IEEE reflection angle equal to the incidence angle or to be refracted to the second medium with respect to the Snell's law [1] .
From a perspective of the knowledge domain, this technique to simulate the field provides adequate results when the wavelength can indeed be considered neglectable, i.e. when distances, which the wave passes, are significantly larger than the wavelength.
From the perspective of the theory of algorithms such an approach implies that time and space complexities of the simulation depends linearly upon an average number of reflections done by a wave element emitted from an initial primary source to a given direction.
On the other hand, if the problem requires that the reflection produces more than one element to be considered by the simulation algorithm, the resulting complexity will be exponential upon the aforementioned number of reflections.
This takes place, when it is required to consider both refraction and reflection at each media boundary. But the problem becomes even more significant if it is required to take into account an actually nonzero wavelength and scatter the reflected and refracted parts of the wave in the media when, for instance, one needs to simulate the field at distances close to the primary and secondary sources enough to be comparable with the wavelength.
The presentation describes the latter case applied for acoustic waves in enclosed rooms which is a problem of architectural acoustics. Typical sound waves considered in the domain range from 4.2 centimeters to 6.8 meters (these wavelengths λ are obtained from a formula λ = c/f with sound velocity c ≈ 340m/s given for Normal Temperature and Pressure (NTP) [2] and typical acoustical frequencies f from 50Hz to 8000Hz). These wavelengths obviously cannot be neglected during simulations of the field, so the presented below model has been developed and used by the authors.
The key element of the model is that it considers the reflecting surface as a set of elementary vibrating pistons which reflect sound in multiply directions with a radiation pattern calculated via the Rayleigh's integral [3] :
Here the ∂ϕ1 ∂n is a component of a vibrational speed of sound normal to the reflecting surface σ, r 2 is a distance to some point M of interest, and k is a wave number. The integrand is a formula for an elementary point source. Therefore, the reflecting surface is represented as a set of such sources which cumulatively affect a state of the field in M .
When a flat surface is considered a source by itself, a distribution of ∂ϕ1 ∂n is usually assumed constant throughout σ. But in a case of a reflecting surface which vibrates as a result of an interaction with a spherical wave, elements of a front of the wave approach the surface with some delays in time which cause nonzero phase shifts in vibrations of each element dσ of the surface.
To take this nonuniformity into account, consider some primary point source which radiates a spherical acoustic wave with its potential described by the formula (2) (provided that an amplitude of the wave equals one unit).
where r 1 is a distance from the primary source to an element dσ of the reflecting surface σ in (1), and ω is an angular frequency of sound. A differentiation of (2) with respect to the normal vector n yields:
with γ being an angle between the vectors r 1 (from the primary source to dσ) and n. Thus, provided that ν is a reflection coefficient dependent upon acoustical impedances of the media separated by the surface, the reflection formula (1) takes the following form:
with ν =
Z2−Z1
Z2+Z1 , where Z 1 and Z 2 are the impedances with imaginary parts to be ignored due to a plain wave approximation for a sufficiently small dσ [4] .
It is worth mentioning that the algorithm of the simulation does not exploit formula (4) directly but instead only its integrand with dσ obtained from a discretization process of each reflecting surface. Each element dσ located around each element of a set of points specifying them for a given reflecting surface is by itself considered a point source radiating reflected sound to the hemisphere of the incoming wave.
III. THE ALGORITHM
The presented algorithm implements the described simulation of an acoustical field in enclosed rooms.
A. Inputs of the algorithm
• A source collection SC -a set of primary sources. Each source s i ∈ SC is specified with its position, a direction of its main axis, a direction of its top, its radiation pattern (RP) which implements some function Ω (θ, ϕ, ω), and its frequency response (FR) implementing another function F (ω). Here θ and ϕ are respectively an azimuth and a zenith of some direction of the radiation specified in spherical coordinates with an origin at a position of the source and vectors with θ = 0 and ϕ = 0 collinear to the main axis of the source. As a whole, the source implements some function mapping a point (θ, ϕ, r) in spherical coordinates to a value of a sound characteristic (e.g. intensity or complex sound pressure). Also, a function W (s i ) is defined to return a set of bands, for which a source radiation is considered.
• A medium F of the sound propagation is represented as a set of flat polygonal reflecting surfaces with each one specified as an ordered set of vertexes and a complex reflection coefficient ν.
• A set P of points of interest throughout which the distribution of sound is to be sought. Each point is associated with some element of a container of simulation results.
• Some threshold value I 0 of the sound characteristic to be compared with a value associated with a discrete of a wave in order to stop simulation for the discrete.
B. A flow of the algorithm
Require: SC, F , P , and
for all s i ∈ SC do 4:
for all ω j ∈ W (s i ) do
for all p ∈ P do end for 25: end while
As it is mentioned above, the algorithm considers a source, primary or secondary, as a function S (θ, ϕ, r) which yields a sound characteristic I at some point in space. Therefore, the algorithm uses a task manager which essentially is implemented as a list SC of polymorphic representations of all sources, both primary, provided as an input, and secondary which exploit the formula (4) to implement the function S (θ, ϕ, r). As it is shown further, this approach gives an opportunity to effectively parallelize the algorithm for various models of parallelism. The algorithm uses a function I (s i , ω j , p) to calculate how a source s i affects the simulated acoustic field in a point p at a frequency w i . Also, the predicate InShadowArea (s i , F, p) is used to check whether a point p is located in a shadow zone of a source s i . It is implements the following logic: The AccumulateSound (s i , ω j , p) procedure adjusts a value of a sound characteristic associated with p ∈ P to take into account an effect produced by s i in p.
Finally, the function CreateSecondarySource (s i , ω j , p) creates a representation of a secondary source which produces a wave reflected from a surface element dσ in (4) as a result of an activity of the source s i .
The algorithm implies linearity of acoustical equations, as well as a validity of the superposition principle and additivity of the sound characteristic I.
C. The parallel form
The presented algorithm can easily be parallelized as demonstrated by a graph of its parallel form (Fig.1) . The following possible fork-join pairs can exist.
From the step 3 to 24 there is a outer loop which enumerates all the sources of the model, both primary and secondary, in a container of sources SC which is synchronously modified during each iteration, i.e. when a new secondary source is obtained, or when an existing source is popped out of the container in order for the former to be processed. Thus, the set SC of the above algorithm is essentially a task list with each one being specified by a polymorphic source object.
Steps 5-23 constitute a branch of parallel execution for elements of the set W (s i ) of bands. Provided that elements of the simulation for each ω j of W (s i ) can be performed independently (which is the case), different iterations of the loop can be executed in parallel.
Two inner loops 6-12 and 13-22 are mutually independent and therefore can be run in parallel as well, although this requires a support for MPMD-parallelism (Multiple Program -Multiple Data).
By itself, these loops can be parallelized over their iterations with the first one enumerating mutually independent points of interest which accumulate the simulation results, and the second one iterating over different reflecting surfaces specified by a read-only container F . The latter loop 13-22 performs a nested enumeration of points (i.e. elementary areas dσ in (4)) to construct secondary sources and insert them into the shared container SC . This loop can also be executed in parallel.
This parallel form requires some blocking synchronization of threads of execution. Namely, on steps 4, 9, and 18 there are modifications of shared memory being made by the algorithm. These modifications should be guarded by a computationally heavy mutex synchronization. Also, on the step 2 a thread reads a state of the shared container SC which should be protected by a condition variable synchronization with respect to the mutex synchronization on steps 4 and 6 [5] , [6] .
These points of access to shared data can result to significant performance degradation, especially in distributed computing environments, so divide and conquer based optimizations [7] might be necessary.
In the implementation used by the authors the task list SC is distributed among nodes of a computer network with respect to their computational performance. The latter is measured as a function of a number of logical CPU (central processor unit) cores and a flag of a presence of graphical processor units capable of general-purpose computations (GPGPU). Each node works with its own instances of SC , P , and F (still shared between local threads) with local P combined with global P after the local SC is exhausted. The newly created tasks, i.e. secondary sources s , are posted to the global SC directly. The distributed threads 2-25 run by the nodes fork at steps 2 and 5. If GPGPUs are present on a node, then, additionally, the loop 6-12 is executed on the GPGPU.
D. The complexity of the algorithm
In order to estimate a complexity of the algorithm, we associate an elementary step of execution with a sound wave element emitted by a source s ∈ SC to some point p in the modeled space. A number of such elementary tasks created for a given source, not counting any derived sources produced during reflections of emitted sound, is a linear function
which is determined by a number of control points, among which the sound distribution is sought, a numeric value of dσ in (4), and a number of bands in W (s i ). The latter is either determined by a discretization of a primary source frequency response or equals one for secondary sources defined by a reflected wave element. A more significant impact to the complexity is contributed by a total number of secondary sources produced during a simulation process. This number is defined by a value of I 0 which is an imposed minimum of an obtained sound characteristic specified to limit the simulation on the step 15 of the algorithm.
To obtain this number consider an average number n r of reflections which occur to a wave element emitted by a spherical source. An intensity of a sound wave scattered in space decreases as r −2 , and its pressure falls as r −1 . For simplicity consider a sound dissipation in the media to be neglectable which is often the case for small distances inside a room. Each reflection causes a ν-fold decrease of the obtained sound characteristic due to absorptions (ν is a reflection coefficient for a surface). Thus, before energy of an acoustical wave decreases to I 0 , its elements are reflected n r times on average. Therefore, it can be given as follows (6) .
where I is the initial energy produced by the source s i , and ν is an averaged reflection coefficient coefficient (7) .
where S(f ) is an area of a surface f , and ν(f ) is its reflection coefficient. Each source s i produces
secondary sources, then each of these secondary sources produce the same number of tertiary sources and so on. Therefore, one primary source produces the following sequence of secondary ones.
Here τ is a constant correction needed to exclude a reflecting surface which a secondary source of consideration appertains to (e.g. 
Thus, there is an exponential dependency of a number of the elementary simulations on a value of n r . Hence, the algorithm is feasible only for a small amount n r of reflections affecting a wave element emitted by a primary source. In an implementation used by the authors a value of n r is, at most, set to 4-5.
IV. CONCLUSION
The proposed algorithm of sound simulation allows considering sound scatterings during its reflections on surfaces constituting a modeled medium of an acoustical field. This, on one hand, allows taking into account significant parts of secondary radiation back into space, but, at the same time, implies an exponential algorithm to implement the simulation.
The algorithm can be easily parallelized on various numbers of parallel execution units, with most points of parallelization supporting the SPMD model.
Experiments performed by the authors for an implementation of the algorithm demonstrate almost a full load of processors, parallel and distributed, used by the implementation and a hyperbolic dependency of a total time required by a single simulation upon a number of the processors.
Nevertheless, this number affects the total simulation time only linearly and is significant only for a low average number of reflections which occur to different elements of an emitted acoustical wave.
