We introduce and study a new notion of stability for varieties fibered over curves, motivated by Kollár's stability for homogeneous polynomials with integral coefficients [8] . We develop tools to study geometric properties of stable birational models of fibrations whose fibers are complete intersections in weighted projective spaces. As an application, we prove the existence of standard models of threefold degree one and two del Pezzo fibrations, settling a conjecture of Corti [4].
Introduction
Finding good models of varieties fibered over one-dimensional schemes is a central problem in geometry and arithmetic. Some of the best known examples are the theory of stable reduction of (elliptic) curves, Néron models of abelian varieties, and the standard models of conic bundles.
Suppose we are given a flat projective morphism π : X → Z from a normal variety X onto a normal variety Z. We denote this by X/Z, and refer to it as a fibration. We say that π ′ : X ′ → Z ′ is a (birational) model of X/Z if there is a birational map χ : X X ′ and a birational map ψ : Z Z ′ such that π ′ • χ = ψ • π and such that χ induces an isomorphism between the generic fibers of X/Z and X ′ /Z ′ :
A priori there are many models for a given fibration X/Z. Hence it is natural to ask "What is the best model for a given fibration X/Z?" 1.1. Stability of fibrations over curves. We give an answer to this question for fibrations over one-dimensional bases by defining a notion of their (semi)stability in Section 2. It is crucial to note that we do not allow base change, motivated by questions in birational geometry.
We give a brief overview of our theory. As to be expected, stability depends on several choices. Suppose that there exists a proper parameter space M such that the generic fiber of X/Z is a k(Z)-valued point of M . (Here, k(Z) is the function field of a curve Z.) By properness of M , after possibly passing to a birational model, we can assume that π : X → Z is a pullback of the universal family over M via a morphism f π : Z → M . Assume that M is endowed with additional structure given by an action of a group scheme G, a choice L ∈ Pic G (M ) of a Glinearized line bundle, and a choice of its G-invariant section D ∈ H 0 (M, L) G . Given all of this, we can make the following: Definition 1.1. We say that π : X → Z is a weakly D-semistable model if f π (k(Z)) / ∈ Supp(D) and the degree of the Cartier divisor f * π (D) on Z is minimal among all maps f : Z → M with G(k(Z)) · f (k(Z)) = G(k(Z)) · f π (k(Z)). Definition 1.1 makes sense for any Dedekind scheme Z, but is too rigid to be of much use for an arbitrary Z. Instead, we want a definition that is local on the base: Definition 1.2. Let Z be a Dedekind scheme and π : X → Z a fibration such that the generic fiber over k(Z) is a point of M \ Supp(D). We say that π : X → Z is D-semistable if for every codimension one point p ∈ Z, the fibration X× Z Spec O Z,p i → Spec O Z,p i is weakly D-semistable.
Since we are minimizing a non-negative integer deg f * π (D) over the set G(k(Z)) in Definition 1.1, weakly semistable models obviously exist over arbitrary Dedekind schemes. When Z = Spec R, where R is a DVR, the notions of weak semistability and semistability coincide by definition. With mild assumptions on G, semistable models also exist for a fibration X/Z over an arbitrary Dedekind scheme Z as long as the generic fiber over k(Z) lies in M \ Supp(D).
An idealized example of this setup is given by (a connected component of) a Hilbert scheme M of a projective space P N , G = PGL(N +1), D a Cartier divisor parameterizing singular objects in M , L = O(D), and M \ Supp(D) /G being the stack parameterizing isomorphism classes of smooth objects in M . In this case, the assumption G(k(Z)) · f (k(Z)) = G(k(Z)) · f π (k(Z)) is equivalent to the condition that the fibrations induced by f π and f have isomorphic generic fibers. Hence D-semistability seeks a model of X k(Z) → Spec k(Z) that is defined over Z and has the least number of singular fibers.
Perhaps the only example where the idealized situation is (almost always) realized is that of the moduli space of hypersurfaces, where the theory of semistable models over Dedekind schemes has been worked out by Kollár [8] . Since it greatly motivates our work, we describe Kollár's theory in more detail in §2.4.
Our primary applications are towards extending Kollár's stability to weighted hypersurfaces (and complete intersections) in weighted projective spaces. This necessitates a careful choice of a parameter space M with a group action and of an invariant Cartier divisor D that governs stability. In Section 3, we establish numerical criteria for D-semistability for hypersurfaces in weighted projective spaces. We then proceed in Section 4 to consider semistability of degree 2 and 1 del Pezzo fibrations realized as complete intersections in weighted projective spaces ( §4.2 and §4.4, respectively). This allows us to obtain the following result. Theorem 1.3. Let M be the parameter space of weighted complete intersections of hypersurfaces of degree 3 and 6 in P = P(1, 1, 2, 3, 3) (resp., 2 and 4 in P = P(1, 1, 1, 2, 2)). Then there exists a G-invariant divisor D ter on M such that:
(1) For every smooth del Pezzo surface X η of degree 1 (resp., 2) over C(Z), a function field of a smooth curve Z, there exists a D ter -semistable model π : X → Z with the generic fiber X η . (2) For every D ter -semistable model π : X → Z, the morphism π is flat with integral fibers, and the total space X is 6-Gorenstein (resp., 2-Gorenstein) with K X = O P (−1)| X and has terminal singularities.
Finding good models for Mori fiber space with a one-dimensional base Z is crucially useful for birational geometry. It could be thought of as a post-MMP step to further simplifying birational models of a given uniruled variety. Good models behave nicely under predictions in terms of birational rigidity, see Section 6 for further explanation and speculations. Note that we already have a notion of a standard model for conic bundles: Theorem 1.6 ([17, Theorem 1.13]). Let X η be a smooth conic over K(S), where S is a surface and char(K) = 0. Then there exists S ′ birational to S, a smooth X, and a Mori fiber space π : X → S ′ such that X η is the general fiber of π.
Naturally, one would like to do something similar for other types of Mori fiber spaces. Next to consider are del Pezzo fibrations over curves. For a del Pezzo fibration π : X → Z, the first invariant is the degree of the fibers K 2
Xη . If the degree is 5, then X η is rational, hence any model of X η is birational to P 2 × Z, so there is no work to be done. If K 2 Xη = 4, then X is birational to a conic bundle. Indeed, X η has a point, we can blow up X η at that point to get a cubic surface X with a line. A projection from a line gives us the structure of a conic bundle on X η and hence X is birational to a conic bundle. Then finding the "good model" in the birational class is done by applying Theorem 1.6. The del Pezzo surfaces of degrees 1, 2, and 3 with relative Picard number 1 are not rational over the base, nor they are birational to a conic bundle [11, Theorem 5.7 ]. Thus to find a good representative we have to improve the fibration itself as in Theorem 1.6. However, there are del Pezzo fibrations of degrees 1, 2, and 3 which are not birational to smooth del Pezzo fibrations [4, Theorem 1.18], which suggests our expectations must be lowered compared to the conic bundle case.
In [4], Corti suggested the following notion of a standard model for low degree del Pezzo fibration.
Definition 1.7 ([4, Definitions 1.8 and 1.13]). Let π : X → Z be a Mori fiber space del Pezzo fibration over a curve. We say that it is a standard model if π has reduced fibers and X is 6-Gorenstein, 2-Gorenstein, or Gorenstein for K 2 Xη = 1, 2, or 3 respectively. Theorem 1.8 ([4, Theorems 1.10 and 1.15]). Let X η be a smooth del Pezzo surface of degree 2 or 3 over C(Z), then there exists a standard model.
Extending this result to the case of the degree 1 (Theorem 1.4) was one of our initial motivations in this project.
Starting from a fibration, Corti uses MMP techniques to construct a model with canonical singularities. He then uses explicit birational maps to produce a terminal model. Our approach in the degree 1 case can be formulated in this language, with a crucial difference being that birational maps that we use are guided by considerations of stability, generalizing Kollár's proof of the existence of standard models for cubic del Pezzo fibrations in [8] .
In view of (2), we will also call a D-semistable model, a D-minimizer. Stability then means that D-minimizer is unique, up to an action of G(R).
Our definition of D-(semi)stability is strongly motivated by Kollár's notion of (semi)stability for families of hypersurfaces over Dedekind schemes as developed in [8] and described in Section 2.4. Hence we also refer to D-semistability as Kollár stability when D, and hence quadruple (G, M, L, D), is understood.
For the applications we have in mind, the distinction between semistability and stability will play no role and so we rarely invoke the concept of D-stability. 
There is however a subtle distinction between the resulting D-stability on the quotient stack M and on the original space M arising from the possibility that R-points of M do not necessarily surject onto the Rpoints of M. When R is a complete ring, or G is a special group, every R-point of M comes from an R-point of M , and so the two notions of D-stability of R-points of M and M are equivalent.
Numerical criterion for
where R is simply the coherent sheaf given by the free rank one R-module on Spec R.
The G-linearization of L induces a K-linear isomorphism
and so, by composition, we obtain an isomorphism
By construction, the isomorphism in (2.3) is given by a canonical element in K/R * . We denote the valuation of this element by µ L ρ (f ), and call µ L ρ (f ) the Hilbert-Mumford-Kollár index of f with respect to ρ (abbreviated as HMK-index). Our naming convention will be explained below.
It is then immediate from definitions that for every G-invariant regular section D of L, we have
We also record for the future use several functorial properties of the HMK-index:
3. Suppose f : ∆ → M is a map and ρ, φ ∈ G(K) are such that ρ and φ • ρ are M -adapted to f . The following holds:
(1) If L 1 and L 2 are two G-linearized line bundles on M , then
(2) If h : M → N is a G-morphism and L is a G-linearized line bundle on N , then
given by z → t. Then for every one-parameter subgroup ρ : G m → G, the morphism ι defines a corresponding K-point of G given by ρ • ι : Spec K → G. Following Mumford, we denote the resulting K-point of G by ρ . We also write µ L ρ instead of µ L ρ . Recall that for G = GL(n) and G = SL(n), the elementary divisors theorem says that the double coset of every element of G(K) with respect to the subgroup G(R) contains an element of the form ρ for some one-parameter subgroup ρ of G. (If the DVR R is complete, this is true more generally for reductive groups by a theorem of Iwahori [13, p.52 ].)
Combining properties (3) and (4) 
2.4. Motivating example après Kollár. In this subsection, we recast Kollár's notion of stability for homogeneous polynomials, which motivates our whole approach, in the language of D-semistability. We begin with a slightly more general setup.
Let M = M = P(U ) 2 , where U is any representation of a reductive algebraic group G.
We have Pic G (M ) = Z ⊕ Ch(G), where Ch(G) is the character group of G. The first summand of Pic G (M ) is generated by O(1) with its canonical G-linearization induced by the G-action on U , and the second by the G-linearized line bundles
where O χ is the trivial line bundle linearized by the character χ.
Suppose L = O(m) χ := O(m)⊗O χ , and D is a G-invariant section of L. We now explicate the numerical criterion of Proposition 2.4 for D-semistability of a map f : ∆ → M .
Suppose dim U = n and ρ is a 1-PS (one-parameter subgroup) ρ of G. Choose a basis u 1 , . . . , u n of U on which ρ acts diagonally as
Consider now an R-point f : ∆ → M given by an equation
Then we have the following notion of multiplicity as defined by Kollár:
we see that the R-point ρ · f is given precisely by the equation F ρ (t) ∈ R ⊗ U . 2 Our convention is that P(U ) means the space of lines in U . 6 Lemma 2.6. With setup as above, we have
where χ, ρ is the integer obtained by pairing χ and ρ. Consequently, for L = O(m) χ ,
We first establish (2.8). By Proposition 2.3, we have
Similarly, we have a canonical isomorphism
) and the claim follows. For (2.9), note that ρ sends the generator 1 of
2.4.1. Homogeneous polynomials. Suppose V is an n-dimensional vector space and G = GL(V ). Then U = Sym d V is the space of degree d homogeneous polynomials in n variables. The group G has exactly one character, namely the determinant χ = det. We take D to be the discriminant divisor on U . Then D is a G-invariant section of L = O(m) − m n χ , where m = n(d − 1) n−1 is the degree of the discriminant. We see that for F ∈ R ⊗ U , with F (0) = 0, our definition of multiplicity of F with respect to any one-parameter subgroup ρ of G coincides with Kollár's definition of multiplicity. Furthermore, the Hilbert-Mumford-Kollár index of f with respect to ρ is
Summarizing, we conclude that our definition of D-stability in P(Sym d V ) coincides with Kollár's definition of semistability for generically smooth families of degree d hypersurfaces in P n−1 as given in [8, Definition (3. 3)].
Kollár stability of weighted hypersurfaces
In this section, we work over an algebraically closed field k and R is a fixed DVR with residue field k, and fraction field K. Some restrictions on the characteristic of k will be imposed at appropriate places.
3.1. Linear systems of weighted hypersurfaces. Fix n pairwise coprime integers
Let S = k[x 1 , . . . , x n ] be the graded k-algebra with grading given by wt(x i ) = c i . Then is an (n − 1)-dimensional weighted projective space. (We allow the case of s = n, in which case all weights are greater than 1.) We emphasize that the generators x 1 , . . . , x n are not fixed throughout, but are determined only up to a k-algebra automorphism of S preserving the grading. Any such choice of generators with wt(x i ) = c i will be called a system of quasihomogeneous coordinates (or simply, a system of coordinates). The only singularities of P are the s isolated singularities v 1 , . . . , v s , given by
The Picard group of P is generated by O P (C), where C := c 1 . . . c s .
3.2.
The parameter space with group action. For d = qC, q ∈ Z >0 , the first parameter space that we consider will be
the space of weighted degree d hypersurfaces in P. We let G := Aut(S) be the group of k-algebra automorphisms of S preserving the grading. The group G has exactly s + 1 (respectively, s) linearly independent characters if s < n (respectively, if s = n), and so we have that Notice that given a system of quasihomogeneous coordinates x 1 , . . . , x n , we have the irrelevant one-parameter subgroup ρ irr acting via ρ irr (t) · (x 1 , . . . , x n ) = (t c 1 x 1 , . . . , t cn x n ).
Since ρ irr fixes all the points of M , a necessary condition for a G-linearized line bundle L to have a non-zero G-invariant section is that χ L ([X], ρ irr ) = 0 for some (equivalently, every) [X] ∈ M . This implies that the subspace of Pic G (M ) ⊗ Q spanned by effective G-linearized line bundles has dimension at most s + 1 if c n = 1 (respectively, at most s if c n > 1).
Boundary divisors.
At the same time, we can write down exactly s+1 distinct 'boundary' divisors on M :
• We let δ 0 be the discriminant divisor in M defined as the closure of the locus parameterizing hypersurfaces that are singular at a smooth point of P. A generic element of δ 0 is a hypersurface with a single ordinary double point A 1 . • Further, for each singularity v 1 , . . . , v s of the ambient space P, we define δ i to be the divisor in M parameterizing weighted degree d hypersurfaces that pass through v i . Since each divisor δ i is G-invariant and Cartier on M , we obtain s+1 effective G-linearized line bundles
As we will see in what follows, when s = n, the divisor δ 0 is a linear combination of δ 1 , . . . , δ s in Pic G (M ) ⊗ Q, whereas when s < n, the s + 1 divisors δ 0 , δ 1 , . . . , δ s are linearly independent in Pic G (M ) ⊗ Q.
By definition, the K-points of M \ (δ 0 ∪ δ 1 ∪ · · · ∪ δ s ) parameterize smooth weighted degree d hypersurfaces in P over K. It follows that for every linear combination D = s i=0 a i δ i , with a i ∈ Q ≥0 , the G-invariant effective Q-divisor D defines a notion of D-semistability for the R-points of M , as developed in Section 2.
While very geometric, the line bundle O(δ 0 ) is difficult to understand from the point of view of Kollár stability, chiefly because its Hilbert-Mumford-Kollár index (with respect to various one-parameter subgroups of G) is not easy to compute directly.
3.5. Tautological line bundles. More amenable to computation of HMK-indices are tautological line bundles
where π : X → M is the universal hypersurface over M , and O X (C) is the pullback of the generator of Pic(P) via the closed immersion X ֒→ P × M followed by the projection on the first factor. As an additional benefit, the discussion in this subsection is completely characteristic independent.
Then using the exactness of
The reason for rewriting Λ m in the above form is because the HMK-indices of the line bundles det π * (O P×M (mC)) and det π * I(mC)) are a bit more transparent to compute. To begin suppose ρ : G m → G is a one-parameter subgroup acting via ρ(t) · (x 1 , . . . , x n ) = (t w 1 x 1 , . . . , t wn x n ) in some system of quasihomogeneous coordinates. 
Just as in the case of homogeneous polynomials (cf. (2.6)), we have the following notion of multiplicity:
to be the set of all monic degree r monomials in S. Denote the ρ-weight of a monomial by w ρ (x d 1 1 . . . x dn n ) = d i w i and a ρ-weight of any set M of monomials by w ρ (M) = p∈M w ρ (p). The following result computes HMK-indices of the tautological line bundles:
is a generically smooth hypersurface given by an equation F . Then with respect to a one-parameter subgroup ρ acting diagonally on a system of coordinates x 1 , . . . , x n , we have that:
and consequently
Similarly, ρ · f : ∆ → M has equation F ρ t and we also have natural identifications:
The claims follow (cf. (2.4)).
(3) Conversely, for any rational numbers {a i } s+1 i=0 there exists a line bundle L(a 0 , . . . , a s+1 ) whose HMK-index with respect to every one-parameter subgroup ρ as above is
Proof. For a fixed m, w ρ (M mC ) is a Z-linear combination of w 1 , . . . , w s , and w s+1 + · · · + w n . It follows from (3.12) that each µ Λm ρ (F ) is a Z-linear combination of mult ρ (F t ), w 1 , . . . , w s , and w s+1 + · · · + w n . It is straightforward to verify that as m varies, µ Λm ρ (F ) span the full Q-vector space of Q-linear combinations of mult ρ (F t ), w 1 , . . . , w s , and w s+1 +· · ·+w n . Since the dimension of this space is s + 2 (resp., s + 1 if n = s), the rank of Pic G (M ), (1) and (3) follow. For (2), recall that a G-linearized line bundle with an effective section must satisfy
In the next subsection, we will write down the linear conditions on {a i } s+1 i=0 that ensure the effectivity of the line bundle L(a 0 , . . . , a s+1 ).
3.6.
Weighted hypersurfaces with G m -action and their characters. Definition 3.4 (Partial Fermat hypersurfaces). As above S = k[x 1 , . . . , x n ] is the graded ring with grading given by the weight vector c = (c 1 , . . . , c n ). For ℓ ∈ {1, . . . , s + 1}, we define the ℓ th partial Fermat of degree d to be the weighted degree d hypersurface
Let
If ℓ ∈ {1, . . . , s}, we have c ℓ > 1 and so f ℓ has a single singularity of type δ ℓ at p ℓ and no other singularities. It follows that f ℓ lies in δ ℓ and avoids all other boundary divisors δ j with j ∈ {1, . . . , s} \ {ℓ}; as we will see, f ℓ also lies in δ 0 . If ℓ = s + 1, then c ℓ = 1, and f ℓ has a single hypersurface singularity at p ℓ and no other singularities, so that f ℓ lies in δ 0 and avoids all other boundary divisors δ j with j ∈ {1, . . . , s}.
Let ρ ℓ be the one-parameter subgroup of G given by t · x ℓ = tx ℓ , and t ·
Define M ℓ to be the number of degree D monomials in S that are divisible by x 
Then the characters of the line bundles
3) are as follows:
Proof. Consider the universal hypersurface of degree d in P:
written in the same coordinates in which f ℓ is given by (3.20) . Here, we denote by b(
These are homogeneous coordinates on M . Because we chose ρ to act via t · x ℓ = tx ℓ , we have that ρ acts on b(
We proceed to compute the character
Then the discriminant of F is the resultant of the partials g 1 , . . . , g n . We now recall the Macaulay's approach to computing this resultant [10] (see also [18] for the homogeneous case). Note that Res(g 1 , . . . , g n ) = 0 if and only if g 1 , . . . , g n fail to form a regular sequence in k[x 1 , . . . , x n ] if and only if (g 1 , . . . , g n ) D = k[x 1 , . . . , x n ] D . (Indeed, one direction is clear. For the other direction, note that when g 1 , . . . , g n do form a regular sequence, the resulting Gorenstein Artinian k-algebra k[x 1 , . . . , x n ]/(g 1 , . . . , g n ) has socle in degree D − 1 and hence vanishes in degree D.) Consider the
in the basis given by M D . Then the ideal generated by the maximal minors of M is a codimension one, and hence principal ideal, in the ring
The generator of this ideal is, by definition, Res(g 1 , . . . , g n ). In particular, the resultant in question is the greatest common divisor of the maximal minors of M. To compute the ρ-weight of Res(g 1 , . . . , g n ), we restrict to the ρinvariant slice of the parameter space, where this g.c.d. is explicitly computable.
Next, we reorder our variables so that ℓ = n. (Doing so, we abandon our usual convention on the ordering of the variables by their weights.) We then consider the ρ-equivariant deformation of f n given by
where the sum is taken over all other monomials divisible by x n .
We denote the partials of F by g 1 , . . . , g n , so that g j = ∂F ∂x j , and by M the specialization to our slice of the matrix M defined above. We next identify an explicit maximal minor of M such that every other maximal minor is a multiple of it. For r = 1, . . . , n, let S r be the set of
Consider the following |M D | elements of k[x 1 , . . . , x n ] D :
Writing these elements out as vectors in the basis M D , we obtain an
Proof. It suffices to prove that every product
lies in the span of X. We do this by induction on i and induction on m using the graded reverse lexicographic (grevlex) order. In what follows, we use the fact that g r has a non-zero Hence for
We conclude by the inductive assumption. By Lemma 3.6, the ρ-weight of δ 0 at [f n ] equals to the ρ-weight of the determinant of the matrix M 0 constructed above. Since this determinant is ρ-semi-invariant, its ρ-weight equals to the sum of the ρ-weights of the diagonal elements. Now notice that, by construction, the diagonal entries of M 0 are either non-zero constants (there are |S r | entries equal to d cr , the leading coefficient of g r , for r < n), or equal to d cn b. Moreover, the number of diagonal entries equal to d cn b is precisely |S n |. We conclude that the ρ-weight of M 0 is
where M n is the number of degree D monomials in S that are divisible by x Corollary 3.7. Let M i be the integers defined in Proposition 3.5. We have
For ℓ = 1, . . . , s, we have
Proof. Follows directly from Corollary 3.3 and Proposition 3.5 using the method of indeterminate coefficients (see also the proof of Theorem 3.8 below).
Corollary 3.7 can be generalized as follows: 
Then testing against the partial Fermat f s+1 with its ρ s+1 -action (assuming c s+1 = 1), we obtain
where M s+1 was defined in Proposition 3.5. This shows that β 0 has the same sign as a s+1 . Testing against f ℓ (assuming for 1 ≤ ℓ ≤ s), we get
where M ℓ was defined in Proposition 3.5. Then
for all ℓ = 1, . . . , s. This finishes the proof of (A).
To prove (B), we need to verify that a 0 = 1, a 1 = · · · = a s+1 = d c i satisfy (3.28). First, a simple counting argument shows that
It thus suffices to show that
To show this, observe that we can choose exponents of x j 's for j = ℓ, n in
ways. Now for each choice above, the exponent of x n is at most d − 2 and congruent to a fixed number modulo c ℓ . Hence
and so we are done with (B).
Stability of low degree del Pezzos
In this section, we work over an algebraically closed field k and R is a fixed DVR with residue field k, fraction field K, and uniformizer t. Some restrictions on the characteristic of k will be imposed at appropriate places. 4.1. Quartics in P(2, 1, 1, 1). Assume char(k) = 2.
Let S = k[x 1 , x 2 , x 3 , x 4 ], where the grading is given by w(x 1 ) = 2, w(x 2 ) = w(x 3 ) = w(x 4 ) = 1. Set G = Aut(S), the group of grading-preserving k-algebra automorphisms of S. Let P := Proj S = P(2, 1, 1, 1). Take M = |O P (4)| to be the space of degree 4 weighted hypersurfaces in P. We have two boundary divisors: i) δ 0 , whose general points parameterize quartics with hypersurface singularities, and ii) δ 1 parameterizing quartics through the 1 2 (1, 1, 1) point of P. The K-valued points of M \(δ 0 ∪δ 1 ) parameterize smooth degree 2 del Pezzo surfaces over K (this is true for any field K).
Given
x 4 ] 4 and a one-parameter subgroup ρ of G acting by t · x i = t w i x i , we have by Corollary 3.7 that We have the following result recasting a bulk of [4, Section 4] in the language of Kollár stability (hence we omit the proof):
Then F = 0 defines a threefold del Pezzo fibration X → ∆ of degree 2 such that X has terminal singularities and the central fiber X 0 is reduced, and either irreducible or a union of two quadrics each passing through the Let G = Aut(S) be the group of graded k-algebra automorphisms. We let M be the parameter space of (4, 2) intersections in P:
where (F, H) stands for the ideal generated by F and H. Note that if q : Q → P(S 2 ) is the universal quadric in P(1, 1, 1, 2, 2), then M = P(q * O Q (4)) is a projective bundle over a projective space. It follows that M is smooth and Pic(M ) = Z 2 . The character group of Aut(S) is free of rank 2, and so 
Let M 0 be the locus in M where the quadric H is equivalent to x 0 = 0 under the G-action. The complement of this locus is closed of codimension 2. Since x 0 = 0 defines a closed subscheme in P isomorphic to P(2, 1, 1, 1), we have an isomorphism of quotient stacks M 0 / Aut(P(2, 2, 1, 1, 1)) ≃ |O P(2,1,1,1) (4)|/ Aut(P (2, 1, 1, 1) ) .
It follows that the boundary divisors δ 0 and δ 1 in |O P(2,1,1,1) (4)| that we defined in §3.4 extend uniquely to divisors on M . there exist H t ∈ R[x 0 , . . . , x 4 ] 2 , with H 0 = 0, and F t ∈ R[x 0 , . . . , x 4 ] 4 , with F 0 / ∈ (H 0 ), such that f is given by (F t , H t ) ⊂ R[x 0 , . . . , x 4 ], and where F t is chosen so that mult ρ (F t ) is maximal among ρ-multiplicities of all elements of F t + R[x 0 , . . . , x 4 ] 2 H t . The maximality assumption is equivalent to the condition that
Then, in complete analogy with Proposition 3.2, we compute the Hilbert-Mumford-Kollár indices of these line bundles as follows:
(4.7)
. Noting the linear independence of the right-hand sides as linear functions in the variables mult ρ (H t ), mult ρ (F t ), w 0 + w 1 , and w 2 + w 3 + w 4 , we conclude that T 1 , T 2 , Λ 0 2 , and Λ 0 4 form a basis of Pic G (M ) ⊗ Q.
We proceed to express the boundary divisors δ 0 and δ 1 in terms of the above basis with the goal of computing their HMK-indices. To do so, we consider the two singular degree two del Pezzo surfaces given by the partial Fermats {f ℓ } ℓ=1,2 as in Definition 3.4. Note that in M , the point [f ℓ ] is defined by the quadric x 0 = 0 and the quartic f ℓ of Equation (3.20) , and that [f ℓ ] is fixed by the one-parameter subgroup ρ ℓ acting via t · x ℓ = tx ℓ , by ρ irr , and by ρ 0 acting by t · x 0 = tx 0 .
The following table summarizes the HMK indices of these points
Using the method of indeterminate coefficients, we obtain:
In particular, from (4.7), we conclude that
Instability of non-complete-intersections.
Note that (F, H) fails to be a complete intersection at t = 0 if and only if F (0) and H(0) have a common degree 1 factor. Say (F (0), H(0)) ∈ (x 4 ). Then with respect to the one-parameter subgroup (0, 0, 0, 0, 1), we have
It follows that for every effective linear combination D = aδ 0 + bδ 1 , a D-semistable R-point of M parameterizes (4, 2)-complete intersections in P(2, 2, 1, 1, 1). Say H(0) ∈ (x 4 ). Then with respect to the one-parameter subgroup (0, 0, 0, 0, 1), we have Let
where the grading is given by w(x 1 ) = 3, w(x 2 ) = 2, and w(x 3 ) = w(x 4 ) = 1. Set G = Aut(S), the group of grading-preserving k-algebra automorphisms of S. Let P := Proj S = P(3, 2, 1, 1). We let M = |O P (6)| be the space of degree 6 hypersurfaces in P. We have three boundary divisors δ 0 , δ 1 , δ 2 in M , and K-valued points of M \ (δ 0 ∪ δ 1 ∪ δ 2 ) parameterize smooth degree 1 del Pezzo surfaces over K (for any field K).
Given f : ∆ → M with the equation F ∈ R[x 1 , x 2 , x 3 , x 4 ] 6 and a one-parameter subgroup ρ of G acting by t · x i = t w i x i , we have by Corollary 3.7 that (4.9) 
Then F = 0 defines a threefold del Pezzo fibration X → ∆ of degree 1 such that X has Gorenstein canonical singularities and the central fiber X 0 is integral.
Proof. By (4.9), D Gor -semistability implies the following condition for any 1-PS ρ acting with weights (w 1 , w 2 , w 3 , w 4 ) in some coordinates on P (1, 1, 2, 3) :
. Then D Gorsemistability with respect to ρ = (2, 1, N, N ) implies that 2 + 48 N 2 mult(F ) ≤ 7 + 1 N 2 (100 + 120N ). It follows that mult ρ (F ) ≤ 3 and so b(0) = 0. Similarly, D Gor -semistability with respect to ρ = (1, 1, N, N ) implies that mult ρ (F ) ≤ 2, and so a(0) = 0. We conclude that every D Gor -semistable family X → ∆ has a central fiber of the form x 2 1 + x 3 2 + · · · = 0, a sextic that avoids singularities of P(1, 1, 2, 3). Such sextics are Gorenstein and necessarily integral, by degree considerations.
Consider now a Gorenstein point P ∈ X 0 , which after a change of coordinates, we can take to be P = [0 : 0 : 0 : 1]. We have
Then for ρ = (3, 2, 1, 0), (4.11) gives (2 + 48ǫ) mult ρ (F ) ≤ 12 + ǫ(96 + 72 + 60) = 12 + 228ǫ.
Thus mult ρ (F ) ≤ 5. By the recognition criterion of cDV singularities given in Corollary 5.2 below, P ∈ X is a cDV singularity, hence canonical.
An example of x 2 1 + x 3 2 + t 2 (x 6 3 + x 6 4 ) = 0 shows that X can have non-isolated singularities.
4.4. (6, 3)-intersections in P(3, 3, 2, 1, 1). Let S = k[x 0 , x 1 , x 2 , x 3 , x 4 ], where the grading is given by w(x 0 ) = w(x 1 ) = 3, w(x 2 ) = 2, and w(x 3 ) = w(x 4 ) = 1. Set G = Aut(S), the group of grading-preserving k-algebra automorphisms of S. Let P := P(3, 3, 2, 1, 1) = Proj S and note that x 0 = 0 defines P(3, 2, 1, 1) ֒→ P. We let M be the parameter space of (6, 3)-intersections in P:
Clearly, M is a projective bundle over a projective space. It follows that Pic(M ) = Z 2 . The character group of G is free of rank 3. It follows that Pic G (M ) ≃ Z 5 . For m = 3, 4, 5, 6, we define the following vector bundles on M by the rule
For every positive integer m, we define
to be the determinant of the trivial vector bundle whose fiber is S m , where the linearization is given by the natural action of G on S m . Let Λ m := T m ⊗ (det I m ) −1 for m = 3, 4, 5, 6. Suppose ρ : G m → G is a 1-parameter subgroup acting via ρ(t) · (x 0 , . . . , x 4 ) = (t w 0 x 0 , . . . , t w 4 x 4 ).
Consider f : ∆ → M given by H t ∈ R[x 0 , . . . , x 4 ] 3 , with H 0 = 0, and F t ∈ R[x 0 , . . . , x 4 ] 6 , with F 0 = 0, and where F t is chosen so that mult ρ (F t ) is maximal among all elements of F t + S 3 H t , which is equivalent to saying that
Then we have
Consider now the 3 partial Fermats {f ℓ } ℓ=1,2,3 as defined in Definition 3.4. Note that f ℓ is defined by x 0 = 0 and Equation (3.20) , and that f ℓ is fixed by ρ ℓ acting by t · x ℓ = tx ℓ , by ρ irr , and by ρ 0 acting by t · x 0 = tx 0 .
As in §4.2, the boundary divisors δ 0 , δ 1 , and δ 2 in |O P(3,2,1,1) (6)| that we defined in §3.4 extend uniquely to divisors on M . We now collect the character computations that we have obtained so far: 
In particular,
For D bal = δ 0 + 14δ 1 + 8δ 2 , we have
Singularities and stability
The aim of this section is to prove Theorem 1.3 in the case of degree 1 (with the case of degree 2 being easier, and hence omitted). This is accomplished by proving Theorem 5.7 below. Before proceeding, we recall some auxiliary results on terminal threefold singularities, which will also fix notation throughout this section. We work over the field of complex numbers. 5.1. On equations of terminal singularities. In this section we recall the necessary parts of the classification of terminal threefold singularities. 5.1.1. Terminal Gorenstein singularities. An isolated compound Du Val (cDV for short) threefold singularity is terminal and Gorenstein. In characteristic 0, the converse is also true. We use the following standard recognition criteria for Du Val and cDV singularities.
Lemma 5.1 (cf. [16, p.375] ). Suppose a hypersurface in C 3 given by an equation F (x, y, z) = 0 has an isolated multiplicity 2 singularity at P = (0, 0, 0). Then:
(1) If the tangent cone of F is reduced, then P is an A n singularity.
(2) If F (x, y, z) = x 2 + g(y, z) and the tangent cone of g(y, z) is a cubic with at least 2 different linear factors, then P is a D n singularity.
where deg h ≥ 4, and mult t h(t 2 y, tz) ≤ 5, then P is an E n singularity.
Corollary 5.2. Suppose we have a hypersurface in C 4 with an isolated singularity at P = (0, 0, 0, 0), given by the equation
Then:
(1) If rk q 2 ≥ 2, then P is a cA n -singularity.
(2) If q 2 (x, y, z, w) = x 2 , and q 3 (0, y, z, w) is not a cube of a linear form, then P is a cD nsingularity. (3) If q 2 (x, y, z, w) = x 2 , and q 3 (0, y, z, w) = y 3 , and mult t F (0, t 2 y, tz, t) ≤ 5, then P is a cE n -singularity.
Proof. Parts (1-2) follow directly from Lemma 5.1 (1-2) by taking a generic hyperplane section through (0, 0, 0, 0). For (3), the hyperplane section needs to be of the form z − λw = 0 for a general λ ∈ C.
5.1.2.
Terminal non-Gorenstein singularities. We will only need a classification of 2-Gorenstein and 3-Gorenstein singularities. They are stated in separate statements and with coordinates adapted to our applications. (1, 1, 1, 0; 0 1, 1, 0 ; 0) w 2 + txy + t n + g 4 (x, y), n 4 (5c) 1  2 (1, 1, 1, 0 ; 0) w 2 + tx 2 + t n + g 4 (x, y), n 3 (6) From now on, we assume that {F ⊗ K = H ⊗ K = 0} is a smooth degree 1 del Pezzo surface in P K (1, 1, 2, 3, 3 ).
Suppose ρ : K * → Aut K[x, y, z, w, s] is a 1-parameter subgroup acting diagonally ρ(t) · (x, y, z, w, s) = (t w 1 x, t w 2 y, t w 3 z, t w 4 w, t w 5 s).
We write ρ = (w 1 , . . . , w 5 ), and abbreviate
Let D bal = δ 0 + 14δ 1 + 8δ 2 . It follows from Section 4.4 that, in this notation, the Hilbert-Mumford-Kollár index of (F, H) with respect to L bal := O(D bal ) and ρ is computed by
We also record that for M := O(δ 1 − δ 2 ), we have
We consider the semistability of pairs (F, H) ∈ M with respect to the line bundle (5.1) L ter := L bal + ǫM, 0 < ǫ ≪ 1.
Then we have a simple necessary numerical criterion for semistability with respect to D ter :
Lemma 5.6 (Instability). A (6, 3)-intersection (F, H) is L ter -unstable with respect to a 1-PS ρ = (w 1 , . . . , w 5 ) with w i ≥ 0 if
Note that, if (F, H) is L bal -unstable with respect to ρ, that is µ L bal ρ (F, H) > 0, then it is also L ter -unstable with respect to ρ. This is frequently used in this section for proving L balinstability, when required. Also note that, if µ L bal ρ (F, H) = 0 and µ
We now state the main result of this section:
Theorem 5.7. For every D ter -semistable (F, H) ∈ M (R), the intersection X = {F = H = 0} ⊂ P R (1, 1, 2, 3, 3) is flat over Spec R, the morphism π : X → Spec R has integral fibers, the total space X is terminal and 6-Gorenstein.
Remark 5.8. Once we establish that X is a (3, 6)-complete intersection with isolated singularities, then adjunction is applicable and gives K X = O P(1,1,2,3,3) (−1)| X . It then follows that X is 6-Gorenstein.
The plan of the proof is as follows.
Step 1 ( §5.3) of the proof is to show that the vanishing of H 0 defines either P(1, 1, 2, 3) or P (1, 2, 9, 9) . Step 2 ( §5.4) is to show that if H 0 = 0 defines P (1, 1, 2, 3) , then X 0 is integral and X is terminal. Step 3 ( §5.5) is to show the same for P (1, 2, 9, 9) .
5.3.
Step 1: H 0 = 0 is irreducible. We first prove the following lemma.
Lemma 5.9. If (F, H) is L ter -semistable, then H 0 is irreducible. More precisely, in some system of coordinates, one of the following holds:
(1) H 0 = y 3 − xz, and its vanishing defines P(1, 2, 9, 9) ֒→ P(1, 1, 2, 3, 3) in the central fiber.
(2) H = s, and its vanishing defines P(1, 1, 2, 3) ֒→ P(1, 1, 2, 3, 3) in every fiber.
Proof. Suppose H 0 = 0 is reducible. Then in some system of coordinates on P (1, 1, 2, 3, 3) , H 0 is divisible by x. Consider ρ = (1, 0, 0, 0, 0), then m ρ F ≥ 0 and m ρ H = 1. It follows that a family with reducible H 0 is unstable with respect to L ter by Lemma 5.6. A contradiction.
Since H 0 = 0 is irreducible, we have that either H 0 has a non-zero linear term in (w, s), or H 0 is a cubic purely in the variables x, y, z. In the former case, we can change coordinates so that H = s. Then H = 0 defines P(1, 1, 2, 3) in every fiber. In the latter case, we may write H 0 = y 3 − xz in some coordinates. Then H 0 = 0 defines P(1, 2, 9, 9) ֒→ P (1, 1, 2, 3, 3) .
5.4.
Step 2: Central fiber in P (1, 1, 2, 3) . The aim of this subsection is to prove the following.
Proposition 5.10. Suppose F = H = 0 define a (6, 3)-complete intersection X ֒→ P R (1, 1, 2, 3, 3) . Suppose (F, H) is L ter -semistable and suppose H 0 = 0 is P (1, 1, 2, 3) . Then the threefold X is terminal and the central fiber X 0 is integral.
Lemma 5.11. Suppose (F, H) is semistable, then X 0 is integral.
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Proof. By Lemma 5.9, we can assume that H = s. Then X 0 is non-integral if and only if F 0 (x, y, z, w, 0) factors non-trivially in k[x, y, z, w] 6 . Let A be its smallest positive degree factor. If deg A = 1, then, up to a change of coordinates, A = y and (F, H) is destabilized by ρ = (0, 1, 0, 0, 0). If deg A = 2, then, up to a change of coordinates, A = z and (F, H) is destabilized by ρ = (0, 0, 1, 0, 0) . Suppose now deg A = 3. If A = w in some coordinates, then (F, H) is destabilized by ρ = (0, 0, 0, 1, 0) . Otherwise, A does not depend on w and so we may write F (x, y, z, w, 0; t) = A(x, y, z)B(x, y, z) (mod (t)).
Make a change of coordinates s = s + A(x, y, z). Then in the new coordinates (F, H) becomes F = sB(x, y, z) (mod (t)),
It follows that (F, H) is destabilized by ρ = (0, 0, 0, 0, 1).
This lemma is the only place in the proof of Proposition 5.10 where starting with a family whose central fiber lives in P (1, 1, 2, 3) , we must use a one-parameter subgroup that takes us outside of P (1, 1, 2, 3) . In other words, the reducibility of the central fiber in the family
is the main reason we consider the models in P(1, 1, 2, 3, 3) instead of P (1, 1, 2, 3) .
From now on, we note that the L ter -stability of a complete intersection F (x, y, z, w; t) = 0, s = 0.
implies L bal -semistability of F (x, y, x, w; t) = 0 as the degree 6 hypersurface in P (1, 1, 2, 3) . Namely, for every G m -action ρ(t) · (x, y, z, w) = (t w 1 x, t w 2 y, t w 3 z, t w 4 w),
we must have
We may decompose F (x, y, z, w; t) = F 0 (x, y, z, w) + tF 1 (x, y, z, w) + t 2 F 2 (x, y, z, w) + . . . (mod t N ) for arbitrarily large fixed N .
5.4.1.
Non-isolated singularities.
Lemma 5.12. Suppose F is semistable, then X has only isolated singularities.
Proof. Suppose X, and hence X 0 , is singular along a curve C ⊂ X 0 . If v 1 = [0 : 0 : 0 : 1] / ∈ X 0 , then via the projection from v 1 , X 0 is a double cover of P (1, 1, 2) with a non-reduced branched divisor. In some coordinates, the equation of X 0 (resp., C) is w 2 = A 2 (x, y, z) · B(x, y, z), (resp., w = A(x, y, z) = 0), where we may take A to be irreducible. By Lemma 5.11, deg A < 3. If deg A = 1 (resp., deg A = 2), we may take A = y (resp., A = z). In this case the equation of X is w 2 − A 2 B(x, y, z) + tF 1 (x, y, z, w) + t 2 F 2 (x, y, z, w) + · · · = 0.
Since X is singular along A = w = t = 0, we have F 1 ∈ (A, w). We conclude that F is destabilized by ρ = (0, 1, 0, 1) if A = y (resp., by ρ = (0, 0, 1, 1) if A = z).
Suppose v 1 ∈ X 0 and that F 0 depends only on x, y, z. Then the singular locus of X 0 is the cone over the singular locus of the curve F 0 (x, y, z) = 0 in P (1, 1, 2 ). Up to a change of coordinates we can assume that either (0, 0, 1) or (1, 0, 0) is a singular point of this curve. Thus we may take C to be either y = z = 0 or x = y = 0. Then either F ∈ (y, z, t) 2 or F ∈ (x, y, t) 2 , and so F is destabilized by either ρ = (0, 1, 1, 0) or ρ = (1, 1, 0, 0).
If v 1 ∈ X 0 and F 0 depends on w, we may write
The projection from v 1 is an isomorphism from X 0 to P(1, 1, 2) away from a 3 = b 6 = 0. Since a 3 and b 6 are coprime by Lemma 5.11, we see that the singular locus must consist of the fibers of the projection map over a 3 = b 6 = 0 in P (1, 1, 2 ). Up to a change of coordinates, we may take C to be either y = z = 0 or x = y = 0, and conclude as in the previous case.
5.4.2.
Non-Goreinstein singularities. Up to a change of coordinates any point on X 0 can be written as (1, 0, 0, 0), (0, 0, 1, 0), (0, 0, 1, 1), or (0, 0, 0, 1). If the point (0, 0, 0, 1) lies on X 0 , then it is a 3-Gorenstein singularity of X. If the point (0, 0, 1, 0) lies on X 0 , then it is a 2-Gorenstein singularity of X. If X is singular at the point (1, 0, 0, 0) or (0, 0, 1, 1), then it is a Gorenstein singularity. These are the three major cases we examine.
Lemma 5.13. Suppose P = (0, 0, 0, 1) ∈ X is an isolated 3-Gorenstein singularity. Suppose F is D bal -semistable, then P ∈ X is a terminal singularity.
Let j > 0 be the smallest integer such that F j = 0 does not pass through P (and so contains a monomial w 2 ). Since the generic fiber F ⊗ K = 0 is smooth, such exists. Then the local equation 4 of P ∈ X is where G(x, y, z, t) ∈ (x, y, z, t j ). If p 1 = p 3 = 0, then F is unstable for ρ = (1, 1, 2, 2) (or equivalently, ρ ′ = (0, 0, 0, −1)) Indeed, in this case m ρ F ≥ 6 > 6 7 4 i=1 w i . If j = 1, then (5.5) has tangent cone t = 0 and so is smooth at P . It follows that P ∈ X is a 1 3 (1, 1, 2)-point and thus terminal. Thus we may assume j ≥ 2. Suppose p 1 = 0 then we may assume p 1 (x, y) = x after a suitable change of coordinates. The tangent cone of (5.5) is then xz = 0. It follows that P ∈ X is a singularity of type cA n /µ 3 , the case (1) in Theorem 5.3.
Suppose p 1 = 0, and p 3 = 0. Since F is semistable for ρ = (1, 1, 1, 0) , there must be a monomial with ρ-weight 2, which is satisfied only if j = 2. Similarly, since (F, H) is semistable for ρ = (1, 1, 1, 1) , we have p 0 = 0. Thus the local equation of P ∈ X is
We claim that this is the equation of a terminal singularity from the case (4) of Theorem 5.3. If p 3 (x, y) has three distinct factors, it is (4a). If p 3 (x, y) has two distinct factors, it is (4b). And if p 3 (x, y) = x 3 , it is (4c).
We show how to get the case (4a) explicitly, the other cases are similar. First, we may change coordinates x, y in such a way that p 3 (x, y) = x 3 + y 3 in new coordinates. Next, we change coordinates z new = z − p 2 3 , which eliminates the term z 2 p 2 (x, y) and changes p 4 (x, y) and p 6 (x, y). Similarly, if there is monomial 3cx 2 y 2 z in the equation of X, where c is a constant, we make the change of coordinates x new = x − cy 2 z. That eliminates 3cx 2 y 2 z and gives new monomials which are divisible by y 3 . Thus the local analytic equation of X becomes
which is analytically equivalent to
Remark 5.14. Note that the changes of coordinates have to be equivariant in order for us to preserve the singularity type.
Lemma 5.15. Suppose P = (0, 0, 1, 0) ∈ X is an isolated 2-Gorenstein singularity. Suppose F is D bal -semistable, then P ∈ X is a terminal singularity.
Proof. First, note that F contains the monomial t j z 3 for some j since the general fiber F ⊗K = 0 is smooth. We set z = 1 to find the local equation of P ∈ X. Thus the local equation of P ∈ X is
where j is the lowest integer such that t j z 3 is in the equation of X. If j = 0, then the point P is not on X. If j = 1, then P is 1 2 (1, 1, 1 ). Thus we assume j 2. Consider the quadratic part
of (5.6) If its rank is at least 2, then P is a terminal cA n /µ 2 -singularity: cases (1) or (3) in Theorem 5.4. Thus we assume that its rank is 1.
If A 2 (x, y, w, t) = t 2 , then (F, H) is unstable for ρ = (2, 1, 1, 1). Indeed, since p 0 = p 1 = p 2 = 0, we have m ρ F = 5 > 5 6 7 . Thus the quadratic part of (5.6) is w 2 or x 2 and j 3. Suppose first that A 2 (x, y, w, t) = w 2 . We consider the term tq 2 (x, y) in F . The singularity type now depends on the rank of q 2 , j, and whether p 4 = 0 as described in the following table. rk q 2 j p 4 Type of singularity or destabilizing ρ 2 3 any (5a) 2 4 any (5b) 1 3 any (5c) 0 3 = 0 (6) 0 3 0 (3, 1, 1, 1) 0 4 any (2, 0, 1, 1)
Suppose now that A 2 (x, y, w, t) = x 2 . We consider the term tq 2 (y, w) in (5.6). If q 2 (y, w) = 0 or q 2 (y, w) is divisible by y, then X is singular along the curve x = y = t = 0, which is a contradiction. Thus q 2 = w 2 +. . . and the type of singularity depends on rk q 2 and j as described in the following table.
rk q 2 j Type of singularity 2 3 (5a) 2 4 (5b) 1 3 (5c)
Proof. If X 0 does not contain the curve x = y = 0, then X 0 and hence X is smooth at P . Suppose X 0 contains x = y = 0 and P is a singular point. Then t, xz/w, yz/w, and ξ := w 2 −z 3 w 2 are the local coordinates at P ∈ X. If P is a singular point, then all partials vanish, in particular
for some c ∈ k. Note that c = 0 since otherwise X is singular along the curve t = x = y = 0. Thus the local equation of P ∈ X is tξ + · · · = 0. It follows from Corollary 5.2 that P ∈ X is a cA n -singularity.
Combining these lemmas we get Proposition 5.10 5.5.
Step 3: Central fiber in P (1, 2, 9, 9) . The aim of this subsection is to prove the following.
Proposition 5.18. Suppose F = H = 0 define a (6, 3)-complete intersection X. Suppose (F, H) is L ter -semistable and suppose H 0 = 0 is P (1, 2, 9, 9) . Then X is terminal and X 0 is integral. Consider a closed immersion P(1 α , 2 β , 9 w , 9 s ) → P (1, 1, 2, 3, 3 ) via x = α 3 , y = αβ, z = β 3 so that the image is the cubic xz = y 3 . Then the equation of X 0 in P (1, 2, 9, 9) becomes
Lemma 5.19. If q(w, s) = 0, then the pair (F, H) is unstable with respect to ρ = (1, 1, 1, 1, 1) .
Proof. It is easy to see that m ρ H = 2 and m ρ Lemma 5.20. Suppose (F, H) is L ter -semistable, then X 0 is integral Proof. Suppose X 0 = {F 0 = 0} ⊂ P (1, 2, 9, 9) is not integral. Since q(w, s) = 0 by Lemma 5.19, we must have have F 0 (w, s, α, β) = (L 1 (w, s) + g 1 9 (α, β)(L 2 (w, s) + g 2 9 (α, β)), where L i = 0. Since g i 9 ∈ k[α, β] 9 = α 9 , α 3 β 3 = x 3 , y 3 . It follows that F = (L 1 9 (w, s) + g 1 9 (x, y)(L 2 9 (w, s) + g 2 9 (x, y)). Then after a change of coordinates, we can assume s | F 0 . Take ρ = (0, 0, 0, 0, 1), then m ρ F 1, hence µ L ter ρ > 0 by Lemma 5.6, a contradiction.
Lemma 5.21. If rk q 2 (w, s) = 2, then X is terminal.
Proof. After a change of coordinates we may write the equation of X 0 in P (1, 2, 9, 9) as
Clearly, X 0 has 2 singularities of type 1 9 (1, 2) at α = β = s = 0 and α = β = w = 0. Also X 0 has an A n -singularity along the line w = s = 0 for every root of f 18 (α, β) of multiplicity n + 1. The central fiber X 0 has no other singularities, hence X 0 has only quotient singularities. Thus by [9, Corollary 3.6], X is terminal along X 0 .
It remains to show that X is terminal if rk q 2 = 1, that is if q 2 (w, s) = w 2 in some coordinates. 28 5.5.1. The case q 2 (w, s) = w 2 . We may write the equations of X in the form F 6 = w 2 + sa 3 (x, y, z) + f 6 (x, y, z) + tB 6 (x, y, z, s; t) = 0,
Semistability with respect to the ρ-action t · (x, y, z, w, s) = (tx, ty, tz, tw, s) implies that the ρ-multiplicity of either F or H is at most 1. The only possible terms of ρ-weight 1 are ts 2 or ts and so after a change of variables we arrive at the dichotomy:
• Case A: H = y 3 − xz + ts and F = w 2 + sa 3 (x, y, z) + f 6 (x, y, z) + tB 6 (x, y, z, s; t), where B 6 has no s 2 term. • Case B: F = w 2 + sa 3 (x, y, z) + f 6 (x, y, z) + t(s 2 + C 6 (x, y, z; t)) and H = y 3 − xz + t n w.
Lemma 5.22. Suppose (F, H) is semistable, then X 0 and hence X has only isolated singularities.
Proof. Suppose X 0 is singular along a curve C. The equation of X 0 in P (1, 2, 9, 9) is
therefore we have C ⊂ (w = a 9 = 0). Since a 9 (α, β) decomposes into the factors of degree 1 and 2, up to a change of coordinates C has equations w = β = 0, or w = α = 0. Note that the change of coordinates of the form β new = β + cα 2 induces change of coordinates on P(1, 1, 2, 3, 3) which preserves H. Thus C is defined in P(1, 1, 2, 3, 3) by either t = w = z = y = 0 or t = w = x = y = 0.
Suppose X is singular along C : (t = w = z = y = 0). In the chart x = 1 we have
that is we can eliminate the second equation by substituting H 3 − z instead of z. The variety X is singular along C if and only if F 6 (1, y, H 3 − z, w, s) ∈ y, z, w, t 2 . Then X is unstable for ρ = (0, 1, 1, 1, 0) in the case (A) and for ρ = (0, 1, 2, 1, 0) in the case (B). Suppose X is singular along C : (t = w = x = y = 0). Then we proceed as above. We consider chart z = 1, substitute H 3 − x instead of x into F 6 . Then X is unstable for ρ = (1, 1, 0, 1, 0) in the case (A) and for ρ = (2, 1, 0, 1, 0) in the case (B). Now suppose X has isolated singularities. Let P ∈ X be a singular point. There are three different types of singularities for P , these are:
• P is the 3-Gorenstein point (0, 0, 0, 0, 1), • P is the 2-Gorenstein point (0, 0, 1, 0, 0), • P is a hypersurface singularity.
Lemma 5.23. Let P ∈ X be a 3-Gorenstein singularity. Suppose X is not terminal at P , then (F, H) is unstable for ρ = (1, 1, 1, 2 , 2) or ρ = (1, 1, 2, 3, 2).
Proof. Suppose we are in the case (B). Then the first equation is quasismooth at P , and locally analytically we may eliminate t from the second equation. Recall that by the local equation of hyperquotient singularity P ∈ X we mean the local equation of the hypersurface singularity Q ∈ Y such that P ∈ X = (Q ∈ Y )/µ 3 (Remark 5.5). Thus the local equation of P ∈ X is Recall that B 6 does not have monomial s 2 . If a 3 has a monomial yz or xz, then as before P is a cA n /µ 3 -singularity.
Since (F, H) is stable for ρ = (1, 1, 2, 3, 2) and m ρ H = 3, by Lemma 5.6 we have m ρ F 5, that is a 3 (x, y, z) = 0. Thus we may assume that a 3 (x, y, z) is a non-zero cubic in x, y.
Since (F, H) is stable for ρ = (1, 1, 1, 2, 1) and m ρ H = 2, by Lemma 5.6 we have m ρ F 3, that is f 6 has monomial z 3 . Then local equation of P ∈ X is
It follows that P is a terminal cD 4 /µ 3 -singularity: (4a), (4b), or (4c) depending on the number of distinct factors of a 3 (x, y).
Lemma 5.24. Let P ∈ X be a 2-Gorenstein singularity. Suppose X is not terminal at P , then (F, H) is unstable for ρ = (2, 1, 0, 2, 1) or ρ = (2, 1, 1, 3, 2) .
Proof. Suppose we are in the case (B). Then the second equation is quasismooth at P , and locally analytically we may eliminate x from the first equation. We may assume that the quadratic part of the local equation of P ∈ X is just w 2 , since otherwise P ∈ X is a cA n /µ 2 -singularity: cases (1) and (3) in Theorem 5.4. Also F contains monomial t j z 3 for some j since the general fiber F ⊗ K = H ⊗ K = 0 is smooth. Thus the local equation of P ∈ X is
which is an equation of a terminal cD n /µ 2 -singularity: case (5c) in Theorem 5.3.
Suppose we are in the case (A). First, we eliminate xz from the second equation, thus
where B 6 has no s 2 term. We substitute z = 1 and x = y 3 + ts to arrive at the local equation of P ∈ X. We may assume, that the quadratic part of the local equation of P ∈ X is w 2 , since otherwise P ∈ X is a cA n /µ 2 -singularity: cases (1) and (3) in Theorem 5.4. There is a monomial of degree 3 in y, s, and t in the local equation of P ∈ X. Indeed, (F, H) is semistable for ρ = (2, 1, 0, 2, 1) and m ρ H = 2, hence m ρ F 3. If the degree 3 part is not a cube of a linear form, then P ∈ X is a terminal cD n /µ 2 -singularity: cases (5a), (5b), or (5c) in Theorem 5.4.
Suppose the degree 3 part of the local equation of P ∈ X is a cube of a linear form. By the degree considerations it is t 3 . Since (F, H) is semistable for ρ = (2, 1, 1, 3, 2), there is either sy 3 or zy 4 in F . Indeed, m ρ H = 3, hence m ρ F 5. It follows that P ∈ X is a cE 6 /µ 2 -singularity: case (6) in Theorem 5.4.
Lemma 5.25. Suppose P ∈ X is a hypersurface singularity, then without loss of generality we may assume P = (1, 0, 0, 0, 0), P = (1, 0, 0, 0, 1), or P = (0, 0, 1, 0, 1).
Proof.
A singular point of X is also a singular point of X 0 ⊂ P(1 α , 2 β , 9 w , 9 s ). First, note that P ∈ (w = 0). If α-coordiante of P is non-zero, then there is a change of coordinates β new = β−cα such that P ∈ X 0 has coordinates (1, 0, 0, c) for some c ∈ C. This change of coordinates induces a change of coordinates on P(1, 1, 2, 3, 3) which preserves H. The polynomial F will change, but it will still be in the form (A) or (B). Thus, P = (1, 0, 0, 0, c), after rescaling the coordinates we get the first two cases of the lemma.
If α-coordiante of P is zero then P has coordinates (0, 1, 0, 0), (0, 0, 0, 1), or, after rescaling, (0, 1, 0, 1). As we can see from the embedding into P (1, 1, 2, 3, 3) given by x = α 3 , y = αβ, z = β 3 , the former two points correspond to non-Gorenstein points of X. By the choice of our embedding, the point (0, 1, 0, 1) maps to (0, 0, 1, 0, 1).
Lemma 5.26. Let P = (1, 0, 0, 0, 0) be a Gorenstein singularity of X. Then X is terminal at P , or X is unstable for ρ = (1, 1, 2, 2, 1), ρ = (0, 2, 2, 3, 1), or ρ = (1, 1, 2, 3, 2).
Proof. Recall our dichotomy:
• Case (A): H = y 3 − xz + ts and F = w 2 + sa 3 (x, y, z) + f 6 (x, y, z) + tB 6 (x, y, z, s; t).
• Case (B): H = y 3 − xz + t m w and F = w 2 + sa 3 (x, y, z)+ f 6 (x, y, z)+ t(s 2 + C 6 (x, y, z; t)). When considering the local equations of P ∈ X we take x = 1. Then H is quasismooth at P since it has monomial xz. Thus, locally analytically, we may rewrite H either as z = y 3 + ts in Case (A), or z = y 3 + t m w in Case (B). Because of the presence of w 2 term in F , by Corollary 5.2, we can assume that the tangent cone is w 2 = 0, since otherwise we have a cA n -singularity.
Consider case (A). We first eliminate any monomial divisible by xz in F to arrive at F = w 2 + λsyz + sf 3 (x, y) + f 6 (x, y) + zh 4 (y, z) + t(B 6 (x, y, s; t) + zC 4 (y, z, s; t)).
Since (F, H) is semistable for ρ = (0, 1, 2, 2, 1) and m ρ H = 2, we must have m ρ F 3. That means that either sf 3 (x, y) has a monomial of degree ≤ 2 in y, or f 6 (x, y) has a monomial of degree ≤ 3 in y, or B 6 (x, y, s; t) has a monomial of degree ≤ 2 in t, y, s. Substituting x = 1 and z = st + y 3 into F , we arrive at a local equation whose quadratic part is w 2 , and whose cubic part is a non-zero polynomial in s, y, t, with no s 2 y term. By Corollary 5.2, either we have a cD n -singularity, or the cubic part must be a cube. In that case, after a further change of variables, the cubic part is either y 3 or t 3 .
If it is y 3 , then there is a monomial of degree 5 in s and t or yg 3 (t, s). Indeed, (F, H) is semistable for ρ = (0, 2, 2, 3, 1) and m ρ H = 2 hence m ρ F 5. It follows that P ∈ X is a cE n -singularity.
Similarly if the cubic part of the local equation of P ∈ X is t 3 , then F has a monomial sy 3 or zsy. Indeed (F, H) is semistable for ρ = (1, 1, 2, 3, 2) and m ρ H = 3 hence m ρ F 5. It follows that P ∈ X is a cE n -singularity.
At last, suppose we are in the case (B), so that H = y 3 − xz + t m w. Then F has monomial ts 2 and substituting z = y 3 + t m w into F , we see that P ∈ X is a cDV singularity. Indeed, by taking a hyperplane section with y = 0, we obtain a local equation w 2 + sa 3 (1, 0, t m w) + f 6 (1, 0, t m w) + ts 2 + tC(1, 0, t m w; t) = 0.
Since the tangent cone is non-reduced, setting w = 0, we are left with the cubic part ts 2 + λt 3 , for some λ ∈ k. Since this is not a cube, we have a cD n -singularity by Corollary 5.2.
Lemma 5.27. Let P = (1, 0, 0, 0, 1) be a Gorenstein singularity of X, then X is terminal at P or X is unstable for ρ = (0, 1, 1, 2, 1), ρ = (0, 2, 1, 3, 1), or ρ = (1, 1, 2, 3, 1).
Proof. When considering the local equations of P ∈ X we take x = 1. First, suppose we are in the case (B). Then we change coordinates s new = s − x 3 , so that the new coordinates of P are (1, 0, 0, 0, 0). Then H = y 3 − xz + t m w and F = w 2 + sa 3 (x, y, z) + f 6 (x, y, z) + t(s 2 + sx 3 + C 6 (x, y, z; t)). The rest of the proof repeats the case (A) of the Lemma 5.26 word for word, except the 1-PS are ρ = (0, 1, 1, 2, 1), ρ = (0, 2, 1, 3, 1), and ρ = (1, 1, 2, 3, 1) instead of ρ = (0, 1, 2, 2, 1), ρ = (0, 2, 2, 3, 1), and ρ = (1, 1, 2, 3, 2), respectively.
Lemma 5.28. Let P = (0, 0, 1, 0, 1) be a Gorenstein singularity of X, then X is terminal at P .
Proof. We use t, x ′ = xz/s, y ′ = yz/s, w ′ = wz 3 /s 3 , and ξ = s 2 −z 3 s 2 as local coordinates around P . The coordinate ξ appears in the local equations of P ∈ X in monomials of the form t j ξ for j 1. If there is no monomial tξ, then X is singular along the curve x = y = w = t = 0, contradiction. Otherwise the local equations of P ∈ X are (w ′ ) 2 + tξ + (. . . ) = 0,
x ′ + (. . . ) = 0.
It follows that P ∈ X is a cA n -singularity.
The proof of Proposition 5.18 is acquired by combining the lemmas in this subsection.
Questions and conjectures
In this section, we state some questions and conjectures arising from our definition of stability for degree 1 and 2 del Pezzo fibrations, and concerning the specific parameter spaces of such del Pezzos appearing in this article. 6.1. Optimality of the models. In defining stability for a given fibration, even for a fixed G and M , there is a choice of a G-invariant divisor (or, equivalently, a G-linearized line bundle L with an invariant section). For a given del Pezzo over K, many choices of L may result in stable models over R with a terminal total space and integral fibers. It is possible that not all of these models are isomorphic, in which case it is natural to ask "What is the best choice?" In particular, we can ask the following question. From the birational point of view, we can consider optimality in the following manner.
