Oscillation for partial difference equations with continuous variables  by Cui, Bao Tong & Liu, Yongqing
Journal of Computational and Applied Mathematics 154 (2003) 373–391
www.elsevier.com/locate/cam
Oscillation for partial di%erence equations with
continuous variables
Bao Tong Cuia ;b;∗, Yongqing Liub
aDepartment of Mathematics, Shanghai Jiaotong University, Shanghai 200030, People’s Republic of China
bCollege of Automation Science and Engineering, South China University of Technology, Guangzhou 510641,
People’s Republic of China
Received 10 June 2001; received in revised form 16 October 2002
Abstract
In this paper, we develop criteria for oscillation of the partial di%erence equation with continuous variables
of the form
Au(x + a; y + b) + Bu(x + a; y) + Cu(x; y + b)− u(x; y)
+D(x; y)u(x − ; y) + E(x; y)u(x; y − ) + F(x; y)u(x − ; y − ) = 0;
where D; E; F ∈C(R+ × R+;R+ − {0}), A; B and C are nonnegative constants, a; b;  and  are positive
constants. Several examples which dwell upon the importance of our results are also included.
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1. Introduction
Di%erence equations arise from considerations of random walk problems, the study of molec-
ular orbits, mathematical physics problems, and the numerical di%erence approximation problems
[10,11,1]. In the recent years, the investigation of the asymptotic behaviors and oscillations of di%er-
ence equations and partial di%erence equations has attracted more and more attention in the literature
[1,4,5,2]. But there is a scarcity in the study of partial di%erence equations with continuous variables
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(see [10,11,9,3]). In 1999, Zhang [9] has studied the partial di%erence equation with continuous
variables
A(x + a; y) + A(x; y + a)− A(x; y) + p(x; y)A(x − ; y − ) = 0; (1.1)
where p∈C(R+ × R+;R+ − {0});R+ = [0;∞); a;  and  are positive constants. In 2000, Agarwal
and Zhou [3] extended the results of Zhang [9] to the partial di%erence equation with continuous
variables of the form
p1z(x + a; y + b) + p2z(x + a; y) + p3z(x; y + b)
−p4z(x; y) + p(x; y)z(x − ; y − ) = 0; (1.2)
where p∈C(R+ × R+;R+ − {0}); a; b; ;  are real numbers and pi are nonnegative constants,
i = 1; 2; 3; 4: In this paper, we attempt to establish oscillation theorems for the partial di%erence
equations with continuous variables of the form
Au(x + a; y + b) + Bu(x + a; y) + Cu(x; y + b)− u(x; y)
+D(x; y)u(x − ; y) + E(x; y)u(x; y − ) + F(x; y)u(x − ; y − ) = 0; (1.3)
where (x; y)∈ [−;∞)×[−;∞) and D; E; F ∈C(R+×R+;R+−{0}); a; b; ;  are positive constants,
A; B and C are nonnegative constants. We remark that our criteria certainly extend the oscillation
results of Zhang [9] and Agarwal and Zhou [3].
Denition 1.1. A continuous function u(x; y) in [− ;∞)× [− ;∞) is said to be solution of Eq.
(1.3) if it satisHes (1.3) in G = [0;∞)× [0;∞).
Denition 1.2. A solution u(x; y) of (1.3) is said to be eventually positive if u(x; y)¿ 0 for all large
x and y, and eventually negative if u(x; y)¡ 0 for all large x and y. It is said to be oscillatory if
it is neither eventually positive nor eventually negative. Otherwise, the solution u(x; y) is said to be
non-oscillatory.
Suppose that the following conditions hold:
(C1) = ka+ ;  = lb+ ; where k; l are nonnegative integers, ∈ [0; a) and ∈ [0; b).
(C2) B¿ 1; C¿ 1.
For convenience, we set, for any (x; y)∈R+ × R+,
R(x; y) = min{F(s; t); x6 s6 x + a; y6 t6y + b};
Q(x; y) = min{E(s; t); x6 s6 x + a; y6 t6y + b};
P(x; y) = min{D(s; t); x6 s6 x + a; y6 t6y + b};
H (x; y) = min{P(x; y); Q(x; y); R(x; y)};
EP = { ¿ 0|1−  P(x; y)¿ 0; eventually};
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EQ = { ¿ 0|1−  Q(x; y)¿ 0; eventually};
ER = { ¿ 0|1−  R(x; y)¿ 0; eventually}
and
E = { ¿ 0|1−  H (x; y)¿ 0; eventually}:
2. Some lemmas
In this section, we Hrst prove four lemmas that are useful for the results in next section.
Lemma 2.1. Assume that u(x; y) be an eventually positive solution of (1.3). Then the function
w(x; y) =
∫ x+a
x
∫ y+b
y
u(s; t) ds dt (2.1)
is an eventually positive solution of the partial di9erence inequality
Av(x + a; y + b) + Bv(x + a; y) + Cv(x; y + b)− v(x; y)
+P(x; y)v(x − ; y) + Q(x; y)v(x; y − ) + R(x; y)v(x − ; y − )6 0: (2.2)
Proof. Since the function u(x; y) is an eventually positive solution of (1.3). Then from (1.3), we
Hnd
Au(x + a; y + b) + Bu(x + a; y) + Cu(x; y + b)− u(x; y)¡ 0
eventually. Using condition (C2) and (2.3), we obtain that
u(x + a; y)6Bu(x + a; y)6 u(x; y)
and
u(x; y + b)6Cu(x; y + b)6 u(x; y)
eventually. Hence,
9w
9x =
∫ y+b
y
[u(x + a; t)− u(x; t)] dt ¡ 0
and
9w
9y =
∫ x+a
x
[u(s; y + b)− u(s; y)] ds¡ 0
hold eventually.
Now integrating (1.3), we have
A
∫ x+a
x
∫ y+b
y
u(s+ a; t + b) ds dt + B
∫ x+a
x
∫ y+b
y
u(s+ a; t) ds dt
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+C
∫ x+a
x
∫ y+b
y
u(s; t + b) ds dt −
∫ x+a
x
∫ y+b
y
u(s; t) ds dt
+
∫ x+a
x
∫ y+b
y
D(s; t)u(s− ; t) ds dt +
∫ x+a
x
∫ y+b
y
E(s; t)u(s; t − ) ds dt
+
∫ x+a
x
∫ y+b
y
F(s; t)u(s− ; t − ) ds dt = 0: (2.4)
By (2.4) and using the deHnitions of w; R; Q and P, we obtain eventually
Aw(x + a; y + b) + Bw(x + a; y) + Cw(x; y + b)− w(x; y)
+P(x; y)w(x − ; y) + Q(x; y)w(x; y − ) + R(x; y)w(x − ; y − )6 0: (2.5)
Hence, w(x; y) is an eventually positive solution of inequality (2.2).
Lemma 2.2. Assume that (1.3) has an eventually positive solution, then the partial di9erence in-
equality with continuous variables
Av(x + a; y + b) + Bv(x + a; y) + Cv(x; y + b)− v(x; y)
+P(x; y)v(x − ka; y) + Q(x; y)v(x; y − lb) + R(x; y)v(x − ka; y − lb)6 0 (2.6)
has an eventually positive solution, where ka may be placed by a if ∈ (0; a) and lb may be
replaced by b if ∈ (0; b).
Proof. Let u(x; y) be an eventually positive solution of (1.3) as in the proof of Lemma 2.1, we can
obtain inequality (2.5). Since 9w=9x¡ 0 and 9w=9y¡ 0 eventually, we have
w(x − ; y) = w(x − (ka+ ); y)¿w(x − ka; y); (2.7)
w(x; y − ) = w(x; y − (lb+ ))¿w(x; y − lb) (2.8)
and
w(x − ; y − )¿w(x − ka; y − lb) (2.9)
eventually. Thus, Combining (2.7)–(2.9) and (2.5), it follows that
Aw(x + a; y + b) + Bw(x + a; y) + Cw(x; y + b)− w(x; y)
+P(x; y)w(x − ka; y) + Q(x; y)w(x; y − lb) + R(x; y)w(x − ka; y − lb)6 0 (2.10)
eventually. Therefore, w(x; y) is an eventually positive solution of (2.6). The proof is complete.
Lemma 2.3. Let a = b. Assume that (1.3) has an eventually positive solution, then for all large
Y0¿ 0;
z(x)− z(x − a) + H (x)z(x −  − a)¿ 0 if ¿ ¿ 0 (2.11)
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and
z(x)− z(x − a) + H (x)z(x − − a)6 0 if ¿ ¿ 0; (2.12)
where H (x) = inf y¿Y0 {R(x − a; y − b)}, have eventually positive solutions.
Proof. Let u(x; t) be an eventually positive solution of (1.3). Then as in the proof of Lemma 2.1,
we Hnd for large x and y,
Aw(x + a; y + b) + Bw(x + a; y) + Cw(x; y + b)− w(x; y)
+P(x; y)w(x − ; y) + Q(x; y)w(x; y − ) + R(x; y)w(x − ; y − )6 0; (2.13)
which implies
Bw(x + a; y)¡w(x; y) and Cw(x; y + b)¡w(x; y): (2.14)
By a= b, it follows immediately from the above inequality that
Bw(x; y)¡w(x − a; y) and Cw(x; y)¡w(x; y − a):
Applying (2.14) in (2.13) gives
Aw(x; y) + Bw(x; y − a) + Cw(x − a; y)− w(x − a; y − a)
+P(x − a; y − a)w(x − − a; y − a) + Q(x − a; y − a)w(x − a; y −  − a)
+R(x − a; y − a)w(x − − a; y −  − a)6 0 (2.15)
eventually. Hence,
(A+ 2BC)w(x; y)− w(x − a; y − a) + R(x − a; y − a)w(x − − a; y −  − a)6 0: (2.16)
Let z(x) =
∫ x
x−a w(x; y) dy;
then∫ x
x−a
w(x − − a; y −  − a) dy¿
∫ x−−a
x−−a−a
w(x −  − a; y) dy
= z(x −  − a) if ¿ ¿ 0;
∫ x
x−a
w(x − − a; y −  − a) dy¿
∫ x−−a
x−−a−a
w(x − − a; y) dy
= z(x − − a) if ¿¿ 0
and ∫ x
x−a
w(x − a; y − a) dy = z(x − a):
Thus, integrating (2.16) with respect to y from x − a to x leads to
(A+ 2BC)z(x)− z(x − a) + inf
y¿Y0
R(x − a; y − a)z(x −  − a)6 0 if ¿ ¿ 0
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and
(A+ 2BC)z(x)− z(x − a) + inf
y¿Y0
R(x − a; y − a)z(x − − a)6 0 if ¿¿ 0
eventually. Since A+ 2BC¿ 1 and z(x)¿ 0, it follows that z(x) be an eventually positive solution
of (2.11) for ¿ ¿ 0 and (2.12) for ¿ ¿ 0. The proof is complete.
Similarly, we have the following lemma.
Lemma 2.4. Let a = b. Assume that (1.3) has an eventually positive solution, then for all large
Y0¿ 0; the inequality
z(x)− z(x − a) +
[
inf
y¿Y0
P(x − a; y − a)
]
z(x − a)6 0 (2.17)
and
z(x)− z(x − a) +
[
inf
y¿Y0
Q(x − a; y − a)
]
z(x − a)6 0 (2.18)
have eventually positive solutions.
3. Main results
Theorem 3.1. Let lim supx;y→∞H (x; y)¿ 0. Assume that there exist X0¿ 0; Y0¿ 0 such that if
k ¿ l¿ 0,
inf
 ∈E;x¿X0 ;y¿Y0
1
 

Bk + Cl + (A+ 2BC)lBk−l

 k∏
i=1
(1−  H (x − ia; y − ib))
×
k−l∏
j=1
(1−  H (x − la− ja; y − lb))


−1
¿ 1 (3.1)
if l¿k ¿ 0;
inf
 ∈E;x¿X0 ;y¿Y0
1
 

Bk + Cl + (A+ 2BC)kCl−k

 k∏
i=1
(1−  H (x − ia; y − ib))
×
l−k∏
j=1
(1−  H (x − ka; y − kb− jb))


−1
¿ 1 (3.2)
and if l= k ¿ 0,
inf
 ∈E;x¿X0 ;y¿Y0
1
 

Bk + Cl + (A+ 2BC)k

 k∏
i=1
(1−  H (x − ia; y − ib))


−1
¿ 1: (3.3)
Then every solution of (1.3) oscillates.
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Proof. Suppose to the contrary that there is a non-oscillatory solution of (1.3). Without lose of
generality we may assume that u(x; t) be an eventually positive solution of (1.3). As in the proof
of Lemma 2.2, we have that (2.10) holds eventually, i.e.,
Aw(x + a; y + b) + Bw(x + a; y) + Cw(x; y + b)− w(x; y)
+P(x; y)w(x − ka; y) + Q(x; y)w(x; y − lb) + R(x; y)w(x − ka; y − lb)6 0 (3.4)
eventually.
Setting
S( ) = { ¿ 0|Aw(x + a; y + b) + Bw(x + a; y) + Cw(x; y + b)
− (1−  H (x; y))w(x; y)6 0; eventually}
from (3.4) and 9w=9x¡ 0; 9w=9y¡ 0, it is easy to see that 1∈ S( ), thus S( ) is nonempty. Then
S( ) ⊂ E. In fact, if  0 ∈ S( ), we have eventually
0¡Aw(x + a; y + b) + Bw(x + a; y) + Cw(x; y + b)6 (1−  0H (x; y))w(x; y):
Hence 1−  0H (x; y)¿ 0 eventually, i.e.,  0 ∈E. Thus, S( ) ⊂ E.
Let (∈ S( ). Noting that 9w=9x¡ 0 and 9w=9y¡ 0 eventually, we get
(A+ 2BC)w(x + a; y + b)6Aw(x + a; y + b) + Bw(x + a; y) + Cw(x; y + b)
6 [1− (H (x; y)]w(x; y) (3.5)
eventually, and then,
(A+ 2BC)w(x; y)6 [1− (H (x − a; y − b)]w(x − a; y − b): (3.6)
Case 1: k ¿ l¿ 0, we have
w(x; y)6 (A+ 2BC)−l
l∏
i=1
(1− (H (x − ia; y − ib))w(x − la; y − lb): (3.7)
Since w(x; y)¿ 0 for all large x and y, then from (2.10) it follows that
Bw(x + a; y)¡w(x; y) and Cw(x; y + b)¡w(x; y)
eventually. Thus,
Bkw(x; y)6Bk−1w(x − a; y)6w(x − ka; y) (3.8)
and
Clw(x; y)6Cl−1w(x; y − b)6w(x; y − lb) (3.9)
eventually.
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In addition, from (3.5) it follows that Bw(x + a; y)6 (1− (H (x; y))w(x; y) and
w(x − la; y − lb)6 1
B
[1− (H (x − la− a; y − lb)]w(x − la− a; y − lb)
6 · · · · · ·
1
Bk−l
k−l∏
j=1
[1− (H (x − la− ja; y − lb)]w(x − ka; y − lb) (3.10)
eventually. Now, using (3.7)–(3.10), from (3.4) we can obtain eventually
Aw(x + a; y + b) + Bw(x + a; y) + Cw(x; y + b)− w(x; y)
+BkP(x; y)w(x; y) + ClQ(x; y)w(x; y)
+ (A+ 2BC)lBk−lR(x; y)


l∏
i=1
(1− (H (x − ia; y − ib))
×
k−l∏
j=1
(1− (H (x − la− ja; y − lb))


−1
w(x; y)6 0;
i.e.,
Aw(x + a; y + b) + Bw(x + a; y) + Cw(x; y + b)−

1−

BkP(x; y) + ClQ(x; y)
+ (A+ 2BC)lBk−lR(x; y)

 l∏
i=1
(1− (H (x − ia; y − ib))
×
k−l∏
j=1
(1− (H (x − la− ja; y − lb))


−1


w(x; y)6 0:
Thus,
Aw(x + a; y + b) + Bw(x + a; y) + Cw(x; y + b)−

1− H (x; y)

Bk + Cl
+(A+ 2BC)lBk−l
(
sup
x¿X0 ;y¿Y0
l∏
i=1
(1− (H (x − ia; y − ib))
×
k−l∏
j=1
(1− (H (x − la− ja; y − lb))


−1


w(x; y)6 0:
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Hence,
 0 =Bk + Cl + (A+ 2BC)lBk−l
[
sup
x¿X0 ;y¿Y0
l∏
i=1
(1− (H (x − ia; y − ib))
×
k−l∏
j=1
(1− (H (x − la− ja; y − lb))


−1
∈ S( ):
However, on the one hand, from (3.1) there exits a )1 ∈ (1;∞) such that
inf
 ∈E;x¿X0 ;y¿Y0
1
 

Bk + Cl + (A+ 2BC)lBk−l

 l∏
i=1
(1−  H (x − ia; y − ib))
×
k−l∏
j=1
(1−  H (x − la− ja; y − lb))


−1
¿ )1¿ 1:
Therefore, for  = (, we have
inf
x¿X0 ;y¿Y0

Bk + Cl + (A+ 2BC)lBk−l

 l∏
i=1
(1− (H (x − ia; y − ib))
×
k−l∏
j=1
(1− (H (x − la− ja; y − lb))


−1
¿ ()1:
The above inequality implies
Bk + Cl + (A+ 2BC)lBk−l
[
sup
x¿X0 ;y¿Y0
l∏
i=1
(1− (H (x − ia; y − ib))
×
k−l∏
j=1
(1− (H (x − la− ja; y − lb))


−1
=  0¿ ()1: (3.11)
Since  0 ∈ S( ) implies that ()1 ∈ S( ). Repeating the above arguments with ( replaced by ()1,
we can prove that there exists )2 ∈ (1;∞) such that ()1)2 ∈ S( ): Continuing in this way, we obtain
a set {xn}, where xn = ()1)2 · · · )n ∈ S( ) and )n ∈ (1;∞) for any positive integer n. Obviously,
limn→∞ xn =∞ and it follows that S( ) is unbounded.
On the other hand, by
lim sup
x→∞;y→∞
H (x; y)¿ 0 and 1−  H (x; y)¿ 0
eventually, we get that the set E is bounded. Hence S( )(⊂ E) is bounded.
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Case 2: l¿k ¿ 0. In this case, by (3.5), we have eventually
w(x; y)6 (A+ 2BC)−k
k∏
i=1
(1− (H (x − ia; y − ib))w(x − ka; y − kb); (3.12)
Bkw(x; y)6w(x − ka; y); (3.13)
Clw(x; y)6w(x; y − lb) (3.14)
and
w(x − ka; y − kb)6 (1=Cl−k)
l−k∏
j=1
(1− (H (x − ka; y − kb− jb))w(x − ka; y − lb): (3.15)
Combining (3.12)–(3.15), from (3.4) it follows that
Aw(x + a; y + b) + Bw(x + a; y) + Cw(x; y + b)− w(x; y)
+BkP(x; y)w(x; y) + ClQ(x; y)w(x; y) + (A+ 2BC)kCl−kR(x; y)
×


k∏
i=1
(1− (H (x − ia; y − ib))
l−k∏
j=1
(1− (H (x − ka; y − kb− jb))


−1
w(x; y)6 0
and hence
Aw(x + a; y + b) + Bw(x + a; y) + Cw(x; y + b)
−

1− H (x; y)

Bk + Cl + (A+ 2BC)kCl−k
×

 k∏
i=1
(1− (H (x − ia; y − ib))
l−k∏
j=1
(1− (H (x − ka; y − kb− jb))


−1



w(x; y)6 0
eventually. Therefore, we obtain
Aw(x + a; y + b) + Bw(x + a; y) + Cw(x; y + b)−

1− H (x; y)

Bk + Cl + (A+ 2BC)kCl−k
×

 sup
x¿X0 ;y¿Y0
k∏
i=1
(1− (H (x − ia; y − ib))
l−k∏
j=1
(1− (H (x − ka; y − kb− jb))


−1



×w(x; y)6 0
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eventually. Obviously,
 ′0 =B
k + Cl + (A+ 2BC)kCl−k

 sup
x¿X0 ;y¿Y0
k∏
i=1
(1− (H (x − ia; y − ib))
×
l−k∏
j=1
(1− (H (x − ka; y − kb− jb))


−1
∈ S( ):
The rest of the proof is similar to that of case 1 and omitted.
Case 3: l= k ¿ 0: Noting that (3.7)–(3.9) hold eventually for l= k ¿ 0, from (3.4) we get
Aw(x + a; y + b) + Bw(x + a; y) + Cw(x; y + b)− w(x; y)
+

BkP(x; y) + CkQ(x; y) + (A+ 2BC)kR(x; y)
(
k∏
i=1
(1− (H (x − ia; y − ib))
)−1
×w(x; y)6 0;
i.e.,
Aw(x + a; y + b) + Bw(x + a; y) + Cw(x; y + b)
−

1− H (x; y)

Bk + Ck + (A+ 2BC)k
(
k∏
i=1
(1− (H (x − ia; y − ib))
)−1

w(x; y)6 0
eventually. The above inequality implies
Aw(x + a; y + b) + Bw(x + a; y) + Cw(x; y + b)
−

1− H (x; y)

Bk + Ck + (A+ 2BC)k
(
sup
x¿X0 ;y¿Y0
k∏
i=1
(1− (H (x − ia; y − ib))
)−1


w(x; y)6 0:
It is obvious that
Bk + Ck + (A+ 2BC)k
(
sup
x¿X0 ;y¿Y0
k∏
i=1
(1− (H (x − ia; y − ib))
)−1
=  ′′0 ∈ S( ):
The remainder of the proof is similar to that of Case 1 and we omit it. The proof of Theorem 3.1
is complete.
Theorem 3.2. Let lim supx→∞;y→∞ P(x; y)¿ 0. Assume that there exist X0¿ 0; Y0¿ 0 such that
inf
 ∈EP; x¿X0 ;y¿Y0
Bk
 
(
k∏
i=1
(1−  P(x − ia; y))
)−1
¿ 1: (3.16)
Then every solution of (1.3) oscillates.
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Proof. Assume that u(x; t) be an eventually positive solution of (1.3). By Lemma 2.2, there exists
an eventually positive solution w(x; y) of (2.6). So, (2.10) holds eventually. Hence, from (2.10) we
have eventually
Aw(x + a; y + b) + Bw(x + a; y) + Cw(x; y + b)− w(x; y)
+P(x; y)w(x − ka; y)6 0: (3.17)
Set
SP( ) = { ¿ 0|Aw(x + a; y + b) + Bw(x + a; y) + Cw(x; y + b)
− (1−  P(x; y))w(x; y); eventually}:
It is easy to show that SP( )(⊂ EP) is nonempty and EP is bounded.
Now, let (∈ SP( ). On the one hand, noting that 9w=9x¡ 0 and 9w=9y¡ 0 eventually, we have
Bw(x + a; y)¡ (1− (P(x; y))w(x; y)
and
Bkw(x; y)¡
k∏
i=1
(1− (P(x − ia; y))w(x − ka; y):
From (3.17) and the above inequality, we obtain
Aw(x + a; y + b) + Bw(x + a; y) + Cw(x; y + b)− w(x; y)
+Bk
[
sup
x¿X0 ;y¿Y0
k∏
i=1
(1− (P(x − ia; y))
]−1
w(x; y)6 0
eventually. So
Bk
[
sup
x¿X0 ;y¿Y0
k∏
i=1
(1− (P(x − ia; y))
]−1
=  0 ∈ SP( ):
On the other hand, by (3.16), we claim that there exists )1 ∈ (1;∞) such that
inf
 ∈EP;x¿X0 ;y¿Y0
Bk
 
(
k∏
i=1
(1−  P(x − ia; y))
)−1
¿ )1¿ 1:
Hence,
 0 = Bk
[
sup
x¿X0 ;y¿Y0
k∏
i=1
(1− (P(x − ia; y))
]−1
¿ ()1 ∈ SP( ):
Repeating the above arguments with ( replaced by ()1; it follows that there exists )2 ∈ (1;∞) such
that ()1)2 ∈ SP( ). Continuing in this way, we obtain a set {xn}, where xn = ()1)2 · · · )n ∈ SP( )
and )n ∈ (1;∞) for any positive integer n. Obviously, limn→∞ xn =∞; and it follows that SP( ) is
unbounded. This contradicts the boundedness of SP( )(⊂ EP): The proof is complete.
Similarly, we can prove the following theorem.
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Theorem 3.3. Let lim supx→∞;y→∞Q(x; y)¿ 0. Assume that there exists X0¿ 0; Y0¿ 0 such that
inf
 ∈EQ;x¿X0 ;y¿Y0
Cl
 
(
l∏
i=1
(1−  Q(x; y − ib))
)−1
¿ 1: (3.18)
Then every solution of (1.3) oscillates.
Theorem 3.4. Let lim supx→∞;y→∞ R(x; y)¿ 0. Assume that there exists X0¿ 0; Y0¿ 0 such that
inf
 ∈ER;x¿X0 ;y¿Y0
1
 
(A+ 2BC)lBk−l

 l∏
i=1
(1−  R(x − ia; y − ib))
×
k−l∏
j=1
(1−  R(x − la− ja; y − lb))


−1
¿ 1 if k ¿ l¿ 0; (3.19)
inf
 ∈ER;x¿X0 ;y¿Y0
1
 
(A+ 2BC)kCl−k

 k∏
i=1
(1−  R(x − ia; y − ib))
×
l−k∏
j=1
(1−  R(x − ka; y − kb− jb))


−1
¿ 1 if l¿k ¿ 0 (3.20)
and
inf
 ∈ER;x¿X0 ;y¿Y0n
1
 
(A+ 2BC)k
[
k∏
i=1
(1−  R(x − ia; y − ib))
]−1
¿ 1 if l= k ¿ 0: (3.21)
Then every solution of (1.3) oscillates.
Proof. Let u(x; y) be an eventually positive solution of (1.3). By Lemma 2.2, there exists an even-
tually positive solution w(x; y) of (2.6). Then from (2.6), we obtain
Aw(x + a; y + b) + Bw(x + a; y) + Cw(x; y + b)− w(x; y)
+R(x; y)w(x − ka; y − lb)6 0
eventually. The rest of the proof is similar to that of Theorem 3.1 and we omit it.
Theorem 3.5. Let a= b; ¿ ¿ 0: If there exists a su=ciently large Y0¿ 0 such that
lim inf
x→ H (x) = P¿
kk
(k + 1)k+1
; (3.22)
where H (x) = inf y¿Y0 {R(x − a; y − a)}; then every solution of (1.3) oscillates.
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Proof. Suppose to the contrary that there is a non-oscillatory solution u(x; t) of (1.3). Without loss
of generality, we may assume that u(x; t) be an eventually positive solution of (1.3). By Lemma
2.3, the inequality
z(x)− z(x − a) + H (x)z(x − − a)6 0 (3.23)
has an eventually positive solution z(x).
Integrating (3.23) from x − a to x, we have eventually∫ x
x−a
z(s) ds =
∫ x
x−a
z(s− a) ds−
∫ x
x−a
H (s)z(s− − a) ds
6
∫ x
x−a
z(s− a) ds− P
∫ x
x−a
z(s− − a) ds: (3.24)
Set
J (x) =
∫ x
x−a
z(s) ds: (3.25)
Then J ′(x) = z(x)− z(x − a)¡ 0 eventually and∫ x
x−a
z(s− − a) ds= J (x − − a) = J (x − (k + 1)a− )¿ J (x − (k + 1)a): (3.26)
Combining (3.24)–(3.26), we get
J (x)− J (x − a) + PJ (x − (k + 1)a)6 0
eventually. Taking a suKciently large positive number X0¿ 0, set xn = na + X0; Jn = J (na + X0);
n= 1; 2; : : : . The above inequality implies
Jn − Jn−1 + PJn−(k+1)6 0; n= 1; 2; : : : :
It shows that the sequence {Jn} is an eventually positive solution of the di%erence inequality
xn+1 − xn + Pxn−k6 0; n= 1; 2; : : : :
Hence, by [8] it follows that the di%erence equation
xn+1 − xn + Pxn−k = 0; n= 1; 2; : : : (3.27)
have an eventually positive solution.
However, by Theorems 3.1 and 3.2 of [7], the di%erence equation (3.27) does not have any
positive solutions under condition (3.22) and we obtain a contradiction. The proof is complete.
Theorem 3.6. Let a= b; ¿ ¿ 0: If there exists a su=ciently large Y0¿ 0 such that
lim inf
x→∞ H (x)¿
ll
(l+ 1)l+1
;
then every solution of (1.3) oscillates.
The proof of Theorem 3.6 is similar to that of Theorem 3.5 and we omit it.
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Theorem 3.7. Let a= b. If there exists a su=ciently number Y0¿ 0 such that
lim sup
x→∞
{
inf
y¿Y0
P(x − a; y − a)
}
¿ 1 (3.28)
or
lim sup
x→∞
{
inf
y¿Y0
Q(x − a; y − a)
}
¿ 1; (3.29)
then every solution of (1.3) oscillates.
Proof. Let u(x; t) be an eventually positive solution of (1.3). If (3.28) holds, by Lemma 2.4 it
follows that there is an eventually positive solution z(x) of the inequality (2.17), i.e.,
z(x)− z(x − a) +
{
inf
y¿Y0
P(x − a; y − a)
}
z(x − a)6 0:
Hence,
0¡z(x)¡
(
1−
{
inf
y¿Y0
P(x − a; y − a)
})
z(x − a)
eventually. The above inequality implies
inf
y¿Y0
P(x − a; y − a)¡ 1:
So, we have
lim sup
x→∞
{
inf
y¿Y0
P(x − a; y − a)
}
6 1;
which violates condition (3.28).
If (3.29) holds, the proof is similar and we omit it.
Theorem 3.8. Let a=b; ¿ ¿ 0 and =ka; where k is a positive integer. If there exists a Y0¿ 0
such that
lim inf
x→∞
(
1
k
k∑
i=1
H (x − ia)
)
¿
kk
(k + 1)k+1
; (3.30)
where H (x) = inf y¿Y0 R(x − a; y − a); then every solution of (1.3) oscillates.
Proof. Let u(x; t) be an eventually positive solution of (1.3). By Lemma 3.3, the inequality
z(x)− z(x − a) + H (x)z(x − − a)6 0 (3.31)
has an eventually positive solution z(x).
Now, we deHne xn = na; zn = z(na) and hn =H (na); n=1; 2; : : : : It is not diKcult to see that {zn}
be an eventually positive solution of the di%erence equation
zn − zn−1 + hnzn−(k+1)6 0: (3.32)
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However, noting that
lim inf
n→∞
(
1
k
k∑
i=1
hi
)
¿ lim inf
x→∞
(
1
k
k∑
i=1
H (x − ia)
)
from Theorem 1 of [6], we Hnd that (3.32) has no eventually positive solution if (3.30) holds.
Hence, we obtain a contradiction. The proof is complete.
Theorem 3.9. Let a=b; ¿¿ 0 and =la, where l is a positive integer. If there exists a Y0¿ 0
such that
lim inf
x→∞
(
1
l
l∑
i=1
H (x − ia)
)
¿
ll
(l+ 1)l+1
; (3.33)
where H (x) = inf y¿Y0 R(x − a; y − a); then every solution of (1.3) oscillates.
The proof of Theorem 3.9 is similar to that of Theorem 3.8 and we omit it.
4. Corollaries and examples
Corollary 4.1. If k ¿ l¿ 0 and
lim inf
x;y→∞ H (x; y) = q
¿
[
Bk + Cl + (A+ 2BC)lBk−l
(1 + l)l+1
ll
]−1
; (4.1)
then every solution of (1.3) oscillates.
Proof. From (4.1), we have that
inf
 ∈E;x¿X0 ;y¿Y0
1
 

Bk + Cl + (A+ 2BC)lBk−l

 l∏
i=1
(1−  H (x − ia; y − ib))
×
k−l∏
j=1
(1−  H (x − la− ja; y − lb))


−1

¿ inf
0¡ 61=q
1
 
{Bk + Cl + (A+ 2BC)lBk−l(1−  q)−l}
¿ q(Bk + Cl) +
(A+ 2BC)lBk−l
max0¡ 61=q  (1−  q)l
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=q(Bk + Cl) + (A+ 2BC)lBk−l
q(1 + l)1+l
ll
=q
[
Bk + Cl + (A+ 2BC)lBk−l
(1 + l)1+l
ll
]
¿ 1:
Hence, condition (3.1) of Theorem 3.1 holds. Therefore, by Theorem 3.1 it follows that every
solution of (1.3) oscillates. The proof is complete.
It is not diKcult to see that the following corollaries are true.
Corollary 4.2. If l¿ k ¿ 0 and
lim inf
x;y→∞ H (x; y) = q
¿
[
Bk + Cl + (A+ 2BC)kBl−k c
(1 + k)k+1
kk
]−1
; (4.2)
then every solution of (1.3) oscillates.
Corollary 4.3. If
lim inf
x;y→∞ P(x; y) = p¿
kk
Bk(1 + k)k+1
(4.3)
or
lim inf
x;y→∞ Q(x; y) = q¿
ll
Cl(1 + l)l+1
; (4.4)
then every solution of (1.3) oscillates.
Proof. If
lim inf
x;y→∞ P(x; y) = p¿
kk
Bk(1 + k)k+1
;
we have
inf
 ∈EP;x¿X0 ;y¿Y0
Bk
 
(
k∏
i=1
(1−  P(x − ia; y))
)−1
¿ inf
0¡ 61=P
Bk
 
(1−  P)−k = Bk P(1 + k)
1+k
kk
¿ 1:
Thus, condition (3.16) is fulHlled. Similarly, if (4.4) holds, we can prove that condition (3.18) is
fulHlled. Hence, by Theorems 3.2 and 3.3, it follows that every solution of (1.3) is oscillatory.
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Corollary 4.4. Let a= b; ¿ ¿ 0 and = ka, where k is a positive integer. If
lim inf
x;y→∞ R(x; y)¿
kk
(k + 1)k+1
;
then every solution of (1.3) oscillates.
Corollary 4.5. Let a= b; ¿¿ 0 and  = la, where l is a positive integer. If
lim inf
x;y→∞ R(x; y)¿
ll
(l+ 1)l+1
;
then every solution of (1.3) oscillates.
Now we give some illustrative examples
Example 1. Consider the partial di%erence equation
u(x + 1; y + 2) + u(x + 1; y) + u(x; y + 2)− u(x; y)
+ e5(e3 − e2 + e + 1)u(x − 2; y − 3) = 0; (x; y)∈ [− 2;∞)× [− 1;∞): (4.5)
Here A = B = C = 1; R(x; y) = e5(e3 − e2 + e + 1); a = 1; b = 2;  = 1;  = 2; k = 2 and l = 1: It
can easily be checked that all the conditions of Theorem 3.4 are fulHlled. Hence, every solution of
(4.5) oscillates. For instance, u(x; y) = ex+y sin 0x is such a solution.
Example 2. Consider the partial di%erence equation
u(x + 3; y + 3) + eu(x + 3; y) + u(x; y + 3)− u(x; y) + u(x − 6; y)
+ u(x; y − 7) + (e8 − 1)u(x − 6; y − 7) = 0; (x; y)∈ [− 6;∞)× [− 7;∞): (4.6)
Here A= B= 1; P(x; y) = Q(x; y) = 1; R(x; y) = e8 − 1; a= b= 3; = 6;  = 7; k = 2 and
lim inf
x→∞ H (x) = e
8 − 1¿ 2
2
(2 + 1)2+1
=
4
27
:
Hence, all conditions of Theorem 3.5 are fulHlled. So every solution of (4.6) is oscillatory. In
fact, u(x; y) = ey sin 0x is such a solution.
Example 3. Consider the partial di%erence equation
u(x + 1; y + 2) + 2u(x + 1; y) + 3u(x; y + 2)− u(x; y) + 3u(x − 3; y)
+ 2u(x; y − 2) + 2(2e−4 − e−2 + 1)u(x − 3; y − 2) = 0; (x; y)∈ [− 3;∞)× [− 2;∞): (4.7)
Here A=1; B=2; C=3; P(x; y)=3; Q(x; y)=2; R(x; y)=2(2e−4−e−2+1); a=1; b=2; =3; =1; k=3
and l= 1. It is easy to see that (4.7) satisHes the conditions of Corollary 4.1. Then every solution
of (4.7) oscillates in [0;∞)× [0;∞): In fact, u(x; y) = e−ysin0x is such a solution.
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