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EXPONENTIAL TIME COMPLEXITY OF
WEIGHTED COUNTING OF INDEPENDENT SETS
CHRISTIAN HOFFMANN
Abstract. We consider weighted counting of independent sets using a ratio-
nal weight x: Given a graph with n vertices, count its independent sets such
that each set of size k contributes xk. This is equivalent to computation of the
partition function of the lattice gas with hard-core self-repulsion and hard-core
pair interaction. We show the following conditional lower bounds: If counting
the satisfying assignments of a 3-CNF formula in n variables (#3SAT) needs
time 2Ω(n) (i.e. there is a c > 0 such that no algorithm can solve #3SAT in
time 2cn), counting the independent sets of size n/3 of an n-vertex graph needs
time 2Ω(n) and weighted counting of independent sets needs time 2Ω(n/ log
3 n)
for all rational weights x 6= 0.
We have two technical ingredients: The first is a reduction from 3SAT
to independent sets that preserves the number of solutions and increases the
instance size only by a constant factor. Second, we devise a combination
of vertex cloning and path addition. This graph transformation allows us
to adapt a recent technique by Dell, Husfeldt, and Wahle´n which enables
interpolation by a family of reductions, each of which increases the instance
size only polylogarithmically.
1. Introduction
Finding independent sets with respect to certain restrictions is a fundamental
problem in theoretical computer science. Perhaps the most studied version is the
maximum independent set problem: Given a graph, find an independent set1 of
maximum size. This problem is closely related to the clique and vertex cover
problems. The decision versions of these are among the 21 problems considered by
Karp in 1972 [17], and they are used as examples in virtually every exposition of
the theory of NP-completeness [10, Section 3.1], [20, Section 9.3], [4, Section 34.5].
Exact algorithms for the independent set problem have been studied since the 70s
of the last century [27, 16, 21] and there is still active research [9, 18, 3].
Besides finding a maximum independent set, algorithms that count the number
of independent sets have also been developed [6]. If the counting process is done
in a weighted manner (as in (1) below), we arrive at a problem from statistical
physics: computation of the partition function of the lattice gas with hard-core
self-repulsion and hard-core pair interaction [24]. In graph theoretic language, this
Full version of a contribution to IPEC 2010. This work has been done while the author was a
research assistant at Saarland University, Germany.
1A subset A of the vertices of a graph is independent iff no two vertices in A are joined by an
edge of the graph.
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is the following problem: Given a graph G = (V,E) and a weight x ∈ Q, compute
(1) I(G;x) =
∑
A⊆V
A independent set
x|A|.
I(G;x) is also known as the independent set polynomial of G [12, 11]. Luby and
Vigoda mention that “equivalent models arise in the Operations Research commu-
nity when considering properties of stochastic loss systems which model commu-
nication networks” [19]. Evaluation of I(G;x) has received a considerable amount
of attention, mainly concerning approximability if x belongs to a certain range
depending on ∆, the maximum degree of G [19, 8, 29, 30].
In this paper, we give evidence that exact evaluation of I(G;x) needs almost
exponential time (Theorem 1.2). We do this by reductions from the following
problem:
Name: #d-SAT
Input: Boolean formula ϕ in d-CNF with m clauses in n variables
Output: Number of satisfying assignments for ϕ
All lower bounds of this work are based on the following assumption, which is a
counting version of the exponential time hypothesis (ETH) [14, 7]:
#ETH (Dell, Husfeldt, Wahle´n 2010). There is a constant c > 0 such that no
deterministic algorithm can compute #3-SAT in time exp(c · n).
Our first result concerns the following problem:
Name: #13 -IS
Input: Graph with n vertices
Output: Number of independent sets of size exactly n/3 in G
Theorem 1.1. # 13 -IS requires time exp(Ω(n)) unless #ETH fails.
Theorem 1.1 gives an important insight for the development of exact algorithms
counting independent sets: Let us consider algorithms that count independent sets
of a particular kind. (For example: algorithms that count the independent sets of
maximum size. Another example: algorithms that simply count all independent
sets). Using only slight modifications, many of the actual algorithms that have
been suggested for these problems can be turned into algorithms that solve #13 -
IS. Theorem 1.1 tells us that there is some c > 1 such that every such algorithm
has worst-case running time ≥ cn—unless #ETH fails. In other words: There is
a universal cn barrier for counting independent sets that can only be broken 1) if
substantial progress on counting SAT is made or 2) by approaches that are custom-
tailored to the actual version of the independent set problem such that they can
not be used to solve #13 -IS.
The proof of Theorem 1.1 is different from the standard constructions that re-
duce the decision version of 3SAT to the decision version of maximum independent
set [17], [20, Theorem 9.4]. This is due to the fact that these constructions do not
preserve the number of solutions. Furthermore, the arguments for counting prob-
lems that have been applied in #P-hardness proofs also fail in our context, as they
increase the instance size by more than a constant factor2 and thus do not preserve
subexponential time.
2For instance, Valiant’s step from perfect matchings to prime implicants [28] includes trans-
forming a Θ(n) vertex graph into a Θ(n2) vertex graph.
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Theorem 1.1 is proved in Section 2 using a, with hindsight, simple reduction
from #3-SAT. But for the reasons given in the last paragraph, it is important to
work this out precisely. In this way, we close a non-trivial gap to a result that is
very important as it concerns a fundamental problem.
The main result of our paper is based on Theorem 1.1:
Theorem 1.2. Let x ∈ Q, x 6= 0. On input G = (V,E), n = |V |, evaluating the
independent set polynomial at x, i.e. computing∑
A⊆V
A independent set
x|A|,
requires time exp(Ω(n/ log3 n)) unless #ETH fails.
This shows that we can not expect that the partition function of the lattice gas
with hard-core self-repulsion and hard-core pair interaction can be computed much
faster than in exponential time.
Let us state an important consequence of Theorem 1.2, the case x = 1.
Corollary 1.3. Every algorithm that, given a graph G with n vertices, counts the
independent sets of G has worst-case running time exp(Ω(n/ log3 n)) unless #ETH
fails.
Referring to the discussion after Theorem 1.1, this gives a conditional lower
bound for our second example (i.e. counting all independent sets of a graph). The
bound of Corollary 1.3 is not as strong as the bound of Theorem 1.1 but holds for
every algorithm, not only for algorithms that can be modified to solve #13 -IS.
Techniques and Relation to Previous Work. Theorem 1.1 is proved in two
steps: First, we reduce from #3-SAT to #X3SAT. #X3SAT is a version of SAT that
counts the assignments that satisfy exactly one literal per clause. From #X3SAT
we can reduce to independent sets using a modified version of a standard reduction
from SAT to independent sets [20, Theorem 9.4]. We also use the fact that the
exponential time hypothesis with number of variables as a parameter is equivalent
to the hypothesis with number of clauses as parameter. Impagliazzo, Paturi, and
Zane proved this for the decision version [14]. We use the following version for
counting problems:
Theorem 1.4 ([7, Theorem 1]). For all d ≥ 3, #ETH holds if and only if #d-SAT
requires time exp(Ω(m)).
Our main result (Theorem 1.2) is inspired by recent work of Dell, Husfeldt, and
Wahle´n on the Tutte polynomial [7, Theorem 3(ii)]. These authors use Sokal’s
formula for the Tutte polynomial of generalized Theta graphs [26]. In Section 3,
we devise and analyze S-clones, a new graph transformation that can be used with
the independent set polynomial in a similar way as generalized Theta graphs with
the Tutte polynomial. S-clones are a combination of vertex cloning (used under
this name for the interlace polynomial [2], but generally used in different situations
for a long time [28, Theorem 1, Reduction 3.], [15], [22, Lemma A.3]) and addition
of paths. Having introduced S-clones, we are able to transfer the construction of
Dell et al. quite directly to the independent set polynomial. The technical details
are more involved than in the previous work on the Tutte polynomial, but the
general idea is the same: Use the graph transformation (S-clones) to evaluate
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the graph polynomial (independent set polynomial) at different points, and use
the result for interpolation. An important property of the construction is that the
graph transformation increases the size of the graph only polylogarithmically. More
details on this can be found at the beginning of Section 4.
Before we start with the detailed exposition, let us mention that the reductions
we devise for the independent set polynomial can be used with the interlace poly-
nomial [1, 5] as well [13].
2. Reduction from counting SAT to counting independent sets
We give the details of a reduction from SAT to independent sets which increases
the instance size only by a constant factor and preserves the number of solutions.
This yields the conditional lower bound for counting independent sets of size n/3
(Theorem 1.1).
Name: #X3SAT
Input: Boolean formula ϕ = C1 ∧ . . . ∧ Cm where each clause Ci is a disjunction
of two or three literals over variables x1, . . . , xn
Output: Number of assignments for ϕ such that in every clause exactly one literal
is satisfied
By a polynomial time reduction from a counting problem A to a counting problem
B we mean a polynomial time algorithm that maps an input instance x for A to an
input instance y for B such that the number of solutions for x equals the number
of solutions for y.
Lemma 2.1. There is a polynomial time reduction from #3-SAT to #X3SAT that
maps formulas with m clauses to formulas with O(m) clauses.
Proof. Schaefer [23, Lemma 3.5] gives the following construction. For a clause
C = (a∨b∨c), define F = (a∨u1∨u4)(b∨u2∨u4)(u1∨u2∨u5)(u3∨u4∨u6)(c∨u3).
It is not hard to check that every assignment that satisfies C in the usual sense
corresponds to exactly one assignment that satisfies F in the sense of #X3SAT.
Using this construction, we reduce #3-SAT to #X3SAT. If an instance ϕ for
#3-SAT is given, we construct an instance ϕ′ for #X3SAT by applying the above
construction for every clause in ϕ, each time using “fresh” variables u1, . . . , u6. 
Lemma 2.2. There is a polynomial time reduction from #X3SAT to # 13 -IS that
maps formulas with m clauses to graphs with 3m vertices.
Proof. We reduce from #X3SAT. Let ϕ = C1∧. . .∧Cm be an instance for #X3SAT,
i.e. a 3-CNF formula with m clauses in n variables. We assume that every variable
appears in ϕ, otherwise a factor of 2r is introduced in the following reduction, where
r is the number of variables that do not appear in ϕ. Furthermore, we assume that
no literal appears twice in a clause and that, if a literal ℓ appears in a clause, its
negation ¬ℓ does not appear in the same clause. The construction in Lemma 2.1
complies with these assumptions. Therefore, we do not lose generality.
For each clause Ci = ℓi,1∨ℓi,2∨ℓi,3 of ϕ, we construct a triangle Ti whose vertices
vi,1, vi,2, vi,3 are labeled by ℓ(vi,j) = ℓi,j, 1 ≤ j ≤ 3, the literals of Ci. In this way,
we obtain the vertex set V = {vi,j | 1 ≤ i ≤ m, 1 ≤ j ≤ 3} for the #13 -IS instance
G. Besides the triangle edges, we add the following edges to G: For each pair {u, v}
of vertices, where ℓ(u) = ℓ(v) or ℓ(u) = ¬ℓ(v), let u2, u3 be the other two vertices
in u’s triangle and v2, v3 be the other two vertices in v’s triangle. If ℓ(u) = ℓ(v), we
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Figure 1. Effect of a {0, 2, 3}-clone on a single vertex.
connect u to v2 and v3, and we connect v to u2 and u3. If ℓ(u) = ¬ℓ(v), we connect
u and v, and we connect every vertex of {u2, u3} to every vertex of {v2, v3}.
It is not difficult to argue that the number of satisfying assignment for ϕ (i.e.
assignments such that in each clause exactly on literal evaluates to true) equals the
number of independent sets A of G with |A| = m. 
Proof of Theorem 1.1. Follows from Theorem 1.4, Lemma 2.1, and Lemma 2.2. 
3. S-clones and the Independent Set Polynomial
In this section, we analyze the effect of the following graph transformation on
the independent set polynomial.
Definition 3.1. Let S be a finite multiset of nonnegative integers and G = (V,E)
be a graph. We define the S-clone GS = (VS , ES) of G as follows:
• For every vertex a ∈ V , there are |S| vertices a(|S|) := {a1, . . . , a|S|} in VS .
• For every edge uv ∈ E, there are edges in ES that connect every edge in
u(|S|) to every edge in v(|S|).
• Let S = {s1, . . . , sℓ}. For every vertex a ∈ V , we add a path of length si
to ai, the ith clone of a. Formally: For every i, 1 ≤ i ≤ |S|, and every a ∈ V
there are vertices ai,1, . . . , ai,si in VS and edges aiai,1, ai,1ai,2, . . . , ai,si−1ai,si
in ES .
• There are no other vertices and no other edges in GS but the ones defined
by the preceding conditions.
The effect of S-cloning on a single vertex is illustrated in Figure 1. The purpose
of S-clones is that I(GS ;x) can be expressed in terms of I(G;x(S)), where x(S) is
some number derived from x and S. For technical reasons, we restrict ourselves to
x that fulfill the following condition:
Definition 3.2. Let x ∈ R. We say that x is nondegenerate for path reduction if
x > − 14 and x 6= 0. Otherwise, we say that x is degenerate for path reduction.
Definition 3.3. Let x ∈ R be nondegenerate for path reduction. Then we define
λ1 and λ2 to be the two roots of
(2) λ2 − λ− x,
i.e.
(3) λ1,2 =
1
2
±
√
1
4
+ x.
The following condition ensures that (4) is well-defined (cf. (6)).
Definition 3.4. Let x ∈ R be nondegenerate for path reduction. We say that a set
S of nonnegative integers is compatible with x if λ1
s+2 6= λ2s+2 for all s ∈ S.
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Now we can state the effect of S-cloning on the independent set polynomial:
Theorem 3.5. Let G = (V,E) be a graph, x be nondegenerate for path reduction,
and S be a finite multiset of nonnegative integers that is compatible with x. Then
we have
I(GS ;x) = (
∏
s∈S
Cs)
|V |I(G;x(S)),
where
x(S) + 1 =
∏
s∈S
(
1 +
Bs
Cs
)
with(4)
Bk =
x
λ2 − λ1 ·
(− λk+11 + λk+12 ),(5)
Ck =
1
λ2 − λ1 ·
(− λk+21 + λk+22 ),(6)
and λ1, λ2 as in Definition 3.3.
The rest of this section is devoted to the proof of Theorem 3.5.
3.1. Notation. We use a multivariate version of the independent set polynomial.
This means that every vertex has its own variable x. Formally, we define a vertex-
indexed variable x to be a set of of independent variables xa such that, if G = (V,E)
is a graph, x contains {xa | a ∈ V }. If x is a vertex-indexed variable and A is a
subset of the vertices of G, we define
xA :=
∏
a∈A
xa.
The multivariate independent set polynomial [24] is defined as
(7) I(G;x) =
∑
A⊆V
A independent
xA.
We have I(G;x) = I(G;x)[xa := x | a ∈ V ], i.e. the single-variable independent set
polynomial is obtained from the multivariate version by substituting every vertex-
indexed variable xa by one and the same ordinary variable x.
We will use the following operation on graphs: Given a graph G and a vertex b
of G, G− b denotes the graph that is obtained from G by removing b and all edges
incident to b.
3.2. Proof of Theorem 3.5. Let us first analyze the effect of a single leaf on the
independent set polynomial.
Lemma 3.6. Let G = (V,E) be a graph and a 6= b be two vertices such that a is
the only neighbor of b. Then, as a polynomial equation, we have
(8) I(G, xa, xb) = (1 + xb)I(G− b, xa/(1 + xb)),
where I(G, y, z) denotes I(G;x) with xa = y and xb = z and I(G − b, z) denotes
I(G − b;y) with ya = z and yv = xv for all v ∈ V \ {a, b}. (G − b is defined on
Page 6.)
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Proof. Let V ′ = V \ {a, b} and i(A) = 1 if A ⊆ V is a independent set in G and
i(A) = 0 otherwise. We have
I(G, xa, xb) =
∑
A⊆V ′
xA
(
i(A) + xai(A ∪ {a}) + xbi(A ∪ {b})
)
=
∑
A⊆V ′
xA
(
i(A) + xai(A ∪ {a}) + xbi(A)
)
=
∑
A⊆V ′
xA
(
i(A)(1 + xb) + xai(A ∪ {a})
)
,
from which the claim follows. 
In other words, Lemma 3.6 states that a single leaf b and its neighbor a can be
“contracted” by incorporating the weight of b into a. In a very similar way, two
vertices with the same set of neighbors can be contracted:
Lemma 3.7. Let G = (V,E) be a graph and a, b ∈ V two vertices that have the
same set of neighbors. Then
(9) I(G;x) = I(G− b;y),
where yv = xv for all v ∈ V \ {a, b} and ya + 1 = (1 + xa)(1 + xb).
Proof. Similar to the proof of Lemma 3.6. 
Consider the following special case of a S-clone.
Definition 3.8. Let S be the multiset that consists of k times the number 0 and
G = (V,E) be a graph. Then we write κkG to denote GS. We call κ
kG the k-clone
of G.
Applying Lemma 3.7 repeatedly yields the following statement. Observations of
this kind have been used for a long time [28, 15, 22, 2].
Theorem 3.9. Let G = (V,E) be a graph. We have the polynomial identity
I(κkG;x) =I(G; (1 + x)k − 1). 
Let us now use Lemma 3.6 to derive a formula that describes how a path, at-
tached to one vertex, influences the independent set polynomial. Basically, we
derive an explicit formula from recursive application of (8) (cf. the proof of the
formula for the interlace polynomial of a path by Arratia et al. [1, Proposition 14]).
Theorem 3.10. Let G = (V,E) be a graph and a0 ∈ V a vertex. For a positive
integer k, let τkG denote the graph G with a path of length k added at a0, i.e.
τkG = (V ∪ {a1, . . . , ak}, E ∪ {a0a1, a1a2, . . . , ak−1ak}) with a1, . . . , ak being new
vertices. Let x be a vertex labeling of τkG with variables. Then the following
polynomial equation holds:
(10) I(τkG;x) = CkI(G;y),
where yv = xv for all v ∈ V \ {a0, . . . , ak}, ya0 = Bk/Ck, and B0 = xk, C0 = 1
and, for 0 ≤ i < k,
(11)
(
Bi+1
Ci+1
)
=M(xk−i−1)
(
Bi
Ci
)
,
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(12) M(x) =
(
0 x
1 1
)
.
Let now x ∈ R be nondegenerate for path reduction, λ1, λ2 be as in Definition 3.3,
xa = x for all a ∈ {a0, . . . , ak} and λ1k+2 6= λ2k+2. Then (10) holds with Bk and
Ck defined as in (5) and (6).
Proof. Let us write I(τkG;x0, . . . , xk) for I(τkG;x) where xaj = xj , 0 ≤ j ≤ k. Let
us argue that we defined the Bi, Ci such that, for 0 ≤ i ≤ k,
(13) I(τkG;x0, . . . , xk) = CiI
(
τk−iG;x0, . . . , xk−i−1,
Bi
Ci
)
.
This is trivial for i = 0. As we have
1 +
Bi
Ci
(
1 + xk−i−1u
2
)
=
Ci +Bi
(
1 + xk−i−1u
2
)
Ci
=
Ci+1
Ci
,
we see that (13) holds for all 1 ≤ i ≤ k: Use Lemma 3.6 in the following inductive
step:
I(τkG;x0, . . . , xk) =CiI(τk−iG;x0, . . . , xk−i−1,
Bi
Ci
)
=Ci
Ci+1
Ci
I
(
τk−i−1G;x0, . . . , xk−i−2,
xk−i−1
Ci+1
Ci
)
=Ci+1I
(
τk−i−1G;x0, . . . , xk−i−2,
Bi+1
Ci+1
)
.
Thus, (10) holds as a polynomial equality.
Let us now consider x as a real number, x > −1/4. Matrix M(x) in (12) can be
diagonalized as M(x) = SDS−1 with
S =
(
x x
λ1 λ2
)
, D =
(
λ1 0
0 λ2
)
, S−1 =
1
x(λ2 − λ1)
(
λ2 −x
−λ1 x
)
,
λ1,2 as in (3). Now we substitute variable xv by real number x for all v ∈
{a0, . . . , ak} and M(x) by SDS−1. This yields the statement of the theorem. 
Now we see that Theorem 3.5 can be proved by repeated application of Lemma 3.7
and Theorem 3.10.
4. Interpolation via S-clones
In this section, we give a reduction from evaluation of the independent set poly-
nomial at a fixed point x ∈ Q \ {0} to computation of the coefficients of the in-
dependent set polynomial. Thus, given a graph G with n vertices, we would like
to interpolate I(G;X), where X is a variable. The degree of this polynomial is
at most n, thus it is sufficient to know I(G;xi) for n + 1 different values xi. Our
approach is to modify G in n+1 different ways to obtain n+1 different graphs G0,
. . . , Gn. Then we evaluate I(G0;x), I(G1;x), . . . , I(Gn;x). We will prove that
I(Gi;x) = piI(G;xi) for n + 1 easy to compute xi and pi, where xi 6= xj for all
i 6= j. This will enable us to interpolate I(G;X).
If the modified graphs Gi are c times larger than G, we lose a factor of c in the
reduction, i.e. a 2n running time lower bound for evaluating the graph polynomial
at x implies only a 2n/c lower bound for evaluation at the interpolated points.
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Thus, we can not afford simple cloning (i.e. constructing κ2G, κ3G, . . . to use
Theorem 3.9): To get enough points for interpolation, we would have to evaluate
the graph polynomials on graphs of sizes 2n, 3n, . . . , n2. To overcome this problem,
we transfer a technique of Dell, Husfeldt, and Wahle´n [7], which they developed
for the Tutte polynomial to establish a similar reduction: We clone every vertex
O(log n) times and use n different ways to add paths of different (but at most
O(log2 n)) length at the different clones. Eventually, this will lead to the following
result:
Theorem 4.1. Let x0 ∈ Q such that x0 is nondegenerate for path reduction and
the independent set polynomial I of every n-vertex graph G can be evaluated at x0
in time 2o(n/ log
3 n).
Then, for every n-vertex graph G, the X-coefficients of the independent set poly-
nomial I(G;X) can be computed in time 2o(n). In particular, the independent set
polynomial I(G;x1) can be evaluated in this time for every x1 ∈ Q.
Using this theorem, we can prove our main result.
Proof of Theorem 1.2. For x > −1/4, the corollary follows from Theorem 4.1 and
Theorem 1.1.
Let us now consider x < −2. Then we have |1 + x| > 1, which implies (1 +
x)2 − 1 > 0. On input graph G = (V,E), we have I(κ2G;x) = I(G; (1 + x)2 − 1)
by Theorem 3.9. Graph κ2G has 2|V | vertices. This establishes a reduction from
I(−; (1 + x)2 − 1) to I(−;x), where the instance size increases only by a constant
factor. As (1 + x)2 − 1 > 0, we have reduced from an evaluation point where we
have already proved the (conditional) lower bound of the lemma. Thus, the same
bound, which is immune to constant factors in the input size, holds for I(−;x).
Let us consider x ∈ (−2, 0) \ {−1}. We have |x + 1| < 1 and |x + 1| 6= 0.
In a similar way as we just used a 2-clone, we can use the comb reduction [2,
Section 3.2]: Let k be a positive even integer such that k > log(−2x)log |x+1| . Then we
have y := x
(1+x)k
< −2. On input graph G = (V,E), we can construct Gk as
in the comb identity for the interlace polynomial [2, Theorem 3.5], and we have
I(Gk;x) = (1 + x)
kI(G; y). As k does not depend on n = |V |, |V (Gk)| = O(|V |).
Thus, we have reduced from y < −2, an evaluation point where we have already
proved the lower bound, to evaluation at x.
To handle x = −2 and x = −1, add cycles [2, Theorem 3.7 and Proposition
3.8]. 
The rest of this section is devoted to the proof of Theorem 4.1, which is quite
technical. The general idea is similar to Dell et al. [7, Lemma 4, Theorem 3(ii)].
Definition 4.2. Let S be a set of numbers. Then we define ‖S‖ =∑s∈S s.
Remark 4.3. The S-clone GS of a graph G = (V,E) has |V |(‖S‖+ |S|) vertices.
Lemma 4.4. Assume that x ∈ R is nondegenerate for path reduction. Then there
are sets S0, S1, . . . , Sn of positive integers, constructible in time poly(n), such that
(1) x(Si) 6= x(Sj) for all i 6= j and
(2) ‖Si‖ ∈ O(log3 n) and |Si| ∈ O(log n) for all i, 0 ≤ i ≤ n.
Proof. We use the notation from Theorem 3.10 and assume λ1 > λ2.
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As
∣∣∣λ1λ2
∣∣∣k →∞ for k →∞, there is a positive integer s0 such that
(
λ1
λ2
)s
6∈
{(
λ2
λ1
)2
,
λ2(x+ λ2)
λ1(x+ λ1)
}
∀s ≥ s0.
Thus, for every i, 0 ≤ i ≤ n, the following set fulfills the precondition on S and
T in Lemma 4.5:
Si = {s0 +∆(2j + b(i)j ) | 0 ≤ j ≤ ⌊logn⌋},
where ∆ is a positive integer defined later, ∆ ∈ Θ(logn), and [b(i)⌊logn⌋, . . . , b
(i)
1 , b
(i)
0 ]
is the binary representation of i. Note that this construction is very similar to Dell
et al. [7, Lemma 4]. It is important that the elements in these sets have distance
at least ∆ from each other. The sets are poly(n) time constructible as s0 does
not depend on n. We have ‖Si‖ ≤ (1 + logn)(s0 + (1 + 2 logn)∆) and obviously
|Si| ∈ O(log n) for all i. Thus, the second statement of the lemma holds.
To prove the first statement, we use Lemma 4.5. Let 1 ≤ i < j ≤ n and S =
Si \Sj, T = Sj \Si. Let s1 be the smallest number in S∪T and A1 = (S∪T )\{s1}.
For f as in Lemma 4.5, let us prove that |f(A1)| >
∑
A⊆S∪T
A 6=A1
|f(A)|, which yields
the statement of Lemma 4.4.
Assume without loss of generality that s1 ∈ S. As x is nondegenerate, C1 :=
min{1, |λ1|, |λ2|, |x+ λ1|, |x|, |λ1 − λ2|} is a nonzero constant. As |S| = |T |,
D(S, T,A1) = λ1
|T |(x+ λ1)
|S|−1(x+ λ2)− λ1|S|−1λ2(x + λ1)|T |
= λ1
|S|−1(x+ λ1)
|S|−1
(
λ1(x + λ2)− λ2(x+ λ1)
)
= λ1
|S|−1(x+ λ1)
|S|−1x(λ1 − λ2),
and we have
(14) |f(A1)| ≥ |λ1|‖S∪T‖−s1 |λ2|s1C7|S|1 .
If A = ∅ or A = S ∪ T , we have D(A) = 0, which implies f(A) = 0. For every
A ⊆ S ∪ T , A 6= ∅, A 6= S ∪ T , A 6= A1, we have ‖A‖ ≤ ‖S ∪ T ‖ − s1 −∆. Thus,
(15) |f(A)| ≤ |λ1|‖S∪T‖−s1−∆|λ2|s1+∆C7|S|2 ,
where C2 = 2max{1, |λ1|, |λ2|, |x+λ1|, |x+λ2|}. There are less than 2⌊logn⌋+1 ≤ 2n2
such A. Combining this with (14) and (15), it follows that we have proved the
lemma if we ensure ∣∣∣λ1
λ2
∣∣∣∆ > (C2
C1
)7|S|
2n2.
This holds if
∆ > 7
(
(logn+ 1) log
C2
C1
+ 2 logn+ 1
)
/ log
λ1
|λ2| .
As C1, C2, λ1, λ2 do not depend on n, we can choose ∆ ∈ Θ(logn). 
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Lemma 4.5. Let S and T be two sets of positive integers. Let also x ∈ R be
nondegenerate for path reduction and, for all s ∈ S ∪ T ,(
λ1
λ2
)s+2
6= 1 and(16)
(
λ1
λ2
)s+1
6= x+ λ2
x+ λ1
,(17)
where λ1, λ2 are defined as in Theorem 3.10. Then we have x(S) = x(T ) iff∑
A⊆S△T
f(A) = 0,
where
f(A) = λ1
‖A‖λ2
‖(S△T )\A‖(−λ1)|A|λ2|(S△T )\A| ·D(S \ T, T \ S,A),
D(S, T,A) = c(S, T,A ∩ S,A ∩ T )− c(T, S,A ∩ T,A ∩ S),
c(S, T, S0, T0) = λ1
|T0|λ2
|T\T0|(x+ λ1)
|S0|(x+ λ2)
|S\S0|.
Proof. Let S˜ = S \T and T˜ = T \S. We have x(S) = x(T ) iff x(S)+ 1 = x(T )+ 1.
Condition (17) ensures 1 + BsCs 6= 0 for all s ∈ S ∪ T . Thus, x(S ∩ T ) + 1 6= 0, and
x(S) = x(T ) iff x(S˜) + 1 = x(T˜ ) + 1. This is equivalent to Y (S˜, T˜ ) = Y (T˜ , S˜),
where Y (S, T ) =
∏
s∈S(Cs+Bs)
∏
t∈T Ct. For sets of integersM ⊆ N , let us define
B(N,M) = λ1
‖M‖(−λ1)|M|λ2‖N\M‖λ2|N\M| and
C(N,M) = λ1
‖M‖λ1
2|M|(−1)|M|λ2‖N\M‖λ22|N\M|.
Using this notation, it is
Y (S, T ) =
∏
s∈S
(Bs + Cs)
∏
t∈T
Ct
=
∑
S0⊆S
∏
s∈S0
Bs
∏
s∈S\S0
Cs
∏
t∈T
Ct
=(λ2 − λ1)−|S|−|T |
∑
S0⊆S
x|S0|
∑
S1⊆S0
B(S0, S1)
∑
S2⊆S\S0
C(S \ S0, S2)
∑
T0⊆T
C(T, T0).
We want to collect the terms λ1
‖M‖ and λ2
‖N\M‖ in one place. Thus, we change
the order in which S is split into subsets S0, S1, S2 (cf. Figure 2) such that we first
choose S12 := S1∪S2 ⊆ S, then S1 ⊆ S12 (which implies S2 = S12 \S1), and finally
S0 as S1 ⊆ S0 ⊆ S \ S2. Now we can write
Y (S, T ) = (λ2 − λ1)−|S|−|T |
∑
S12⊆S
∑
T0⊆T
λ1
‖S12‖+‖T0‖λ2
‖S\S12‖+‖T\T0‖
(−λ1)|S12|+|T0|λ2|S\S12|+|T\T0|
c(S, T, S12, T0),
(18)
where
c(S, T, S12, T0) = λ1
|T0|λ2
|T\T0|
∑
(S1,S2)
S1∪˙S2=S12
∑
S0
S1⊆S0⊆S\S2
x|S0|λ1
|S2|λ2
|(S\S0)\S2|.
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S0 S \ S0
S1 S2
Figure 2. Partition of S.
Note that (18) as symmetric in S and T , except for the term c(S, T, S12, T0). Let
us analyze this non-symmetrical term. We write S0 = S1∪˙S˜0.
c(S, T, S12, T0) =λ1
|T0|λ2
|T\T0|
∑
S1∪˙S2=S12
λ1
|S2|x|S1|
∑
S˜0⊆S\S12
x|S˜0|λ2
|(S\S12)\S˜0|
=λ1
|T0|λ2
|T\T0|
∑
S1∪˙S2=S12
λ1
|S2|x|S1|(x+ λ2)
|S\S12|
=λ1
|T0|λ2
|T\T0|(x+ λ1)
|S12|(x + λ2)
|S\S12|.
This implies the statement of the lemma. 
Proof of Theorem 4.1. On input G = (V,E) with |V | = n, do the following. Con-
struct GS0 , GS1 , . . . , GSn with Si from Lemma 4.4. Every GSi can be constructed
in time polynomial in |GSi |, which is poly(n) by Remark 4.3 and by condition 2. of
Lemma 4.4. Thus, the whole construction can be performed in time poly(n).
Again by condition 2. of Lemma 4.4, there is some c′ > 1 such that all GSi
have ≤ c′n log3 n vertices. Evaluate I(GS0 ;x), I(GS1 ;x), . . . , I(GSn ;x). By the
assumption of the theorem, one such evaluation can be performed in time
2
c c
′n log3 n
(log(c′n log3 n))3 = 2
cc′n log3 n
(log c′+logn+3 log log n)3 ≤ 2
cc′n log3 n
(log n)3 = 2cc
′n
for every c > 0.
Using Theorem 3.5, we can compute I(G;x(S0)), I(G;x(S1), . . . , I(G;x(Sn))
from the already computed I(GSi ;x) in time poly(n).
By condition 1. of Lemma 4.4, the n+ 1 values x(Si) are pairwise distinct. As
I(G;X) is a polynomial of degree at most n in X , this enables us to interpolate
I(G;X). The overall time needed is poly(n)2cc
′n ≤ 2(cc′+ε)n for every ε > 0. 
5. Open Problems
The most important open problem is to find a reduction that does not lose the
factor Θ(log3 n) in the exponent of the running time.
Another interesting direction for further research are restricted classes of graphs,
for example graphs of bounded maximum degree or regular graphs.
The independent set polynomial is a special case of the two-variable interlace
polynomial [1]. It would be interesting to have an exponential time hardness result
for this polynomial as well. In this context, the following question arises: Is the
upper bound exp(O(
√
n)) [25] for evaluation of the Tutte polynomial on planar
graphs sharp?
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