One of the first steps of almost every information retrieval method -in particular of document classification and clustering -is to discard words occurring only a few times in the corpus, based on the assumption that their inclusion usually does not contribute much to the vector space representation of the document. However, as we will show, rare words, rare bigrams and other similar features are able to indicate surprisingly well if two documents belong to the same category, and thus can aid classification and clustering. In our experiments over four corpora, we found that while keeping the size of the training set constant, 5-25% of the test set can be classified essentially for free based on rare features without any loss of accuracy, even experiencing an improvement of 0.6-1.6%.
Introduction
Document categorization and clustering is a well studied area, several papers survey the available methods and their performance [25, 24, 6, 5] . In most results, frequent and rare words are discarded as part of pre-processing, before passing the documents to the actual algorithms. The only measurement which takes into account rarity to some degree is the inverse document frequency in the tf-idf weighting scheme. However, in their classical paper Yang and Pedersen [25] disprove the widely held belief in information retrieval that common terms are non-informative for text categorization. In this paper we observe the same about rare terms; more precisely we show how rare features such as words, ngrams or skipping n-grams can be used to improve classification and clustering quality.
Our results indicate that topical similarity of a pair of documents sharing the same rare word or n-gram can be much stronger than the similarity of the bag of words vectors [22] exploited by traditional classifiers. Here we consider extreme rare features that occur 2. . . 10 times in the corpus. A similar consideration based on rare technical terms is described in [16] . We may probabilistically justify why rare features are likely to indicate the same topic, given the assumption that a rare feature usually has some bias towards a certain topic and is not spread completely uniformly within the corpus. Notice that a feature is rare because it is by a small margin above the probability to appear in the corpus. The probability that it appears in a less likely topic, however, remains below this threshold, making it very unlikely to see a rare feature outside its main topic.
Rare features are exploited by forcing pairs of documents sharing them to be assigned to the same topic. Technically this can be solved in several ways, some of which will be explored in this paper. First, we may pre-classify documents sharing a sufficient number of rare features with a training document and set them aside. This pre-classification can be continued by taking several steps along pairs within the test set as well. Second, as a completely different approach, we may merge the content of connected documents to enrich the vocabulary prior to classification or clustering. In both cases we give various methods to prioritize connections between documents, to filter out less reliable pairs or to resolve conflicts when connections are to more than one category. These methods are described in detail in Section 3.
In order to prove that rare features indeed reflect general topical similarity between documents, and that their usability does not depend on peculiar characteristics of a given text collection, we tested our method on four corpora: Reuters-21578, Reuters Corpus Volume 1 (RCV1), Ken Lang's 20 Newsgroups, and the abstracts of patents contained in the World International Property Organization's (WIPO) corpus. Results are discussed in Section 4. The usability of rare features are strongest for classification (4.2) with medium size train sets but most striking for unsupervised clustering (Section 4.3). Notice that the usability of rare features for clustering is somewhat counterintuitive in that we misplace document pairs at the same rate as single documents and we have an additional source of error due to false rare features. The above argument is formalized in Section 2.1 where we give an expected performance of the features based on the assumption that documents connected by rare features are equally hard to classify as others. This bound is very weak and predicts losses in performance; we in fact gain in most cases, qualitatively confirming that rare features are complementary to classification algorithms.
It must be emphasized that our method does not carry out feature extraction in the convetional sense as we do not use rare features as document representatives. In fact, after we use them to discover rare feature instances, we remove infrequent words from documents prior to the actual classification or clustering.
Related results
The idea to give special consideration to high and low frequency words originates in Luhn's [10, 22] intuition that the middle-ranking words in a document are the most indicative of its content. For example [19] shows that in a test collection, the words with the highest average discriminatory power tended to occur in between 1% and 90% of the documents. Therefore infrequent words, which are thought to likely be spelling mistakes or obscure words with low average document discriminatory power [22, 23] , are often omitted in information retrieval systems. Rigouste et al. [17] measures the effect of removing rare and frequent words prior to unsupervised clustering and conclude that while the removal of frequent words hurts, rare words can be safely discarded. As to classification, [25] acknowledges that rare words do not facilitate category prediction and have no significant effect on performance.
Several authors tend to only partly accept the belief that rare terms are completely useless for classification. Price and Thelwall [16] have shown that low frequency words are useful for academic domain clustering. This suggests that a significant proportion of low frequency words contain subject-related information and that it may be undesirable to have a policy of removing any word that occur at least twice in the corpus. However, they do not regard rare words as equal, and envision an artificial intelligence or natural language processing approach which would discard useless ones [2] . In addition, [25] mentions that raising too aggressively the document frequency threshold below which words are discarded can be counterproductive.
Another problem of rare words is that they are computationally difficult to handle for algoritms less efficient then ours. First, they constitute a considerable part of the vocabulary in most document collections [26] . Due to their large number, they cannot be fed to computationally hard methods, for example ruling out methods that would be able to differentiate between useful and useless words, such as vocabulary spectral analysis [21] . Second, rare terms often cause noise that confuse several term weighing and feature selection mechanisms. For example χ 2 is known to be unreliable for rare words [18] and mutual information biased towards rare terms [25, 14] . The only exception is the inverse document frequency or idf [20] , commonly used for summarization to assess the importance of the words in a sentence.
As to rare n-grams, they appear in the literature only in the context of smoothing [4] ; frequent n-grams in general are known to be useful in classification [15] . While outside our scope, we also mention that character based n-grams are particularly good for language detection [1] ; here again however frequent n-grams are used.
Features
In our experiments we use rare terms and n-grams for n ≤ 6, we also generate features by forming skipping n-grams; for an excellent overview of these features, see [4] . While rare terms are the simplest and perhaps the most obvious choice, regular and skipping n-grams turn out to be more effective in our experiments. Regular n-grams are formed by n adjacent words of a sentence part, sentence, or paragraph. Skipping n-grams are (n + 1)-grams in which a given internal position is left undetermined and can be filled by an arbitrary word. For instance, in the sentence ABCDE the skipping trigrams are ABD, ACD, BCE and BDE.
We also consider contextual bigrams, a novel construct, which has similar properties to trigrams, but their discovery requires much less resources due to their smaller feature space. Contextual bigrams are found as follows: for each word in a document, a sequence is built from the words by which it is directly followed at each of its occurrences, preserving the original order. If on adjacent positions the same word is present in the sequence, they are collapsed to a single word. Then we recognize bigrams in these sequences, as if they were regular sentence parts, sentences or paragraphs. For an example consider a document with two sentences ABCDE and FBGDA. Word B is followed by C in the first, and G in the second sentence, yielding sequence CG (we preserve the original order of accompanying words), from which the single bigram CG is extracted. In a similar way word D generates bigram EA.
In our measurements we characterize rare features by the following values. Feature quality q. For a feature instance (word, n-gram etc.) present in exactly f ≥ 2 documents, feature quality is the probability q that two random documents containing it belong to the same category. If f = 2, quality is 1 if the two documents are members of the same category, otherwise it is 0. For fixed f ≥ 2, overall feature quality is the average over all feature instances of the given type. Coverage c. For a given feature instance and frequency f , we may give a threshold w min such that two documents are connected if they contain at least w min common features of the given type and frequency. Coverage is then the fraction c of documents connected to some other documents.
It would be obviously unwise to look for features in documents processed as a single continuous sequence of words, some segmentation is inevitable. However, we must be careful when deciding what should be the segmentation unit, paragraphs, sentences or sentence pairs. Smaller segments lower the risk that ngrams will clump together semantically unrelated elements, but they also make it impossible to find large (and usually high quality) n-grams. As a consequence, we determine the appropriate segment size separately for each corpus.
Stemming, a typical pre-processing step, is especially useful when looking for rare feature instances. It reduces both the number of possible n-grams and the vocabulary size, which in general is known also to improve classification accuracy. In addition, this way we may avoid false rare features that include words written in uncommon grammatical form.
Expected improvement
Given the feature quality q and coverage fraction c, we can predict the accuracy of classification by using some simplifying assumptions and in particular constructing a minimalistic algorithm that uses rare features for classification. We then show how these simplifying assumptions relate the usability of the rare features that we will use later in Section 4 to justify our method.
We give the formula for the expected performance of classification as the probability that a random document d of the test set is correctly classified. A very simple way to use rare features is to select another random document d that shares the required number of rare features. Then we classify the document into the (predicted or known) category of d . If no such d exists, we simply use the (predicted) category of d.
Next we analyze the expected performance of the above algorithm. The analysis relies on a crucial independence assumption: The event that a document in the train set is correctly classified is independent of the event that it shares a rare feature with another document. Under this assumption, let t denote the fraction of the train set in the corpus and q the accuracy of classification. These values can be interpreted as the probability that a document is in the test set and the probability that a random document of the test set is correctly classified. We get the expected accuracy as
Here the first term corresponds to documents with no pair d sharing rare features; this case has probablity (1 − c) and then classification is correct with probability q . The second term describes the event that we have a pair (probability c), it is of the same category (probability q) and this document is in the train set (probability t). Finally the third term describes the event of selecting a pair d of the test set with same category (probability c·q ·(1−t)) and classifying d correctly. We in fact give an underestimate since we may by chance correctly classify d based on a misclassified pair d that falls into different category. Above we used the independence assumption in order to multiply c and q ; independence with t is achieved by assuming a random choice of the train set. Hence the difference between the accuracy in our experiments and (1) measures whether documents that share rare features are harder or easier to classify than the rest. If rare features gave no help as they only connected pairs that are otherwise correctly classified, then performances even much below the value of (1) could arise. This could very easily happen if common rare features appeared in replicated document parts; in that case frequent parts would also be replicated that would make the job of the classifier very easy for these documents. Later in Fig. 4 we will show this is not the case and rare features connect fairly dissimilar documents.
Our experiments will show the somewhat surprising result that rare features often connect documents that are harder to classify than others. This follows from the fact that our algorithm always performs above the prediction (1) . Observe the special case t = 0 that corresponds to unsupervised clustering; here Algorithm 1 Classification and clustering based on rare feature connectedness.
1: Preprocess (segment, tokenize, stem) 2: Discard frequent words above threshold cutoff ; collect remaining rare features with freqency below rarity 3: Build the edge list of the document connectivity graph 4: Weight each edge by the number of rare features connecting the document pair 5: Discard all edges with weight below w min 6: Form the connectivity graph of the remaining train set documents 7: Perform Single Linkage Clustering by disallowing edges that
• form components of diameter over dist max ;
• connect compontents that both contain train set documents 8: for all components of the spanning forest do (1) specializes to (1−c+cq)·q < q , that is our algoritm is never expected to gain over the baseline. Nevertheless we achieve improvement, although somewhat modest compared to the supervised case.
Also note that formula (1) gives very weak bounds and is mainly of theoretical importance; in addition the minimal sanity requirement q > q is insufficient to expect quality improvement unless t is sufficiently large. Over almost all experimental settings except for certain very high values of t the prediction is actually below q while we gain improvement, justifying the applicability of rare features in categorization. The reason why we beat the expected bound (1) is likely to lie in a combination of the complementarity of classification algorithms and the cooccurrence of rare features and the more clever algorithm that enhances feature quality as described next.
Methods
Next we describe our algorithm for classifying documents based on their pairings via common rare features. The main idea of the algorithm is to form components from documents along the pairs by single linkage clustering [13, and many others] a modified version of Kruskal's Minimum Spanning Tree algorithm [3] . The general algorithm is described in Algorithm 1 while the particular modification of Kruskal's algorithm is described in detail in the simpler special case of connecting test set documents to train set ones in Algorithm 2. Later in Algorithm 2 Kruskal's algorithm in the special case of connecting test set documents to train set ones (supervised case).
for distance = 1, . . Fig. 4 we will justify the choice of this simple clustering algorithm by showing that most pairs connected by rare features are isolated from one another and larger components are sporadic.
The main computational effort in our Algorithm 1 is devoted to identifying rare features (Step 2). Since features form a Zipfian distribution [26] , we may expect a constant fraction of features with frequency in the range of our interest with a total size in the order of the size of the corpus itself. It is easy to implement the selection of rare features by external memory sorting; in our experiments we choose the simpler and faster internal memory solution that poses certain limit on the corpus size.
Given the collection of rare features together with the list of documents containing them, we build an undirected graph over documents as nodes (step 3). We iterate over the features and add a new edge whenever we discover a pair of documents sharing the first common rare feature. For existing edges we then compute the number of common rare features.
We rank document pairs according to how many rare features they have in common (step 4). Pairs with a large number of common rare features receive higher priority, as the probability that they belong to the same category is the highest. We discard edges below a threshold weight w min ; in other words we never merge documents that share only a few rare features (step 5).
If we use our algorithm for supervised classification, we first connect documents into the train set; these documents can then be classified "for free". This special case is described in Algorithm 2 where we iterate through all test set documents d; whenever d is connected to another in the train set, we merge d with d such that they are connected by the largest number of common features.
We also take indirect connections to the train set into account. If document d is connected to another in the test set that is in turn connected to d of the train set, we may also preclassify d into the category of d . We set a distance threshold dist max ; this turns into dist max iterations of the first for loop of Algorithm 2.
Optionally we may enrich the content of each document d of the train set with the text of all or some documents d merged with d during the algorithm. If we train the classifier with the extended documents, we observe that their segmentation sentence (part) or paragraph stemming on or off rarity threshold value to consider a feature rare cutoff threshold to disallow too frequent words appearing in rare features w min minimum number of common rare features needed to connect two documents dist max maximum distance of indirection to form composite documents merging on or off, choice of passing merged text or a sample document to the classifier We are left with edges connecting two documents of the test set. This is our only choice in the unsupervised setting. As a first choice we could merge all connected components; however in that way we would force documents into the same category that have only very far indirect connection. Instead we pose the same dist max limit on the distance of indirection as in the case of train set documents. We take edge weight into account by running Kruskal's Maximum Spanning Forest algorithm [3] with the following modification. The algorithm starts with single document components and iterates over edges of decreasing weight. Whenever the current edge connects two different components, the original algorithm merges them via this edge. We alter the algorithm to discard the current edge if the diameter of the resulting component would be over dist max , thus ensuring that the resulting forest has components all with diameter below dist max . Finally we again have the option to pass the merged text or just a sample document to the classifier.
The choices we can make in our algorithm are summarized in Table 1 .
Experiments
In order to carefully analyze the degree to which rare features (representing topic specific technical terms, style or quotations) can improve classification and clustering quality, we performed our experiments on four corpora of different domains and natures. Table 2 shows their most important properties. Reuters-21578 [8] is a collection of news articles mainly about politics, economics and trade. If a document was assigned to more than one topic, we re-assigned it to the one which was the most specific and also covered at least 50 documents. Documents without any topic indication -either originally or after the above described re-assignment -were removed. Because paragraphs usually consisted of a few sentences, and their boundaries were much easier recognizable than that of sentences, they served as segments. Table 2 : Characteristics of the four corpora used in our experiments. Length is measured in words.
Reuters Corpus Volume 1 (RCV1) [9] is a quite large news article collection similar to Reuters-21578, formed by approximately 800,000 documents. Here we used the topic codes as topics, the industry and country classifications were ignored. Due to internal memory limitations, in most experiments we process only the first 200,000 documents of the RCV1 corpus. In order to see the performance over the entire corpus, in Fig. 6 we show results by splitting the test set into three equal size at random and added the train set to each piece. Pre-processing and segmentation was exactly the same as for Reuters-21578.
Ken Lang's 20 Newsgroups contains 20,000 Usenet postings evenly distributed among 20 domains, ranging from atheism to baseball. Instead of the original corpus, we use a slightly modified variant of Jason Rennie (http://people.csail. mit.edu/jrennie/20Newsgroups/20news-18828.tar.gz) from which duplicates were deleted and header fields other than Subject: and From: discarded. Segmentation was based on paragraphs, due to their relatively small size.
The corpus from the World Internet Property Organization (WIPO) contains English language patent documents, each assigned to a category chosen from a multilevel classification system. Because documents were very long, only their abstract was utilized, which were segmented by sentence parts. In the rare case when length of a sentence part exceeded 500 words, it was truncated, while those consisting of a single word were merged with the previous sentence part. From the categories we kept only the two highest levels, working with the full depth would have resulted in several small categories, confusing the classification algorithm.
For all corpora, we removed stop words and performed stemming with the Morph component of WordNet [12] .
Quality and coverage of features
First let us explore the quality of rare words, n-grams (2 ≤ n ≤ 6), skipping n-grams and contextual bigrams in our four corpora. We show the trade-off between quality (Fig. 1) and coverage (Fig. 2) that measure how quality can be improved by considering features with frequency decreasing down to merely two, the smallest value that serves any information at all. We also measure how quality improves as we increase the minimal number of common features between documents. Recall that these measures give a weak prediction the Figure 1 : Quality of various features accross the four corpora, with the horizontal baseline showing the quality of classification with 30% train size. Contextual bigrams are abbreviated as cont. For the sake of clarity we removed the following coinciding lines: for Reuters-21578 contextual bigrams perform similarly to bigrams and 5-grams to 6-grams; for RCV1 words are similar to bigrams; for 20 Newsgroups 4-grams and 5-grams to 6-grams; finally, for WIPO 5-grams to 6-grams. As Fig. 1 shows, feature quality quickly decays with increasing frequency for short features (words, bigrams, contextual bigrams). For 5 and 6-grams however quality remains high even up to frequencies around 10 with certain instability due to their low frequency. The horizontal baseline over the figures gives the sanity bound for usability: features above perform better than the naive Bayes classifier of the Bow toolkit [11] with a train size of 30%. We also measured slight increase in quality when lowering the cutoff limit to exclude frequent words from rare features (Fig. 3, left) ; improvement is marginal in particular since coverage decreases. Due to space limitations, we only show the full varitety of features for the 20 Newsgroups corpus on Fig. 3 , right. Here skipping n-grams perform slightly better than their regular counterpart.
From Fig. 2 we can see that coverage does not increase significantly after we proceed beyond f =3. Here we observe that short features frequently occur in documents while the high quality long n-grams appear infrequently. Hence we have to balance between quality and coverage to achieve the best possible improvement in classification accuracy.
By the observed values of quality and coverage ( Figs. 1 and 2 ) the formula (1) predicts best results for very low feature frequency f =2 and n-grams with n ≥ 3 large. The prediction is above the classification baseline only for larger train fractions t. Experiments in Section 4.2 show better performance as this prediction assumes that pairs connected by rare features are equally easy to classify than others. In addition it ignores the effect of merging the content of the documents as well as the cooccurrence of rare features shared by a document pair. The distribution of the number of rare features that connect two random documents may invalidate the formula (1); in addition we may impose the w min threshold to consider the document pair, thus enhancing classification accuracy.
We show that documents share rare features due to a general topical similarity and not because of some side effect of (near)-replication or quoting from other documents in Fig. 4 . In this graph we show the histogram of document similarity within document groups formed by our algorithm. If rare features all arose in duplicates, the curve would proceed close to the horizontal axis and jump to one at Jaccard similarity one. If, on the other hand, common rare features appeared in very dissimilar documents, then the curve would jump immeadiately at some very small Jaccard similarity range. We observe that the least similar documents are identified by our algorithm over the 20 Newsgroups corpus while the most similar over RCV1. While differences are below the limit to draw conclusion on the different nature of the corpora, we at least see that our algorithm does not rely on quoted reply fragments over 20 Newsgroups. 
Classification
For classification we used the naive Bayes component of the Bow toolkit [11] with default parameters, as this enhanced naive Bayes implementation often outperformed the SVM classifier. This choice does not effect the experimental results below. Each measurement point represents the average accuracy of five random choices of train sets. We set merging on, as this choice outperforms the other. The values for the free parameters of Table 1 are rarity = 2, cutoff = 1000 and w min = 3 for all except WIPO where w min = 2.
In Algorithm 1 we set dist max = 2 as this simplifies the implementation while ignores only sporadic components. As seen in Fig. 4 , right, the largest fraction of features are singletons and are of no use in our algorithm. From there the number of components decay exponentially and components of more than four features occur only sporadically.
We show the improvement achieved by our algorithm in Fig 5 for the four corpora and in Fig. 6 , left, when considering the entire RCV1 corpus and running Algorithm 1 by splitting it into three equal parts. In Fig. 6 , right, we see that we significantly reduce the work of the classifier if we preprocess the corpus by our algorithm.
In Fig. 5 we see that except from 20 Newsgroups, the usefulness of features roughly reflect their ranking with respect to the expectation of formula (1): words and contextual bigrams are the least efficient, with n-grams providing better results. Bigrams and 3-grams perform unexpectedly well; apparently they provide the optimal tradeoff beetween quality and coverage. Remember that the formula predicts no improvement for all except very large train sizes; our measurement thus confirms the usability of rare features and in particular the assumption that the cooccurrence of rare features is independent of how easy or hard a given document is to classify. We mention an anomaly of 20 Newsgroups: first, improvement roughly stabilizes beyond 10% training set ratio, possibly because for larger training set sizes the accuracy of the classification algorithm approaches the quality of features, diminishing their power; second, words and contextual bigrams sharply separate from the other features.
Clustering
For clustering we used the publicly available Cluto [7] , a deterministic clustering algorithm developed for the needs of large text corpora. We use the cosine similarity function and i2 criterion function. The algorithm computes the desired k-way clustering solution by a sequence of k − 1 repeated bisections. In this approach, the matrix is first clustered into two groups, then one of these groups is selected and split further. This process continues until the desired number of clusters is found. During each step, the cluster is split so that the resulting 2-way clustering solution optimizes a particular criterion function. Note that this approach ensures that the criterion function is locally optimized with each bisection, but in general is not globally optimized.
We use the following measures for comparing the quality of clustering. We compare the 70 original topics to varying number of clusters. We set up measurement points for 20, 25, ... 75 clusters. We measure clustering quality by entropy and purity (computed by the CLUTO package itself [7] ). For simplicity of terminology we refer to the original categories as topics and the output of CLUTO as clusters. Let there be N documents altogether with N k of them in cluster k for k = 1, . . . , m. Let N i,k denote the cluster confusion matrix, the number of elements in cluster k from topic i and let p i,k = N i,k /N k denote the Figure 7 : Improvements in cluster entropy (left) and purity (right) over the baseline (bottom). Measurement parameters are cutoff = 1000, rarity = 2 for bigrams of 20 Newsgroups; cutoff = 100, rarity = 2 for the 4-grams of RCV1; cutoff = 500, rarity = 3 for the contextual bigrams of Reuters-21578; cutoff = 500, rarity = 2 for the trigrams of the WIPO corpus. ratio within the cluster. Then the entropy E and purity P are defined as
Entropy is in fact an average entropy of the distribution of topics within the cluster while purity measures the ratio of the "best fit" within each cluster. Unlike precision and recall, these measures are alternate and not complementary.
In Fig. 7 we observe less impact of rare features on clustering than on classification; by formula (1) this is no surprise since the no train set case t = 0 always predicts the failure of our algorithm. The performance of features relative to each other is the same both for entropy and purity, however they perform completely different from classification (Fig. 5) . By comparing with the baseline qualities we observe that a decent initial clustering can be improved by our algorithm while for low quality clusters we even observe deterioration. In this sense the RCV1 and WIPO measurements are likely due to the very poor performance of the final clustering step.
Conclusion and future work
This paper presented a novel approach by which extremely rare n-grams, which were mostly neglected by previous research, can be exploited to aid classification and clustering. The probability that documents sharing two or more common rare n-grams belong to the same topic is surprisingly high, often even surpassing the accuracy of naive Bayes classifiers trained on 60% of the corpus. We carried out experiments on four different corpora and found that even simple features such as rare bigrams and 3-grams are able to improve classification accuracy by 0.6-1.6%, and at the same time reducing the number of documents passed to the classificator by 5-25%. For clustering the gain was 0.9-2%, with 6-25% of documents withheld.
Our future plans are to conceive new features whose quality or coverage is better than n-grams and contextual bigrams, and to introduce filtering (possibly involving shallow natural language processing) by which quality of existing features can be increased. Another promising direction is to replace the simple merging of document pairs with a more sophisticated method.
