This paper introduces a new multivariate approach for jointly modeling crash counts by severity data based on Multivariate Poisson-Lognormal models. Although the crash frequency by severity data are multivariate in nature, they have often been analyzed by modeling each severity level separately without taking into account correlations that exist among different severity levels. The new Multivariate Poisson-Lognormal regression approach can cope with both overdispersion and a fully general correlation structure in the data as opposed to the recently suggested Multivariate Poisson regression approach that allows for neither over-dispersion nor a general correlation structure in the data. The new method is applied to the multivariate crash counts obtained from the intersections in California for 10 years. The results show promise towards the goal of obtaining more accurate estimates by accounting for correlations in the multivariate crash counts and over-dispersion.
INTRODUCTION
There has been considerable research on crash data analysis and statistical modeling (1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) . Crash data are often collected in terms of crash frequencies and severity levels. Examples of severity levels are fatal (K), incapacitating-injury (A), non-incapacitating injury (B), minor injury (C), and property damage only (PDO or O). Although the crash frequency by severity data are multivariate in nature, they have often been analyzed by modeling each severity level separately without taking into account correlations that exist among different severity levels. Usually, statistical models are produced for all crash severity all together (i.e., often referred to as KABCO) or for different crash severity levels, such as fatal and non-fatal crashes (e.g., KAB) or PDO crashes (e.g., O).
Treating the correlated crash counts as independent and applying a univariate model to each count leads to less precise estimates for the effects of factors on crash risk. Unfortunately, there has not been much research on jointly modeling crash counts of different severity levels in highway safety. Notable exceptions include articles by Tunaru (13) , Bijleveld (14) , Miaou and Song (12) , Song et al. (15) , and Ma and Kockelman (16) . Ma and Kockelman (16) adapted a Multivariate Poisson (MVP) regression approach developed by Tsionas (17) to assess the effects of various covariates on the multivariate crash counts by severity. The MVP regression models, however, do not allow for over-dispersion that is often observed in the crash data. In addition, the MVP regression models used by Ma and Kockelman (16) assume that the covariances for different severity levels are all identical (although the assumption of equal covariances has been relaxed in an extended multivariate Poisson regression model developed by Karlis and Meligkotsidou (18) ) and non-negative, which is very restrictive. It is possible that different severity levels may have different covariances, and also possibility of negative correlations cannot be entirely excluded.
A Multivariate Poisson-Lognormal (MVPLN) regression approach developed by Chib and Winkelmann (19) can serve as a good alternative to a pure MVP regression approach for analysis of multivariate crash count data because the MVPLN can account for over-dispersion and a fully general correlation structure while the MVP cannot. Also, MVPLN regression models are more general than Multivariate Negative Binomial regression models in the sense that the former can account for negative correlations while the latter cannot. Although these models have already been developed in statistics (see, e.g., 20) , there have been almost no attempts to employ those models in roadway safety to model multivariate crash frequency by severity data. One exception is Tunaru (13) who introduced a Multivariate Poisson-Lognormal model in the non-regression context (ranking the sites with accidents) to take into account general correlation structures. However, he did not consider any covariates.
Implementation of MVPLN models is not straightforward. It needs to be noted that none of the existing statistical software have the ability to estimate these models as built-in functions. As mentioned in Chib and Winkelmann (19) , it is necessary to adapt simulation-based methods such as a Markov chain Monte Carlo (MCMC) simulation method (see, e.g., [21] [22] [23] to cope with the multiple integral in the likelihood function. To estimate MVPLN models, the MATLAB (24) codes tailored to multivariate crash data modeling have been developed according to the MCMC algorithm of Chib and Winkelmann (19) .
This paper presents the analysis of multivariate crash count data by severity using the MVPLN regression models implemented by MCMC to assess the effects of covariates. The models were developed using crash data collected at three-legged unsignalized intersections in California.
MULTIVARIATE POISSON-LOGNORMAL MODELS
The underlying model and the implementation algorithm based on which the MCMC codes were developed are re-described here in the context of the crash count data. Mathematical details can be found in Chib and Winkelmann (19) . Because the dimensions of the matrices/vectors given in Chib and Winkelmann (19) were sometimes inconsistent, they are redefined here for clarification purposes.
Modeling Framework
Let Y denote an n by J matrix of the multivariate crash counts where n corresponds to the number of intersections and J corresponds to the number of different severity types. Let b denote an n by J matrix of latent effects of which rows, b i = (b i1 , …, b iJ ), i = 1,…,n, correspond to a set of J intersection and outcome-specific latent effects. Let k be the number of covariates and let X denote an n by k matrix of covariates of which rows, ( ) 1 , ,
x , are the kdimensional row vectors corresponding to the ith intersection as follows: 
for j=1,…J and i = 1,…,n.
The y ij 's are independent given the μ ij 's.
To model the correlations among the crash counts of J different severity types at an intersection, let
where Σ is an unrestricted covariance matrix, and N J denotes J-dimensional multivariate normal distribution. It was shown in Chib and Winkelmann (19) that the variance of y ij is greater than the mean (allowing for over-dispersion) as long as the diagonal elements of Σ are greater than 0, and the covariance between the counts, y ij and y is , can be positive or negative depending on the sign of the (j,s) th element of Σ. Thus, the correlation structure of the crash counts is unrestricted.
Estimation via MCMC
As noted in Chib and Winkelmann (19) , the marginal distribution of the counts For the prior on the parameters, we assume that ( ) 
where W f is the Wishart density and k φ and J φ are the k-variate and the J-variate normal density, respectively. We make use of three move types as in Chib and Winkelmann (19) 
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The full conditional posterior density for β is not given by any known density either and it requires the Metropolis-Hastings (M-H) algorithm. We use a "block-at-a-time" MetropolisHastings algorithm to sample j β ( 1, , 
To find ˆj β and ( ) 
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The Gibbs sampling algorithm is used to sample 1 − Σ because the full conditional posterior distribution of is given by:
Inferences based on MCMC samples
Thousands of (or millions of if necessary) samples can be simulated indirectly from the joint posterior distribution using the above MCMC algorithm. Here, the samples represent the values of the parameters, and inferences (point estimates, uncertainty estimates, and/or interval intervals) on the parameters can be directly made based on those samples (often called posterior samples). For instance, the sample mean and sample standard deviation of the posterior samples of β can be used as the point estimate and the corresponding uncertainty estimate (standard error) for β . Also, the 2.5th percentile and the 97.5th percentile can be used to construct the 95% credible interval for the elements of β , which is another useful way of representing uncertainty. It needs to be emphasized that convergence of the chain has to be ensured before one makes any inferences.
APPLICATION TO CALIFORNIA INTERSECTION CRASH DATA
The MVPLN models are applied to the crash count data of five different severity levels (Sev1: fatal (K), Sev2: incapacitating-injury (A), Sev3: non-incapacitating injury (B), Sev4: minor injury (C), Sev5: property damage only (PDO or O) collected from 451 three-legged unsignalized intersections in California, obtained through the Highway Safety Information System (HSIS). Although the original data contained the crash counts from 537 intersections, only the intersections having 10 years of crash data history were retained (resulting in 451 intersections). There were 77 fatal injuries, 202 accidents of severity 2, 738 accidents of severity 3, 865 accidents of severity 4, and 2,857 PDO accidents at those 451 intersections for 10 years. Table 1 Table 2 gives the estimates (posterior means and standard deviations) of the regression coefficients β based on a MVPLN model implemented by MCMC using the MATLAB (24) codes specifically developed for this research. Recall that the functional form used for the models was described in Equations 1-3. The dependent variable is defined as the number of crashes per 10 years. To ensure that the chain has converged to the posterior distribution by the end of the burn-in period, trace plots and the autocorrelation function plots of posterior sample values were inspected although those plots are not presented in the paper due to space limitations.
For comparison purposes, we report in Table 2 the estimates obtained by applying the univariate Poisson regression model and the univariate Negative Binomial regression model implemented in SAS (27) as well. It needs to be noted that for an objective comparison the prior distributions of the parameters and the starting values in MCMC implementation have been obtained independently of the SAS results. Here, we use vague priors not requiring much prior knowledge on the parameters to illustrate that the suggested MVPLN models can be applied even without precise prior knowledge. When there exists good prior information on the parameters, however, it can be incorporated by the use of more informative (precise) prior distribution, and it may further improve the precision of the MVPLN models. A good discussion on elicitation of priors in crash data analysis can be found in Schluter et al. (28) , for example. Finally, all the variables described in Table 1 were included in the models to facilitate the comparison between the multivariate and univariate models. It can be observed from Table 2 that for Sev1 and Sev2 all three models give similar results in terms of the estimated model coefficients and their significance except for Rolling of Sev1 (which was significant only under the univariate Poisson regression model). For Sev3-Sev5, however, univariate Poisson regression models give significantly different results (in terms of both point estimates and uncertainty estimates) from those of MVPLN models or univariate Negative Binomial regression models. For Sev3-Sev5, it appears that under the univariate Poisson regression model the standard errors are seriously underestimated and as a result many of the covariates are incorrectly declared to be significant. Note that the values of Pearson's ChiSquare divided by degrees of freedom for univariate Poisson regression models are considerably greater than 1 for Sev3-Sev5, which indicates an apparent over-dispersion problem. It is wellknown that the more over-dispersion, the more seriously standard errors are underestimated, in which case those standard errors are not correct estimates of true uncertainties and the corresponding interval estimates will not be able to capture the true parameter values. This problem cannot be overcome with MVP regression models either because over-dispersion is not accounted for by those models. It needs to be emphasized that for the unbiased estimates the small standard errors (more precise estimates), only when they are not underestimated, lead to more accurate parameter estimates.
MVPLN models and univariate Negative Binomial models give, in general, consistent results in terms significance of model coefficients. Notice, however, that for Sev1 the uncertainty estimates from the MVPLN model are noticeably smaller than those from the univariate Negative Binomial model. Unlike univariate Poisson regression models, both MVPLN models and univariate Negative Binomial regression models are able to account for over-dispersion, and their standard errors can serve as good estimates of true uncertainties. This supports that by accounting for correlation in multivariate crash frequency by severity a MVPLN model leads to more precise parameter estimates than a univariate Negative Binomial model does.
With regards to the interpretation of the models' output, Table 2 shows that the coefficients sometimes change from positive to negative values and vice versa for different crash severity levels (e.g., painted left-turn bay). This characteristic can indicate that some variables may have a different effect given the severity outcome of the crash. On the other hand, some coefficients appear to be counterintuitive. For example, the presence of lighting is associated with more crashes for Sev4 and Sev5 (all three models). Given the limited number of observations available in this study, it is possible that confounding factors, such as the location where lighting is used, may explain this outcome. As a reviewer pointed out, speed-related factor such as the speed limit could have been an influencing factor on severity. We regret that the speed limit data were not available for this analysis, which might also have caused confounding of Lighting effect. While the effect of confounding factors such as Speed limit may also exist for other severity levels, the effect could be different for different severity levels unless the correlations among different severity levels are very high. It is expected that Sev5 crash counts will be more closely correlated with Sev4 crash counts than with Sev1 crash counts because Sev4 and Sev5 are more similar in nature. It explains why the effect of Lighting is significant only for Sev4 and Sev5. Obviously, these outcomes need to be further investigated. While we recognize the limitation of this database, we would like to emphasize that the purpose of this paper is to present a general methodology that can account for correlations in the multivariate crash counts and illustrate the method on the real crash counts of different severity types. Table 3 and Table 4 contain the MCMC estimates of the covariance matrix and correlation matrix of the latent effects (generating the correlation structure in the multivariate crash counts) of the MVPLN model, respectively. Recall that MVP regression models suggested by other researchers (e.g., 16) are very restrictive in the sense that they assume the covariances for different severity levels are all identical and non-negative as well as no over-dispersion. On the other hand, the new MVPLN regression models that can be implemented by MCMC allow for a fully general correlation structure as well as over-dispersion in the crash data. From Tables 3 and 4 , it can be observed that there is a positive correlation between each of the latent effects in the crash counts of five severity types but the correlations for different severity levels are not identical. Thus, as any statistical models, this correlation needs to be incorporated in the estimation of the model.
There are a few important avenues for further work. First, the predicted values obtained from the MVPLN model can be compared with the values estimated from a univariate Negative Binomial Regression model estimated for all crash severities combined (e.g., KABCO) with the output of an ordered logit crash severity model, as proposed by Miaou et al. (29) . Traditional tools and the ones proposed by Oh et al. (10) could be used for this comparison analysis. Second, the stability of the MVPLN models subjected to low sample mean values and small sample size should be investigated along with sensitivity analysis for different hyper-prior specifications; crash data often exhibit these two unique properties. As noted by Lord (30) and Lord and Miranda-Moreno (31), statistical models have the potential to become very unstable when they are estimated using this kind of data. Third, the changes in the signs of the coefficients between different crash severity levels need to be investigated further. It is also desired to investigate if there is any confounding between the variable Lighting and the variables that are not included in the data, which derives the counterintuitive signs for the coefficient for the former variable for Severity 4 and Severity 5 crashes.
SUMMARY AND CONCLUSIONS
This paper presented a new multivariate approach for modeling crash counts by severity data based on Multivariate Poisson-Lognormal models employing MCMC as a computational engine. The method was applied to the multivariate crash counts from 451 intersections in California obtained for 10 years. It turned out that not only there are correlations across severity levels but also the correlations are not identical. Neither of univariate modeling approach nor previously suggested Multivariate Poisson regression approach (16) would have revealed it. Overdispersion in the data was apparent, which again cannot be handled by an MVP approach.
The new Multivariate Poisson-Lognormal regression approach can cope with both over-dispersion and a fully general correlation structure in the data. It was also observed that for fatal crashes (Sev1) the uncertainty estimates from the Multivariate Poisson-Lognormal model are noticeably smaller than those from the univariate Negative Binomial model, which suggests that by accounting for correlation in the multivariate crash counts a Multivariate PoissonLognormal model leads to more precise parameter estimates than a univariate Negative Binomial model does.
