High resolution bounds in lossy coding of a real memoryless source are considered when side information is present. Let X be a \smooth" source and let Y be the side information. First we treat the case when both the encoder and the decoder have access to Y and we establish an asymptotically tight formula for the conditional ratedistortion function R XjY (D) for a class of locally quadratic distortion measures which may be functions of the side information. We then consider the case when only the decoder has access to the side information (i.e., the \Wyner-Ziv problem"). We give an explicit formula which tightly approximates the Wyner-Ziv rate-distortion function R WZ (D) for small D when X and Y are independent, but the distortion measure depends on Y . An asymptotic upper bound, conjectured to be tight, is also derived for the general case of correlated X and Y . These results demonstrate that for side information dependent distortion measures the rate loss R WZ (D) ? R XjY (D) can be bounded away from zero in the limit of small D. This contrasts the case of distortion measures which do not depend on the side information where the rate loss vanishes as D ! 0.
Introduction
Consider the source coding scenario depicted in Figure 1 (see Berger 1] , Wyner and Ziv 2] ). The sequence f(X k ; Y k )g consists of independent and identically distributed copies of a pair of real random variables (X; Y ), where X is called the source and Y is called the side information. Encoding and decoding is done in blocks of length n, and the distortion D between the source block (X 1 ; : : : ; X n ) and its reproduction (X 1 ; : : : ;X n ) is given by E n ?1 P n k=1 d(X k ;X k ) , where d(x;x) is a nonnegative single-letter distortion measure.
When switches A and B are closed, both the encoder and the decoder have access to the side information. In this case, let R XjY (D) denote the minimum rate R such that for any > 0 and all n large enough there exists an encoder-decoder pair operating at distortion D and rate not exceeding R + . 
where the in mum of the conditional mutual information I(X;XjY ) is taken over all joint distributions of (Y; X;X) such that E d(X;X)] D (see Berger 1] , Gray 3] , and Wyner
4]).
If switch A is open and switch B is closed, only the decoder knows the side information. In this case, let the minimum rate achievable at distortion D be denoted by R WZ (D). The quantity R WZ (D) was determined by Wyner and Ziv 2] for nite alphabets and Wyner 4] for the general case. Assuming that d satis es certain mild regularity conditions 4], we have R WZ (D) = inf Z I(X; ZjY );
where Z is a random object taking values in an arbitrary measurable space, and where the in mum is taken over all joint distributions of (X; Y; Z) such E log m(X) + o(1); (6) as D ! 0. Note that the formula on the right hand side of (6) reduces to the right hand side of (5) if X and Y are independent. We conjecture that the bound in (6) is asymptotically tight (i.e., the reverse inequality also holds) but this is presently unproven.
Expressions (1) and (2) 
is more involved and is deferred to Appendix B. 
We will now use (16) to lower bound the conditional mutual information I(X; Z D jY ).
Note that the independence of (X; 
On the other hand, using Jensen's inequality and the fact that h(U) 1 for given x and y depended on y, the side-information that is not available at the encoder. Note, however, that the minimizingx is equal to x for all y and still the rate loss is positive. We can support the above conclusion by demonstrating that the zero asymptotic rate loss pointed out in 10] is due to d(x;x) not depending on y rather than to it being a di erence distortion measure. Indeed, we can show that the asymptotic rate loss is zero even for non-di erence distortion measures as long as they depend only on the source and the reproduction. If d(x;x) is a locally quadratic non-di erence distortion measure, then the converse part of Theorem 1 (in (9) ) has an inverse c ?1 ( ; y) for xed y. Using c( ; y) and c ?1 ( ; y) as a side information dependent compressorexpander pair, we can construct a coding scheme where rst each X i is passed through the compander c( ; Y i ), then the output is quantized with a lattice vector quantizer, and then the quantizer output is entropy coded conditioned on fY i g. Since the decoder knows fY i g, it can decode the entropy code and then apply the expander c ?1 ( ; Y i ). For large enough lattice quantizer dimensions and small distortion, the rate of this scheme will approach the conditional rate-distortion function.
Similarly, for the Wyner-Ziv problem we can de ne the compander by c(t) = R t 0 m(x) dx, where m(x) = E m(X; Y )jX = x . Let c( ) and its inverse c ?1 ( ) be the compressorexpander pair, which we combine with lattice quantization and Slepian-Wolf coding (instead of entropy coding conditioned on Y ). The performance of this scheme will be arbitrarily close to the upper bound of Theorem 2. For the special case of independent X and Y , it will asymptotically achieve R WZ (D) for small distortions. A rigorous proof of both of these claims can be given using the techniques developed in 12]. 
