This paper describes recent research activities and results in the area of photonic switching carried out within the framework of the EU-funded e-Photon/ONe+ network of excellence, Virtual Department on Optical Switching. Technology aspects of photonics in switching and, in particular, recent advances in wavelength conversion, ring resonators, and packet switching and processing subsystems are presented as the building blocks for the implementation of a high-performance router for the next-generation Internet.
Introduction
Present-day applications of the high capacity provided by optical fiber mainly concern point-to-point links, possibly equipped with amplifiers. As a consequence, optical WDM lightpaths are static and are bound to be considered as a scarce resource. Once set up, they remain in place, essentially forever. Thus, current optical networks are static wavelength (circuit) switched, where optical cross-connects (OXCs) are used to switch traffic [1] . However, optical circuit switching (OCS) perfectly fits for smooth traffic of constant bit rates, but is unsuitable for dynamical optical networking to support bursty traffic. Optical packet switching (OPS) [2] has been proposed for the on-demand use of capacity. Although very promising, this technology lags behind due to the lack of a true optical random access memory. This stresses the need for on-thefly packet processing, which is impossible with the current state-of-the-art all-optical logic [3] . Another promising candidate is optical burst switching (OBS), which combines the merits of packet and circuit switching [4] . OBS has been proposed to relax the technology constraints of OPS by attaining the dynamic, fast setup of virtual lightpaths. In any case, it is only the switching speed that really transforms the raw devices. Integration is achieved by plugging precision-machined silicon submounts or daughterboards carrying individual optical components into the motherboard. The individual components have precision-cleaved features for accurate mechanical positioning on the daughterboard. The first milestone on the development of all-optical subsystems is reached by verifying that discrete, yet integrated and compact, alloptical gates can be interconnected to produce all-optical circuits with increased functionality and intelligence. The next milestone involves the integration of generic optical gates on the same hybrid platform, in order to reduce packaging costs and increase the photonic integration level. Figure 1 shows photographs of photonic integrated prototype devices along with the corresponding motherboard schematic designs. The fully packaged and pigtailed SOA-MZI optical gate is shown in Fig. 1(a) , along with the motherboard design, as shown in Fig. 1(b) [16] . The fiber pigtailing is also achieved with a passive assembly approach using arrays of optical fibers in precision V-grooves on a silicon carrier. The daughterboard depicted in Fig. 1(c) consists of a twin SOA array and is flip-chipped onto the motherboard. Figure 1(d) shows the photograph of a quadruple array of optical gates recently integrated using hybrid integration technology. The corresponding motherboard design is shown in Fig. 1 (e) with two daughterboards clearly marked. In this case, each daughterboard hosts a quadruple array of SOAs, forming two SOA-MZI optical gates. In such cases, for the development of single-element SOA-MZI optical gates, the daughterboards are designed to host monolithic twin SOA chips and provide all suitable alignment stops. These SOAs are specially designed to have high gain and maximized nonlinearity by incorporating optical mode expanders. The mode expanders enhance the optical performance by reducing the facet reflectivity to less than 10 −5 , which allows high gain to be maintained at high bias currents. They also facilitate passive alignment by reducing the sensitivity of the coupling loss to misalignment.
The next logical step on this migration path lies at the photonic integration level. Next-generation photonic devices must include on-chip interconnections and integration of different optical components on a single chip. These devices will pave the way toward the development of true all-optical systems-on-chip, reducing both packaging and pigtailing costs, while retaining cost-effectiveness by exploiting a unified integration platform. Toward this milestone, research has already commenced reporting devices for WDM applications containing a SOA-MZI regenerator and a passband filter [17] on a single chip. The achievable integration level at any given time will be defined through the interplay between the monolithic technology developed and the hybrid platform capabilities. Hybrid integration is used for increasing integration scale and functionality, while maintaining high yield and cost-effectiveness, through integration of passive elements, such as filters, isolators, and arrayed waveguide gratings (AWGs) onto a single platform. The advent of monolithic technology toward the development of larger monolithic chips will allow for constantly upgrading the fundamental active element of the developed photonic platforms and thus increase the chip integration scale and density. As the monolithic scale of integration increases and acceptable yields are achieved, the penetration of monolithic technology on the hybrid platform will be increased. This will eventually lead to an increase of integration density and more complex on-chip functionality while maintaining high yield and further cost reduction.
2.B. Ring Resonators
Tunable optical filters will be essential components in future reconfigurable optical networks. These should have ultranarrow bandwidth to be used in dense wavelength division multiplexing (DWDM) systems where the frequency spacing of the carriers is 50 GHz or less. On the other hand, the utilization of subcarrier multiplexed (SCM) data channels in DWDM optical networks has important potentials including packet addressing, performance monitoring using subcarriers, and network management and control. These systems require an efficient method to monitor, extract, and potentially erase subcarrier information. In this respect, optical filtering techniques have been used to simplify SCM receiver designs [18] . These filters must have high rejection ratios and free spectral ranges (FSRs) of tenths of gigahertz. Narrowband optical filters are also useful in photonic links that engage in high-speed optical rf signals. Another interesting approach is to have filter structures that can be monolithically integrated in a chip. Common filter technology available includes AWGs, thin-film dielectric interference filters (TTFs), conventional fiber Bragg gratings (FBGs), fiber Fabry-Perot (FP) filters, and MZIs. A complete review including most of these technologies can be seen in [19] . However, these devices have difficulty providing either notch or bandpass filters with ultranarrow bandwidths, reconfigurability, and tuning. Those requirements can be covered by optical filters based on ring resonators (RRs) [20] .
These ring-based filters have been employed in numerous linear and nonlinear optical applications [21] , including all-optical switches. Also compound ring resonators, which are constructed by a RR and a reflective section within it, are reported in [22] . Those filters are tuned by varying the phase delay of the waveguides, and the reflective section is implemented by a FP cavity or by a grating or a waveguide with a different refractive index. Tunable filters based on RR and a Michelson interferometer (MI) as the reflective element in the feedback path are reported in [23] with the MI made of a directional coupler and two identical Bragg gratings. The use of a Sagnac interferometer as the reflective element [24] allows a common-path architecture in the reflective section. Figure 2 shows the general architecture of a tunable filter based on a RR and a reflective section in the feedback path, working in its passive and active forms depending on the application. The filter response is calculated using the z-transform technique and simple design equations, when using a specific reflective section (a Sagnac loop), are reported. Tuning is achieved by changing the phase delay in the ring or Sagnac waveguides and additionally by changing the coupling coefficient of the Sagnac loop. In this case, up to a fourth of the FSR can be changed. Simple closed-form formulas describing the novel tuning process have been derived in its active and passive configurations, along with the requirements for having a certain operation as a bandpass or as a bandstop filter. In any of these configurations it is necessary to have a variable coupling coefficient, and its accuracy and tolerances are Fig. 2 . General filter architecture. G is the optical gain that can be included in the loop for loss compensation. TRF is a general transmission-reflection function; a specific example is the Sagnac loop reported in the inset. L T is the ring total length. K 1 and ␥ 1 are the coupling coefficient and excess loss of the coupler, respectively. less than those of state-of-the-art technology. Also, as reported in [25] , fabrication tolerance effects on a RR-based configuration can be controlled by using a variable loss or gain.
These filters can be implemented with optical fiber technology (microloops) with silicon or InP integrated optic technologies, since photonic circuits with equivalent components have already been developed. Some of them include a monolithically integrated Sagnac interferometer for an all-optical controlled-NOT gate, filters using active ring resonators, passive single-and double-ring resonators, and microcavities. The resonant frequencies of the proposed device can be shifted by changing the equivalent loop length by carrier injection or local heating as in any RR-based device. The transfer function can be tailored by changing the loop loss, and if III-V materials are used in the fabrication, this can be done by electroabsorption. The filter resonant frequencies can also be changed by tuning the coupling ratio, which up to now has been technologically possible by adjusting the taper-resonator gap fabricated by stretching a standard optical fiber with a micromechanical fiber variable ratio coupler, using microelectromechanical-systems-(MEMS-) actuated deformable waveguides [26] or using electrical control of waveguide resonator coupling in a Mach-Zehnder coupler configuration [27] .
2.C. Wavelength Converters
Wavelength conversion has been identified as a key all-optical signal processing function related to advanced applications such as optical switching (through wavelength routing in passive devices such as AWGs) and contention resolution in dynamic wavelength assigned paths. Wavelength converters are based on the use of nonlinear elements that provide logic functions between two or more interfering input signals. The main nonlinear elements that have been extensively studied for wavelength conversion applications are SOAs, electroabsorption modulators (EAMs), highly nonlinear fibers (HNLFs), and periodically poled LiNbO 3 (PLLN) waveguides. Table 1 summarizes the main advantages and disadvantages of these elements.
Evidently, a preferred solution for wavelength conversion is not present because there is no element that shows advantages in all fields. As a general comment, HNLF has been successful in ultra-high-speed processing, but on the other hand the ability of SOAs to be hybridly integrated in advanced processing structures (such as MZIs) and their relatively small power consumption offers a more practical solution in possible future implementations. In terms of processing, wavelength converters have been implemented utilizing four main schemes. 
2.C.1. Cross-Gain Modulation (XGM)
In this scheme the initial data signal is combined with a continuous wave (CW) signal that denotes the new (converted) wavelength and both are inserted (Fig. 3 ) in a nonlinear active material (i.e., a SOA). The input powers must be carefully chosen so that the power of logic ones from the initial data saturates the nonlinear element. This has a direct effect on the gain (or absorption) that the CW signal faces, thereby modulating this CW at the desired output wavelength according to the power variations of the initial data [28, 29] . The main advantages of XGM are the high conversion efficiency and the polarization insensitivity. However, the conversion speed strongly depends on the carrier dynamics, which are governed by the slow interband carrier recombination, thus limiting the operating speed. Thus bit rates faster than 40 Gbits/ s cannot be realized easily, unless specially designed SOAs are used. For example, in [30] , 100 Gbits/ s wavelength conversion was achieved with a 2 mm long SOA and excessive performance penalty. Finally, the utilization of special offset filtering at the output of the SOA showed that it can significantly improve the conversion speed, allowing processing at 320 Gbits/ s [31] . The aforementioned schemes refer to the copropagation mode of operation, although counterpropagation is beneficial in terms of filtering requirements, but limited in conversion speed. Prospects of achieving even higher bit rates lie in the use of quantum-dot-based devices. Pump-probe experiments reveal very fast gain dynamics in amplifiers made from this material (but it is yet to be proven in practice). In addition to speed limitations, the XGM converter has a number of drawbacks, such as data polarity inversion, relatively large output signal chirp (due to the large gain modulation), and wavelength-dependent extinction ratio performance.
2.C.2. Cross-Phase Modulation (XPM)
XPM is based on the phase shift induced on a signal when it propagates through a nonlinear device. The method is commonly applied on an interferometric approach able to translate the phase variations into amplitude variations. Such a scheme is shown in Fig. 4 . In XPM converters, the optical input signal power controls the phase difference acquired by a pump along the two arms through the refractive index of the nonlinear element. At the output coupler, the phase difference is translated to power variation. The main principle of XPM has been implemented in various interferometric designs, namely, the delayed interference signal wavelength converter (DISC) [32] , the MI [33] , the MZI [34] , the terahertz optical asymmetrical demultiplexer (TOAD) [35] , the ultrafast nonlinear interferometer (UNI) [36] , and the nonlinear loop mirror (NOLM) [37] .
The interferometric converters have the advantage of very steep transfer functions enabling regeneration of the gated signals, but suffer from small dynamic range. Only low input-signal levels are needed to introduce a phase difference between the interferometer arms, so that a very efficient conversion is obtained almost independently of wavelength.
2.C.3. Four-Wave Mixing
The phenomenon of optical wave mixing is based on nonlinear interactions among the optical waves present in a nonlinear optical material. These interactions result in the generation of additional waves (products) as conjugative products of the initial ones. This mechanism is sensitive to both amplitude and phase information and in that sense is the only category of wavelength conversion method that offers strict transparency. There are two types of wave mixing demonstrated so far, even in field trials: four-wave-mixing (FWM) is based on the third-order optical nonlinearity and differ- ence frequency generation (DFG) is based on the second-order optical nonlinearity. One unique feature common among the converters of this category is that they allow simultaneous conversions of multiple input wavelengths to multiple output wavelengths. In what follows we further discuss FWM that has been thoroughly researched.
A schematic diagram of the FWM process is presented in Fig. 5 . The beating of two waves at different frequencies modulates the polarization of the medium and a grating is generated. The interaction of the input waves with the gratings leads to new frequency components. The origin of FWM in SOAs [38, 39] is related to intraband and interband carrier dynamics, whereas in fibers and passive devices, it is due to the induced polarization of the medium under an electric field. It should be noted that the presence of FWM is not restricted to SOAs and fibers; instead many nonlinear materials exhibit FWM effects. FWM in SOAs is attractive, despite the added amplified spontaneous emission (ASE) that degrades the optical signal-to-noise ratio (OSNR). The latter drawback is counterbalanced by the compactness of SOA-based devices, which enables integration. A major advantage of FWM is that it supports the simultaneous conversion of multiple wavelengths. The disadvantage of FWM is its low conversion efficiency, which results in low-power FWM products. The main parameter that affects both the efficiency and OSNR is the unsaturated gain, which can be enhanced by utilizing either longer SOAs with a smaller active layer or different structures such as multiple-quantum-well devices.
These problems can be solved with the use of dual-pump FWM (d-p FWM) configurations [40] , which are able to provide ultrawide conversion bandwidth with almost uniform performance over the whole range, without distinguishing between upconversion and downconversion. Moreover, d-p FWM configurations have been proposed as polarization-insensitive solutions using polarized pumps or polarization diversity techniques. However, due to the nature of the nonlinearities, the main advantageous characteristic of FWM, compared with the other conversion schemes, is its ability to support ultrahigh bit rates, beyond 160 Gbits/ s, without the need for complicated configurations or specially designed materials.
2.C.4. Wavelength Conversion in Quantum-Dot SOAs
A newly advanced technology that promises optical signal processing operations at high bit rates as well as multiwavelength processing capabilities is based on the use of quantum-dot SOAs (QD-SOAs). These capabilities originate from the physical properties of quantum dots that offer significant advantages over the conventional bulk and even quantum-well-based SOA devices. The response time of the saturated gain is of the order of 100 fs to 1 ps, which leads to negligible patterning effect. The spatial isolation of dots leads to spectrally localized effects and thus to cross-talk suppression between WDM channels under gain saturation conditions. On the other hand, wavelength channels that have a similar energy level present a strong interaction leading to an effective XGM of the saturated gain, which can be utilized for switching operation when channels are within the homogeneous broadening of the single-dot gain. However, quantum-dot SOAs are still an immature technology and only limited experimental demonstrations have been performed, which have although revealed advantageous performance characteristics, such as ultrafast gain recovery times or uniform FWM wavelength conversion independent of the pump-probe relative spectral position [41] (i.e., upconversion or downconversion).
State of the Art in Wavelength Conversion
Recent advances in wavelength conversion relate to the demonstration of nonlinear FWM, multiwavelength conversion/regeneration, as well as QD-SOA-based conversion. The FWM technique is an attractive wavelength conversion solution due to its intrinsically ultra-high-speed properties that allow rapid conversion of data streams transmitted at ultrahigh bit rates. Specifically, the use of SOAs may offer a compact integrated and particularly economical solution in the development of an array of wavelength converters within a single chip. Techniques that have been used to demonstrate wavelength conversion include dual-pump FWM, pump filtering in FWM, and XPM in a SOA. In what follows we present the main achievements of these efforts.
3.A. Nonlinear FWM Effect in a Semiconductor Optical Amplifier
In this subsection, wavelength conversion at 40 Gbits/ s with return-to-zero (RZ) data signals is demonstrated using a single-pump scheme based on FWM in a SOA, while some specific considerations are pointed out. Using this technique, it is important to carefully adjust input powers and wavelengths to achieve optimum FWM performance. Because previous measurements have been carried out using non-return-tozero (NRZ) data signals, here the [on-off-keying (OOK)] RZ data format has been chosen because it appears to be more appropriate for high-speed data transmission. Also, in doing so, possible pattern effects (XGM-based modulated CW pump at the output of the SOA), which may result in a spectral overlap with the wavelength converted data, have been investigated. The study has been realized by means of experiments using the setup described as follows.
In Fig. 6 the experimental setup used for this investigation is shown. The 40 Gbits/ s RZ data transmitter is composed of a 10 GHz repetition-rate pulsed modelocked fiber laser (MLFL), whose pulses were optically multiplexed using a fiber delay line multiplexer (OMUX) to 40 GHz before they where modulated with an external Fig. 6 . Experimental setup for wavelength conversion using FWM in a SOA.
Mach-Zehnder modulator and amplified by an erbium-doped fiber amplifier (EDFA). A filter was placed to eliminate ASE noise from the data signal. To vary the input power of the data signals, an optical attenuator was placed before the wavelength converter. The wavelength converter was comprised of a CW pump laser at p , a SOA as a nonlinear medium, two EDFAs, several optical filters to reduce the accumulative ASE noise, and two polarization controllers because FWM is a polarization-dependent effect.
The data and pump signals were merged using a 3 dB coupler, whose output was directly connected to the SOA, where the FWM effect takes place and the FWM product is generated at a wavelength of 2 p − s . This is also the wavelength where the two optical filters at the output of the SOA and EDFA, respectively, were centered. Biterror-rate (BER) measurements were carried out by varying the data input power into the wavelength converter for different pump powers and also for different pump wavelengths (1560.0, 1563.2, 1563.7, and 1564.2 nm). The FWM conversion efficiency and optical spectra for different system parameters were also measured at the output of the SOA using an optical spectrum analyzer (OSA). As already mentioned above, the influence of different system parameters (input signal powers and wavelength separation between the data and the pump) on the system performance has been studied by the evaluation of the system penalty (in comparison with the back-to-back measurement) using the BER criteria. To evaluate the quality of the above-described wavelength converter, the input signal power has been varied for three different pump powers at a fixed wavelength allocation ͑ p = 1563.7 nm͒ and the penalty has been calculated at a BER of 10 −9 . Figure 7 shows the obtained penalty curves varying the input data power for different pump powers and a pump wavelength of 1563.7 nm. It is shown that the minimum power penalty is nearly the same for all the pump powers, but the signal power range is different for each pump power. Generally, high pump powers produce a shift of the optimum signal power toward higher values, whereas the opposite occurs for low pump powers. This result confirms the previously inferred design rules for 10 Gbits/ s extending its application range for 40 Gbits/ s signals. That is, optical signal power must be approximately 10 dB lower than the pump power to achieve optimum performance in a one-pump-based FWM wavelength converter.
In a next step, the input data power was varied for different pump wavelengths at a fixed pump power of 10 dBm, which has been shown to be the most appropriate power to achieve best performance in a higher range of input data powers. The obtained results, also expressed in penalty curves, are shown in Fig. 8 . It is clear that there is an optimum range of input signal powers for which the power penalty varies less than 1 dB. Here again, the design rules previously obtained are extended to 40 Gbits/ s operation. That is, pump wavelengths closer to the signal wavelength provide lower penalty due to a higher FWM conversion efficiency. However, there is a limit for which some distortion effects arise, in the case of high bit rates as in the experiment. In that case, the modulation peaks in the pump wavelength caused by XPM distort the converted data signal when high input signal powers are used. Therefore, to achieve optimum performance, the optimum pump wavelength was found to be approximately 1.3 nm lower (about 4 times the bit rate of the input signal) than the signal wavelength.
3.B. Tunable 160 Gbits/ s Wavelength Multiwavelength Converter Based on Supercontinuum Generation in a Highly Nonlinear Fiber
An important feature of the network nodes is the capability to multicast a high-bitrate signal by creating multiple replicas at different wavelengths. Nevertheless only a few attempts at 160 Gbits/ s multiwavelength conversion have been demonstrated. In [42] , a CW laser is necessary for each output wavelength. Spectral broadening induced by supercontinuum (SC) generation followed by multibandpass optical filtering allows a high-bit-rate signal to be converted to several wavelengths without additional CW lasers, thus potentially leading to a lowering of the overall node cost. By this technique we have demonstrated upconversion and downconversion of a 160 Gbits/ s signal to two new wavelengths [43] . The wavelength conversion is obtained exploiting SC generation in a commercial HNLF. The experimental setup is shown in Fig. 9 .
The pulse source is a polarization-maintaining fiber ring mode-locked laser (ML-FRL) at 10 GHz. The pulses are modulated with a Mach-Zehnder modulator (MZM) driven by a 10 Gbits/ s data sequence. The pulses are then compressed down by a soliton compressor to increase the pulse peak power, enhancing the supercontinuum generation. Afterwards the 10 Gbits/ s signal is multiplexed to 160 Gbits/ s. The 160 Gbits/ s signal is amplified and injected into the HNLF to achieve spectral broadening by supercontinuum generation. The HNLF has a flat dispersion profile at 1550 nm. The 160 Gbits/ s wavelength converted signal is obtained by slicing the supercontinuum spectrum with a tunable filter bandwidth. To evaluate the performance of the proposed wavelength multiconverter, the converted signal is demultiplexed to 10 Gbits/ s by exploiting FWM in a second HNLF. The control pulses at 1557.7 nm are split from the 10 GHz pulse source. The BER is measured on the channels of each wavelength converted 160 Gbits/ s signal.
The wavelength of the converted channels can be tuned acting on the input power: a detuning up to 8.5 nm is obtained at the input of the first HNLF. With an input peak power, two high-quality replicas (upconverted and downconverted) of the 160 Gbits/ s signal are generated with an optimum detuning, with respect to the input signal, of 4.2 and 5 nm, respectively. Figure 10 shows the eye diagrams of the two polarization multiplexed 80 Gbits/ s signals of the upconverted [ Fig. 10(b) ] and downconverted [ Fig. 10(a) ] 160 Gbits/ s signals. BER measurements are performed under these conditions. Figure 10(c) shows the BER of a demultiplexed random tributary channel for upconverted and downconverted replicas compared with the back-to-back signal. Bit-error-rate measurements reveal error-free performance for each of the tributary channels of the 160 Gbits/ s converted replicas. The different slopes of the BER curves of the upconverted signal are due to the nonuniform spectral broadening of the supercontinuum, which leads to different optical signal-to-noise ratios.
3.C. Wavelength Conversion Using QD-SOAs
QD-SOAs have been reported as a candidate technology to provide multiwavelength operation at high bit rates [41, 44] . When channels are within the homogeneous broadening of a single-dot gain, then the fast XGM effect of QD-SOAs can be exploited for parallel (multiwavelength) switching/regeneration operation. Here we report the results of an all-optical multiwavelength (2R) regenerator using two cascaded QD-SOAs at 40 Gbits/s [45] . The regenerator configuration is illustrated in Fig. 11(a) . Two QD-SOAs in cascade are used to enable wavelength conversion between the modulating pump and CW probe signals, respectively. The two input channels carry the data at wavelengths 1 and 2 , which serve as pump signals. The latter modulate the carrier density with subsequent modulation of the refractive index, the phase, and the gain of the QD-SOA. This gain modulation effect is isolated within a fairly narrow spectral region around the wavelength of each pump. Therefore, it is experienced mostly by the corresponding probe signals ( 1 Ј and 2 Ј), which are detuned by 200 GHz with respect to the pump signals. As illustrated in Fig. 11(b) , the two channels are spaced 20 nm apart within the inhomogeneously broadened gain of 90 nm. The bit stream for each input channel consists of 8 ps first-order Gaussian pulses, with an extinction ratio of 13 dB at 40 Gbits/s.
At the output of QD-SOA A the data of both channels are copied to the (CW) probe signals and inverted. A passband filter is used to remove the amplified pump signals originally located at 1 and 2 . The output probe signals of QD-SOA A at wavelengths 1 Ј and 2, Ј , which carry the input information inverted, serve as pump signals to the input of QD-SOA B. Two new (CW) signals at 1 and 2 serve as probe signals input to QD-SOA B. As a result, information initially carried by the two input channels has been reinverted and regenerated at the output of the subsystem. To represent the performance of the QD-SOA devices in this regenerative configuration setup, we employed the model proposed in [46] . The referenced model has been developed accordingly to serve as a tool for simulation studies taking into consideration multiwavelength operation.
To demonstrate efficient regenerative performance, we need not only to ensure extinction ratio preservation but also to achieve suppression of the amplitude fluctuation. The latter has been quantified by defining as a figure of merit the Q-factor ratio ͓⌬Q = 10 log͑Q out / Q in ͔͒. P probe1 represents the power of the probe signals at the input of QD-SOA A, whereas P probe2 represents the corresponding power level of the probe signals at the input of QD-SOA B. The two channels (ch1 and ch2) at the input of the subsystem are spaced at 20 nm and have an average power of +22 dBm. The length of both devices QD-SOA A and QD-SOA B is considered to be 10 mm. Furthermore, the input pulse streams suffer from amplitude distortion at the level of ones, bearing a low Q factor (Q factor ch1 = 5.7, extគ ratio ch1 =13 dB, Q factor ch2 = 5, extគ ratio ch2 =13 dB). Further simulations have been performed to optimize the operation point of the QD-SOAs when two input channels are present. Figures 12(a) and 12(b) illustrate the extinction ratio and Q-factor improvement as a function of P probe1 and P probe2 for channel 1. The numbers in the contour graph represent the corresponding degradation or Q-factor improvement.
It is clear that the extinction ratio is severely degraded as P probe2 increases. This is something expected for the XGM effect. On the other hand, high power levels of P probe1 are required in order to achieve sufficient pump powers at the input of QD-SOA B. This results in extinction ratio enhancement at the second stage of the subsystem. Similar performance in terms of extinction ratio is observed for channel 2 as well. This has been attributed to the fact that channel 1 and channel 2 are located symmetrically around the central wavelength of the inhomogeneously broadened gain profile. Significant Q-factor improvement has been observed for larger values of P probe2 in contrast to the extinction ratio. This is associated with the fact that both QD-SOAs operate beyond the saturation power where the transfer function slope is very steep. It is obvious that all-optical regeneration has been achieved for both channels. Amplitude fluctuation at the level of ones has also been suppressed resulting in Q-factor improvement of 2.7 dB for channel 1 and 3 dB for channel 2. The extinction ratio may be improved with the use of a saturable absorber.
State of the Art in All-Optical Subsystem Design

4.A. All-Optical Packet Processing Subsystems
The evolution from single-gate experiments to more complex all-optical subsystems was made possible due to the development of compact SOA-MZI-based optical gates, exploiting a unified integration platform based on hybrid technology [13, 17] . This photonic integration platform is a pragmatic combination of the best available optical technologies for active and passive optical devices toward the implementation of a true all-optical packet router. Figure 13 shows a block diagram of the basic functionalities required to realize an all-optical packet switched node, including time-slot reordering, wavelength conversion, bit-level synchronization, regeneration, label processing, and packet switching.
The clock recovery subsystem performs bit-level synchronization, whereas the CDR is performed for 3R regeneration of the incoming traffic. On the other hand, the label/payload separation subsystem is used to forward the extracted label to the label processing unit and the separated payload to the switching matrix. The time-slot interchanger circuit is used to buffer packets and resolve contention. Optical buffering has been investigated in a plethora of architectures that incorporate optical switches and feedback and feed-forward fiber delay lines [47] , and recent advances in optical integration have enabled the demonstration of an integrated optical buffer. In this subsection, the implementation of an all-optical CDR and a header extraction circuit for 40 Gbits/ s packet-mode traffic are demonstrated [48] , while the implementation of the time-slot interchanger circuit is presented in the next subsection. The first two circuits have been built with three generic, hybrid-integrated, MZI switches and a fiber FP filter, whereas the latter has been implemented using a quadruple array of SOA-MZI switches of hybrid integration on a single chip [49] . Figures 14(a) and 14(b) respectively show the corresponding CDR and label/payload separation experimental setups. Both setups consist of a 40 Gbits/ s optical packet generator, a wavelength converter, which is used to locally control the wavelength and the carrier phase of the incoming signal, a clock recovery circuit, and a third MZI gate used to act as the decision gate at the CDR circuit or to perform the final separation of label and payload data at the label/payload circuit. In addition, a 40:10 demultiplexer was also employed in both circuits in order to obtain BER measurements at 10 Gbits/ s. In both circuits, the same 40 Gbits/ s optical packet generator was used to obtain data packets at 40 Gbits/ s. For the case of the CDR circuit, additional electrical circuitry was built to introduce rms phase jitter at the generated short pulses. The 40 Gbits/ s test signal was then split and fed to the wavelength converter (WC) section as well as to the third MZI gate [see Figs. 14(a) and 14(b)]. After wavelength conversion, the signal is amplified and injected into the clock recovery (CR) circuit to achieve all-optical timing extraction. The CR employed a low-Q fiber Fabry-Perot (FFP) filter with a FSR equal to the line rate ͑40 GHz͒, as well as a SOA-MZI powered by a CW signal, operating as a holding beam. A 2 bit preamble is used in the beginning of the packet for both cases to assist the clock extraction process.
In the case of the CDR circuit, the recovered clock is then used as the input signal to the third MZI, where the incoming data served as the two differential controls. Retiming and reshaping are achieved through optical sampling of the degraded data onto the retimed optical recovered clock pulses [48] . Similarly, at the label/payload circuit [see Fig. 14(b) ], label and payload separation is obtained in MZI3, which is configured to perform an AND operation between the input data signal and the properly delayed recovered packet clock. Successful label/payload separation is obtained by delaying the packet clock with respect to its respective data packet for an interval equal to the original packet label. In this way, the payload of the original packet appears at the switched port of the MZI, whereas the label exits the gate via its unswitched port. The extinction ratio at the output of MZI3 was improved with the use of a counterpropagating CW signal. To verify performance of both circuits, BER measurements were performed after demultiplexing the 40 Gbits/ s output signals into 10 Gbits/ s data streams using an EAM as a demultiplexer.
The CDR performance was tested with short data packets of different durations and the results obtained are summarized in Fig. 15 . In particular, the oscilloscope traces of the incoming degraded 40 Gbits/ s packets, the recovered clock packets, and the regenerated data are illustrated in parallel to the respective eye diagrams. The recovered clock packets are obtained at the output of the clock recovery stage ensuring clock persistence for duration equal to the corresponding data packet length increased by the rise and fall times of the clock, respectively. The eye opening of the regenerated signal demonstrates phase and amplitude jitter reduction when compared with the eyes of the incoming data. The jitter reduction originates from the FFP filter transfer function, which is centered on the carrier, suppressing the data harmonics and thus reducing the phase jitter of the recovered clock. Figure 16 illustrates the label/payload separation process through trace diagrams obtained at each stage of the circuit in parallel to the respective eye diagrams. Figure  16 (a) shows two incoming data packets of different lengths, and Fig. 16(b) shows the respective wavelength converted packet stream. Figure 16(c) shows the recovered clock packets as they have been delayed by a time interval equal to the label length. Figures 16(d) and 16(e) show the separated labels and payloads, obtained at the output of MZI3.
4.B. All-Optical Time-Slot-Interchanger Architecture
Optical buffering is a key issue that still has to be addressed for the realization of high-speed packet switched optical networks (OPS), since it enables performing crucial functionalities such as contention resolution and traffic shaping. Optical buffering has been investigated in a plethora of architectures that incorporate optical switches together with feedback or feed-forward fiber delay lines. Such implementations that are based on programmable delay lines maintain the advantages of lower energy per written/read bit and smaller power dissipation, as compared with electronic buffers [50] and have been extensively used to form feed-forward or recirculating architectures, employing in addition wavelength conversion to enhance buffering capabilities [51, 52] . Recent advances in optical integration have enabled the demonstration of an integrated optical buffer [53] , while other attempts include either other technologies, as, for example, slow-light optical delay lines [54] ; polarization bistable VCSELs [55] ; or other switching architectures such as the Vortex switch [56] .
In this subsection, we present results of an all-optical time-slot-interchanger circuit using for the first time to our knowledge a quadruple array of SOA-MZI switches of hybrid integrated on a single chip [57] . Their high-speed processing capability and integrability into compact arrays enable the implementation of optical buffers that employ cascades of switching elements.
The proposed system architecture is presented in [58] . It comprises cascaded programmable delay stages and each stage consists of a wavelength converter that pro- vides w separate wavelengths at its output and a bank of w parallel delay lines, one per wavelength. The wavelength converter assigns the incoming packets with wavelengths according to the delays they will experience, while each packet accesses the assigned delay by means of a wavelength demultiplexer. The delays that are introduced at each time-slot interchanger (TSI) stage are a design parameter of the proposed architecture [58] . The experimental demonstration of the proposed architecture has been performed for w = 3 and three stages as shown in Fig. 17 . It consists of a 10 Gbits/ s NRZ data packet generator, a three-wavelength control scheduler, the 10 Gbits/ s TSI circuit, the routing control unit, and a fiber-coupled saturable absorber (SA) mounted on a circulator. The wavelength control scheduler involves three CW signals, which are multiplexed and modulated into packet envelopes that coincide in the time domain. These envelopes are introduced into a delay configuration comprising demux/muxes and fiber segments of fixed length. A sequence of three consecutive packet envelopes of the same length and different wavelength is thus obtained at the mux output. This signal then enters a polarization beam splitter (PBS) so that a specific polarization component from the three wavelengths can be picked out and then split into three parts, which form the input signals of the three stages of our circuit. The time slots that the packet envelopes occupy and their corresponding wavelengths at the output of the routing control unit have been assigned using appropriate timeslot and wavelength assignment algorithms presented in [58] .
Each TSI stage deploys a SOA-MZI switch and a demux/mux-based programmable delay bank. The MZI operates as a wavelength converter, based on the cross-phase modulation effect caused by the control signal, assigning each packet that appears at its control port with one of the three input wavelengths. The delay bank delays each incoming packet according to the wavelength it has been assigned. As a result, incoming packets are interchanged at the stage output based upon the wavelength assign- ment procedure. The fiber segments of each delay bank correspond to zero, one, and two time slots for the first stage; zero, two, and four time slots for the second stage; and zero, one, and two time slots for the third stage. The wavelength-converted packets at each stage output are fed to the control port of the next-stage MZI in a counterpropagating control/input signal fashion except for the first stage. The fourth MZI acts as a routing control unit that translates the three-wavelength output of the TSI to a single wavelength for appropriate routing in a wavelength-routed node. A holding beam enters MZI3 and MZI4 to reduce ASE and increase the extinction ratio of the output signals, while the saturable absorber is used to enhance signal quality through noise reduction and pulse narrowing. Figure 18 demonstrates the BER measurements obtained at the output of each stage. Error-free operation was achieved with power penalties of 0.2, 0.78 , 1.43, and 1.8 dB after the first, second, and third TSI stages and the routing control unit, with respect to the input signal. The gradually increasing power penalty is primarily a result of eye closure due to pulse broadening from the gain saturation and recovery dynamics of the SOAs. 
4.C. Optical Gates and Flip-Flops
In future photonic networks including optical technologies such as optical packet switching, all-optical bistable devices will be key elements for packet buffering, selfrouting, and bit-length conversion [59] . A few devices and architectures for all-optical flip-flops have been demonstrated so far, mainly based on the bistable operation of laser diodes and semiconductor optical amplifiers. In particular, bistable laser diodes, such as vertical-cavity surface-emitting lasers [60] and coupled laser diodes [61] , have been investigated for the realization of all-optical flip-flops.
A novel approach for optical flip-flops, which exploits absorption and fluorescence in erbium-ytterbium-doped fiber [62] , has been proposed. The high stable level of an optical flip-flop can be associated with the transparency state of the erbiumytterbium-doped fiber, whereas the low stable level refers to the absorption state of the same fiber without excitation. The bistable flip-flop output is obtained by injecting a low power reading signal in the fiber span: if such a signal reaches the output port, the stored level is high; on the contrary, when the signal is completely absorbed, the stored level is low. The set signal is a strong energy optical pulse at a wavelength close to the maximum erbium absorption cross section. The reset pulse is at a wavelength where stimulated emission dominates. The proposed architecture allows a long memorization time of the high stable output level (over a microsecond range) and the possibility of obtaining transition times as short as the set and reset pulse widths. Moreover, erbium-ytterbium waveguides can be integrated, reducing the footprint and the cost of the optical flip-flop. Nowadays Er-doped waveguide amplifiers are on the market; i.e., the technology for the integration of Er-doped waveguides is mature. With integrated technology, an Er-doped waveguide of a few centimeters ͑2-3 cm͒ can provide the same gain as a 1 m long Er-Yb-doped fiber. The experimental setup is shown in Fig. 19 .
A continuous wave at S is used to obtain the flip-flop set signal. The set pulsed signal is obtained using a programmable electric wave generator and a Mach-Zehnder modulator (MZM1). In the same way, the reset pulsed signal is generated, through a tunable laser, at R , modulated by MZM2. Both signals are then coupled into 1.5 m of erbium-ytterbium-doped fiber. Figure 20(a) shows the optical spectrum of coupled set and reset signals at the doped fiber input. The reading signal is generated by a CW source, and it is launched through the doped fiber in the counterpropagating direction with respect to the set and reset signals. In this experiment the reading signal wavelength is P , even if in principle, it can be tuned over the entire erbium fiber bandwidth. We realized a counterpropagating configuration using a circulator, and thus in this way set and reset input signals propagate from port 1 to port 2 of the circulator reaching the input of doped fiber, while the counterpropagating reading signal, after the output of the fiber, propagates from port 2 to port 3. The spectrum of the output reading signal is shown in Fig. 20(b) . Finally the reading signal is amplified by a lownoise preamplifier and then photodetected and visualized through an oscilloscope. Set and reset pulses are shown in Fig. 21(a) , whereas the output reading signal is shown in Fig. 21(b) . The repetition frequency of set and reset pulse trains is ϳ900 kHz, both having a pulse width of approximately 10 ns. The set pulse energy is 18.5 nJ, whereas the reset pulse energy is 19.8 nJ. The high output power level is maintained for 422 ns, but it can be considered constant for dozens of microseconds. Rising and falling times are of approximately 10 ns, but they can be shortened to less than 1 ns by increasing the set and reset signal power and decreasing their pulse width.
State of the Art in Optical Ring Resonators
Other key optical components of photonic subsystems are those that perform the function of splitting (demultiplexing) very narrow channels (wavelengths). Demultiplexing requires optical spectral filters and is a challenging problem when real system constraints are applied. Common techniques for making demultiplexers are MZI-based devices, which include waveguide grating routers (WGRs), thin-film filters (TFFs), Fabry-Perot filters, RR filters, and FBGs. The simplest design in terms of raw material and technologies is a fused-fiber MZI. By hybridizing some technologies such as MZIs, AWGs, dielectric TFFs, and FBGs, DWDM systems can be upgraded into much narrower channel spacing for very large capacity applications. This is also the intention of the device proposed here-hybridizing MZI interferometers and RR [25] to achieve ultranarrow spacing, higher channel isolation, and design flexibility.
Active devices are designed to avoid losses and for design flexibility purposes. However, the gain must be controlled so that the filter does not become unstable. They have a narrow full width at half-maximum (FWHM) and the design flexibility of amplified ring resonators while the FSR limitation is overcome by using cascaded MZIs. The MZIs also allow demultiplexing and deinterleaving. These devices have much better cross-talk immunity performance than sinusoidal Mach-Zehnder interleavers and demultiplexers, but not as good flattop and broad passband as asymmetric Mach-Zehnder interleavers and demultiplexers. An example of a 1 ϫ 4 demultiplexer is reported in Fig. 22 . There are two MZI stages and one RR, with ⌬L 1 =2⌬L 2 and L =2⌬L 1 , where L is the RR loop length. The FSR of the 1 ϫ N demultiplexer, denoted as FSRT and the FSR of the RR are related by An additional constant phase difference should be included in each MZI stage to properly allocate the different channels in frequency. This phase depends on the MZI stage to be considered and is given by
where is the phase introduced in the longer MZI arm, N c is the number of the first channel at the input of the MZI stage (with the channel N c = 0 at the wavelength where both outputs P 4MZ1 and P 3R have a peak, without any introduced phase), and k is the number of interferometers in a specific stage (see the example in Fig. 22 ; there is one interferometer in the first stage, k = 1, and two interferometers in the second stage, k = 2, and it is only necessary to introduce an additional / 2 phase in one of the MZIs of the second stage). The device is made of a RR connected to k cascaded MZI stages.
Tuning Process: RR and MZI output powers are periodic functions, so changing the period of these functions can modify the peak location. The maximum of order N is shifted N ϫ⌬FSR when a change in ⌬FSR is forced. This is valid for both the RR and the MZI. This ⌬FSR can be forced by changing the lengths L and ⌬L through thermal heating or by using a piezoelectric. Another approach is changing the refractive index by thermal heating or with a current injection. Now we are going to describe the tuning process in two steps, first by changing the length and second by modifying the refractive index.
A practical 1 ϫ 4 2.5 GHz demultiplexer is designed. Channel spacing is determined by the ⌬L MZ of the last stage; it is ⌬L 2 in this specific design. Thus FSR T = FSR MZ2 = 2FSR MZ1 = 4FSR RR . In our design, the final device has a net gain of 10 dB; using a RR loop gain of 1.56, K i = 0.5, and ␥ i = 0.05 for every directional coupler in the device, ␣ = 0.001 neper/ m. RR parameters are chosen for having a stable operation with as little dependence on parameter fluctuations as possible [25] . Simulations show a net gain of 10 dB, cross talk greater than −40 dB, and a FWHM of 128.5 MHz. Thus it has gain and high isolation at the expense of a nonflattop passband. But this is not a limitation when it is used in the reception stage. The device is centered on the ITU wavelength grid, 196 THz at channel 0 (see Fig. 22 ). Proper operation of the active device requires temperature stabilization, which can be achieved using additional control electronics. RR introduces a nonconstant dispersion, which must be evaluated in every design.
A tolerance analysis is carried out to determine the effect of the different parameter (G, K i , ␥ i for every coupler) variations on the FWHM and cross talk of the device. Global deviations of ⌬K i = 0.05 and ⌬␥ i = 0.05 are considered, which are widely covered by integrated multimode interference and fiber-optic couplers. For the worst case, FWHM increases up to 220 MHz, and cross talk is reduced to −23 dB with a net gain of 5.7 dB. Thus, even in the worst case, the figures are still suitable and they can be corrected by controlling the RR loop gain.
Ring resonators have applications, among others, as routers in self-routing frequency division multiple access (SR-FDMA) networks and as filters in DWDM systems with carrier spacing of 50 GHz or less [63] . They have also been used in nonlin- ear optical applications such as all-optical switches [64] . The resonant frequencies of filters based on RR devices had already been shifted by changing the equivalent loop length by carrier injection [65] or local heating [63] . Also thermally tunable switches based on ring resonators are reported in [66] , and absorption is used for controlling the switch in [67] .
More recently microring resonator ͑RR͒ tuning has been achieved by liquid flowing in the microchannel, which constitutes the upper cladding of the resonator waveguides [68] , and 3 nm shift by all-optical control using 980 nm light pulses is reported in [69] . On the other hand, liquid crystal (LC) technology has been used as a control element in switching fabrics; it has even demonstrated electrical tuning in ring resonators fabricated from silicon-on-insulator wafers by incorporating nematic liquid crystals as the waveguide side cladding, but achieving a limited tuning range of 0.22 nm [70] . Vertically coupled RR and cross-grid topology has also been demonstrated; a review of the different achievements can be seen in [71] .
RR configuration used as a selective wavelength switch (SWS) in a compound configuration to achieve a flattop passband can be seen in Fig. 23 , also referred to as an add-drop configuration. High rejection ratios at each output port can be controlled by the loop gain or coupling coefficient, while tuning of the wavelength is achieved by changing the loop length or effective refractive index, as previously mentioned. Different compound configurations can be used as basic building blocks in filter synthesis techniques; simple RRs are all-pole transfer functions in specific outputs, whereas zeros are introduced by MZ configurations. RRs with Sagnac inside the loop (see Fig.  24 ) are second-order functions with conjugate poles giving new flexibility to the designs in terms of the number of components, fabrication tolerance, and tunability. Measurements of wavelength selection based on coupling coefficient can be seen in Fig. 24 for a fiber-optic prototype operating under a coherent regime for validating the operation principle [24] . Figure 25 shows a serial 2 RR in a cross-grid configuration that has been tested as a reconfigurable three-channel demultiplexer. It is a compact 100 m 2 device on a silicon-on-insulator substrate with nematic liquid crystals having a 28 nm FSR and a 5 nm tuning range, and optimum evanescent coupling lengths are used for improving cross-talk and insertion losses. The through (output 1) and drop (output 2) port response versus wavelength for each individual RR can be seen in Fig. 25(b) ; they are identified by LC length labels as LC1 ͑2 m͒ and LC2 ͑1.9 m͒, and in all cases the LCs are OFF. Two output power channels versus wavelength in the compound configuration can be seen in Fig. 25(c) , where wavelengths that have a maximum output power only at a single output channel have been selected. Instantaneous electric field intensity patterns in the serial RR configuration are numerically simulated using the commercial software FULLWAVE for the selected input channel wavelengths marked in Fig. 25(c) . Results can be seen in Figs. 25(d) and 25(e) for all LCs in the OFF state. It can be seen that the maximum cross talk is achieved for a wavelength of = 1.554 m demultiplexed at output port 2.
Conclusions
In this paper, photonic enabling technologies for implementing an optical router have been reviewed, and further recent advances in critical integration processes, devices, and subsystems were presented. Key optical subsystems include wavelength converters, exhibiting multidisciplinary applications, ring resonators for implementing advanced photonic multiplexers/demultiplexers, as well as optical logic and packet processing circuits (logic gates, flip-flops, clock/data recovery, etc.). The integration and miniaturization of these devices/circuits is the next big step that will carve the way for their wide deployment and integration in an all-photonic system.
