Causal analysis has generated some controversy among behavioral science researchers. Most have been drilled regarding the causal fallacy-correlation does not necessarily indicate causation. Experimental methods are regarded as the only way to definitively prove causation, and causal claims on the basis of correlational data often are regarded with suspicion. Some researchers prefer to avoid conceptual interpretations entirely, and limit themselves to terms that are more concretely tied to the actual statistical computations themselves, for example, the independent variable "predicts" or "explains/accounts for (variation of)" the dependent variable. With few exceptions, however, researchers are not concerned with predicting nor with explaining variance, they are concerned with whether or not a causal relationship exists and determining its nature (size, direction, and pathways). (Here we are not concerned with those instances in which prediction is a real goal, as in the development of a diagnostic or screening methodology.) Yet, many researchers do not take the next step to ask whether •All correspondence should be sent to Mark
certain forms of analysis might improve their abilities to answer these causal questions. Thus, I suggest that we bring causal analysis "out of the closet," moving it from an implicit feature of our work to an explicit concern.
An example of the relevance of causal analysis may be useful. One of the major issues in pediatric health psychology is the impact of the family on children's health. One example of this phenomenon is the impact of family disorganization on the metabolic control of children with diabetes. Baker hypothesized that the "psychosomatic" family produced elevated stress in the child, which in turn led to metabolic derangement through a psychophysiologic mechanism, and he provided some empirical support for this hypothesis (Baker, Barcai, Kaye, & Haque, 1969; Baker, Minuchin, Milman, Liebman, & Todd, 1975) . Coyne and Anderson (1988) proposed an alternative hypothesis: Family disorganization affects metabolic control because parents are unable to effectively cooperate with and supervise their child's self-care behavior. These two hypotheses represent competing (although not incompatible) alternative causal models of the relationship between family organization and children's diabetes control. The authors have argued the merit of the models (Coyne & Anderson, 1989; Rosman & Baker, 1988) , but it was not until Hanson, Henggeler, and Burghen (1987) conducted the appropriate causal analysis that any evidence was brought to bear on the issue of whether one model was more accurate than the other. In their study, family environment did not appear to act through psychophysiologic mechanisms, but did affect self-care adherence. To date there has been little additional research that has assessed the relative support for these alternative hypotheses.
The value of causal analysis is not limited to situations in which two or more explicit models compete for ascendancy. Most research is based on an implicit or explicit causal model that could be evaluated empirically, if the appropriate measures were obtained and the appropriate analyses were performed. But doing so requires specific attention to the formulation of a theoretical model and the use of that model to guide data collection and analysis. The goal of this paper is to make the concept and implementation of causal analysis accessible to researchers who are not already using the technique and to demonstrate the broad applicability of this approach.
This paper reviews the historical foundations of causal analysis by examining the logic of multivariate analysis as originally formulated in the "elaboration" approach of Lazarsfeld (Kendall & Lazarsfeld, 1950) . The technique of path analysis is presented as an example of causal analysis, and the use of multiple regression for this purpose is examined. The advantages of covariance structuremodeling techniques for causal analysis are discussed. Finally, the value of causal analysis is evaluated by considering several articles from a recent volume of the Journal of Pediatric Psychology. The discussion is nontechnical in nature, but attempts to address a number of common misconceptions arising from technical issues.
HISTORICAL FOUNDATIONS
Explicit causal analysis with correlational data has something of a history. Blalock (1964) addressed the estimation of causal models in one of the first discussions by a behavioral scientist. Duncan (1966) published an article that is generally regarded as the stimulus for the explosion in the use of "path analysis" in the behavioral sciences. Duncan's work in turn was based largely on the much earlier writing of the geneticist Wright (1921 Wright ( , 1923 Wright ( , 1934 . The foundation of path analysis in genetic research is interesting in that the models of genetic inheritance being estimated were based on strong theory which had been experimentally validated. These models were not regarded as developing theoretical models, but rather estimating the empirical relationships among variables in a particular population.
A separate heritage for causal analysis is the work of Stouffer and Lazarsfeld. Stouffer's group conducted research for the U.S. Army during World War II (Stouffer et al., 1949) . In interpreting these data they proposed a set of explanations for the observed relationships. Unfortunately, the data to examine these hypotheses were not available. However, Kendall and Lazarsfeld (1950) showed how one could conduct analyses to determine whether the data supported the hypotheses. This approach has been termed the "elaboration" approach.
ELABORATION ANALYSIS
Most behavioral researchers are familiar with the basic logic of multivariate analysis. A multivariate analysis calculates the relationship of the dependent variable with each of the independent variables while controlling for the effect of all other independent variables. For example, how do stress and self-care affect diabetes control when each is controlled. This is especially important in nonexperimental designs, because independent variables typically are associated with each other. To the degree that this occurs, the relationships of the independent variables (IV1, IV2) with the dependent variable (DV) are confounded. The true (partial) relationships revealed by the multivariate analysis are larger or smaller than the zero-order relationships. This is often where the interpretation of multivariate analysis stops. Multivariate analysis is used primarily to determine the true size of the relationship examined. If the relationship is nonsignificant in the multivariate analysis, it is assumed to be unimportant. For example, if stress does not affect diabetes control when self-care is controlled, stress is assumed to be unimportant.
An alternative approach to multivariate analysis was delineated by Lazarsfeld in his discussion of the elaboration approach (Babbie, 1990) . In the elaboration approach, one begins with a zero-order (bivariate) relationship, which is hypothesized to be causal in nature. Introducing a control variable, or "test" variable in Lazarsfeld's terminology, allows the researcher to test the hypothesis that the original variables are causally related in the direction indicated. Of course, the hypothesis cannot be demonstrated conclusively because the researcher is examining a correlational relationship and has not produced a change in the dependent variable by changing or manipulating the independent variable. Thus, it is appropriate to say that the analysis indicates whether the data are consistent or inconsistent with the hypothesized causal relationship. As we shall see, when a single analysis shows that the data are not consistent with a simple causal relationship, this constitutes strong evidence against the hypothesis; when the analysis shows that the data are consistent with a simple causal relationship, this constitutes only weak evidence for the hypothesis.
In Lazarsfeld's original technique of elaboration analysis, "controlling" for a test variable was performed by stratifying the subject population on that variable. For example, controlling for gender meant examining the original relationship (say between family functioning and diabetes control) separately among male and female. When an original relationship exists, there are three empirical outcomes which can result from introducing a control variable: (a) The relationship remains present in both subgroups (strata), (b) the relationship differs in the two subgroups, and (c) the relationship is reduced (perhaps to nonsignificance) in both subgroups. The first two outcomes are easily understood and are therefore be discussed first. The last outcome is more complicated and is discussed last.
The simplest result is that introducing the control variable produces no qualitative change in the initial relationship; this is called "replication." If the original relationship remains significant, the results are consistent with a causal relationship and the independent variable may affect the dependent variable. Specifically, replication reveals a "direct" (or main effect) relationship and the control variable has no influence on this relationship. For example, if a relationship exists between family conflict and diabetes control, and controlling for child's gender does not reduce this relationship, one may conclude that the original relationship is direct.
Before considering the other outcomes of elaboration analysis, a brief explanation of terminology is in order. The following discussion uses the terms "mediate" and "moderate" and their cognate nouns "mediator" and "moderator." These terms are sometimes confused (see Baron & Kenny, 1986 , for a detailed clarification). Mediate means to serve as an intervening variable in an indirect effect; the mediator serves as an intervening variable in a causal chain. Moderate means to serve as a conditioning variable in an interaction effect; the effect of one variable is conditional on the value of another moderating variable. These concepts are clarified further in the subsequent discussion, but the reader is encouraged to pay specific attention to this distinction.
The second possibility when introducing a control variable is that the relationship differs for the two subgroups. That is, the relationship is significant in one subgroup but not the other, or the relationships have opposite signs (positive vs. negative) in the two subgroups, and so on. The control variable moderates ("conditions") the original relationship, which Lazarsfeld termed "specification." This is the well-known "interaction" ("conditional") effect. An example of this type of analysis and outcome can be found in a study of the relationship between perceived locus of control (internal vs. external) and diabetes control by Hamburg and Inoff (1982) . The authors examined the correlation between these variables separately for boys and girls and found that among boys intemality was associated with poorer diabetes control, whereas among girls intemality was associated with better diabetes control.
The replication and specification outcomes are known by most researchers and are yielded by the most common type of multivariate analysis-the two-way analysis of variance (ANOVA). Family conflict (TV1) may have a significant "main effect" in a one-way ANOVA of glycemic control. However, our understanding of the relationship is problematic when the introduction of a control variable (TV2) reduces the original relationship substantially, perhaps to the point of nonsignificance (e.g., when including a control variable in a two-way AN-OVA or in the second step of a multiple regression analysis reduces the relationship of family conflict and diabetes control). This is where the elaboration analysis enhances understanding of the results. There are in fact two different understandings of the reduction in the original relationship, and these are contradictory in their implications.
The first result is that the original relationship is not a causal relationship, that is, IV1 does not causally influence DV. The two variables covary because they are both correlated with a third, control variable (IV2), and more specifically because the control variable causally affects both IV1 and DV. In other words, the relationship between IV1 and DV is spurious, an artifact of their simultaneous change in response to changes in the control IV. Lazarsfeld termed this elaboration analysis outcome "explanation" because the original relationship is explained away by the control variable. An example of explanation would be if controlling for family disorganization reduced a significant relationship between family conflict and diabetes control to nonsignificance (Figure 1 ). Family disorganization gives rise to conflict and independently leads to poor diabetes control, but family conflict does not produce poor diabetes control (i.e., conflict is a symptom of disorganization but some other aspect of disorganization, say inadequate supervision of child self-care, is the key facet of disorganization which leads to poor diabetes control).
The second elaboration analysis outcome is that there is a causal relationship between IV1 and DV even though the relationship is nonsignificant when the control variable (TV2) is controlled. The effect is indirect because IV1, IV2, and DV are linked in a causal chain whereby IV1 influences FV2, which in turn influences DV. When IV2 is controlled the effect of IV1 on DV is masked by the more proximal cause (IV2). However, this is a real causal effect because change in IV1 produces change in DV, mediated by the intervening change in IV2. Dismissing IV1 as unimportant (as would be conventional in the standard multivariate approach described above) would be a major mistake. Lazarsfeld termed this elaboration analysis outcome "interpretation" because the causal linkage in the original relationship is interpreted by the control variable. An example of interpretation would be if the relationship between family conflict and diabetes control were mediated by self-care behavior, such that family conflict led to poor self-care, which in turn produced poor diabetes control ( Figure 2 ). The original relationship between family conflict and diabetes control would be significant, but would be reduced substantially when self-care was introduced as a control variable.
Note that the same empirical results (a reduction in the original relationship when a control variable is introduced) yield entirely different conceptual results, that is, spurious (noncausal) versus indirect (causal) relationships. How then is the researcher to select between the two alternatives? The difference between the two outcomes resides entirely in the hypothesized relationship between IV1 and IV2, specifically which is considered exogenous (not influenced by any other variable in the analysis) and which is endogenous (affected by one or more variables in the analysis). If the original IV (IV1) is presumed to affect the control variable (IV2), the result is identified as an indirect relationship between IVl and DV (see Figure 2) . If the control variable (IV2) is presumed to cause the original IV (IVl), the relationship between IVl and DV is identified as spurious (see Figure 1 ). There is no empirical way to resolve the conflict between these outcomes, but theory can provide guidance. If the literature shows that IVl influences IV2, but not vice versa, the result may be interpreted as an indirect effect. For example, if the original IV were stress and the control IV were selfcare, the result would be identified as an indirect relationship because the original IV (stress) is hypothesized to influence the control IV (self-care), rather than the reverse. If the literature shows that IV2 influences IVl, but not vice versa, the relationship between IVl and DV is spurious. For example, if the original IV were self-care and the control IV were family disorganization, the result would be identified as a spurious relationship because the control IV (family disorganization) affects the original IV (self-care), rather than the reverse. (If the literature shows that the relationship is reciprocal, the researcher must hypothesize the predominant direction of the relationship; reciprocal relationships can only be analyzed using more sophisticated techniques-see causal modeling section.) Rosenberg (1968) extended the elaboration approach by considering nonsignificant bivariate relationships. For example, if two variables were positively related in one subgroup (e.g., boys) but negatively related in the other subgroup (e.g., girls), these two relationships might cancel out when examining the population as a whole. He also noted the possibility of situations where a relationship is stronger when another variable is controlled. These scenarios do not contradict the basic logic of elaboration analysis.
The logic of the elaboration analysis is based on the idea of starting with an original relationship and then introducing a single variable as a control variable. Multiple control variables might be introduced one at a time in separate elaboration analyses, respecifying the causal order between the variables for each pair. This procedure requires rules for combining the results for each elaboration analysis. For example, what is one to conclude if one elaboration analysis indicates that the relationship between IV and DV is direct while another indicates that it is indirect, or spurious? Although multiple elaboration analyses can be synthetically combined, it is not possible to quantitatively assess the results of combining these analyses. Variables introduced as control variables may themselves be correlated, so that it is not possible to tell whether their impact on the original relationship overlaps, and if so by how much. Thus it is necessary to perform multivariate analyses which control for multiple variables simultaneously while examining the relationships of each IV with the DV.
MULTIVARIATE ANALYSIS
The logic of elaboration analysis can easily be applied to the two-way ANOVA. One first examines the bivariate relationship between each IV and the DV, and then conducts the two-way ANOVA in which each variable acts as a control variable for the other. If effects remain when the controls are introduced, the effects are direct, and there also may be a significant interaction. If only one main effect remains, the nonsignificant relationship is either indirect or spurious, depending on the hypothesized causal order between the two I Vs. If the nonsignificant variable is hypothesized to act as the mediator, its effect is spurious; if the significant variable is hypothesized to act as the mediator, the nonsignificant variable has an indirect effect. The application of this logic to multiple regression requires somewhat more preparation and forethought.
With multiple regression analysis one must decide in what order to enter the variables. Should one start with the variable that has the strongest relationship (e.g., stepwise entry)? Or should one make a theoretical selection of order of entry (e.g., hierarchical); and if so, should one enter the more distal (exogenous) or more proximal (endogenous) causal variable first? This decision seems more complicated when there are multiple variables to be considered. However, the general rule is quite simple and may be stated in two parts: (a) Variables should be ordered in categories from the most exogenous level to the most endogenous level. A new level must be created for each variable that is hypothesized to be affected by a causally prior variable; no variables which are hypothesized to affect each other should be included in the same category/level, (b) Variables should be entered hierarchically (category-by-category in order of their links in the causal chain), from the most exogenous (distal) category to the most endogenous (proximal) category. Within each category, variables may be forced into the regression model even when nonsignificant or allowed to enter in a stepwise fashion only when significant, depending on the analyst's preference. I use the latter technique unless I have a particular reason for demonstrating that a nonsignificant variable has been controlled, but both approaches are employed by experienced researchers.
The purpose in entering the more exogenous variables first is that it permits the analyst to detect any relationships which exist, even if subsequent variables eliminate this effect, thereby showing the relationship to be indirect. If more endogenous effects are entered first (as in stepwise entry), they may preclude the detection of a relationship between the DV and a more exogenous effect. Also, an endogenous variable may be entered into the model which is later revealed to be spurious (as noted in the discussion of elaboration analysis, this occurs when the control variable is more exogenous than the original IV). Another advantage of using hierarchical ordering from most to least exogenous is that if stepwise entry is used within hierarchical levels, careful inspection of stepwise results can reveal which endogenous variable mediated the effect of a significant exogenous variable (i.e., when a potential mediator entered the equation, was the coefficient of the more exogenous variable reduced substantially). For example, if stress is significantly related to diabetes control, and a set of self-care variables are allowed to enter the equation next, the self-care variable which reduces the coefficient for stress is the key mediator of stress (determining whether more than one variable from the same category acts as a mediator requires the use of path analysis-see the comment below on combining the results of elaboration analysis).
In addition to main effects, interactions can be tested in multiple regression as well. This can be done either by computing a cross-product term (multiplying the two relevant variables by one another, see Smith & Sasaki, 1979) or by stratifying the sample and conducting separate regression analyses within each subsample. These procedures are not reviewed here, but see Hanson, Henggeler, Harris, Burghen, and Moore (1989) for an example of the former and Peyrot and McMurry (1992) for an example of the later.
The hierarchical stepwise multiple regression gives the analyst a moderate understanding of the interrelationship among the variables and the causal frame- work with which the results are consistent. However, quantification of the interrelationships requires that the analyst construct an overall causal model. It is possible to evaluate such a model with statistical procedures no more complicated than those mentioned above. We therefore examine a simple causal modeling technique, called "path analysis," which uses regression analysis. Although many researchers regard this technique as difficult and complicated, this discussion shows that it is relatively straightforward (see Archer, 1976 , for a more detailed discussion).
PATH ANALYSIS
The hierarchical stepwise regression analysis described above is a first step to performing a path analysis. The initial regression analysis will have identified the variables significantly related to the DV when all more or equally exogenous variables are controlled. In terms of our example, family disorganization, stress, and self-care may be related to diabetes control. All of the significant variables, and only these variables, will be represented in the final causal model. In the next stage of the path analysis each IV in the final causal model, except those in the most exogenous category, will be used as a DV in a separate regression analysis (e.g., separate regression analyses of stress and self-care). The order in which these variables is chosen as DV is to start with the most endogenous variable (e.g., self-care) and work back to the more exogenous (e.g., family composition). Each analysis follows the rules for the hierarchical stepwise regression analysis described above for the original DV. For example, the analysis of selfcare enters the endogenous variable(s) first (e.g., family disorganization), followed by the more exogenous measure(s) (e.g., stress).
When each hierarchical stepwise regression analysis is completed (including that for the original DV), the analysis must be repeated for each DV to eliminate nonsignificant effects (recall that nonsignificant effects may result for exogenous factors when mediators are entered into the equation). This step is called "model trimming." Only those variables that have significant effects in the final model for that DV are retained in that model. If some effects are originally very close to the cutoff level for statistical significance, the analyst may choose a backward elimination method in which the least significant variables are taken out one at a time. Model trimming assumes that any effect that is not significant is a null (zero) relationship and therefore can or should be deleted from the model. This assumption may not be entirely appropriate because it leads to underestimation of the total (direct and indirect) effect of a variable and reduces the total explained variance (but may increase the adjusted R 2 which is based on the number of predictors). Researchers may choose not to perform model trimming, but nonsignificant paths are not represented in the path diagram. The final step is to construct a path diagram. All variables in the original hierarchical stepwise regression are laid out from left (most exogenous) to right (most endogenous). Arrows are directed to each endogenous variable from each variable which was significant in the final trimmed regression model for that DV. Path coefficients are the standardized regression coefficients from the regression equation for that DV, which are analogous in meaning to correlation coefficients (unstandardized coefficients can also be used, but conventional practice is to use standardized coefficients to permit comparison of path magnitudes). The path model then serves as the summary of the results and can be interpreted theoretically.
Path models constructed according to the method described above may be regarded as transitive. That is, any path that can be drawn from one variable to another following the direction of the paths represents a true causal chain. If A affects B, and B in turn affects C, this suggests that a change in A will produce a change in C. (I say "suggests" because of course these variables have not been manipulated to verify that interpretation, but the data are consistent with that interpretation.) However, researchers must be careful not to make the assumption that simple correlations themselves are transitive. The fact that A is correlated with B and B is correlated with C does not mean that A and C are correlated, let alone that they are causally related to one other (Peyrot, 1985) . This is one reason why hierarchical analyses should move from most exogenous to most endogenous, that is, to insure that A and C are related before introducing B into the analysis.
This latter point can be better understood by recognizing that path analysis is essentially a technique for decomposing relationships (as quantified by the zero-order correlation) into spurious, direct, and indirect components. The direct component is that most often assessed, and is quantified by the standardized regression coefficient when all other IVs are included in the final equation. The spurious component is the difference between the zero-order correlation and the standardized regression coefficient when all equally or more exogenous (but not more endogenous) IVs are included in the regression equation. The indirect component of the relationship consists of all sets of paths which can be traced from the IV to the DV through one or more intervening variables. Each indirect path is quantified by multiplying the standardized coefficients for each link in the pathway. If there is only one path with only one intervening variable, two coefficients are multiplied (that from the IV to the intervening variable and that from the intervening variable to the DV); if there are two intervening variables, three coefficients must be multiplied for that path. If there are multiple indirect paths, each must be quantified and then the quantities for all these paths are summed to quantify the set of indirect relationships. The original zero-order relationship is an exact sum of the spurious, direct, and indirect relationships.
Path analysis allows an analyst to test a causal model consisting of a set of hypotheses regarding the interrelationships of variables studied. It is an application of regression, typically using ordinary least squares (OLS). As such, it has all the weaknesses of OLS regression; it cannot handle reciprocal relationships and it assumes that variables are measured without error. It also has a weakness resulting from the fact that several separate analyses are artificially combined into a single model; there is no overall measure of the explanatory power of the model. Explanatory power for each endogenous variable can be obtained from the results of each regression analysis, but not for the entire set of variables. Each of these problems can be overcome, but doing so requires recourse to specialized statistical software for structural equation modeling.
STRUCTURAL EQUATION MODELING
Recognition of the importance of structural equation modeling is increasing, as evidenced by the dedication of a 1994 issue of Journal of Consulting and Clinical Psychology (Vol. 62, No. 3) to this topic. The two most well-known programs for structural equation modeling are LISREL and EQS, although a number of other programs have been developed. They use OLS regression, other forms of regression (unweighted and generalized least squares), and maximum likelihood for estimation and incorporate special techniques for handling ordinal variables. They can perform the path analysis procedure described above in a single step, which allows them to generate measures of overall model fit. The fit of different models can be compared to determine whether the differences are statistically significant, a feature that can be used in model trimming. More important, these programs overcome the inherent limitations of OLS regression by allowing for reciprocal effects and error in measurement (see Chen & Land, 1986) . The assumption that effects are unidirectional and that measurements are made without error are often untenable, which often makes the results of OLS analysis highly questionable both conceptually and empirically.
Although this is not the place to explain the statistical foundations of structural equation modeling, nor the programming necessary to run the software, a few comments are in order. As to the latter, the programs are becoming easier to run, but still require learning a new software package beyond those such as BMDP, SPSS, and SAS which are commonly used for ANOVA or multiple regression. New programs have been developed which claim to be even more user-friendly. All run on personal computers and are moderately affordable.
As for the statistical foundations of the programs, the importance of being able to estimate reciprocal effects is well known, but many researchers are not clear on why reciprocal relationships cannot be analyzed with regression analysis. It is easy enough to conduct two regression analyses, reversing the independent and dependent variables. Unfortunately, when examining each direction of effect (e.g., the effect of A on C), the other direction of effect (e.g., the effect of C on A) is confounded with that examined. This is most easily understood when examining a two-variable model using bivariate regression wherein the standardized bivariate regression coefficient is identical in magnitude to the correlation coefficient. If the zero-order correlation between two variables, A and C, is decomposed according to the logic of path analysis, it consists of two components, the effect of A on C and the effect of C on A, which should sum to the correlation coefficient. Let us assume that the correlation between A and C is .40. When examining the effect of variable A on variable C, the standardized regression coefficient is equal to their correlation O (c ,) = .40); when examining the effect of variable C on variable A, the standardized regression coefficient again is equal to their correlation O (ac) = 40). If one sums the standardized regression coefficients, each of which is equal to the zero-order correlation, the sum is equal to twice the correlation, an impossible result.
If one adds a third variable to the model and regresses C on A and B, and A on B and C, the results become somewhat more complex, but the problem remains the same (see Figure 3) . When examining the effect of A and B on C the relationship between A and C in the regression includes both the effect of A on C and of C on A; one has not controlled for the effect of C on A when estimating the effect of A on C (the converse is true when estimating the effect of C on A). However, in properly identified structural equation models (a topic beyond the scope of this paper, but see Bollen, 1989 , for a detailed discussion) it is possible to unconfound the two reciprocal causal effects. The statistical analyses implemented by structural equation modeling software can control for each component of the reciprocal relationship when estimating the other component.
The other advantage of structural equation modeling, which is not well understood, is the ability to incorporate error in measurement into the statistical models. Structural equation models include two components: the causal model relating constructs to one another and the measurement model. These measurement models are parallel to factor analysis models except that they do not require that the variables produced by the analysis be treated as linear combinations of the composite variables which are measured without error. That is, the variables produced by the analysis are latent variables which the observed variables are used to estimate. A latent variable is not assumed to be measured perfectly by any combination of observed variables; thus it contains a component of error as well as true variance which it shares with the observed variables. The program can calculate measurement errors for latent variables which it estimates from multiple indicator variables, or the analyst can specify the measurement error for any single-indicator measure (standardized measurement error can be calculated by subtracting the known reliability coefficient from 1.0).
Measurement error is important because it is a well-known principle that measurement error can attenuate the relationship observed between two vari- ables. For example, if one measures the same quantity twice, with measurement error each time, the two measures do not correlate perfectly (as they would if measured without measurement error). Because many behavioral science measures contain substantial measurement error, most behavioral science estimates of causal relationships are conservative, that is, the actual relationship is larger than that observed. One consequence of incorporating measurement error in the structural equation model is that the estimates of causal parameters can be corrected for the measurement error. In a two-variable model, this results in an increase in the estimated causal relationship, that is, the standardized coefficient increases in size. The situation may be more complex in multivariable systems of variables, but it is clear that the estimates of causal parameters are more accurate when measurement error is taken into account.
In spite of the advantages of structural equation modeling it is important to recognize that this technique does not solve all the problems of conducting causal analysis with correlational data. As our discussion suggests, the advantages of structural equation modeling over path analysis using several regression analyses are primarily technical; structural equation modeling does not provide any stronger evidence of causality than path analysis using several regression equations. Moreover, it can be argued that more cases are required for structural equation modeling than the typical number required for multiple regression analysis (10 cases per predictor), especially if multiple indicators are used to measure a predictor. Nevertheless, with the ability to estimate reciprocal relationships and adjust for measurement error, structural equation modeling represents a major advance over path analysis using a series of multiple regression equations. The limits on the conceptual models that can be tested are dramatically reduced.
CAUSAL THEORIZING
To this point, our discussion may have suggested to readers unfamiliar with causal modeling that it is essentially a statistical exercise, but nothing could be further from the truth. On one level, causal modeling is a conceptual exercise, an aid to interpretation. For example, it can help to understand puzzling empirical results, including the direction of causality (see Mirowsky & Ross, 1989, pp. 63-66) . Consider the relationship between diabetes control and diabetes selfcare knowledge. More knowledge is likely to lead to better diabetes control (a positive relationship); however, poor diabetes control is likely to lead to greater knowledge (a negative relationship) as a result of efforts to educate those in poor control. Thus, if one observes a positive relationship between diabetes control and knowledge, this suggests that the direction of the effect is primarily from knowledge to control; if one observes a negative relationship, this suggests that the direction of effect is primarily from control to knowledge. Ideally, one would model this relationship as composed of reciprocal effects and determine how much each effect contributed to the observed relationship, but if this is not possible, the logic of causal modeling can assist the researcher in determining which is the predominant effect.
On a second level, causal modeling is a methodological enhancement that suggests what variables to include in the analysis. For example, if one hypothesizes that a personality variable is related to adherence because it increases stress levels or buffers the effects of stress, one should include a measure of stress in the analysis and conduct the appropriate analyses. This may be done in a post hoc manner, such that a puzzling result suggests a hypothesis that additional analysis can test. If the data for such an analysis are not available, it may be that one can go back to the research setting and collect the necessary data. Or, this causal hypothesis may guide the design of a next study which will include the variables necessary to conduct the appropriate analyses. In either case, it is only by thinking in causal modeling terms that subsequent research can utilize the findings of earlier analysis to further pursue understanding of the causal process.
APPLICATIONS
The importance and ubiquitousness of causal modeling can be illustrated by reviewing recent articles from the Journal of Pediatric Psychology, specifically the first three issues of Volume 19. After eliminating articles on measurement/assessment, descriptive studies, literature reviews, and editorials, nine articles remained. [Interestingly, an editorial article on methodological issues (Lemanek, 1994) dealt with "confounds" but did not mention how causal analysis might be used to resolve the resulting problems of interpretation.] These nine articles can be arranged from least to most use of causal analysis (some articles fall into more than one category): (a) One article did not formulate an implicit or explicit causal model, (b) three articles did not measure key variables implicated in the stated causal model, (c) two articles did not use include key causal variables in multivariate analyses, (d) two articles did not use hierarchical analysis, (e) two articles used hierarchical analysis but did not interpret the data in causal modeling terms, and (f) one article did perform causal modeling using path analysis. These articles are discussed in the order listed above.
Causal Model Not Formulated
Only one study did not formulate an explicit causal model or multiple hypotheses that could be combined to form a causal chain linking variables from at least three levels. The Wolters, Brouwers, Moss, and Pizzo (1994) study of the impact of medication on adaptive behavior is the one article concerned with causal relationships that did not propose a multilevel causal model, at least implicitly, and therefore might not profit from causal analysis. The causal chain from medication therapy to adaptive behavior among pediatnc HTV patients is so short that there might not be room for potential intervening variables that are psychological in nature. However, the authors might have posed the hypothesis that adaptive behavior in pediatric patients is a result of differential treatment by parents. This hypothesis could have been tested by measuring parental behavior before and after medication therapy and determining whether change in parental behavior accounted for change in child behavior (see Peyrot & Rubin, 1994 , for an example of this type of analysis).
Potential Mediator Variables Not Measured
Three articles hypothesized causal chains but did not obtain measures of the intervening variable that might explain the linkage between exogenous and dependent variables. Whalen et al. (1994) examined whether Magic Johnson's announcement that he had tested HIV-positive affected youths' attitudes toward AIDS, using a naturalistic pre/post design. The findings were largely negative (no effect) but effects did exist for some subgroups. The authors hypothesized that any relationships that existed could have been due to media exposure or to informal discusDownloaded from https://academic.oup.com/jpepsy/article-abstract/21/1/3/961172 by guest on 19 March 2019 sion among peers. Data were not gathered to test these hypotheses. This is unfortunate because it may be that the those with sufficient exposure to the Magic Johnson case were affected by his announcement. Goldman and Owen (1994) found that parental anxiety was related to children's level of health care utilization. Two hypotheses were that parents and/or children seek more health care because of greater perceived need, and that parental anxiety may create greater objective need for services through a psychophysiologic (stress) mechanism. Data were not adequate to test this model because independent measures of objective and perceived health status were not obtained. Roberts, Burchinal, and Campbell (1994) found that otitis media was related to level of intellectual development (task orientation) and academic performance. The authors hypothesized that hearing loss was a possible intervening variable that could explain this relationship-that is, ear infection leads to hearing loss which in turn reduces social stimuli. Level of hearing was not measured and, therefore, no test of this causal model could be conducted.
Key Variables Measured But Not Used
Two studies measured variables that could have been used in causal modeling, but they were not used in multivariate analyses which would permit estimation of potential causal relationships. In the first of these, Roberts et al. (1994) had the opportunity to test a causal model. The authors found that frequency of otitis media was related to teacher ratings of academic performance and to task orientation during middle childhood, but they did not conduct analyses to determine whether task orientation was the intervening variable that mediated the relationship between otitis media and academic performance. Levy-Shiff, Einat, Mogilner, Lerman, and Krikler (1994) found that low birth weight was associated with developmental outcome. However, it appears that the effect of birth weight was reduced when medical complications were controlled in their regression analysis. Because normal birth-weight babies did not have complications they were deleted from the analysis, making it more difficult to determine whether the presence/absence of complications is the factor which produced this reduction. Therefore, an important potential indirect relationship was overlooked.
Key Variables Used in Analysis But Order of Entry Precludes Causal Analysis
Two studies conducted multivariate analyses using both exogenous variables and potential mediators, but used stepwise entry without hierarchical ordering. In the first of these, Levy-Shiff et al. (1994) examined the relationship of socioeconomic status (SES), family and psychological factors, pregnancy outcomes, and child development. Psychosocial factors were entered after other variables that might mediate the effect between psychosocial factors and developmental outcomes, so that it is only possible to detect a direct effect of psychosocial factors that remain after potential mediating factors are controlled. Detection of an indirect effect for psychosocial factors requires entering psychosocial factors first and observing whether factors entered into the equation later reduce the relationship between psychosocial factors and developmental outcomes. Further, SES should have been regarded as belonging to a more exogenous level of factors and entered prior to family and psychological factors. Jaquess and Finney (1994) did not use causal analysis and the failure to do so led them to overlook a key variable. Their data indicated that the personality traits of hyperactivity and behavioral opposition were significantly correlated with postcamp injury among camp attenders and hyperactivity was also correlated with injury during camp. A stepwise (nonhierarchical) multiple regression of postcamp injury showed that injury before and during camp and behavioral opposition were the only significant predictors of postcamp injury. Hyperactivity was discounted as a cause because it did not enter the regression equation. Yet, an application of the logic of causal analysis indicates that hyperactivity was indirectly related to postcamp injury, with injury during camp acting as the intervening variable in this relationship. That is, hyperactivity had effects on injury at multiple time points and once this fact was accounted for there was no unique effect on postcamp injury. It would be incorrect to regard the relationship between hyperactivity and postcamp injury as spurious (confounded with opposition). The part of this relationship that is spurious could be ascertained only by entering both hyperactivity and behavioral opposition into the equation without the intervening variable; the difference between the resulting standardized regression coefficient for hyperactivity and the zero-order correlation would be the spurious component. This analysis was not conducted. In fact, there was an indirect (nonspurious) relationship between hyperactivity and postcamp injury which was mediated by injury precamp and/or during camp. (It should be noted that if "prediction" rather than causality were the only concern of the paper, indirect effects would be less relevant because the indirect component of the exogenous variable's predictive power is redundant with that of the intervening variable.)
Hierarchical Analysis Performed But Results Not Interpreted in Causal Terms
One study (reported in two articles) performed multivariate analysis according to the hierarchical stepwise procedure described above. However, the causal implications of the results were not identified. Moreover, the statistical results were not reported in a way that would permit the reader to interpret the data in causal terms. and examined the change over time in psychological adjustment of adolescents with chronic disease and their mothers. The authors utilized the appropriate hierarchical (between categories of variables) and stepwise (within categories) regression approach. Demographic variables were entered before psychosocial variables (but it was not clear whether there was a hierarchical order of entry among psychosocial variables). Final regression coefficients were presented, but not coefficients upon entry; thus it is not possible to determine whether significant demographic variables later became nonsignificant as psychosocial variables entered the equation and mediated the original relationship (it appears that age was significant at entry but not at the final step, but the statistics presented are not definitive). Therefore, indirect effects may have been missed. Observing which psychosocial variables mediated the relationships with demographic variables would have helped to identify the indirect relationships, and path analysis would have permitted a precise quantification of these relationships.
Causal Analysis Performed
One study (Ireys, Werthamer-Larrson, Kolodner, & Gross, 1994) used path analysis to formulate and test a causal model, though the authors did not construct a path diagram. Although the path diagram is often taken as the hallmark of causal analysis, it is only a convenient visual representation of a causal model. Causal models may be represented in numerical format and described discursively without reference to a path diagram as Ireys et al. did. However, most readers find it easier to follow the logic of causal models when diagrammed.
Summary
This review indicates that the lack of use of causal modeling led some authors to overlook important relationships present in their data. More common was the failure to deepen the analysis by considering empirical demonstration of the causal hypotheses advanced by the authors. Although causal modeling has become more common in the behavioral sciences, this review clearly indicates that many more studies could benefit from an application of this technique. For many studies this requires advance planning to include measures of variables that might implicate or be implicated in spurious or indirect relationships. For studies that do include measures of relevant variables, the authors need to conduct the appropriate statistical analyses.
