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ABSTRACT
- ThemodifiedLemke-Howsonalgorithmis aconstructiveprocedurewhichenablesusto
computequilibriumpointsof abirnatrixgame.Thealgorithmasdescribedby oneof
theauthors(seeROSENMÜLLER [9]) is basedon the originalversioninventedby
LEMKE-HOWSON [5]. However,it differsfromthis versionwith respecto several
features.It worksdirectlywiththematricesdefiningthebimatrixgameA andB. It has
aneasyandverydirectgeometricalinterpretation,henceforsmaIlgameswecanfollow
thedevelopmentofthealgorithmgeometrically.Finally,insteadofbeing"bilinear", the
algorithmbehavesratherlikea "piecewiselinearprogram".
Thispresentationelosesagap:althoughthealgorithmhasbeendescribedgeometrically
(andwithaflowdiagram)in [9], therehasbeen oconstructiveprocedurethatcanbe
implementedonacomputer.Thisisprovidedbythepresentpaper.
Wegiveall necessaryproofsandcomputationsin orderto establishthefoIlowingfacts:
Therearetwo tableausaccompanyingtheproceedingof the algorithm.As thealgo-
rithmchanges,movingalternatinglyin thesimplicesof mixedstrategies,so doesthe
computationalprocedurealternatinglydealingwiththetwodifferentableaus.
Bothtableauscontainsixregionsdependingonthevariouswaysof "transitions"the
procedurehastoperform.
WhilethisaIlis in markedifferencetolinearprogramming,thereis alsoconsolation:
TheweIlknownrectangleruleoflinearprogrammingcanbemodifiedeasily(thatis,
thereis a familyof rectanglerules)suchthat changingthe tableaualternatingly
amountstoapplyingtheappropriater ctanglerule.Thus,thereis alsoelosesimilarity
tothefamiliarLP-procedure.
Thus,a completedescriptionofthemodifiedLH-algorithmisprovidedthatcanimme-
diatelybeimplementedonanycomputer,in particularwesupplyanAPL-program
that,e.g.,canberunonanIBM PC (IBM is a registeredtrademarkof International
BusinessMachinesCooperation).
..
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-- SECTION 1
Introduction
LetI ={l,...,m}andJ = {l,...,n}.Abimatrixgame(inmixedstrategies)i a qua-
druple
(1) r= (X,Y,A,B)
suchthatA =(a")'EIjEJandB =(b")'EIjEJ
arem )(n matricesand
IJ 1 , IJ 1 ,
(2)
m
X ={xeof1I x =(x1'''''x )~0, E x.=1}m ieI 1
n
Y= {yelRnI y =(Y1""'y) ~0, E y.= 1}
n jeJ J
arethe(mixed)st~ategiesof player1 and2. If player1 choosesx eX andplayer2
choosesyeY, thenpayoffsaredefinedby
(3)
x A y=E E x.a..y.
iEI jeJ 1 IJ J
forplayer1,andx B y forplayer2.
A pair(x,Y)eX )( Y issaidtobeanequilibriumpointif
xAy~xAy (xeX)
and
xBy~xBy (yeY)
holdstruejthus,in equilibrium,noplayerhasanincentiveto deviateforhispayoff
cannotbeimprovedupon.If ris a zero-sumgame(i.e.,B =-A), thenanequilibrium
consistsofapairofoptimalstrategiesandviceversa.
TheLemke-Howson-algorithmasdevisedin LEMKE-HOWSON[5] is a procedure
that (for "nondegenerategames")yieldsanequilibriumpointwithinfinitelymany
steps.
The procedureworksby transformingthebimatrixgameinto a bilinearprogramj
whereafterthealgorithm,startingwithan"unboundedge"proceedsbymovingalong
..
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acertainsystemofpolyhedraledgesofdimension1tosearchforanequilibriumpoint.
AnimplementationofthisversionoftheLH-algorithmin thesensethatthegeometri-
calbehaviorofthealgorithmis representedbyasequenceoftableaus,tobecomputed
consecutivelyandleadingto a numericalevaluationofanequilibriumpoint,hasbeen
presentedin PARTHASARATHY - RAGHAVAN[6]j however,a formalproof(and
anestablishedcomputerprogram)fora neatlyworkingversionof thealgorithmona
contemporalcomputerislacking.
..
TheLemke-Howson-algorithmalsoyieldsomeinsightintothestructureofequilibria.
It showsthatthenumberofequilibriumpoints(fornondegenerategames)is odd.It is
alsoknownthatnoteveryequilibriumpointcannecessarilybereachedin anycasej
evenif theinitial"unboundedge"is beingchanged,thereareequilibrianotto be
reachedby theLH-algorithm(forfurtherliteraturewereferto AGGARVAL [1],
BASTIAN [2], PARTHASARATHY-RAGHAVAN [6], SHAPLEY [7], TODD[1°,
11]).
Analternativeversionofthealgorithm(themodifiedLH-algorithm)hasbeenpresen-
tedinROSENMÜLLER[9],ChapterI, Section1.Thisversionworksdirectlywiththe
matriceswithA andB constitutingthebimatrixgame.Thealgorithmis notbilinear
butrather"piecewiselinear":it workseffectivelyin thesimplicesX andY, alternating
performingstepsin eachof them.Thereis a flowdiagramestablishedin [9] which,
however,equiresthecomputationf solutionsof certainlinearequationsaftereach
stepand,hence,is notin thespiritoftraditionallinearprogramming.In practicethe
proceduresuggestedbytheflowdiagramis ratherslowandthecapacityofmostcom-
putersisnotsufficient,evenforsmallproblems.
Astheprocedureis notastandardoptimizationproblemit is notdearhowtoexact1y
definea sequenceof "tableaus"correspondingto thegeometricalmovementof the
Lemke-Howson-algorithmaspresentedin [9]. Thisis exactlythegoalof thepresent
paper.Wesuggestthecorrectparametrizationofedgesofcertainsubpolyhedraofthe
simplicesofmixedstrategiesX andY. Usingthisparametrization,wedefinea pairof
tableaus(correspondingtothealternatingbehaviorofthemodifiedLH-algorithm)such
thatalternatingperformingtherectangleruleineachofthetableausactuallyieldsan
equilibriumpoint.Theprocedurecanthusbeimplementedonacomputerand,forthe
sakeofcompleteness,weareaddinganAPL-versionofsuchaprogram.
-~
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LetA. ,A . denotethei-th rowandj-th columnof thematrixA respectively.Intro-l' .J
ducetheconvexpolyhedra
(4)
Ki={yEY I Ai.y~Ak.y(kEI)}
Lj ={xEX I x B. j ~x B. 1 (1EJ)}
(iEI)
(j EJ)
aswenas
K - r,KT - i ET i T ~I, T t 0
(5)
L - r,L
R - j ER j R~J,Rt0
E.g.K. denotesthemixedstrategiesofplayer2againstwhichthe(pure)strategyi EI1
(orthemixedstrategyel)ofplayerI is "bestreply".It is nothardtoseethat(x,y) is
anequilibriumpointof r if andonlyif
yEK{ilxi>O}andxE L{jIYj>O}'
Thus,in equilibrium,thepositivecoordinatesofxandthepolyhedraK. containingY1
correspondto eachother(in factuniquelyif nondegeneracyprevails)- thisisofcourse
ananaloguetothefamiliar"optimalitycondition"ofL.P. theory.Wearethusmotiva-
tedtointroducepolyhedra
(6)
HT U =KT n{y EY I y. =0 (j EU)}, J
GR,V = LR n{xEX I xi = 0 (i EV)}.
Thegameis callednondegenerateif
(7) dim HT U =n - IT I - IU I,, dim GR V =rn-IR I - IV I, farHT U t0t GR V, "
(cf.Definition1.11,SEC.I, CH.I, of [9]).
Weshallassumethatthegamewearedealingwithis nondegenerate.
."
~
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In thiscasewehavethefollowingcharacterizationfequilibriumpoints:
;;;
(8)
Let(x,y) EX)( Y and put T = {iIxi> O}~land
R = VI Yj > O}~J. Then(x, y) is an equilibriumpoint
if andonlyif ITI = IR land {(x, y)} = H c)( G ~.
T,R R, r
For thedetails,see[9], andinparticularCorollary1.13inSEC.l,CH.1.
Thestatementformalizedin (8)canbeinterpretedgeometricallyasfollows:thesimpli-
cesX andY ofmixedstrategiesaredecomposedbythepolyhedraLj (j EJ) andKi (i E
I) respectively.Amongthesubfacesof suchpolyhedrawedistinguishverticesHTU',
ITI + IUI =n andedgesHT U' ITI + IUI =n-l (forsomeKi ~Y; thesituationis,
analogouslydescribedin X). A vertexHT U ={Y} has"labels"assignedto bythe,
polyhedrait isadjacentto(Le.labelsi ET withY EKi) andbythepositivecoordinates
ofy(Le.,y. >0forj EUC).If (x,y)is anequilibriumpoint,thenthelabelsof {x}=J
GRV and{Y}=HTUcorrespondtoeachotherinauniqueway., ,
Example1.1:
Considerthematrices
A -
[
5 3 -4 -1
]- -6-3 5 3
and
[
-1 -4 7 11
]B = 3 4 -9 -19 '
thenthefollowingsketchillustratesthedecompositionfX intopolyhedraLl'L2,L3,L4
andthedecompositionof Y into polyhedraKl'K2 (cf.Fig.l). An equilibrium.pointis
givenby
x= [!,~] , {X} =G13,0= G13,{1,2}c
-
[
9 11 0
] {
;;1.y =H 4=H c
y = 20'0,20' , J J 12,2 12,{1,3}
;:;
-,
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wheretheindices("labels")arematchingin theappropriateway:xhaspositivecoordi-
nates1,2andyEK1 nK2; analogouslyY1> 0,Y3> 0while:XEL1nL3'
;;
e4
HU2}, (2}
e3
HU2}.(23}
t
(io.o.-M>.o)
e1 e2
,..
Fig.l
;;
L4 L3 L1 L2
I I I I
X
e1 i i i e2
(,f)(!'!) (l,!)
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ThemodifiedLH-algorithmisexplainedindetailin SEC.l, CH.l ofROSENMÜLLER
[9], seealsoROSENMÜLLER[8] for then-persongameversion(WILSON[12]
describesthe "multilinear"n-personversionof the "original"LH-algorithm).We
wouldliketoassurnethereaderisslightlyfamiliarwiththepresentationin [9].
Forourpresentpurposewe~halldescribethemodifiedLH-algorithmwiththeaidof
Example1.1asfolIows:Usee1todenotethei'thunitvector.
Thealgorithmstartswithavertex,say
{e4}= H{2},{I 23}~Y
in Y. As e4EK2' wemovetosimplexX andchoose
2
{e}=G{2},{I}
asthefirstvertexin X. Now,e2EL2meansthat,in Y, weshouldadmitforpositive
2ndcoordinates,Le.move"towards"e2EY. Thatis,wedeleteindex2fromthelabels
describing{e4}EY, thusmovingalongtheedge
H{2},{1,3}.
Theendpointofwhichis
1 1 2
y =(0,3'0,3)
definingavertex
{yl}=H{1,2,3},{1,3}
Herethenewlablei =1appeared,thusinX, weleave2alongtheedge
G{2},0
.. t 1 (
1 3
) harnvmga x = 4'4"w ere
{xl}=G{1,2},0.
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Hencethenextedgein Y is H{1,2},{3}whichleadstoy2=(1,0,0,I), Wehave
2
{y }= H{1,2},{2,3}.
2 3 2 2
ThenextstepsarealongtheedgeG{I},0towardsx = (5'5);{x} = G{13},0and
311 3
alongH{1,2},{2}towardsy =(210,2'0).Now{y}=H{1,2},{2,4}andalllabels
matchin therequiredmanneraswehaveexplainedabove.Thuswehavereachedthe
equilibriumpoint.
Themainpurposeofthispaperis todevelopthecomputationalprocedurethataccom-
paniesthegeometricalpicturewehavejuststudied.To thisendweshallexplainwhat
kindof "movementalonganedge"weshouldadoptfortherigorousmathematicalre-
presentation.I otherwordsweshalldefinethe"canonicalparametrization"ofedges
depending,however,onwhatkindofmovementalonganedgewehavein mind.For,
(speakingin Y) accordingto whetherweleavea polyhedronKi (Le.deletea label
i EHT U) orwhetherweleavea subfaceofY (Le.deleteanindexjE HT U) thereare, ,
twowaysofdepartingfroma vertexin ordertomovealonganedge.Similarly,there
aretwowaysofarrivingatavertexafterhavingtrave1ledalonganedge.Thisyieldsfor
differenttypesofa journeyandthe"canonicalparametrization"ofthisjourneyalong
anedgemustbechosenaccordingly.Theappropriatechoiceis thenreflectedbythe
"appropriate"definitionofthetwotableauscorrespondingtoa pairofedges,eachone
locatedinasimplexX orY respective1y.
Thedevelopmentofourpresentationis intendedasfolIows.In Section1wewillagain
mentionthefourwaysof travellingalonganedge(thedetailediscussionhasbeen
performedalreadyin [8]). Weshallthenextensivelydiscussthecasewhichis most
typicalfor themodifiedLH-algorithm.Theotherthreecaseswill notbetreatedin
detail.Hence,Seetion2 is devotedto developingthe"canonicalparametrization"for
"casela" andforexplainingtheintroductorydataof thetableaucorrespondingto a
vertex.In Section3wedefinethetableau(actuallya pairof tableaus)andintroduce
theweilknownrectangleprocedure(which- thoughin structuresemblingtheone
usedin linearprogrammingprocedures- is quitedifferentin itsdetailedappearance).
Wethenprovethatthereetanglerule,appliedtothetableaus,accompaniesthejourney
betweentwoedges;againtheproofis beingpresentedin detailforjustoneparticular
-9-
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casewhiletheothercasesarebeingtreatedsuperficially.Section4 is thenintendedto
collecthepieces:wepresenta detailedinstructionforusingthealgorithm.Thatis,
giventhematricesA andB, it is explainedhowto setup theinitialtableausand
performthenecessarystepsin ordertoreachafinaltableau.Thiseventuallyyieldsa
pairofvectorsconstitutinganequilibriumpointofthegamer= (X,Y, A, B). Finally,
in Section5,forthesakeofcompleteness,weadda computerprogramthatactually
performsthenecessarycomputations.Theprogramhasbeenwrittenin APL andwas
runningon theIBM 6150RT computer(IBM 6150is a trademarkof International
BusinessMachinesCooperations).However,it canbeimplementedonanypersonal
computerndowedwithAPL.
Letusfinishthissectionbyintroducingthenecessarynotationalconventions.
ThematricesA andBarefixedthroughoutourpresentation.I ordertoavoidindices
(coordinates)m+1,n+1,weput
1={l,...,m,o}=IU {o}
J ={l,...,n,*}=J U{*}
andsimilarlyforT ~I, U ~J
T = TU {o},U = U U{*}.
Next,vectorsxeIRmarealsorepeatedasfunctionsx : I ~ IR,thuswedenotetherestric-
tion of x onto T ~I by xT' this is of courseto be identifiedwith thevector
xT =(xi)iETEIRT.For conveniencewewrite
x-T :=x c = xI-TT
I
suchthatforz =(xl'...,xm'>')EIR wehavee.g.
Z-T:I-T~IR
Z-T =(xi)itT.
Frequentlysingletons{i}~land theirelementsareidentified,thus
xi =x{i} andx-i =x-{i} =(xl'...,xi-1,xi+1,...,xm)
forx EIRm.In thiscontext,"+" is usedfor "U"in caseofa disjointunion,e.g.,
~
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T +i =TU {i}(fori tT ~I)
T +o-iO =(TU {o})-{iO}(foriOET ~I)
etc.
Thedisjointunionof subsetsof I, say,is accompaniedbytheformationofa "direet
sum"offunctions(vectors)definedonthesesubsets.
E.g.,if T', T" ~I, T' nT" =0,andz' : T' --tIR,z" : T" --tIR,thenz =z' IBz" denotes
thefunctiononT =T' +TU(=T' UT")definedby
z : T' +T" --tIR
zi=zi (i eT'), zi=zj (i eT")
or(lesspreciseinnotation)thevector
z =(z',z").
An analogousnotationis employedfor matrices.E.g.,matrixA canbeseenasa
mappingA : I I( J --tIR andforT ~I, U~J wedenotebyA~therestrictionT I( U-
whichisrepresentedbythematrix
WewriteAT :=A~i however,thei'-th rowofAis Ai. andthej'-th columnis A,j'
thus
J JA. =A
{
.
}
=A.
l' 1 1
butAi is avoided.
U
AU =
T (:::::::+=+::)T
SiIriilarly
U
-u
T F==f:::HAT
=
-11-
Nextlete=(1,...,1)(usedforeEIRmand e EIRn).Write
0(=
-1
A :-1
1. ..10
and
1
23= B .1
-1. .. -1 0
Thus,Ol: I x J -f IRandif iOET ~I ~landU ~J ~J, thenit isseenthat
U. = J-U. =orU c .
ocr-IO Ol.f+C-IO -( T +10)
is representedby
u .
-I
- - -- :.!-I
T 10
- - --
-I
- - --
- - --
- - --
10,.:..-4
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" SECTION2
TheCanonicalParametrization
LetusfocusourinterestonthemotionwhichthemodifiedLH-algorithmperformsin
Y. Basically,thereare4 typesof "transitions"thatoccurwhenalgorithmicprocedure
leavesa vertex,movesalonganedgeandreachesthenextvertex- geometrically
speaking.ThesefourtransitionscanbeclassifiedaccordingtowhetherasubfaceofY is
beingleft(reached)orapolyhedronKi isbeingleft(reached)upondeparture(arrival).
Again,thedetailsareexplainedin [9], Ch.l,SEC.l,hence,forourpresentpurposewe
illustratethefourtypesoftransitionsforthecasethatA andBare 3 x 3 matricesby
Figure2.
Here,HT U ={y}~Y denotesthe"departure"vertexwhilethe"arrival"vertexvaries,
accordingly,e.g.,incasela) wehaveHi' U ={y}=HT-' +i U' etc., 'l0 l'
Letusfirststartoutwithanextensivediscussionfcasela).Weshalldefinea certain
versionofaparametrizationoftheedgeHT-' U joiningyandy,calledthe"canonical". 'l0'
one.This will suggest(at leastpartially)theformof thecorresponding"tableau"and
thewaythetableauchangeswhenthealgorithmswitchesfromytoy.
Tothisend,letusnowfixanextremepointorvertex
Y 2HT U ={Y},
suchthatITI ~2andITI + IUI =nj put
X:=Ai. y (iET)
anddefine,forsomefixediOET
LT Uj := {J.L= (-y,v)EIR-U x IR I ar;rUj J.L=O}.0 0
Thenwehave
,..
Lemma2.1:
1. LTU, is alinearsubspaceof IR-Ux IRwith dimension1.-10
OCU J.Lf 0 for all J.L= ('Y,v)eLTUi with'Yf O.10' ~O
2.
I
1a)
T,U ~ T - io +i. ' U
2 a)
Yj ={y E Y IYj =0)0 0
I
T, U ~ T +i. , U - jo
-13-
1b)
~ YJ. = {y E Y IYj. = O}
eh
T,U ~ T -io , U + J.
e J. ejo
2b}
eJo
T, U ~ T, U - jo +J.
Fig. 2
----.
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Prool:
Followsimmediatelysincethegameis nondegenerate.
Definition2.2:
For iOET let
i i i- 0
(
- 0 - 0
)
-U
J.L ='Y ,v ELT-i 0
bedefinedbytherequirementthat
(1)
i
or.UjL0 =1
10
holdstrue.
Letusobservethatthequantitiesof generictypesJ.L= (-y,v), asconsideredsofar,can
benaturallyextendedtovectorsofIRn)(IRbyaddingzerocoordinatesforall i EU. More
precisely
-U n
LT-i m°u ~IR )( IR
0
i
is asweIla linearsubspaceofIRn)( IRwith dimension1 and jL 0m°u isadistinctive
elementofthissubspace.
Accordingly,
(y,A)+(LTUi mDU)0
i
is anaffinesubspaceof IRn)( IRwith distinctive elements (y,A) and (y,A) +(jL 0m°U),
In viewofDefinition2.2,wehaveobviously
(2)
lR.r(y,X)=[~]ERT
0.
(3)
i
I
b
Ot.r((y,A)+(jL 0m°U)) = 1 I iO0.
EIRT
b
1
-15-
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If weconsidertheprojectionofIRn)( IR onto!Rn,thenthesituationmaybeviewedby
Fig.3- assumingthatA andB have3columns.Also,Fig.3representsthecaseinwhich
yhaspositivecoordinates- henceU =0.
-u
y + ProjlRn LT-i~'
SimplexY
Direction of
parametrisation
(Le., increasinge)
1
., ~..
\
K"
10
e1 \ I "e2
positive :'OrthantI
'. I - U
Origin ':'>\ " .,. - - . " - . . - . . . .' Proj n L -
. . - . . . . - . . . -' . . . . . .a. IR T 10
ylo =ProjlRn V.10
HT,U
(with U =~
henceno.. Ei)
necessary)
0u notation"
Fig.3
,.
'---
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Definition2.3:
Thecanonicalparametrizationof(y,X)+ (LTUi 61°U) is themapping0
1
()~ (y,A)- ()(p,061°U)
(4)
nIR-+IRxlR.
Wewrite(y(),).(}):= (y,X)- ()(p,1061°U) for ()E IR.(Actually, an additionalindexiO
wouldbe appropriatebut will beomittedfor thesakeof not overburdeningOUf
notation.)
Theorem2.4:
Let ()--+ (y(),).fJ)bethecanonicalparametrizationdescribedin Definition2.3.
1.
1
Thereis 1)0 >0 suchthat
2.
() iO
HT-i U ={y I 05()51)}0' .
1
()0isexplicitlycomputedby
io
i
X-A. Y io U io
)
. l' . C - --
1) =mm. . 1ET ,11 > A. "{
-10 -u -10 1.11-A. "{
l'
i
_.
)
y. 10
A. min -:L j EUC,;y. > 0
-10 J"{.
J
3.
i
For i ET-iO andi' ETC+ iO'0 < ()< ()0wehave
() () ()
A. y =). >A., yl' 1.
4.
io
y1) =:yis thesecondvertex(apartfromY) adjacento theedgeHT-i U.0'
-17-
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Notethatin statement2theminimizerdecidesasto whethercase1a)or caseIb) is
prevailing.I.e.,if theargminissomeil ETCand
. X-A. Y
10 11'0 = . .
1 1- 0 A-U - 0v-. 'Y
11'
thenwearedealingwithcase1a),etc.
ProofofTheorem2.4:
In viewofourpreviousconstructiontheaffineone-dimensionalsubspaceof
(y,X)+ (LTUi &ICU),0
whichis parametrizedby
O-+yO (Oe IR)
containstheedgeHT-iO'U'In particular,for0=0wehaveyO=Y EHT,U' In viewof
_iO JO _iO
thedefinitionproperty(1)of'Y =(J.L , v ) wehaveclearly
_iO _iO
A. (-y &ICU) =v +1.
10'
Also,exploringthe- signinthecanonicalrepresentation,wecomeupwith
(5)
i
A. yO=A. (y- °(10&ICU))10' 10'
iO=X- 0(A. (1 &ICU))10'
iO=X- 0(li +1)
0 0 0
=.A- 0<.A=A. yI'
whenever0>0andi eT-iO'Thisimplies
yOt K-
lO
(0) 0)
,..
-18-
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Hence,forsufficientlysmall0> 0it turnsoutthatyOEHT-iO'U andyOtHT,U'
Bya compactnessargument,statements1.,3.,and4.ofourtheoremfol1owatonce;it
remainstoshow2.
Now,clearlyyOEHT-' U forall 0thatsatisfy10'
0 0 0
(
. C
)Y ~0,Ai. Y ~A, 1ET ,
i
and00 is thesmallest0thatviolatesoneofconditions(6),Le.,thesmallest0violating
either
(6)
(7)
- iO
yj - 01j >0
i
r . .th ' Uc - 0 0lorsomeJ Wl JE, 'Y' > ,orJ
(8)
. .
1 1
Ai. (y- 0(10+°U))<X- Ovo
Le.
i U i
(
- 0 - - 0
) T A
-
0 1) - A. 'Y <1\ - . Y1 l'
i i
for somei ET-iO with V0 < AiU 1o.
Obviously,the0wearelookingforis theonegivenby2., q.e.d.
Sofarourpresentationhasjustbeendealingwiththe"departurevertex", which,in
cases1a)and1b)is obtainedbysacrificinga condition"yEK. ", Le.,byleavingK. .
10 10
Now,letusturnto the"arrival",thatis, aswewantto treatcase1a),theentrance
intosomenewK. .
11
In otherwords,letusconsiderthesituationin whichthereis i1ETCsatisfying
(9)
. X-A. Y Ol. (y,X)
10 11. 11.} =. . = .1 1 1- 0 A-U - 0 or.u 01)-. 'Y . P,
11 11
'"'
.,.
-19-
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Thismeansthatthevertexadjacentto HT-i U (apartfromY) is0'
101)
{y }=HT-' +. U.10 11'
iO
L ." 1)etuswntey :=y .
Supposenowthat,for iOET-iO+ il' wewanttoperformthesameprocedureaspre-
viously,yieldingthe"canonicalparametrization"of HT-' +. -" U . This waywe10 1110'
obtainthevector
iO -U ",
~ ELT-io+i1-IO
which,giveny,isdefinedbyarequirementanalogouslyto(1),Le.,by
U )0
oe JL =1.
10
(10)
Defineaquantity
_iO U _iO
c. :=- or. JL .
11 11
(11)
Then.itturnsoutthatthisquantitymaybeusedtoestablisha directrelationbetween
i i
/i0andjJ,0asfolIows:
Corollary2.5:
..1
Let i1 ETC satisfy(9) andsupposethat jJ,0 E LT
U,
+. -" is givenvia (10).Then10 1110
(using(11))wehave
(12)
Jo.. .. c. .
"10 -10 11 JO .. .
JL =JL -)0 JL forIO/l1c.
11-
and
-,
-20-
(13)
. i
All - 0
J1. =- l!:.;..1 .-0c.
11
-,
Proof:
i
By definitionofp,0wehave
neU _iO
[
9
]
T-i
~'T-i J1. = . EIR 0
0 ö '
hence
0 0
(14)
iO
m:;;U. . P, =
T-IO+11
0
or.U_io
i1 J1.
0
- 0
io
- ci1I +-i1
0
T-iO+i1
EIR ,
+-11
-------- -...... 0 0
~ 0
iO
-m:;;U. . L =
T-Io+l1 -10c.
11
0
I
eIRT-iO+i1
1 +-i
0 1
~
. ,0
JO i
l!:.;..satisfiesthedefiningpropertiesof jJ,1- whichproves(13).1
-c.O
11
Similarly,considernowthecaseiOfi1' Wehave
0
(15)
i
U -0-ne"..J1. -
~'T-IO+I1-IO
0
or.U_iO
il J1.
0
.~
0
0
0 T-iO+i1-iO- . elR
-10
- Ci I +-i11
0
0
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"
Next,thecanonicalparametrizationatywithrespectto iO(whichis anelementofT!)
i
yieldsthequantityp,0,whichisuniquelydefinedbytherequirementthatit satisfies
0
(16)
.
or.;:.U-10T JL = 1
0
1
. EIRT.
0 t-l0
0
Thus
0 0
(17)
U _iO-. . JL -
0lT"-iO+l1-10
0 -. ,
10 .aYp, I t-l111
0
o. I EIRT-iO+i1-io
-10
- Ci1 I t-i1
0
0 0
Multiplying(15)withtheappropriatefactorandsubtractingtheresultfrom(17),we
comeupwith
(18)
i
. cO
",-u 10 i 1
.
T .. .
VI", (
- 1 - 0 -1 +1-1
T-iO+i1-io JL - )0 JL ) =0EIR 0 1 O.c.
11
Moreover,using(16)andDefinition2.2,wefind.
-10. C. .
1 1 1,."U
(
- 0 1 - 0
)VI. JL - JL
10 -10c.
11
(19)
.
-10C. .
1 1
=1- !- (J(:Up,0
-10 10c.
11
= 1-0=1.
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-10. c. .
1 1 1
Concluding,werealizethat(18)and(19)showTi 0- -1-Ti 0tosatisfytheconditions
-10c.
11
i
definingjJ,0uniquely;thisindeedverifies(12), q.e.d.
Corollary2.6:
For i1ETClet
(20) a :=- O{. (y,X)=- Al' Y +A.11 11' l'
Then,forj1 EUC
(21)
a .
1 1
A - 1-0
y. =y. 1.
h h -10 hc.
11
and
(22)
a .
11 -10A=A l/
1 .-0c.
11
Proof:
Indeed,since
i i i c i- 0 ",...U- 0 - 0 Au - 0c. =- Vl. J.L = l/ - . 1 ,
11 11 11
wecanuse(9)and(4)in ordertoobtain
. . a.
- 10-10 - 11 -10
Y =y- -n ("( 0°U) =Y- _iO ("( $ °U).c.
11
Letuspauseforsomereflection.
ThedevelopmentaspresentedsofardescribesthetransitionfromthevertexY tothe
I adjacentvertexy(assumingweconsidercase1a,thatis (T, U) --I (T-iO+il'U)).For-
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mulae(12)and(13),withsomegoodwill,maybeinterpretedasananaloguetothewell
known"rectanglerule"of linearprogramming.
Indeed,in orderto eomputeybymeansofyweneedeertainquantities1:, c:, e..
Moreover,in ordertoeomputethenextadjaeentvertex,wehavetostartwithyand
usetheeorrespondingquantities,ayf, c:, ande.. Henee,wehavetofindaeomputa-
tionalruleforthetransitionofthesequantities.To thisend,wefoeusoneorollary2.5
whiehindeedpresentsaversionofthereetangleruleforatransformationfJi to it. This
transformationin turndependsonthequantitiese:asindicatedbytheresultofCorol-
lary2.5.Thismeansthatwehavetoestablishthereetangleruleforthequantitiesc
ande aswen.It soomsadvisabletoeombineallneeessaryquantitiesin whatis usually
ealledthe"tableau"assignedto thevertexy.This tableaushouldat leastcontainquan-
tities y,1,c,e.
Thereis, however,a furtherobstacle:Sofarwehaveonlydiseussedease(la). Thereare
fourothereaseswhicheoneeivablywouldyieldadditionalquantitiesto berepresented
in our tableauto beeonstrueted.At this instant,therefore,wepreferto presenthe
tableauwithoutfurthermotivation.Rather,the quantitiesthat will appearshallbe
justifiedby furthereomputationandtransformationalrgumentsfollowingin thenext
sections.
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SECTION 3
TheTableau
ThepeculiarpatternoftheLH-algorithmaspresentedin SECTION1asksforaslight-
ly morecomplicatedversionofthetableauattachedtoacertainvertex{Y} =HT,U'It
shouldbenotedthatwestillarediscussingthesituationinY only.Thereisobviouslya
similartableauattachedtoanyvertexinthecorrespondingsimplexX.
Thetableautobepresentedbelow,contains6differentregions,fourofthemcorrespon-
dingtothedefiningsubsetsT andU andtheircomplementsre pectively.Accordingto
whatkindoftransition(correspondingtothecases1a)to2b))is necessary,the"rect-
anglerule"willswitchthecoefficientsdependingonthepositionsin thevariousregions
ofthetableau.Ideally,inordertocomputethetransitionformula(thatistoverifythe
"rectanglerule"),wewouldhavetoconsiderthebehaviorofeachofthecoefficientsin
the6regionsdependingonfourpossiblecasesoftransition;thatis,wewouldhaveto
perform24computationalprocedures.To proceedwiththistaskexplicitlywouldput
somestrainonthereaderandis notactuallynecessaryin allinstances.Wewillhence
concentrateonafewdominantcomputationalproceduresandleavetheremainingones
tothereader.
Definition3.1:
LetHT U ={Y} ~Y beavertexin Y. The tableaucorrespondingtoyis themapping,
T-: (TcUUc)x(T UUU{*})~ IR
Y
defineäby Tis,r) =Tsr (sETC x UC, r ET x U x {*})whereT is them x(n+lk
matrix
T u {.}
10 jo .
11
TC
UC
h
I I
I I
I I
- -e-10- - - - (fJo - - - - - - -r-- - - - - - - - - - -Cl
,11
1
I 1
I I
I I
I I
I I
I I
_10- - - - sJo- - - - - - - --YjI- - - - - - - - - - - - Yh h
I I
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Theentriesofthematrixaredefinedasfollows.
Thelastcolumncontains
(2) f:)=- Ol-T(y,A)= A-T Y + Xe-T
(seeCorollary2.6)andthevectory-U (Le.thepositivecoordinatesofy). Next,1:is
i i i
obtainedviap,0=(10,ii0)EIRJ-U(ioET) andtherequirementthat
(cf.Lemma2.1andDefinition2.2).
Similarly,c: is obtainedbyinspecting(11)in SEC.2,thatis
(4)
i i
cO=- OC~P,0EIRI-T
Finally,thequantitiesa: and0:havenotbeenmotivatedasyet,theformaldefinitionis
givenasfollows. .
jo J-U jo jo jo J-U
ForjoEU vectors~ EIR andp =(~ , 0' ) EIR aredefinedbytherequire-
menthat
(5)
jo .fTL =ar;;..U ...JO-T T P
holdstrue.By non-degeneracy,-Jo is indeedwell defined(thisis in fact thenormal
paradigmofchangingthebasein theL.P.-case).Accordingly,wedefineforjo EU, the
...JO I-T
vectorer EIR by
(6) ;0 =A=~-OC~-Jo .
0
i iO
(3) ar;;..U- 0 1T J.t = =eT
0
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Remark3.2:
ThereisnoharminvisualizingT- byi - however,withrespecttoamatrixtheorde1'-y
ingof rowsandcolumnssometimesis important- thus,in a rigorousrepresentation,
T- is actuallyanequivalenceclassofmatrices- tobeobtainedbypermutingrowsandy
columnsofi (includingtheIIrowandcolumnindices").
Giventhedefinitionof IIthetableau"forHT U ={y},letusturntotherectanglerule,,
whichis amappingoftransformingeneraltableaus.
FixU ~J andT ~I.
LetT beamapping(the"(T,U)-tableau")
T : (TcUUc))( (T UU) ~ IR
andlet iOET,i1 EI-T.
Let
T :=T - iO+i1
andlett denoteamapping((T,U)-tableau)
A AC C A
T : (T UU ) )( (T UU) ~ IR .
TheIIrectanglerille"(for(iO'i1))is a mappingthatsends(T,U)-tableausinto(T,U)-
tableaus,ay
St . : {T}~ {T}
10,11
asindicatedbythefamiliarfigure
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T U *
iO
TC
I I
i
1
- - ...J..J-
1 - - ß...1
I .-, I
==~==
1
UC
.
I I I :
'11 ~ 6
I .
I ,
T U *
ACT
iO
i1
, I
I I
- -'-1' - _1-- -/F - _1-- -
I al a
- -:- ~- -1-- -;- - -.- - -
1 f
I I
I
.
l.1' 6- fb., al a
I I
I
.9t. 1=1'
10,11
UC
Gf course,applicationof thiskindof rectanglerulewill correspondto a transferin case
la)
HT,U-I HT-io+il'U =Hi',U
If wehavetodealwithatransfer
H -IH. .=H..
T,U T-I0,U+h T,U
(correspondingtocase1b)),thenthereis acorresponding.9t'. Here,.9t . 1 =1 is
Io'h IOdl
amappingasindicatedvia
-,
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T
iO
u *
UC j1
I I
, I
'1 ""'
1
"""'''6
I I '
, I :
I , ', r
, I
- - 'a" - ..I..- - 7:J- -+-~-- t!._-
, I
I ,
TC
T
UJ\,"
J1 U
, *
, ,
, I (.lN
'_11.. . , , , . . . .6- t!..l.
lai' a
I I :
1 I :
~I: ~ 1..--
lai a
- - - - - - - ; -:- - - - - - - T - .
'cT
TC
.cU 10
Theorderingofrowsandcolumnsi ,ofcourse,arbitrary- whichis whya "tableau"
perhapsi betterthoughtofasa "mapping",Thefactthatwehavefourkindsoftran-
sitions- andhencefourkindof tableaus- mustbetakencareof extensivelywhile
implementingthealgorithm.
Theorem3.3:
LetH'TU ={y}~Y beavertexinY andletiOET, I T I ~2.Suppose,yisthevertex,
adjacento HT-' U otherthanyandassumethat{y}=HT-' +' U' Thenthecorre-10' 10 11'
spondingtableausatisfy
(7) T ~ =~ . T-
Y 1011Y
Proof:
Wehavetocomputethetransitionfor6typesofentriesin T~andT-,
Y Y
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>. Letusfirstconcentrateon"theblockUCx T" ofT-, thetransitionsshouldbey
1 ~..
'Y-+- a: J.orJl' 10
Ii -+ Ii - fb.a: forjl' i0fiO
TheentriesofT- are
y
-10
'Y=JLj1
Joa:=c.
11
~
1
ß=c.O
11
_iO
Ii=JLj1
Thus,therectanglerulerequires
1_-1-
Ci - -10c.
11
-10c.
1l=2
a: -10C.
11
-10
JL.h1- --,-
- a:- -10c.
11
~
-10
~ . C.
-10 -10 11
Ii- fb.=JL. - JL. -.-
a: J1 h-10c.
11
Asforrowjl' consultCoroIlary2.5.Clearly,(13)in SEC.2teIlsusthat- ~is indeed
the(jl'i1)entryofTy while(12),SEC.2indicatesthatIi - ~is the(jl'i) entryofTy
(in "theblockUCx U").
Theremainingcomputations,thoughsometimestedious,area mereformalism.By
virtueofourconsiderationsnSEC.2weknowthatthetableauentriesofT- determine
y
y.Now,astheentriesof someT. aredefinedformaIlyby(1)...(6),wejusthaveto
verifytherectangleruleviathedefinitions(1)...(6).
L____-
-"
:c
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Tothisend,fix i0ET,i 1ETC.Also,denotetheentriesof Tywitha A,e.g.,[1"p,...etc.
thesamenotationhasbeenemployedin SEC.2.
Firstofall,letustaketheblockUC)(U, Le.,considerp = (0,u).
jo ~
As P (forjoEU =U) isdefinedvia
rrG:U)0 j 0
~-T p =alt(8)
wecompute
jo. d. .
1 1 1
ort
u
(
.-PO 1 - 0
)P - -.- J1,
-10c.
11
thecoordinatesi El' of(9)aregivenby
(9)
U
1 a.. - ",Uj
o
or:.-PO I1JO
VI. P
1 P + 11
.
or:U -10
11 J1,
",U -10
VIi J1,
~ ai. - m:UJo
ali + 1JO 11P.
or:U -10
11 J1,
. 0 fori f i1
=
or.Ujo +
11p
a. . - or:Ujo
I1JO i P1
or.U_i 0
i1 J1,
fori =i1or.
u _iO
. J1,
11
- Ol~O1
thatis, thecoordinatesarethoseof therighthandsideof (8).Thus,thetermin paren-
thesisof (9)mustbethelefthandsideof (8)- this takescareof theo:-entriesin the
blockUC)( U.
'" u ,,' ' I',','';;~, ",' ';', ,'", I" ,f :!~" ,I';:,I,'~' ,i,,',",:~\,"";,,, "'""'1,'"':'ii., "',. '""I,' 'I), ";r,,,,,,,"'\~;"",',.,,,,"','(li"', '" .'i"li,jj';i'i'\Ii"~"I";''',;ll,..!IiilJii,',,; ;",1>";':' ;,",,'d'i ,,,' .I't Lj,!!..:Ji.i.
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Next,they.-entries,i.e. theblockUC IC{*},areobviouslytakencareof by Corollary
2.6,i.e.,byformula(20)ofSEC.2.
Weproceedwith thec:-entriesin theTC IC T block,usingthefactthattherectangle
rulehasalreadybeenestablishedforp,vs.{L.Hence,usingthedefinitiQnasprovidedin
(4),weproceedasfollows:First,fora1li 0#i1 :
)0-c. -
11
(10)
Similarly,for i 0=i1
Ai1c. =
11
.
- {}(:"U{LI 0
11
by(4)
-
.
1. c.o.
1 1 1", U (
- 0 1- 0
)- V{. J.I, - -.- J.I,
11 -10c.
11
(byCorollary2.5,i.e.,by(12),SEC.2)
-i. C.O.
-10 11-10c. - -.- c.
11 -10 11c.
11
for i 1 #iO (by(4))
-
ic.O
11
1Qc.
11
for i 1=iO (by(3))
-"""'UAi1V{. J.I,
11
-
i
U -0
- {}(:"(-~)
11 -10c.
11
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(11)
-i Oc.
11- -.--
-10c.
11
fori 1f iO by(4)
-
1-.--
-10c.
11
for i 1=iO by(3)
Obviously,(10)and(11)establisht erectanglerillefortheTC)( T block.As for thed:
inblockTC)( Ujwehaveby(6)
A
~JOd. -
1 -1
~
A (lJO
aA. - m::U(p_JO i 1JO
J011 1 -~J.t
)
1 -10c.
11
(12)
i A
A c.O (lJO
'TJ 0 11
i
u. - 1
11 _iOc.
11
fori1f iO
-
A
(I~O
11
_iOc.
11
for i 1=iO
using(6),(4),(3),and(5).
Finally,thee.in blocksTC )( {*}aretransformedbyusing(2),thus,for i 1f iO:
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e. =-0{. (y,~)
11 11'
(13)
e. .
1 1
=B. +{}(:"U-l ji 0
11 1l' -10e.
11
(byCorollary2.6)
e. )01 e.
=B. - 1 11
11 T-0e.
11
(by(4))
andfor i 1=iO:
e. =- O{. (y,~)
11 10'
(14)
e.1 .
=- Ol. (y- X) + 11'1rU-101" -.- Vl. JL0 -10 10.e.
\"-v---'" 11
0 (byCorollary2.6)
e.
10
=}-0c.
11
(by(3)) q.e.d.
Thefurtherdevelopmentis ratherstraightforward.Therearefourkindsofpossible
transitionsHT U -I Hi' Ü whenpassingfromonevertexto anadjaeentoneviasome, ,
edge..To eachof thesetransitions,therecorrespondsa reetanglerule- wehaveexplicit-
ly indieatedtwoofthem.Nowwehave
Theorem3.4:
Let HT U ={y}andHi' Ü = {y}be adjacentvertices.Suppose,T- is the tableau" y
correspondingtoy.ThenTA is obtainedby thereetanglerule(Le.,theonecorrespon-y
dingtoHT U-I Hi' Ü),, ,
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Proof:
Weshoulddiscussbrieflyall fourcases1a)- 2b).Now,1a)hasalreadybeendealtwith.
As for 1b)wereturnto thepresentationexhibitedin 2.4and2.5;herewehaveto re-
placeformula(9)in SEC.2by
(15)
-
iO yj~ - 1
- _iO
f'
h
thusassumingthatatransition
HT U -I HT ' U ., -10'+h
10
takesplace.Againwecomputey=y~ .
In doingso,werealizethatthequantitiesof thetableauT- aresufficientin ordertoy
performallnecessarycomputations.Hence,it sufficestoagainchecktherectanglerule
(9t " thatis)forcase1b).Thisamountstojogglingaroundthequantitiesspecified
10,J1
byformulae(2)- (6).Asthedetailsaretobeperceivedbywalkingthewayparallelto
theonethatledto thetreatmentof1a),weshallnotoffera furtherdiscussion.
Astocases2),weabbreviatehediscussion- in principlewehaveto introduceanother
canonicalparametrization.Considerthevertex
{y}=HT U,
andletX=Ai. Y (iET).Pickjo EUj it followsfromnondegeneracythat
(16)
j O-U -(U-jO) -(U-jO)
LT ={P=(O,u)EIR xlRlOlT (o,u)=O}
is alinearsubspaceof IR-Ux IRof dimension1.
Againin viewofnondegeneracyit is dearthatequation(16),Le.
Olj0 =oc:Ujo
T T P_jo
:;
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definesthevector";0 uniquelyandthemapping
(17)
0---< \y,J)- 0do$ °U-jo)
IR-+ IRn)( IR
definesthecanonicalparametrizationoftheaffinesubspace
jo-U
(y,X) +(LT (9°U-jo)'
Ofcourse,theprojection
0---< l =y- 0clo $ °U-jo)
alsoparametrizesan affinesubspaceof IRn;thislatteronecontainsHT U-' (and, JO
HT U).Thus,theanalogueofTheorem2.4isgivenby:,
(18) Thereisio >0suchthat
() jo
HT U-J' ={y I 0~0~() },, 0
io isexplicitlycomputedby(19)
-
X- Ai. Y
~o= minJ jo -U ';0{J -A .
1.
i ETC ~O> A~U~o, l'
-
/\ min
{
2- jE UC,~o>O
}10 J
J
Fromthisvantagepointthereadernowviewsthescenethathassoextensivelybeen
discribedin case1.Wewillleavehimtheretohisownefforts- if necessary.
q.e.d.
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As to thissection,ourfinaltaskis toshortlyconsidertheinitialtableau.This turnsout
tobeofa niceandsimpleshape.
Theorem3.5:
. - h
( ) YLethEJ andy =e = 0,...,0,1,0,...,0E_.
SupposeiOEI issuchthat
a. . =maxa.. .
loh i EI lh
Then{eh}=HT U withT ={iO}andU =J - {j1}is a vertexin Y andthecorre-,
spondingtableauis givenbyT j whichis indicatedbythefollowingmatrix
e 1
T
i 0
U
J *
(20)
C 1T
UC j1
Here
(21) e=a. . - a.. (iETC)
1 loh lh
and
(22) (Ij=a..- a.. +a. . - a. . (iETC,jEU)
1 lJ lh loh lOJ
Proof:
j1
Clearly,{e }=HT U isavertex.Notethat,
'X=a. .
loh
holdstrue.All wehavetodoisverifyingtheentriesofthematrixusingformulae(2)-
(6).
1 .-
- 1 ... .. .. . ... .. .. . ... .. .. .irJ... .... e. .} 1.
.
- 1 .
:
0 1......... ..... ....... 1....1 1
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In viewof(2)wehave
he.='X- A. e =a.. - a..
1 l' Joh IJl
whichshows(21).Next,exploit(5)in ordertoobtain
=(1,a. . - a. .)
loh 10J
Thefirstcoordinateofpj is ö~ ,whichequals1.h
Next,(6)leadsto
(lj1 =aij- aqUpj
=a..- (a.., -1)(1,a. . - a. .)
IJ IJl loJl loJ
andthus(22).
Theremainingcomputations,easyastheyare,will notbecarriedoutexplicitly.
q.e.d.
-J
=(ocrUr1t4p
-1
=[ail -:] [ai]
=[-: 1] [a""]aioj1 lJ
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SECTION4
ImplementingtheMgorithm
Supposethat,startingoutfromsomevertex{y}=HT,U' wehave"leftKiO" (iOET),
henceatransitiontakesplacesalongtheedgeHT-' U andcase1a)or 1b) will prevail.10'
FromTheorem4 of SEC.2andthefollowingpresen~ationweknow,thatthisdepends
1
essentiallyontheminimizingargumentthatyields-00in 2.4.2.Clearly,thequantities
competingfor thisminimizerarebasicallyavailablein thetableauT- . For,in solvingy
thedefinitionpresentedbyforrnulae(2)and(4)ofSEC.4into2.4.2it turnsoutthatwe
havetolookfortherninimizerthatyieldstheexpression
{
e. i
}
A
{
y. i
}
rnin ~ I iETc, <;.0>0 rnin:.J-1 jEUC,1.0>0
-10 1 -10 J
C. 1.1 J
Verbally,thismeansthatwetakethequotientsof colurnn* andcolurnniOof Ty"co-
ordinatewise"andlookfor therninirnizingrow.Accordingto whetherthisyieldssorne
i1 ETCor sornej1 EUC,weendupwith1a)or 1b)respectively.Notethatthequotient
rninirnizingrowis uniquebynon-degeneracy.
It is nothardtoprovethegeneralizationofthis.
Theorem4.1:
Let{y}=HT,Ubea vertexin Y withtableauTy' DenotethelastcolurnnofTy by
T.* (=(e,y-U))' LetHT' U' beanadjacentedge(soT' =T-p, orU' =U-p)andlet,
T bethep'thcolurnnof T-. Next,letubearowofT- (Le.u ETC or u EUc) such'p y y
that
(1)
Tu*
{
T ,*
I }
-= rnin ~ T, fO,u'E{rowsofT-}
Tup Tu'pup y
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Thenthefollowingholdstrue:
1.
2.
3.
Proof:
Obvious.
q is uniquelydetermined
{y}= Hrrü withT=T'+q,
orÜ =u'+q (chosenappropriately)is thevertexotherthanythatis
adjacenttoHT'U,.,
TA=.9t Tyy qp
Finally,wehaveto ponderabouttheterminatingcondition.To thisend,considerthe
versionof theLH-AIgorithmdiscussedin [9], CH.l, SEC.l, Theorem1.14,whichis
basedontheset
Q'/={xEXn I xi >0 YEKi (i EI)
yj> 0 xELj (j EJ-n)}
Geometrically,thismeansthatthestartingvertexinY isenandthatthefirstHT U is,
someH. J . Now,obviouslythe processterminatesonceeithern is addedto the10'-n
indicesin U asto constituteHT U withnEU or n is removedfromR suchthatGR V, ,
satisfiesntR.
In anycase,thealgorithmterminatesonceindexn appearsafreshthefirsttime.If we
completetherectanglerule,thentheequilibriumcoordinatescanbesimplyreadfrom
thetableauastheyarelistedin thelastrow-.Concluding,theimplementingprocedure
forthemodifiedLH-algorithmisdescribedasfollows:
GivenMatricesA andB, performthefollowingsteps
STEP INITIALIZE:
1.
2.
(2)
-
ChoosenOEJ arbitrarily.
ChooseiOEI suchthat
a. =maxa. .
lono i 1110
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3. ChooseiOEJ suchthat
b. . =maxb. '.
10JO 10J
(3)
i j
If jo = nO'thenSTOP. (e0,e0)is a (pure)equilibriumpoint.Otherwise,setup
STEPINITIAL TABLEAUS
Theinitialtableauarising{rommatrixA isuniquelydescribedbyformulae(20),(22),
(23).
n
ThisdefinesT- withY =e O.Y
Theinitialt~bleauarisingfrommatrixB isobtainedbyexchangingBT andA, J andI,
nandmetc.Thatis,wehave
I-i0
jo j 0
(4) J-jo
10
Here
(5)
- T TB. =b.. - b..
J J 010 J 10
=b. . - b. .
1OJo 1oJ
and
(6)
-i T T bT TQ.=b..-b.. + .. -b..
J Jl JI0 JOI0 JOl
=b.. - b. . + b. . - b..
1J 10J 10JO IJO
Havingthusestablishedtheinitialtableaus,CONTINUE withthealgorithm.
~
- 1
1 -1 B.- ............... .... ...Q .'" . . ...
J . J
1 .-
0 1..... . ... . . .... ... ..1.... .1 1
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STEP CONTINUE
Havingobtainedtheinformationjo fromtheB-tableau,determinei1 (orj1)asto be
theminimizerof the(welldefined)quotientsof column* andcolumnjo in theA
tableau,Le.,
. Ta'* T(J'*nun- =-
(J', Ta'jo T(J'jo
Traditionally,(J'is calledthe "pivot". Apply the rectanglerule, say .9t.. to the
JOl1
A-tableau.CONTINUE withtheB-side.
Generally,theinformationcontainedin anindexp ("thepivot")fromthepreviousside
determinesa columnin thetableauof thepresentside.The minimizera of the
quotientsofthelastcolumnandcolumnp is thenextpivot.It determinestherectangle
rule.9t tobeappliedtothepresenttableau.Also,thepivota is theinformationtobepa
usedatthenextstepwiththetableauoftheotherside.
Asfarasthepivotsatisfiesa f nOEJ, CONTINUEwiththisstep;otherwisemoveto
TERMINATE.
STEP TERMINATE
U thepivotsatisfiesa =noEJ, thealgorithmSTOPS(afterthelast .9tpnohasbeen
performed).
TheA-tableauasdepictedin (1)ofSEC.3containsthepositivecoordinatesj EUCofY,
Le., thevectory-U =YUcin "theblockUC x {*}".Correspondingly,theB tableau
containsomex c in thecorrespondingblock.Augmentingthesequantitiesby anV
appropriatestringofzero'syieldsanequilibriumpoint(x,Y).
ProgramLH :
Choose
Vertex
Strategies
Inittab
Switch TABl
Switch TAB2
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START
Determlne lnltla
Strategy Y using
NO, X as best reply
to Y and ! as best
reply to X. This
yields IO,JO.
Y
Get X,Y
END
ComputeX,Y
STOP
Construc
Initial Tableaus
TABl TAB2
N
SubprogramInittab :
START
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y
-~I
[
SEC 3,(20)
]
cf. SEC 4,(4) I A-MAT.j-11 0
........
N
R={IO};V={M+1,..,M+N}\{M+JO}
computeRC and VC
ROW=RcUVc; COL=RUV
1
0 COL0
]TAB = ~ TAB
RETURN
TAB
STOP
y
T={IO+N};U={l,...,N}\{JO}
computeTC and UC
ROW=TcUUc; COL=TUU
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SubprogramSwitchtab:
The Subprogramis divided into twosubprograms:
1. tor given column(COL)computethe rowtor the pivot element.
2. changethe Tableau.
START
Next row:
Find pivot element
and its index in T
N
Rectangle:
substitute in T: ,
1 - Il - 1lt' =- . P =l!. 1 =-a ' a' a
"5= fj - Pra
TABI+1,1 H TAB1,COL+1
STOP
~
Comment:T is the tableau
without 1. rowand
1. column
Comment: Apply RectangleRule
T = [
fJ
~
7J
h
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~ R~A LH BjljNjCjNOjXjYjlOjLAYjJOjLAXjTABljTAB2jlOVjCOLjZBAjZEB
[1] 1~(pA)[1] A Get dimensionof A.
[2] N~(pA)[2]
[3] CHOOSEVBRTEX:A Select astart strategy for player 1 or 2.
[4] 'Select a columnfor player 2 out of 1,..., ','N
[5]' or for player 1 out of ',(~N+l),',...,' ,~I+N
[6] NO~D0 C~OA Readinputto NO.C=Omeansplayer2.
[7] ~(-NOe\N+I)/CHOOSEVBRTBXA Is input correct ?
[8] ~(NO(N)/STRATEGIBSA Is player1 selected?
[9] TRANSPOSB:A Thenchangeroles of player 1 and2,
[10] C~~A0 A~~B0 B~CA transposematricesand
[11] C~N0 N~I0 I~C A exchangeI andN.
[12] NO~NO-I0 C~lA C=lmeansplayer 1 wasselected.
[13] STRATBGIES:A NO, 10, JO are the indices of 1 in strategies
[14] X~lpO0 Y~NpOA Y ,X,X .Find 10, JO, suchthat
[15] 10~A[jNO]\LAY~r/A[jNO]A X is best reply to Y
[16] X[10]~Y[NO]~1A andXist best reply to X.
[17] JO~B[IOj]\LAX~r/B[IOj]A If JO=NO,meaningY=Xthen (X,Y)
[18] ~(JO=NO)/ENDA is an EqPwith payoff (LAX,LAY).ThenSTOP.
[19] INITTABLEAUS:A Else construct the initial tableaus for
[20] TAB1~AINITTAB10,NO,LAY,0A player 1
[21] TAB2~BINITTABJO,IO,LAX,l A andplayer 2 (1 meanstransposeB).
[22] SVITCHTAB1:A JO wasthe numberof the last usedrow.
[23] ~(N<COL~--1+TAB1[lj]\JO)/GBTXYA If there is a correspondingcolumnin TABl
[24] ROV~TABlNBXTROVCOLA then find the row index of the pivot element
[25] TAB1~(ROV,COL)RECTANGLETABl A in TABl to changeTAB1.RECTANGLEclaculates the
[26] SVITCHTAB2:A newJO (global in CHANGE)for TAB2.If there
[27] ~(I<COL~--1+TAB2[lj]\JO)/GETXYA is no correspondingcolumnto JO, an BqP
[28] ROV~TAB2NBXTROVCOLA has beenreached.
[29] TAB2~(ROV,COL)RECTANGLETAB2A If TAB2waschangedcorrectly
[30] ~SVITCHTABlA then conciderTABl again.
[31] GETXY:A Calculate strategies X andY from
[32] X~lpOA the last columnsof TABl andTAB2.
[33] X[«ZEB>N)/ZEB)-N]~«ZEB~1!TAB2[jl]»N)/1!TAB2[jl+2]
[34] Y~NpO
[35] Y[«0<ZEA)AZEA(N)/ZEA]~«0<ZEA)A(ZEA~1!TAB1[jl])(N)/1!TAB1[jN+2]
[36] END:A If player 1 wasselected, Y,X is the
[37] ~(C=O)/ANSVER0 C~X0 X~Y0 Y~CA result, else X,Y.
[38] ANSVER:'Bquilibriumpoint foundwith strategies : .,('X),' for playerl'
[39] , and ',(~Y),' for player 2'
[40] R~X,Y
~
[1]
[2]
[3]
[4]
[5]
[6]
~ ROV~TABNEXTROVCOLjTAjRjllNjl
1~(pTAB)[2] 0 ROV~O A
~(O=v/TA~DCT<l!TAB[jCOL+l])/ENDA
R~(TA/l!TAB[jl])+TA/1!TAB[jCOL+l]A
~«l/9)=IIN~l/(R>0)/R)/ENDA
ROV~(TA\R)\IINA
END:A
If no pivot elementcan be found return O.
Bleminatezeros in COLcolumn,
divide 1+1columnby COLcolumnand
find the smallest value, if it exists,
and its index.
Returnpivot row.
..,.
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~ R~IAT 1N1TTAB PARAlj1OjJOjLAIBDAjVjDELTAjGAIIA;CjDjTETAjYjROVjCOLjVjUjNjl
[1] 1O~PARAI[l] ~ JO~PARAI[2] ~ LAIBDA~PARAI[3] ~ V~PARAI[4] ~ ~(Y=0)/11
[2] R PARAI contains 10, JO, the no. 01 pos. coordinates in strategies 01 players 1 and 2,
[3] R resp, the payoII Ior this strategy Irom matrix IAT and boolean variable Y that
[4] R indicates, whether the matrix IAT has to be transposed (V=l).
[5] IATI-~IAT
[6] 11:II-(plAT)[1] ~ NI-(pIAT)[2] RIlT is an IxN matrix.
[7] VI-Ip1 ~ V[1O]I-O R Take the invers strategies toreduce the matrix.
[8] UI-Np1 ~ U[JO]I-O
[9] CI-((1-1),1)p--1 R Nowcalculate the components01 the tableau :-------
[10] D~IAT[1OjJO]+(U/VjIAT)-(~((N-1),1-1)pV/IAT[jJO])+((1-1),N-1)pU/IAT[1O;] R I
[11] TETAI-LAIBDA-V/IAT[jJO] R (c d teta) I
[12] GAlIAI-O R (gamma delta y ) I
[13] DELTA~(1,N-1)p1 R I
[14] YI-1 R I
[15] RI-(C,D,TETA),[l]GAIIA,DELTA,YAand order them to the tableau --------------------
[16] ~(V=0)/12 R Calculate the column and row vectors Ior player 1 or 2:
[17] ROY~((\(1O-1)),1O!\I),JO+1 R RC={l,..,I}\{1O} VC={JO+I}
[18] COLI-1O,I+(\(JO-1)),JOhN R R ={1O} V ={M+1,..,I+N}\{JO+I}
[19] ~.3
[20] 12:ROVI-(N+(\(1O-1)),1O!\I),JORTC={N+1,..,N+I}\{N+1O} UC={JO}
[21] COLI-(N+1O),(\(JO-1)),JO!\N R T ={N+1O} U ={l,..,N}\{JO}
[22] 13:RI-(0,COL,0),[1]ROY,R
~
[1]
[2]
[3]
[4]
[5]
[6]
[7]
[8]
[9]
[10]
[11]
[12]
[13]
~ NTABI-P1VOTRECTANGLETABjljNjROYjCOLjROjCOjP1jJ1
1~---l+(pTAB)[l] ~ N~---l+(pTAB)[2]R Get the dimension 01 the tableau
ROYI-P1VOT[l] ~ COLrP1VOT[2] A and the index 01 the pivot element.
NTABI-1 l!TAB A Tableau without row and column vector.
ROl-Ip1 ~ RO[ROY]I-O A Take all rows, exept the pivot row,
CO~Np1~ CO[COL]I-O A all columns, exept the pivot column.
NTABI-RO\CO\(NTABI-CO/ROjNTAB)-((ROjNTAB[j,COL])+.x(CO/NTAB[,ROYj]))+P1~NTAB[ROYjCOL]
NTAB[jCOL]I--1!TAB[jCOL+1]+P1 R Calculate the outer elements (see line 6),
NTAB[ROYj]1-1!TAB[ROY+1j]+P1 A the pivot column (see line 7) and pivot row.
NTAB[ROYjCOL]I-l+P1 A Replace the pivot element.
J1I-TAB[ljCOL+1] ~ JO~TAB[ROY+1j1]RTakerow and column (global JO),
NTABI-TAB[lj],[l] (1!TAB[j1]),NTABA copy old row and column vectors to new
NTAB[ROY+1j1]I-J1 R tableau and exchangerow and column.
NTAB[ljCOL+1]I-JO R JO will be used by LH.
~
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