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Abstract
The Darboux–Egoroff system of PDEs with any number n ≥ 3 of independent variables plays an essential role in
the problems of describing n-dimensional flat diagonal metrics of Egoroff type and Frobenius manifolds. We construct a
recursion operator and its inverse for symmetries of the Darboux–Egoroff system and describe some symmetries generated
by these operators.
The constructed recursion operators are not pseudodifferential, but are Ba¨cklund autotransformations for the linearized
system whose solutions correspond to symmetries of the Darboux–Egoroff system. For some other PDEs, recursion operators
of similar types were considered previously by Papachristou, Guthrie, Marvan, Poborˇil, and Sergyeyev.
In the structure of the obtained third and fifth order symmetries of the Darboux–Egoroff system, one finds the third
and fifth order flows of an (n− 1)-component vector modified KdV hierarchy.
The constructed recursion operators generate also an infinite number of nonlocal symmetries. In particular, we obtain
a simple construction of nonlocal symmetries that were studied by Buryak and Shadrin in the context of the infinitesimal
version of the Givental–van de Leur twisted loop group action on the space of semisimple Frobenius manifolds.
We obtain these results by means of rather general methods, using only the zero-curvature representation of the
considered PDEs.
Keywords : symmetries of PDEs; recursion operators; zero-curvature representations; the Darboux-Egoroff system; vector
modified KdV hierarchy; twisted loop algebras
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1 Introduction
Symmetries, recursion operators for symmetries, and parameter-dependent zero-curvature representations belong to the
main tools in the theory of integrable PDEs, but the interrelations between these structures are not fully understood.
Consider a PDE system with independent variables x1, . . . , xn and dependent variables u
1, . . . , um
F p(xi, u
j , ujxa, u
j
xaxb
, . . . ) = 0, uj = uj(x1, . . . , xn), j = 1, . . . ,m, p = 1, . . . , s. (1)
Here ujxa , u
j
xaxb
, . . . denote the partial derivatives of uj. Suppose that one has a zero-curvature representation (ZCR)
Akxl −A
l
xk
+ [Ak,Al] = 0, Ak = Ak(λ, xi, u
j , ujxa, u
j
xaxb
, . . . ), k, l = 1, . . . , n, (2)
where λ is a parameter, Ak take values in a matrix Lie algebra, and equations (2) hold as a consequence of (1).
Equations (2) are equivalent to the compatibility of the corresponding auxiliary linear system Ψxk = A
kΨ, k = 1, . . . , n.
Such a ZCR often helps to establish integrability for system (1) in the framework of the inverse scattering method.
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The present paper concerns a particular case of the following problem. If a parameter-dependent matrix-valued ZCR (2)
is given for system (1), how to construct recursion operators and symmetries for (1)?
We include in this question local and nonlocal symmetries. As is well known, nonlocal symmetries often generate
infinite-dimensional (non-abelian) Lie algebras, which reflect the algebraic structures behind the integrability properties
of the considered PDEs.
Before describing the results of the paper, we would like to recall some facts on ZCRs and recursion operators. Note
that equations (1), (2) may have any number n ≥ 2 of independent variables x1, . . . , xn. According to [32], if one has a
nontrivial ZCR (2) with n ≥ 3 then system (1) must be overdetermined in a certain sense.
In the case n = 2, for (1 + 1)-dimensional PDEs with independent variables x and t, a typical recursion operator is
a pseudodifferential operator mapping symmetries to (possibly nonlocal) symmetries, thus capable of generating infinite
series of them (see, e.g., [1, 38, 15, 39, 22, 23, 16]). Such a pseudodifferential recursion operator is usually written as a
linear combination of products of terms of the form f , Dx, D
−1
x . Here Dx is the total derivative in x, and f is a (matrix)
function on the corresponding jet bundle.
For example, recall that, for each nonnegative integer k, the (2k+1)th order flow in the KdV hierarchy can be written
as ut2k+1 = ∂
2k+1
x u + g2k+1(u, ux, . . . , ∂
2k−1
x u) for some function g2k+1. In particular, ut1 = ux and ut3 = uxxx + uux.
These flows are symmetries of the KdV equation ut = uxxx+uux, where t can be identified with t3. The classical recursion
operator D2x +
2
3u+
1
3uxD
−1
x of KdV maps the (2k + 1)th order flow to the (2k + 3)th order flow. So the whole hierarchy
can be generated by applying this operator repeatedly to ux.
For a wide class of ZCRs with n = 2, there are a variety of methods to construct a recursion operator from a ZCR as a
pseudodifferential operator of this type (see, e.g., [1, 19, 22, 42] and references therein). It seems that this approach does
not immediately extend to the case of arbitrary n. Furthermore, since pseudodifferential recursion operators are defined as
formal expressions containing D−1x , sometimes it is not clear how to apply such an operator to a given symmetry [20, 43],
because D−1x (h) is not always well defined for functions h on jet bundles.
A different method to construct recursion operators from ZCRs (2) with arbitrary n was suggested in [37, 35, 36], using
some ideas of [20]. More precisely, in [37, 35] one considered the case n = 2, and in [36] the method of [37, 35] was applied
to an overdetermined PDE with any number n ≥ 3 of independent variables.
Recursion operators obtained by the method of [37, 35, 36] are not pseudodifferential, but are Ba¨cklund autotransfor-
mations of a certain type. Namely, as is well known, for a given system (1), one can write down the linearized system,
whose solutions correspond to symmetries of (1). Then the recursion operators from [37, 35, 36] can be viewed as Ba¨cklund
autotransformations of the linearized system.
It seems that Papachristou [41] was the first to interpret some recursion operators as Ba¨cklund autotransformations of
linearized equations. This approach is widely applicable (Guthrie [20], Marvan [33]) and does not suffer from the lack of
a rigorous definition of the action of pseudodifferential operators on some types of symmetries [20, 33]. If one regards a
recursion operator as a Ba¨cklund autotransformation, then it can be applied to any symmetry, but the result may depend
on pseudopotentials in the sense of [48, 20]. Also, in this approach, the inverse of a recursion operator can be computed
effectively in many cases [20, 33, 34, 37, 35, 36].
The main idea of [37, 35, 36] is to search for a recursion operator depending on a matrix pseudopotential W defined
by the compatible equations Wxk = [A
k,W] + ∂UA
k, k = 1, . . . , n, where Ak are the matrices from a ZCR (2) and ∂U
is the evolutionary vector field corresponding to a symmetry U (see Section 3 for more details). Considered examples [34,
37, 35, 36] show that very often such a recursion operator can be found relatively easily, but it generates mainly nonlocal
symmetries. However, by inverting it, one obtains another recursion operator, which often generates hierarchies of local
symmetries.
Note that a recursion operator does not immediately give an infinite-dimensional Lie algebra of (possibly nonlocal)
symmetries. In general, in the terminology of [7, 23, 25, 33], a recursion operator produces nonlocal symmetry shadows,
which may depend on some nonlocal variables called pseudopotentials [48, 20]. In order to define the commutators of such
symmetry shadows, one needs to specify a suitable action of them on the corresponding pseudopotentials, which is not
always possible.
In some cases this is possible, and then the obtained nonlocal symmetries generate a Lie algebra, which often turns
out to be infinite-dimensional (see, e.g., [21] for the KdV equation). Note that the problem of constructing Lie algebras of
nonlocal symmetries was not considered in [37, 35, 36].
The general definitions of symmetries, symmetry shadows, and nonlocal symmetries for PDEs are recalled in Section 3
of the present paper. Also, in Section 3 we review the method of [37, 35, 36] for constructing recursion operators from
ZCRs.
Remark 1. According to [32], existence of a nontrivial matrix-valued ZCR (2) in the case n ≥ 3 imposes strong conditions
on the possible form of system (1). For example, the Kadomtsev-Petviashvili (KP) equation (ut + uxxx + 6uux)x = ±uyy
does not possess any nontrivial matrix-valued ZCRs, so the approach of [37, 35, 36] and the present paper cannot produce
any recursion operators for the KP equation.
2
In Sections 4–6, we study the above-mentioned topics for the Darboux–Egoroff (DE) system
βij = βij(x1, . . . , xn), βij = βji, i, j = 1, . . . , n, i 6= j, n ≥ 3,
∂
∂xk
βij = βikβkj , i 6= j 6= k 6= i,
n∑
s=1
∂
∂xs
βij = 0.
(3)
Equations (3) originate from a classical problem of describing flat diagonal metrics of Egoroff type [9, 13] (see also [10, 47, 49]
for a modern exposition). The DE system (3) has attracted a lot of attention in the last two decades, because, according to
the results of Dubrovin [11, 12], it plays an essential role in the classification problem for massive topological field theories
and a related theory of Frobenius manifolds, which have found remarkable applications in various areas [11, 12, 31].
Let β be the symmetric n× n matrix with the entries βij , where βii = 0. For k = 1, . . . , n, we denote by ek the n× n
matrix whose entries are zero except for one 1 occupying the kth position on the diagonal.
It is well known that system (3) possesses the following ZCR
Akxl −A
l
xk
+ [Ak,Al] = 0, Ak = λek + [β, ek], k, l = 1, . . . , n, (4)
where λ is a parameter. As usual, equations (4) imply that the auxiliary linear system
Ψxk = A
kΨ = (λek + [β, ek])Ψ, detΨ 6= 0, k = 1, . . . , n, (5)
for an n× n matrix-function Ψ is compatible.
The DE system (3) is known to be integrable by the inverse scattering, dressing, and algebro-geometric methods (see,
e.g., [10, 26, 47, 49, 12, 30, 29, 4]), but we could not find in the literature any recursion operators for it. One of the goals of
the present paper is to construct a recursion operator for (3) and to describe some symmetries generated by this operator.
More precisely, we construct two recursion operators R and R̂, which are inverse to each other in the sense of [20,
33, 34]. Note that R, R̂ differ considerably from classical pseudodifferential recursion operators of (1 + 1)-dimensional
PDEs. In accordance with the approach of [37, 35, 36], the operators R, R̂ are not pseudodifferential, but are Ba¨cklund
autotransformations for the linearized DE system, whose solutions correspond to symmetries of (3).
A Ba¨cklund autotransformation for the DE system (3) is known (see [47] and references therein). We construct the
recursion operators R, R̂ as Ba¨cklund autotransformations for the linearized DE system, which is a very different result.
To avoid confusion in the terminology, we remark that the linearized DE system (given by equations (28), (29) in Section 4)
is not related to the auxiliary linear system (5).
The constructed operators R, R̂ generate local and nonlocal symmetries for system (3). The structure of these sym-
metries is discussed below.
We obtain these results by means of rather general methods, using only the ZCR (4). (We use also the corresponding
auxiliary linear system (5), but it follows immediately from the ZCR.) Another goal of the paper is to demonstrate a
technique for obtaining such results. We expect that this technique can be applied successfully to many more PDEs
possessing parameter-dependent matrix-valued ZCRs.
The construction consists of three parts.
1. Using the method of [37, 35, 36] for constructing recursion operators from ZCRs, in Section 4 we obtain a recursion
operator R for system (3). Since R generates mainly nonlocal symmetries, we call it the inverse recursion operator
for the DE system (3).
The operatorR is closely related to the inverse recursion operator [36] of the intrinsic generalized sine-Gordon (IGSG)
equation [2, 45, 46, 36] in n independent variables, because system (3) can be regarded as a certain reduction of the
IGSG equation (see Section 4 for more details).
2. Using Guthrie’s approach [20] to inverting recursion operators by means of pseudopotentials, in Section 5 we invert
the operator R and obtain what we call the direct recursion operator R̂.
Starting from the zero symmetry and applying the operator R̂ repeatedly, one gets higher symmetries for system (3).
The obtained third and fifth order symmetries are local. In the main nonlinear part of these symmetries of the DE
system (3), we find the third and fifth order flows of an (n−1)-component vector modified KdV hierarchy from [5, 3, 6].
Note that we do not prove locality for higher order symmetries generated by R̂.
Applying R̂ to the scaling symmetry of system (3), one obtains some nonlocal symmetries1, which are briefly discussed
in the end of Section 5.
Alternatively, one can obtain the operator R̂ as a reduction of the direct recursion operator of the IGSG equation [36],
using the above-mentioned fact that system (3) can be regarded as a reduction of IGSG.
1In the terminology of [7, 23, 25, 33], these are nonlocal symmetry shadows, but in the literature on recursion operators such objects are usually
called nonlocal symmetries.
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3. Let Ψ satisfy (5). Introducing a formal Taylor series expansion Ψ(λ) =
∑∞
i=0 λ
iΨi for Ψ in λ and using (5), one gets an
infinite set of pseudopotentials (nonlocal variables) for system (3). In other words, one obtains an infinite-dimensional
covering of (3) in the sense of [7, 25]. Pseudopotentials arising from such formal Taylor series expansions are often
used in the study of nonlocal symmetries for integrable PDEs (cf., e.g., [21] for the KdV equation).
Applying the inverse recursion operator R to the zero symmetry, we obtain nonlocal symmetries depending on
these pseudopotentials. More precisely, in the terminology of [7, 25, 33], application of R to the zero symmetry
gives nonlocal symmetry shadows. After imposing a certain algebraic constraint on Ψ(λ), which is suggested by the
structure of the ZCR, we obtain nonlocal symmetries from these shadows by specifying a suitable action of them on
the pseudopotentials.
As is shown in Section 6, the constructed nonlocal symmetries generate an infinite-dimensional Lie algebra, which is
isomorphic to the negative part of a twisted loop algebra of gln divided by its center. To prove this isomorphism, we
use some results of Buryak and Shadrin [8], who considered essentially the same nonlocal symmetries in the context
of the Givental–van de Leur twisted loop group action on the space of semisimple Frobenius manifolds (see Remark 3
below).
The above-mentioned constraint on Ψ(λ) reads Ψ(λ) · Ψ⊤(−λ) = Id, where ⊤ denotes matrix transposition. This
constraint was used previously in [29].
Remark 2. It is known that the Darboux–Egoroff system (3) can be obtained by a certain reduction of a multi-KP
hierarchy [29, 30, 4]. To our knowledge, this fact does not give a description of all possible symmetries of system (3),
especially if one considers also nonlocal symmetries. Indeed, applying a reduction to a PDE, one may get some extra
symmetries, which are difficult to predict in advance.
In particular, we do not see any straightforward way to deduce the structure of recursion operators for symmetries of (3)
from known relations of system (3) with multi-KP hierarchies. As has been discussed above, we construct the recursion
operators R and R̂ by means of a different approach.
Remark 3. Let T be the infinite-dimensional Lie algebra of Laurent polynomials of the form
q∑
i=−p
λiri, p, q ∈ Z≥0, r
⊤
i = (−1)
i+1ri,
where ri belong to the Lie algebra gln of n× n matrices.
Then T can be identified with the twisted loop algebra of gln corresponding to the automorphism
σ: gln −→ gln, σ(r) = −r
⊤.
The algebra T, as a vector space, is equal to the direct sum of the subalgebras
T+ =
{
q∑
i=0
λiri
∣∣∣∣∣ q ≥ 0, r⊤i = (−1)i+1ri
}
, T− =
{
−1∑
i=−p
λiri
∣∣∣∣∣ p > 0, r⊤i = (−1)i+1ri
}
.
Using the infinitesimal version of the Givental–van de Leur twisted loop group action on the space of semisimple
Frobenius manifolds [14, 17, 18, 27, 28, 29], in the framework of multi-KP hierarchies and Sato’s semi-infinite Grassmannian,
Buryak and Shadrin [8] presented an action of the Lie algebra T by nonlocal symmetries of the Darboux–Egoroff system (3).
(In [8] these symmetries are called infinitesimal deformations of solutions of the Darboux–Egoroff system.)
This action of T is described also in Section 6 of the present paper. Since the subalgebra T+ acts by obvious gauge
symmetries, the interesting part of the action of T is concentrated in the subalgebra T−. In our construction, nonlocal
symmetries generating the action of T− are obtained by means of a relatively simple procedure, which involves appli-
cation of the inverse recursion operator R to the zero symmetry. In particular, we do not use multi-KP hierarchies and
Grassmannians.
The kernel of the action of T− is equal to the center of T−, so the corresponding algebra of nonlocal symmetries is
isomorphic to the algebra T− divided by its center (see Section 6 for details).
2 Conventions and notation
Let K be either C or R. In what follows, unless otherwise specified, variables and functions take values in K. Also, the
entries of all considered matrices belong to K. Functions are assumed to be smooth if K = R and analytic if K = C.
The symbols Z>0 and Z≥0 denote the sets of positive and nonnegative integers respectively. When we writem ∈ Z≥0∪∞,
we mean that either m ∈ Z≥0 or m =∞.
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We shall often use the diagonalization operator δ, which sets all off-diagonal elements of a square matrix to zero.
Otherwise said, if P is a square matrix then δP is the diagonal matrix that possesses the same diagonal as P.
Also, we define the operator n.d. as follows n.d.P = P− δP. That is, the off-diagonal elements of the matrix n.d.P are
equal to the corresponding elements of P, and the diagonal of n.d.P is zero. The notation n.d. is taken from [8]. It is easy
to check that
[δP, δQ] = 0, δ[δP,Q] = 0 (6)
for any square matrices P, Q of the same size.
3 Preliminaries on symmetries and recursion operators
In this section we review some basic notions from the theory of symmetries [39, 7] and nonlocal symmetries [24, 25, 7]
for PDEs. Also, in the second half of the section we recall some results of [37, 35, 36] on relations between zero-curvature
representations and recursion operators for symmetries.
Let n ∈ Z>0 and m, s ∈ Z≥0 ∪ ∞. Consider a PDE system with independent variables x1, . . . , xn and dependent
variables u1, . . . , um
Fα(xi, u
j
I
) = 0, α = 1, . . . , s. (7)
Here I = (i1, . . . , ik) ranges over unordered k-tuples of integers i1, . . . , ik ∈ {1, . . . , n} for all k ≥ 0, and
ujI =
∂kuj
∂xi1 . . . ∂xik
, j = 1, . . . ,m.
In particular, for I = ∅ one has uj
∅
= uj .
As usual in the formal theory of PDEs [39, 7], xi and u
j
I are regarded as independent quantities and can be viewed
as coordinates on an abstract infinite-dimensional space, which is called the infinite jet space. When we consider a scalar
function G(xi, u
j
I), we always assume that it may depend only on a finite number of these coordinates. In particular, for
each α the function Fα
(
xi, u
j
I
)
in (7) depends only on a finite number of xi, u
j
I .
The total derivative operator with respect to xi is given by the formula
Dxi =
∂
∂xi
+
m∑
j=1
∞∑
|I|=0
ujIi
∂
∂ujI
.
For I = (i1, . . . , ik), we denote DI = Dxi1 · · ·Dxik . Then DI(F
α) = 0 are differential consequences of system (7).
In what follows, when we write “G = 0 modulo (7)” for some (vector) function G, we mean that the equation G = 0 is
valid modulo differential consequences of system (7).
A symmetry of system (7) is given by an m-component vector-function
U = (U1, . . . , Um), Up = Up(xi, u
j
I
), p = 1, . . . ,m, (8)
such that the following property holds. If u1, . . . , um obey (7) then the infinitesimal deformation u˜p = up+εUp, p = 1, . . . ,m,
satisfies equations (7) up to O(ε2).
More precisely, this condition means that the functions Up obey the following equations
m∑
p=1
∞∑
|I|=0
DI(U
p)
∂Fα
∂upI
= 0 modulo (7) ∀α = 1, . . . , s. (9)
Equations (9) are obtained by substituting u˜p = up + εUp in place of up in (7) and collecting the terms linear in ε. So (8)
is a symmetry of (7) iff equations (9) are valid modulo differential consequences of (7). Note that (9) is sometimes called
the linearized system corresponding to (7).
Let
∂U =
m∑
p=1
∞∑
|I|=0
DI(U
p)
∂
∂upI
. (10)
The operator ∂U is called the evolutionary vector field (or the linearization operator) corresponding to U. Then equa-
tions (9) can be written as ∂U(F
α) = 0 modulo (7) for α = 1, . . . , s.
Symmetries of a given system (7) form a Lie algebra, where the Lie bracket of U and U′ is defined as follows
[U,U′] = ∂U(U
′) − ∂U′(U). Symmetries (8) are sometimes called local symmetries of (7). (In contrast to nonlocal sym-
metries, which are discussed below.)
5
Let N ∈ Z≥0 ∪∞. Consider a PDE system of the form
wqxk = G
q
k
(wr , xi, u
j
I
), k = 1, . . . , n, q, r = 1, . . . , N, (11)
where wq are additional dependent variables and wqxk = ∂w
q/∂xk. Note that no derivatives of w
q appear on the right-hand
side of equations (11).
When we consider a scalar function H(wr, xi, u
j
I), we assume that it may depend only on a finite number of w
r, xi, u
j
I .
In particular, this assumption applies to the functions Gqk(w
r, xi, u
j
I) in (11).
Equations (11) are said to be compatible modulo (7) if∑
r
Grl
∂Gqk
∂wr
+
∂Gqk
∂xl
+
∑
j,I
ujIl
∂Gqk
∂ujI
=
∑
r
Grk
∂Gql
∂wr
+
∂Gql
∂xk
+
∑
j,I
ujIk
∂Gql
∂ujI
modulo (7) ∀ q, k, l. (12)
So (12) must hold modulo differential consequences of (7). Condition (12) is the equation ∂wqxk/∂xl = ∂w
q
xl
/∂xk, where
we substitute wqxk = G
q
k(w
r, xi, u
j
I) and w
q
xl
= Gql (w
r, xi, u
j
I) according to (11).
In the terminology of [48, 20], if equations (11) are compatible modulo (7) then wq are pseudopotentials for (7).
Sometimes one needs to impose additional constraints of the form
Ca(wr) = 0, a = 1, . . . , Q, Q ∈ Z≥0 ∪∞, (13)
where Ca(wr) depends on a finite number of the variables wr, r = 1, . . . , N . We say that constraints (13) are compatible
with (11) modulo (7) if ∑
r
wrxk
∂Ca
∂wr
=
∑
r
Grk
∂Ca
∂wr
= 0 modulo (7), (13) ∀ k, a. (14)
We mean here that (14) holds modulo equations (13) and differential consequences of (7). In (14) one uses the fact that
wrxk = G
r
k in view of (11).
If equations (11), (13) are compatible modulo (7), then we say that (11), (13) determine a covering of (7) with
pseudopotentials wq. A geometric theory of coverings of PDEs can be found in [7, 25].
When a covering (11), (13) is given, we extend the action of the total derivatives Dxk to functions of w
q by the rule
Dxk(w
q) = wqxk = G
q
k. That is, for a function f = f(w
q, xi, u
j
I) one has
Dxk(f) =
∂f
∂xk
+
∑
j,I
ujIk
∂f
∂ujI
+
∑
q
Gqk(w
r , xi, u
j
I
)
∂f
∂wq
. (15)
Then one can consider equations (9) in the case when Up may depend on wq . In the terminology of [7, 25], a symmetry
shadow for (7) in the covering (11), (13) is an m-component vector-function
U = (U1, . . . , Um), Up = Up(wr, xi, u
j
I
), p = 1, . . . ,m, (16)
satisfying (9).
By definition, a nonlocal symmetry for (7) in the covering (11), (13) is a symmetry of system (7), (11), (13). That is, a
nonlocal symmetry is given by functions
Up = Up(wr , xi, u
j
I
), W q =W q(wr, xi, u
j
I
), p = 1, . . . ,m, q = 1, . . . , N, (17)
such that, if up obey (7) and wq obey (11), (13), then the infinitesimal deformation
u˜p = up + εUp, w˜q = wq + εW q, p = 1, . . . ,m, q = 1, . . . , N, (18)
satisfies equations (7), (11), (13) up to O(ε2). This means that Up obey (9), and Up, W q obey
Dxk(W
q) =
∑
r
W r
∂Gqk
∂wr
+
m∑
p=1
∞∑
|I|=0
DI(U
p)
∂Gqk
∂upI
modulo (7), (13) ∀ k, q,
∑
r
W r
∂Ca
∂wr
= 0 modulo (7), (13) ∀ a.
(19)
Equations (19) are the linearized version of (11), (13).
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Note that if (17) is a nonlocal symmetry then (U1, . . . , Um) is a symmetry shadow. A coordinate-independent definition
of (nonlocal) symmetries can be found in [7].
Symmetries and symmetry shadows are often constructed by means of so-called recursion operators. As has been
discussed in Section 1, one can find in the literature a number of different approaches to this topic. Below we describe a
method from [37, 35, 36] for constructing recursion operators from zero-curvature representations.
Suppose that system (7) possesses a zero-curvature representation (ZCR)
Dxl(A
k)−Dxk(A
l) + [Ak,Al] = 0 modulo (7) ∀ k, l = 1, . . . , n, (20)
where Ak = Ak(xi, u
j
I), k = 1, . . . , n, are functions with values in the algebra of d× d matrices for some d ∈ Z>0.
Let U = (U1, . . . , Um) be a symmetry of system (7). Formula (10) implies [∂U, Dxi ] = 0 for all i = 1, . . . , n. Recall that
equations (9) can be written as ∂U(F
α) = 0 modulo (7). Since [∂U, Dxi ] = 0, we get also
∂U(Dxi1 · · ·Dxir (F
α)) = Dxi1 · · ·Dxir (∂U(F
α)) = 0 modulo (7) ∀ i1, . . . , ir ∈ {1, . . . , n}.
Therefore, if an equation is valid modulo differential consequences of system (7), we can apply the operator ∂U to this
equation. Applying ∂U to (20), one gets
Dxl(∂UA
k)−Dxk(∂UA
l) + [∂UA
k,Al] + [Ak, ∂UA
l] = 0 modulo (7) ∀ k, l, (21)
where ∂UA
k is computed componentwise. Using (20) and (21), it is easy to check that the system
Wxk = [A
k,W] + ∂UA
k, k = 1, . . . , n, (22)
for a d × d matrix-function W is compatible modulo (7). Hence W can be regarded as a matrix pseudopotential for (7),
and we can set Dxk(W) = [A
k,W] + ∂UA
k.
Let Wab be the entries of the matrix W. Assume that we have found m linear combinations
U˜ p =
d∑
a,b=1
cp,abWab +
m∑
r=1
cˆp,rU r, p = 1, . . . ,m, (23)
of Wab and U
r so that the following property holds. If U = (U1, . . . , Um) satisfies (9) and the matrix W obeys (22), then
U˜ = (U˜ 1, . . . , U˜m) given by (23) satisfies (9) as well.
We assume that this property holds for any U = (U1, . . . , Um) satisfying (9). In particular, U may depend on some
pseudopotentials wq, so U is a symmetry shadow.
The coefficients cp,ab, cˆp,r in (23) may depend on xi, u
j
I (see also Remark 4 below for more general possibilities). If the
ZCR (20) depends on a parameter λ, then cp,ab, cˆp,r may also depend on λ.
Thus, if U = (U1, . . . , Um) is a symmetry shadow and the matrixW obeys (22), then U˜ = (U˜ 1, . . . , U˜m) given by (23)
is a symmetry shadow as well. According to (23), if U depends on xi, u
j
I , and some pseudopotentials w
q, then U˜ may
depend on xi, u
j
I , and the pseudopotentials w
q, Wab.
Then the correspondence U 7−→ U˜ is a recursion operator in Guthrie’s sense [20] for system (7).
The correspondence U 7−→ U˜ can be viewed as a Ba¨cklund autotransformation for the linearized system (9). Indeed,
we take a solution U of (9) and construct a new solution U˜ by means of pseudopotentials (22), so this is similar to
classical Ba¨cklund autotransformations. See [33, 34] for the general geometric theory of recursion operators as Ba¨cklund
autotransformations of linearized equations.
In the studied examples [37, 34, 35, 36], the right-hand side of (23) tends to be a simple expression.
The examples from [37, 34, 35, 36] show that usually a recursion operatorR constructed in this way generates symmetry
shadows depending nontrivially on pseudopotentials (so these shadows are not local symmetries). Often, in order to obtain
local symmetries (8), one needs to invert R by means of a procedure described in [20, 34]. We demonstrate this procedure
in Section 5 in the case of the Darboux–Egoroff system.
Remark 4. The described setting is sufficient for the present paper and the examples studied in [37, 35, 36]. In principle,
one can consider also more general recursion operators such that the coefficients cp,ab, cˆp,r in (23) may depend on some
pseudopotentials. Moreover, one may add to the right-hand side of (23) terms of the form DI(U
r) with some coefficients,
but usually this is not necessary.
Remark 5. For any symmetry U, equations (20) imply that the following system
Ψxk = A
kΨ, detΨ 6= 0, Vxk = Ψ
−1(∂UA
k)Ψ, k = 1, . . . , n, (24)
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for n× n matrix-functions Ψ, V is compatible.
If Ψ, V obey (24) then W = ΨVΨ−1 satisfies (22). Indeed, for W = ΨVΨ−1 we have
Wxk = (ΨVΨ
−1)xk = ΨxkVΨ
−1 +ΨVxkΨ
−1 −ΨVΨ−1ΨxkΨ
−1
= ΨxkΨ
−1W + ∂UA
k −WΨxkΨ
−1 = AkW + ∂UA
k −WAk = [Ak,W] + ∂UA
k.
Therefore, one can use the entries Wab of the matrix W = ΨVΨ
−1 in the recursion operator (23). An example of this
construction is given in Proposition 3 in Section 4.
Remark 6. If the functions Gqk in (11) do not depend on w
r, then the pseudopotentials wq are sometimes called potentials.
4 The inverse recursion operator
Using the method of [37, 35, 36] for constructing recursion operators from zero-curvature representations (ZCRs), in the
present section we shall obtain a recursion operator for the Darboux–Egoroff system. Also, we shall describe some (nonlocal)
symmetry shadows generated by this operator.
Remark 7. Using the above-mentioned method, Marvan and Poborˇil [36] constructed a recursion operator for the intrinsic
generalized sine-Gordon (IGSG) equation [2, 45, 46, 36]. In principle, a recursion operator for the Darboux–Egoroff system
can be deduced from that for IGSG, because the Darboux–Egoroff system is a special reduction of IGSG.
Indeed, in [36] the IGSG equation is written as a system of PDEs with independent variables x1, . . . , xn, dependent
variables hij , vi, i, j = 1, . . . , n, and a parameter K. Assuming K = 0 and hij = hji, the IGSG system decouples, and
the part containing only the unknowns hij becomes the Darboux–Egoroff system (if we replace hij by βij and x
i by xi).
However, a recursion operator for Darboux–Egoroff is not immediately obvious from that for IGSG, because the original
2n× 2n ZCR of the IGSG equation does not immediately reduce to the n× n ZCR (4) of the Darboux–Egoroff system.
In our opinion, it is more instructive to present the application of the above-mentioned method to the Darboux–Egoroff
system in full detail, because this may help the readers to apply the method to other PDEs possessing ZCRs.
Furthermore, we shall describe the structure of some (nonlocal) symmetry shadows generated by the obtained recursion
operator, and this will help us to construct nonlocal symmetries for the Darboux–Egoroff system in Section 6. Note that
nonlocal symmetries and symmetry shadows were not studied in [36].
In what follows, subscripts after a comma mean that we apply (total) derivatives with respect to the corresponding
variables. For example, βij,k = ∂βij/∂xk. In this notation, the Darboux–Egoroff system (3) reads
βij,k = βikβkj , i 6= j 6= k 6= i, i, j, k = 1, . . . , n,
n∑
s=1
βij,s = 0, βij = βji.
(25)
Recall that we denote by β the symmetric n× n matrix with the entries βij , where βii = 0. Then system (25) can be
compactly written as
[β, ek],l − [β, el],k + [[β, ek], [β, el]] = 0, k, l = 1, . . . , n, (26)
where ek is the n× n matrix whose entries are zero except for one 1 occupying the kth position on the diagonal. To show
that (25) is equivalent to (26), one can use the fact that (25) implies
βij,j + βij,i +
∑
s6=i,j
βisβsj = 0, i 6= j. (27)
According to the general definition of symmetries from Section 3, a symmetry of system (25) is given by functions
Bij , i 6= j, Bij = Bji, i, j = 1, . . . , n, (28)
such that if βij satisfy (25) then β˜ ij = βij + εBij obey (25) up to O(ε
2).
This means that Bij satisfy the linearized Darboux–Egoroff system
Bij,k = βikBkj + βkjBik, i 6= j 6= k 6= i,
n∑
s=1
Bij,s = 0. (29)
Equations (29) are obtained by substituting β˜ ij = βij + εBij in place of βij in (25) and collecting the terms linear in ε.
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Let B be the symmetric matrix with the entries Bij , where Bii = 0. Then the linearized Darboux–Egoroff system (29)
can be written as
[B, ek],l − [B, el],k + [[B, ek], [β, el]] + [[β, ek], [B, el]] = 0, k, l = 1, . . . , n. (30)
Indeed, substituting β˜ = β + εB in place of β in (26) and collecting the terms linear in ε, one gets (30).
According to the definitions of symmetries and symmetry shadows discussed in Section 3, for B satisfying (30) we
have the following. If B depends on xi, βij , and derivatives of βij , then B is a symmetry. If B depends also on some
pseudopotentials, then B is a symmetry shadow.
However, in the literature on recursion operators, symmetry shadows are very often called symmetries as well. We shall
also sometimes use this abuse of terminology, when it does not lead to a confusion. In particular, in the present section and
in Section 5 a symmetry of the Darboux–Egoroff system is any solution B of the linearized Darboux–Egoroff system (30),
where B may depend on pseudopotentials.
The ZCR (4) of the Darboux–Egoroff system can be written as
Ak,l −A
l
,k + [A
k,Al] = 0, k, l = 1, . . . , n, (31)
whereAk = λek+[β, ek]. It is easy to check that equations (31) hold as a consequence of system (25) (or (26)), irrespectively
of the value of the parameter λ.
Analogously to (22), we introduce an n× n matrix W = (Wij) satisfying
W,k = [A
k,W] + ∂BA
k, k = 1, . . . , n. (32)
Here ∂B is the corresponding evolutionary vector field (also called the linearization operator), which is defined similarly
to (10). One has ∂B(βij,k1···kl) = Bij,k1···kl , and ∂BA
k is computed componentwise. Compatibility of system (32) follows
from the zero-curvature condition (31), as has been discussed in Section 3 for system (22).
Since ∂B(ek) = 0 and ∂B(β) = B, for A
k = λek + [β, ek] we get ∂BA
k = [B, ek]. Hence (32) is equivalent to
W,k = [A
k,W] + [B, ek], k = 1, . . . , n. (33)
With i, j, k denoting pairwise different indices, equations (33) read
Wii,i = −
∑
s
βis(Wis +Wsi), Wii,k = βik(Wik +Wki),
Wij,i = λWij + βijWii −
∑
s
βisWsj −Bij ,
Wij,j = −λWij + βijWjj −
∑
s
βsjWis +Bij , Wij,k = βikWkj + βkjWik.
(34)
Proposition 1. If B = (Bij) is a symmetry of the Darboux–Egoroff system and Wij satisfy (34), then B˜ = (B˜ ij) given
by B˜ ii = 0,
B˜ ij =Wij +Wji, i 6= j, i, j = 1, . . . , n, (35)
is a symmetry of the Darboux–Egoroff system as well.
That is, B˜ ij for i 6= j are off-diagonal components of the symmetric matrix W +W
⊤.
Recall that in Section 3 we have discussed recursion operators of the form (23). Similarly to (23), Proposition 1 says
that formula (35) determines a recursion operator for the Darboux–Egoroff system.
Recursion operators of this type are often called inverse, because they generate mainly nonlocal symmetries. So we say
that (35) is the inverse recursion operator for the Darboux–Egoroff system and denote it by R.
To simplify the proof of Proposition 1, let us rewrite its statement in terms of the symmetric and antisymmetric
components
S =W⊤ +W, R =W⊤ −W,
where ⊤ denotes transposition. Substituting Ak = λek + [β, ek] in (33), one obtains
W,k = [A
k,W] + [B, ek] = λ[ek,W] + [[β, ek],W] + [B, ek].
By transposition, W⊤,k = −λ[ek,W
⊤] + [[β, ek],W
⊤] − [B, ek]. By addition and subtraction, equation (33) is equivalent
to the system
S,k = −λ[ek,R] + [[β, ek],S], R,k = −λ[ek,S] + [[β, ek],R]− 2[B, ek]. (36)
Hence the following equivalent form of Proposition 1 in matrix notation.
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Proposition 2. Let B be a symmetry of the Darboux–Egoroff system. Let R be an antisymmetric, S a symmetric matrix
satisfying system (36). Then the off-diagonal part
B˜ = S− δS (37)
of S is a symmetry of the Darboux–Egoroff system as well. Here δ is the diagonalization operator defined in Section 2.
Proof. Let B satisfy the linearized Darboux–Egoroff system (30). To verify that B˜ = S − δS satisfies equations (30) as
well, we compute the left-hand side
L = [B˜, ek],l − [B˜, el],k + [[B˜, ek], [β, el]] + [[β, ek], [B˜, el]]
and show that it simplifies to zero. Since every two diagonal matrices commute, we have [δS, ek] = 0. It follows that all
terms containing δS vanish and
L = [S,l, ek]− [S,k, el] + [[S, ek], [β, el]] + [[β, ek], [S, el]]
= −λ[[el,R], ek] +
[
[[β, el],S], ek
]
+ λ[[ek,R], el]−
[
[[β, ek],S], el
]
+ [[S, ek], [β, el]] + [[β, ek], [S, el]].
Using the Jacobi identity and [ek, el] = 0, one routinely verifies that L = 0.
To gain a better insight into the inverse recursion operator, we are going to use the construction described in Remark 5.
To this end, we consider the auxiliary linear system
Ψ,k = A
kΨ, detΨ 6= 0, k = 1, . . . , n, (38)
for an n× n matrix Ψ. Compatibility of system (38) follows from the zero-curvature condition (31).
Proposition 3. Let B be a symmetry of the Darboux–Egoroff system, and let an n× n matrix V satisfy
V,k = Ψ
−1[B, ek]Ψ, k = 1, . . . , n. (39)
Set W = ΨVΨ−1. Then
B˜ =W +W⊤ − 2δW (40)
is another symmetry of the Darboux–Egoroff system.
Proof. Since ∂BA
k = [B, ek], equation (39) can be written as V,k = Ψ
−1(∂BA
k)Ψ. According to Remark 5, equations (38)
and V,k = Ψ
−1(∂BA
k)Ψ imply that the matrix W = ΨVΨ−1 satisfies (32). The rest is Proposition 1 translated to matrix
notation.
As has been said in Section 2, for any square matrix P we denote n.d.P = P− δP. Then formula (40) can be written
as B˜ = n.d.(W +W⊤).
Let us apply Proposition 3 to the zero symmetry B = 0. Equation (39) becomes simply V,k = 0, whence V = c and
W = ΨcΨ−1, where c is an arbitrary constant n× n matrix. Therefore,
B˜ = n.d.(W +W⊤) = n.d.(ΨcΨ−1 + (ΨcΨ−1)⊤). (41)
In other words, (41) is the off-diagonal part of the matrix ΨcΨ−1 + (ΨcΨ−1)⊤.
As has been discussed above, in this section, symmetry shadows are also called symmetries. Using the more precise
terminology introduced in Section 3, we can say that, for every constant n × n matrix c, the matrix (41) is a symmetry
shadow in the covering determined by the compatible system (38).
5 The direct recursion operator
By inverting the inverse recursion operator constructed in Section 4, we shall obtain what we call the direct recursion
operator. The inversion means that we express the preimage (formerly B, newly B˜) in terms of the image (formerly B˜,
newly B). Under the notational change indicated, the relevant equations (36) and (37) read
B = S− δS,
S,k = −λ[ek,R] + [[β, ek],S],
R,k = −λ[ek,S] + [[β, ek],R]− 2[B˜, ek].
(42)
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The task is to express B˜ in terms of B, β, and some pseudopotentials.
To start with, we find the diagonal P = δS by applying the diagonalization operator δ on both sides of the second
equation from (42). Since ek is diagonal, δ[ek,R] = 0 by (6), and similarly δ[[β, ek], δS] = 0. Therefore,
P,k = δS,k = δ[[β, ek],S] = δ[[β, ek],B+ δS] = δ[[β, ek],B], (43)
which is a compatible system of equations by virtue of (26), (30). Hence the entries of the diagonal matrix P can be
regarded as pseudopotentials.
In what follows we shall need the useful formula
F− δF =
1
2
∑
k
[[F, ek], ek], (44)
which holds for an arbitrary n × n matrix F. Consequently, the off-diagonal part F − δF can be reconstructed from the
commutators [F, ek]. For instance, the third equation of system (42) immediately yields
[2B˜ − λS, ek] = −R,k + [[β, ek],R],
where the diagonal part of 2B˜ − λS is −λ δS. Hence, formula (44) allows us to compute 2B˜ − λ(S− δS). Combining the
result with the first equation from (42), we obtain
4B˜ − 2λB = −
∑
k
[R,k, ek] +
∑
k
[
[[β, ek],R], ek
]
(45)
(note that the right-hand side is symmetric, because R is antisymmetric by assumption).
Next, from the second equation of system (42) we have
λ[R, ek] = S,k − [[β, ek],S]. (46)
As R is antisymmetric, one has δR = 0. Using formula (44) for F = λR, from (46) we get
2λR =
∑
k
[S,k, ek]−
∑
k
[
[[β, ek],S], ek
]
(47)
(note that the right-hand side is antisymmetric, because S is symmetric by assumption).
Since P and P,k are diagonal, we have [P, el] = 0 = [P,k, el] for all k, l. Then∑
k
[
[[β, ek],P], ek
]
=
∑
k
[
[[β, ek], ek],P
]
= 2 [β,P]
by formula (44), since δβ = 0. Therefore, inserting S = B+ δS = B+P into (47), we obtain
2λR =
∑
k
[B,k, ek]−
∑
k
[
[[β, ek],B], ek
]
− 2 [β,P]. (48)
Multiplying (45) by −2λ and replacing k by l, one gets
−8λB˜ + 4λ2B =
∑
l
[2λR,l, el]−
∑
l
[
[[β, el], 2λR], el
]
. (49)
Inserting (48) into equation (49), one can express B˜ in terms of β, B, P, and λ. Then the correspondence B 7−→ B˜ will be
a recursion operator for symmetries of the Darboux–Egoroff system.
However, we shall use a slightly different procedure. Since B and B˜ are symmetries, −8λB˜ + 4λ2B is a symmetry as
well. To simplify the formula for the corresponding recursion operator, it is more convenient to work with the symmetry
−8λB˜ + 4λ2B instead of B˜.
If we denote B̂ = −8λB˜ + 4λ2B and insert (48) into (49), the equation (49) becomes
B̂ =
∑
l
[2λR,l, el]−
∑
l
[
[[β, el], 2λR], el
]
=
∑
k,l
(
[[B,kl, ek], el]−
[[
[[β,l, ek],B], ek
]
, el
]
−
[[
[[β, ek],B,l], ek
]
, el
]
−
[
[[β, el], [B,k, ek]], el
]
+
[[
[β, el],
[
[[β, ek],B], ek
]]
, el
])
− 2
∑
l
(
[[β,l,P], el] + [[β,P,l], el]−
[
[[β, el], [β,P]], el
])
.
(50)
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Using (44), it is easy to check that for any symmetric n× n matrices M1, M2 with zero diagonal we have∑
i
[[M1, ei], [M2, ei]] = −[M1,M2],
∑
i
[
[[M1, ei],M2], ei
]
= [M1,M2].
Using this property, one gets∑
k
[
[[β,l, ek],B], ek
]
= [β,l,B],
∑
k
[
[[β, ek],B,l], ek
]
= [β,B,l],
∑
k
[
[[β, ek],B], ek
]
= [β,B],
∑
k,l
[
[[β, el], [B,k, ek]], el
]
=
∑
k
[[β,B,k], ek] +
∑
k,l
[[
B,k, [[β, el], ek]
]
, el
]
.
(51)
Since P,l = δ[[β, el],B] in view of (43), we get
[[β,P,l], el] = [[β, el],P,l] =
[
[β, el], δ[[β, el],B]
]
. (52)
Substituting (51) and (52) in (50), one obtains
B̂ =
∑
k,l
(
[[B,kl, ek], el] +
[[
[[β, el], ek],B,k
]
, el
])
+
∑
k
([
[[β, ek], [β,B]], ek
]
− [[β,k,B], ek] + 2 [[B,k,β], ek]
− 2
[
[β, ek], δ[[β, ek],B]
]
− 2 [[β,k,P], ek] + 2
[
[[β, ek], [β,P]], ek
])
.
(53)
By a straightforward computation, one can show the following. If B is a symmetry and a diagonal matrix P obeys
P,k = δ[[β, ek],B] for all k = 1, . . . , n, then B̂ given by (53) is another symmetry. One can also check this property, using
the component description of (53) given in Proposition 4 below.
We call the correspondence B 7−→ B̂ the direct recursion operator R̂ for the Darboux–Egoroff system.
The same recursion operator can be written in components as follows. Let P1, . . . , Pn be the diagonal elements of the
diagonal matrix P. Then the equation P,k = δ[[β, ek],B] reads
Pi,k =
−2
∑
s
βisBis, i = k;
2βikBik, i 6= k,
(54)
(some interpretation of (54) is discussed in Remark 8 below).
Proposition 4. Let B = (Bij) be a symmetry of the Darboux–Egoroff system and Pi satisfy (54). Then B̂ = (B̂ ij) given
by B̂ ii = 0,
B̂ ij = Bij,ii +
∑
s
(
βisBsj,s + β
2
isBij + 3βijβisBis +
(
βis,i − βijβsj +
∑
r
βirβsr
)
Bsj
)
+ βij,iPi −
(
βij,i +
∑
s
βisβsj
)
Pj +
∑
s
βisβsjPs, i 6= j,
(55)
is a symmetry of the Darboux–Egoroff system as well. The right-hand side of (55) is equal to the (i, j)-th component of the
right-hand side of (53) divided by 4.
Proof. Analogously to Proposition 1, using equations (25), (27), (29), one can prove this by a straightforward computation.
Alternatively, one can obtain the recursion operator (55) as a reduction of the direct recursion operator of the IGSG
equation [36], using the fact that the Darboux–Egoroff system is a reduction of IGSG, as has been discussed in Remark 7.
Let us demonstrate the action of the recursion operator (55) on some symmetries of the Darboux–Egoroff system.
Recall that βij obey (25), (27). Taking Bij = 0 as the seed symmetry, we see that equations (54) read Pi,k = 0, so Pi are
simply constants, Pi = ci, and then B̂ ij =
∑
s csβij,s. Consequently, the first members of the symmetry hierarchy are the
translations βij,l, l = 1, . . . , n.
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In the next step we take the translation Bij = βij,l as the seed symmetry. Then
Pi =

−
∑
s
β2sl, i = l;
β2il, i 6= l,
satisfy (54) for Bij = βij,l, and formula (55) for i 6= j gives
B̂ ij = βij,lll + 3×

∑
s
βls(βljβls),l, i = l;∑
s
βls(βilβls),l, j = l;
−βil,lβlj,l + βilβlj
∑
s
β2ls, i 6= l 6= j 6= i.
(56)
As usual, we can consider the flow associated with the constructed symmetry B̂ ij . Namely, we assume that βij depend
on a parameter t and consider the equations ∂βij/∂t = B̂ ij .
Since the only derivatives in (56) are with respect to xl, the flow ∂βij/∂t = B̂ ij can be interpreted as a system of
evolution equations in the single spatial variable xl. This system naturally decomposes into three subsystems: i = l, i.e.,
∂βlj
∂t
= βlj,lll + 3
∑
s
βls(βljβls),l, (57)
and similarly for j = l, and the remaining equations
∂βij
∂t
= βij,lll − 3βli,lβlj,l + 3βliβlj
∑
s
β2ls, i 6= l 6= j 6= i. (58)
Denoting x = xl, u
j = βlj , we see that the subsystem (57) becomes
ujt = u
j
xxx + 3
∑
s
us(ujus)x. (59)
Omitting the zero component ul = βll = 0, let us combine the remaining components u
j , j 6= l, into an (n− 1)-component
vector u. Then (59) can be compactly written as
ut = uxxx + 3(u, u)ux + 3(u, ux)u, (60)
which is the integrable vector modified Korteweg–de Vries equation [5, eq. (3.9), m = 1], henceforth abbreviated as vmKdV.
For its Ba¨cklund transformation and recursion operator, see [6, eq. (4.10)] and [3, eq. (47)], respectively. For a broader
view, see [44, eq. (11)] or [40, eq. (1.4)].
Observe that the remaining equations (58) are linear in the remaining unknowns βij , i, j 6= l. One can say that the
nonlinear substance of the symmetry (56) lies in the vmKdV equation (60).
Let us apply the recursion operator from Proposition 4 to the symmetry (56). Let Bij for i 6= j be the right-hand side
of (56). Then
Pi =

−2
∑
s
βsl,llβsl +
∑
s
β2sl,l − 3
∑
s
(β2sl)
2, i = l;
2βil,llβil − β
2
il,l + 3β
2
il
∑
s
β2ls, i 6= l,
satisfy (54), and formula (55) gives a symmetry of order 5. Similarly to the above discussion, in the structure of this
symmetry one finds the 5th order vmKdV equation
ut = uxxxxx + 5(u, u)uxxx + 15(u, ux)uxx + 15(u, uxx)ux + 10(ux, ux)ux
+ 10(u, u)2ux + 5(u, uxxx)u+ 10(ux, uxx)u+ 20(u, u)(u, ux)u.
The 5th order vmKdV equation is given also in [3, eq. (62)], but one of the coefficients is different in [3, eq. (62)], which
seems to be a misprint.
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Remark 8. Note that (54) can be interpreted as follows. The Darboux–Egoroff system (25) possesses potentials p1, . . . , pn
defined by the compatible equations
pi,k =

−
∑
s
β2is, i = k;
β2ik, i 6= k.
(61)
Since the right-hand side of (54) is obtained from the right-hand side of (61) by applying the linearization operator ∂B,
one can say that (54) is the linearization of (61).
Note that the Darboux–Egoroff system has the scaling symmetry B∗ = β+
∑
r xrβ,r. For this symmetry, equations (54)
read
Pi,k =

−2
∑
s
βis
(
βis +
∑
r
xrβis,r
)
, i = k;
2βik
(
βik +
∑
r
xrβik,r
)
, i 6= k.
(62)
Using the potentials pi defined by (61), it is easy to check that Pi = pi +
∑
s(xs − xi)β
2
is satisfy (62).
Applying the recursion operator (55) to B∗, one obtains a nonlocal symmetry depending on xk, βij , βij,k, βij,kl,
βij,klm, and Pi = pi +
∑
s(xs − xi)β
2
is. (More precisely, one obtains a symmetry shadow in the covering determined by the
compatible system (61), but, in the literature on symmetries of PDEs, symmetry shadows of this type are usually called
nonlocal symmetries.) The repeated application of the recursion operator to B∗ yields an infinite number of symmetry
shadows for the Darboux–Egoroff system.
6 An infinite-dimensional Lie algebra of nonlocal symmetries
Recall that, in matrix notation, the Darboux–Egoroff system (26) reads
[β, ek],l − [β, el],k + [[β, ek], [β, el]] = 0, k, l = 1, . . . , n, (63)
and possesses the ZCR
Ak,l −A
l
,k + [A
k,Al] = 0, Ak = λek + [β, ek], k, l = 1, . . . , n. (64)
The corresponding auxiliary linear system
Ψ,k = A
kΨ = (λek + [β, ek])Ψ, detΨ 6= 0, k = 1, . . . , n, (65)
is compatible modulo (63). Here Ψ is an invertible n × n matrix-function. According to the terminology described in
Section 3, the compatible system (65) determines a covering of (63) with the matrix pseudopotential Ψ.
As has been said in Section 2, the entries of all considered matrices belong to K, where K is either C or R. For any
d ∈ Z>0, we denote by gld(K) the algebra of all d× d matrices and by GLd(K) the group of invertible d× d matrices with
entries from K.
According to (41), for every constant matrix c ∈ gln(K), the matrix-function
B̂ = n.d.(ΨcΨ−1 + (ΨcΨ−1)⊤) (66)
is a symmetry shadow for (63) in the covering determined by (65). This symmetry shadow has been obtained in Section 4
by applying the inverse recursion operator to the zero symmetry in the framework of Proposition 3.
Since system (65) depends on the parameter λ, we can use the standard idea of introducing a formal Taylor series
expansion Ψ =
∑∞
i=0 λ
iΨi for Ψ in λ, where detΨ0 6= 0. Substituting Ψ =
∑∞
i=0 λ
iΨi in equation (65), one gets
Ψ0,k = [β, ek]Ψ0, Ψj,k = ekΨj−1 + [β, ek]Ψj , j ∈ Z>0, k = 1, . . . , n. (67)
As system (67) is compatible modulo (63), we can regard Ψi as matrix pseudopotentials for (63).
Denote by GLn(K[[λ]]) the group of formal power series of the form
∞∑
i=0
λiΨi, Ψi ∈ gln(K), detΨ0 6= 0. (68)
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Substituting Ψ =
∑∞
i=0 λ
iΨi in the symmetry shadow (66) and considering the terms of degree zero in λ, we see that
the matrix-function
B′ = n.d.(Ψ0cΨ
−1
0 + (Ψ0cΨ
−1
0 )
⊤) (69)
is a symmetry shadow in the covering determined by (67).
Let gln(K[[λ]]) be the algebra of formal power series
∑∞
i=0 λ
iPi with coefficients Pi ∈ gln(K). For any
P (λ) =
∞∑
i=0
λiPi ∈ gln
(
K[[λ]]
)
,
set P⊤(−λ) =
∑∞
i=0(−λ)
iP⊤i .
Since the functions Ak = λek+[β, ek] from (64) are polynomial in λ, we can regard A
k as gln(K[[λ]])-valued functions.
Since the matrix ek is symmetric and [β, ek] is skew-symmetric, the functions A
k take values in the Lie subalgebra
L =
{
P (λ) ∈ gln
(
K[[λ]]
) ∣∣∣ P (λ) + P⊤(−λ) = 0}.
One has P (λ) =
∑∞
i=0 λ
iPi ∈ L if and only if P
⊤
i = (−1)
i+1Pi for all i.
Remark 9. The following simple well-known observation will be useful for us.
Let d ∈ Z>0. Let G ⊂ GLd(K) be a closed Lie subgroup of GLd(K) and g ⊂ gld(K) be the Lie algebra of G. Suppose
that g-valued functions Ak = Ak(x1, . . . , xn), k = 1, . . . , n, satisfy
Ak,l −A
l
,k + [A
k,Al] = 0, k, l = 1, . . . , n.
Then the following system is compatible
Q,k = A
kQ, k = 1, . . . , n, Q ∈ GLd(K), (70)
where Q = Q(x1, . . . , xn) is a GLd(K)-valued function. As A
k take values in the Lie algebra g corresponding to the Lie
subgroup G ⊂ GLd(K), the following system is compatible as well
Q˜ ,k = A
kQ˜, k = 1, . . . , n, Q˜ ∈ G, (71)
where Q˜ = Q˜(x1, . . . , xn) takes values in G. We say that (71) is the reduction of system (70) to the subgroup G ⊂ GLd(K).
Let us try to use the idea of Remark 9 in the case when GLd(K) is replaced by GLn(K[[λ]]). Recall that system (67)
can be written as
Ψ(λ),k = A
kΨ(λ) = (λek + [β, ek])Ψ(λ), k = 1, . . . , n, Ψ(λ) =
∞∑
i=0
λiΨi ∈ GLn
(
K[[λ]]
)
. (72)
We know that the functions Ak = λek + [β, ek] take values in the Lie subalgebra L ⊂ gln(K[[λ]]). In order to make
for system (72) an analog of the reduction described in Remark 9, we need to define a “Lie subgroup of GLn(K[[λ]])
corresponding to the Lie subalgebra L ⊂ gln(K[[λ]])”.
However, since dimL =∞, it is not obvious how to define such a Lie subgroup. Nevertheless, one can use the following
reasoning. If a “Lie subgroup of GLn(K[[λ]]) corresponding to the Lie subalgebra L ⊂ gln(K[[λ]])” can be defined in any
reasonable sense, then this subgroup must contain the elements exp(P (λ)) for all P (λ) ∈ L.
Each P (λ) ∈ L satisfies P (λ) + P⊤(−λ) = 0, which implies that R(λ) = exp(P (λ)) obeys R(λ) · R⊤(−λ) = E, where
E is the unit matrix. Therefore, it makes sense to consider the subgroup
G =
{
Ψ(λ) ∈ GLn
(
K[[λ]]
) ∣∣∣ Ψ(λ) ·Ψ⊤(−λ) = E}. (73)
So let us impose the constraint
Ψ(λ) ·Ψ⊤(−λ) = E, Ψ(λ) =
∞∑
i=0
λiΨi. (74)
It is easy to check that (74) is compatible with (72). Informally speaking, by analogy with Remark 9, one can say that
system (72), (74) is the reduction of system (72) to the subgroup G ⊂ GLn(K[[λ]]).
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However, we do not consider any Lie group structure on (73). We need only the fact that the constraint (74) is compatible
with equations (72). The above discussion on Lie groups is just a motivation for introducing the constraint (74).
The idea to use the subgroup (73) in connection with the Darboux–Egoroff system (63) is known (see, e.g., [29]). Our
aim in the above discussion has been to explain how one can guess that this subgroup should be considered, by analogy
with the situation discussed in Remark 9.
Recall that (69) is a symmetry shadow. Equation (74) implies Ψ0Ψ
⊤
0 = E, hence Ψ
−1
0 = Ψ
⊤
0 . Therefore, after imposing
the constraint (74), we can rewrite formula (69) as
B′ = n.d.(Ψ0(c+ c
⊤)Ψ⊤0 ). (75)
To obtain (75), we have substituted Ψ−10 = Ψ
⊤
0 in (69).
Let r = c + c⊤. Then r⊤ = r. Since, for any constant matrix c ∈ gln(K), the function (75) is a symmetry shadow in
the covering determined by the compatible system (72), (74), we see that
Br = n.d.Ψ0rΨ
⊤
0 (76)
is a symmetry shadow in this covering for any constant matrix r ∈ gln(K) satisfying r
⊤ = r. Let us find a nonlocal
symmetry such that the corresponding symmetry shadow is (76).
According to the definition of nonlocal symmetries presented in Section 3, we need to find matrix-functions
Γi = Γi(Ψl, xk,β, . . . ), i ∈ Z≥0,
so that the following property holds. If β, Ψi satisfy (63), (72), (74) then the infinitesimal deformation
β˜ = β + εn.d.Ψ0rΨ
⊤
0 , Ψ˜i = Ψi + εΓi, i ∈ Z≥0, (77)
obeys equations (63), (72), (74) up to O(ε2). Here Γi may depend on Ψl, xk, β, and derivatives of β.
Considering the terms of degree zero in λ in equations (72), we get
Ψ0,k = [β, ek]Ψ0, k = 1, . . . , n. (78)
Substituting β˜ = β + εn.d.Ψ0rΨ
⊤
0 and Ψ˜0 = Ψ0 + εΓ0 in place of β, Ψ0 in (78) and collecting the terms linear in ε, one
obtains
Γ0,k = [n.d.Ψ0rΨ
⊤
0 , ek]Ψ0 + [β, ek]Γ0, k = 1, . . . , n. (79)
Let us first try to find a function Γ0 such that Γ0 obeys (79). From (72), (78) one gets
Ψ0,k = [β, ek]Ψ0, Ψ
⊤
0,k = −Ψ
⊤
0 [β, ek], Ψ1,k = ekΨ0 + [β, ek]Ψ1. (80)
The form of equations (80), (79) suggests to seek a function Γ0 equal to a polynomial in r, Ψ0, Ψ
⊤
0 , Ψ1. Trying low-degree
polynomials, one finds that
Γ0 = Ψ0rΨ
⊤
0 Ψ1 −Ψ1r (81)
is suitable. Indeed, using (80), (81), Ψ⊤0 Ψ0 = E, and [n.d.Ψ0rΨ
⊤
0 , ek] = [Ψ0rΨ
⊤
0 , ek], we obtain
Γ0,k = Ψ0,krΨ
⊤
0 Ψ1 +Ψ0rΨ
⊤
0,kΨ1 +Ψ0rΨ
⊤
0 Ψ1,k −Ψ1,kr
= [β, ek]Ψ0rΨ
⊤
0 Ψ1 −Ψ0rΨ
⊤
0 [β, ek]Ψ1 +Ψ0rΨ
⊤
0 (ekΨ0 + [β, ek]Ψ1)− (ekΨ0 + [β, ek]Ψ1)r
= [β, ek]Ψ0rΨ
⊤
0 Ψ1 +Ψ0rΨ
⊤
0 ekΨ0 − (ekΨ0 + [β, ek]Ψ1)r,
(82)
[n.d.Ψ0rΨ
⊤
0 , ek]Ψ0 + [β, ek]Γ0 = [Ψ0rΨ
⊤
0 , ek]Ψ0 + [β, ek]Γ0
= Ψ0rΨ
⊤
0 ekΨ0 − ekΨ0rΨ
⊤
0 Ψ0 + [β, ek]Γ0 = Ψ0rΨ
⊤
0 ekΨ0 − ekΨ0r+ [β, ek](Ψ0rΨ
⊤
0 Ψ1 −Ψ1r).
(83)
Comparison of (82) and (83) shows that Γ0 = Ψ0rΨ
⊤
0 Ψ1 −Ψ1r obeys (79).
Now (81) suggests to try the following formulas for functions Γi
Γi = Ψ0rΨ
⊤
0 Ψi+1 −Ψi+1r, i ∈ Z≥0. (84)
The next proposition shows that (84) satisfy the required properties.
16
Proposition 5. For any constant symmetric matrix r ∈ gln(K), consider Γi given by (84). Then the infinitesimal defor-
mation (77) is a symmetry of system (63), (72), (74). We denote this symmetry by Sr.
Since Ψi satisfying (72), (74) are pseudopotentials for the Darboux–Egoroff system (63), the symmetry Sr is a nonlocal
symmetry of the Darboux–Egoroff system (63) in the covering determined by (72), (74).
Proof. Let β and Ψ(λ) =
∑∞
i=0 λ
iΨi satisfy (63), (72), (74). Set Γ(λ) =
∑∞
i=0 λ
iΓi. Using (84) and Ψ
⊤
0 Ψ0 = E, one obtains
Γ(λ) =
∞∑
i=0
λiΓi =
∞∑
i=0
λi(Ψ0rΨ
⊤
0 Ψi+1 −Ψi+1r) = λ
−1(Ψ0rΨ
⊤
0 Ψ(λ) −Ψ(λ)r).
To prove that the infinitesimal deformation (77) is a symmetry of system (63), (72), (74), we need to show that
β˜ = β + εn.d.Ψ0rΨ
⊤
0 and Ψ˜(λ) = Ψ(λ) + εΓ(λ) obey equations (63), (72), (74) up to O(ε
2).
Since (76) is a symmetry shadow, β˜ = β + εn.d.Ψ0rΨ
⊤
0 satisfies equations (63) up to O(ε
2).
Using (74) and Γ(λ) = λ−1(Ψ0rΨ
⊤
0 Ψ(λ)−Ψ(λ)r), one gets
Ψ˜(λ)Ψ˜⊤(−λ) = (Ψ(λ) + εΓ(λ))(Ψ⊤(−λ) + εΓ⊤(−λ)) = E+ ε(Ψ(λ)Γ⊤(−λ) + Γ(λ)Ψ⊤(−λ)) + ε2Γ(λ)Γ⊤(−λ), (85)
Ψ(λ)Γ⊤(−λ) + Γ(λ)Ψ⊤(−λ) = Ψ(λ)
(
−λ−1(Ψ⊤(−λ)Ψ0rΨ
⊤
0 − rΨ
⊤(−λ))
)
+ λ−1(Ψ0rΨ
⊤
0 Ψ(λ)−Ψ(λ)r)Ψ
⊤(−λ)
= −λ−1(Ψ0rΨ
⊤
0 −Ψ(λ)rΨ
⊤(−λ)) + λ−1(Ψ0rΨ
⊤
0 −Ψ(λ)rΨ
⊤(−λ)) = 0.
(86)
Equations (85), (86) yield Ψ˜(λ)Ψ˜⊤(−λ) = E+ ε2Γ(λ)Γ⊤(−λ), so Ψ˜(λ) obeys (74) up to O(ε2).
Using (72), (80), Γ(λ) = λ−1(Ψ0rΨ
⊤
0 Ψ(λ)−Ψ(λ)r), and [n.d.Ψ0rΨ
⊤
0 , ek] = [Ψ0rΨ
⊤
0 , ek], for k = 1, . . . , n we obtain
Ψ˜(λ),k = Ψ(λ),k + εΓ(λ),k = Ψ(λ),k + ε
(
λ−1(Ψ0rΨ
⊤
0 Ψ(λ)−Ψ(λ)r)
)
,k
= Ψ(λ),k + ελ
−1
(
[β, ek]Ψ0rΨ
⊤
0 Ψ(λ)−Ψ0rΨ
⊤
0 [β, ek]Ψ(λ) + Ψ0rΨ
⊤
0 (λek + [β, ek])Ψ(λ)− (λek + [β, ek])Ψ(λ)r
)
= (λek + [β, ek])Ψ(λ) + ε
(
(λek + [β, ek])λ
−1(Ψ0rΨ
⊤
0 Ψ(λ)−Ψ(λ)r) + [Ψ0rΨ
⊤
0 , ek]Ψ(λ)
)
= (λek + [β + εΨ0rΨ
⊤
0 , ek])(Ψ(λ) + εΓ(λ))− ε
2[Ψ0rΨ
⊤
0 , ek]Γ(λ)
= (λek + [β˜ , ek])Ψ˜(λ)− ε
2[Ψ0rΨ
⊤
0 , ek]Γ(λ),
which implies that β˜ , Ψ˜(λ) obey (72) up to O(ε2).
According to Proposition 5, for each r ∈ gln(K) satisfying r
⊤ = r, we have the symmetry Sr of system (63), (72), (74),
where Sr is given by the infinitesimal deformation (77) with Γi = Ψ0rΨ
⊤
0 Ψi+1 −Ψi+1r.
Let L be the Lie algebra generated by the symmetries Sr for all symmetric matrices r ∈ gln(K). Then every element
of L is a symmetry of system (63), (72), (74). Therefore, every element of L can be regarded as a nonlocal symmetry of
the Darboux–Egoroff system (63) in the covering determined by (72), (74).
The explicit structure of L is described in Proposition 6 below. To present this description, we need to consider some
infinite-dimensional Lie algebras. As has been discussed in Remark 3 in Section 1, we denote by T the Lie algebra of
Laurent polynomials of the form
q∑
i=−p
λiri, p, q ∈ Z≥0, ri ∈ gln(K), r
⊤
i = (−1)
i+1ri.
The algebra T, as a vector space, is equal to the direct sum of the subalgebras
T+ =
{
q∑
i=0
λiri
∣∣∣∣∣ q ≥ 0, r⊤i = (−1)i+1ri
}
, T− =
{
−1∑
i=−p
λiri
∣∣∣∣∣ p > 0, r⊤i = (−1)i+1ri
}
.
Proposition 6. The algebra L is isomorphic to the Lie algebra
T′− =
{
−1∑
i=−p
λiri ∈ T−
∣∣∣∣∣ p > 0, ri ∈ gln(K), r⊤i = (−1)i+1ri, tr(ri) = 0
}
,
where tr(ri) is the trace of ri. Under this isomorphism, Sr ∈ L corresponds to
−λ−1
(
r−
1
n
tr(r)E
)
∈ T′−
for each r ∈ gln(K) satisfying r
⊤ = r.
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Proof. Using the infinitesimal version of the Givental–van de Leur twisted loop group action on the space of semisimple
Frobenius manifolds [14, 17, 18, 27, 28, 29], Buryak and Shadrin [8] described an action of the Lie algebra T by symmetries
of system (63), (72), (74). In other words, the paper [8] presents a homomorphism from T to the Lie algebra of symmetries
of system (63), (72), (74). We denote this homomorphism by ϕ.
The algebra T is spanned by elements of the form λ−ℓr ∈ T, where ℓ ∈ Z and r ∈ gln(K) are such that r
⊤ = (−1)ℓ+1r.
Therefore, in order to describe the homomorphism ϕ, it is sufficient to describe ϕ(λ−ℓr).
According to the formulas from [8, Section 3.2], the symmetry ϕ(λ−ℓr) is given by the following infinitesimal deformation
of solutions of system (63), (72), (74)
β˜ = β + εϕ(λ−ℓr)(β), Ψ˜i = Ψi + εϕ(λ
−ℓr)(Ψi), i ∈ Z≥0, (87)
ϕ(λ−ℓr)(β) =
 n.d.
∑
i,j≥0, i+j=ℓ−1
(−1)j−1ΨirΨ
⊤
j , ℓ > 0,
0, ℓ ≤ 0,
(88)
ϕ(λ−ℓr)(Ψi) =

Ψℓ+ir−
ℓ∑
p=1
ℓ−p∑
q=0
(−1)ℓ−p−qΨqrΨ
⊤
ℓ−p−qΨp+i, ℓ > 0,
Ψℓ+ir, ℓ ≤ 0, i ≥ −ℓ,
0, ℓ ≤ 0, i < −ℓ.
(89)
That is, if β and Ψi satisfy (63), (72), (74), then β˜ and Ψ˜i given by (87) obey equations (63), (72), (74) up to O(ε
2),
where ϕ(λ−ℓr)(β) and ϕ(λ−ℓr)(Ψi) are defined by (88), (89).
In particular, according to (88), (89), for ℓ = 1 and r ∈ gln(K) satisfying r
⊤ = r we have
ϕ(λ−1r)(β) = −n.d.Ψ0rΨ
⊤
0 , ϕ(λ
−1r)(Ψi) = Ψi+1r− Ψ0rΨ
⊤
0 Ψi+1,
which implies that ϕ(λ−1r) = −Sr.
Let Z ⊂ T− be the subalgebra spanned by the elements λ
−(2s+1)E ∈ T− for all s ∈ Z≥0. Clearly, Z is the center of the
Lie algebra T−, and we have T− = T
′
− ⊕ Z.
Since Ψ(λ) =
∑∞
i=0 λ
iΨi and Ψ
⊤(−λ) =
∑∞
i=0(−λ)
iΨ⊤i , equation (74) says that
Ψ0Ψ
⊤
0 = E,
∑
i,j≥0, i+j=k
(−1)jΨiΨ
⊤
j = 0 ∀ k ∈ Z>0. (90)
Using (88), (89), and (90), for any s ∈ Z≥0 we obtain ϕ(λ
−(2s+1)E) = 0. Hence ϕ(Z) = 0.
It is easily seen that the algebra T′− is generated by the elements
λ−1
(
r−
1
n
tr(r)E
)
∈ T′−
for r ∈ gln(K) satisfying r
⊤ = r.
As ϕ(λ−1r) = −Sr and ϕ(λ
−1E) = 0, we get ϕ
(
λ−1(r− (1/n) tr(r)E)
)
= −Sr. Hence ϕ(T
′
−) = L.
Recall that the Lie algebra T+ is spanned by elements of the form λ
mrm, where m ∈ Z≥0 and rm ∈ gln(K) are such
that r⊤m = (−1)
m+1rm. According to (88), (89), for m ≥ 0 one has
ϕ(λmrm)(β) = 0, ϕ(λ
mrm)(Ψi) =
{
Ψi−mrm, i ≥ m,
0, i < m.
(91)
Using (91), it is easy to show that ϕ(v) 6= 0 for any nonzero element v ∈ T+. That is, T+ ∩ kerϕ = 0.
For any nonzero element w ∈ T′−, there is v ∈ T+ such that [v, w] 6= 0 and [v, w] ∈ T+. Therefore, for any ideal I of
the algebra T, if T′− ∩ I 6= 0 then T+ ∩ I 6= 0. Since kerϕ is an ideal of T and T+ ∩ kerϕ = 0, we obtain T
′
− ∩ kerϕ = 0.
The properties T′− ∩ kerϕ = 0 and ϕ(T
′
−) = L imply that ϕ|T′
−
determines an isomorphism between T′− and L. As has
been shown above, we have ϕ
(
λ−1(r− (1/n) tr(r)E)
)
= −Sr.
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