High-resolution image reconstruction arise in many applications, such as remote sensing, surveillance, and medical imaging. The model proposed by Bose and Boo [Int. J. Imaging Syst. Technol. 9 (1998) 294-304] can be viewed as passing the high-resolution image through a blurring kernel, which is the tensor product of a univariate low-pass filter of the form [1/2 + ε, 1, . . ., 1, 1/2 − ε], where ε is the displacement error. Using a wavelet approach, bi-orthogonal wavelet systems from this low-pass filter were constructed in [R. Chan et al., SIAM J. Sci. Comput. 24 (4) (2003) 1408-1432 R. Chan et al., Linear Algebra Appl. 366 (2003) 139-155] to build an algorithm. The algorithm is very efficient for the case without displacement errors, i.e., when all ε = 0. However, there are several drawbacks when some ε = 0. First, the scaling function associated with the dual low-pass filter has low regularity. Second, only periodic boundary conditions can be imposed, and third, the wavelet filters so constructed change when some ε change. In this paper, we design tight-frame symmetric wavelet filters by using the unitary extension principle of [A. Ron, Z. Shen, J. Funct. Anal. 148 (1997) . The wavelet filters do not depend on ε, and hence our algorithm essentially reduces to that of the case where ε = 0. This greatly simplifies the algorithm and resolves the drawbacks of the bi-orthogonal approach.
Introduction
High-resolution images are often indispensable in many applications, such as remote sensing, surveillance, and medical imaging. Their reconstruction techniques can improve the resolution of imageacquisition systems like the CCD imaging sensor arrays. The reconstruction of high-resolution images from multiple low-resolution image frames can be modeled by
where f is the desired high-resolution image, H is the blurring kernel, g is the observed high-resolution image formed from the low-resolution images, and η is the noise. The system (1) is ill-posed. Usually it is solved by Tikhonov's regularization method. The Tikhonovregularized solution is defined to be the unique minimizer of
where R(f ) is a regularization functional. The basic idea of regularization is to replace the original illposed problem with a "nearby" well-posed problem, whose solution approximates the required solution.
The regularization parameter α provides a tradeoff between fidelity to the measurements and noise sensitivity. Much research has been done in the last three decades on the high-resolution image reconstruction [8] [9] [10] 12, 15, 17, 18, 20] . The model proposed by Bose and Boo in [1] is one of the mathematical models for reconstructing a high-resolution image from multiple low-resolution, shifted, degraded samples of a true scene. The model was solved in [1, 15, 16] using the least-squares approach in (2) . Recently, we studied it from the wavelet point of view [2, 3] . The main idea is to view the blurring kernel H as a matrix representation of a low-pass filter that gives a stable refinable function associated with a multiresolution of L 2 (R 2 ). Then the wavelet-based high-resolution image reconstruction procedure is essentially to approximate iteratively the wavelet coefficients folded by the given low-pass filter. The algorithms are developed through the perfect reconstruction formula of a bi-orthogonal wavelet system with this lowpass filter as its primary low-pass filter, see [2, 3, 21] . By incorporating the wavelet analysis viewpoint, many available techniques developed in the wavelet literature, such as wavelet-based denoising scheme, can be applied to this problem.
However, there are several difficulties when using the wavelet approach for problems with displacement errors: (i) As is shown in [2] , the high-resolution image is represented in the multiresolution generated by the dual low-pass filter. The corresponding scaling function normally has low regularity, and it affects the performance of the algorithm. To improve the regularity, one has to use longer dual filters. However, this increases the complexity of the computation and amplifies the artifacts around the boundary.
(ii) In image restoration, symmetric boundary conditions usually provide better results, see, for instance, [16] . For the algorithm in [3] , the low-pass and the high-pass filters and their duals are no longer symmetric. This implies that symmetric boundary conditions cannot be imposed. (iii) The construction of the dual filter depends on the displacement errors. This is particularly inconvenient when the errors vary with time in some applications such as the extraction of highresolution images from video.
In this paper, we invoke the unitary extension principle of [19] to build a wavelet tight-frame system from the given low-pass filter. The constructed filters (both low and high) will be symmetric with selfduality. Hence, the symmetric boundary conditions can be imposed. Moreover, the recovered image is represented in the multiresolution derived from the given low-pass filter. This multiresolution is more natural and has the same regularity as the scaling function corresponding to the blurring filter. Furthermore, our analysis will show that the filter design is independent of the displacement errors. This leads to an algorithm that is independent of the displacement errors. Hence it can be adapted to a wider range of applications. Finally, the redundant nature of the tight-frame system can extract more features from the blurred images in the reconstruction of the high-resolution images.
We remark that the least-squares approach used in [1, 15, 16 ] also has difficulty when there are displacement errors. The blurring operator is no longer spatially invariant and hence the matrix does not have special structure. The Tikhonov system (2) has to be solved by an iterative method such as the preconditioned conjugate gradient method.
The outline of the paper is as follows. In Section 2, we introduce the model by Bose and Boo [1] , and different boundary conditions. In Section 3, we recall the bi-orthogonal wavelet algorithm developed in [2, 3] . In Section 4, we develop our tight-frame algorithm. Finally, numerical examples are given in Section 5 to illustrate the effectiveness of the algorithm.
For the rest of the paper, we will use the following notations. Bold-faced characters indicate vectors and matrices. The numbering of matrix and vector starts from 0. The matrix L t denotes the transpose of the matrix L. The symbols I and 0 denote the identity and zero matrices, respectively. For a given function To describe Toeplitz, circulant, and Hankel matrices, we use the following notations:
The matrix pseudoHankel(a, b) is formed from Hankel(a, b) by replacing both the first column and the last column with zero vectors, i.e.,
Mathematical model for high-resolution image reconstruction
In this section, we first introduce the mathematical model for high-resolution image reconstruction and then review three different boundary conditions used in the formulation of the blurring kernel.
Mathematical model
We follow the high-resolution reconstruction model proposed by Bose and Boo [1] . Consider a sensor array with L × L sensors in which each sensor has N 1 × N 2 sensing elements and the size of each sensing element is T 1 × T 2 . For simplicity, L will be an even number in the following discussions. Our aim is to reconstruct an image with resolution
In order to have enough information to resolve the high-resolution image, there are subpixel displacements between the sensors in the sensor arrays. For sensor 
Here ε
and ε
are the vertical and horizontal displacement errors, respectively. They can be obtained by the manufacturers during camera calibration. Fig. 1 shows the case when we have a 2 × 2 sensor array. We assume that For sensor ( 1 , 2 ), the average intensity registered at its (n 1 , n 2 )th pixel is modeled by
Here 0 n 1 < N 1 and 0 n 2 < N 2 and η 1 , 2 [n 1 , n 2 ] is the noise, see [1] . We intersperse all the lowresolution images g 1 , 2 to form an M 1 × M 2 image g by assigning
The image g is already a high-resolution image and is called the observed high-resolution image. It is already a better image than any one of the low-resolution samples g 1 , 2 themselves, c.f. the top two figures in Fig. 5 .
To obtain an even better image than g (e.g., the bottom two figures in Fig. 5 ), one will have to find f from (3). One way is to discretize (3) using the rectangular quadrature rule and then solve the discrete system for f . Since the right-hand side of (3) involves the values of f outside the scene (i.e., outside the domain of g), the resulting system will have more unknowns than the number of equations, and one has to impose boundary conditions on f for points outside the scene, see, e.g., [1] . Then the blurring matrix corresponding to the ( 1 , 2 )th sensor is given by a square matrix of the form
The matrices H x (ε
) and H y (ε
) vary under different boundary conditions and will be given later. The blurring matrix for the whole sensor array is made up of blurring matrices from each sensor
where
with e j the j th unit vector. Let f and g be the column vectors formed by f and g. The Tikhonov-regularization model in (2) becomes
where R is the matrix corresponding to the regularization functional R in (2).
Boundary conditions
Here we consider three common boundary conditions used in image processing literatures, namely, the periodic, the half-point symmetric, and the whole-point symmetric conditions.
Periodic boundary condition
The periodic boundary condition assumes that
The resulting
) have a circulant structure:
The matrix H y (ε
) can be defined similarly. These matrices are circulant matrices. When there are no displacement errors, i.e., when ε
This matrix is a block-circulant-circulant-block (BCCB) matrix and can always be diagonalized by the discrete Fourier transform [1] . The resulting Tikhonov system (7) is a BCCB system, which can be inverted easily by fast Fourier transforms (FFT) provided that the matrix R is chosen suitably (e.g., identity matrix or Laplacian matrix with the same boundary condition). However, when there are displacement errors, the blurring matrix H(ε x , ε y ) is a nonsymmetric matrix with no special structure. The matrix has the same graph as H(0, 0), but the entries are no longer constant along the diagonals. Hence the matrix cannot be diagonalized by FFT. The Tikhonov system (7) can then be solved by an iterative method such as the preconditioned conjugate gradient method, see [1] . One possible choice of preconditioners is the matrix H(0, 0) in (8) .
When compared to the symmetric boundary conditions that we are going to discuss next, the periodic boundary conditions usually give more prominent ringing effects at the boundary of the image unless the data is close to periodic; see [2, 16] .
Half-point symmetric boundary condition (Neumann boundary condition)
We assume that the image outside the scene is a reflection of that inside
) have a Toeplitz-plus-Hankel structure
and
) can be defined similarly. These matrices are Toeplitz-plus-Hankel matrices. When there are no displacement errors, then again H x (ε
This matrix is a block Toeplitz-plus-Hankel matrix with Toeplitz-plus-Hankel blocks. It can always be diagonalized by the discrete cosine transform [16] . When there are displacement errors, the blurring matrix H(ε x , ε y ) is a nonsymmetric matrix with no special structure, and cannot be diagonalized by the discrete cosine transform. The Tikhonov system (7) can then be solved by the preconditioned conjugate gradient method with the corresponding H(0, 0) as a preconditioner; see [15, 16] .
Neumann boundary conditions have proved to be an effective model for high-resolution image reconstruction, both in terms of the computational cost and of minimizing the ringing effects near the boundary [16] .
Whole-point symmetric boundary condition
Here we also assume reflection except for the pixels right at the boundary
) have a Toeplitz-plus-pseudoHankel structure
where a and b are given by (9) , and
) can be defined similarly. This boundary condition is used in [2] , where it produces good high-resolution images in terms of signal-to-noise ratio and of minimizing the ringing effects near the boundary.
Wavelet-based high-resolution image reconstruction
No matter which boundary condition is imposed on the model, the interior row of
This motivated us in [2] and [3] to consider the blurring matrix H y (ε
) as a low-pass filter acting on the image f . This low-pass filter is a tensor product of the univariate low-pass filter
where the parameter ε may vary in the x and y directions for each sensor. Using this observation, a wavelet algorithm based on bi-orthogonal wavelet systems was proposed in [2] for spatially invariant blurring kernels and in [3] for spatially variant blurring kernels. A detailed review of this algorithm is given in this section since our new algorithm, based on the tight-frame wavelet system, is an improvement of this algorithm.
Bi-orthogonal wavelet systems
We start from a compactly supported scaling function φ and the corresponding multiresolution with dilation L. The scaling function φ satisfies a refinement equation
and the normalization conditionφ(0) = 1, where the finitely supported sequence m 0 is a refinement mask (low-pass filter) defined on Z that satisfies k∈Z m 0 (k) = 1.
For a given refinement mask m 0 , the corresponding refinable function can be determined in terms of its Fourier transform. For example, let L,ε m 0 be the filter given in (10), i.e.,
where L,εm0 is the Fourier series of the sequence L,ε m 0 . It can be proven that L,ε φ is stable, i.e., {φ(· − j): j ∈ Z} forms a Riesz basis of V 0 , the closed shift invariant space generated by {φ(· − j):
L,ε φ is Hölder continuous with Hölder exponent
For a compactly supported stable scaling function φ ∈ L 2 (R), let V 0 be the closed shift-invariant space generated by {φ(· − j): j ∈ Z} and
is a compactly supported scaling function, then {V n } forms a multiresolution. Recall that a multiresolution is a family of closed subspaces {V n } n∈Z of L 2 (R) that satisfies:
, and (iii) n V n = {0} (see [5, 13] 
Often we call φ andφ a dual pair.
To get bi-orthogonal wavelet systems from L,ε φ, one needs to construct its dual scaling function. This can be done using the method in [21] . This leads to two multiresolutions, {V n } and {Ṽ n }, with the associated scaling functions L,ε φ and L,εφ being a dual pair. It is well known that for a dual pair of scaling functions φ andφ, their corresponding low-pass filtersm 0 andm 0 satisfy
where ϑ t = 2πt/L, t = 0, 1, . . . , L − 1. The key step in obtaining the dual wavelet system from the two dual multiresolutions is to use the matrix extension results of [14, 22] . For a given pair of dual low-pass filters satisfying (13), the matrix extension method provides a way to constructm s andm s ,
The functions ψ s andψ s , 1 s L − 1, which are defined bŷ
are multi-band bi-orthogonal wavelets constructed from the multiresolution {V n } andṼ n . The Fourier coefficient sequences ofm s andm s , 1 s L − 1, are called wavelet masks or high-pass filters.
A complete analysis of bi-orthogonal wavelets can be found in [4] . The wavelet-based algorithms in [2, 3] are based on the existence of a bi-orthogonal wavelet system with L,ε m 0 as one of the low-pass filters. Specifically, the bi-orthogonal wavelet system with L,ε m 0 as one of the low-pass filters of the associated analysis was constructed and used in [2, 3] for the cases L = 2 and 4. For arbitrary L, the minimally supported bi-orthogonal wavelet system with L,ε m 0 as one of the low-pass filters is given explicitly in [21] .
Image reconstruction algorithm
Here, we briefly discuss the wavelet approach developed in [2, 3] 
s=0 be the biorthogonal filter banks corresponding to a pair of dual scaling functions L,ε φ and L,εφ and dual wavelets L,ε ψ s and L,εψ . Then, they satisfy the perfect reconstruction equation
This equation is the starting point of our wavelet-based algorithm for high-resolution image reconstruction. For the ( 1 , 2 )th sensor, the matrix representation of the perfect reconstruction of the bi-orthogonal system (14) in the x-direction is
where 
We have two remarks about (15) and (16):
), the blurring matrices for each sensor as given in (4).
(ii) If we impose the periodic boundary condition, then (15) and (16) both hold for any displacement errors including the case ε x = ε y = 0. However, if we impose the whole-point symmetric boundary condition, then (15) and (16) hold only when ε x = ε y = 0. This is one of the shortcomings of the bi-orthogonal wavelet method, as symmetric boundary conditions usually give better performance than periodic boundary conditions. When (15) and (16) 
In particular, by the first remark above, M 0,0 (ε
). In order to introduce the wavelet-based high-resolution image reconstruction algorithm, we first consider the case without displacement errors. (In this case, both periodic and whole-point symmetric boundary conditions can be applied.) Then (17) holds for every sensor. For simplicity, in this case we rewrite (17) as
where M 0,0 = H(0, 0), the blurring matrix for the whole sensor array. Multiplying both sides of (18) by f, we have
Since M 0,0 f = H(0, 0)f = g is just the observed high-resolution image, and the other M p,q f, (p, q) = (0, 0), represent the high-frequency components of f, we obtain an iterative algorithm
A complete analysis of this algorithm in terms of multiresolution was given in [2] . In fact, it was pointed out in [2] that the first term in the right-hand side of (19) is the representation of the observed image in the higher resolution subspace in the multiresolution generated by the dual low-pass filter of the given low-pass filter. Reconstructing the high-resolution image f is equivalent to recovering the wavelet coefficients of the original image f, which are not available. In the algorithm, the wavelets coefficients of f are approximated by those of the previous iterate f n (expressed by the rest of the terms in the right-hand side of (19) ).
Further, a nonlinear denoising scheme can be built into (19) to remove the noise. This leads to the following algorithm:
Here D is a nonlinear denoising operator and we will discuss it in more detail later, see (38). The algorithm is generalized to the case with displacement errors in [3] . In this case, as mentioned by remark (ii), we can only impose periodic boundary conditions.
Tight frame for high-resolution image reconstruction
The wavelet approach puts the high-resolution image reconstruction into the multiresolution framework and provides us with a new way of understanding high-resolution image reconstruction. The numerical simulations show a significant improvement compared with the least-squares method. However, as seen in the last section on the description of the algorithms in [2, 3] , there are three major issues with the wavelet approach when applied to the case with displacement errors.
(i) Since the image is represented in the multiresolution generated by the dual low-pass filter (see [2, 3, 21] ), the regularity of the dual refinable function plays a key role on the performance of the waveletbased algorithm. However, the regularity of the refinable functions varies with the displacement errors, and in some cases, the function can even be discontinuous [21] . Although the regularity can be improved by increasing the length of the dual low-pass filter L,εm0 , it would produce ringing effects and increase the computational complexity. (ii) Since the filters are not symmetric, we only can impose the periodic boundary conditions. However, numerical results from both the least squares and the wavelet methods for problems with no displacement errors show that the symmetric boundary conditions usually provide much better performance than periodic boundary conditions, see, for instance, [2, 3, 16] . (iii) The design of the filters depends on the displacement errors. This restricts the usage of our method for applications where the displacement errors vary with time and need to be estimated continuously. One such example is the extraction of high-resolution images from video where the displacement errors vary continuously and are estimated numerically.
In this paper, we resolve these issues by using tight-frame systems. To design a tight frame that can solve the problems, we resort to analyzing the properties of the filter L,ε m 0 . The motivation comes from the splitting of the low-pass filter as follows:
Let the Fourier series of the filters L,0 m 0 and L,0 m 1 be denoted by L τ 0 and L τ 1 , respectively. Observation (20) is crucial in this paper, since all we need now is to construct a tight-frame system with L τ 0 as its low-pass filter and L τ 1 as one of its high-pass filters. Since L τ 0 and L τ 1 are symmetric and independent of ε, we can expect the filters in the tight-frame systems to be symmetric and independent of ε. We will also see that L τ 1 will "collect" the displacement errors at each iterate. Hence, the algorithm is essentially reduced to the case with no displacement errors. This also means that the reconstructed image is represented in the multiresolution generated by the blurring low-pass filter with no displacement errors. As seen in (12), the scaling function generated by the blurring filter with no displacement errors has higher regularity than those generated by the blurring filters with displacement errors. Altogether, this provides solutions to the problems mentioned above.
Wavelet tight frame and filter design
At first look, it seems difficult to design wavelet systems with one pre-given low-pass filter and one pre-given high-pass filter especially when L is large. Here, we give an explicit construction of this tight frame by exploiting the specific structure of the filters L τ 0 and L τ 1 using the unitary extension principle of [19] .
Given a finite set Ψ ⊂ L 2 (R), the wavelet system generated by Ψ is defined as
A system X ⊂ L 2 (R) with countably many elements is a tight frame if for all f ∈ L 2 (R),
In particularly, an orthonormal basis is a tight frame. To use the unitary extension principle [19] , we start with a compactly supported scaling function φ ∈ L 2 (R) with refinement mask (low-pass filter) τ φ in (11) and its associated multiresolution V n , n ∈ Z.
For a given compactly supported refinable function in L 2 (R), the construction of tight-frame wavelet systems is to find a finite set Ψ in V 1 such that the wavelet system generated by Ψ as defined in (21) forms a tight frame of L 2 (R). Recall that an arbitrary ψ ∈ V 1 can be represented in the Fourier domain asψ (L·) = τ ψφ for some 2π -periodic τ ψ (see, e.g., [19] ). The unitary extension principle in [19] says that the wavelet system forms a tight frame in L 2 (R) provided that τ φ together with τ ψ , ψ ∈ Ψ , satisfy the following conditions:
where ϑ p = 2πp/L, 0 p < L. The sequences of the Fourier coefficients of τ ψ , as well as τ ψ itself, are called wavelet masks or high-pass filters. Now let us return to our problem. We want to design a tight-frame system with L τ φ = L τ 0 as its low-pass filter and L τ 1 as one of its high-pass filters. The first question is the existence of such filters satisfying (22) . To answer this question, let us look at the case when L = 2. In this case, we do have a tight-frame system with filters:
Let 2 τ 0 , 2 τ 1 , and 2 τ 2 be the corresponding Fourier series of the above filters. They satisfy
Hence, it leads to a tight-frame system. In fact, this system is the first example given in a systematic construction of spline tight-frame wavelet systems by applying the unitary extension principle in [19] . Based on the tight-frame system for L = 2, we can design tight-frame systems for any L = 2K, where K is a positive integer. We note that L τ 0 and L τ 1 can be written in the Fourier domain as There are several ways to construct wavelet masks satisfying (22) . We choose the filters K h k , which are related to the DCT III matrix of order K Fig. 2 . Scaling functions (from left to right) with 2 τ 0 , 4 τ 0 , and 6 τ 0 as its low-pass filter, respectively.
Since cos((2 + 1)kπ )/(2K) = (−1) k cos((2(K − ) − 1)kπ)/(2K) for all 0 < K, the filter K h k (and hence the filter L τ k ) is symmetric for even k and antisymmetric for odd k. Let Kĥk , 0 k K − 1, be the Fourier series of the above filter, then it can be proven (see [11] ) that Kĥk , 0 k K − 1, satisfy (22), i.e.,
It is, in fact, an orthonormal Haar wavelet corresponding to the multiresolution generated by the characteristic function of the unit interval with dilation K. In general, we define
Therefore, we get a tight-frame system derived from a multiresolution generated by the blurring low-pass filter L τ 0 with the high-pass filter L τ 1 as one of the wavelet masks once we proved that they satisfy (22) . This is proven in the next theorem.
, be defined by (26). Then we have
Since M 0 (ω) = 1 and M K (ω) = 0 by (24), and 
is a tight-frame system of L 2 (R) by Theorem 1 and the unitary extension principle of [19] . We note that for L = 2K, this construction gives 3K − 1 wavelet functions.
Two most commonly used cases in applications are L = 2 and L = 4. For L = 4, the filters associated with the tight-frame system are:
We now describe the main ideas of tight-frame algorithm for the high-resolution function reconstruction. The details of implementation will be given in a matrix form in the next two subsections. For simplicity, we discuss the univariate case with L = 2. The more general cases can be discussed in the exactly same way except with more complicated notations. We start with the blurring filter without displacement errors. The corresponding tight-frame wavelet filters are already given in (23), and (24) reduces to
for a.e. ω ∈ R. To simplify the notations, let us just replace 2 
Let g be the observed function and f be the true function to recover. Let φ be the refinable function corresponding to the low-pass filter m 0 , which generated a multiresolution V n , n ∈ Z. Then, as the analysis of [2] shows, f can be approximated be a function in V 1 , i.e.,
The numbers v(α), α ∈ Z, are the pixel values of the high-resolution image we are seeking, and they form the discrete representation of f under the basis √ 2φ(2 · −α), α ∈ Z. The given data set (m 0 * v)(α) is the observed high-resolution image. By using the refinability of φ, one finds that m 0 * v is the coefficient sequence of the function g represented by φ(· − α/2), α ∈ Z, in V 0 (φ). We call this g the observed function and it is given by
The observed function can be obtained from m 0 * v. When only m 0 * v is given, to recover f 1 , one first finds v from m 0 * v; then, derives f 1 using the basis √ 2φ(2 · −α), α ∈ Z, as in (29). To recover f 1 from g, we need to restore the wavelet coefficients of f 1 that contain the high frequency components of f 1 . Here we provide an iterative algorithm to recover v. At step (n + 1) of the algorithm, it improves the wavelet components of f 1 by updating the wavelet coefficients of the previous step. The algorithm is presented in the Fourier domain where the problem becomes: for a given m 0 * v = τ 0v , one needs to findv in order to restore f 1 .
Our tight-frame iterative algorithm starts from (28). Suppose that at step n, we have the nth approximationv n . Then (28) gives
Assume that there is no displacement error. Since τ 0v = m 0 * v is available, we replace τ 0vn by m 0 * v (i.e., τ 0v ) to improve the approximation. By this, we definê
It can further be shown via a method similar to that used in [2] , that the sequence of functions corresponding to the high-resolution images at each iteration converges tov in L 2 -norm in the absence of noise. Hence we obtain f 1 by (29). When g contains noise, then v n has noise brought in from the previous iteration. To build a denoising procedure into the algorithm, we further decompose the high-frequency components τ 1vn and τ 2vn via the standard tight-frame wavelet decomposition algorithm. This gives a wavelet frame packet decomposition of v n . Then, applying a wavelet denoising algorithm to this decomposition and reconstructing τ 1vn and τ 2vn back via the standard reconstruction algorithm leads to a denoising procedure forv n .
For the case with displacement errors, the blurred function g has error from the displacement. In order to take into the consideration the displacement errors and use our algorithm (30), we recall our earlier observation (20) that the coefficients of blurring image g is obtained from v by passing v through the filter τ 0 + √ 2ετ 1 . Noting that
and the fact that (τ 0 (ω) + √ 2ετ 1 (ω))v is available, we obtain the following modified algorithm:
Essentially, this algorithm uses τ 1vn to estimate the displacement error τ 1v in (τ 0 + √ 2ετ 1 )v, which is the available data. The term (τ 0 + √ 2ετ 1 )v − √ 2ετ 1vn can be viewed as the approximation of the observed image without displacement errors. By this, we reduce the problem of reconstruction of high-resolution image with the displacement errors to that of the one with no displacement errors. This allows us to use the set of filters derived from the case with no displacement errors. Those filters are symmetric and independent of ε.
The matrix representation
We now give the matrix representation of the tight-frame system explained in Section 4.1. Both the periodic and the whole-point symmetric boundary conditions are considered. We assume that all the filters L m p go from −K to K, where L = 2K and p = 0, . . . , 3K − 1. As we will see in this section, the blurring matrix with displacement errors can be expressed as the sum of the blurring matrix with no displacement errors together with the matrices generated from the filter L τ 1 .
For periodic boundary condition, the matrix representation of L τ p is It leads to
Obviously, T 0,0 =T 0,0 = H(0, 0). Using our tight-frame system, the blurring matrix with displacement errors can now be expressed as the sum of the blurring matrix with no displacement errors together with the matrices generated from the filter L τ 1 . More precisely, we have This equation says that the observed high-resolution image g = H(ε x , ε y )f is the sum of T 0,0 f (which equals to H (0, 0)f, the observed high-resolution image without any displacement errors), and three high-frequency images. Conversely, the observed image in the case with no displacement errors can be represented by the observed images with displacement errors
Thus with the matrices T 1,0 , T 0,1 , and T 1,1 , we can always approximate H(0, 0)f once all the displacement errors ε x and ε y are known. In other words, unlike the work in [3] , the tight system we used is fixed and can be used for all displacement errors.
The algorithm
To obtain our algorithm in matrix form, we follow the discussions at the end of Section 4.1, namely, Eqs. (30) and (31). We first multiply both sides of (32) by f. Recall that H(ε x , ε y )f is the observed high-resolution image g. Hence by (37), we have
Thus our tight-frame-based iterative algorithm is
The key step for denoising is to apply thresholding to the wavelet coefficients at each level. For this we define Donoho's thresholding operator [7] . For a given λ, let
where the thresholding function t λ is either (i) t λ (x) = xχ |x|>λ , referred to as the hard threshold, or (ii) t λ (x) = sgn(x) max(|x| − λ, 0), the soft threshold.
Altogether, the denoising scheme for two-dimensional image can be simply written as
Here the matrices W r,s andW r,s correspond to the matrices in (32) with K = 1, Q is the number of levels used in the decomposition, and T λ is the thresholding operator defined in [6, 7] with λ = σ 2 log(M 1 M 2 ), where σ is the variance of the Gaussian noise in signal f estimated numerically by the method given in [7] . Below we give the complete algorithm. 
Some remarks about the algorithm:
• This algorithm uses the previous iterate to correct the displacement errors of the observed image, as is shown by the terms in the bracket. This allows us to use the same set of filters regardless of the values of the displacement errors. In particular, the symmetric boundary conditions can always be used. This leads to a significant improvement of the reconstructed images as is shown in our numerical simulations in Section 5. The key factor of this algorithm is the special filter design by using the unitary extension principle of [19] .
• Since the low-pass filter of our tight frame is given by the blurring kernel with no displacement errors, and since the tight frame is self-dual, images are analyzed and reconstructed with the same set of filters and in the same multiresolution. In contrast, the bi-orthogonal wavelet approach uses different sets of filters in the analysis and the reconstruction and the images are represented in the multiresolution generated by the dual low-pass filter of the blurring kernel. The scaling function corresponding to the dual filter has lower regularity if we require that the dual filter had the same length as the blurring filter. Although it can be avoided by using orthogonal wavelets, there exists no orthonormal wavelet system for the given blurring kernels here. This again shows the flexibilities given by the tight-frame system. • For the algorithm in [3] , a block-Gauss-Seidel-like approach is used, namely, in each iteration, the iteration is carried out on only one sensor while keeping the information on the other sensors fixed.
Here, all sensors are updated simultaneously.
• When there are no displacement errors, i.e., ε x = ε y = 0, Step 2 reduces to
In this case, numerical simulations show that the tight-frame method is comparable with the wavelet method.
Numerical experiments
In this section, we compare the Tikhonov least-squares method (LS) with the wavelet-based algorithm (WA) (see [2, 3] ) and the tight-frame-based algorithm (TF) (i.e., Algorithm 1 above). We evaluate the methods using the relative error (RE) and the peak signal-to-noise ratio (PSNR) which compare the reconstructed image f c with the original image f. They are defined by
and PSNR = 10 log 10 255
, where the size of the restored images is M 1 × M 2 = 256 × 256. We use the "bridge" and "boat" images of size 260 × 260 as the original images in our numerical tests, see Fig. 3 . For both WA and TF, we use the hard thresholding operator T λ and Q = 1 in (38).
The case without displacement errors
In this case, the high-resolution image reconstruction is equivalent to deblurring a blurred image, which is the convolution of the original image with the two-dimensional filter L τ t 0 L τ 0 . For LS, the regularization functional R is chosen to be the identity and we use the half-point boundary condition in formulating the blurring matrix H(0, 0). The resulting system can be solved by three two-dimensional fast cosine transforms [16] . For both WA and TF, the whole-point boundary condition is used to formulate the blurring matrix H(0, 0). The iterate process stops when the highest PSNR is achieved. Tables 1 and 2 show that WA and TF give a significantly improvement over LS for the "boat" image and a comparable result for the "bridge" image. The restored images are shown in Fig. 4 for the 4 × 4 sensor array at SNR of 30 dB. 
The case with displacement error
For the 2 × 2 sensor array, the displacement errors The numerical results are shown in Table 3 , where the maximum number of iteration is 180. We remark that the tight-frame-based algorithm is not sensitive to ε x or ε y . The reconstructed "boat" and "bridge" images are shown in Figs. 5 and 6, respectively. 
