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ON CONVERGENCE CRITERIA FOR THE
COUPLED FLOW OF LI-YUAN-ZHANG 1
Teng Fei, Bin Guo, and Duong H. Phong
Abstract
A one-parameter family of coupled flows depending on a parameter κ > 0 is intro-
duced which reduces when κ = 1 to the coupled flow of a metric ω with a (1, 1)-form
α due recently to Y. Li, Y. Yuan, and Y. Zhang. It is shown in particular that, for
κ 6= 1, estimates for derivatives of all orders would follow from C0 estimates for ω
and α. Together with the monotonicity of suitably adapted energy functionals, this
can be applied to establish the convergence of the flow in some situations, including
on Riemann surfaces. Very little is known as yet about the monotonicity and con-
vergence of flows in presence of couplings, and conditions such as κ 6= 1 seem new
and may be useful in the future.
1 Introduction
The main goal of this paper is to study the following flow of a Ka¨hler metric ωt coupled
to a closed (1, 1)-form αt, on a given compact complex manifold X ,
∂tωt = −Ric(ωt) + λωt + αt, (1.1)
∂tαt = −κ ∂¯∂¯
†
ωtαt. (1.2)
Here Ric(ω) = −i∂∂¯ logωn is the Ricci form of ω, n is the complex dimension of X , and
κ a positive constant. When κ = 1 and λ = −1, this is the flow introduced recently by
Li, Yuan, and Zhang [12]. However, the stationary points are independent of κ, and as
we shall see in the present paper, it may be advantageous to consider a different value of
κ. We shall refer to the flow (1.1,1.2) as the κ-LYZ flow. The original motivation for the
κ-LYZ flow is that its stationary points are given by a Ka¨hler metric of constant scalar
curvature together with a harmonic (1, 1)-form. As such, it provides a natural approach to
the well-known open problem of finding Ka¨hler metrics of constant scalar curvature [12].
Our interest in the κ-LYZ flow comes from a different source. A leading contender
for a unified theory of the forces of nature at their most fundamental level is M theory
and its limiting string and supergravity theories [1, 10, 23]. These theories all incorporate
the gravitational field together with other fields, and the resulting equations, whether in
the original dimension or upon compactification, are all Einstein’s equation modified by
1Work supported in part by the National Science Foundation under grants DMS-12-66033 and DMS-
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interactions with other fields or higher string modes. The corresponding parabolic flows
are then all essentially Ricci flows, modified by couplings to other fields. Some explicit
examples are the renormalization group flow for the bosonic string considered in [11], the
Anomaly flow arising from compactifications of the heterotic string [18, 19, 6] and the flows
found in [7] arising from compactifications of eleven-dimensional supergravity. However,
while there has been considerable progress in recent years in the understanding of the Ricci
flow, there are still very few tools available for the study of non-linear coupled systems in
general, and in particular of the long-time behavior of the Ricci flow when it is coupled to
other fields. Even for the simplest coupled Ricci flow, namely the Ricci flow coupled to a
scalar field, only a criterion for the development of singularities [14] and a Perelman-type
pseudo-locality theorem [8] are known. A generalization of the first of these results to
the Ricci flow coupled to the harmonic map flow is in [16]. The κ-LYZ flow is arguably
the simplest example of a coupled Ricci flow in Ka¨hler geometry, since the additional
field α is a closed (1, 1)-form, and the closedness of both the metric form ω and of the
additional field α are preserved along the flow. It can also be viewed as an Abelian model
for the Anomaly flow [18, 19], in which the role of α is played by a Hermitian metric on a
holomorphic vector bundle, and higher powers of the curvature appear in the couplings.
The study of a partial differential equation usually begins with the identification of
a minimum number of estimates from which the existence and/or C∞ regularity of the
equation would follow. Fundamental examples are the C2,α estimates for linear uniformly
elliptic second order equations, the C0 estimate for the complex Monge-Ampe`re equation
on a compact Ka¨hler manifold, and the uniform estimate for the metrics in the method of
continuity for the problem of constant scalar curvature Ka¨hler metric. In all these cases
estimates for the derivatives of any order would follow, implying in turn both existence
and regularity properties for the equation. Even such basic results are not yet available
for either general non-linear elliptic or parabolic systems, or even more specifically for the
Ricci flow coupled with other fields.
The main goal of the present paper is to initiate such a study for the κ-LYZ flow. One
of our main results is that, for κ 6= 1, if the metrics ωt are all equivalent and the form αt
are uniformly bounded, then the derivatives of both ωt and αt of all orders are uniformly
bounded (Theorem 1). Thus the uniform boundedness of ωt and αt plays the role in the
κ-LYZ system of the C2,α estimate for linear elliptic equations, the C0 estimate for the
Monge-Ampe`re equation, and the uniform estimates for metrics in the continuity method
for the problem of constant scalar curvature. The condition κ 6= 1 seems to be new and
it is essential to our proof. It can be viewed as a restriction on how the Ricci flow can be
coupled to the flow of the form αt, and such restrictions may be important in the future
investigation of other coupled systems. The uniform bounds on ωt and αt in Theorem
1 are strong conditions, but we can show that they hold for suitable data and suitable
values of κ in the case of Riemann surfaces (Theorem 2). A key tool in this case is an
apparently new Liouville-Entropy type energy for the coupled system which is monotone
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along the κ-LYZ flow. We can then establish the convergence of the κ-LYZ flow in this
case. While this result is rather special, convergence results are rather rare in general
for coupled systems, and this is to our knowledge the only result on the convergence of
a coupled Ricci flow available so far. When the manifold X has higher dimension, we
introduce instead a modified Mabuchi energy which incorporates the additional field, and
which can be shown to be monotone along the κ-LYZ flow. We can then show that, under
the same hypotheses as in Theorem 1 and the additional assumption that the modified
Mabuchi energy is bounded from below, the κ-LYZ flow converges smoothly to a smooth
stationary point (Theorem 3).
It may be instructive to relate our results to some recent ones in the literature. In
the original paper of Li, Yuan, and Zhang [12], Shi-type estimates were established for
all derivatives of the curvature, assuming that the curvatue is bounded. But Shi-type
estimates hold only for finite-time intervals, while we are here interested in bounds that
are uniform for all time. Another closely related problem is the problem of Ka¨hler metrics
of constant scalar curvature, which has already been mentioned several times. It is an
elliptic equation of 4th-order in the potential, which can also be expressed as a coupled
elliptic system in the potential and the volume, viewed as two separate unknowns2. It is
then well-known that the condition of uniform boundedness for the metrics in the method
of continuity would imply estimates of all orders and the solvability of the equation. The
extension of this result to the parabolic case does not seem available in the literature as yet.
Additional difficulties result from the need to estimate the partial derivatives in time, and
the resulting complicated mixing of the two unknowns. Theorem 1 in the present paper
can be interpreted as such a parabolic result for the κ-LYZ equation. Very recently, Chen
and Cheng [2, 3, 4] made a breakthrough on the constant scalar curvature problem by
showing in particular how the uniform boundedness of the metrics in the elliptic approach
follows from the properness of the Mabuchi functional. It is however not known at this
moment how to adapt their methods to the parabolic setting. For example, the classical
parabolic approach to the constant scalar curvature problem, namely by the Calabi flow,
still remains an open problem at this time.
2 Estimates for Higher Order Derivatives of ω and α
We begin with some simplifying remarks on the normalization of the κ-flow (1.1,1.2).
Clearly, if (ω∞, α∞) is a stationary point of the flow, then the Ka¨hler classes [ω∞], [α∞]
must satisfy
−2πc1(X) + λ[ω∞] + [α∞] = 0. (2.1)
It is natural then to consider initial data ω0, α0 in cohomology classes satisfying the same
condition. Since the flow preserves the cohomology class of α0, it means that we should
2A similar decomposition was used by Trudinger and Wang [24] for the affine Plateau problem.
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assume the following condition on the initial data
−2πc1(X) + λ[ω0] + [α0] = 0. (2.2)
In general, it is not difficult to work out explicitly the dependence of [ωt] on time, and to
see that (2.2) is also a necessary condition for the convergence of [ωt] when λ ≥ 0. Thus
it is simplest to assume henceforth the condition (2.2) on the initial data (ω0, α0). As
a consequence [ωt] is constant in time. Moreover, the κ-LYZ flow is invariant under the
scaling ω → Mω, t→Mt, α→ α, λ→ λ/M , therefore we may always assume that
V =
∫
X
ωnt
n!
= 1. (2.3)
In this section, we shall prove the following theorem:
Theorem 1 Assume that the κ-LYZ flow exists on a time interval [0, T ) and that the
following basic assumption holds: there exists a positive constant K > 1 so that
K−1ω0 ≤ ωt ≤ Kω0, −Kωt ≤ αt ≤ Kωt (2.4)
for all t ∈ [0, T ). Let the endomorphisms ht be defined by h
p
q = ω
pm¯
0 ωm¯q. If 0 < κ 6= 1,
then for any integer k, there exists a constant Ck depending only on κ,K, k, n, λ and the
initial data ω0 and α0 so that
|∇kh|+ |∇kα| ≤ Ck. (2.5)
These estimates are similar in spirit to the ones for Ka¨hler-Einstein metrics, in the
sense that all estimates in that case follow from the C0 estimate. The difference resides
in the fact that the estimates in the Ka¨hler-Einstein case are estimates for the potential,
while here they are for the metrics and (1, 1)-form α. The fact that we are dealing here
with a system also creates many new difficulties.
As in [12], we shall make use of the reformulation of the flow in terms of potentials.
Thus set
ωt = ω0 + i∂∂¯ϕt, αt = α0 − i∂∂¯Ft, (2.6)
for smooth functions ϕt and Ft determined up to additive terms which are constants in
space, but which may depend on time. We can fix these additive terms by requiring that
the κ-LYZ be equivalent to the following coupled flow of the system (ϕt, Ft),
∂ϕ
∂t
= log
(ωnt
ωn0
)
−H0 + λϕ− F, (2.7)
∂F
∂t
= κ∆F − κ trωtα0 + κ b. (2.8)
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Here H0 ∈ C
∞ is the Ricci potential defined by
Ric(ω0)− λω0 − α0 = i∂∂¯H0
∫
X
eH0ωn0 =
∫
X
ωn0 = V, (2.9)
and b is a time-independent constant chosen so that
∫
X
F˙ωnt = 0, hence b = n
∫
X
α0 ∧ ω
n−1
0 . (2.10)
In this form, the κ-LYZ flow with λ = 0 and α the Ricci form of some metric is a parabolic
version of the elliptic system of equations for the potentials of ω and α considered by Chen
and Cheng [2, 3, 4].
By the assumption (2.4), we know that ∂∂¯ϕt and ∂∂¯Ft are both uniformly bounded
with respect to the fixed Ka¨hler metric ω0. Our goal is to derive higher order derivative
estimates of ωt and αt, beginning with the third order derivative estimate for ϕt. For the
Monge-Ampe`re equation, C3 estimates for the potential are obtained using the maximum
principle and the Calabi identity (see e.g. [25]). Here the Calabi identity and the maximum
principle do not suffice, because the coupling between ωt and αt results in terms that
involve the derivatives of αt and hence are not a priori bounded. We overcome these
difficulties by combining the method of [20], which considers instead the evolution of the
connection defined by ωt, with a parabolic Moser iteration argument. For this parabolic
Moser argument, it is crucial to have a uniform lower bound for the scalar curvature of ωt,
and this is where the condition κ 6= 1 is needed.
To begin with, we establish a lower bound for the scalar curvature R.
Lemma 1 For any 0 < κ 6= 1, there exists a constant C = C(ω0, κ,K, λ) > 0 such that
R ≥ −C,
where R = R(ωt) is the scalar curvature of ωt.
Proof. From the definition of the κ-LYZ flow, it is easy to derive the flows for R and trωα,
∂R
∂t
=
∂
∂t
(−gij¯∂i∂j¯ log detg)
= −∆(−R + nλ+ trωα) +Rj¯i(Ri¯j − λgi¯j − αi¯j)
= ∆R −∆trωα + |Ric|
2 − λR−Rj¯iαi¯j (2.11)
while
∂
∂t
trωα = κ∆trωα + (Ri¯j − λgi¯j − αi¯j)αj¯i.
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For κ 6= 1, we can combine these two equations to get(
∂
∂t
−∆
)(
R +
trωα
κ− 1
)
= |Ric|2 − λR− λtrωα− |α|
2 −
κ− 2
κ− 1
Rj¯iαij¯
≥
R2
2n
− λR− C
≥
1
4n
(
R +
trωα
κ− 1
)2
− C,
where in the first inequality we use the fact that n|Ric|2 ≥ R2. We can apply now the
maximum principle to the function R + trωα/(κ − 1) and obtain a uniform lower bound
for R+trωα/(κ−1). Since by assumption trωα is bounded, the lower bound for R follows.
We are now ready to prove the Calabi C3-estimates of ϕ, under the assumption (2.4).
Lemma 2 There exists a constant C = C(ω0, κ,K, λ) > 0 such that
sup
X×[0,T )
|∇∂∂¯ϕ|ω0 ≤ C.
Proof. For notation convenience we will denote gˆ the metric associated to the fixed Ka¨hler
form ω0. We define
Skij := Γ
k
ij − Γˆ
k
ij
where Γkij = g
kl¯ ∂gl¯i
∂zj
is the Christoffel symbol of ω = ωt and Γˆ
k
ij is that of gˆ. Because of the
equivalence of ωt and ω0 by the assumption (2.4), to prove the lemma it suffices to show
that |S|2ω = S
k
ijS
r
pqg
ip¯gjq¯gr¯k is uniformly bounded.
We calculate under the normal coordinates of ω = ωt at some fixed point,
∂
∂t
|S|2 = 2(Ri¯p − λgi¯p − αi¯p)S
k
ijS
k
pj + (−Rr¯k + λgr¯k + αr¯k)S
k
ijS
r
ij + 2Re
(∂Skij
∂t
Skij
)
= 2(Ri¯p − λgi¯p − αi¯p)S
k
ijS
k
pj + (−Rr¯k + λgr¯k + αr¯k)S
k
ijS
r
ij
+2Re
(
∇j(−Rk¯i + αk¯i)S
k
ij
)
.
And if we denote Skij,p = ∇pS
k
ij and S
k
ij,pp¯ = ∇¯p¯∇pS
k
ij, then
∆|S|2 = (SkijS
k
ij)pp¯
= Skij,pp¯S
k
ij + S
k
ij,pS
k
ij,p + S
k
ij,p¯S
k
ij,p¯ + S
k
ijS
k
ij,p¯p
= Skij(S
k
ij,p¯p + S
k
mjRm¯i + S
k
imRm¯j − S
m
ijRk¯m) + S
k
ijS
k
ij,p¯p + |∇S|
2 + |∇¯S|2.
Note that
Skij,p¯p = ∇p∇¯p¯S
k
ij = ∇p(∂¯p¯(Γ
k
ij − Γˆ
k
ij))
= ∇p(−R
k
ip¯j + Rˆ
k
ip¯j)
= −∇jR
k
i + (∇p − ∇ˆp)Rˆ
k
ip¯j + ∇ˆjRˆ
k
i
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and the middle term on the RHS can be written as the form S ∗ Rˆm.
Therefore we have
(
∂
∂t
−∆)|S|2 = −2αi¯pS
k
ijS
k
pj − λ|S|
2 + αr¯kS
k
ijS
r
ij + 2Re(∇jαk¯iS
k
ij)
−2Re((∇p − ∇ˆp)Rˆ
k
ip¯jS
k
ij)− 2Re(∇ˆjRˆ
k
iS
k
ij)− |∇S|
2 − |∇¯S|2
≤ C|S|2 + C|S|+ 2Re(∇jαk¯iS
k
ij)− |∇S|
2 − |∇¯S|2, (2.12)
for some C = C(ω0, K, λ) > 0. Since ∇jαk¯i is not apriorily bounded, we cannot apply
maximum principle as usual to estimate |S|2. Instead we will bound |S|2 by Moser iter-
ation. We denote uˆ = max(|S|2, 1) ≥ 1 and for any times t0 < t1 ≤ T
′ < T define a
Lipchitz function ξ(t) such that ξ(t) = 0 for t ≤ t0, ξ(t) = 1 for t ≥ t1 and ξ(t) =
t−t0
t1−t0
for
t ∈ [t0, t1]. Multiplying both side of (2.12) by ξ(t)uˆ
p for p ≥ 1, we get for any s ∈ [t1, T ]
∫
X
ξuˆp+1
p + 1
ωnt
∣∣∣
t=s
+
∫ s
t1
∫
X
4p
(p+ 1)2
|∇uˆ
p+1
2 |2ωnt dt
≤
∫ T
t0
∫
X
(
Cuˆp+1 + 2ξuˆpRe(∇jαk¯iS
k
ij)− ξuˆ
p(|∇S|2 + |∇¯S|2)
)
ωnt dt
+
∫ T
t0
ξ′(t)
∫
X
uˆp+1ωnt dt+
∫ T
t0
∫
X
uˆp+1
p+ 1
(−R + λ+ trωα)ω
n
t dt.
Because of the lower bound of R in Lemma 1, the last integral on the RHS is bounded
above by
C
∫ T
t0
∫
X
1
p+ 1
uˆp+1ωnt dt.
To deal with the term involving ∇jαk¯iS
k
ij we make use of integration by parts and Cauchy-
Schwarz inequality as follows
∫ T
t0
∫
X
2ξuˆpRe(∇jαk¯iS
k
ij)ω
n
t dt =
∫ T
t0
∫
X
−2ξuˆpRe(αk¯iS
k
ij,j¯
)− 2ξpuˆp−1Re(αk¯i∇j uˆS
k
ij)
≤
∫ T
t0
∫
X
Cξuˆp|∇¯S|+ Cpξuˆp(|∇S|+ |∇¯S|)
≤
∫ T
t0
∫
X
Cp2ξuˆp +
1
2
ξuˆp(|∇S|2 + |∇¯S|2),
where in the first inequality we apply Kato’s inequality |∇|S|| ≤ |∇S|+ |∇¯S|. Combining
the estimates and varying s ∈ [t1, T
′], we conclude that
sup
t∈[t1,T ′]
∫
X
uˆp+1ωnt +
∫ T ′
t1
∫
X
|∇uˆ
p+1
2 |2ωnt dt ≤ C
(
(p+ 1)3 +
1
t1 − t0
)∫ T ′
t0
∫
X
uˆp+1ωnt dt =: A.
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We can now use the standard parabolic Moser iteration to conclude a sub-mean-value
inequality(noting that the Sobolev inequality holds for ωt by the assumption on the equiv-
alence of the metrics ωt and ω0).
By Ho¨lder inequality and the Sobolev inequality, we have
∫ T ′
t1
∫
X
uˆ(p+1)(1+
1
n
) ≤
∫ T ′
t1
(∫
X
uˆp+1
)1/n(∫
X
(uˆ
p+1
2 )
2n
n−1
)(n−1)/n
dt (2.13)
≤ A1/n
∫ T ′
t1
C0
(∫
X
|∇uˆ
p+1
2 |2 + uˆp+1
)
≤ 2C0A
(n+1)/n.
Therefore
(∫ T ′
t1
∫
X
uˆ
n+1
n
(p+1)
) n
(n+1)(p+1)
≤ C
1/(p+1)
3
(
(p+ 1)3 +
1
t1 − t0
)1/(p+1)(∫ T ′
t0
∫
X
uˆp+1
)1/(p+1)
.(2.14)
If we denote G(p, t) =
( ∫ T ′
t
∫
X
uˆp
)1/p
, the inequality (2.14) yields that
G(
n+ 1
n
(p+ 1), t1) ≤ C
1/(p+1)
3
(
(p+ 1)3 +
1
t1 − t0
)1/(p+1)
G(p+ 1, t0). (2.15)
For simplicity we denote η = (n + 1)/n > 1, and define a sequence of numbers pk + 1 =
(pk−1 + 1)η = · · · = (p0 + 1)η
k. For any 0 < s1 < s2 < T
′, we define a sequence of times
tk = s1+(1− η
−k)(s2− s1), t0 = s1 and t∞ = s2. Applying (2.15) for the pairs (pk+1, tk),
we get
G(pk+1 + 1, tk+1) ≤ C
1
(p0+1)η
k
3
(
(p0 + 1)
3 +
1
s2 − s1
) 1
(p0+1)η
k
η
3k
(1+p0)η
kG(pk + 1, tk),
iterating this inequality we get
G(∞, s2) ≤ C
∑
k
1
(1+p0)η
k
3
(
(p0 + 1)
3 +
1
s2 − s1
)∑
k
1
(p0+1)η
k
η
∑
k
3k
(1+p0)η
kG(p0 + 1, s1)
≤ C4C
n+1
1+p0
3
(
(p0 + 1)
3 +
1
s2 − s1
) n+1
(p0+1)G(p0 + 1, s1).
Let p0 = 1, then the estimate above implies that
sup
X×[s2,T ]
uˆ ≤ C5(1 +
1
s2 − s1
)(n+1)/2
(∫ T ′
s1
∫
X
uˆ2
)1/2
. (2.16)
Since we do not know the L4-norm bound of |S|, we will use another iteration argument
to replace the L2-norm of uˆ on the RHS to the L1-norm. We fix a p ∈ (0, 2), and denote
h(s) = sup
X×[s,T ′]
uˆ,
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then (2.16) implies that
h(s2) ≤ C5(1 +
1
s2 − s1
)(n+1)/2h(s1)
2−p
2
(∫ T ′
s1
∫
X
uˆp
)1/2
≤
1
2
h(s1) + C
p/2
5 (1 +
1
s2 − s1
)(n+1)/p
(∫ T ′
s1
∫
X
uˆp
)1/p
. (2.17)
Now for any 0 ≤ t1 < t2 ≤ T
′, we define a sequence of times rk = t2 − (1 − δ
k)(t2 − t1),
for some δ ∈ (0, 1) to be determined later. Clearly r0 = t2 and r∞ = t1, and rk − rk+1 =
(t2 − t1)(1− δ)δ
k. Iterating (2.17), we get
h(t2) = h(r0) ≤
1
2
h(r1) + C
1/p
5 (1 +
1
r0 − r1
)(n+1)/p
(∫ T ′
t1
∫
X
uˆp
)1/p
≤
1
2k
h(rk) + C
1/p
5
(∫ T ′
t1
∫
X
uˆp
)1/p k−1∑
i=0
2−i(1 +
1
ri − ri+1
)(n+1)/p
≤
1
2k
h(rk) + C
1/p
6
(∫ T ′
t1
∫
X
uˆp
)1/p ∑k−1
i=0 2
−iδ−(n+1)i/p
(t2 − t1)(n+1)/p(1− δ)(n+1)/p
.
If we choose δ ∈ (0, 1) such that 2δ(n+1)/p > 1, then the summation on the RHS of the
above converges. Noting that h is apriorily bounded (may not be uniform), and letting
k →∞, we arrive at the desired estimate
h(t2) ≤ C
1/p
7
1
(t2 − t1)(n+1)/p
(∫ T ′
t1
∫
X
uˆp
)1/p
.
Setting p = 1, we get
sup
X×[t2,T ′]
uˆ ≤
C
(t2 − t1)n+1
∫ t2
t1
∫
X
uˆωnt dt ≤
C
(t2 − t1)n+1
∫ T ′
t1
∫
X
(|S|2 + 1)ωnt dt,
for any times 0 ≤ t1 < t2 < T
′ < T . It suffices to bound the L2-norm of |S| from above.
By the Chern-Lu inequality ([25]), we have
(
∂
∂t
−∆)trω0ω ≤ λtrω0ω + trω0α+Btrωω0trω0ω − δK |S|
2 ≤ −δK |S|
2 + CK
where δK > 0 is a constant depending only on K and the dimension n, and −B is the
lower bound of the bisectional curvature of ω0. Integrating the equation above we obtain
d
dt
∫
X
(trω0ω)ω
n ≤ −δK
∫
X
|S|2ωn +
∫
X
trω0ω(−R + λ + trωα)ω
n + CK
≤ −δK
∫
X
|S|2ωn + CK
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where in the last inequality we use the lower bound of R as in Lemma 1. Integrating over
t ∈ [t1, T
′] we get the desired L2-bound of |S| on X × [t1, T
′]. The proof of the upper
bound |S|2 is complete.
Now that we have the third order estimates for the ptentials, we can come to the proof
of the estimate for ∂tω, which is a key estimate distinguishing the parabolic case from the
elliptic case. Even so, we do not have as yet an estimate for the Riemann curvature tensor,
which we circumvent below by a local Moser iteration argument:
Lemma 3 There is a constant C = C(ω0, κ,K, λ) > 0 such that
sup
X
∣∣∣∣∂ωt∂t
∣∣∣∣ ≤ C, ∀ t ∈ [0, T ).
Proof. Taking ∂
∂t
on both sides of the equation (2.7) and adding the resulting equation to
1
κ−1
×(2.8), we get
(
∂
∂t
−∆
)(
ϕ˙+
κ
κ− 1
F
)
= λϕ˙−
κ
κ− 1
trωtα0 +
κ
κ− 1
b.
We denote Φ = ϕ˙+ κ
κ−1
F , then we calculate (the norm of ∂∂¯Φ is under the metric ω = ωt)
(
∂
∂t
−∆)|∂∂¯Φ|2
= 2Φi¯j
(
λΦ−
λκ
κ− 1
F −
κ
κ− 1
trωtα0
)
k¯l
gjk¯g l¯i − 2λ|∂∂¯Φ|2 (2.18)
−2αi¯jΦk¯lΦp¯qg
qk¯gjp¯g l¯i + Φji¯Φlk¯Ri¯jk¯l − 2|∇∂∂¯Φ|
2.
Since the Riemannian curvature Rm(ωt) on the RHS of (2.18) is not a priori bounded, we
cannot apply global (in space X) Moser iteration as in the proof of Lemma 2 to bound
|∂∂¯Φ|2. Instead we will use the local expression of Rm, the Calabi C3-estimate in Lemma
2 and a local Moser iteration argument. To begin with, we can choose a cover of X by
Euclidean balls {Ba, z
i
a}a, where z
i
a are the complex coordinates. Without loss of generality
we may assume Ba are Euclidean balls with radius 3 and the balls {
1
3
Ba} also cover X , here
1
3
Ba denotes the concentric ball with radius 1/3 of that of Ba. Recall that the curvature
Rm is given by (in B = Ba)
Ri¯jk¯l = −
∂2gi¯j
∂zl∂zk¯
+ gpq¯
∂gq¯j
∂zl
∂gi¯p
∂zk¯
,
and the second term is uniformly bounded in B by Lemma 2. We will use integration by
parts to deal with the first term term in Ri¯jk¯l. We first observe that
∇pΦi¯j =
∂3Φ
∂zp∂z i¯∂zj
− ΓkpjΦi¯k,
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Γkpj is bounded by Lemma 2 so
|∇∂∂¯Φ|2 ≥
1
2
|D∂∂¯Φ|2 − C|∂∂¯Φ|2,
where we use D to denote the ordinary derivatives in (B, zi).
We fix times t1 < t2 < T
′ < T and radii r2 < r1 ≤ 3, and define cut-off functions
ξ(t) as in the proof of Lemma 2 and ρ(z) = ρ(|z|) such that ρ = 1 on B(0, r2) and ρ = 0
outside B(0, r1), and |Dρ| ≤
2
r1−r2
. We denote w = max(|∂∂¯Φ|2, 1). Multiply both sides
of the equation (2.18) by ξρ2wp (for p ≥ 1) and do integration by parts, then we get
d
dt
(∫
B
ξρ2wp+1
p+ 1
ωnt
)
+
∫
B
pξ
(p+ 1)2
|∇(ρw
p+1
2 )|2 − 2
∫
B
ξwp+1|∇ρ|2ωnt (2.19)
≤
∫
B
ξρ2
p+ 1
wp+1(−R + λn+ trωtαt)ω
n
t +
∫
B
ρ2wp+1ξ′(t)
p+ 1
+
∫
B
Cwp+1
−
1
2
|D∂∂¯Φ|2 −
2κξ
κ− 1
ρ2wpΦji¯(λF + trωtα0)¯ij − ξρ
2wpΦji¯Φkl¯
∂
∂zk
(∂gi¯j
∂z l¯
)
,
we deal with the last two terms in the integral by integration by parts as follows: the
second last term is equal to∫
B
2κξ
κ− 1
ρ2(2ρ−1wpρjΦ
ji¯ + pwp−1wjΦ
ji¯ + wp∂jΦ
ji¯ + wpΦji¯∂j log detg)(λF + trωtα0)¯i
≤
∫
B
Cp2ξρ2wp+1 + Cξwp+1|∇ρ|2 +
1
10
ξρ2wp|D∂∂¯Φ|2,
where in the inequality above we use the known estimates that |∇F | ≤ C, |∇trωtα0| ≤
C and |∇ϕ˙| ≤ C which follows from the equation (2.7) and Calabi C3-estimates. By
integration by parts the last integral in (2.19) is equal to∫
B
ξρ2(ρ−1wpρkΦ
ji¯Φkl¯ + pwp−1wkΦ
ji¯Φkl¯ + wp∂k(Φ
ji¯Φkl¯) + wpΦji¯Φkl¯∂k log detg)
∂gi¯j
∂z l¯
≤
∫
B
Cp2ξρ2wp+1 + Cξwp+1|∇ρ|2 +
1
10
ξρ2wp|D∂∂¯Φ|2.
Substituting the above inequalities to (2.19) and argue as in the proof of Lemma 2, we get
sup
[t2,T ′]
∫
Br2
wp+1ωnt +
∫ T ′
t2
∫
Br2
|∇(ρw
p+1
2 )|2ωtdt
≤ C
(
(p+ 1)3 +
1
(r1 − r2)2
+
1
−t1 + t2
) ∫ T ′
t1
∫
Br1
wp+1ωnt dt. (2.20)
By Holder inequality and Sobolev inequality as in (2.13), we have
H((p+ 1)η, t2, r2) ≤ C
1/(p+1)
(
(p+ 1)3 +
1
(r1 − r2)2
+
1
−t1 + t2
)1/(p+1)
H(p+ 1, t1, r1)
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where H(p, t′, r) =
( ∫ T ′
t′
∫
Br
wpωnt dt
)1/p
. Taking pk + 1 = η
k(p0 + 1), rk = 1 + η
−k/2 and
tk = T
′−1−η−k, we can do the iteration argument and the trick as in the proof of Lemma
2 to conclude that
sup
[T ′−1,T ′]×B1
w ≤
∫ T ′
T ′−2
∫
B2
wωnt dt.
As the last step, we have the following equation from Bochner formula
(
∂
∂t
−∆)|∇Φ|2 = −|∂∂¯Φ|2 − |∇∇Φ|2 − λ|∇Φ|2 − α(∇Φ, ∇¯Φ)
−2Re〈∇Φ, ∇¯(−ϕ˙−
κ
κ− 1
trωα0)〉 ≤ −|∂∂¯Φ|
2 + C,
integrating this equation over [T ′ − 2, T ′] × X , and by the lower bound of −R we can
obtain the L2([T ′− 2, T ′]×X)-norm bound of |∂∂¯Φ|, hence that of w. This completes the
proof of the bound of |∂∂¯Φ| since the balls B1 cover X by the original choice. Since ∂∂¯F is
uniformly bounded by assumption, this implies that ∂∂¯ϕ˙ is bounded, so is ∂ωt
∂t
. The proof
of Lemma 3 is complete.
We apply the linear theory of parabolic equations, which requires the coefficients
aij(x, t) in (2.21) below to be continuous with uniform modulus of continuity or uniform
Ho¨lder regularity in both space and time directions. Lemma 2 gives the uniform Lip-
schitz continuity of gij¯ in space directions and Lemma 3 provides the Lipschitz regularity
of gij¯ in the time direction.
To continue with the higher order estimates, we use the standard linear theory for
parabolic equations. For convenience we state the following W 2,1p -estimate (see Theorem
7.22 in [13]). For a smooth bounded domain Ω ⊂ Rm and T > 0 we denote the parabolic
cylinder
ΩT := Ω× [0, T ] ⊂ R
m+1,
and the W 2,1p (ΩT )-norm of a function u in ΩT is defined as
‖u‖W 2,1p (ΩT ) =
2∑
j=0
‖Dju‖Lp(ΩT ) + ‖∂tu‖Lp(ΩT ).
Lemma 4 Let u ∈ W 2,1p,loc(ΩT ) ∩ L
p(ΩT ) for some p ≥ 2 satisfy the parabolic equation
∂u
∂t
(x, t) = aij(x, t)uij(x, t) + f(x, t), in ΩT (2.21)
where aij is strictly elliptic in the sense that λ|ξ|2 ≤ aijξiξj ≤ Λ|ξ|
2 for some λ,Λ > 0
and any ξ ∈ Rm and aij is continuous in ΩT . Suppose f ∈ L
p(ΩT ), then for any domain
12
Ω′ ⊂⊂ Ω and ε0 > 0 there exists a constant C = C(λ,Λ, d(Ω
′, ∂Ω), ωa, ε0, m, p) > 0 such
that
‖D2u‖Lp(Ω′×[ε0,T ]) + ‖
∂u
∂t
‖Lp(Ω′×[ε0,T ])) ≤ C(‖f‖Lp(ΩT ) + ‖u‖Lp(ΩT )),
where ωa denotes the modulus of continuity of a
ij.
In particular, if f ∈ L∞(ΩT ) and u ∈ L
∞(ΩT ), by Sobolev embedding, we have u ∈
C1+β,
1+β
2 (ΩT \∂PΩT ) for any β ∈ (0, 1). Here ∂PΩT denotes the parabolic boundary of ΩT .
It follows that we have the uniform estimate
‖u‖
C1+β,
1+β
2 (Ω′×[ε0,T ])
≤ C(‖f‖L∞(ΩT ) + ‖u‖L∞(ΩT )),
where the constant C depends in addition on β.
We make the following elementary observation from elliptic theory.
Lemma 5 Under the assumptions (2.4), there is a constant C = C(K,ω0) > 0 such that
sup
X×[0,T )
(|∇F |+ |∇ϕ|) ≤ C.
Proof. By the assumption (2.4), we have
|∆ω0(ϕ− ϕ¯)| ≤ C, |∆ω0(F − F¯ )| ≤ C,
where ϕ¯ and F¯ denote the average of ϕ and F with respect to ωn0 , respectively. It is
elementary to see the C0 bound of ϕ− ϕ¯ and F − F¯ . The desired gradient bound follows
standard linear theory for elliptic equations. In fact we can also get the Cβ-bound of ∇ϕ
and ∇F for any β ∈ (0, 1), though this is not needed for later calculations. ✷
We choose (and fix) finite coordinate charts of X , {Ua}, {U
′
a} and {U
′′
a } such that
U ′′a ⊂⊂ U
′
a ⊂⊂ Ua and X = ∪aU
′′
a , and {z
i
a} the complex coordinate functions on Ua. In
the following we will work on any chosen Ua and omit the subscript a in Ua, U
′
a, U
′′
a and
zia. We will fix times t0 ≥ 0, t1 = t0 + 1 and t2 = t0 + 2.
Lemma 6 For any β ∈ (0, 1), there exists a constant C = C(ω0, κ,K, β) > 0 such that
‖∂∂¯ϕ‖
C1+β,
1+β
2 (X×[t1,t2])
≤ C
or equivalently
‖ωt‖
C1+β,
1+β
2 (X×[t1,t2])
≤ C.
13
Proof. We work on a coordinate chart U = Ua as before. Taking
∂2
∂zi∂¯zj
on both sides of
(2.7) we get on U × [t0, t2]
∂ϕj¯i
∂t
= ∆ωtϕj¯i − g
pm¯∂j¯gm¯kg
kq¯ϕiq¯p + g
pq¯∂2j¯igˆq¯p − g
pm¯∂j¯gm¯kg
kq¯∂igˆq¯p + Rˆj¯i
−h0,j¯i − ϕj¯i − Fj¯i =: ∆ωtϕj¯i + f1 (2.22)
where f1 ∈ L
∞(U × [t0, t2]) by assumptions and Lemma 2. Applying the linear theory in
Lemma 4 and Sobolev embedding theorem, we conclude that for any β ∈ (0, 1) there is a
uniform C = C(κ,K, β, ω0) > 0 such that (tˆ1 = t1 − 1/2 and p =
2n+2
1−β
)
‖ϕj¯i‖
C1+β,
1+β
2 (U ′×[t1,t2])
≤ ‖D2ϕj¯i‖Lp(U ′×[tˆ1,t2]) + ‖∂tϕj¯i‖Lp(U ′×[tˆ1,t2])
≤ C(‖f1‖L∞(U×[t0,t2]) + ‖ϕj¯i‖L∞(U×[t0,t2])) ≤ C. (2.23)
Since {U ′a} covers X , the lemma follows. ✷
Lemma 7 For any β ∈ (0, 1), there exists a constant C = C(ω0, κ,K, β) > 0 such that
‖∇F‖
C1+β,
1+β
2 (X×[t1,t2])
≤ C, and ‖α‖
Cβ,
β
2 (X×[t1,t2])
≤ C.
Proof. We work on a coordinate chart U = Ua. Taking
∂
∂zi
on both sides of the equation
(2.8) we have the following equation holds on U × [t0, t2]
∂Fi
∂t
= κ∆ωtFi − κg
pm¯∂igm¯kg
kq¯Fq¯p − κ∂i(trωtα0) =: κ∆ωtFi + f. (2.24)
By the Calabi C3-estimates in Lemma 2 we see that ‖f‖L∞(U×[t0,t2]) ≤ C for a uniform
constant C > 0. Since the coefficients of κ∆ωt is Lipschtiz continuous with a uniform
Lipschtiz constant by Lemmas 2 and 3, we can now apply the linear theory in Lemma 4
to conclude that for any p ≥ 2
‖D2Fi‖Lp(U ′×[t1−1/2,t2]) + ‖∂tFi‖Lp(U ′×[t1−1/2,t2]) (2.25)
≤ C(p)(‖f‖L∞(U×[t0,t2]) + ‖Fi‖L∞(U×[t0,t2])) ≤ C,
thanks to Lemma 5 on the gradient bound of F . By Sobolev embedding then we get
‖Fi‖
C1+β,
1+β
2 (U ′×[t1,t2])
≤ C. Taking ∂
∂zj¯
on both sides of (2.24) we get the equation for Fj¯i
∂Fj¯i
∂t
= κ∆ωtFj¯i + κ∂j¯g
mk¯Fik¯m + fj¯ =: κ∆ωtFj¯i + f2. (2.26)
We observe that the terms in f2 in (2.26) involve either ∂
2
k¯l
gp¯q or DFk¯l, besides the bounded
factors. By (2.23) and (2.25) we know ∂2
k¯l
gp¯q and DFk¯l are both bounded in L
p(U ′ × [t1 −
14
1/2, t2]) for any p ≥ 2, so is f2 by Holder inequality. Applying linear theory in Lemma 4
and Sobolev embedding theorem again, we conclude that (tˆ1 = t1 − 1/2 and p = 2 ·
2n+2
1−β
)
‖Fj¯i‖
C1+β,
1+β
2 (U ′′×[t1,t2])
≤ C(‖D2Fj¯i‖Lp(U ′×[t1,t2]) + ‖∂tFj¯i‖Lp(U ′×[t1,t2]))
≤ C(‖Fj¯i‖Lp(U×[tˆ1,t2]) + ‖f2‖Lp(U×[tˆ1,t2])) ≤ C.
Since {U ′′a } covers X , the lemma follows from the fact that αt = α0 + i∂∂¯F .
Proof of Theorem 1. We can now apply the standard bootstrap argument to finish the
proof of Theorem 1. Taking ∂
∂zk¯
on both sides of (2.22), the lower order terms in the
resulted equation are bounded uniformly in Lp for any p ≥ 2 by Lemmas 6 and 7, and this
gives rise to W 2,1p,loc estimates of ϕj¯ik¯. Feed these estimates into the equation obtained by
taking ∂
∂zk¯
on both sides of (2.26). By similar argument this yields W 2,1p,loc estimates of Fj¯ik¯.
We can repeat this process any finite number of times to conclude that Dkϕj¯i and D
kFj¯i
are both in W 2,1p,loc for any p ≥ 2 and k ∈ Z+. The higher order estimates of ϕj¯i and Fj¯i
then follows from Sobolev embedding theorem, so do the higher order derivative estimates
of ωt and αt. Theorem 1 is proved.
We remark that perhaps the most important consequence of the assumption (2.4) is
that the Sobolev constant is uniformly bounded along the flow. This is known to be true,
but highly non-trivial, along the Ka¨hler-Ricci flow [17, 26]. It would clearly be desirable to
determine whether, or under what conditions, the Sobolev constant will be uniform along
the κ-LYZ flow.
3 The Case of Riemann Surfaces
Both the Ricci flow and the Calabi flow have been completely solved on Riemann surfaces
[9, 5, 22]. Thus the case of Riemann surfaces provides an excellent laboratory where to
examine the complications arising from couplings to an additional field. It is easy to see
that stationary points for the κ-LYZ flow always exist. Even so, the convergence of the
κ-LYZ flow is not evident. What we can prove is the following:
Theorem 2 Consider the κ-LYZ flow on a compact Riemann surface X with negative
Euler characteristic. Write αt = τtωt for a smooth function τt. Assume that at initial
time, we have
R(ω0) < 0 and τ0 > 0 (3.1)
everywhere on X. Then there exists a positive constant κ0 such that for any κ > κ0, κ 6= 0,
the κ-LYZ flow converges in C∞ to a pair (ω∞, α∞) with
R(ω∞) = λ+ τ∞, τ∞ =
∫
X
α0 (3.2)
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both constants. Actually, κ0 can be taken to be any constant with R0 +
1
κ0−1
τ0 < 0.
We observe that the conditions on the initial data of the theorem imply that λ < 0.
Assuming this, it is easy to construct many initial data satisfying the conditions. Given
a negatively curved compact Riemann surface (X,ω0), there exists a sufficiently negative
constant λ such that the cohomology class −λ[ω0] + 2πc1(X) lies in the Ka¨hler cone. We
can then choose a positive closed (1, 1)-form α0 in this class.
Proof of Theorem 2. The κ-LYZ flow had been written earlier in terms of potentials (2.7)
and (2.8)). Here, we shall exploit the setting of Riemann surfaces in order to write the
flow in terms of the conformal factor φ and the trace τ defined by
ω = eφω0, τ ≡ trωα = g
zz¯αz¯z. (3.3)
Clearly the flow (1.1) can be rewritten in terms of φ as
φ˙ =
∂φ
∂t
= −R + λ+ τ, (3.4)
while the flow (1.2) for α can be rewritten in terms of τ as
∂tτ = κ∆τ − τ(−R + λ+ τ). (3.5)
We can rewrite the equation (2.11) for the evolution equation of the scalar curvature R as
follows
∂tR = ∆R −∆τ − R(−R + λ + τ). (3.6)
We have seen the advantage of taking the coefficient κ 6= 1 in (1.2) in obtaining the
heat inequality (2.12). For Riemann surfaces, this inequality is strengthened into a heat
equation for R + 1
κ−1
τ ,
∂t
(
R +
1
κ− 1
τ
)
= ∆
(
R +
1
κ− 1
τ
)
−
(
R +
1
κ− 1
τ
)
(−R + λ+ τ). (3.7)
3.1 Estimates for τ and R
From the equations (3.5) and (3.7), it follows by the maximum principle that
max
X
(
R(ωt) +
1
κ− 1
τt
)
< 0, and min
X
τt > 0,
therefore maxX R(ωt) < 0. From (3.5) we have at the maximum point of τt
dτmax
dt
≤ τmaxR− τmaxλ− τ
2
max
≤ −
κ
κ− 1
τ 2max − λτmax = −
κ
κ− 1
τmax
(
τmax +
κ− 1
κ
λ
)
, (3.8)
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• if τmax|t=0 < (κ− 1)|λ|/κ, by (3.8), it follows that τmax + (κ− 1)λ/κ < 0 for all t > 0.
• if τmax|t=0 ≥ (κ− 1)|λ|/κ, by solving the ODE
f ′ = −
κ
κ− 1
f 2 − λf, f(0) = τmax|t=0 =: a ≥ (κ− 1)|λ|/κ,
and comparing τmax with this f we get
τmax(t) ≤ f(t) = (κ− 1)
|λ|
κ
a
a+(κ−1)λ/κ
a
a+(κ−1)λ/κ
− eλt
≤ (κ− 1)
|λ|
κ
a
a+(κ−1)λ/κ
a
a+(κ−1)λ/κ
− 1
.
Therefore we get in both cases τmax ≤ C(a, λ).
Similarly we deal with R + 1
κ−1
τ . Applying maximum principle to R + 1
κ−1
τ in (3.7)
we get
d
dt
(
R +
1
κ− 1
τ
)
min
≥ −
(
R +
1
κ− 1
τ
)
min
(
−
(
R +
1
κ− 1
τ
)
min
+ λ +
κ
κ− 1
τ
)
.
For notation simplicity we denote h = −(R + 1
κ−1
τ)min > 0, then
dh
dt
≤ −h2 − h
(
λ+
κ
κ− 1
τ
)
≤ −h2 + |λ|h = −h(h− |λ|),
by similar argument as above, if h|t=0 < |λ|, then h ≤ |λ| for all t > 0; otherwise we have
h(t) ≤ |λ|
b′
b′−|λ|
b′
b′−|λ|
− 1
= C(λ, b′), if ht=0 := b
′ ≥ |λ|.
So we find that −C(λ, b′) ≤ R + 1
κ−1
τ < 0 for all t > 0. On the other hand, from
0 < τ ≤ C(λ, a), we derive that the scalar curvature R satisfies −C(λ, a, b′) ≤ R < 0. Let
us summarize what we have proven so far:
Lemma 8 Under the conditions in Theorem 2 on the initial values, there is a uniform
constant C depending only on the initial values, λ and κ > κ0 such that
0 < τ ≤ C, −C ≤ R < 0.
3.2 A Liouville-Entropy functional
Motivated by the Liouville energy studied in conformal geometry (see for example [22]),
we define a functional E(φ, τ) associated to the LYZ flow as follows, assuming that τ is a
positive function:
E(φ, τ) =
∫
X
(
1
2
|∇φ|2ω0 +R0φ− λe
φ − τeφ)ω0 +
∫
X
(τ log τ)eφω0, (3.9)
where R0 = R(ω0) is the scalar curvature of ω0. Clearly E is the sum of an “energy part”
and an “entropy part”. We have
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Lemma 9 We consider the κ-LYZ flow (1.1,1.2). Then
(a) The functional E(φ, τ) is monotone non-increasing along the flow.
(b) Under the assumptions of Theorem 2 on the initial data (ω0, α0) and the choice of
κ > κ0, there is a constant C > 0 such that
E(φ, τ) ≥
∫
X
1
4
|∇φ|2ω0 ω0 + 2π|χ| · |φ¯| − C, ∀ t ≥ 0. (3.10)
where χ is the Euler characteristic of X, and φ¯ is the average of the function φ with respect
to the initial metric ω0.
(c) For any p ≥ 1, there exists a constant Cp so that, along the κ-LYZ flow, we have∫
X
ep|φ|ω0 ≤ Cp. (3.11)
Proof. To prove (a), we calculate the variation of E along the flow: (we denote φ˙ = ∂φ
∂t
)
d
dt
E(φ, τ) =
∫
X
(−∆ω0φ+R0 − λe
φ − τeφ)φ˙ω0 −
∫
X
τ˙ eφω0
+
∫
X
((τ˙ log τ)eφω0 + τ˙ e
φω0 + (τ log τ)φ˙e
φω0)
=
∫
X
−(φ˙)2eφω0 +
∫
X
(κe−φ∆ω0τ( log τ)e
φω0 − τφ˙( log τ)e
φω0 + (τ log τ)φ˙e
φω0)
= −
∫
X
(φ˙)2eφω0 − κ
∫
X
|∇τ |2ω0
τ
ω0
= −
∫
X
(φ˙)2ωt − κ
∫
X
|∇τ |2ωt
τ
ωt ≤ 0.
This proves (a).
To prove (b), we note that the volume of ωt has been normalized to be 1, and thus∫
X
eφω0 = 1. (3.12)
Since τ log τ is bounded from below, it follows that the contribution of the entropy term is
bounded from below. Furthermore, we have seen that under the conditions of the lemma,
λ is negative and τ is bounded. Thus we can write
E(φ, τ) ≥
∫
X
1
2
|∇0φ|
2ω0 +R0φω0 − C
=
∫
X
1
2
|∇0φ|
2ω0 +R0(φ− φ¯)ω0 + 2πχφ¯− C ≥
∫
X
1
4
|∇0φ|
2ω0 + 2πχφ¯− C
where we changed constants and applied the Poincare inequality to absorb the integral of
R0(φ− φ¯) into the first term on the right hand side. Applying Jensen’s inequality to the
normalization equation (3.12) shows that φ¯ ≤ 0. Since χ < 0, we obtain (b).
Finally, (c) follows from (b) and the Trudinger inequality in two dimensions, since (b)
implies that both ‖∇φ‖ω0 and φ¯ are bounded. The proof of the lemma is complete.
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3.3 Uniform bounds for φ
With the uniform bound for R and the Lp estimates for eφ in (3.11), we can apply the
arguments of Struwe [22] to obtain uniform bounds for φ,
‖φ‖C0 ≤ C. (3.13)
The details are as follows. First, we state the concentration/compactness theorem due to
Struwe (Theorem 3.2, [22]) as a lemma.
Lemma 10 Let ωj = e
φjω0 be a sequence of metrics on a compact Riemann surface X,
with [ωj] = 1 and Calabi energy ‖Rj‖
2
L2(ωj)
uniformly bounded. Then
(a) Either there exists a constant C so that ‖φj‖H(2)(ω0) ≤ C for all j;
(b) or there exists a finite set Z of points z1, · · · , zk such that, for any zk ∈ Z and any
neighborhood V around zk, we have
liminfj→∞
∫
V
|Rj|ωj ≥ 2π. (3.14)
The cardinality of Z can be bounded in terms of the uniform upper bound on the Calabi
energy.
Returning to the proof of the uniform bound for φ, it suffices now to show that the Lp
bound for e|φ| and the uniform bound for R rule out the existence of points zk satisfying
the condition (3.14). The above lemma of Struwe would imply then that ‖uj‖H(2)(ωj) ≤ C,
which impliies, in two real dimensions, that there exists a positive constant α ∈ (0, 1) with
‖φ‖Cα ≤ C.
For each z in X and each r > 0, let B(z, r) be the ball centered at z and of radius r
with respect to the fixed metric ω0. Then we write
∫
B(z,r)
|Rj|ωj ≤
(∫
B(z,r)
|Rj |
2ωj
) 1
2
(∫
B(z,r)
ωj
) 1
2
≤ A
(∫
B(z,r)
ωj
) 1
2
(3.15)
where A is the uniform upper bound for the Calabi energy. Next,
∫
B(z,r)
ωj =
∫
B(z,r)
eφjω0 ≤
(∫
B(z,r)
e2φjω0
) 1
2
(∫
B(z,r)
ω0
) 1
2
≤
(∫
B(z,r)
e2φjω0
) 1
2
. (3.16)
But the uniform bound for the integral of e2|φj | obtained in (3.11) shows that the right
hand side tends to 0 as r → 0. This rules out the concentration of the curvature, and the
proof of the Cα bounds for φj is complete. ✷
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3.4 Convergence of ‖∇τ‖2L2 and ‖φ˙‖
2
L2 to 0
The bound from below for the functional E(φ, τ) implies the existence of a sequence tj ,
j ≤ tj ≤ j + 1 with ∫
X
(φ˙)2 +
∫
X
|∇τ |2 → 0 (3.17)
as j → ∞. (Here the integrals are with respect to the metric ωtj , which we do not write
explicitly for notational simplicity.) Indeed, for any time T , it follows from the formula
for the time derivative of E(φ, τ, t) that
E(T )−E(0) = −
∫ T
0
∫
X
(φ˙)2ωt + κ
∫
X
|∇τ |2ωt
τ
ωtdt (3.18)
and hence, applying the lower bound for E(T ) and letting T →∞,
∫ ∞
0
(∫
X
(φ˙)2ωt + κ
∫
X
|∇τ |2ωt
τ
ωt
)
dt <∞. (3.19)
Since 1/τ is uniformly bounded from below, the convergence of the integral in t implies
the desired statement.
Next, we improve this sequential convergence to a full convergence as t→∞:
Lemma 11 Define the function Q(t) by
Q(t) =
∫
X
(−R + λ+ τ)2ω +
∫
X
|∇τ |2ω. (3.20)
Then
(a) There exists a sequence tj, j ≤ tj ≤ j + 1, with Q(tj)→ 0 as j →∞.
(b) There exist positive constants A, ǫ so that
dQ
dt
≤ −ǫ
∫
X
((∆τ)2 + |∇R|2)ω + AQ(t). (3.21)
(c) We have Q(t)→ 0 as t→∞.
Proof. The statement (a) is a reformulation of the properties of the sequence tj that we
just obtained, so we concentrate on the proof of (b). We evaluate
∂t
∫
X
|∇τ |2ω = ∂t
∫
X
∂zτ∂z¯τ = 2
∫
X
∂z τ˙ ∂z¯τ
= 2
∫
X
∂z(κ∆τ − τ(−R + λ+ τ))∂z¯τ
= −2κ
∫
X
(∆τ)2ω + 2
∫
X
τ(−R + λ+ τ)∂z∂z¯τ. (3.22)
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Since τ is uniformly bounded, we can estimate the second term on the right hand side by∣∣∣∣
∫
X
τ(−R + λ+ τ)∂z∂z¯τ
∣∣∣∣ ≤ M
∣∣∣∣
∫
X
(−R + λ+ τ)∆τ
∣∣∣∣ω
≤ ǫ
∫
X
|∆τ |2ω + Cǫ
∫
X
(−R + λ+ τ)2ω (3.23)
and hence, for ǫ sufficiently small,
∂t
∫
X
|∇τ |2ω ≤ −κ
∫
X
(∆τ)2ω + C Q(t). (3.24)
Next,
∂t
(∫
X
(−R + λ+ τ)2ω
)
=
∫
X
2(−∂tR + ∂tτ)(−R + λ+ τ)ω +
∫
X
(−R + λ+ τ)2∂tω
We estimate first the second term on the right hand side∫
X
(−R + λ+ τ)2∂tω =
∫
X
(−R + λ+ τ)3ω ≤ C Q (3.25)
since |R| and τ are bounded. Next, the first term on the right hand side can be written as
2
∫
X
(∂tR− ∂tτ)(R − λ− τ)ω
= 2
∫
X
(∆R− (1 + κ)∆τ − (R− τ)(−R + λ+ τ))(R − λ− τ)ω
= 2
∫
X
(−|∇R|2 +∇R · ∇τ)ω − 2(1 + κ)
∫
X
∆τ(R − λ− τ)ω
+ 2
∫
X
(R− τ)(R− λ− τ)2ω. (3.26)
We can then write
2
∫
X
(−|∇R|2 +∇R · ∇τ)ω ≤ −
∫
X
|∇R|2 +
∫
X
|∇τ |2 ≤ −
∫
X
|∇R|2 +Q(t). (3.27)
and ∣∣∣∣2(1 + κ)
∫
X
∆τ(R − λ− τ)
∣∣∣∣ ≤ ǫ
∫
X
(∆τ)2ω + Cǫ
∫
X
(R− λ− τ)2ω
≤ ǫ
∫
X
(∆τ)2ω + CǫQ(t). (3.28)
Finally, since both R and τ are uniformly bounded, we have∣∣∣∣2
∫
X
(R− τ)(R − λ− τ)2ω
∣∣∣∣ ≤ C
∫
X
∫
X
(R− λ− τ)2ω ≤ C Q(t). (3.29)
21
The statement (b) is proved.
The statement (c) is an easy consequence of (b). Dropping the negative terms in the
estimate for dQ/dt and integrating from tj to any t with tj ≤ t ≤ j + 1, we obtain
Q(t) ≤ Q(tj)e
A(t−tj ) ≤ eAQ(tj) (3.30)
It follows that Q(t)→ 0 as t→∞, and (c) is proved.
3.5 Convergence of the flow
By Lemma 8 and Section §3.3, φ and τ are uniformly bounded. Thus we can apply Theorem
1 to get uniform Ck bounds for φ and τ for any k. It follows that for any sequence of times
tj →∞, there is a convergent subsequence in C
∞ converging to (ω∞, τ∞). To get the full
convergence instead of just subsequential convergence, it suffices to show that the limit is
unique.
This can be seen as follows. By the previous section, ‖∇τj‖L2(ω0) → 0, and hence τ∞
is a constant. It follows that ω∞ is a metric of constant scalar curvature
Ric(ω∞) = (λ+ τ∞)ω∞ (3.31)
with volume 1. For χ < 0, this specifies the metric ω∞ uniquely, and the convergence of
the flow is established.
3.6 A brief discussion of the case κ = 1
In this subsection we briefly discuss the κ-LYZ flow on compact Riemann surfaces with
κ = 1. Furthermore we assume that the initial data τ0 is positive as in Theorem 2. Again
by the maximum principle we know that τ remains positive along the flow, however we no
longer have a quantity like in (3.7) to apply the maximum principle. The new idea here is
to introduce an enhanced functional
Eˆ(φ, τ) = E(φ, τ) +
∫
X
R2
τ
ω.
When κ = 1, it is easy to see that
d
dt
Eˆ(φ, τ) = −
∫
X
(φ˙)2ω −
∫
X
|∇τ |2
2τ
ω −
∫
X
2
τ
∣∣∣∣∇R−
(
1
2
+
R
τ
)
∇τ
∣∣∣∣
2
ω ≤ 0,
hence Eˆ(φ, τ) is monotone non-increasing along the flow. Given the initial data, by using
a finer version of the Moser-Trudinger inequality, one can show that Eˆ(φ, τ) is uniformly
bounded from below and the integral ∫
X
R2
τ
ω
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is uniformly bounded. Therefore if we assume that τ is uniformly bounded from above as
in the second part of (2.4), it follows that the Calabi energy
∫
X
R2ω is uniformly bounded
and we can apply Lemma 10 to prove that φ is uniformly bounded. So we conclude that
in the case of Riemann surfaces with κ = 1 and τ0 > 0, the second assumption in (2.4)
implies the first, i.e., the evolving metric ωt is uniformly equivalent to ω0.
4 A Mabuchi-type Energy for the κ-LYZ Coupled
Flow
In this section, we introduce a Mabuchi-type energy functional Mω0(ϕ, F ) associated to
the coupled system of scalar equations (2.7) and (2.8). If in addition to the assumptions
in Theorem 1, we assume that this functional Mω0 is bounded from below along the flow,
then we can establish the smooth convergence of (2.7) and (2.8), and hence of the metrics
and closed forms in (1.1) and (1.2). More precisely,
Theorem 3 Under the same assumptions as Theorem 1 with T = +∞ and λ < 0, if
Mω0(ϕt, Ft) ≥ −M0 for some M0 > 0, then the solution (ϕt, Ft) of the system (2.7, 2.8)
converges smoothly to a limit (ϕ∞, F∞) satisfying the equations:
log
ωnϕ∞
ωn0
= H0 − λϕ∞ + F∞, ∆ωϕ∞F∞ = trωϕ∞α0 − b.
Here ωϕ∞ = ω0 + i∂∂¯ϕ∞ and α∞ = α0 − i∂∂¯F∞ are stationary solutions of the equations
(1.1) and (1.2), and b is the constant defined in (2.10).
Moreover, if X does not admit any nontrivial holomorphic vector field, then the con-
vergence is exponential.
4.1 A Mabuchi-type energy functional
Motivated by the Mabuchi K-energy, we introduce the following functional for the coupled
system (2.7, 2.8) 3
µω0(ϕ) = −
n
V
∫ 1
0
∫
X
ϕ′s(Ric(ωϕs)− λωϕs − α0) ∧ ω
n−1
ϕs ds, (4.1)
where ϕs is a path in the space of Ka¨hler potentials of ω0 connecting 0 and ϕ, and
ωϕs = ω0 + i∂∂¯ϕs. It can be checked that the integral above is independent of the choice
of the path ϕs. Furthermore, if ϕ varies in a family of Ka¨hler potentials, then we have
d
dt
µω0(ϕt) = −
n
V
∫
X
ϕ˙(Ric(ωϕ)− λωϕt − α0) ∧ ω
n−1
ϕt .
3In keeping with the traditional notation for the Mabuchi functional itself, we have denoted the volume∫
X
ωn
0
of ω by V instead of normalizing it to 1 as in the previous sections. This will also allow normalizing
λ to −1 in subsequent sections.
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Let ϕ and F be the potentials of ωt and αt defined in (2.6). We define a functional
associated with the flow equations (2.7) and (2.8) by
Mω0(ϕ, F ) = µω0(ϕ)−
1
V
∫
X
Fωnϕ. (4.2)
Lemma 12 The functional Mω0 defined in (4.2) is monotone and non-increasing along
the flow (2.7) and (2.8).
Proof. This follows from direct calculations:
d
dt
Mω0(ϕ, F ) = −
n
V
∫
X
ϕ˙(Ric(ωt)− λωt − α0) ∧ ω
n−1
t −
1
V
∫
X
(F˙ωnt + inF∂∂¯ϕ˙ ∧ ω
n−1
t )
= −
n
V
∫
X
ϕ˙(Ric(ωt)− λωt − α0) ∧ ω
n−1
t −
n
V
∫
X
ϕ˙ i∂∂¯F ∧ ωn−1t
=
n
V
∫
X
ϕ˙ i∂∂¯ϕ˙ ∧ ωn−1t
= −
1
V
∫
X
|∇ϕ˙|2ωtω
n
t ≤ 0.
Next we recall the well-known I and J functionals of Ka¨hler geometry,
I(ϕ) =
1
V
∫
X
ϕ(ωn0 − ω
n
ϕ) =
1
V
n−1∑
k=0
∫
X
i∂ϕ ∧ ∂¯ϕ ∧ ωn−1−k0 ∧ ω
k
ϕ,
and
J(ϕ) =
1
V
∫ 1
0
∫
X
ϕ′s(ω
n
0 − ω
n
ϕs)ds =
1
V
n−1∑
k=0
∫
X
n− k
n + 1
i∂ϕ ∧ ∂¯ϕ ∧ ωn−1−k0 ∧ ω
k
ϕ,
where ϕs is chosen as in the definition of µω0(ϕ) in (4.1). It is well-known that
I(ϕ)− J(ϕ) ≥
1
n+ 1
I(ϕ) ≥ 0.
Recall that H0 satisfies Ric(ω0) − λω0 − α0 = i∂∂¯H0 and is normalized by
∫
eH0ωn0 = V .
For any given path ϕs connecting ϕ and 0, we define a family of smooth functions:
Hs = − log
(ωnϕs
ωn0
)
− λϕs +H0 + C(s)
where C(s) is a normalizing function (constant inX for each s ∈ [0, 1]) such that
∫
eHsωnϕs =
V . We can check that Hs is a potential satisfying
Ric(ωϕs)− λωϕs − α0 = i∂∂¯Hs.
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By the following calculation,
µω0(ϕ) = −
n
V
∫ 1
0
∫
X
ϕ′s i∂∂¯Hs ∧ ω
n−1
ϕs ds (4.3)
= −
n
V
∫ 1
0
∫
X
Hs i∂∂¯ϕ
′
s ∧ ω
n−1
ϕs ds
= −
1
V
∫ 1
0
∫
X
Hs
∂
∂s
ωnϕsds = −
1
V
∫ 1
0
( d
ds
∫
X
Hsω
n
ϕs −
∫
X
∂Hs
∂s
ωnϕs
)
ds
= −
1
V
∫
X
H1ω
n
ϕ +
1
V
∫
X
H0ω
n
0 +
1
V
∫ 1
0
∫
X
(−∆ωϕsϕ
′
s − λϕ
′
s + C
′(s))ωnϕsds
=
1
V
∫
X
log
(ωnϕ
ωn0
)
ωnϕ +
λ
V
∫
X
ϕωnϕ −
1
V
∫
X
H0ω
n
ϕ +
1
V
∫
X
H0ω
n
0 −
λ
V
∫ 1
0
∫
X
ϕ′sω
n
ϕsds
=
1
V
∫
X
log
(ωnϕ
ωn0
)
ωnϕ − λ(I(ϕ)− J(ϕ))−
1
V
∫
X
H0ω
n
ϕ +
1
V
∫
X
H0ω
n
0 ,
we can see that µω0(ϕ) is equal to the sum of an “entropy part”, an “energy part” and
some bounded terms.
4.2 Convergence of the flow when M(ϕ, F ) > −∞ and λ < 0
We can give now the proof of Theorem 3. Recall that we are making the basic assumption
(2.4) and also that M(ϕ, F ) ≥ −M0 is bounded from below along the flow and λ < 0. For
notational simplicity we set λ = −1.
Lemma 13 There exists a constant C = C(ω0, κ,K) > 0 such that
−C ≤ ϕt + Ft ≤ C.
Proof. We calculate
(
∂
∂t
− κ∆
)
(F + ϕ) = −κtrωtα0 + κb+ log
ωnt
ωn0
− (ϕ+ F )− κn + κtrωtω0,
the desired bound for F +ϕ then follows from the maximum principle and the assumption
(2.4). The lemma is proved.
Since ϕ˙+ϕ+F is uniformly bounded by the equation (2.7) and the assumption (2.4),
we conclude from the above lemma that ‖ϕ˙‖L∞ ≤ C(ω0, κ,K).
Lemma 14 There is a constant C = C(ω0, κ,K,M0) such that
sup
X
(|Ft|+ |ϕt|) ≤ C, ∀ t ∈ [0, T ).
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Proof. From the expression of µω0 in (4.3) for λ = −1 we get µω0(ϕ) ≥ −C(H0, ω0). Then
the monotonicity ofMω0(ϕ, F ) yields a uniform lower bound of
∫
X
Ftω
n
t ≥ −C(H0, ω0, ϕ0, F0),
where ϕ0 and F0 denote the initial values of ϕ and F , respectively. On the other hand,
since I−J is given by linear combinations of integrals of the form
∫
X
i∂ϕ∧∂¯ϕ∧ωj0∧ω
n−1−j
ϕ ,
it is uniformly bounded by Lemma 5. The entropy part∫
X
log (
ωnϕ
ωn0
)ωnϕ (4.4)
is also bounded above by assumption. Thus the assumption that M(ϕ, F ) ≥ −M0 implies
a uniform upper bound of
∫
X
Ftω
n
t ≤ C. Combined with the gradient bound of F in
Lemma 5, this gives a C0-bound for Ft, and by Lemma 13, we also get supX |ϕt| ≤ C. The
lemma is proved.
Combining Lemma 14 and Theorem 1, we obtain a uniform estimate for all derivatives
of ϕt and Ft:
sup
X
|∂kt∇
lFt|+ |∂
k
t∇
lϕt| ≤ C(k, l, κ,K,M0), ∀t ∈ [0, T ).
Recall that we are considering the case of infinite maximum existence time, T =∞. From
the proof of Lemma 12, we can deduce that∫ ∞
0
∫
X
|∇ϕ˙|2ωnt dt <∞,
and this implies that
lim
i→∞
∫ i+2
i
∫
X
|∇ϕ˙|2ωnt dt = 0.
From the equation
(
∂
∂t
−∆)|∇ϕ˙|2 = −|∇∇ϕ˙|2 − |∇∇¯ϕ˙|2 − 2Re(〈∇ϕ˙, ∇¯(ϕ˙+ F˙ )〉) + |∇ϕ˙|2 − α(∇ϕ˙, ∇¯ϕ˙),
we can use either Moser iteration or arguments similar to the ones in Section §3.4 to deduce
that
sup
X×[i+1,i+2]
|∇ϕ˙|2 ≤ C
∫ i+2
i
∫
X
|∇ϕ˙|2ωnt dt→ 0, as i→∞.
Therefore the smooth limit of ϕ˙t as t → ∞ must be constant. If X does not admit any
nontrivial holomorphic vector fields, we can use the argument of [21] to get the exponential
convergence of
∫
X
|∇ϕ˙t|
2ωnt ≤ Ce
−δt for some δ > 0 depending on the lower bound of
positive eigenvalue of −∆ωt on vector fields in T
1,0X .
By the L∞-bounds of ϕt and Ft, we conclude that the smooth limits of ϕ˙t and F˙t must
be zero. The limiting functions ϕ∞ and F∞ satisfy the equations
log
ωnϕ∞
ωn0
= H0 + ϕ∞ + F∞, ∆ωϕ∞F∞ − trωϕ∞α0 + b = 0,
i.e. the (1, 1)-forms ωϕ∞ = ω0 + i∂∂¯ϕ∞ and α∞ = α0 − i∂∂¯F∞ define stationary solutions
of the flow (1.1) and (1.2). The proof of Theorem 3 is complete.
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