Many complex problems in science, business, and engineering require a tradeoff between exploitation of known solutions and exploration of new possibilities. When complex problems are solved by collectives rather than individuals, this explore-exploit tradeoff is complicated by the presence of communication networks, which can accelerate collective learning, but can also lead to convergence on suboptimal solutions. In this paper, we report on a series of 195 web-based experiments in which groups of 16 individuals collectively solved a complex problem and shared information through different communication networks. We found that network structure affected collective performance indirectly, via its impact on individual search strategies, as well as directly, by impacting the speed of information diffusion. We also found that networks in general suppress individual exploration, but greatly amplify the benefits of the exploration that takes place. Finally, we identified two ways in which individual and collective performance were in tension, consistent with longstanding theoretical claims.
Introduction
Many problems that arise in science, business, and engineering are "complex" in the sense that they require optimization along multiple dimensions, where changes in one dimension can have different effects depending on the values of the other dimensions. A common way to represent problem complexity of this nature is in terms of a "fitness landscape," a multidimensional mapping from some choice of solution parameters to some measure of performance, where complexity is expressed by the "ruggedness" of the landscape (1, 2) . A simple problem, that is, would correspond to a relatively smooth landscape in which the optimal solution can be found by strictly local and incremental exploration around the current best solution. By contrast, a complex problem would correspond to a landscape with many potential solutions ("peaks") separated by low-performance "valleys." In the event that the peaks are of varying heights, purely local exploration on a rugged landscape can therefore lead to solutions that are locally optimal but globally suboptimal. The result is that when solving complex problems, organizations must strike a balance between local exploitation of already discovered solutions and non-local exploration of the landscape (3, 4) .
In many organizational contexts, the tradeoff between exploration and exploitation is impacted by the presence of other problem solvers who are attempting to solve the same or similar problems, and who communicate with each other through some network of formal or informal social ties (5) (6) (7) (8) . As previous work has shown, these communication networks can be either beneficial or harmful to collaborative problem solving (9) (10) (11) . On the one hand, individual problem solvers can benefit from the experience of others, thereby decreasing the number of solutions that each individual needs to try in order to attain a given level of performance. On the other hand, exploitation of previously discovered solutions can lead to premature convergence on globally suboptimal solutions (2, 3) . Precisely how individuals are connected to one neighbors, but differed with respect to four commonly-studied metrics that have been posited to affect information flow in networks: (a) betweenness centrality (16) , (b) closeness centrality (17) , (c) clustering (18) , and (d) network constraint (19) . The networks were generated by rewiring regular random graphs in a way that either maximized or minimized certain properties of the four metrics above. The properties of interest were the average value of the metric, the maximum value, the minimum value, and the variance. Thus, for example, the "max average clustering" network would be the network that of all possible connected networks with fixed n = 16 and k = 3, maximized the average clustering of the network, whereas "max max betweenness" yielded the network whose most central node (in the betweenness sense) was as central as possible. In principle, this procedure could generate 2 x 4 x 4 = 32 distinct equilibria (max/min of the property, four properties, and four metrics); however, many of these yielded identical, or nearly identical networks. After eliminating redundancies, we then selected 8 of the remaining networks shown in Fig. 1 , that covered the widest possible of range of values of the relevant statistics (See SOM for details of network construction and statistics).
Each experimental session comprised 8 games corresponding to each of the network topologies, so players experienced each topology exactly once in random order. We conducted 232 networked games over 29 sessions; however, 61 of these games were removed because at least one player failed to participate in more than half of the rounds. Our main results are therefore derived from the remaining 171 games (see SOM for discussion of excluded trials). In addition to conducting the networked experiments, we also conducted a series of 24 baseline experiments, in which groups of 16 individuals searched the same landscape independently (i.e. with no network neighbors and no sharing of information), resulting in 195 experiments in total.
Results
Players were not given information about the network they were in, and every player had the same number of neighbors; hence players could not condition their behavior explicitly on their knowledge of the network, or their position it in. Nevertheless, we found that some features of the network structure affected the search strategies that individuals adopted. In particular, Fig. 2A shows that higher local clustering corresponded to an increased tendency for players to copy their neighbors. Although at first surprising (see, e.g. (20) for the opposite finding for public goods games), this effect can be understood in terms of two related results. First, individuals were more likely to copy their neighbors if two or more of their neighbors were exploiting the same location (Fig. 2B) , even if that location was not near the peak of the fitness function. And second, higher clustering corresponded to a greater likelihood that an individual's neighbors would already have chosen the same location (Fig. 2C) . In other words, local clustering allowed an individual's neighbors to see each other's locations, thereby increasing their likelihood of copying each other, which in turn increased the focal individual's tendency to copy his or her neighbors. Network structure can therefore affect individual strategy, even when invisible, by structuring the flow of information among players. The individual's decision to explore or exploit also had implications for collective performance. The reason (as indicated by Fig. S4) was that whether or not the main peak in the fitness landscape was discovered had a very large effect on the average score of the players. Structural differences that affected individual search strategies could therefore affect performance indirectly, by changing the likelihood of at least one player finding the peak. Indeed, as Fig. 3A shows, in instances where the peak had not already been discovered, the probability of finding it decreased dramatically with the proportion of players who were copying their neighbors, rather than exploring new locations. Accordingly, one might expect that collective performance would diminish with the rate of individual copying, and hence with increased network clustering. As Fig. 3B shows, networks with high clustering were less likely to find the peak than networks with very low clustering; however, the differences were not statistically significant.
Given that the hypothesized effect of clustering is an indirect consequence of individual search behavior, which is itself indirect (because the networks are invisible), the lack of significance is not surprising. Nevertheless, these results suggest that network structure can impact collective performance indirectly, via its effects on individual behavior.
In addition to this indirect effect, network structure also affected collective performance directly. To see how, we first compare our results on networked collective problem solving with our baseline experiments comprising groups of independent searchers. On the one hand, groups of independent problem solvers discovered the peak more frequently (19 out of 24 runs, or 80%) than equivalent sized networks (107 of 171 trials, or 62%). On the other hand, average individual performance per round was considerably worse for independent than for networked searchers (37 points versus 58 points respectively). The explanation for both results is that independent searchers conducted more exploration over the course of a game than they did as part of a network, which in turn increased the likelihood of at least one player finding the peak.
However, because they were by definition unable to copy one another, other players could not learn about the peak when it was found. Networks, in other words, had a tendency to suppress individual exploration, but dramatically increased the collective benefits of the exploration that took place.
Next, restricting attention only to the 107 networked experiments in which the peak was found, we note that there were 96 instances (89.7%) in which all of the players found the peak.
For these 96 trials, Fig. 4 shows the proportion of players who had found the peak on each round after it was first located. From this figure, it is clear that the eight networks divide into two rough groupings: those in the top row of Fig. 1 , characterized by low betweenness centrality, short path lengths, low clustering, and low network constraint; and those in the bottom row, which are more centralized, more clustered, and more constrained. The direct effect of network structure on performance is therefore likely due to what has been called simple contagion (21) , which depends exclusively on shortest path lengths. Supporting this conclusion, we note that the time required for the information to reach a node was exactly equal to the path length to the node that discovered the peak 73% of the time. Prior to discovering the peak, in other words, individual copying diminished collective performance, by suppressing exploration, but enhanced it subsequently by promoting diffusion.
Finally, these results also show that individual and collective performance were in tension, in two ways. First, although for individuals in decentralized networks to learn of the optimal solution was comparable to the best such time for centralized networks. Thus depending on whether a given individual cares about relative or absolute performance, and assuming that he or she can also choose their network position, they may prefer to belong to more or less centralized network respectively.
Discussion
Our results reinforce certain conclusions from the literature on organizational problem solving (2, 3, 9, 11), but raise interesting questions about others. For example, our finding that exploitation is correlated with individual success, but anti-correlated with collective success, is consistent with previous results (3), which interestingly were derived from a very different model of organizational problem solving than ours. Moreover, our finding that individuals benefit from occupying central positions is reminiscent of longstanding ideas about the benefits of centrality (22) and bridging (19) . However, our result that approximately random networks perform unambiguously better than networks with local structure stands in contrast with a number of previous findings that networks with local structure perform better in complex environments (9, 11) . One explanation for the difference is that unlike prior simulation models, our fitness landscape combines an approximately random landscape with a single dominant peak; thus when groups failed to find the peak, there was little useful information to diffuse, and all networks performed equally poorly, whereas when the peak was found, faster diffusion of that information always led to better performance. Given this observation, it is likely that landscapes with more peaks of comparable size would yield different performance rankings among the network topologies we studied, as well as different exploitation-exploration tradeoffs by individual players. Generalizing the fitness landscape is therefore a natural direction for future work.
Our work also builds on two other related streams of research. First, our results complement recent experiments (23) , which found that social sensitivity and turn taking among group members determines collective intelligence more than the intelligence of the individuals in the group. Here we add to this insight the related observation that the structure of interaction patterns can also affect group performance. And second, a series of lab-based and web-based experiments have investigated the role network structure in various contexts, such as anti-coordination games (24) , economic exchange (25) , the diffusion of information (26) , and social dilemmas (20) . Although network structure has been found to affect collective outcomes in many dynamic processes, it does not always (20) , nor do the same network features always have the same impact. Understanding which network features drive which dynamical processes is therefore an outstanding theoretical problem for network science, and arguably one that can-not be resolved without extensive human subjects experiments to test assumptions. In addition to expanding the literature of networked games to include collaborative problem solving, therefore, our work also demonstrates how the speed and flexibility of web-based experimental platforms can benefit network science. In addition to its role as a labor market, however, AMT can also be thought of as a convenient pool of subjects willing to participate in laboratory-style behavioral experiments. Mechanical Turk and other web-based experimental platforms are becoming increasingly popular with behavioral science researchers, in part because they allow experiments to be run faster and more cheaply, and in part because they afford access to potentially a much broader cross-section of the population than is typical of university-based lab experiments (2-5). Accordingly, we posted each of our experimental sessions as a HIT and recruited workers as subjects to do the experiment. After seeing the preview, workers could choose to accept the HIT, at which point the work was officially assigned to them and they could begin completing the task. More details about AMT and its application to behavioral science experiments are given in (6).
Although AMT and other web-based experimental platforms are becoming increasingly popular with behavioral science researchers, the bulk of previous work has relied on experimental designs that are asynchronous, in the sense that they do not require a large group of subjects to participate at the same time. In (7), for example, participants arrived sequentially, and only saw information about the behavior of previous participants, while in (8), at most pairs of participants were required to be present simultaneously. In our experiment, however we required all players to participate simultaneously-a problem that is solved in physical labs by announcing official start times and supervising experiments with trained proctors. To resolve this problem, we created a virtual waiting room, similar to (9). Once they had accepted the HIT, participants saw a "waiting room" screen informing them that the experiment had not yet filled, along with how many remaining players were required. Once all positions had been Figure S1: Distribution of number of games played. Most participants only played one game, though a few participants played in as many as 12 different games.
filled, participants in the waiting room were informed that the game was about to commence.
The Panel
Consistent with previous work (9), we found that posting the HIT on AMT was insufficient to fill networks of size n = 16 in a reasonable time, resulting in participants abandoning the waiting room and the HIT being terminated. To alleviate this problem, we ran a series of experiments with simple networks comprising n = 8 subjects, during which the parameters of the landscape were varied to produce landscapes there were neither too easy (the peak is always found) nor too difficult (it is never found). After participating in at least one experiment, the subjects were asked to report their demographics, and then given the opportunity to opt-in to a standing panel of experienced players who were familiar with the rules of the game, and were willing to be contacted for future games. As with previous experiments using AMT (9) , the experiments reported in this manuscript were then conducted by recruiting from this standing panel.
All participants were recruited through Amazon's Mechanical Turk. A total of 102 unique players participated in the 195 games reported in this study. Of these, 45 reported their gender as male and 57 reported as female. The median reported age was 28 years old, with quartiles of 23
and 34 years old. The modal response for annual household income was "less than $30,000", and the modal response for the highest level of education attained was "Bachelor's Degree".
The majority of participants played in 3 or fewer games, though there were a few that played in as many as 12 (see Figure SS1 ).
The Game: Wildcat Wells
The collaborative problem solving task that we studied was presented to participants in the form of a game called "Wildcat Wells," in which players were tasked with exploring a desert landscape in search of hidden oilfields. When n = 16 participants had accepted the task on AMT, the session would be begin. As shown in A player had to select and submit a location to "drill" within some amount of time-in the first two rounds of the game, they had 60 seconds to make their decision, and in the remaining 13 rounds they had 30 seconds. If they did not submit a location in that time, the round was skipped and they earned no points for that round (and therefore no information about the fitness landscape was obtained; an example of how this was displayed to the user can be seen in the Fig. SS2 ). The total number of points the player had accumulated was always displayed to them. At the end of the 15 rounds, they were shown a summary of the game as well as the total number of points they earned before advancing to the next game. In all they played 8 games, one for each network topology, which typically took a total of 50-60 minutes.
Generating the Fitness Landscape
The fitness landscape was constructed in three stages: first, the "signal" in the payoff function was generated as a unimodal bivariate Gaussian distribution with the mean randomly chosen in an LxL grid with variance R. This distribution was then scaled by ρ, known as the "persistance". Second, a pseudorandom Perlin noise (10) distribution was added to the signal distribution. The LxL grid was divided into 2 ω x 2 ω segments (where ω is the "octave" of the noise), and each cell was assigned a random number in the interval [0, 1] . The values of the cells were smoothed using bicubic interpolation, and then scaled to ρ ω . This created a noise distribution for that octave, and all of the octaves for ω ∈ [z min , z max ] were summed and added to the signal distribution. This final distribution of signal + noise was then scaled so that the maximum value was 100. After exploring several variations in pilot studies, we ultimately used L = 100, R = 3, ω ∈ [3, 7] and ρ = 0.7. An example of a landscape generated using this procedure is shown in Fig. SS3 .
We note that our method differs from other methods of generating fitness landscapes such the NK model (11-13), which generate N-dimensional problem spaces. Nevertheless, as with the NK model, our method generates fitness landscapes with a variable degree of ruggedness, determined here by the number of octaves (ω) and persistance (ρ) in the Perlin generating algorithm. It also has the advantage of being easy to represent visually, and the presence of a single dominant peak ensures that an unambiguously optimal solution will always exist, where the ratio R/L determines the difficulty of finding it (the method is also easily extended to generate multiple peaks).
Generating Networks
The networks to which participants were assigned were constructed as follows. Starting with a regular random graph comprising n = 16 nodes, each with k = 3 neighbors, a series of degreepreserving random rewirings was conducted where only rewirings that decreased a specified loss function f (φ) were accepted, where φ was one of several network statistics of interest, described below. The rewiring procedure terminated when no more rewirings were possible, and the whole procedure was repeated 100 times to avoid local minima. There are no guarantees that the discovered graph is actually the global optimum, but the resultant graphs were sufficient to capture variance in the relevant features.
The loss function f (φ) either maximized or minimized the average φ across all nodes in the graph, the highest φ for any single node, or the lowest φ for any single node. The four network features we focused on, enumerated below, were chosen because they were known to be related to information flow in networks. The features of the resultant graphs are shown in Table 1 .
Betweenness Betweenness centrality captures the amount of information that flows between nodes in the network by way of the target node. Specifically, it is the proportion of shortest paths between pairs of nodes that pass through the central node (14) . More formally, if we let σ st denote the number of shortest paths from s to t and let σ st (u) denote the number of shortest paths from s to t that go through u, then
Closeness Closeness centrality was originally devised by (15) to indicate how reachable a node was from all other nodes in the network. It is the reciprocal of the average length of the shortest path between the node and all other nodes:
Here, n is the number of nodes in the network, and d(u, v) is the length of the shortest path from u to v.
Clustering The clustering coefficient (16) is a measure of the connectedness of a neighbor's contacts.
If Γ(u) denotes the set of nodes that u connects to (Γ(u) = {v | (u, v) ∈ E}), and deg(u) = ||Γ(u)|| is the degree of node u, then the clustering coefficient of node u is given by:
Constraint Network constraint, first developed by (17) is intended to capture the extent to which a person bridges different groups. Burt defined the network constraint of node u as follows:
Here p uv denotes the fraction of direct attention that node u gives to node v. The sum w∈Γ(u),w =v p uw p wv is the total fraction of indirect attention that u gives to v through some intermediary w. When the sum of the direct plus indirect attention u gives v is high, u is wasting effort on giving redundant attention to v. Therefore, network constraint is "better" for the individual when it is small. Equation 1 defines network constraint for a weighted, directed network. In an undirected, unweighted network, p uv is equal to the inverse of degree, so Equation 1 reduces to:
In either case, the measure is minimized when none of u's neighbors are neighbors with each other, in which case it evaluates to 1 deg(u)
. 
Supporting Results

Excluded Games
To verify the robustness of the results we also conducted the analyses on the entire set of data, including the 61 games in which a player did not take an action in more than half of the rounds.
The results were qualitatively and quantitatively similar for all 232 games. As with the filtered set of games, networks with higher clustering showed less exploration, and networks with shorter path lengths diffused information about the peak faster, leading to better success for the players. A few of the results had higher variances, such as the performance of the best, median, and worst positioned nodes in the networks, but the central tendencies maintained the orderings reported in the main text.
Impact of finding peak on performance
As stated in the main text, whether or not the peak was found exerted a large impact on performance. Figure SS4 shows average performance across all networked trials, broken down by instances in which the peak was and was not found. Figure S4 : The average points a player earned across the 15 rounds of the game always increased, but were much higher when the peak was found.
Impact of Network Position on Individual Performance
As Figure S6 : The average number of rounds to find the peak after it has been discovered for each position within each graph. Brighter colors indicate faster discovery.
