Modelagem e previsão da procura por turismo internacional em Puno-Peru by Laurente Blanco, Luis Francisco & Machaca Hancco, Ronald Wilson
     RBTUR, São Paulo, 14 (1), p. 29-50, jan./abr. 2020.    34 
 
 
 
Modelamiento y proyección de la demanda de turismo 
internacional en Puno-Perú 
 
Modelling and forecasting international tourism demand in Puno-Peru 
 
Modelagem e previsão da procura por turismo internacional em Puno-
Peru 
 
Luis Francisco Laurente Blanco1; Ronald Wilson Machaca Hancco1 
 
1Universidad Nacional de Altiplano, Puno, Peru  
 
 
Palavras clave: 
 
Estacionalidad; 
lago Titicaca; 
Perú; 
ARIMA; 
Cultura. 
 
 
 
Resumen  
 
La industria del turismo en el Perú genera cerca de 1.1 millones de puestos de trabajo y 
aporta el 3.3% del PBI, lo que la convierte en una de sus principales actividades económicas, 
de esta forma el turismo deja de ser sólo una actividad comercial y se transforma en una 
herramienta para el desarrollo de la población peruana especialmente en las regiones con 
alta tasa de pobreza y con numerosos atractivos turísticos como es el caso de la región de 
Puno con una tasa de pobreza de 24.2% que está ubicada en el sur del país y que cuenta 
con numerosos atractivos turísticos de tipo naturales, históricos, culturales y gastronómicos. 
El objetivo de esta investigación es modelar y proyectar la demanda de turistas internacio-
nales que visitan Puno utilizando la metodología ARIMA de Box-Jenkins, para ello el estudio 
considera información mensual de arribo de turistas internacionales entre los años 2003 a 
2017. Finalmente, utilizando los estadísticos MAPE, Z, r, Criterio de Información de Akaike 
(AIC) y Criterio de Schwarz (SC) se identificó al modelo SARIMA (6, 1, 24)(1, 0, 1)12 como el 
más eficiente para el modelamiento y proyección de la demanda del turismo internacional 
en la región de Puno. 
 
Abstract  
 
The tourism industry in Peru generates about 1.1 million jobs and contributes 3.3% of GDP, 
which makes it one of its main economic activities, so tourism is no longer just a commercial 
activity and transforms into a tool for the development of the Peruvian population especially 
in regions with high poverty rate and with numerous tourist attractions as it is the case of 
the Puno region with a poverty rate of 24.2% that is located in the south of the country and 
that has numerous tourist attractions of natural, historical, cultural and gastronomic type. 
The objective of this research is to model and forecasting the demand of international tour-
ists visiting Puno using the ARIMA methodology of Box-Jenkins, for this the study considers 
monthly arrival information of foreign tourists between the years 2003 to 2017. Finally, using 
the statistics MAPE, Z, r, Akaike Information Criterion (AIC) and Schwarz Criterion (SC) was 
identified to the SARIMA (6, 1, 24)(1, 0, 1)12  model as the most efficient for modeling and 
forecasting of the demand for international tourism in the Puno region. 
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1 INTRODUCCIÓN   
Considerando los recursos naturales, cultura, gastronomía, folclore, historia, entre otros, la industria del 
turismo es cada vez más importante en la economía de los países ya que está estrechamente relacionado 
al desarrollo social y económico. Según la Organización Mundial del Turismo (OMT), el turismo ha crecido 
con mayor rapidez en los últimos años ubicándose como tercera categoría de exportación estando por detrás 
de los productos químicos y combustibles y por delante de productos de automoción y alimentación, de este 
modo, las llegadas de turistas internacionales en el mundo pasaron de 674 millones en el año 2000 a 1,235 
millones en 2016 y los ingresos registrados por los destinos de todo el mundo pasaron de 495,000 millones 
de dólares en el año 2000 a 1.22 billones de dólares en 2016  (OMT, 2017).  
En el Perú esta industria genera cerca de 1.1 millones de puestos de trabajo y aporta el 3.3% del PBI 
(Camara, 2018) donde en el año 2017 el PBI ascendió a un valor de 157,744 millones de dólares donde el 
sector turismo representa el 3.2% de este total encontrándose por encima de los sectores pesca, acuicultura, 
electricidad y gas natural y presentando un crecimiento de 1.4% respecto de 2016 (Banco Central de Reserva 
del Perú [BCRP], 2018), lo que convierte al sector turismo en una de sus principales actividades económicas 
debido que durante el mismo año arribaron al país 4 millones 32 mil 339 turistas internacionales que 
representa un crecimiento del 8% en el turismo receptivo respecto a lo alcanzado en 2016 (MINCETUR, 
2017a) donde los principales países que visitaron el Perú en el año 2017 fueron: Chile (27%), Estados Unidos 
(15%), Venezuela (5%), Ecuador (7%), Colombia (5%) y Argentina (5%) haciendo una participación del 
mercado de 69% de llegadas al país (GESTION, 2017). Los principales puntos de ingreso al país fueron: 
Aeropuerto Internacional Jorge Chávez (58%), Tacna (23%), Tumbes (9%) y Puno (5%) (MINCETUR, 2017b). 
Se estima que los ingresos de divisas generados por el turismo receptivo en el Perú, durante el año 2017, 
alcanzaron los 4,574 millones de dólares, representando un crecimiento del 6% en relación al año 2016 
(MINCETUR, 2017b).  
En los últimos años, en el país se ha apostado por un turismo sostenible que promueve políticas, prácticas 
y comportamientos éticos a través de esta actividad mediante el uso eficiente de los recursos; asimismo, se 
ha buscado fomentar la paz, el desarrollo y la erradicación de la pobreza. De esta forma, el turismo deja de 
ser sólo una actividad comercial y se transforma en una herramienta para el desarrollo de la población 
peruana especialmente en las regiones con mayor tasa de pobreza y con numerosos atractivos turísticos 
como es el caso de la región de Puno, cuarta región más visitada por los turistas internacionales (véase 
Figura 1), que a la fecha tiene una tasa de pobreza de 24.2%, ubicándola en la décima región más pobre del 
Perú (INEI, 2018a)  y sin embargo está dotada de numerosos atractivos turísticos que podría en el futuro ser 
explotados con mayor eficiencia con políticas de turismo sostenible.  
En el año 2017 el PBI de la región de Puno fue más de 2,892 millones de dólares que representa una 
variación de 3.9% respecto del año 2016, donde el sector turismo representa el 2% del PBI regional que 
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Resumo  
A indústria do turismo no Peru gera aproximadamente 1.1 milhão de empregos e contribui 
com 3.3% do PIB, o que a torna uma de suas principais atividades econômicas, portanto o 
turismo não é mais apenas uma atividade comercial mas é uma ferramenta para o desen-
volvimento da população peruana, especialmente nas regiões com alto índice de pobreza e 
muitas atrações turísticas como é o caso da região de Puno com uma taxa de pobreza de 
24.2% localizada no sul do país e com muitas atrações históricas, naturais, cultural e gas-
tronômico. O objetivo desta pesquisa é modelar a procura de turistas internacionais que 
visitam Puno utilizando a metodologia ARIMA de Box-Jenkins, para este estudo considera 
informações mensais de chegadas de turistas internacionais entre os anos 2003 e 2017. 
Finalmente, usando estatísticas MAPE, Z, R, Critério de Informação de Akaike (AIC) e Critério 
de Schwarz (SC) se encontrou ao modelo SARIMA (6, 1, 24)(1, 0, 1)12 como o mais eficiente 
para a modelação e previsão da procura do Turismo Internacional na região de Puno. 
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registró visitas internacionales por más de 62.5 millones de dólares en el mismo año y que se encuentra por 
arriba del sector pesca, electricidad y gas con un crecimiento en 2017 de 2.43% respecto de 2016. 
Asimismo, el crecimiento anual del sector turismo en Puno desde 2010 es siempre positivo al igual que el 
sector agropecuario que es el sector más representativo del PBI de Puno (INEI, 2018b).    
En la actualidad, la actividad turística en Puno es de importancia porque de ella se benefician cientos de 
personas, es así que el sector turismo en la región de Puno en el 2017 generó más de 90 mil puestos de 
trabajo; y se estima mediante la Cámara Nacional de Turismo (CANATUR) que el turismo en el 2035 será uno 
de los primeros sectores que generará el desarrollo e incrementará el empleo en la región de Puno (CORREO, 
2017); de ahí la importancia para las empresas del sector tener una buena proyección sobre el número de 
arribo de turistas internacionales, para de ese modo realizar una mejor planificación, previsión y 
administración de la actividad. 
  
Figura 1 - Arribo de visitantes internacionales a establecimientos de hospedaje,                                           
según regiones del Perú, 2003-2016 
 
                                        Fuente: Elaboración propia en base a información de MINCETUR 
 
Como una breve descripción, la región de Puno se encuentra ubicada en la zona sur del Perú a orillas del 
lago Titicaca (denominado el “lago navegable más alto del mundo” (INRENA, 1995) a una altitud de 3,827 
msnm con un clima frío y seco y es considerada como un buen destino turístico debido a la infraestructura, 
servicios básicos, ubicación,  presencia de diversos escenarios naturales (Cayo & Apaza, 2017) y por la 
creación de nuevas modalidades de hacer turismo en la región como es el caso del turismo ecológico, 
turismo rural, turismo de aventura, turismo vivencial y otras modalidades del llamado turismo alternativo 
principalmente en las comunidades de Amantaní, Pucará, Llachón, Anapia, Atuncolla y Sillustani donde  los 
visitantes pueden convivir por unos días en estas comunidades aprendiendo más sobre sus tradiciones y 
costumbres (Mamani, 2016). Como principales atractivos turísticos cuenta con: el lago Titicaca, malecón eco 
turístico Bahía de los Incas, isla flotante de los Uros (Figura 2), isla Amantaní, isla Taquile, Llachón, entre 
otros (Puno, 2017). Por otro lado, la región de Puno ofrece una diversidad de destinos turísticos de tipo 
histórico-culturales entre ellos restos arqueológicos en diversas ciudades y cuenta con una vasta diversidad 
en los recursos folklórico-culturales. Asimismo, la región cuenta con una amplia variedad de recursos 
gastronómicos en cada comunidad.  
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                              Figura 2 - Isla flotante de los Uros en el lago Titicaca (3,827 msnm) – Puno, Perú 
 
                      Fuente: Extraído de MiViaje (2018) 
 
El objetivo principal de esta investigación es modelar y proyectar el número de turistas internacionales que 
arriban a Puno mediante un análisis de la serie histórica de los arribos de turistas internacionales y sus 
variaciones estacionales usando periodicidad mensual de los años 2003 a 2017. Para ello, esta 
investigación utiliza la metodología ARIMA (Auto-Regressive Integrated Moving Average) de Box & Jenkins 
(1976) para el modelamiento y proyección de la serie estadística cuya utilidad del trabajo es principalmente 
la previsión en las decisiones operacionales del turismo, preparaciones de tours, infraestructura, transporte, 
capacitación en el servicio, entre otros. Finalmente, el documento se estructura de la siguiente manera: se 
presenta el marco teórico, se hace una descripción de los materiales y métodos utilizados, posteriormente 
se presentan los resultados utilizando la metodología de Box-Jenkins y finalmente las conclusiones más 
resaltantes para el presente estudio.  
2 REVISIÓN DE LITERATURA 
Al respecto, para el estudio y proyección de la demanda del turismo con series de tiempo, existen diversos 
trabajos de investigación, así para su modelamiento ARIMA están los trabajos de Hosking (1981), Chang et 
al., (2009), Loganathan & Ibrahim (2010), Lim & Mcaleer (1999), Peiris (2016), Reisen (1994), 
Nanthakumar, Subramaniam, & Kogid (2012), Greenidge (2001). Para los costos del turismo en modelos 
ARIMA, el trabajo de Psillakis, Alkiviadis, & Kanellopoulos (2009); utilizando la metodología ARIMA-GARCH 
están las investigaciones de Coshall (2009), Shareef & McAleer (2005); con modelos ARMA-GARCH 
multivariado se cita el trabajo de Chan, Lim, & McAleer (2005). Asimismo, trabajos que utilizan los modelos 
ARFIMA (modelos ARIMA Fraccionalmente Integrados) de memoria larga se encuentran los trabajos de 
Granger & Joyeux (1980), Peiris & Perera (1988), Baillie (1996); modelos ARIMA y ARFIMA que utilizan el 
estadístico MAPE, MAE y RMSE, están los trabajos de Chu (2008), Shitan (2008) y Lee, Song, & Mjelde 
(2008); con modelos ARFIMA-FIGARCH para el turismo los trabajos de Chokethaworn et al., (2010) y Ray 
(1993); con modelado X-12-ARIMA y ARFIMA el trabajo de Chaitip & Chaiboonsri (2015). Respecto del 
modelado de la oferta y demanda del turismo con modelos VECM el trabajo de Zhou, Bonham, & Gangnes 
(2007); para la proyección de la demanda de turismo en series multivariadas y univariadas el trabajo de du 
Preez & Witt (2003). Para el modelado y proyección econométrica de la demanda de turismo por MCO los 
trabajos de Athanasopoulos & Hyndman (2006) y Botti, Peypoch, Randriamboarison, & Solonandrasana 
(2007) y para la proyección de los ingresos debido al turismo con la metodología ARMAX el trabajo de Akal 
(2004). 
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3 MATERIALES Y MÉTODOS 
La selección de los materiales y métodos para la presente investigación comprende de tres partes: la 
descripción de los datos a utilizar, la metodología ARIMA, tests de estacionariedad y tests para elección de 
modelos más eficientes. 
3.1 Datos 
Para el desarrollo de esta investigación se utilizó información con período mensual para los años 2003 a 
2017 extraídos de la base de datos del Banco Central de Reserva del Perú – Sucursal Puno (BCRP) para el 
número total de arribos de turistas internacionales al departamento de Puno. 
3.2 Metodología ARIMA estacional de Box-Jenkins  
Para la metodología se hace uso del modelo ARIMA estacional de Box & Jenkins (1976), donde los pasos de 
la metodología consisten en: 
Análisis preliminar: realizar un análisis preliminar a toda la información de tal modo que sea un proceso 
estocástico estacionario. 
Identificación de un modelo tentativo: en este paso se especifica el orden (p, d, q) del modelo ARIMA, para 
ello se hace uso de correlogramas y las funciones de autocorrelación simple y parcial. 
Estimación del modelo: el siguiente paso es la estimación del modelo ARIMA identificado en el paso anterior. 
La estimación puede ser realizada por el método de mínimos cuadrados o máxima verosimilitud. 
Diagnóstico de resultados y selección: para este paso se realiza la revisión de los modelos usando tests 
estadísticos para los parámetros y residuos. Asimismo, para la elección del mejor modelo se utiliza el Criterio 
de Informacion de Akaike (AIC) y el Criterio de Información de Schwarz (SC). Por otro lado, es posible utilizar 
los estadísticos Media Porcentual del Error Absoluto (MAPE), el porcentaje de medida del resultado (Z) y el 
coeficiente de correlación normalizado (r) para la selección del modelo más eficiente. 
Proyección: si el modelo más eficiente del paso anterior es el adecuado, entonces el modelo puede ser usado 
para la representación y proyección. 
Para la definición del modelo ARIMA se tienen los procesos ( )AR p  y MA(q)  siguientes:  
1
p
t i t i t
i
Y Y −
=
= + ,  
1
q
t t i t i
i
Y    −
=
= + . 
Un modelo (0, ,0)ARIMA d  es una serie temporal que se convierte en un proceso de ruido blanco después 
de ser diferenciada d  veces. El modelo (0, ,0)ARIMA d  se expresa como (1 )d t tL Y − =  o lo que es lo 
mismo como 
t t d tY Y −− = . La formulación general de un modelo ( , , )ARIMA p d q  se denomina proceso 
integrado de medias móviles de orden ( , , )p d q  y se escribe como 
1 1
p q
t t d i t i t i t i
i i
Y Y Y   − − −
= =
− = + +   
O en su forma compacta, 
 
2 2
1 2 1 2(1 )(1 ) (1 )
p d q
p t q tL L L L Y L L L      − − − − − = − − − −L L  
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Las series con tendencia secular y variaciones cíclicas puede representarse con los modelos 
( , , )( , , )ARIMA p d q P D Q o ( , , )( , , )SARIMA p d q P D Q . El primer paréntesis se refiere a la tendencia 
secular o parte regular y el segundo paréntesis a las variaciones estacionales o parte cíclica de la serie. 
3.3 Tests de estacionariedad 
3.3.1 Prueba de raíz unitaria de Dickey-Fuller Aumentado (ADF) 
La prueba ADF de Dickey & Fuller (1979) busca determinar la existencia de una raíz unitaria en una serie de 
tiempo. La hipótesis nula de esta prueba es que existe una raíz unitaria en la serie. En un modelo simple 
autorregresivo de orden uno, AR(1): 
1t t ty y u −= +  
donde ty  es la variable de interés, t  es el de tiempo,   es un coeficiente, y tu  es el término de error. La 
raíz unitaria está presente si 1 = . En este caso, el modelo no sería estacionario. El modelo de regresión 
puede ser escrito como: 
1 1( 1)t t t t ty y u y u − − = − + = +  
donde   es el operador de primera diferencia. Este modelo puede ser estimado y las pruebas para una raíz 
unitaria son equivalentes a pruebas 0 =  (donde 1 = = − ). Dado que la prueba se realiza con los 
datos residuales en lugar de los datos en bruto, no es posible utilizar una distribución estándar para 
proporcionar valores críticos. Por lo tanto, esta estadística tiene una determinada distribución conocida 
simplemente como la tabla de Dickey & Fuller (1979). 
3.3.2 Prueba de raíz unitaria de Phillips-Perron (PP) 
La prueba PP de Phillips & Perron (1988) es una prueba de raíz unitaria y se utiliza en el análisis de series 
de tiempo para probar la hipótesis nula que una serie de tiempo es integrada de orden 1. Se basa en la 
prueba de Dickey & Fuller (1979) con la hipótesis nula es 0 =  en 1t t ty y u −= +  donde   es la primera 
diferencia del operador. Al igual que la prueba de Dickey-Fuller aumentada, la prueba de Phillips-Perron 
aborda la cuestión de que el proceso de generación de datos para ty  podría tener un orden superior de 
autocorrelación que es admitido en la ecuación de prueba haciendo 1ty −  endógeno e invalidando así el 
Dickey-Fuller t-test. Mientras que la prueba de Dickey-Fuller aumentada aborda esta cuestión mediante la 
introducción de retardos de ty  como variables independientes en la ecuación de la prueba, la prueba de 
Phillips-Perron hace una corrección no paramétrica a la estadística t-test. 
3.4 Tests de selección del modelo óptimo 
3.4.1 Criterio de Información de Akaike (AIC) 
El Criterio de Informacion de Akaike fue desarrollado por Akaike (1974) y es una medida para la selección 
del mejor modelo estimado. En el caso general, se puede escribir la ecuación como 
2 2ln( )AIC k L= −  
donde k es el número de parámetros en el modelo estadístico y L  es el valor de la función de máxima 
verosimilitud para el modelo estimado.  
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3.4.2 Criterio de Información de Schwarz (SC) 
El Criterio de Información de Bayes (BIC) o Criterio de Información de Schwarz (SC) fue desarrollado por 
Schwarz (1978) y es un criterio para elección del mejor modelo entre una clase de modelos paramétricos 
con diferente número de parámetros. En el caso general se escribe como   
2ln ( | ) 2 lnp x k BIC l−  = −  
donde n es el número de observaciones o el tamaño muestral, k el número de parámetros libres a ser 
estimados incluyendo la constante y L el valor maximizado de la función de verosimilitud. 
3.4.3 Media Porcentual del Error Absoluto (MAPE) 
La Media Porcentual del Error Absoluto (MAPE) es una medida de la ocurrencia de una serie temporal. Esto 
es frecuentemente expresado como un porcentaje, la fórmula del estadístico MAPE es la siguiente: 
1
1 n i i
i i
A F
MAPE
n A=
−
=   
donde iA  es el valor actual y iF  es el valor proyectado. La diferencia entre iA  y iF  es dividido por el valor 
actual de iA . El valor absoluto de este cálculo es sumado para cada observación proyectada en el tiempo y 
dividido por el número de observaciones n. Esto hace que sea un error porcentual, por lo que se puede 
comparar el error de series de tiempo ajustadas que difieren en el nivel. La interpretación para los 
lineamientos de MAPE es la siguiente: si el valor de MAPE es inferior al 10% es un pronóstico "altamente 
preciso". Si el valor de MAPE se encuentra entre el 10% y el 20% es un pronóstico "bueno". Si el valor de 
MAPE se encuentra entre el 20 y el 50% es un pronóstico "razonable". Si el valor de MAPE es superior al 50% 
es un pronóstico "inexacto" (Lewis, 1982). 
3.4.4 Porcentaje de medida del resultado (Z) 
El valor de Z es usado como una medida relativa para niveles de aceptación. Como un punto referencial para 
los resultados experimentales óptimos, Z se utilizará a un valor de 5% , de este modo se define el 
estadístico como: 
1
1 0.01
*100%
0
n
i i
i
i
A Fj
j si
Z para A
n
j si otro caso
=
 −
= 
= 

=

 
donde  es el valor actual y  es el valor proyectado y n el número de observaciones utilizadas. Para la 
elección del mejor modelo se debe considerar aquel que cuente con un valor Z mayor. 
3.4.5 Coeficiente de correlación normalizado (r) 
El coeficiente de correlación normalizado r es una medida de la cercanía de las observaciones y su 
proyección, se define como: 
1
2 2
1 1
*
( ) * ( )
n
i i
i
n n
i ii i
A F
r
A F
=
= =
=

 
 
donde  es el valor actual y  es el valor proyectado. Para realizar la elección del mejor modelo se debe 
elegir aquel que cuente con el estadístico r mayor. 
iA iF
iA iF
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4 RESULTADOS 
Para la presentación de los resultados, se utiliza la metodología ARIMA de Box & Jenkins (1976) que consta 
de la identificación, estimación del modelo, examen de diagnóstico y finalmente la proyección de la serie. 
Para el análisis de los datos se utilizó el software estadístico Eviews 9, donde se hace uso de un total de 177 
arribos de turistas internacionales con un mínimo de 4,650 arribos y un máximo de 36,147 descritos en la 
Tabla 1.  
          Tabla 1 - Estadística descriptiva 
Lista de variables  Abreviatura Obs. Media 
Desv. 
Estánd. 
Mínimo Máximo 
Arribo de turistas internacionales a Puno arribos 177 18,809 8,341 4,650 36,147 
      Fuente: Elaborado por los autores 
 
Para la identificación, la Figura 3 muestra la evolución de los arribos de turistas internacionales al 
departamento de Puno para los años 2003 a 2017, mostrando claramente un crecimiento y da evidencia a 
la presencia de no estacionariedad en media y varianza. 
 
                                                  Figura 3 - Arribo mensual de turistas internacionales a Puno, 2003-2017 
 
                                          Fuente: Elaborado por los autores 
 
En la Figura 4 muestra que cada año los arribos de turistas a Puno presentan un ciclo estacional anual 
debido que empiezan a subir desde el mes de febrero hasta mayo, cayendo levemente en el mes de junio 
recuperándose en julio y llegando a su máximo en agosto cayendo en setiembre recuperándose levemente 
en octubre y cayendo al máximo en el mes de diciembre. Lo que da evidencia para un modelo estacional 
ARIMA de 12 meses.   
 
                                        Figura 4 - Arribo de turistas internacionales a Puno por estaciones 
 
                                         Fuente: Elaborado por los autores 
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4.1 Tests de estacionariedad 
Como primer paso se determina si la serie es estacionaria, para ello se utiliza las pruebas de raíz unitaria 
ADF de Dickey & Fuller (1979), PP de Phillips & Perron (1988) y KPSS de Kwiatkowski, Phillips, Schmidt, & 
Shin (1992) las que se muestran en la Tabla 2. 
    
           Tabla 2 - Tests de Estacionariedad 
Variable 
Ninguno Con intercepto Con intercepto y tendencia 
Nivel 
Primera dife-
rencia Nivel 
Primera dife-
rencia Nivel 
Primera dife-
rencia 
Test de ADF 0.716 -2.68** -1.335 -2.7901 -1.577 -2.868 
  (0.868) (0.007) (0.612) (0.061) (0.798) (0.175) 
Test de PP -0.158 -19.742** -3.345* -20.061** -6.313** -20.003** 
  (0.627) (0.000) (0.014) (0.000) (0.000) (0.000) 
Test de KPSS -- --  1.536  0.045**  0.112*  0.041* 
  -- -- (0.463)~ (0.463)~ (0.146)~ (0.146)~ 
Notas: (*) y (**) denota significancia estadística al 5% y 1%, respectivamente. Valores en ( ) indican el p-value de 
Mackinnon (1996). El símbolo (~) indica el valor crítico asintótico de Kwiatkowski et al., (1992)  
      Fuente: Elaborado por los autores 
 
En la Tabla 2 se muestra la realización de tres diferentes test de estacionariedad a un nivel de 1% y 5% de 
nivel de significancia y se concluye que los arribos de turistas internacionales no es estacionaria en niveles 
al 1% de significancia. Para este propósito se calculó la serie en primera diferencia y dando como resultado 
que para los test de PP y KPSS la serie es estacionaria a un 1% de significancia, lo que indica que la serie es 
estacionaria en primera diferencia. 
4.2 Modelos autoregresivos y de medias móviles 
Los datos en logaritmos de los arribos de turistas internacionales a Puno son usados para modelar el turismo. 
En la Tabla 3 se presenta estimaciones de cuatro modelos autoregresivos (AR), medias móviles (MA) y 
modelos autoregresivos integrados y de medias móviles (ARIMA) que previamente se revisó los 
correlogramas para la verificación y su estacionalidad, es así que se estimó por la metodología de mínimos 
cuadrados para determinar el comportamiento de los arribos de turistas internacionales a Puno durante 
2003:m1 a 2017:m9. Asimismo, se calculó el Criterio de Información de Akaike (AIC), Criterio de Información 
de Schwarz (SC) para la elección del mejor modelo y el estadístico de Durwin-Watson (DW) para un primer 
análisis de presencia de autocorrelación en los modelos estimados. 
Para la selección del modelo, la Tabla 3 se muestra que los modelos con mayor ajuste no presentan 
problemas de autocorrelación, debido que el estadístico de Durbin-Watson (DW) de los modelos se 
encuentran alrededor de 2 (Durbin & Watson, 1950, 1971). Utilizando el Criterio de Información de Akaike 
(AIC) debido a Akaike (1974) y Criterio de Información de Schwarz (SC) a Schwarz (1978) para la elección 
del mejor modelo, de la Tabla 3 se tiene que el mejor modelo que presenta los estadísticos mínimos de AIC 
y SC es el Modelo 1 dado bajo su especificación como SARIMA (6, 1, 24)(1, 0, 1)12  es el mejor modelo para 
representar a los arribos de turistas internacionales a la región de Puno para los períodos 2003 a 2017. 
Asimismo, para evaluar la eficiencia de los modelos ARIMA de la Tabla 3, se construyó los estadísticos MAPE, 
Z y r que se muestra a continuación: 
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           Tabla 3 - Estimación de modelos ARIMA para arribo de turistas internacionales a Puno 
Variable Coeficiente t-Statistic AIC/SC DW 
Modelo 1         
constante 0.006854 2.786144 
AIC = -1.179497 
SC = -1.017370 
2.038498 
AR(1) 0.453359 3.636704 
AR(3) 0.200060 2.056048 
AR(6) -0.163896 -2.390864 
SAR(12) 0.980194 112.742800 
MA(1) -0.890632 -5.971538 
MA(24) -0.109057 -2.232342 
SMA(12) -0.570211 -8.484719 
Modelo 2         
constante 0.006666 2.065615 
AIC = -1.013858 
SC = -0.869745 
2.063247 
AR(24) 0.697326 12.588560 
MA(1) -0.413207 -4.621061 
MA(2) -0.219508 -2.262754 
MA(6) -0.198948 -2.342499 
MA(25) -0.168337 -1.983791 
SMA(12) 0.666660 12.170440 
Modelo 3         
constante 0.007537 5.374423 
AIC = -0.771678 
SC = -0.591537 
2.115759 
AR(7) -0.189815 -2.018016 
MA(1) -0.334045 -3.253787 
MA(2) -0.227877 -2.501011 
MA(8) -0.337994 -4.243167 
MA(17) -0.206669 -2.754134 
MA(20) -0.183917 -2.358140 
MA(24) 0.325526 2.730460 
SMA(12) 0.541756 7.663072 
Modelo 4         
constante 0.007277 2.207372 
AIC = -0.746528 
SC = -0.584401 
2.144582 
MA(1) -0.296469 -3.837132 
MA(2) -0.220115 -2.778588 
MA(8) -0.319336 -5.463851 
MA(17) -0.215126 -2.671734 
MA(20) -0.164563 -2.304040 
MA(24) 0.374000 4.732981 
SMA(12) 0.614347 8.871496 
      Notas: AIC y SC son el Criterio de Información de Akaike y Criterio de Schwarz, respectivamente. DW se refiere al 
estadístico Durbin-Watson de autocorrelación 
      Fuente: Elaborado por los autores 
4.2.1 Estadístico MAPE 
La Media Porcentual del Error Absoluto (MAPE) es una medida de la ocurrencia de una serie temporal. Esto 
es frecuentemente expresado como un porcentaje, la fórmula del estadístico MAPE es la siguiente (Lewis, 
1982): 
1
1 n i i
i i
A F
MAPE
n A=
−
=   
donde 
iA  es el valor actual y iF  es el valor proyectado. La diferencia entre iA  y iF  es dividido por el valor 
actual de 
iA . El valor absoluto de este cálculo es sumado para cada observación proyectada en el tiempo y 
dividido por el número de observaciones n proyectadas en el tiempo. Esto hace que sea un error porcentual, 
por lo que se puede comparar el error de series de tiempo ajustadas que difieren en el nivel. Y también este 
papel utiliza la medida de precisión MAPE. Los lineamientos para MAPE, la interpretación es la siguiente: si 
el valor de MAPE es inferior al 10%, es un pronóstico "altamente preciso". Si el valor de MAPE se encuentra 
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entre el 10% y el 20%, es un pronóstico "bueno". Si el valor de MAPE se encuentra entre el 20% y el 50%, es 
un pronóstico "razonable". Si el valor de MAPE es superior al 50%, es un pronóstico "inexacto" (Lewis, 1982). 
Para la construcción de MAPE en este trabajo se utiliza la proyección del paso anterior para cada uno de los 
mejores modelos planteados. Para realizar el cálculo para cada una de las proyecciones se utilizó la siguiente 
fórmula 
1
1
, 1,2,3,4
n
i i
i i
arribos arribosfmJ
MAPE J
n arribos=
−
= =  
Donde 
iarribos  son los valores actuales de la variable arribo de turistas, iarribosfmJ son los valores 
proyectados de la variable arribo de turistas utilizando los modelos ARIMA en J=1, 2, 3 y 4. Los resultados 
del cálculo se muestran en la Tabla 4. 
4.2.2 Porcentaje de medida de resultado (Z) 
El valor de Z es usado como una medida relativa para niveles de aceptación. Como un punto referencial para 
los resultados experimentales óptimos, Z se utiliza a un valor de 5%  (Law & Au, 1999), de este modo se 
define el estadístico como: 
1
1 0.05, 1,2,3,4
*100%
0
n
i i
i
i
arribos arribosfmJj
j si J
Z para arribos
n
j si otro caso
=
 −
=  =
= 

=

 
donde  son los valores actuales de la variable arribo de turistas, son los valores 
proyectados de la variable arribo de turistas utilizando los modelos ARIMA J=1, 2, 3 y 4, los resultados del 
cálculo se muestran en la Tabla 4. 
4.2.3 Coeficiente de correlación normalizado (r) 
El coeficiente de correlación normalizado r es una medida de la cercanía de las observaciones y su 
proyección (Law & Au, 1999), se define como: 
1
2 2
1 1
*
, 1,2,3,4
( ) * ( )
n
i i
i
n n
i ii i
arribos arribosfmJ
r J
arribos arribosfmJ
=
= =
= =

 
 
donde  son los valores actuales de la variable arribo de turistas, son los valores 
proyectados de la variable arribo de turistas internacionales utilizando los modelos ARIMA J=1, 2, 3 y 4. 
 
          Tabla 4 - Comparación de modelos ARIMA para la demanda de turismo en Puno 
Modelos MAPE Z r 
Modelo 1 SARIMA (6, 1, 24)(1, 0, 1)12 16.15 16.45 0.9836 
Modelo 2  SARIMA (24, 1, 25)(0, 0, 1)12 19.01 15.13 0.9781 
Modelo 3 SARIMA (7, 1, 24)(0, 0, 1)12 25.30 7.69 0.9668 
Modelo 4 SARIMA (0, 1, 24)(0, 0, 1)12 45.36 2.27 0.9665 
       Fuente: Elaborado por los autores 
 
La Tabla 4 muestra los estadísticos MAPE, porcentaje de medida de resultado (Z) y coeficiente de correlación 
normalizado (r) para la elección del mejor modelo planteado. De los resultados se tiene que el Modelo 1 cuya 
especificación es SARIMA (6, 1, 24)(1, 0, 1)12  es el modelo más adecuado debido que presenta el menor 
valor del estadístico MAPE igual a 16.15%.  
iarribos iarribosfmJ
iarribos iarribosfmJ
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                                                            Figura 5 - Raíces inversas de los polinomios AR/MA de SARIMA (6, 1, 24)(1, 0, 1)12   
 
 
                                                                           Fuente: Elaboración propia 
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Asimismo, el Modelo 1 presenta el mayor valor del porcentaje de medida de resultado (Z) igual a 16.45 y el 
mayor valor del coeficiente de correlación normalizado r = 0.9836. Luego, se concluye que el Modelo 1 es el 
mejor modelo debido que presenta los menores valores de los Criterio de Información de Akaike (AIC) y del 
Criterio de Schwarz (SC) del paso anterior y asimismo presenta el menor valor de MAPE, mayor valor Z y r, 
luego el Modelo 1 cuya especificación es SARIMA (6, 1, 24)(1, 0, 1)12  se puede utilizar para la 
representación de la demanda de turismo en la región de Puno y su proyección. 
 
5 DIAGNÓSTICO AL MODELO SARIMA (6, 1, 24)(1, 0, 1)12 ELEGIDO 
Para el diagnóstico del modelo SARIMA (6, 1, 24)(1, 0, 1)12 la Figura 5 muestra que las raíces de todos los 
AR y MA son menores de 1, esto muestra que el modelo ARIMA es estable al igual que los errores. Asimismo, 
la Figura 6 muestra los valores actuales, los valores proyectados y los residuos del modelo SARIMA (6, 1, 
24)(1, 0, 1)12.  
Incorrelación. En la Figura 7, se muestra el correlograma del modelo SARIMA (6, 1, 24)(1, 0, 1)12 analizada 
por el estadístico Q de Ljung-Box (Ljung & Box, 1978), determina que hay ausencia de autocorrelación en los 
residuos, es decir el comportamiento se asemeja al de un ruido blanco. Se observa también que todos los 
coeficientes caen dentro de la banda de confianza al 95% de confianza, además todos los p-valores 
asociados al estadístico de Ljung-Box para cada retardo (p-value) son lo suficientemente grandes como para 
no rechazar la hipótesis nula que todos los coeficientes son nulos. Asimismo de la Tabla 3 se muestra que 
el modelo SARIMA (6, 1, 24)(1, 0, 1)12, Modelo 1, no presenta problemas de autocorrelación, debido que el 
estadístico de Durbin-Watson (DW) se encuentra alrededor de 2 (Durbin & Watson, 1950, 1971). En 
consecuencia los residuos del modelo SARIMA (6, 1, 24)(1, 0, 1)12  se encuentran no correlacionados.  
 
                               Figura 6 - Residuos del modelo SARIMA (6, 1, 24)(1, 0, 1)12  
      
                           
                             Fuente: Elaborado por los autores 
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                                                       Figura 7 - Correlograma de los residuos del modelo SARIMA (6, 1, 24)(1, 0, 1)12 
 
 
 
                                                               Fuente: Elaborado por los autores 
 
Normalidad. El estadístico de Jarque-Bera desarrollado por Jarque & Bera (1980, 1981, 1987) es una prueba 
de bondad de ajuste para verificar si los datos de estudios tienen asimetría o curtosis en una distribución 
normal, es decir si los residuos se comportan como una función normal. En la Figura 8, se muestra los 
resultados de este estadístico, en este caso el valor de la probabilidad igual a cero indica el rechazo de la 
hipótesis de una distribución normal. Como el valor del estadístico de Jarque-Bera es superior al valor de 
referencia de tablas (aproximadamente un valor de 6) y la probabilidad es menor a  = 5%, los residuos del 
modelo no se compartan como una función normal. Sin embargo, siguiendo al teorema central del límite, se 
puede concluir que al trabajar muestras más grandes que la actual, garantizaría que los errores se 
comporten como una función asintóticamente normal (Laurente & Poma, 2016). 
 
             Figura 8 - Prueba de normalidad del modelo SARIMA (6, 1, 24)(1, 0, 1)12  
 
             Fuente: Elaborado por los autores 
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5.3 Análisis de intervención al modelo SARIMA (6, 1, 24)(1, 0, 1)12 elegido 
En la Figura 7 del modelo SARIMA (6, 1, 24)(1, 0, 1)12, se comprobó que los residuos siguen un 
comportamiento de ruido blanco, es decir los residuos son  incorrelacionados. Por otro lado, revisando la 
Figura 3 y la gráfica de error se verifica la existencia de dos quiebres estructurales (Chow, 1960) dadas en 
febrero de 2010 (2010m2) y en febrero de 2012 (2012m2) que básicamente se debió a la crisis 
internacional de 2008 que afecto a la visita de turistas internacionales a Puno. La Tabla 7 muestra la 
estimación del modelo SARIMA (6, 1, 24)(1, 0, 1)12  con intervención en ambas fechas que representa una 
variable dummy con valor 1 para la fecha indicada y 0 para su complementario, ambas variables se 
representan con el nombre de D2010m2 para la variable dummy de intervención en el mes de febrero de 
2010 y la variable dummy D2012m2 para la intervención en el mes de febrero de 2012. 
 
           Tabla 5 - Estimación del modelo SARIMA (6, 1, 24)(1, 0, 1)12 con intervención 
Variable Coeficiente t-Statistic AIC/SBC DW 
Modelo 1         
constante 0.006854 2.786144 
AIC = -1.179497 
SC = -1.017370 
2.038498 
AR(1) 0.453359 3.636704 
AR(3) 0.200060 2.056048 
AR(6) -0.163896 -2.390864 
SAR(12) 0.980194 112.742800 
MA(1) -0.890632 -5.971538 
MA(24) -0.109057 -2.232342 
SMA(12) -0.570211 -8.484719 
Modelo con intervención en 2010m2 y 2012m2 
constante 0.007813 2.573121 
AIC = -1.253463 
SC = -1.055308 
2.031727 
AR(1) 0.448118 5.259712 
AR(3) 0.189572 2.295910 
AR(6) -0.215457 -3.429775 
SAR(12) 0.965115 70.765390 
MA(1) -0.871070 -9.652358 
MA(24) -0.128930 -8.000089 
SMA(12) -0.449673 -5.968413 
D2010m2 -0.343730 -3.830428 
D2012m2 0.148482 2.216329 
Modelo con intervención en 2010m2  
constante 0.009111 3.700238 
AIC = -1.255856 
SC = -1.075714 
2.066346 
AR(3) 0.250436 3.052563 
AR(6) -0.207885 -3.408019 
SAR(12) 0.985662 144.602600 
MA(1) -0.886407 -9.171251 
MA(24) -0.113593 -7.596750 
SMA(12) -0.568242 -8.688046 
D2010m2 -0.352696 -3.863401 
Modelo con intervención en 2012m2  
constante 0.005634* 1.699188 
AIC = -1.186547 
SC = -1.006406 
2.018911 
AR(1) 0.507835 3.803218 
AR(3) 0.190494 2.074903 
AR(6) -0.148229 -2.005838 
SAR(12) 0.977970 92.887210 
MA(1) -0.926452 -5.874378 
MA(24) -0.072634* -1.612369 
SMA(12) -0.561978 -7.570291 
D2010m2 0.192983 2.524706 
       Notas: (*) significa no significativo al 5%. AIC y SC son el Criterio de Información de Akaike y Criterio de Schwarz, 
respectivamente. DW se refiere al estadístico Durbin-Watson de autocorrelación 
      Fuente: Elaborado por los autores 
   
 
De los resultados de la Tabla 7 se muestra la estimación del modelo  SARIMA (6, 1, 24)(1, 0, 1)12 elegido 
previamente y tres modelos que añaden al modelo indicado la intervención en los períodos 2010m2 y 
2012m2, dando como resultado que el mejor modelo ARIMA con intervención, es el modelo con intervención 
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en 2010m2 donde la variable que la representa D2010m2 es estadísticamente significativa y donde el 
modelo presenta el menor valor de los estadísticos AIC (-1.255856)  y SC (-1.075714) y con un valor de 
DW=2.066346 muy próximo a 2, lo que evidenciaría la ausencia de autocorrelación en este modelo. 
Asimismo, este modelo SARIMA (6, 1, 24)(1, 0, 1)12   con intervención en 2010m2 presenta los estadísticos 
de AIC y SC más pequeños que el Modelo 1 debido que se está corrigiendo el quiebre en ese período. 
 
                                                 Figura 9 - Correlograma de los residuos del modelo SARIMA (6, 1, 24)(1, 0, 1)12                                  
con intervención en 2010m2 
 
                                                  Fuente: Elaborado por los autores 
 
En la Figura 9, se muestra el correlograma de los residuos del modelo SARIMA (6, 1, 24)(1, 0, 1)12 con 
intervención en 2010m2 analizada por el estadístico Q de Ljung-Box (Ljung & Box, 1978), determina que hay 
ausencia de autocorrelación en los residuos, es decir el comportamiento se asemeja al de un ruido blanco 
debido que todos los coeficientes caen dentro de la banda de confianza al 95% de confianza, además todos 
los p-valores asociados al estadístico de Ljung-Box para cada retardo (p-value) son lo suficientemente 
grandes como para no rechazar la hipótesis nula que todos los coeficientes son nulos.  
Asimismo, de la Tabla 5 se muestra que el modelo SARIMA (6, 1, 24)(1, 0, 1)12 con intervención en 2010m2, 
no presenta problemas de autocorrelación ya que el estadístico de Durbin-Watson (DW) se encuentra 
alrededor de 2. En consecuencia los residuos del modelo SARIMA (6, 1, 24)(1, 0, 1)12  con intervención en 
2010m2 se encuentran no correlacionados.  
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          Figura 10 - Prueba de normalidad del modelo SARIMA (6, 1, 24)(1, 0, 1)12 con intervención en 2010m2   
 
 
        Fuente: Elaborado por los autores 
Para verificar si los residuos del modelo SARIMA (6, 1, 24)(1, 0, 1)12 con intervención en 2010m2 se 
comportan como una distribución normal, la Figura 10 muestra el histograma para el estadístico de Jarque-
Bera donde su valor de probabilidad es igual a cero, lo que indica el rechazo de la hipótesis de una 
distribución normal de los errores ya que el valor del estadístico de Jarque-Bera es superior al valor de 
referencia de tablas (aproximadamente un valor de 6) y la probabilidad es menor a  = 5%. Sin embargo, 
siguiendo al teorema central del límite, al trabajar con muestras más grandes se garantiza que los residuos 
se comporten como una función normal (Laurente & Poma, 2016). 
4.4 Proyección utilizando el modelo SARIMA (6, 1, 24)(1, 0, 1)12 elegido 
Después del examen de diagnóstico realizado al modelo SARIMA (6, 1, 24)(1, 0, 1)12, se realiza la proyección 
de la variable de estudio (Box & Jenkins, 1976). Los resultados se muestran en la Figura 11 donde la variable 
arribos es la variable original, arribosf es la proyección con el modelo ARIMA seleccionado y la variable 
arribosf2010m2 es la proyección con el modelo ARIMA seleccionado con intervención en 2010m2. 
            
                          Figura 11 - Información actual y proyectada con modelo SARIMA (6, 1, 24)(1, 0, 1)12 
 
                    Fuente: Elaborado por los autores 
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Finalmente, haciendo uso del modelo SARIMA (6, 1, 24)(1, 0, 1)12 se presenta la proyección a dos años de 
los arribos de turistas internacionales a la región Puno, la misma que es de utilizada para la administración 
en este sector. 
 
           Tabla 6 - Proyección de la demanda de turismo utilizando SARIMA (6, 1, 24)(1, 0, 1)12 
  Sin intervención Con intervención en 2010m2 
Mes año turistas inferior superior turistas inferior superior 
Octubre 2017 31,028 23,296 38,761 30,948 23,554 38,341 
Noviembre 2017 25,555 18,134 32,977 25,605 18,574 32,635 
Diciembre 2017 18,019 12,493 23,546 18,030 12,855 23,205 
Enero 2018 22,182 14,814 29,551 22,474 15,336 29,613 
Febrero 2018 19,092 12,282 25,902 19,335 12,723 25,947 
Marzo 2018 22,366 14,041 30,691 22,769 14,658 30,881 
Abril 2018 27,166 16,854 37,478 27,991 17,863 38,119 
Mayo 2018 28,743 17,762 39,725 29,705 18,834 40,576 
Junio 2018 25,266 15,552 34,980 26,119 16,442 35,797 
Julio 2018 29,165 17,650 40,680 30,250 18,781 41,720 
Agosto 2018 33,763 20,497 47,029 35,247 21,965 48,530 
Setiembre 2018 30,301 18,260 42,342 31,681 19,602 43,760 
Octubre 2018 32,451 18,573 46,330 33,946 19,867 48,024 
Noviembre 2018 27,017 15,085 38,949 28,312 16,148 40,477 
Diciembre 2018 19,434 10,761 28,107 20,306 11,466 29,146 
Enero 2019 23,639 12,807 34,472 24,928 13,677 36,179 
Febrero 2019 20,893 11,086 30,700 22,054 11,717 32,390 
Marzo 2019 25,427 13,291 37,563 27,024 14,097 39,950 
Abril 2019 31,291 16,091 46,491 33,590 17,226 49,955 
Mayo 2019 33,298 16,869 49,727 35,869 18,115 53,623 
Junio 2019 29,591 14,794 44,389 31,856 15,865 47,848 
Julio 2019 35,212 17,180 53,244 38,104 18,412 57,797 
Agosto 2019 40,583 19,635 61,530 44,167 21,315 67,020 
Setiembre 2019 36,424 17,325 55,523 39,630 18,821 60,440 
       Notas: (*) Bandas construidas con ±2S.E. al 5% de significancia 
       Fuente: Elaborado por los autores 
5 CONCLUSIONES 
El presente trabajo utiliza modelamiento ARIMA de Box & Jenkins (1976) para el modelamiento y proyección 
de la demanda de turismo internacional en la región de Puno utilizando información mensual de los años 
2003 a 2017. Utilizando el Criterio de Información de Akaike (AIC) y el Criterio de Schwarz (SC) se seleccionó 
el modelo SARIMA (6, 1, 24)(1, 0, 1)12 como el modelo más eficiente para la demanda del turismo 
internacional en Puno. Por otro lado, se construyó la Media Porcentual del Error Absoluto (MAPE), el 
porcentaje de medida del resultado (Z) y el coeficiente de correlación normalizado (r) para demostrar la 
eficiencia de los modelos. El modelo ganador de los cuatro modelos planteados utilizando estos estadísticos 
es el modelo SARIMA (6, 1, 24)(1, 0, 1)12  con pronóstico “bueno” debido que presenta el menor valor del 
estadístico MAPE igual a 16.15%. Asimismo, el modelo presenta el mayor valor del porcentaje de medida de 
resultado (Z) igual a 16.45 y el mayor valor del coeficiente de correlación normalizado r=0.9836. Luego este 
modelo ganador se puede utilizar para la representación de la demanda de turismo internacional en la región 
de Puno y su proyección. 
Finalmente, los resultados de la presente investigación puede ayudar al sector turismo en la región de Puno 
y en el Perú para una adecuada planificación y administración de este sector muy importante en la economía. 
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