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Let A,, A,, , be commuting intensity matrices of homogeneous, continuous-time Markov 
chains. The irreducibility and ergodicity of nohomogeneous, continuous-time Markov chains 
defined by intensity matrices of the form Q(t)=Z: h,,(t)A,,, h,,(t) ~0, are studied in terms of 
corresponding discrete-time chains. By defining transition matrices of homogenous, discrete-time 
chains as p,, = I+( I/a,,)A,, it is found that if one f,, is irreducible and the corresponding h,,(t) 
does not vanish then Q(t) is irreducible. Similarly, if one of the P,,‘s (or the average of a finite 
number of the P,,‘s) is ergodic and the corresponding k,,(t) is large enough (ST h,,(t) du =cr) 
then the nonhomogeneous, continuous-time chain is ergodic. For an intensity matrix A and a 
nonnegative function h(t) with h( t)llAll < I f or all t, it is shown that Q(t)=x:[_, (h(t))“A” is 
an intensity matrix. Moreover, if P = I + (l/a)A is ergodic and if 5: h(u) du = co, then Q(t) is 
ergodic. 
1. Introduction and definitions 
Let {X(t)}, a0 be a continuous-time Markov chain on a countable state space S with 
transition matrices P(s, t) where P,,(s, t) = P{X(r) =jlX(s) = i} for every t 3 s ~0 
and i, j E S. For standard chains, the intensity matrices can be defined as 
Q(t)= lim 
P(t-h, t+k)-I 
11+h-o+ n+k . 
(ll=OorC=O) 
Under certain restrictions, one can define the Markov chain using the intensity 
matrices. We assume that the chain is regular so that there is only one Markov 
process defined by {Q(t)}. The chains considered are conservative and have no 
instantaneous states: --CO < q,,(t) i 0, ql,( t) 2 0 for i #j and Clis q,;(t) = 0. Also, 
e,(s, t)aO and CIFS P,,(s, t) = 1. (For details see [l] or [3].) 
For a time homogeneous process, P(s, t) = P( t - s) and Q(t) = Q for all t 3 0. 
The long-run properties of continuous-time, homogeneous Markov chains are 
often studied in terms of their intensity matrices. One technique was introduced by 
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Yong [9] who defined p = I + Q/q in order to discuss the ergodicity of the continuous 
time chain with intensity matrix Q in terms of the discrete-time chain defined by 
the transition matrix p 
Nonhomogeneous, continuous-time chains are more difficult to study, but several 
specific cases have been considered. Yong’s technique was used by Scott and Isaacson 
[8] to discuss a class of nohomogeneous chains defined by proportional intensities, 
Q(t) = h(t) Q. Johnson [6] used it on constant causative chains, Q(t) = rC + Q where 
C and Q are commuting intensity matrices of two homogeneous, continuous-time 
chains. Here we extend this technique to consider a larger subclass of non- 
homogeneous, continuous-time chains defined by intensity matrices Cr=, h,,(t)A,,. 
To ensure that each A,, is regular, it is assumed that IIA,, I/ < a,, <co (see [2]). Each 
h,(f) is continuous and nonnegative so that h,,( f)A,, is an intensity matrix. In order 
to ensure the convergence of the series Q(t) = I,:‘_, h, (t)A,,, it is assumed that there 
exist b,, z 0 such that It=, b,, < ~0 and sup, -o11 h,,( f)An II c b,,. As Lemma 1.2, below, 
indicates, this condition ensures that the long-run distribution will be the same for 
any of the homogeneous chains which happen to be ergodic. X(t) will be used to 
designate chains with Q(t) =I:=, h,,(r)A, which satisfy the above restrictions. 
Since the zero matrix is an intensity matrix which commutes with all other matrices, 
Q(f) =C:z, h,(t)A, can represent a finite sum. In the case Q(r) =Cr__, h,,(r)A,,, 
the restriction that the functions h,,(r) be bounded could be discarded. One such 
case is that of the constant causative chains, where Q(t) = tA, +A,, which are 
considered by Johnson [5,6]. 
As an example consider the TlAA/CREF university retirement program which 
has three different funds: the CREF stock fund, the CREF money market fund, 
and the TIAA fund. The rules are that one can move money from the CREF stock 
or money market funds to one another or to the TIAA fund, but no funds can be 
moved out of the TIAA fund. With this in mind set 
A, = [! -i _!I and A,= [! -: _::). 
Then A,Az = A,A,. The size of the function h will vary seasonally depending on 
economic conditions. 
Under the above restrictions it is not difficult to see that the transition matrix is 
given by 
P(s, t) = exp 
1 I’ 
E h,(u) du A, 
I n--l , 
Since each A is assumed to be bounded in norm by some a,, the matrices p, defined 
by 
p,, = I+(l/a,,)A, 
are stochastic and can be considered the transition matrices of homogeneous, 
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discrete-time Markov chains. P(s, t) can be rewritten as 
P( s, t) = exp [ - ? a,, J,’ h,(u) du}ev[ j, 0, J$’ h,,(u) dupn}. 
I ,1 _ 1 
These chains are used to study 
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(1) 
the irreducibility and ergodicity of X(t). 
Definition. A Markov chain is irreducible if for any i, j t S and s 2 0 there exist 
t, > s and t, > s such that p,,(s, t,) > 0 and p,,(s, tz) > 0. 
Definition. A Markov chain is ergodic if there exists a collection {z-,},&~ such that 
37,2 0 for every j E 9, C,,:, nj = 1 and for any i E Y and any s b 0, lim,,, p,(s, t) = m-, 
for every j E 9. 
The definition of ergodicity involves only the convergence of the elements of the 
transition matrices P(s, t). Because of the stochastic nature of P(s, t) and 71; this 
can be strengthened to the following (see [4]): 
Theorem 1.1. Suppose r = {-z-,},~:, exists and satisfies T, 20 for every j E Y and 
I,, !/ rrj = 1. A Murkov chain with transition matrices P(s, t) is ergodic with limit 7~ if 
and only iffor any iE.Yundfor any ~20, lim,,,,C,,:, (p,,(s, t)-r,l=O. 0 
A stronger form of ergodicity is defined using the norm llAl/ = supiF:, {I,< ‘, lui,I}. 
Definition. A Markov chain with transition matrix P(s, t) is strongly ergodic if there 
exists a row constant stochastic matrix L with rows x = CT,},,:, such that for every 
s 2 0, 
lim I( P(s, t) - L(( = 0. 
I-W 
Clearly, strong ergodicity implies ergodicity. 
One preliminary result is given for future use. For a proof see [6]. 
Lemma 1.2. Suppose Pis the transition matrix of an ergodic, discrete-time, homogeneous 
Murkov chain with stationary distribution T. If R is a transition matrix of another 
discrete-time, homogeneous Murkov chain, not necessarily ergodic, and R commutes 
with P, then TR = T. 0 
2. Irreducibility 
If any of the p,,‘s represents an irreducible, homogeneous Markov chain and the 
corresponding h,,(t) does not vanish then X(t) is irreducible. A more general 
statement is the following. 
174 J. 7: Johnsorr, G. R. Lueckr / Markoo chaim 
Theorem 2.1. If there exists a,finite set W = {n, , n2, . . , n,,} of positive integers such 
that (l/m) C,C W p,, is the transition matrix of an irreducible Markov chain and if.for 
every s a0 there exists numbers t, = t,,(s) such that JI, h,,(u) du > 0 for each n E W, 
then X(f) is irreducible. 
Proof. Fix s 3 0 and i, j E S. 
Since h,(t)>Oforeach n,J: h,(u) d u is increasing in t. By setting T > max,, \,,{ t,} 
it follows that ,y h,,(u) du > 0 for each n E W. Suppose u,,~,~T h,,<,(u) du = 
min .<,{a,, j: h,(u) duJ>O. BY (I), 
Prj(s, T) = ev - C a,, { .I, j-,rM4du} 
T T 
hn(u)duPn+ C a,, h,(u) du p,, 
‘I 
7- 
h,(u) du p,, 
T 
h,,(u) d-a,,, j-: h,,(u) du)+ 
Letting 6,, be the Kronecker delta this implies 
Since (l/m) C,IFW p, is irreducible, there exists a positive integer L such that 
(I,,, w p,,),+ 0. Thus, 
Note. As noted earlier, homogeneous chains, chains with proportional intensities 
and constant causative chains are all special cases. In these cases Theorem 2.1 
reduces to known results. A homogeneous chain defined by Q(t) = A is irreducible 
if P = I + (l/ a)A is the transition matrix of an irreducible, discrete-time Markov 
chain. (See [9].) Scott [7], showed that for proportional intensities (Q(t) = h( t)A, 
where h(t) 2 0, lim,,, h(t)=l, H(t)=J:,h(s)d s is strictly increasing and H(t) + cc 
as t + 00) irreducibility was equivalent to that of the discrete-time chain defined by 
J. T. Johnson, G. R. Luecke / Markoo chaim 175 
P = I + (l/a)A. The constant causative chain defined by Q(t) = ?A, +A, is irreduc- 
ible if P, = I + (l/a,)A,, Pz = I + (l/a-)A7 or f(P, + Pz) is irreducible. (See [6]).) 
3. Ergodicity 
The ergodicity of one P,, is sufficient for the ergodicity of X(r) if h,,(t) remains 
large for large 1. 
Theorem 3.1. For n 2 1, suppose each P,, is a stochastic matrix and,f,, (s, t) 2 0. Assume 
jiirther that Cl_,J,(.s, t) < ~0 and the P,,‘s commute. Let 
P(s, t) = exp ( -,IF,.f,,(.s, r)}exp( jr.AI(s, t)P,,J. 
If the discrete-time, homogeneous chain with transition matrix P, is ergodic with limit 
7~ and [f’for anll s 2 0, lim,,, f,(s, t) = CY, then P(s, I) is ergo&c with [imir x. 
Note that by Lemma 1.2 all the P,,‘s have the same invariant rTT. 
Proof. Since the f,,‘s commute, for fixed i,,j E 9, 
P,,(s, t) =ew-.f,(.s, t)l C 
hi./ [ 
mt,,$ (.fi(.s, t))‘“(P,):‘; 
’ exp 
Let 
R( s, t) = exp ( -,_,./;,(s, 1)) exp( 5 j,(s, t)P,,). 
n-2 
It can be shown that R(s, t) is stochastic. Since each P,, commutes with P,, R(s, t) 
commutes with P, . By Lemma 1.2, ~R(s, t) = 7~. Therefore, 
ev-A(s, t)l & ( f L (f,(.s, t))‘“((P,):‘;- 7rh)) rk,(s, t) m=~, m! > 
=ni(5 t)-ev-.f,(s, t)l exp{.fi(s, t)l C nhrh,(.s, t) 
hi .‘/ 
= Pij(S, t) - ?r,. 
Choose E > 0. By Theorem 1.1, there exists an N such that for m > TV, 
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Since lim,_uf,(sr t) = Co, for 0 SrnmN-1,onecanfinda Tsuchthatfor t>T, 
Therefore for 1~ T, 
N-l 
Jp,j(s,t)-7r,lC2 1 z+5=F. q 
,,_z<, 4N 2 
In the case where X(t) is defined by Q(t) = Cz_, h,( t)A,, the functions fn(s, t) 
are replaced by 5, h,,(u) du. The assumption that one of the p,,‘s is ergodic can be 
replaced by the ergodicity of a linear combination of the p,,‘s. 
Corollary 3.2. Suppose there exists a$nite set W = {n, , n,, . . . , n3} such that the chain 
which has transition matrix (l/m) I,,, w p,, is ergodic with limit VT. [f for each s 2 0 
and each n E WI: h,(u) du = 00, then X(t) is ergodic with limit v. 
Proof. Letf(s, t)=minni,{a, 5: h,,(u) dm}, then mf(s, r)zO and lim,_, mf(s, t)= 
CC for each s. Define 
fn(s, t) = 
1 
a, I: h,(u) du -.f(s, t) for n E W, 
a, 5: h,(u) du for nsf W. 
Thenf,(s,t)~OandC~=,a,,~1h,,(u)du=C:l,f’(s,t)fC~=,f,(.~,t). 
Using (l), 
PCS, t) =exp{ -ti<,a,, I<’ h,(u) du}exp( ,z, a,,{\’ h,,(u) dup,,) 
= exp {-,j,f(s, t)- F fn(s, f)] 
,1 = 1 
. exp &f(s, t)prz + f fn(s, f)P,,] 
1 ,,- I 
= exp 
i 
-mf(s, t)- f fn(s, t) 
n=l I 
Since the P,l’s commute with each other, they commute with (I/m)C,,,,, F,,. 
Thus the hypotheses of the theorem hold and the corollary follows. 0 
This result can be extended to strong ergodicity with little substantial change in 
the proof. 
Theorem 3.3. !f there exists ajnite set W = (n, , n2, . . , n,,,} of positive integers such 
that (l/m) C,,,~ w p, is strongly ergodic with limit L and for each n E W 5,:‘ h,(u) du = 
~0, then X(t) is strongly ergodic with limit L. q 
Note. For the special cases of homogeneous, proportional intensity and constant 
causative chains, the following results are related. Yong [9] compares geometric 
ergodicity of the homogeneous chains defined by p and A, p = I + (l/a)A. Scott 
[7] extended this result to strong ergodicity: If the discrete-time chain with transition 
matrix p is strongly ergodic, then so is the continuous-time chain with intensity 
matrix A. In the case of proportional intensities, Q(t) = h( t)A, the corresponding 
result is found in [8]. If p is strongly ergodic and I: h(s) ds+aL, as f--~-+a, then 
the continuous time chain is strongly ergodic. For the constant causative chain 
defined by Q(t) = tA,+A2, if either P, or p2 is ergodic (strongly ergodic) the Q(t) 
is also ergodic (strongly ergodic). (See [6].) 
The fact that 1;;‘ h,,(u) dzr = ~0 is quite important for the ergodicity of X(t), as 
seen in the following theorem. 
Theorem 3.4. Suppose X(t) has intensity matrix given by the finite sum Q(t) = 
Cl_, h,(t)A,. lffor each k== 1,2 ,..., n, 5,: h,(u) dtl <CO, then X(t) is not ergodic. 
Note. In this case, X(t) will also not be strongly ergodic. 
Proof. P(s, t) =exp(Q(s, t)) where Q(s, t) =Ck A, 5: hk(u) du. Then IIQ(s, t)l\ G 
C IlAkII J-1 k(U) d u+O as s, ~?a?. Thus 
as s. t-+a and the result follows. 0 
4. Geometric series 
Because of the difficulty in finding a sequence of matrices which commute, it is 
tempting to try to replace the sequence of intensity matrices {A,}:=, by the sequence 
{A”}F4,, the powers of A. These powers clearly commute with each other. The 
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nonhomogeneous chain might then be defined by Q(r) =I:=, h,,(t)A”. Unfortu- 
nately, while A is an intensity matrix, A” need not be one. Q(t) defined in this way 
may not be an intensity matrix and therefore may not define a Markov chain. The 
following example is a case where this happens. 
Example. Let 
A’= (-3)A. 
Let 
h,,(r) = 
0 if n is odd, 
($1 if n is even. 
Notice that /I,,( r)llA” /( s (~)“4” = (:)‘I. 
Q(r)= t h,(r)A”= ; (i)7”(-3)2nm’A 
n-l II - I 
which is not an intensity matrix. 
However, if one also assumes h,,(t) = (h(r))“, then C’zl, (h( t)A)” is an intensity 
matrix. 
Theorem 4.1. Suppose A is an intensity matrix and h(t) is nonnegative ,function. [f 
h( t)llAll < 1 ,for every t, then 
Q(t)= i (h(t))“A” 
II 1 
is an intensity matrix. 
Proof. For fixed r, let B = h(t)A. Define D=l(I+ B) 
Since I/ Dll s :( II I II + II B 11) < 1, C’t=, D” converges. 
it, D” = ,,?, (:)” j,, (:> Bh 
J. T. Johnson, G. R. Luecke / Markou chains 179 
Since for Ixl<l, (l-~))‘=C~=~,x~, taking k derivatives on both sides gives 
Thus 
f D”=I+ C 
*’ (:)“I+ pk!($$-‘= 
I=, k! 
I+2 t Bh. 
,1 = I h=I 
Therefore, 
(2) 
By the properties of intensity matrices, 
0 s 6.. -=z -bi, s 
‘/ ’ :IIBll<$. 
Hence, each element of D is nonnegative. From (2), the off-diagonal elements of 
Q(r) are clearly nonnegative. 
By induction on 
c 
;_ ‘/ 
Therefore by (2), 
n it can be shown that 
(D”),, = (4)“. 
IX’ 
G(t)=4 1 (D”),,-1 
,I : I > 
and 
It can be shown that when Q(t) =Cz_, (h(t))“A”, 
<CC I 
P(s, t) = exp 2 
1 I 
(h(u))” duA” 
,,=I , 1 
. 
One might guess, in light of the results found for Q(t) =Cr=, h,(t)A,,, that if 
p = I + A/a is ergodic and j: h(u) du = cc for every s 3 0 then the chain defined 
by Q(r) = Cr=, (h( t))“A” is also ergodic. This is in fact the case. 
Lemma 4.2. IfQ(f)=Cz_, (h(t))“A” where h(t) ((A )I < 1 for any t 3 0 then one can 
choose a 3 0 so that p = I + A/a is stochastic and 
’ (ah(u))“ 
(l+ah(u))“+’ du}exp{ i, i,’ (1 ~~~~~)$+, dn p”). 
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Proof. By Theorem 4.1, Q(t) is an intensity matrix. Since h( t)llAll < 1, one can 
choose a so that supic~~{~ar,~} < a and h(t)u < 1 for any 1 a 0. Since A = a(& I), 
Q(t)= f (h(t))“u”(Ij-I)” 
,I = 1 
which can be shown to be 
But O~uh(t)<l implies that l~l/(l+uh(r))>~. Thus, 
l>uh(t)~ 
ah(t) 
zkzh(t)aO. 
l+uh(t) - 
Therefore, 
x (ah(t))” ah(t) 
,;, (l+uh(t))“+‘=l+uh(t)’ 
Hence, 
Q(f)= f 
WWk pk _ ; 
k;l (l+uh(t))k+’ 
(ah(t)jk z. 
k_, (l+uh(t))“+’ 
Therefore, 
p(r,I)=exp(J,‘Q(lc)du) 
cm ’ 
=exp -1 
{ J 
(ah(u))k 
k=, F (1+ ah(u))“+’ d” I 
. exp F 
1 J ’ (ah(u))’ k.=, ( (l+uh(u))k+l d” pk . I 17 
Theorem 4.3. Suppose Q(f)=Cz_, (h(t))“A” where h(t)jlAll<l. Ifp (usfound in 
Lemma 4.2) is ergodic and sr h(u) du = ~0, then the nonhomogeneous chain dejined 
by Q(t) is ergodic. 
Proof. Since Osuh(u)<l, l~l/(l+uh(u))‘a$. Thus, 
The proof follows from Theorem 3.1. q 
These results can be extended to strong ergodicity. 
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