Non-equilibrium dynamics of isostatic spring networks by Gnesotto, Federico S. et al.
Non-equilibrium dynamics of isostatic spring networks
Federico S. Gnesotto,1, ∗ Benedikt M. Remlein,1, ∗ and Chase P. Broedersz1, †
1Arnold-Sommerfeld-Center for Theoretical Physics and Center for NanoScience,
Ludwig-Maximilians-Universita¨t Mu¨nchen, D-80333 Mu¨nchen, Germany.
(Dated: September 14, 2018)
Marginally stable systems exhibit rich critical mechanical behavior. Such isostatic assemblies can
be driven out of equilibrium by internal activity, but it remains unclear how the isostatic and critical
nature of such systems affects their non-equilibrium dynamics. Here, we investigate the influence
of the isostatic threshold on the non-equilibrium dynamics of active diluted spring networks. In
our model, heterogeneously distributed active noise sources drive the system into a non-equilibrium
steady state. We quantify the non-equilibrium dynamics of nearest-neighbor network nodes by
the characteristic cycling frequency ω—a measure of the circulation of the associated phase space
currents. The distribution of these nearest-neighbor cycling frequencies exhibits critical scaling,
which we describe using a mean-field approach. Overall, our work provides a theoretical approach
to elucidate the role of marginality in active disordered systems.
Isostaticity has been central in providing a unified under-
standing of the mechanics of soft disordered systems [1–
4]. A system is isostatic when its degrees of freedom
are exactly balanced by its internal constraints, poising
the system at the verge of mechanical stability [5, 6].
Examples of such marginal matter include colloidal sus-
pensions, granular packings and foams near the jam-
ming transition [7, 8], as well as spring lattices [9–11]
and biological fiber networks [4, 12, 13]. Such systems
display critical behavior near the isostatic connectivity
point such as universality, a nonlinear elastic response,
and diverging strain fluctuations [3, 4, 13–15]. Recently,
a variety of non-equilibrium dynamics has been reported
in active soft matter, ranging from biopolymer assem-
blies with molecular motors [16–19] and vibrated polar
disks [20] to living systems such as cells, tissues and bac-
terial populations [21–24]. Although there is evidence
that such collective dynamics occurs in the vicinity of an
isostatic threshold [16, 22, 25, 26], it remains unclear to
what extent the critical nature of these systems affects
their non-equilibrium dynamics [27, 28]. More generally,
a theoretical framework for the non-equilibrium stochas-
tic dynamics of marginally stable systems is still lacking.
Here we propose a simple model for an internally
driven marginal elastic system: an active randomly di-
luted triangular network with tunable connectivity. This
model allows us to systematically investigate the role
that the isostatic connectivity point plays in control-
ling the system’s non-equilibrium fluctuations. In our
model we consider a heterogeneous distribution of active
sources at the nodes: activity differences drive the net-
work out of equilibrium, thereby breaking detailed bal-
ance (Fig. 1(a)). At steady state, broken detailed bal-
ance is associated with the presence of circulating prob-
ability currents in the phase space of configurational ob-
servables [29, 30]. Consequently, the phase space trajec-
tory of a pair of degrees of freedom circulates on average
with a cycling frequency ω (Fig. 1(c)-(d)). We employ
this measure to quantify broken detailed balance between
FIG. 1. (a) Schematic of a driven disordered network of beads
and springs: bead colors indicate local active noise ampli-
tudes, increasing from blue to red. We consider the cou-
pled stochastic dynamics of nearest-neighbor beads (double
arrows): for all such pairs we calculate the cycling frequency
ωNN. (b) The displacements of two nearest-neighbor beads
projected along the associated bond directions (panel (a)) as
a function of time. All quantities are plotted in natural units
(see main text). (c) Phase space trajectory (colored by the
instantaneous cycling frequency) and probability current (red
arrows) for the data in panel (b). (d) The time-averaged cy-
cling frequency converges to a non-zero value as t→∞.
pairs of directly connected nodes [31–33]. Interestingly,
as we lower the network connectivity, we find that the dis-
tribution of cycling frequencies changes drastically near
the isostatic threshold. To characterize this transition,
we use the 68th percentile of this distribution as an or-
der parameter. We support our choice by demonstrating
that the 68th percentile obeys characteristic scaling laws
in the form of a homogeneity relation, and we develope
a mean-field theory for this scaling behavior. Taken to-
gether, our results demonstrate how isostaticity can con-
trol the non-equilibrium dynamics in disordered systems.
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2We start our analysis by considering an elastic network
of beads connected by springs arranged on a triangular
lattice in 2D. The lattice is immersed in an incompress-
ible newtonian fluid at temperature T and all springs
have elastic constant k and rest length `0 (Fig. 1(a)).
To tune network connectivity, we randomly dilute bonds
with probability 1− p, with p ∈ [0, 1], resulting in a net-
work of average connectivity z = 6p. The overdamped
stochastic equation for the position xi of each node reads
γ
dxi
dt
(t) = −
∑
〈i,j〉
ki,j(‖xi,j(t)‖−`0)xˆi,j(t)+aiηi(t) , (1)
where γ is the drag coefficient of each bead in the fluid,
ki,j = k if the bond is present or ki,j = 0 if the bond is
removed, xi,j = xi − xj , and xˆi,j is the corresponding
unit vector. Note, we neglect hydrodynamic interactions
between beads and use fixed boundary conditions to pre-
vent rigid body translation and rotation.
Internal fluctuating forces acting on the beads are de-
scribed as Gaussian white noise. Thus, for nodes i and
j, 〈ηix(t)ηjy(t′)〉 = δij δxy δ(t− t′) and 〈ηix〉 = 〈ηiy〉 = 0.
Here, the white noise amplitude includes both thermal
and active fluctuations: ai =
√
2γkB(T + |αi|). Impor-
tantly, while the amplitude of the thermal contribution
is homogeneous throughout the system, the amplitude of
active noise may be heterogeneous and will be described
using quenched disorder. Specifically, we draw the am-
plitudes αi from a normal distribution with average µα
and variance σ2α, such that σα  T +µα. This approach
allows us to investigate a general scenario of marginally
stable system driven out of equilibrium by internal driv-
ing. Note, when σα = 0, the system obeys equilibrium
dynamics. In what follows we use natural units, mea-
suring time in units of γ/k, lengths in units of `0 and
temperature (and activity) in units of k`20/kB , leaving
only ai =
√
2(T + |αi|) free in Eq. (1).
To simulate our model we employ a Brownian Dynam-
ics approach: this allows us, for instance, to track the
displacements of two neighboring beads in the network.
Two typical trajectories are shown in Fig. 1(b). Although
we could, in principle, compute the probability current
field (red arrows in Fig. 1(c)), a simpler but still mean-
ingful way of quantifying the non-equilibrium dynamics
of these two beads is the cycling frequency - the average
number of revolutions of the trajectory around the origin
in phase space per unit time. In general, the instanta-
neous cycling frequency is a random variable (Fig. 1(c)),
but its time-averaged value, ωNN, assumes a well defined
value in the long time limit (Fig. 1(d)) [31–33], which
is related to the entropy production rate [34]. Thus, by
determining the cycling frequencies, we assign a simple
pseudoscalar measure of non-equilibrium to each pair of
connected neighboring beads in our network. The cy-
cling frequencies for distinct bead pairs will in general
not only differ because of the heterogeneous activities,
but also because of the disordered network structure.
FIG. 2. (a) The probability density of cycling frequencies
ρ(ωNN), for various p. Inset shows that the distribution is
approximately Gaussian when the network is barely diluted
(i.e. p <∼ 1). (b) The kurtosis (orange triangles) and the 68th
percentile PωNN (green circles) of the cycling frequency distri-
bution, for different values of p. These results are obtained by
simulating a 100×100 system with σα = 10−5, T+µα = 10−4.
To investigate the interplay between internal driving
and disorder, we determine the (symmetric) probabil-
ity distribution, ρ(ωNN), of nearest-neighbor cycling fre-
quencies ωNN for different values of the dilution parame-
ter p (Fig. 2(a)). Given that the activity magnitudes are
drawn from a normal distribution, it is perhaps not sur-
prising that at p = 1 the cycling frequencies are also nor-
mally distributed (inset Fig. 2(a)). Interestingly however,
as we dilute the network down to the isostatic threshold
for this system size (pc ≈ 0.65 [35]), a pronounced peak
develops around the origin. Furthermore, slowly decay-
ing heavy tails with an apparent power-law dependence
characterize the distribution for large ωNN (Fig. 2(a));
correspondingly, the kurtosis of the distribution increases
markedly as we lower p (Fig. 2(b)). These results indi-
cate that the standard deviation is not appropriate to
characterize the cycling frequency distribution. Instead,
we use the 68th percentile, PωNN , of the distribution;
PωNN is non-zero in the rigid (ordered) phase p > pc,
while it falls to zero continuously when p < pc.
To provide intuition for what features determine the
distribution of cycling frequencies, we first ask what sets
the local value of ωNN. It is instructive to start by con-
sidering a purely elastic network where all thermal and
3active fluctuations have been suppressed. Specifically, we
determine the linear response of the system to three con-
figurations of forces applied to a pair of neighboring nodes
in the network: two monopoles and one dipole force, all
directed along the lattice bond connecting the two beads,
as in Fig. 3(a). By assessing the directed displacements
of the beads for each of the three force configurations, we
measure three different elastic responses. Using these re-
sponses, we map the local mechanical response in the dis-
ordered network onto an effective one-dimensional two-
bead model (Fig. 3(b)) with spring constants k1, k2, k12.
These spring constants are set such that the effective sys-
tem retains the same elastic response to the three force
configurations as the local response in the full network.
While this procedure works well for a purely mechan-
ical network, the mapping is in general not valid for the
stochastic dynamics of the active system [36, 37]. How-
ever, we can, as a first approximation, neglect the active
fluctuations of all other beads in the network and insert in
our two-bead model only the activities of the considered
pair of nodes (Fig. 3(b)). By ascribing the same activities
of the pair of nodes in the network to the nodes of the ef-
fective two-bead model, we can make a prediction for the
cycling frequencies. In the limit of small activity differ-
ence, i.e. α1 = T +α+ δα, α2 = T +α with δα T +α,
the cycling frequency for the two-bead model reads [35]
ω2B ≈ k12
√
k12(k1 + k2) + k1k2
k1 + 2k12 + k2
δα
T + α
. (2)
The cycling frequencies ωNN for every pair of neighbors
in the full disordered network agree well on a case by
case basis with the estimates of the two-bead model ω2B
(Fig. 3(c)). However, the cycling frequencies ω2B pre-
dicted by the two-bead model are, in absolute value,
larger than the ones obtained from our network simu-
lations. We attribute this effect to the activities of the
other network nodes [35], which are excluded in this sim-
ple model. Nonetheless, these results indicate that the
local mechanical response together with the local activ-
ity difference set the scale of the local cycling frequency.
Studying analytically the full system described by
Eq. (1) is arduous, as nonlinearities may become increas-
ingly more important when the system is diluted and
driven out of equilibrium by large noise. However, in the
limit of modest driving, the elastic contribution to the
force in our model can be linearized, which results in a
simplified equation of motion (in natural units)
dui
dt
(t) = −
∑
〈j〉
Aijuj + aiηi(t) , (3)
with ui representing the displacement of node i from its
rest position and the elastic-matrix A being defined as
Aiαjβ =
−ki,j rˆi,jαrˆi,jβ , i 6= j∑
n 6=i
kinrˆi,nαrˆi,nβ , i = j
, (4)
FIG. 3. (a) Two monopole forces f1 and f2 and a dipole f12
are applied at two neighboring network nodes. The response
to the forces yields three different effective spring constants
k1, k2, k12. (b) Two-bead model with activities equal to those
of the nodes in the full network. (c) Scatter plot of the cycling
frequencies ωNN calculated for each pair of neighboring nodes
for full networks with varying p (y-axes) and the correspond-
ing estimate from the two-bead model ω2B (x-axes).
where rˆi,j is the unit vector connecting the rest positions
of nodes i and j and greek indices denote cartesian com-
ponents. For such a linear system, the steady-state co-
variance matrix Ciαjβ = 〈uiαujβ〉 satisfies the Lyapunov
equation [38]:
AC + CAT = −2D , (5)
with D being the diffusion matrix with elements Diαjβ =
1
2a
2
i δijδαβ . While for a fully connected network A is
invertible, zero-energy modes with diverging relaxation
time start to appear in the system as we remove bonds
from the network and approach the isostatic point pc. In-
finite relaxation times lead to divergences in the elements
of the covariance matrix. To avoid these divergences, it
is convenient to insert a weak ε-spring of elastic constant
ε  1 (ε is in units of k) whenever a k-spring is re-
moved, as sketched in Fig. 4(a) [10, 39]. In the limit
ε → 0 we expect to recover the dynamics of the simu-
lated network. This dilute-and-replace procedure allows
us to stabilize the zero modes in a controlled way, thereby
avoiding singularities of the covariance matrix. Because
of the 6-fold rotational symmetry of the lattice, we ob-
tain the cycling frequencies by considering a specific di-
rection, namely for x-displacements of nodes connected
by x-directed bonds [34]:
ωij =
1
2
(
AC − CAT )
ixjx√
CixixCjxjx − CixjxCjxix
. (6)
In the limit of modest activity: σα  (T + µα) 1, the
full non-linear model (Eq. (1)) is well approximated by
its linearized version (Eq. (3)). As a result, we can nu-
merically obtain the distributions of Fig. 2(a) and in par-
ticular the observable PωNN . Moreover, the introduction
of a soft spring constant ε allows us to stabilize the rigid-
ity of our network also below pc. Using this approach, we
find that the characteristic change in the shape of ρ(ωNN)
4FIG. 4. (a) Schematic of network with ε-bond replacement.
(b) The 68th percentile, PωNN for different p and ε. These
results were obtained by solving Eq. (5) for a triangular lat-
tice of size W = 40 × 40 and σα = 10−4, T + µα = 10−3.(c)
Schematic of effective medium, with all bonds replaced by ef-
fective medium springs except for the bonds where the dipole
is applied. (d) Scaling of the 68th percentile PωNN(p, ε) =
|∆p|fP (ε|∆p|−φ) around the critical point. The solid line
indicates the mean-field prediction. (e) Effective two-bead
model with external spring constants µm. (f) Schematic
phase diagram: (1) PωEMT ∼ k; (2) PωEMT ∼ k1/2|∆p|1/2;
(3) PωEMT ∼ k3/4ε1/4; (4) PωEMT ∼ k1/2ε1/2|∆p|−1/2.
near the critical point pc (see Fig. 2(b)), is reflected by
a sharp but continuous decrease of PωNN , as shown in
Fig. 4(b) for varying ε.
Because the network is stabilized by the soft ε-springs,
the jump in PωNN becomes less pronounced for larger
values of ε. Thus, it appears as if ε acts as a scaling field
that takes the system away from criticality [10, 13]. To
test this idea, we investigate if PωNN obeys a homogeneity
relation of the form
PωNN(p, ε) = |∆p|fP±(ε|∆p|−φ) , (7)
where ∆p = p−pc and P± is a universal function. To this
end, we rescale the data for different ε and p according
to this relation and observe a good collapse, as shown
in Fig. 4(d). Based on this analysis, we identify three
distinct scaling regimes: a super-critical, k-dominated
regime where PωNN ∼ |∆p|f , a critical regime PωNN ∼
εf/φ, and a sub-critical one where PωNN ∼ ε1/2|∆p|f−φ/2.
Empirically, we observe a reasonable collapse with the
exponents f = 0.45± 0.05, φ = 1.8± 0.2.
To provide insight into the origin of the critical scaling
of the cycling frequency distribution, we build on the two-
bead model (Fig. 3) to develop a mean-field approach. In
particular, we use an effective medium theory (EMT) to
predict the statistical properties of the cycling frequen-
cies in our system. Importantly, we anticipate this ap-
proach to work well in the low activity limit because of
the structure of Eq. (2): fluctuations in the elastic con-
stants of the two-bead model only appear as a second
order correction to the cycling frequency [35]. Thus, a
mean-field prediction of the elastic constants k1, k2, and
k12 of the two bead model, should lead to an accurate
estimate of the cycling frequencies for the full network.
The idea underlying the EMT is to map a lattice with
randomly diluted bonds onto a network with uniform
bond-stiffness µm [40]. This is accomplished by requir-
ing equal elastic response between the effective medium
and the disordered network when applying a dipole-force
between two nodes, as illustrated in Fig. 4(a)-(c). This
requirement leads to the following self-consistency equa-
tion 〈
µm − k
µm/a∗ − µm + k
〉
= 0 , (8)
where the average 〈·〉 is taken over the distribution of
stiffnesses of the network bonds. In our case the dis-
tribution of bond stiffnesses is binary P (ki,j = k) =
p , P (ki,j = ε) = 1−p , and the constant a∗ = pc = 2/3
for a triangular network [40]. By solving Eq. (8) for our
system, we obtain the effective spring constant µm [39].
In the next step, we map the effective network onto
a two-bead model, by requiring the dipole-response of
the network shown in Fig. 4(c) to be equivalent to the
response of the system of two beads shown in Fig. 4(e);
this amounts to demanding that the two external springs
both have stiffnesses µm. Finally, we employ Eq. (2) in
the small activity limit δα/(T + α)  1 to obtain an
analytical estimate of the cycling frequency [35]
ωEMT ≈ k
k + µm
√
µm(2k + µm) · δα
2(T + α)
. (9)
If we choose α1 and α2—the activities of the two-bead
model—to be distributed as the activities of the full
network, we obtain the cycling frequency distribution
ρ(ωEMT), from which we numerically calculate the 68th
percentile PωEMT . This mean-field model successfully
predicts the scaling of the 68th percentile for the original
diluted network with exponents f = 1/2, φ = 2 [35], as
demonstrated by the solid curve of Fig. 4(d). Note that
the two-bead overestimate of the cycling frequencies al-
ready present in Fig. 3(c), is reflected here in the small
but constant shift of the solid curve relative to the data
in Fig. 4(d). The various phases and their boundaries
predicted by this mean-field model are summarized in
the phase diagram in Fig. 4(f) (see [35]).
Our analytical approach captures the scaling of the or-
der parameter PωEMT as well as the associated critical ex-
5ponents. More than confirming our scaling ansatz Eq. (7)
(solid line Fig. 4(d)), this intuitive analytic approach pro-
vides insight into how the non-equilibrium dynamics of
a disordered marginal system can be understood by em-
ploying a mean-field model.
In conclusion, we have determined theoretically how
the dynamics of actively driven elastic networks are gov-
erned by the vicinity to an isostatic critical point. This
was accomplished by using simple experimentally acces-
sible quantities such as the non-equilibrium cycling fre-
quencies between pairs of nodes. These cycling frequen-
cies are directly related to other non-equilibrium mea-
sures, such as the entropy production rate [34]. Our re-
sults provide an important step towards establishing a
general framework to probe the dynamics of disordered
non-equilibrium systems to guide experimental studies of
active marginal matter in biological [16, 22, 25, 28] and
synthetic systems [20, 41, 42].
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DERIVATION OF EQ. (2)
In this supplement we derive the expression for the cycling frequency of the system depicted in Fig. 3(b) of the
main text. The linear equation of motion for the displacements ui (i = 1, 2) of the two beads is
d
dt
(
u1
u2
)
= A
(
u1
u2
)
+
(
a1η1
a2η2
)
(S1)
where
A =
(−(k1 + k12) k12
k12 −(k12 + k2)
)
, (S2)
〈ηi(t)ηj(t′)〉 = δijδ(t− t′) and ai =
√
2αi (i ∈ {1, 2}) is the amplitude of the Gaussian white noise. This choice leads
to the diffusion matrix
D =
(
α1 0
0 α2
)
, (S3)
which can then be inserted in the Lyapunov-equation, AC + CAT = −2D, to solve for the covariance matrix
C =
 2((α2−α1)k122+(k12+k2)(k1+2k12+k2)α1)(k1+2k12+k2)(k12k2+k1(k12+k2)) 2k12((k12+k2)α1+(k1+k12)α2)(k1+2k12+k2)(k12k2+k1(k12+k2))
2k12((k12+k2)α1+(k1+k12)α2)
(k1+2k12+k2)(k12k2+k1(k12+k2))
2((α1+α2)k122+(3k1+k2)α2k12+k1(k1+k2)α2)
(k1+2k12+k2)(k12k2+k1(k12+k2))
 . (S4)
By using Eq. (6) from the main text for i = 1 and j = 2, we obtain the cycling frequency
ω12 = (α1 − α2) k12
√
k1(k12 + k2) + k12k2
4α1α2k12(k1 + k2) + α1α2(k1 + k2)2 + (α1 + α2) 2k12
2 . (S5)
Replacing α1 → T + α + δα and α2 → T + α (T is the temperature of the thermal bath) and Taylor-expanding for
δα 1, we find
ω12 = ω2B = k12
√
k12k2 + k1(k12 + k2)
k1 + 2k12 + k2
· δα
T + α
+O (δα2) . (S6)
TWO-BEAD MODEL PREDICTION FOR THE CYCLING FREQUENCIES: NETWORKS WITH
ACTIVITY RETAINED AT TWO NODES ONLY
The two-bead model estimates of the cycling frequencies for a network with heterogeneous activity distributions
are larger (in absolute value) than the simulated cycling frequencies, as mentioned in the main text and shown in Fig.
3(c). Here, we show that this deviation is due to the fluctuations of all other active beads in the network. Indeed,
if we turn off the activities of all other nodes, we obtain cycling frequencies that are well predicted by the two-bead
model without systematic deviations. To demonstrate this, we generate a configuration of the network where only
one bead pair is “active”; all other beads are assigned zero activity, and for simplicity we set the temperature of the
bath to be zero. To obtain all the cycling frequencies between different bead pairs we simulate different configurations
and make a case-by-case comparison with the corresponding two-bead estimate. The results from the simulations and
from the numerical solutions of the Lyapunov equation are shown in Fig. S1.
2FIG. S1. (a) Scatter plot of cycling frequencies calculated from the two-bead model (x-axis) and computed via multiple
simulations of a 10×10 network with one active bead pair for p = 1, p = 0.75 (y-axis). (b) The same plot as in (a) but obtained
employing the numerical solution of the Lyapunov equation for the linearized system.
DERIVATION OF EQ. (9)
The expression for the cycling frequency of our effective two-bead model follows directly from Eq. (S6) (Eq. (2) in
main text) by substituting k12 → k and k1, k2 → µm. This yields
ωEMT =
1
2
k
k + µm
√
µm(2k + µm) · δα
T + α
+O (δα2) . (S7)
Note that this equation follows from a first order expansion in δα  1: corrections to the mean-field values of the
spring constants contribute only to the second order, i.e.
ωEMT = f(k, µm)
δα
T + α
+O (δk21, δk212, δk22, δk1δα, δk12δα, δk2δα, δα2) . (S8)
As noted in the main text, this explains why our mean-field predictions are in good agreement with the numerically
calculated values.
ANALYTICAL DERIVATION OF THE SCALING REGIMES FOR PωEMT
Here we describe the analytical procedure to retrieve the four different scaling regimes of PωEMT . First of all,
note that the cycling frequency estimate in Eq. (9) is composed of two contributions: the stochastic contribution
δα/(T +α) and the elastic contribution that depends on k and µm. This elastic prefactor is completely deterministic
and acts as a scale factor when computing the distribution of cycling frequencies.
For simplicity we rewrite Eq. (S7) in the following way
ωEMT = a (p, k, ε) · δα
T + α
. (S9)
Note δα ∼ N (0,√2σα) and T + α ∼ N (T, σα). We now have to compute the probability density distribution of
ωEMT: given that the stochastic part
δα
T+α of Eq. (S7) is a ratio of two Gaussian random variables, we can express the
symmetric, strictly positive probability density %Z of Z :=
δα
T+α as
%ω(ω) =
1
a(p, k, ε)
%Z(ω/a(p, k, ε)), a > 0, (S10)
for the probability density of the cycling frequencies. Note that in general %ω(ω) is not normal. We now have to
3compute the q-percentile of the probability density, which is defined by
q =
Pq∫
−Pq
%ω(ω)dω . (S11)
An analytical calculation of Pq would require finding a closed form solution of the integral appearing in Eq. (S11)
and then an analytical inversion of the resulting function. Given that our goal is not to completely solve Eq. (S11),
but only to find the scaling regimes of Pq, we can proceed as follows. By fixing the distribution of activities in our
system (i.e. we fix the distribution of z in Eq. (S10)), the percentiles of the ω-distributions for two different sets of
parameters of our system must satisfy
Pq,1/a1∫
−Pq,1/a1
%Z(z)dz =
Pq,1∫
−Pq,1
%ω1(ω1)dω1 = q =
Pq,2∫
−Pq,2
%ω2(ω2)dω2 =
Pq,2/a2∫
−Pq,2/a2
%Z(z)dz . (S12)
Since %Z is a positive function, this equation reduces to the following requirement
Pq,1/a1 = Pq,2/a2 . (S13)
If we now choose realization 1 to be the fully-connected network with spring-constant k = 1, the elastic prefactor
becomes a1(p = 1, k = 1, ε) =
√
3
4 (at p = 1, µm = k hence a(p = 1, k, ε) =
√
3
4 k; this follows immediately from
Eq. (S7)). Realization 2 is instead a general p-dependent configuration for which the percentile reads
Pq(p, k, ε)/Pq(p = 1, k = 1) = 4√
3
a (p, k, ε) . (S14)
Note, this equation implies that the scaling of PωEMT is determined by the deterministic pre-factor a, since P(p =
1, k = 1) is a number. The elastic prefactor depends on p through the effective spring constant µm, which is determined
by solving the self-consistency equation 〈
µm − k
µm/pc − µm + k
〉
= 0 , (S15)
where the ensemble average 〈·〉 is taken over the binary distribution
%k(x) = p · δ(x− k) + (1− p) · δ(x− ε) . (S16)
We thus have to solve the following equation for µm
p (µm − k)
k + µm/pc − µm +
(1− p) (µm − ε)
µm/pc + ε− µm = 0 , (S17)
for the different p, k, ε regimes. This results in [S1]
µm ∼

k p ≈ 1
k∆p ∆p > 0
k1/2ε1/2 ∆p ≈ 0
|∆p|−1ε ∆p < 0
. (S18)
Plugging this scaling form into the definition of a(p, k, ε) and employing Eq. (S14), we find that the 68th percentile of
the ωEMT scales as
PωEMT(p, k, ε) ∼

k p ≈ 1
k|∆p|1/2 ∆p > 0
k3/4ε1/4 ∆p ≈ 0
k1/2|∆p|−1/2ε1/2 ∆p < 0
. (S19)
4FIG. S2. Light red indicates the ”frozen” nearest neighbor degrees of freedom due to the fixed boundary conditions. The
system size L refers to the non-fixed nodes. The different boundary scenarios of the lattice are shown: at the upper-left corner
and at the lower-right corner three neighbors are fixed, while at the other two corners four neighbors are fixed. Along the four
edges two neighboring nodes are absent and inside all six nearest neighbors are present.
CALCULATION OF pc VIA COUNTING ARGUMENT
Following Maxwell’s counting argument for a 2D-lattice with periodic boundary conditions [S2], we count the
degrees of freedom of a triangular lattice of size L × L with fixed boundaries. This results effectively in counting
the fixed neighbors of the boundary-nodes (highlighted in red in Fig. S2) and subtracting them from the result for a
periodic lattice [S3].
At the four corners of the lattice there are three or four fixed neighbors depending on the corner and along the four
edges each node has two fixed neighbors. In the bulk of the lattice the counting is equivalent to Maxwell’s formulation.
Hence, due to the corners, 14 nearest neighbors are over-counted and have to be subtracted; along the four edges
there are instead 4 · 2(L − 2) neighbors that need to be subtracted. The fraction of zero-frequency modes for a 2D
triangular lattice is therefore given by
f =
2L2 − 3pL2 − 8p(L− 2)− 14p
2L2
= 1− p
pc
, (S20)
from which the critical connectivity or dilution probability is calculated to be
pc =
2L2
3L2 + 8L− 2 . (S21)
We used this to estimate pc for the finite networks presented in the main text. Note, this result is consistent with
Maxwell’s result pc = 2/3 in the limit of an infinite lattice.
∗ These authors contributed equally
† C.broedersz@lmu.de
[S1] E. J. Garboczi and M. F. Thorpe, Phys. Rev. B 33, 3289 (1986).
[S2] J. C. Maxwell, Philos. Mag. 27, 294 (1864).
[S3] S. Feng, M. F. Thorpe, and E. Garboczi, Phys. Rev. B 31 (1985).
