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Results for the factorial state space of a C*-algebra A which are analogous to 
results of Glimm (Ann. of Math. 72 (1960). 216-244; 73 (lY61), 572-612). 
Tomiyama and Takesaki (TohiXu Math. J. (2) 13 (1961). 498-523) for the pure 
state space. It is shown that A is prime if and only if the (type I) factorial states are 
dense in the state space. It follows that every factorial state is a w*-limit of type I 
factorial states. The factorial state space of a von Neumann algebra is determined. 
and it is shown that if A is unital and acts non-degenerately on a Hilbert space then 
the factorial state space of the generated von Neumann algebra restricts precisely to 
the factorial state space of A. It is shown that the set of factorial states is K’“~ 
compact if and only if A is unital. liminal and has Hausdorff primitive ideal space. 
1. INTRODUCTION 
The purpose of this paper is to obtain analogues for the factorial state 
space of a C*-algebra of results of Glimm, Takesaki, and Tomiyama for the 
pure state space (see Section 2 for definitions). Our interest in factorial states 
has been prompted by topics such as the central decomposition theory 
[ 19, 201, the weak Stone-Weierstrass conjecture and the extension problem 
for factorial states (see (5; 19, p. 2421). For convenience, we shall describe 
here our results under the assumption that A is a unital C*-algebra. 
However, in the later sections we obtain results in the non-unital case also. 
A result of Glimm [ 111, and Tomiyama and Takesaki ] 2 1, Theorem 2 ] 
asserts that A is a prime, antiliminal C*-algebra if and only if A is not one 
dimensional and the pure state space P(A) coincides with the state space 
S(A). Our first main result (Theorem 3.3) shows that A is prime if and only 
if the factorial state space F(A) coincides with S(A). This supplements our 
earlier result [ 1 ] that A is prime if and only if A is an antilattice. 
Furthermore, we show that if F(A) = S(A) then the factorial states of type I 
are dense in S(A). As a consequence (Corollary 3.4) we see that every 
factorial state of an arbitrary C*-algebra A is a M I*-limit of factorial states of 
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type I. Since factorial states of type I can be extended to factorial states of 
any containing C*-algebra B it follows that F(B) (A 2 F(A) (Proposition 
4.4). 
In Proposition 4.1 it is shown that if fE S(A) and f annihilates a prime 
ideal of A then fE F(A) (this follows easily from Theorem 3.3). The 
converse does not hold in general, but is valid if A is either a central C*- 
algebra (Theorem 4.2) or a von Neumann algebra (Theorem 4.3). The proof 
of Theorem 4.3 uses the “Glimm ideals” of [ 11, Sect. 41. We relate Theorem 
4.3 to the problem of determining F(A) in general, by showing that if A is 
acting non-degenerately on a Hilbert space and if 2 denotes the generated 
von Neumann algebra then p(A) 1 A = F(A). The proof of this uses Glimm’s 
analogous result for the pure state spaces [ 11, Theorem 51, Corollary 3.4, 
and some results from the theory of tensor products [4, lo]. 
In Theorem 5.2 we prove (for a possibly non-unital A) that F(A) contains 
only multiples of factorial states if and only if A is liminal and has 
Hausdorff primitive ideal space. The proof uses Theorem 3.3, [24], and 
methods from [ 12, Theorem 61 (which is Glimm’s analogous result for 
P(A)). It follows (Corollary 5.3) that F(A) is compact if and only if A is 
unital, liminal, and has Hausdorff primitive ideal space. This is analogous to 
[21, Theorem 11. 
2. PRELIMINARIES 
Let A be a C*-algebra. If S is a subset of the dual space A *, we denote by 
,? the closure of S in the w*-topology. Unless stated otherwise, any reference 
to convergence in A * or to open, closed, or compact subsets of A * should be 
understood to concern the w*-topology. We denote the state space of A by 
S(A), and the set of pure states by P(A). Thus the pure state space of A [ 111 
is the space P(A). We recall [S, 2.4.41 that the Gelfand-Naimark-Segal 
construction associates to eachfE S(A) a Hilbert space H,, a representation 
Z~ of A over H,, and a unit vector <, in H, such that <, is cyclic for rcf(A) and 
f(a) = (q(a) tf7 t,> (a E A). 
Let H be a Hilbert space. We denote by P(H) (resp. 9%7(H)) the C*- 
algebra of all bounded linear (re?p. compact linear) operators on H. If S is a 
subset of P(H), we denote by S the closure of S with respect o the weak 
operator topology. 
A state f of C*-algebra A is said to be factorial (or primary (141) if the 
von Neumann algebra n,(A) is a factor. If r&4) is a factor of type I (resp. 
II, III) then f is said to be a factorial state of type 1 (resp. II, III). The set of 
factorial states of A is denoted by F(A) and the set of factorial states of type 
I is denoted by F,(A), etc. We refer to F(A) as the factorial state space of A. 
If f E P(A) then xf is irreducible [8, 2.5.41 and sofE F(A). 
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By an ideal J of A we shall always mean a closed two-sided ideal. An 
ideal J of A is said to be a prime ideal of A if, whenever J, and J, are ideals 
of A such that J, J, c J, either J, s J or J, E J. The C*-algebra A is said to 
be prime if {O) is a prime ideal of A. If JE Prim(A), the primitive ideal 
space of A, then J is necessarily a prime ideal of A [ 8, 2.11.3 1. IffE t;(A ) 
then ker rrf is a prime ideal of A. For, if J, J, E ker rr,. then Q, Qz = 0 where 
Qj is the central projection of In, such that zl(Ji) = In,- Qi (i = 1. 2). 
Suppose that J is an ideal of A and f E F(A). Then either f / J = 0 or else 
./‘i J is a factorial state of J of the same type as J For, if f(J) # (0) then 
7rl(J) = n,.(A) and hence & is cyclic for nr(J). The assertion then follows 
from 18, 2.4.1 (ii) 1. On the other hand suppose that g E F(J) and that h is the 
unique state of A such that h / J = g [ 17, 3.1.6 1. Let (e.,) be an approximate 
identity for J. Since h(e,) + /I gl( = 1. rr,,(e.I) & tends in norm to &. Since c,, 
is cyclic for n,(A) it follows that &, is cyclic for rh(J). Hence ?lh(e, I 
converges in the strong operator topology to the identity operator on H,. It 
follows that zh(A) = ~~(3) and so, using 18, 2.4.l(ii)l again, we see that h is 
a factorial state of the same type as g. Versions of this result in which J is 
replaced by a hereditary C*-subalgebra of A are obtained in (3, 24 1. 
3. PRIME C*-ALGEBRAS 
In 111 we gave a characterization of prime C”-algebras in terms of the 
internal order structure. The purpose of this section is to characterize prime 
C*-algebras in terms of the state space. We begin with two lemmas. The first 
is a simple generalization of ( 16, 7.4 I. For the convenience of the reader we 
sketch the whole proof. 
LEMMA 3.1. Let A be a prime C*-algebra w!hich is not antiliminal. Therl 
A is a primitive C*-algebra. In fact, A has a faithful representation o on CI 
Hilbert space H such that a(A) 2 YV(H). 
Proof. Let J be a non-zero postliminal ideal of A. and let J, be a non 
zero liminal ideal of J with Hausdorff primitive ideal space. Then J, is an 
ideal of A and is also a prime C*-algebra. By (8, 3.2.31 J, has precisely one 
primitive ideal which must necessarily be zero 18, 2.9.7 I. Thus J, has a 
faithful irreducible representation 7~ on some Hilbert space H. By [ 8, 2.10.4 / 
there is an irreducible representation u of A on H such that u (J, = X. Since 
(ker (J) nJ, = (0) and A is prime it follows that ker cr = {O}. Finally, a(A) 7 
rr(J,) = YW(H). This completes the proof. 
It is perhaps worth noting that if 0, is any faithful irreducible represen 
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tation of A on a Hilbert space K then necessarily o,(A) 3 YXF(K) since 
u1 ] J, is irreducible. 
The next lemma is elementary but we have been unable to find a reference. 
LEMMA 3.2. Let A be a C*-algebra of operators acting irreducibly on a 
Hilbert space H and let f be an ultraweakly continuous state of Y’(H). Then 
f (A is a type I factorial state of A. 
Proof. By 120, 111.3.12], 7~~ is ultraweakly continuous and q(Y(H)) is a 
von Neumann algebra. Since Y(H) is a factor and 71f is non-zero, 7~~ must be 
an isomorphism. Thus rrJ(9(H)) is a factor of type I. Since A is ultraweakly 
dense in Y(H), tl, is cyclic for q(A) and furthermore q(A) = @Y(H)). It 
follows from [S, 2.4.l(ii)] that S] A is a type I factorial state of A. This 
completes the proof. 
Note that if A = Y%?(H) then it follows from Lemma 3.2 and 18, 4.1.3 ] 
that every state of A is factorial (of type I). This result has been previously 
obtained by Wright 124, 3.51. 
THEOREM 3.3. Let A be a C*-algebra. The following conditions are 
equivalent: 
(1) A is prime; 
(2) F,(A) 2 S(A); 
(3) F(A) 2 S(A). 
Proof. (1) + (2) Assume first of all that A is unital. If A is antiliminal 
then it follows from (8, 11.2.41 that 
__ __ 
S(A) r> F,(A) 2 P(A) = S(A) 
and hence S(A) = F,(A). Thus we suppose that A is not antiliminal and so 
by Lemma 3.1 we may assume that A is acting as a C*-algebra of operators 
on a Hilbert space H and that A 1 Y@(H). Let f E S(A). Then f = afl t 
(1 - a)fi, where fi E S(A) (i= 1, 2), 0 < 01< 1, fi 1 F%?(H) is a state of 
5/V(H) and f,(S??(H)) = {0} [8, 2.11.71. By [8, 4.1.3; 17, 3.1.61 f, =g ) A 
for some ultraweakly continuous state g of 9(H), and by [8, 11.2.11 f2 is the 
w*-limit of a net (f* ( A), where each f1 is a vector state of Y(H). Hence 
f = li,ml(ag + (1 - a).&) IAl, 
and so f E F,(A) by Lemma 3.2. 
Finally, suppose that A is non-unital and let 2 be the C*-algebra obtained 
by adjunction of an identity element. Let f E S(A) and let f” be the unique 
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state of 2 whose restriction to A is J Since 2 is prime ] 1, 3.4 j, it follows 
from the first part of the proof that T= lim, f,, where f, E F,(A). Hence 
f = lim,(f, j A). Eventually f, ] A # 0 and then f,, 1 A E F,(A) (see Sect. 2). 
Thus j-E F,(A). 
(2) * (3) This follows from the fact that F(A) 2 F,(A). 
(3) Z- ( 1) We modify part of the proof of ] 2 1, Theorem 2). Suppose 
that J, and J, are non-zero ideals of A such that J, J, = {O). There are 
several ways of obtaining a state f of A which is non-zero on both J, and J,. 
For example, letf= $(f, +fi), wherefi is the state extension to A of a state 
of Jj (see ]8, 11.6.61, but note that it is not necessary thatf; should be pure). 
Since S(A) c F(A), there exists g E F(A) such that g is non-zero on both J, 
and J,. However, since ker rr, is a prime ideal of A, xu(Ji) = (O} for at least 
one value of i. This contradiction completes the proof. 
The following result will be of crucial importance in the proof of Theorem 
4.6. 
COROLLARY 3.4. Let A be a C*-algebra. 
(1) Iff E F(A) then f is a w*-limit of factorial states of t.vpe I. 
(2) 44) = F,(A). 
ProoJ: (1) We observe that f = g o 5, where g is a state of the prime 
C*-algebra X,(A). By Theorem 3.3 there is a net (g,a) in F,(n,(A)) such that 
g, + g. Then g, o 7cf E F,(A ) (by [ 8, 2.4.1 (ii) ] ) and g., o i[t.+f: 
(2) This is immediate from (I), and so the proof is complete. 
Before closing this section we shall discuss briefly the question, raised by 
Theorem 3.3, of the density or otherwise of F,,(A) and F,,,(A) in S(A). We 
note first of all that if A is not antiliminal then F,,(A) U F,,,(A) is not dense 
in S(A). To see this, let J be a non-zero postliminal ideal of A and let U = 
I./-E S(A) If(J) f {OIL a non-empty open subset of S(A). Iffis a factorial 
state in U then f / J is a factorial state of J with the same type asJ: Hence/ 
must be of type I. 
Suppose, on the other hand, that A is a unital, simple, antiliminal C”- 
algebra. Then A has a type III factor representation 71 [ 17, p. 225 ]. Let S be 
the set of states associated with rt (in the sense of 18, 2.4.2)). Then 
S c F,[,(A) (see 19, 1.2.1, Proposition 2]), and it follows from (8, 3.4.1, ___ 
11.2.41 that 3 3 P(A) = S(A). Hence F,,,(A) = S(A). If A also has a type II 
factor representation (e.g., if A is separable [ 17, 6.8.61) then F,,(A) = S(A). 
If, furthermore, A has a factor representation of type II, (e.g., if A has a 
tracial state (8, 6.81) then the factorial states of type II, are dense in S(A ). 
30 R.J.ARCHBOLD 
4. THE FACTORIAL STATE SPACE 
PROPOSITION 4.1. Let A be a C*-algebra. Then 
F(A) 2 { fE S(A) 1 ker 7rf contains a prime ideal of A 1. 
There is an example of a unital C*-algebra A for which the reverse inclusion 
fails to hold. 
Proof. Suppose that fE S(A) and ker r+ contains a prime ideal J of A. 
Thenf= g 0 @, where Sp is the canonical *-homomorphism from A onto A/J 
and g E S(A/J). By Theorem 3.3, g E F(A/J). HencefE F(A). 
Before giving the example we note that if Prim A is not compact then it 
follows easily from [8, 3.3.71 that 0 E P(A) so that the reverse inclusion 
mentioned above fails to hold. For a unital example we let B be the C*- 
algebra of 2 X 2 complex matrices and we take A to be the algebra of 




0 P(X) i 
as n --t co (see [ 8, 4.7.19; 151). Let r be the unique tracial state of B and for 
each n > 1 let f,(x) = 5(x,) (x E A). Since F(B) = S(B) we see that 
f,, E F(A). Let f(x) = 4@(x) + p(x)) (x E A). Then f, -+f as n + co and so 
f~ p(A). It is easy to check that ker z~= {x E A ) n(x) =,u(x) = 0). Let J be 
a prime ideal of A. Since A is liminal, J is actually a primitive ideal (see 
Lemma 3.1 or 116, 7.4)). Thus J= (x/x, =0} for some n, or 
.I= {x 1 l”(x) = 0) or J = (x ]p(x) = 0). In any case, J g ker zY. This 
completes the proof. 
Note that in the example above there are two distinct primitive ideals 
which have the same intersection with the centre (equivalently, since A is 
unital, Prim A is not Hausdorff). We show in Theorems 4.2 and 4.3 that if A 
is unital and is either a central C*-algebra or a von Neumann algebra then 
equality holds in Proposition 4.1. Finally we relate Theorem 4.3 to the 
problem of determining F(A) for an arbitrary unital C*-algebra A by 
showing in Theorem 4.6 that if A acts faithfully on a Hilbert space then 
mIA=F(A). 
We recall from 115, Sect. 9] that a C*-algebra A with centre 2 is said to 
be central if it satisfies the following two conditions: 
(i) no primitive ideal of A contains Z, 
(ii) if P,, P, E Prim(A) and P, n Z = P, n Z then P, = P,. 
Condition (ii) may be replaced by the condition that Prim(A) is Hausdorff 
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16, Proposition 31. If J is a prime ideal of a C*-algebra A then it is easy to 
see that either J 2 Z or else Jn Z is a (closed) prime, and hence maximal. 
ideal of Z (this is essentially shown during the proof of [ 15, Theorem 9.1 j I. 
If A is central and Pi is a primitive ideal of A containing J (i = 1. 2) then J :-’ 
Z cr (P, n PI) n Z = (P, n Z) f? (Pz n Z) and hence P, = Pz. It follows 
from (8, 2.9.7 ] that J E Prim(A). Also, it follows from condition (ii) above 
that any primitive ideal in a central C”-algebra is maximal. Thus the notions 
of primeness, primitivity, and maximality coincide for ideals of a central C” 
algebra. Incidentally, using [8, 3.2.31 one may show that in any C*-algebra 
A with Prim(A) Hausdorff. prime ideals are maximal. 
THEOREM 4.2. Let A be a central C”-algebra. 
(1) Let f E S(A). Then the following conditions are equicalent: 
(la) .fE JYA), 
(1 b) ker nj contains a prime ideal. 
(lc) ker xf is a primitive ideal. 
(2) [f A is non-unital then 
F(A) = {O} u [F(A) nS(A)J. 
Proof. The equivalence of (lb) and (lc) follows from the discussion 
preceding this theorem. That (lb) implies (la) follows from Proposition 4.1. 
Suppose that g E P(A). Then n,(Z) consists of scalar operators and so 
g 1 Z is a multiplicative linear functional. LetfE F(A). Then, by continuity. 
f] Z is a multiplicative linear functional. SOS/ Z is either a pure state of Z or 
elsef(Z) = {O}. In the first casefE S(A) and in the second case f = 0 since 
A has an approximate identity lying in Z [2, Proposition 1 ]. Furthermore. 
the second case can occur if A is non-unital since Prim A is not compact (see 
( 15, Theorem 9.1) and the second paragraph of the proof of Proposition 
4.1). Thus we have proved (2). Finally, suppose thatf’E F(A) n S(A). Since 
J’I Z E P(Z) we see that (ker 7~~) n Z is a maximal ideal of Z and so (as with 
the prime ideal .I above) ker rtf is a primitive ideal of A. This shows that ( la) 
implies (1 c) and completes the proof of the theorem. 
Before stating Theorem 4.3 we recall some results from ( 11, 13 ]. Let A be 
a von Neumann algebra with centre Z, let m be a maximal ideal of Z and let 
Irn ] be the smallest ideal of A containing m. We shall refer to Irnl as a 
Glimm ideal of A. Glimm proved that [m ] is a prime ideal of A and that if A 
is a type I von Neumann algebra then Irn ] is a primitive ideal of A 11 I. 
Lemma 11 and Theorem 41. Halpern later proved that Im] is always a 
primitive ideal of A 113, 4.71. 
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THEOREM 4.3. Let A be a von Neumann algebra with centre Z. 
(1) Let f E S(A). Then the following conditions are equivalent: 
(la) fE F(A 1, 
(1 b) ker 7tf contains a Glimm ideal of A, 
(Ic) ker zf contains a prime ideal of A, 
(Id) ker nf contains a primitive ideal of A. 
(2) Suppose that A has no central summand of type I. Then 
__ __ 
F(A)=P(A)={fES(A)\f\ZEP(Z)}. 
Proof. If f E F(A) then, as in the proof of Theorem 4.2, f 1 Z E P(Z). 
Since P(A) c F(A), (2) is an immediate consequence of [ 11, Theorem 31. To 
see that (la) implies (lb), observe that (ker r$) n Z is a maximal ideal, m 
say, of Z. Hence ker 7~ contains the Glimm ideal [ml. 
The implications (lb) 3 (lc) and (lb) 3 (Id) follow from the results of 
Glimm and Halpern mentioned above. The implication (Id) z- (lc) is a 
consequence of the fact that a primitive ideal in a C*-algebra is necessarily 
prime. To see that (lc) implies (lb), suppose that f E S(A) and ker 5 
contains a prime ideal J of A. Then J n Z is a maximal ideal of Z and so 
ker 7cf contains the Glimm ideal [Jn Z]. Finally, (lc) implies (la) by 
Proposition 4.1. This completes the proof. 
Let A be a unital C*-algebra acting non-degenerately on a Hilbert space. 
In showing that m j A = P(A) ] 11, Theorem 51 Glimm used the fact that 
any pure state of A can be extended to a pure state of any containing C*- 
algebra B. In seeking an analogue of Glimm’s result in the case of factorial 
states, we are led to consider the question of whether a factorial state of A 
can be extended to a factorial state of a containing C*-algebra-B (see [ 19, p. 
2421). If A is acting in its universal representation and B = A then there is 
no difficulty, but in general the problem remains open as far as we are 
aware. However, some partial results have been obtained 13, 5, 22, 241. In 
particular, since any type I factor is injective [ 10, 3.5, 5.101, it follows from 
a result of Sakai [5, Theorem 7] that if A is any C*-algebra and iff is a type 
I factorial state of A then f can be extended to a factorial state of any 
containing C*-algebra B. We note that the proof in [S] is valid even if no 
assumption is made regarding identity elements in A and B. In any event, the 
general case can easily be obtained from the case where A and B have a 
common identity element, and so [22, Theorem 31 could be used to give an 
alternative proof. Furthermore, it can be shown [3] that the extended state 
can be chosen to be of type I, but we do not require that refinement here. 
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PROPOSITION 4.4. Let A and B be C-algebras with A c B. Then 
F(B) /A 2 F(A). 
In particular, every factorial state of” A can be extended to state in F(B). 
There is an example in which A and B have the same identity and 
F(B) / A # F(A). 
ProoJ: LetfE F(A). By Corollary 3.4, f = limf,, where eachf, E F,(A). 
As mentioned above, there exists g, E F(B) such that g, ( A = f,. By passing 
to a subnet if necessary we may assume that g _,_” -+ g for some positive linear 
functional g on B with /) g/J < 1. Then g E F(B) and g /A =f: 
For the example, let B be the C*-algebra of 2 x 2 complex matrices and 
let A be the subalgebra consisting of the diagonal matrices. Then 
F(B)(A=S(B)/A=S(A)#P(A)=F(A). 
This completes the proof. 
In order to show that P(x)lA c F(A) in Theorem 4.6, we use the theory of 
tensor products. Our approach requires Lemma 4.5. We refer the reader to 
[ 4 1, and thence back to [ 10,231, for definitions of various different kinds of 
C*-tensor products. If A is a von Neumann algebra and B is any C*-algebra 
(not necessarily unital) we shall denote the left-normal tensor product by 
A 0, B. We recall that this is the completion of the *-algebraic tensor 
product A @ B with respect to 11 (1, where, for x = C’= , ai @ bj in A 0 B. 
/lxI/, = sup 
ii 
the supremum being taken over all pairs (?I,, z?) of commuting represen- 
tations of A and B with 7c, normal. 
LEMMA 4.5. Let A and B be C*-algebras. There exists a a-isomorphism 
0 of (A **) 0, B into (A @I,,, B)** such that for each a E A and b E B 
@(j(a) 0 b) =j(a 0 b), 
where j(a) (resp. j(a @ b)) denotes the canonical image of a (resp. a @I b) in 
A** (resp. (A a,,,,, B)**). 
Proof By (4, Sect. 4 ] there is a *-isomorphism IJ of (A * *) Q,in (B* *) 
into (A O,,,,, B)** such that 
v(Aa> @j(b)) =j@ 0 b) (a E A, b E B). 
34 R.J.ARCHBOLD 
There is a canonical *-homomorphism of the *-algebraic tensor product 
(A**)OBinto(A**)0,i,(B**)whichmapsaObtoaOj(b)(aEA**, 
b E B). In view of the way in which representations of B are in one-to-one 
correspondence with normal representations of B* * [8, 12.151, this 
mapping is isometric with respect to the left-normal norm on (A * *) 0 B 
and hence extends to a *-isomorphism 4 of (A **) 0, B into 
(A * *) Bbin (B * *). By setting 0 = v 0 4, we complete the proof. 
THEOREM 4.6. Let A be a C*-algebra acting non-degenerately on a 
Hilbert space. 
(1) If A contains the identity operator then 
~(A=F(A). 
(2) If A does not contain the identity operator then 
Proof. (1) It follows from Proposition 4.4 that F(A) em ) A. To 
establish the reverse inclusion we suppose first of all that A is acting in its 
universal representation, By Corollary 3.4 and the continuity of restriction to 
A, it suffices to show that F,(j) 1 A c F(A). So letfbe a type 1 factorial state 
of 2, and let B = r+(j)‘. Then B is a type I factor and is therefore 
semidiscrete [lo, 3.51. Hence the right-normal norm on 2 0 B coincides 
with the minimal C*-norm [ 10, 4.11. It follows that there is an irreducible 
representation 71 of 2 0, B on H, such that ~(a 0 b) = xf(a)b (a E 2, 
b-E B). Let p(x) = (n(x) <,, &) (x E A @I B), so that p is a pure state of 
A a1 B. Using Lemma 4.5 and the canonical *-isomorphism between A and 
A* *, we see that there is a Gsomorphism @ of A 0, B into (A a,,,,, B)* * 
such that @(a @ b) = j(a 0 b) (a E A, b E B). Let g be a pure state extension 
to (A O,,, B)** of the pure state p o @-’ of @(A @! B). It follows from 
[ 11, Theorem 5] that g (j(A 0 max B) = lim g, where each g, is a pure state 
of AA @,a, B). For each a, define f,(a) = g,(j(a @ 1)) (a E A). By 120, 
IV.6.3 11, f, E F(A). It is routine to check that f,(a) +f(a) for each a E A, 
and sof[ A E F(A). 
Now suppose that A is acting on an arbitrary Hilbert space. As before it 
suffices to take fE F(j) and to show that fl A E F(A). Let u denote the 
universal representation of A. By 18, 12.1.51 there is a normal *- 
homomorphism 4 from a(A) onto 1 such that #(a(a)) = a (a E A). Thenfo d 
is a factorial state of a(A) and so, by the previous paragraph, (fo 4) 1 a(A) = 
limf, where each f, is a factorial state of o(A). Hence each f, D u is a 
factorial state of A, and since (f, 0 u)(a) +f(a) (a E A) we see that f (A E 
F(A 1. 
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(2) Suppose that A does not contain the identity operator 1. It follows -- 
from Proposition 4.4 that F(A) ) A 2 F(A). Let g be the unique pure state ot 
A + c 1 which annihilates A, and let h be a pure state extension of g to A, --- 
Then h E F(A) and h j A = 0. Thus (0) c F(A) /A. 
Since A is an ideal in A + @ 1, it follows from Section 2 that F(A + 
i 1) 1 A i F(A) U (0 1 (in fact equality holds, but we do not need this). Hence 
F(A + < 1) /A c F(A) U (O}. Since 2 = A + I‘l. it follows from (I) that 
F(A) i A c F(A) U (01. This completes the proof. 
In connection with (2) above we note that the zero functional may 
actually belong to F(A) (e.g., if Prim(A) is not compact or if A has a 
quotient :I-isomorphic to Y%?(H) for some infinite dimensional Hilbert space 
HI. 
5. FACTORIAL LIMITS OF FACTORIAL STATES 
In Theorem 5.2 we prove a result for factorial states which is analogous to 
a theorem of Glimm concerning pure states 112. Theorem 6 1. We shall use 
LEMMA 5.1. Let A be a C*-algebra of operators acting irreducible, on a 
Hilbert space H and suppose that every state of A is factorial. Therl 
A = y’V(H). 
Proof: Since every state is factorial, A is *-isomorphic to J?‘(K) for 
some Hilbert space K 124, 3.6(b)]. As A is acting irreducibly. it follows from 
18. 4.1.5 ) that A = 2%(H). This completes the proof. 
We note in passing that the proof of 124. 3.6(b) 1 can be simplified 
somewhat by using the following observations. If every state of a C*algebra 
A is factorial then every non-degenerate representation of A is a factor 
representation (see the proof of [ 18. 2.6 1). In particular, A ** is a factor 
(necessarily of type I since *-isomorphic to l’(I-I,) for any irreducible 
representation R of A). 
THEOREM 5.2. Let A be a C*-algebra. The jbllorcing conditions NW 
equivalent. 
( I ) Each f e F(A) is of the form tg where t E IO. 1 1 and g E F(A ). 
(2) A is liminal and Prim(A) is Hausdot$ 
Proqf: (1) * (2) Let 71 be an irreducible representation of A. Then ( 1 ) 
is also valid with A replaced by x(A). On the other hand, F(n(A)) 2 S(n(A )) 
by Theorem 3.3. Hence every state of n(A) is factorial. and so n(A) -: 
i’p(H,) by Lemma 5.1. Thus A is liminal. 
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Suppose that Prim(A) is not Hausdorff. It follows from the proof of [ 12, 
Theorem 61 that there exist inequivalent irreducible representations rr, and ?r2 
of A and (pure) states f, and f, associated with Z, and rc, , respectively, such 
that f = f(f, +f2) E P(A). By [8, 2.1.5(v)] f is a state of A. We have to 
show that f is not factorial. Supposing otherwise, we obtain that ker 7~~ is a 
prime and hence primitive ideal (see Lemma 3.1 or [ 16, 7.41). Let 
0 < u E ker rr,. Then f(a) = 0 and so f,(a) =f*(a) = 0. Thus fi(ker n,+ 
ker x,) = {0} and so ker rrf= ker rc, since primitive ideals of A are maximal 
[8, 4.2.31. Similarly, ker r+= ker n2. By (8, 4.3.71, X, and x2 are equivalent. 
This contradiction shows that f is not factorial, from which it follows that 
Prim(A) must be Hausdorff. 
(2) * (1) Suppose that (f,) is a net in F(A) which is convergent to a 
positive functionalf. For each a, ker 7cf, is a prime and hence primitive ideal 
P, say. Proceeding as in the proof of [ 12, Theorem 61, we observe that there 
are two possibilities. One possibility is that, for each compact subset K of 
Prim(A), P, is eventually in Prim(A)\K. In this case it follows from [S, 
3.3.71 that f = 0. The other possibility is that, for some compact subset K of 
Prim(A), P, is frequently in K. By passing to a subnet if necessary we may 
suppose that (P,) is convergent, to P say. If a E P then f,(u) --f f (a), and it 
follows from [8, 3.3.91 that f(u) = 0. Since A/P is *-isomorphic to Y%?(H) 
for some Hilbert space H, it follows that every positive functional on A/P is 
a multiple of a factorial state (see the remark following Lemma 3.2). Hence f 
has the required form. This completes the proof. 
The next result is similar in spirit to [21, Theorem 11. 
COROLLARY 5.3. Let A be a C*-algebra. The following conditions are 
equivalent: 
(1) F(A) is compact, 
(2) A is unitul and liminul, and Prim(A) is Huusdorff. 
ProoJ (1) + (2) Let 2 denote the C*-algebra obtained by adjunction 
of an identity element to A (see [8, 1.3.81). Suppose that (f,) is a net in 
F(x) which is convergent to f E S(x). Either f, (A is eventually zero, in 
which case f(A) = 0 and so f E P(A”) G F(J), or else f, ] A is frequently 
nonzero. In the latter case, f (A is the limit of a net of factorial states of A 
(see Section 2) and so f / A = F(A) (by hypothesis). Since A is an ideal in 2 
it follows that f E F(J) (see Section 2). Thus we have shown that F(x) is 
closed. By Theorem 5.2, Prim(x) is Hausdorff. On the other hand Prim(A) is 
compact, for otherwise the zero functional would be a limit of pure states by 
[8, 3.3.71. Identifying Prim(A) with a subset of Prim(A) in the canonical way 
[8, 3.2.11, we see that Prim(A) is a compact open subset of a Hausdorff 
space and hence is both open and closed in Prim(x). It follows that A is 
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unital. Since Prim@‘) is Hausdorff so is Prim(A) (alternatively this could be 
obtained by applying Theorem 5.2 directly to A). Finally, Theorem 5.2 
yields that A is liminal. 
(2) 3 (1) Since A is unital, F(A) E S(A). By Theorem 5.2 F(.4 ) is closed 
and hence compact. This completes the proof. 
Of course, if A satisfies the equivalent conditions of Corollary 5.3 then 
necessarily every irreducible representation of A is Hnite dimensional. An 
illustrative example in which F(A) is not compact, yet Prim(A) is compact 
and Hausdorff and A/P is finite dimensional for all P E Prim(A), may be 
obtained by considering the algebra constructed at the beginning of Section h 
of (71. 
ACKNOWLEDGMENTS 
We are grateful to S. Wright for making available to us a copy of 124 1 prior to publication. 
In addition. we are grateful to Charles Batty for drawing our attention to the fact that special 
cases of Theorem 5.2 have been previously obtained by F. W. Shultz (Cornmun. Marh. Phi,,. 
82 (1982). 497-509.) 
REFERENCES 
I. R. J. ARCHBOLD. Prime C*-algebras and antilattices. Proc. London Math. Sot. (3) 24 
( 1972), 669-680. 
2. R. J. ARCHBOLD, Density theorems for the centre of a C*-algebra. J. London Marh. Sot. 
(2) 10 (1975). 189-197. 
3. R. J. ARCHBOLD, Weak expectations and factor state extension, in preparation. 
4. R. J. ARCHBOLD AND C. J. K. BATTY. C*-tensor norms and slice maps. J. London Muih. 
Sot. (2) 22 (1980), 127-138. 
5. J. W. BUNCE, Stone-Weierstrass theorems for separable C*-algebras. I, Proc. SJ-mpos. 
Pure Math. 38 (1982). 401-408. 
6. C. DELAROCHE. Sur les centres des C*-algebres, Bull. Sci. Math. 91 (1967), 105-l 12. 
7. C. DELAROCHE, Sur les centres des C*-algebres, II, Bull. Sci. Math. 92 (1968). I I l- 128. 
8. J. DIXMIER. “Les C*-algtbres et leurs representations.” 2nd ed.. Gauthier-Villars. Paris. 
1969. 
Y, J. DIXMIER, “Les algebres d’operateurs dans I’espace Hilbertien.” 2nd ed.. Gauthier~ 
Villars, Paris. 1969. 
IO. E. G. EFFROS AND E. C. LANCE. Tensor products of operator algebras. Adran. in Marh. 
25 (1977), l-34. 
1 I. J. GLIMM, A Stone-Weierstrass theorem for C*-algebras, Ann. oJ Marh. 72 (1960). 
2 16-244. 
12. J. GLIMM, Type I C*-algebras, Ann. of Math. 73 (1961). 572-612. 
13. H. HALPERN, Irreducible module homomorphisms of a von Neumann algebra into its 
centre, Trans. Amer. Math. Sot. 140 (1969), 195-22 I. 
14. R. V. KADISON, States and representations. Trans. Amer. Math. Sot. 103 (1962). 
304-3 19. 
38 R. J. ARCHBOLD 
15. 1. KAPLANSKY, Normed algebras, Duke Math. J. 16 (1949), 399-418. 
16. I. KAPLANSKY, The structure of certain operator algebras, Trans. Amer. Math. Sot. 70 
(1951) 219-255. 
7. G. K. PEDERSEN, “C*-Algebras and Their Automorphisms Groups,” Academic Press, 
London/New York, 1979. 
18. R. T. POWERS, Representations of uniformly hyperfinite algebras and their associated 
von Neumann algebras, Ann. of Math. 86 (1967), 138-171. 
19. S. SAKAI, “C*-Algebras and W*-Algebras,” Springer-Verlag, Berlin/Heidelberg/New 
York, 1971. 
20. M. TAKESAKI, “Theory of Operator Algebras, I,” Springer-Verlag, New York, 1979. 
2 1. J. TOMIYAMA AND M. TAKESAKI, Applications of fibre bundles to the certain class of C*- 
algebras, Toho^ku Math. J. (2) 13 (1961), 498-523. 
22. S.-K. TSUI, Factor state extension on nuclear C*-algebras, Yokohama Math. J. 29 (1981) 
157-160. 
23. S. WASSERMANN, On tensor products of certain group C*-algebras, J. Funct. Anal. 23 
(1976), 239-254. 
24. S. WRIGHT, On factorial states, Rocky Mountain J. Math. 12 (1982), 569-579. 
