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MULTI RESOLUTION WAVELET ANALYSIS FOR FERRORESONANCE 
PHENOMENON ON POWER SYSTEMS AND ITS NONLINEAR 
DYNAMICS  
SUMMARY 
Power systems are one of the most important infrastructures of a country. The 
healthy working condition of a power system is crucial. Utilities are making great 
effort in order to keep the power systems healthy. Nevertheless, it is not always 
possible to keep these conditions. Power systems face many incidents. As the 
systems are usually located outdoors, they are very vulnerable to the enviromental 
effects which can cause serious damage. In addition, the physical parameters of the 
power system equipment can affect the system operation. Ferroresonance is one of 
the incidents that power systems might face. It is defined as well as the interaction 
between the nonlinear inductance and capacitance of the system. In the power 
system, nonlinear inductance stands for the transformer core and the capacitance is 
the power line capacitor.  Main causes of ferroresonance are short circuits, capacitor 
switching, transformer switching, insulation faults, lighting, turning the load off 
suddenly and switching out the transmission line. It is an unpredictable phenomenon 
and its consequences are destructive. Over voltages, over currents and harmonic 
frequency components are main results of this phenomenon.  
This PhD thesis is focused on identifying the ferroresonance phenomenon and its 
nonlinear dynamics. In the introduction chapter, the motivation for this study in 
several studies in the literature is given. Although ferroresonance was studied on 
power transformers, it is not common to take into consideration all power system 
component. Previous studies mostly focus on change of transformer parameters. On 
the other hand, it is not the case on an actual power system as it is not possible to 
change these parameters. By increasing in the usage of condition monitoring and data 
collecting systems on power systems, improving new techniques become a necessity. 
The ferroresonance data are nonstationary and wavelet transform is a powerful tool 
for analysing this type of data. In this study, the harmonic frequency components are 
identified by multi resolution wavelet transform in order to interpret related nonlinear 
dynamics. In addition, related literature survey can be found in introduction chapter.  
In the second chapter, theoretical bakcground of ferroresonance phenomenon is 
described. First, the difference between classical resonance circuits and 
ferroresonance is described. The equivalent circuits for ferroresonance are given and 
the phenomenon is described in mathematical manners. Even though ferroresonance 
is unpredictable, there are numerous approaches for preventing and mitigating the 
phenomenon. These approaches are also explained in this chapter. 
In the third chapter, mathematical methods and signal processing techniques used in 
this study are explained. Short time Fourier transform, multi resolution wavelet 
transform and Lyapunov exponents are used for identifying ferroresonance and its 
nonlinear dynamics. Related mathematical background can be found in this chapter.  
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In the fourth chapter, the power system modeling is given. The SIMULINK model, 
and power system parameters are given briefly. The necessary calculations for the 
equivalent circuit are identified in this chapter. 
In the fifth chapter, spectral methods are applied on ferroresonance data. Short time 
Fourier transform and multi resolution wavelet transform are applied and harmonic 
frequency components are identified. It is observed that, sub harmonic and quasi 
periodic harmonic frequency components are created. In addition, phase portraits are 
constructed in order to understand the evolution of the system. 
In the sixth chapter, the largest Lyapunov exponent of the system is estimated. First 
the dimensions of the system are specified and an estimation method is utilized. As 
the largest Lyapunov exponent is estimated to be greater than zero, further 
calculations are applied and by using cross recurrence plots. 
In the seventh chapter, nonlinearities calculated by multi resolution wavelet analysis 
are checked by ordinary differential equations. A new approach for the hysteresis 
curve is given and it is proven that, the new approach is as useful as the classical 
approach for modeling the nonlinear curve. The sub harmonic and quasi periodic 
harmonic frequency components are used as driving force frequencies for differential 
equations. The phase portraits are plotted seperately and it is proven that, 
ferroresonance is creating harmonic frequency components. 
The detailed comments for outputs and novelties of the thesis are explained in 
conclusions and discussions chapter.   
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GÜÇ SİSTEMLERİNDE FERROREZONANS OLAYININ ÇOK 
ÇÖZÜNÜRLÜKLÜ DALGACIK ANALİZİ İLE İNCELENMESİ VE 
DOĞRUSAL OLMAYAN DİNAMİKLERİNİN ÇIKARTILMASI 
ÖZET 
Güç sistemleri bir ülkenin en önemli altyapı bileşenlerindendir. Bu sebeple sağlıklı 
bir şekilde işletilmeleri çok önemlidir. Güç sistemlerinde oluşan arızalar hem 
işletmelere büyük ekonomik yükler getirmekte, hem de sisteme bağlı tüketicilerin 
enerjilerinin kesilmesine sebep olmaktadır. İşletmeler güç sistemlerinin karşılaşması 
olası arıza durumlarının önüne geçebilmek için yoğun çaba sarf etmektedirler. Güç 
sistemi içindeki generatörler, transformatörler, kesiciler ve hatta iletim hatları 
potansiyel arıza noktalarıdır. Sistemde görülen arızalar simetrik (dengeli) ve 
asimetrik (dengesiz) olmak üzere ikiye ayrılırlar. Arızalar deprem, yıldırım, 
hayvanlar gibi doğal olaylar ya da bir kapasitenin bozulması gibi sistemdeki 
ekipmanlarda oluşan hasarlar sebebiyle tetiklenebilir. Her iki durumda da oluşan 
arızanın hızlı bir şekilde kaldırılması gerekir.  
Ferrorezonans güç sistemlerinde nadir karşılaşılan ancak sonuçları yıkıcı olabilen bir 
durumdur. Sistemdeki doğrusal olmayan endüktans ile kapasite arasındaki etkileşim 
olarak tanımlanmaktadır. Güç sistemindeki doğrusal olmayan endüktans, doyumlu 
transformatörlerin çekirdekleridir. Kapasite ise iletim hatlarının uzunluğu nedeniyle 
oluşan kapasiteler ve kesicilerin topraklama dirençleri nedeniyle oluşan 
kapasitelerdir. Ferrorezonansın oluşabilmesi için bir gerilim kaynağı ve düşük omik 
kayıpların olması zorunludur.  
Ferrorezonansın sebepleri kısa devre, kondansatör ve transformatörlerin anahtarlama 
olayları, yalıtım arızaları, yıldırım, yükün aniden devreden çıkması ve iletim 
hatlarının kopması olarak sıralanabilir. 
Ferrorezonans olayının etkileri aşırı gerilimler, aşırı akımlar ve harmonik frekans 
bileşenleri olarak görülür. Geçici ve sürekli durumlarda görülebilen bu etkiler güç 
sistemi ekipmanları için zararlı sonuçlar doğurabilir. 
Sürekli halde ferrorezonans olayı harmonik frekans bileşenlerine göre  dört farklı 
durum yaratabilir. Bunlar temel durum, alt harmonikler, yarı periyodikler ve kaotik 
durumlardır. Bu durumlardan biri veya birkaçı sürekli durumda görülebilir ve 
hangisinin görüneceği sistem parametrelerine ile başlangıç koşullarına bağlıdır. 
Diğer doğrusal olmayan olaylar gibi, ferrorezonans olayı da başlangıç koşullarına 
bağlıdır ve sistem parametrelerindeki değişimle ilişkilidir.  
Ferrorezonans olayı 1900’lü yılların başından beri incelenmektedir. İlk çalışmalar 
ferrorezonans olayına grafiksel bir yöntemle yaklaşmış, daha sonra çeşitli analitik 
yöntemler geliştirilmiştir. Ferrorezonans eş değer devreleri seri veya paralel olabilir. 
Karmaşık yapıdaki güç sistemlerinin basit bir RLC devresine indirgenmesi 
ferrorezonans olayının incelenmesini kolaylaştırmıştır.  
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Ferrorezonans olayı genellikle transformatörler üzerinde incelenmiştir. 
Ferrorezonansın en önemli sebebinin doğrusal olmayan endüktans olduğu 
düşünülürse bu şaşırtıcı değildir. Literatürde yapılan çalışmalar genelde 
transformatörün mıknatıslanma akımı, besleme gerilimi gibi parametrelerinin 
değiştirilmesi ile ferrorezonansın oluşumu arasındaki ilişkiyi incelemiştir. Buradaki 
değişimlerin incelenmesinde diferansiyel denklemlerden yararlanılmıştır. Bir RLC 
devresine indirgenmiş güç sistemi diferansiyel denklemler yardımıyla modellenir. 
Sistemin doğrusal olmayan özellikleri transformatörün mıknatıslanma eğrisi ile 
modellenmiştir. Mıknatıslanma eğrisi polinom yaklaşımı ile modellenir ve basit RLC 
devresi diferansiyel denklemine eklenir. Denklemlerin çözülmesi ile faz protreleri ve 
çatallanma diyagramları çizdirilir ve böylece ferrorezonansın oluşturduğu sürekli hal 
durumları incelenir. Ferrorezonansın matematiksel olarak incelenmesi çok önemlidir 
ancak son yıllarda veri toplama sistemlerinin kullanımının yaygınlaşması ve işaret 
işleme yöntemlerindeki ilerlemeler de göz önüne alınırsa, işaret temelli yöntemlerin 
kullanılması kaçınılmazdır.   
Bu tez çalışmasında Türkiye enterkonnekte şebekesi içinden seçilen Seyitömer – 
Işıklar hattında ferrorezonans olayı incelenmiştir. Sistem gerçek parametre değerleri 
ile Matlab – SIMULINK programında modellenmiş ve yükün aniden kaldırılması ile 
sistem ferrorezonans çalışmaya zorlanmıştır. Simülasyon üzerinden toplanan gerilim 
verileri ile ferrorezonans olay tanımlanmaya çalışılmıştır.  
Ferrorezonans verileri durağan olmayan verilerdir bu sebeple adi Fourier dönüşümü 
kullanılması uygun değildir. Ancak mevcut işareti frekans – zaman düzlemine 
dönüştürebilen Kısa Zamanlı Fourier Dönüşümü (KZFD) kullanılması uygundur. 
Mevcut gerilim verilerine kısa zamanlı Fourier dönüşümü uygulanmış ve 
ferrorezonans olayının büyük genlikli yüksek frekansların oluşumuna sebep olduğu 
görülmüştür. Ancak kısa zamanlı Fourier dönüşümü, büyük genlikli yüksek 
frekansların varlığını gösterirken, frekans spektrumundaki bileşenlerin hangileri 
olduğunu gösterememiştir. Bu noktada çok çözünürlüklü dalgacık analizinden 
yararlanılmıştır. Bu analiz mevcut verinin filtre bankalarından geçirilmesini ve 
işaretin içindeki frekans bileşenlerinin belirli bir bant aralığında limitlenmesini 
sağlar. Böylece işaretin içinde var olan ancak görülmeyen özelliklerin ortaya 
çıkarılması sağlanır. Ferrorezonans verisine çok çözünürlüklü dalgacık analizi 
uygulanmış ve veri 4 seviyede ayrıştırılma yapılarak incelenmiştir. Bu ayrıştırma 
sonucunda ferrorezonans öncesinde, güç sistemi temel frekansı olan 50 Hz’lik 
frekans bileşeni görülmüş ve ayrıca düşük genlikli 100 Hz’lik frekans bileşeni de 
gözlenmiştir. Güç sistemlerinde ikinci harmonikler dengesizlik anlamına gelmektedir 
ve burada sistemin sağlıklı çalıştığı durumda bile ferrorezonans olayının oluşmasına 
sebep olabilecek etkilerin varlığı görülebilir. Çok çözünürlüklü dalgacık analizi 
sonucunda ferrorezonans sonrası verilerde alt harmonikler ve yarı periyodik 
harmonikler de gözlenmiştir. Bunlar, 10 Hz, 12.5 Hz ve 25 Hz frekans bileşenleri 
civarında alt harmonikler, 130 Hz ve 193 Hz civarında ise yarı periyodik harmonik 
frekans bileşenleridir. Sistemden elde edilen veriler kullanılarak çizdirilen faz 
portrelerinde de bu frekans bileşenlerinin oluşturduğu düzensiz yörüngeler 
gözlenmiştir.  
Doğrusal olmayan sistemleri incelemek için pek çok yöntemden yararlanılır. 
Bunlardan birisi de sistemin Lyapunov üstellerinin hesaplanmasıdır. Sistemin en 
büyük Lyapunov üstelinin değerine göre sistemin kaotik, yarı periyodik veya 
periyodik bir hareket yaptığı anlaşılır. Temel olarak Lyapunov üstelinin 
hesaplanması için sistemin başlangıç noktasında birbirine çok yakın iki nokta alınır 
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ve sonlu bir süre boyunca bu iki noktanın birbirlerine göre hareketi incelenir. Eğer 
aralarındaki mesafe artıyorsa, bu iki yörüngenin birbirinden uzaklaştığı anlamına 
gelir, bu sıfırdan büyük bir Lyapunov üsteli olup sistemin kaotik bir davranış içinde 
olduğu anlaşılır. Eğer bu iki noktanın arasındaki mesafe hiç değişmiyorsa bu yarı – 
periyodik bir harekettir ve bu durumda Lyapunov üsteli sıfırdır. İki nokta arasındaki 
mesafe azalıyorsa bu durumda da en büyük Lyapunov üsteli sıfırdan küçüktür ve 
sistemin periyodik bir hareket içinde olduğu anlaşılır. Bir sistemin mertebesi kaçsa, 
sistemin o kadar sayıda Lyapunov üsteli vardır ama en önemlisi bunların en 
büyüğüdür. Öte taraftan bu tür bir hesap yapabilmek için sistemin diferansiyel 
denklemlerini bilmek gerekir. Hatta bu diferansiyel denklemler bilinse bile en büyük 
Lyapunov üstelinin hesaplanması kolay değildir. Ayrıca güç sistemleri, doğa olayları 
gibi karmaşık sistemlerde genellikle sistem değişkenlerine ait veriler elde edilebilir 
ancak bu işaretlerden diferansiyel denklemlere ulaşmak çok kolay olmayabilir. Bu  
yüzden de en büyük Lyapunov üstelini mevcut zaman serisinden kestirebilmek için 
çeşitli yöntemler önerilmiştir. Bu yöntemler içinden uygun olan bir algoritma 
seçilmiş ferrorezonans verilerine ait en büyük Lyapunov üstelinin kestirimi 
yapılmıştır. Bunun öncesinde sistemin boyutlarının belirlenmesi gerekmiştir. Bunun 
için Taken tarafından önerilen yöntem kullanılmış, ferrorezonans verisinin altı 
boyutlu olarak modellenmesi gerektiği anlaşılmıştır. Tercih edilen kestirim yöntemi 
uyarınca birbirine çok yakın iki noktanın hareketleri ve aralarındaki mesafe 
kaydedilir ve bu yeni veri grubuna bir eğri uydurulur. Bu eğrinin eğimi en büyük 
Lyapnuv üstelini vermektedir. Ferrorezonans verilerinin en büyük Lyapunov üsteli 
sıfırdan büyük ancak sıfıra çok yakın bir değer olarak bulunmuştur. Bu durumda 
sistemin kaotik bir durumda olduğunu düşünmek gerekir ancak mevcut gerilim 
verilerinin incelenmesi sonucunda sistemin kaotik bir durumda olmadığı 
görülmüştür. Bu durumda sadece en büyük Lyapunov üstelinden yola çıkarak bir 
yorum yapmak sağlıksız olacaktır. Bu durumda doğru yorumlar yapabilmek için 
başka bir yöntem daha kullanılmış ve sistemin karşılıklı birikim haritaları 
çizdirilmiştir. Karşılıklı birikim haritaları doğrusal olmayan sistemleri incelerken 
sıklıkla kullanılan Poincare haritalarının her boyutta çizdirilmiştir şekilleridir. 
Ferrorezonans verilerine ait karşılıklı birikim haritalarının çizdirilmesi sonucunda 
sistemin periyodik bir hareket içinde olduğu görülmüştür. Her ne kadar en büyük 
Lyapunov üsteli sıfırdan  büyük olarak hesaplandıysa da karşılıklı birikim haritaları 
sistemin periyodik bir hareket içinde olduğunu göstermiştir. Lyapunov üstelinin 
sıfırdan büyük çıkmasına verilerin içindeki gürültüler sebep olmuş olabilir. 
Sistemdeki doğrusal olmayan dinamikleri anlayabilmek için basitleştirilmiş eş değer 
ferrorezonans devresine ait diferansiyel denklemlerin çözülmesi gerekmektedir. 
Öncelikle ferrorezonans öncesi durum göz önüne alınmış ve RLC devresinin 
diferansiyel denklemleri çözülmüştür. Diferansiyel denklemin sağ tarafı harmonikli 
bir kaynakla beslenmiş ve sistemin temel frekansı olan 50 Hz ile ikinci harmonik 
olan 100 Hz kullanılmıştır. Diferansiyel denklemler çözülmüş ve sisteme ait faz 
portresi çizdirilmiştir. Ayrıca sistemin faz portresi simülasyondan toplanan verilerle 
de çizdirilmiştir. Ferrorezonans öncesi durumda sistemin periyodik bir hareket içinde 
olduğu görülmüştür. Ferrorezonans durum için sisteme doğrusal olmayan 
endüktansın özelliklerinin eklenmesi gerekir. Normal şartlarda histerisiz eğrisi 
polinom yaklaşımı ile modellenmektedir ancak trafnsormatörün bu yöntemle 
modellenebilmesi için gerekli veriler mevcut değildir. Bu durumda polinom 
yaklaşımının yerine geçebilecek bir yaklaşım aranmış ve histerisiz eğrisini 
modelleyebilmek için sigmoid fonksiyonundan yararlanılmıştır. Diferansiyel 
denkleme sigmoid fonksiyon eklenmiş, denklemin sağ tarafı ise harmonik bileşenleri 
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içeren bir kaynakla sürülmüştür. Diferansiyel denklemin çözülmesi sonucunda elde 
edilen faz portreleri ve sistemden toplanan verilerle çizdirilen faz portreleri 
karşılaştırılmış ve yeni önerilen diferansiyel denklemin literatürde kullanılan klasik 
yaklaşım kadar başarılı olduğu görülmüştür. Simülasyon üzerinden alt harmonikler 
ve yarı periyodik frekanslar ile ilgili veri toplamak mümkün olmamıştır. Öte taraftan 
yeni önerilen diferansiyel denklem yaklaşımı kullanılarak alt harmoniklere ve yarı 
periyodik frekans bileşenlerine ait faz portreleri çizdirilmiş ve ferrorezonansın 
yarattığı sürekli hal durumları ispatlanmıştır.  
Bu tez çalışmasındaki en önemli yeniliklerin başında güç sisteminin bir bütün olarak 
ele alınması gelmektedir. Daha önceki çalışmalarda sadece transformatör dikkate 
alınırken, bu çalışmada generatörden yüke kadar bütün güç sistemi elemanları 
dikkate alınmıştır. 
İşaret işleme yöntemlerinin kullanılması ile ferrorezonansın yarattığı harmonik 
frekans bileşenleri belirlenmiş ve bu bileşenler doğrusal olmayan dinamiklerin 
belirlenmesinde kullanılmıştır. 
Literatürde sıklıkla kullanılan bir yöntem olan Lyapunov üstelleri ile sistemin 
davranışını incelenmiş ancak bu yöntemin tek başına tam olarak sağlıklı sonuç 
vermediği görülmüştür. Burada yapılacak iki çalışma vardır. Öncelikle kullanılan 
zaman serisinin simülasyon gürültüsünden temizlenmesi gerekir. İkinci olarak ise en 
büyük Lyapunov üstelinin kestirimi için kullanılacak yöntemin değiştirilmesi 
önerilebilir. 
Literatürde sıklıkla kullanılan bir yöntem olan histerisiz eğrisinin polinom yaklaşımı 
ile modellenmesinin yerine sigmoid fonksiyon kullanılması önerilmiş, bu 
fonksiyonun da geçerliliği diferansiyel denklemlerin çözülmesi ve sisteme ait faz 
portrelerinin çizdirilmesi ile ispatlanmıştır. 
Gelecekte yapılacak çalışmalarda en önemlisi gerçek bir güç sistemi verisi üzerinde 
ferrorezonansın etkilerinin incelenmesi ve tez çalışmasında önerilen yöntemlerin 
gerçek zamanlı bir veri üzerinde geçerliliğinin incelenmesidir. Ayrıca diferansiyel 
denklemleri gerçekleyen bir analog devre modelinin kurulması da gelecekte 
yapılacak çalışmalar arasındadır.   
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1.  INTRODUCTION 
The healthy operation of power systems is very important therefore utilities are 
making a huge effort on ensuring the robust operating conditions of these systems. 
Nevertheless, power systems struggle with numerous faults from generation side to 
distribution side. Generators, transformers, electrical machines, circuit breakers and 
even the transmission lines are potential fault locations on power systems. The faults 
in power systems cause many economic damages. Some faults might be fatal and the 
consequences might be destructive. As a result, many customers might be out of 
power.  
The faults on power systems can be classified as: 
 Symmetrical (balanced) 
 Asymmetrical (unbalanced) [1].  
The faults might be triggered by natural events like an animal, lightning etc. or might 
be triggered by the failure of power system equipment like a capacitor. In either case, 
the fault should be cleared rapidly.  
One of the consequences of a power system fault is ferroresonance which is a 
nonlinear phenomenon. The results of the ferroresonance might be destructive.  It is a 
jump resonance and is explained as the interaction between a nonlinear inductance 
and a capacitance. The nonlinear inductance, which is a consequence of saturable 
ferromagnetic material of the transformer core, is defined as the magnetizing 
inductance of transformers. The capacitance of long transmission lines and the 
grounding resistance of circuit breakers are the main capacitances of a system. A 
voltage supply and low ohmic system losses are also mandatory for the occurrence of 
ferroresonance phenomenon [2–4]. 
Occurrence of ferroresonance is dependent on the abnormalities of the power system. 
Main causes are short circuits, capacitor switching, transformer switching, insulation 
faults, lightning, turn off the load off suddenly and switching out the transmission 
line [3, 5, 6].  
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Ferroresonance is an unpredictable phenomenon and its identification is also a 
difficult process. If a system faces: 
 high permanent over voltages, 
 high permanent over currents, 
 high permanent distortions of voltage and current waveforms, 
 displacement of the neutral point voltage, 
 transformer heating (in no-load operation), 
 continuous, excessively loud noise in transformers and reactances, 
 damage of electrical equipment (capacitor banks, VT, ...) due to thermal 
effect or insulation breakdown,  
 apparent untimely tripping of protection devices, 
it is possible to refer to ferroresonance but these conditions are not enough as they 
might be the conclusions of other abnormal situations like short circuit. There should 
also exist other qualifications of the system like:  
 simultaneous presence of capacitances with non-linear inductances, 
 existence of at least one point whose potential is not fixed in the system 
(isolated neutral, single fuse blowing, single phase switching....), 
 lightly loaded system components (unloaded power or instrument voltage 
transformers...) or low short-circuit power sources (generators). 
If one or more of the above are observed in the system, it is possible to identify the 
ferroresonance. [3] 
The results of ferroresonance are over voltages, over currents and harmonic 
frequency components [7–9].  Transient and steady state harmonic frequency 
components are dangerous for the equipment of power systems [10].  
There are four types of steady state behavior of a power system with ferroresonance.  
Fundamental Mode: In this mode of ferroresonance, the outcoming overcurrent or 
overvoltage waves contain harmonic frequency components which are periodic with 
the fundamental frequency (f0) of the system i.e. 2f0, 3f0... 
Sub-harmonic Mode: The outcoming waves are constituted of the fundamental 
frequency (f0). Harmonic frequency components with frequencies f0/n are seen where 
n is an integer. 
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Quasi-periodic Mode: The outcoming waves are not periodic with the fundamental 
frequency (f0). On the other hand, the resultant waves consist of frequencies nf1+mf2 
where n and m are integers and f1/f2 is an irrational real number.   
Chaotic Mode: The obtained waveforms are non-periodic and there is not a certain 
rule for the frequency components [3]. 
The system may involve one or more of these steady state behaviors. The steady state 
behaviour depends on the initial conditions of the system.  
The nonlinear inductance, which is represented by the transformer in power systems, 
is the main reason for occurrence of ferroresonance. Therefore, research mostly 
focuses on the transformer modeling and its effects on ferroresonance; the effects of 
the change in the slope of the hysteresis curve, the change of magnetizing resistance 
(Rfe), and the impact of the magnetic couplings in three phase transformers are 
investigated. Bifurcation diagrams and Poincare maps are utilized in order to 
understand the effects of these changes  [11–16]. Change of the supply voltage also 
affects the ferroresonance and the observed ferroresonance steady state mode [11, 13, 
17].  
Ordinary differential equations (ODE) are a common tool for modeling the behavior 
of ferroresonance circuit. The differential equation for the equivalent resistor, 
inductor and capacitor (RLC) circuit is sufficient to model the stable and non-stable 
modes of ferroresonance. The nonlinear inductance is traditionally modelled by a 
polynomial function [18, 19]. Harmonic balance method and Galerkin method are 
utilized for solving the ODEs. Harmonic balance method is suitable for periodic 
solutions and Galerkin method is suitable for boundary value problems [20–24].  
Nonlinear dynamics and especially bifurcation diagrams are commonly used for 
identifying ferroresonance. Bifurcation is brought into the literature of nonlinear 
dynamics by Henri Poincaré. It is used for identifying the change of a characteristic 
of the observed system by varying one or more parameters [25]. By solving the 
differential equations for varying parameters of the system, it could be possible to 
define the stable and unstable operating conditions of the system as well as the 
obtained ferroresonance modes [26]. In order to plot the bifurcation diagrams of the 
system, either the differential equations should be solved or the experimental data 
should be used. The bifurcation parameter can be any system parameter. As 
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nonlinear iron core is the main cause of ferroresonance, the relationship between the 
core and input voltage, i.e. source voltage, the capacitance value of the system and 
the change of the opening instance of circuit breakers are widely studied [7, 8, 27–
30]. Bifurcation studies are also strictly related with the impacts of change in initial 
conditions studies.  
Although, ferroresonance in power transformers was broadly studied, the studies 
related to the whole power system are very limited. These studies are usually case 
studies and they cannot give brief information about the nature of ferroresonance [31, 
32]. If the whole power system is modelled it would be possible to understand the 
effects of system parameters on ferroresonance.  The use of supervisory control and 
data acquisition (SCADA) systems for power systems is scaled up. As data collecting 
becomes easier, the researchers focused on signal processing techniques. Wavelet 
analysis is mostly used for identifying the ferroresonance. The main idea is to 
decompose the signal into its frequency components and extract the related features 
of ferroresonance. These studies focused on the sub harmonic frequency band and 
identified 2
nd
 and 3
rd
 sub – harmonics. Also neural networks are utilized for 
identifying the ferroresonance [10, 33–37]. On the other hand, identifying the 
ferroresonance is not adequate. Over voltages and frequency components can be 
consequences of other power system abnormalities like short circuit. For 
classification of ferroresonance, soft computing tools like fuzzy logic and neural 
networks are used [25, 36, 37]. Although the use of soft computing tools is proposed, 
it should be noted that, for big power systems development of more reliable 
techniques is a necessity. S –Transform, which is a generalized short time Fourier 
transform with continuous wavelet  transform, and a new machine learning system 
called support vector machine (SVM) are also proposed. As SVM depends on the 
statistical variations of the signal, it is a more robust technique for classifying 
ferroresonance [8, 27]. 
The main motivation of this thesis is to clearly identify the harmonic frequency 
components that ferroresonance generate and identify the nonlinear dynamics related 
with the phenomenon. Previously, continuous wavelet transform (CWT) was utilized 
in order to classify the happening of ferroresonance [10, 38]. But CWT was not 
successful to clearly point out the exact frequency components as desired. 
Ferroresonance data are usually non stationary, i.e. multi frequency components are 
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involved, so wavelet transform is a suitable tool for processing. Provided that the 
signal is limited into certain frequency bands, the precise frequency components can 
be calculated. Short time Fourier transform (STFT) and multi resolution wavelet 
transform (MRWA) are used for identifying the harmonic frequency components of 
the system. These harmonics can be used to define the nonlinear behavior of the 
system. Sub – harmonics and quasi periodic harmonics are associated with the 
nonlinear behaviors of the electrical system.  
This thesis is divided into eight chapters including the introduction.  In Chapter 2, the 
ferroresonance phenomenon is explained in an analytical approach. The difference 
between resonance and ferroresonance is defined. Moreover the steady state behavior 
of ferroresonance is investigated. Analytical approach to ferroresonance is deeply 
identified via mathematical equations. The methods for preventing and mitigating 
ferroresonance are also described.   
In Chapter 3, the mathematical methods used within the thesis are explained. Short 
time Fourier transform, multi resolution wavelet transform, Lyapunov exponents are 
explained in mathematical manners. 
In Chapter 4, the power system used for the ferroresonance studies is explained. The 
system parameters are given. The SIMULINK model and the equivalent circuits for 
the generator,the transformer and the power line are described in details.  
In Chapter 5, the simulation steps are described. STFT and MRWA are applied to the 
voltage data collected from the simulation and related outcomes are achieved from 
frequency – time domain. The steady state of the ferroresonance is investigated.  
In Chapter 6, a Lyapunov exponent estimation method is applied for ferroresonance 
data. The attractor is reconstructed and the largest Lyapunov exponent is estimated. 
Also recurrence plots are generated and related comments are given. 
In Chapter 7, the differential equation for a RLC circuit is derived.  First, a linear 
RLC circuit is considered for the pre – ferroresonance region and phase portraits are 
constructed. Then a sigmoidal function is added to the differential equation in order 
to simulate the nonlinear inductance. In this case, the phase portraits are constructed 
for three different situations which are; fundamental, sub harmonic and quasi 
periodic ferroresonance. 
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In the discussions and conclusions chapter, the outcomes are summarized. Signal 
processing methods and their importance on power system modeling are reviewed. 
Advantages and disadvantages of the proposed method about nonlinearities are 
presented. The future works are also discussed in this chapter.  
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2.  THEORETICAL BACKGROUND OF FERRORESONANCE 
PHENOMENON IN THE LITERATURE 
The ferroresonance phenomenon has been studied for over a hundred years. The first 
studies were done by Joseph Bethenod in 1907 about the resonance in transformers. 
On the other hand, the word “ferroresonance” first appears in the literature in 1920 
by Paul Boucherot. Boucherot analyzed the phenomenon through a circuit which is 
built up with a resistor, a nonlinear inductor and a capacitor. Two stable fundamental 
frequency operating points were observed through the series circuit [39, 40]. 
Ferroresonance became a serious problem in 1930s, when series capacitors were 
utilized in order to improve the voltage regulations distribution systems [39, 41]. 
The first graphical approach for ferroresonance was explained by Rudenberg in 
1940s. [39, 42]. Rudenberg explained the jump characteristic of ferroresonance by 
analyzing the operating point of the circuit regarding to the change of capacitor 
charging current.  The main foible of this approach is that it only takes cognizance of 
the fundamental ferroresonance and neglects the harmonic components.  
Studies were carried out regarding the transformer modeling and ferroresonance as a 
system later based on Hayashi’s studies [39].  
Although ferroresonance is still a resonance circuit, its behavior is different from the 
basic resonant circuit. In physical means, a periodically driven system oscillates with 
a certain frequency. If the frequency of this oscillation is equal to the natural 
frequency of the system, the amplitude of the oscillations tend to get larger. As a 
result, after excessing a certain amplitude, the system cannot preserve the healthy 
situation and it collapses. Electrical resonance is formed if the inductive and 
capacitive reactances of a circuit are equal to each other. Resonance circuits can be 
either series or parallel. In Figure 2.1 simple resonance circuits are shown. The 
calculation of the resonance frequency is given in Equations 2.1 and 2.2.  
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Figure 2.1 : Resonance circuits a) Series. b) Parallel. 
𝜔𝐿 =
1
𝜔𝐶
                                                              (2.1) 
𝑓𝑠 =
1
2𝜋√𝐿𝐶
                                                           (2.2) 
Where fs stands for the fundamental frequency of resonance circuit [43 - 44]. In 
Figure 2.2 the flux – current (φ-I) characteristic of a linear inductance and the 
frequency response of a RLC circuit are shown [17].  
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(a) 
 
(b) 
Figure 2.2 : a) The φ-I characteristic of a linear inductance. b) Frequency response 
of a RLC circuit. 
On the other hand, as it was previously stated, ferroresonance circuits, i.e. nonlinear 
resonance, circuits consist of a nonlinear inductance. The phenomenon can not only 
be defined with a single frequency, but also with the magnetic flux of the iron core, 
i.e. the transformer. [41]. In Figure 2.3 the φ-I characteristic of a nonlinear 
inductance is given. It is clear that the characteristic is similar to the hysteresis curve 
of a transformer. For the linear part of the characteristic, the system will not face any 
problems but the transformers operate mostly at the knee point. With any 
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disturbance, the transformers may drift to the saturation region and ferroresonance 
may occur under these circumstances.  
 
Figure 2.3 : The φ-I characteristic of a nonlinear inductance. 
Ferroresonance circuits are divided into two types; 
 Series or parallel circuits 
 Mono phase or three phase circuits [2] .  
An RLC equivalent circuit of the system is sufficient in order to model the 
ferroresonance. In Figure 2.4 an equivalent circuit for ferroresonance is given. It is 
clear that, the inductance is modelled as a nonlinear inductance.   
 
Figure 2.4 : An equivalent RLC cirucit for ferroresonance. 
Mathematical modeling of the circuit is based on several physical parameters and a 
nonlinear differential equation is utilized. The relationship is given in Equation 2.3.  
𝑑𝑥
𝑑𝑡
= 𝐹 (𝑥, 𝑡, 𝛽)                                                            (2.3) 
where x stands for state variables like current and β stands for the physical 
parameters like the length of the transmission lines, impedance values [6].  
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There are two main characteristics of ferroresonance which are; 
 Sensitivity to system parameters, 
 Sensitivity to initial conditions [3, 45, 46],  
The latest research focuses on the effects of these characteristics on the system. In 
order to analyze the system’s sensitivity to the change of parameters, the researchers 
defined the most important parameters that are influencing ferroresonance. The 
parameters affecting ferroresonance are; 
 Supply voltage 
 System capacitance 
 Either primer or magnetizing resistances of the transformer 
 Hysteresis curve 
 Circuit breakers opening instant or their grading capacitances. 
The most important system parameter is the hysteresis curve of the transformer 
because it identifies the nonlinear core itself. The hysteresis curve of a nonlinear core 
is best described by the Preisach Theory, which states that all ferromagnetic 
materials are made up small dipoles [11]. The change in the hysteresis curves affects 
the hysteresis and iron core losses of the transformer. The losses are proportional to 
the area of the closed loop. As the curve gets wider, the losses will get higher, thus 
the possibility of the occurrence of ferroresonance will be reduced [12]. Changing 
the slope of the hysteresis curve slightly, effects the time domain waveforms ,i.e. φ-
dφ phase planes, dramatically [13]. On the other hand, while having the same amount 
of losses with different hysteresis curves for a nonlinear inductance, the observed 
ferroresonant modes are different from each other [14]. Also, the magnitude of the 
magnetizing resistance (Rfe) of the transformer affects the occurrence of 
ferroresonance. Lower magnitude of the resistance leads to lower losses and prevents 
ferroresonance [15].    
Change of the supply voltage is an other important system parameter. Changing the 
amplitude of supply voltage affects the transformer and leads it into the saturation 
region. Depending on the amplitude of supply voltage, it is possible to see 
bifurcations. The system may face different types of ferroresonance [17]. Depending 
on the percentage of the change, the system may shift from a stable mode to an 
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unstable mode [13]. Lower levels of the supply voltage than the nominal voltage 
cause sub harmonic oscillations [11]. 
While explaining the sensitivity to system parameters, it is a good opportunity to 
explain the jump resonance too. In Figure 2.5 the graph stands for the inductance 
voltage (VL) vs. the amplitude of source voltage (E) [3]. It is obvious that the system 
has only one stable point for E=E1. For E=E2 the system has two stable and one 
unstable points. For E=E’2, the system suddenly jumps from one stable point to 
another. This is called jump resonance. M2 and M1 are bifurcation points of this 
system. Investigations around these points may lead the researchers to understand the 
steady state behaviour of ferroresonance.  
 
Figure 2.5 : The VL – E characteristic of a basic ferroresonance circuit. 
The opening instants of circuit breakers for the identical values of flux of transformer 
do not affect the occurrence of ferroresonance or its modes but affect the phase plane 
trajectories. It is clear that the initial conditions should be chosen correctly [13]. On 
the other hand, if the opening instant of the circuit breaker affects the transformer 
flux, it is obvious that the occurrence of ferroresonance and its stable modes will be 
influenced [47]. 
Sensitivity to initial conditions is a crucial characteristic for all nonlinear systems. 
Ferroresonance is not an exemption. The same system can behave different for 
different initial conditions. For ferroresonance research, the studies mostly focused 
on the changes of supply voltage (E) and transformer flux (φ) [45, 48, 49]. The 
research related to the transformer losses pointed out that, in a power system 
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modeling transformer losses should not be neglected. Neglecting or assuming the 
losses very low, causes misinformation regarding to the steady state of 
ferroresonance. If a transformer is modelled with the real loss parameters, it faces a 
chaotic ferroresonant mode whereas neglecting the losses of the same transformer 
leads the researcher into facing fundamental and quasi-periodic modes [18, 50]. 
Related research concluded that, the change of initial conditions had a great impact 
on the steady state modes of the ferroresonance. In Figure 2.6 a representational 
graph for different initial conditions of the same system is given. The same system 
starting with different initial conditions ends up with different steady states [3]. 
 
Figure 2.6 : A representational graph for different intial conditions. 
2.1  Analytical Approach to Ferroresonance 
It was previously stated that the equivalent circuit for ferroresonance is either a series 
or a parallel RLC circuit. A RLC circuit can easily be modeled with differential 
equations. But it should be noted that, for ferroresonance modeling, the effect of the 
nonlinear core should not be omitted. The flux – current characteristic of the 
transformer is defined in Equation 2.4. α and β are the coefficients related with the 
hysteresis curve of the transformer, where α stands for the linear region and β  stands 
for the nonlinear region. For modern transformers, n is chosen as high as possible but 
research shows that, a value between 3 - 7 is sufficient to model the transformer. Φ is 
the flux of the transformer [18].  
𝑖𝑚= 𝛼𝜙 +  𝛽𝜙
𝑛                                                           (2.4) 
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The basic differential equation for the nonlinear circuit is given in Equation 2.5 [18 - 
19]. 
𝑑2 𝜙
𝑑𝑡2
+
1
𝑅𝐶
𝑑𝜙
𝑑𝑡
+  
1
𝐶
(𝛼𝜙 +  𝛽𝜙𝑛) = 𝜔𝐸𝑐𝑜𝑠(𝜔𝑡)                       (2.5) 
Here, 
Φ stands for the flux of the circuit, ω stands for the angular frequency and E stands 
for the supply voltage.  
A first order solution for Equation 2.5 is given in Equation 2.6. 
Φ(t) = acos(ωt) + bsin(ωt)                                                          (2.6) 
This solution is used for the harmonic balance method, which is a very popular 
method for solving nonlinear differential equations. This method states that, every 
state variable of the system is modelled by Fourier series. The coefficients of the 
Fourier series should be tuned carefully by using a proper optimization algorithm for 
achieving the least error. The main difficulty for this method is that the number of 
coefficients that should be tuned is very extensive so a method for eliminating the 
coefficients for very large systems should be addressed [20]. Galerkin method is also 
very useful for solving boundary value problems. Harmonic balance method solves 
the steady state response of the system and finds the periodic solutions whereas 
Galerkin method solves boundary value problems. The main approximations are 
similar, assuming Fourier series as a solution of the system [21 – 24]. 
Early research for analytical approach of ferroresonance focused on solving the 
nonlinear differential equation of the system for different system parameters. The 
jump characteristic of the ferroresonance was explained by the change of the 
parameters [51–53]. Main problem with these early studies was that, they were only 
considering the fundamental ferroresonance. The other harmonic components were 
neglected.  
Newer research for analytical solution of ferroresonance proposes different 
approximations for faster and more reliable calculations. For an easier calculation, a 
method to replace the nonlinear ODE with linear constant coefficient ODE is 
proposed [19]. According to this method, the nonlinear inductance is modelled in 
two regions, i.e. saturated and unsaturated regions. The flux linkage equation for 
nonlinear inductance is modelled. The nonlinear ODE is then rewritten with that 
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equation and it is stated that, by changing the L value, the transient behaviour of 
ferroresonance is achieved. This research also sought for the relationship between the 
open phase angle of circuit breaker and the saturation of the iron core. It concluded 
that they are strictly related. Also the natural response of the differential equation is 
more related with ferroresonance than the forced response. By using the two segment 
magnetizing characteristic of the nonlinear iron core, a new V-I characteristic for the 
nonlinear core is analytically calculated. Although this method only takes the 
fundamental ferroresonance into account, the obtained V–I characteristic can be 
manipulated with varying frequency values for ferroresonance [54, 55].  
2.2 Preventing and Mitigation of Ferroresonance 
Although the conditions affecting the occurrence of ferroresonance are determined 
widely, it is still a highly unpredictable phenomenon.  There are important points that 
the operators should take care of for preventing the sparking ferroresonance. These 
are: 
 Avoiding single-pole switching in three phase systems.  
 Avoiding open circuit or low load operations of transformers. 
 Proper design of switching operations [3, 28]. 
In order to prevent ferroresonance, the design of the system is also critical. In the 
system design stage, the circuit parameters should be chosen carefully. One of the 
most fatal components of ferroresonance is the transformer connection type.  The 
connections with ungrounded primary windings of the transformer are more inclined 
to ferroresonance than the others. In Table 2.1. these connections are shown [29]. On 
the other hand, it should be noted that not only the transformer connections can force 
the occurrence of ferroresonance. If the system parameters are not chosen in the area 
of risk, ferroresonance does not occur [3, 29].  
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Table 2.1 : The transformer connection types which lead to ferroresonance. 
Iφ   
Switch
Open Wire or 
Cable Circuit
Transformer Bank
 
 
The other factors affecting ferroresonance are; 
 The existence of phase to phase or phase to ground capacitances between the 
single-pole switches and transformer, 
 An efficient grounding of the generator side [29].  
Carefully selecting the transformer connection types and their grounding will be very 
effective in preventing ferroresonance.  
The second critical design point is the selection of transmission lines. As it was 
previously stated, long lines are the main supply of the system capacitance. If there 
exists a suitable condition, these lines may interact with the nonlinear inductance and 
cause ferroresonance [7].  
The consequences of ferroresonance might be destructive, so mitigating 
ferroresonance is a crucial problem. The most common ways suggested for 
suppressing the ferroresonance are adding a series resistor or a saturable reactor to 
the secondary windings or adding an air-core reactor parallel to the primer windings 
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of the transformer [3, 30]. The use of damping resistance is the most basic way. The 
value of the damping resistance is given in Equation 2.7 [30]. 
𝑅 = 𝐾√
𝐿
𝐶
                                                                      (2.7) 
The value of K determines whether the system is critically (K=1/2), under (K<1/2) or 
over (K>1/2) damped [30]. According to system parameters, the most suitable value 
for damping resistance can be calculated. The same paper also concludes that, in 
order to add a resistance in series to the circuit, adding a group of resistances in 
parallel and disconnecting them step by step is a more efficient way for damping the 
ferroresonance.  
On the other side, the damping resistance might cause some thermal problems during 
other faults like single phase-earth faults [56]. Adding a saturable core reactor to the 
secondary windings is a way to both damp ferroresonance and prevent thermal 
damage. The reactor adds more loads in case of the occurrence  of over voltages [57, 
58]. Under normal operating conditions, the current through this reactor is 
imperceptible. Also the effects of the core to the transients are very less. This 
approach was used for the USA Amtrak train company [59]. It is a very convenient 
way for high voltage power transformers. In order to settle a decent damping load, a 
control unit is also vital. The unit might be designed by microprocessors and power 
electronics switching elements in order to tune the corrects damping load [56, 60]. 
A very basic but efficient ferroresonance suppression device is a filter bank. As 
ferroresonance is related to the harmonics, a filter around the fundamental frequency 
of the system can be designed in order to damp the ferroresonance. In Figure 2.7 
various filter types are shown. The filter blocks the fundamental frequency and 
passes other frequency components to the damping load [57]. However, this method 
is mostly used in coupling capacitor voltage transformers (CCVT), which are used 
for monitoring, measurement and protection [61].   
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Figure 2.7 : Various filter types for ferroresonance damping. 
Power electronics devices have gained importance in control circuits, thus they are 
also important for ferroresonance suppression devices.  Surge arresters are the main 
devices used against over voltages and sparks in power systems [62]. Metal oxide 
varistors (MOV) are used in power systems against over voltages. In Figure 2.8 the 
equivalent circuit of a MOV is given where L is the inductance of conducting leads 
and C is the total capacitance of the MOV [62]. An appropriate modeling of the 
MOV is added to the dynamical model of the power system and simulations 
conclude that a MOV can damp the chaotic over voltages caused by ferroresonance. 
Although MOVs are reliable and have stable characteristics the main concern is that 
the amount of power that MOVs can deplete is very limited [57, 62, 63]. 
 
Figure 2.8 : The equivalent circuit of a MOV. 
In a different study, a method is proposed for controlling the power on the damping 
resistor by power electronics circuits [58]. By using thyristors, a chopper circuit is 
built. For triggering the thyristors, a 1.4 p.u. of over voltage is chosen. The 
simulations demonstrate that, the chopper circuit is more efficient than a fundamental 
frequency blocking filter and saturable reactor.   
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3.  MATHEMATICAL METHODS  
This chapter is devoted to the mathematical methods related to the data processing 
and analytical approach to the ferroresonance phenomenon. Short time Fourier 
transform, multi resolution wavelet transform and Lyapunov exponent calculation 
will be explained in mathematical manners.  
3.1 Short Time Fourier Transform  
Fourier transform is widely used for extracting the frequency components of a signal. 
Fourier transform is suitable for signals that are periodic with an infinite duration. On 
the other hand, Fourier transform cannot give information about the time – frequency 
components. For overcoming this problem, in 1946 Gabor introduced windowed 
Fourier transform also known as short time Fourier transform.  In Equation 3.1, 
STFT is given in integral form for continuous signals.  
𝑆𝑇𝐹𝑇𝑓(𝜔, 𝜏) = ∫ 𝑔(𝑡 − 𝜏)𝑓(𝑡)𝑒
−𝑗𝜔𝑡𝑑𝑡
∞
−∞
                                 (3.1) 
Here; 
g(t-τ) stands for the window function which is chosen by the user, t is time and w is 
the frequency. Gaussian, Hamming, and Hanning are popular rectangular window 
functions. STFT transforms one variable function to two - variable function which 
are time and frequency. The disadvantage of STFT is either a good time resolution or 
frequency resolution can be achieved. This is the result of constant window size. In 
Figure 3.1 the illustration regarding to the resolution is given [64 – 67]. 
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Frequency
Time
Frequency
Time  
Figure 3.1 : Comparison of the STFT resolution. 
Spectogram is the squared magnitude of STFT and gives the energy distribution of 
the transform. It is given in Equation 3.2.  
S(w,τ)=|STFT(w,τ)|2                                                                               (3.2) 
3.2 Multi Resolution Wavelet Analysis 
Wavelet transform is basically used for identifying the localized feature in time – 
frequency domain.  Although STFT is also a two variable transform, the size of the 
window function is fixed. On the other hand, if it was possible to change the window 
size, it would be possible to better identify time of frequency information. Wavelets 
are first introduced by Haar in the early 1900s as an alternative to the Fourier 
transform. Until 1980s, there was not a significant progress in wavelet transform but 
in 1980s, Morlet’s research related to continuous wavelet transform brought an 
acceleration to the study field.  Since then, many researchers like Meyer, 
Daubechies, Mallat and Akansu studied wavelet transform [33, 68 – 70].  
Wavelet transform enables the change of the window size. Long time periods for low 
frequency information and short  time periods for high frequency information can be 
used [71]. In Figure 3.2  the time – frequency resolution of the wavelet transform is 
given. 
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time
frequency
 
Figure 3.2 : Time –frequency resolution of wavelet transform. 
In Equation 3.3 continuous wavelet transform is given. 
𝑊𝑠(𝑎, 𝑏) =
1
√𝑎
∫ 𝑠(𝑡)ℎ ∗ (
𝑡−𝑏
𝑎
) 𝑑𝑡
∞
−∞
                                         (3.3) 
Where,  
h(t) is the mother wavelet. Daughter wavelets are derived from the mother wavelet. 
Daughter wavelets are given in Equation 3.4.  
ℎ𝑎𝑏(𝑡) =
1
√𝑎
ℎ(
𝑡−𝑏
𝑎
)                                                             (3.4) 
where,  
a is the scale parameter, 
b is the translation parameter.  
Translation parameter is used to change the center of a localized wavelet function. 
As the scale parameter a changes, the daughter wavelets will change too. 1
√𝑎
⁄  is a 
normalizing coefficient which is used to have a constant energy of the signal [72].  
Continous wavelet transform generates many redundant data. For overcoming this 
problem, Ingrid Daubechies created discrete wavelets. In Equation 3.5 the wavelet 
function with discrete parameters is given.  
ℎ𝑗𝑘(𝑡) =
1
√𝑎0
𝑗
ℎ (
𝑡 − 𝑘𝑏0𝑎0
𝑗
𝑎0
𝑗
)                                                           (3.5) 
Where; 
a = 𝑎0
𝑗; 𝑎0 = 2; 
b = 𝑏0𝑎0
𝑗;  𝑏0 = 1 
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j and k are integers [73, 74].   
Discrete wavelets are used for Multi Resolution Wavelet Transform (MRWA) which 
is a discrete transform. The main idea for MRWA is splitting the signal into low 
frequency and high frequency bands. Basically, low pass and high pass filters are 
used.   
Vector spaces are the basic structures of MRWA. All vector spaces with lower 
resolution are spanned by a higher resolution vector space.  The basis of each vector 
space is the scale function for wavelet. The properties of MRWA are [65, 74]; 
 an(t) = a (t-n) forms an orthonormal basis for V0 
 Vm = DmV0 
 Vm+1 ⊂ Vm 
In Figure 3.3 the representation of MRWA is given. 
HF
LF
2
2
HF 2
LF 2
HF 2
LF 2
d1
d2
dn
an
S
n -level
 
Figure 3.3 : Decomposition diagram for an n level MRWA. 
In MRWA, High frequency components are named as details (dn) and low frequency 
components are named as approximations (an). In every decomposition level, the 
signal is down sampled by 2. 
3.3 Lyapunov Exponent Calculation 
Signal processing and spectral analysis methods allow for defining the harmonic 
frequency components that ferroresonance cause but nonlinear dynamics related to 
chaos are not determined briefly. The most useful tool for determining chaos is 
calculating the Lyapunov exponents of the system. Lyapunov exponents are offered 
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by Russian mathematician Alexandr Lyapunov in 1892 in his PhD  thesis. This is the 
first proper definition of stability which is based on the linearization of the equations 
of the motion [75]. The Lyapunov exponents are useful for defining the evolution of 
the motion and understanding the stability of the system, whether it is a fixed point, 
periodic motion, quasi-periodic motion or chaotic motion [76].  
The basic idea of Lyapunov exponents is to understand if two very near points on an 
attractor are converging to each other or diverging from each other through time. 
Let’s consider two points in a space, x0  and x0 + u0, each of which will generate an 
orbit in that space using some equation or system of equations. In Figure 3.4, the 
separation of these points are given.  
x0
x0 + u0
u0
x=f t (x0)
ut
f t (x0 + u0)
 
Figure 3.4 : Seperation of nearby points by time. 
By calculating the divergence of the orbits, one can define the Lyapunov exponents. 
A positive exponent stands for the divergence of the orbits which is an indicator for 
chaotic motion where a negative exponent stands for a periodic motion. If the 
exponent is calculated as zero, it stands for quasi-periodic motion.  If the differential 
equations of the system are known, the Lyapunov exponents can be calculated 
analytically.  
An n-dimensional autonomous system is given in Equation 3.6. 
𝑥′ = 𝐹(𝑥; 𝑀)                                                                   (3.6) 
Where; 
24 
x: n state variables, 
F: Nonlinear evolution of the system, 
M: Control parameters 
Perturbing the system X(t) by an infinitesimal y(t) and linearizing the system, the 
perturbation is derived by; 
𝑑𝑦(𝑡)
𝑑𝑡
= 𝐴𝑦(𝑡)                                                                          (3.7) 
Here, A is an n x n Jacobian matrix. Considering an initial deviation of y(0), the 
solution of the system after t times is achieved by; 
y(t)=ϕ(t)y(0)                                                                 (3.8) 
Where ϕ(t) is the fundamental matrix solution of the system x(t).  
Lyapunov exponents are actually the generalization of eigenvalues of the system. If 
the system is linearized at a very specific point and the eigenvalues are calculated, 
these are called local Lyapunov exponents. But in order to talk about the dynamic 
behaviors of the system, these exponents should be calculated not only at specific 
points but also for all other points of the system. These are called global Lyapunov 
exponents. It is clear that, what we are actually looking for is the rate of convergence 
or divergence of the trajectories. This separation is assumed to be exponential. The 
calculation of the Lyapunov exponent is given in Equation 3.9. 
𝜆?̅? = lim
𝑡→∞
1
𝑡
ln
||𝑦(𝑡)||
||𝑦(0)||
                                                                     (3.9) 
Where || || is the vector norm and λi is the i
th  
Lyapunov exponent. Since the state is n 
dimensional, it is clear that the number of Lyapunov exponents will be equal to n. If 
the exponents are arranged from greatest to smallest, this is called the Lyapunov 
spectrum, which is given in Equation 3.10. 
𝜆1̅̅̅ ≥ 𝜆2̅̅ ̅ ≥ ⋯ ≥ 𝜆𝑛̅̅ ̅                                                     (3.10) 
It is not very easy to calculate n Lyapunov exponents with this method, because 
choosing an initial deviation yi(0) at random and performing a numerical integration 
of Equation 3.8 for very large values of t causes overflow errors. That would lead to 
the calculated yi(t) to align exponentially in the expanding direction. For overcoming 
this problem, the Gram – Schmidt procedure is proposed. The procedure starts with 
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choosing m orthonormal initial vectors yi such that y1=(1, 0, 0, ….), y2=(0, 1, 0, 0…) 
and so on, integrating Equations 3.8 and 3. 9 with these initial conditions for an finite 
time T and finally obtain a new set of vectors y1(T), y2(T), …, ym(T). These new sets 
of vectors are orthonormalized using the Gram-Schmidt procedure; 
?̂?1 =
𝑦1(𝑇)
||𝑦1(𝑇)||
                                                                  (3.11) 
?̂?2 =
𝑦2(𝑇) − [𝑦2(𝑇)?̂?1]?̂?1
||𝑦2(𝑇) − [𝑦2(𝑇)?̂?1]?̂?1||
                                                (3.12) 
?̂?𝑚 =
𝑦𝑚(𝑇) − ∑ [𝑦𝑚(𝑇)?̂?𝑖]?̂?𝑖
𝑚−1
𝑖=1
||𝑦𝑚(𝑇) − ∑ [𝑦𝑚(𝑇)?̂?𝑖]?̂?𝑖
𝑚−1
𝑖=1 ||
                                          (3.13) 
where (𝑥 𝑦) is the scalar product of vectors. Using these vectors as the new initial 
vectors for integrating the system and carrying out the procedure for a sufficient 
time, (Tf), the Lyapunov exponents are achieved. The norm in the denominator is 
named as Njk where k is the k
th
 time step and j is the j
th
 vector. The Lyapunov 
exponents, 𝜆𝑖 are given in Equation 3.14. 
𝜆𝑖 =  
1
𝑟𝑇𝑓
∑ 𝑙𝑛
𝑟
𝑘=1
𝑁𝑖
𝑘                                                               (3.14) 
where r is the number of orthonormalizations and Tf is the finite time [77, 78].
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4.  POWER SYSTEM MODELING 
This chapter is related to the power system modeling and equivalent equations of the 
circuits. For this study, West Anatolian Power System of Turkey is examined and 
modelled by using the official data of TEIAŞ, TEÜAŞ and TEDAŞ [38]. For 
ferroresonance studies, a sub-network is chosen from West Anatolian Power System. 
The sub-network is “Seyitömer-Işıklar line”, which consists of a thermal power 
plant, a transformer, a 284 km power line and a load. 
4.1 Simulink Model 
As been previously defined, ferroresonance is an unpredictable phenomenon.  It is 
usually not possible to collect ferroresonance data from a live power system. On the 
other hand, modeling the system with its real data is a powerful tool. For this study, a 
MATLAB-Simulink Model is built. In Figure 4.1 the Simulink model is given. 
 
Figure 4.1 : The Simulink model for the Seyitömer-Işıklar line. 
In this simulation, the blue block stands for Seyitömer power plant. The red block 
stands for the the step up transformer. The yellow block is the transmission line 
between Seyitömer and Işıklar and the pink block stands for Işıklar load. The 
detailed parameters related to the components are given in Table 4.1. The other 
blocks are used for data collecting and measurements.  
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Table 4.1 : System parameters. 
Equipment Parameters 
Generators 180 MVA 15.75 kV Rs=2.8544 10
-3
 Ω Ls=5.934 10-3 H 
Transformer 362 MVA 15.75/380 kV 
R11=0.0013705 Ω  
L11=0 H 
R12’=2.3934 Ω 
L12’=0.4571 H 
Rfe=342.63 Ω 
Lfe=1.0906 H 
Line R1=0.0344 Ω/km 
R0=0.292 Ω/km 
Length=284.341km 
Load 361 MWA 6 MVAr 
In order to simulate ferroresonance, a 4 second simulation is run. During this 
simulation, circuit breakers are switched off at the 2
nd
 sec and for simulating the 
sudden drops of loads. The data collected will be analyzed in Chapter 5. 
4.2 Equivalent Circuit of the Power System 
The Simulink model is used for simulating ferroresonance and collecting data but 
this model is not enough for dealing with nonlinear dynamics of ferroresonance. In 
order to calculate the nonlinear dynamics of ferroresonance, using an analytical 
approach is a necessity, which brings using a mathematical method as an obligation. 
For building up this mathematical method, the power system should be modelled by 
its equivalent circuit.  
The equivalent circuit for the whole power system is given in Figure 4.2.  
Here; 
Eg is electromotive force of the generator, 
Lg is the inductance of the generator, 
Rg is the resistance of the generator, 
R11 is the primary winding resistance of the transformer, 
L11 is the primary winding inductance of the transformer, 
R12’ is the secondary winding resistance of the transformer 
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L12’ is the secondary winding inductance of the transformer, 
rfe is the equivalent core loss resistance, 
xfe is the magnetising reactance. 
 
Figure 4.2 : The equivalent circuit of the whole power system. 
4.2.1 Equivalent circuit for the transformer 
Transformer modeling is the most important point of ferroresonance phenomena as 
the nonlinear iron core is the main cause of occurrence of the ferroresonance. It was 
stated in Chapter 1 that, the losses should not be neglected for a proper modeling. 
Using the Tee-equivalent circuit of the transformer allows for modeling the 
transformer with its losses and this model is the most accurate equivalent circuit. The 
series resistance stands for copper losses. Iron losses are divided into two as Eddy 
currents and hysteresis losses and they are simulated by Rfe [79]. Although, magnetic 
coupling between the phases of transformer should be considered, it was previously 
stated that for one phase transformers, coupling can be neglected.  In spite of the fact 
that, the transformer is 3 phase, the coupling is neglected because the simulations and 
calculations for nonlinear dynamics are performed for one-phase [12, 80]. In Figure 
4.2, Part 2 is the Tee-equivalent circuit of the transformer.  
4.2.2 Equivalent circuit for the power line  
Transmission lines are modelled according to their length. As the length of the 
transmission line increases, the model should involve all the parameters that affect 
the performance of the line. Line capacitances can be neglected for short 
transmission lines, which are shorter than 80 km. On the other hand, as the length of 
the transmission lines increase, the effect of line conductance is added. For medium 
Part 1 Part 2 Part 3 
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length, i.e. length is between 80 km and 250 km, a π equivalent transmission line 
model is used. If the transmission line is long, i.e. longer than 250 km, the lumped 
parameter π circuit is not sufficient for modeling and the distributed parameter π 
circuit is used. The equivalent circuit is given in Figure 4.3 [1, 81].  
The series impedance per length is given by Equation 4.1 and shunt capacitance is 
given by Equation 4.2  
z = r + jwl                                                               (4.1) 
y = g + jwc                                                              (4.2) 
l
Δx x
+
-
VR
V(x+Δx) yΔx yΔx V(x)
+
-
IR
VS
IS I(x+Δx) zΔx I(x)
 
Figure 4.3 : The distributed parameter π - equivalent circuit model for long lines. 
In Figure 4.4 the equivalent π circuit for long line model is given. 
-
VR
+
-
IR
VS
IS
Z’
+
Y’/2Y’/2
 
Figure 4.4 :  The equivalent π circuit for long line model. 
Parameters of the equivalent π – line are given in Equations 4.3 and 4.4 respectively.  
𝑍′ = 𝑍 
sinh (𝛾𝑙)
𝛾𝑙
                                                               (4.3.) 
𝑌′
2
=  
𝑌
2
 
𝑡𝑎𝑛ℎ (
𝛾𝑙
2 )
𝛾𝑙
2
                                                            (4.4) 
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Where; 
γ = √𝑧 𝑦  : propagation constant 
l : length of the power line 
4.2.3 The equivalent circuit for generators 
A simple equivalent model consisting of a sinusoidal voltage source, a resistance and 
an inductance is used. Since a sinusoidal voltage source is sufficient for occurrence 
of ferroresonance, more complicated two axis generator models are not utilized. In 
Figure 4.2 part 1 stands for the equivalent circuit of generators.   
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5.  DATA PROCESSING AND SPECTRAL METHODS 
Ferroresonance is an irregular process and thus it is usually difficult to identify. In 
order to force the power system to operate under ferroresonance conditions, the 
circuit breakers are opened at 2
nd
 second. A total of 4 seconds. of simulation is run 
and the voltage and current variations for the three phases are collected. In Figure 5.1 
the voltage variations are given. As the three phases are identical, for further 
calculations the voltage variations for phase R are used. The detailed voltage 
variation for phase R is given in Figure 5.2. 
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Figure 5.1 : The voltage variations for R-S-T phases. 
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Figure 5.2 : The voltage variation for phase R. 
The effect of the ferroresonance can be observed after the 2nd second. 
5.1 Spectral Data Analysis 
The ferroresonance data considered in Figure 5.1 and Figure 5.2 are nonstationary 
thus the total data are split into two parts, namely pre-ferroresonance and post-
ferroresonance. By this way, two stationary data sets are achieved. The short tTime 
Fourier transform (STFT) of the total signal for phase R is given in Figure 5.3.  
The fundamental frequency of the system, which is 50 Hz, is observed through out 
the whole signal duration. On the other hand, it is also clear that there are high 
frequency components with huge amplitudes lying in the post - ferroresonance 
region. It is an indication that ferroresonance generates high frequency components. 
In power system harmonic studies, the frequency components higher than the 10
th
 
harmonic are usually omitted. For frequency components above approximately 500 
Hz, the amplitudes tend to be smaller. Thus 500 Hz is chosen as a threshold value for 
further investigations. 
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Figure 5.3 : The STFT for voltage variations of phase R. 
Although STFT gives a general opinion about the occurrence of high frequency 
components, the values of exact frequencies and which steady state mode is caused 
by ferroresonance are still not clear. In order to overcome this problem, multi 
resolution wavelet analysis (MRWA) is applied. The first concern about MRWA is 
to decide the number of decompositions for the signal. The signal should be 
decomposed properly without gaps or overlapping, so that the process is always 
reversible. A decision criterion is settled according to Equation 5.1. 
N=𝑙𝑜𝑔2(𝐹𝑠 𝐹𝑤)                                                                  ⁄  (5.1) 
Where; 
N= Level of decomposition (sub-bands) 
Fs=Sampling frequency 
Fw=Desired frequency to be observed 
The sampling frequency is 12500 and the desired frequency is 500 Hz.  N = 4.64. N 
can be rounded up or down. For this study, N is chosen as 4. By 4 level of 
decomposition, 0 - 390 Hz frequency band stands for the 4th approximation. In Table 
5.1, frequency ranges of the related sub–bands are given. 
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Table 5.1 : Frequency intervals of related sub–bands.  
Sub – bands   Frequency ranges (Hz) 
d1 3125 – 6250 
d2 1562 – 3125 
d3 781 – 1562 
d4 390 – 781 
a4 0 - 390 
The second concern is choosing the right mother wavelet. As a rule of thumb, the 
shape of the mother wavelet should be similar to the shape of the original signal to be 
decomposed. In our case, Daubechies mother wavelet family is suitable with their 
orthonormal characterization.  
After deciding on the level of decomposition and choosing the proper mother 
wavelet, the MRWA is applied and signal is decomposed. In Figure 5.4 the 4
th
 
approximation for the pre -ferroresonance region is given. It is clearly seen that, the 
system has a fundamental frequency of 50 Hz. On the other side, the frequency 
component at 100 Hz with a small amplitude is also observed. As has been 
previously stated, chaotic behaviors are dependent on initial conditions. The 2
nd 
harmonic in power systems stands for an unbalanced operation. It can be said that, 
despite operating under normal conditions, this system has abnormalities too. 
 
Figure 5.4 : The 4th approximations for pre - ferroresonance region. 
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In Figure 5.5, the 4
th
 approximation for the post - ferroresonance region is given. It is 
clearly seen that there are many harmonic frequency components in addition to the 
fundamental frequency and the 2
nd
 harmonic.  
 
Figure 5.5 : The 4th approximations for post - ferroresonance region. 
Although approximations give brief information about the harmonic frequency 
components, it is also a wise idea to control the details and examine the change of 
high frequency components. In Figure 5.6 the details for the pre - ferroresonance 
region are given. Although, the system was operating in a perfectly stable condition, 
there are still high frequency components with small magnitudes.  
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Figure 5.6 : The details for pre – ferroresonance region. 
In Figure 5.7 the details for the post – ferroresonance region are given. Comparing 
the amplitudes of high frequency components with the pre – ferroresonance region, it 
is observed that the amplitudes got higher. Ferroresonance did not only cause 
harmonic components on the low frequency band, but also caused amplification of 
amplitudes on the high frequency band. The details also prove that, ferroresonance is 
dependent on its initial conditions. Although 50 Hz was expected to be the only 
fundamental frequency in the pre – ferroresonace region, MRWA points out that the 
system also has other high frequency components with small amplitudes. From this 
indication, further studies are carried out to find out if the system is running in a 
chaotic mode.  
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Figure 5.7 : The details for post – ferroresonance region. 
5.2 Determining Frequency Components and Related Interpretation 
In the previous section, the related frequency components to ferroresonance were 
examined. Although, it is clear that ferroresonance is responsible for these 
components, in order to determine the steady state behaviour of the system, the 
approximation for post – ferroresonance region is examined briefly.  
In Figure 5.8 the sub harmonic band for post – ferroresonance region is given. 
Frequency components of 10 Hz, 12.5 Hz and 25 Hz are observed which are 1/5, ¼ 
and ½ times of the fundamental frequency, 50 Hz. The ferroresonance caused sub 
harmonic frequency components.  
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Figure 5.8 : The sub harmonic frequency band for post – ferroresonance region. 
In Figure 5.9 the frequency band between 50 Hz and 200 Hz is given. In this 
frequency band, several peaks are observed.  
 
Figure 5.9 : The quasi periodic frequency band for post – ferroresonance region. 
It was previously stated that, if a new frequency component with nf1+mf2 can be 
achieved then these components are called quasi periodic frequency components. In 
the post - ferroresonance region, the frequency components between 50 Hz and 
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100± 𝛥𝑓 Hz and also 130±Δf Hz and 193 ± Δf Hz are observed. For f1=63 ± Δf Hz 
and f2 = 67 ± Δf Hz, frequency at 130 ± Δf Hz  is achieved with respect to n = 1 and 
m = 1. For n = 2 and m = 1, a frequency at 193 ± Δf Hz is achieved. 63 ± Δf Hz and 
67 ± Δf Hz are detected in the frequency band spectrum as well as 130 ± Δf Hz and 
193 ± Δf Hz.  
The phase portrait of the quasi periodic waveforms is a two dimensional torus and 
the Poincaré map forms a closed loop [82, 83]. In Figure 5.10, the phase portrait for 
the entire signal is given. It is clear that, for the pre – ferroresonance region, the 
phase portrait only shows the periodic motion. For the post – ferroresonance region, 
it is not easy to identify the motion because the current suddenly drops to zero. For a 
better explanation the phase portraits are plotted separately and given in Figure 5.11.  
 
 
Figure 5.10 : Phase portraits for the entire signal (a) 3D. (b) 2D. 
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Figure 5.11 : Phase portraits for (a) Pre – ferroresonance. (b) At the beginning of 
ferroresonance. 
According to the phase portraits, the effects of ferroresonance cannot be seen in the 
pre-ferroresoance region, meaning the system is oscillating only with the 
fundamental frequency of the system which is 50 Hz. Besides the post-
ferroresonance region, there are regular trajectories and other frequency components 
and some noise. Using the wavelet transform, it is proved that there are quasi-
periodic and sub harmonic frequency components in the system. The previously 
mentioned trajectories stand for these harmonic components [84]. Nevertheless, 
constructing a mathematical equation for the RLC circuit and proving the steady 
state response of ferroresonance will be a convenient way. 
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6.  NONLINEAR DYNAMICS OF THE EXPERIMENTAL DATA 
The Lyapunov exponent is a very important indicator of chaotic behavior. A 
Lyapunov exponent greater than zero usually implies a deterministic chaos [75] but it 
is not the only indicator so further calculations should be done such as recurrence 
plots. A system with a Lyapunov exponent greater than zero, and a periodical 
recurrence plot, is not classified as chaotic, but it is classified as sensitive to the 
initial conditions. 
This chapter will focus on attractor reconstruction, Lyapunov exponent calculation 
and obtaining the recurrence plots of the examined ferroresonance data. Through 
these methods,  it will be possible to classify the nonlinear dynamics of the 
experimental data.  
6.1 Attractor Reconstruction 
Analytical calculation of Lyapunov exponents is not a straightforward process even 
with the systems which do not have excessive dimensions. On the other hand, it is 
not always possible to know the differential equations of the system. Especially, 
experimental data sets might have high order differential equations. Modeling the 
system with differential equations is not a simple process. For overcoming this issue, 
several approximations are proposed for determining the Lyapunov exponents from 
time series.  
The first step is constructing the phase space of the system. The phase space is 
assemblage of possible states of the system. It means that, if all information of the 
system at any time instance “t” is known, it is possible to forecast the future system 
states. If the system is mathematically known the phase space is easily constructed 
from the equations of motion. If the system is not known, then the phase space 
should be reconstructed from the time series. Reconstructing the phase space is 
explained by Whitney and Takens embedding theorem [85]. According to Whitney’s 
embedding theorem, an n dimensional manifold is an embedding to a 2n+1 
dimensional Euclidean space. The embedding has the same properties, for example 
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Lyapunov exponents, with the original system. The main problem is to determine the 
embedding dimension briefly so that the manifold should be unfolded correctly, i.e. 
any two points of the manifold should not correspond to the same points in the 2n+1 
dimensional space. Takens contribution to this theory is that, the embedding 
dimensions can be computed directly from a single measured quantity. According to 
Takens, instead of having 2n+1 generic signals, the time delayed vectors 
[y(t),y(t−τ),y(t−2τ),…,y(t−2nτ)] of one generic signal would be sufficient to embed 
the n - dimensional manifold [85, 86].  
6.1.1 Determining time delay 
For a successful reconstruction of the phase space, time delay τ should be chosen. 
There are two main methods to choose τ. First one is examining the mutual 
information of the time series and second one is calculating the zero passing point of 
autocorrelation function.  
Mutual information is used for understanding the relationship between two discrete 
variables. If mutual information is calculated as zero, these variables are independent 
from each other. The mutual information of two variables is given in Equation 6.1. 
I(𝑥, 𝑦) = ∑ 𝑃𝑥𝑦(𝑥, 𝑦)𝑥,𝑦 𝑙𝑜𝑔
𝑃𝑥𝑦(𝑥,𝑦)
𝑃𝑥(𝑥)𝑃𝑦(𝑦)
                                       (6.1) 
Where,𝑃𝑥𝑦(𝑥, 𝑦) is the joint probability distribution function of x and y, 
𝑃𝑥(𝑥) and 𝑃𝑦(𝑦) are the marginal probability distribution functions [87–89]. 
The autocorrelation function is used to find the cross-correlation of a signal with 
itself. It is the analogy of the signal with time delay. As Takens embedding theorem 
proposes to use the signal and its time-delayed versions, autocorrelation function is a 
very useful tool for determining the amount of time delay [90]. The autocorrelation 
function is given in Equation 6.2 and 6.3. 
𝐶𝐿(𝑇) =
1
𝑁
∑ [𝑥(𝑛 + 𝑇) − 𝑥]̅[𝑥(𝑛) − 𝑥]̅𝑁𝑛=1
1
𝑁
∑ [𝑥(𝑛) − ?̅?]2𝑁𝑛=1
                                             (6.2) 
?̅? =
1
𝑁
∑ 𝑥(𝑛)
𝑁
𝑛=1
                                                        (6.3) 
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In order to find the time delay, the first time that CL(T) curve passes through the zero 
should be determined. This allows for understanding the linear dependence of x(n) 
and x(n+T). But for a nonlinear system, mutual information should be used instead 
of the autocorrelation function [89, 91, 92]. 
A MATLAB OpenTSTOOL is used for calculating the mutual information of pre-
ferroresonance data [93]. The mutual information graph is given in Figure 6.1 The 
first minimum point of the mutual information points out the sufficient time delay. It 
is seen that, 12 is the first minimum point therefore the time delay (τ) is chosen as 
12. 
 
  
Figure 6.1 : The mutual information graph for (a) Pre- ferroresonance data. (b) 
Focused around first minimum. 
6.1.2 Determining embedding dimensions 
The main idea for Takens embedding theorem is to unfold the attractor of a time 
series.  After determining the time delay, it is crucial to determine the embedding 
dimensions. The most widely used method for this is the false nearest neighbourhood 
method. Assume a time series of x(n); 
x(n)= [x(1), x(2), …., x(N)] 
        (a)                                                            (b) 
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The reconstructed vectors in a d-dimensional space are constituted as; 
Y(n) =[ x(n), x(n+τ),….,x(n+(d-1)τ)] 
Where τ stands for time delay and d is the embedding dimension. It is crucial to find 
if the time series are unfolded completely therefore the false nearest neighbours are 
calculated. First, the nearest neighbours of all points in a d-dimensional space are 
calculated and then the same points for (d+1)-dimensional space are calculated. The 
Euclidean distance between these points are computed and compared to a threshold 
value (RT). This is given in Equation 6.4 [94 – 96]. 
|𝑦𝑖
𝑑+1 − 𝑦𝑗
𝑑+1|
|𝑦𝑖
𝑑 − 𝑦𝑗
𝑑|
> 𝑅𝑇                                                       (6.4) 
If the calculated value is greater than the threshold value, this shows that the time 
series is completely unfolded. If not, the chosen d-dimension is not sufficient to 
unfold the attractor, and a greater dimension should be chosen. The main problem 
with the false nearest neighbour method is that, there is no  good criteria for 
determining the RT value. RT is usually chosen as 15.  
For overcoming this issue, Cao’s method for embedding dimensions is proposed 
[97]. This method does not require a threshold value but still, the Euclidean distance 
between the nearest neighbours are calculated according to Equation 6.5. 
𝑎(𝑖, 𝑑) = 
|𝑦𝑖
𝑑+1 − 𝑦𝑗
𝑑+1|
|𝑦𝑖
𝑑 − 𝑦𝑗
𝑑|
                                                   (6.5) 
Different time series might have different threshold values so it might be impossible 
to detect the proper threshold value. Cao proposes to use the average of a(i,d) values 
to overcome this problem which is given in Equation 6.6. 
𝐸𝑑 =
1
𝑁 − 𝑑𝜏
∑ 𝑎(𝑖, 𝑑)                                                  (6.6)
𝑁−𝑑𝜏
𝑖=1
 
To determine Ed’s evolution from d-dimensions to d+1 dimensions,  
𝐸1(𝑑) =
𝐸(𝑑 + 1)
𝐸(𝑑)
                                                              (6.7) 
When E1(d) stops changing, for the values of d greater than a d0 the time series are 
said to form an attractor. Also, for separating the deterministic data from stochastic 
data, a new quantity E2 is defined which is given in Equation 6.9. 
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𝐸′𝑑 =
1
𝑁 − 𝑑𝜏
∑ | 𝑥𝑖 + 𝑑𝜏 − 𝑥𝑛(𝑖,𝑑) + 𝑑𝜏                    (6.8)
𝑁−𝑑𝜏
𝑖=1
 
𝐸2(𝑑) =
𝐸′(𝑑 + 1)
𝐸′(𝑑)
                                                               (6.9) 
For a random data, the future values are independent of the past values, so E2(d) will 
be equal to zero. But for deterministic data, E2(d) will be changing according to the 
value of d.  
Several trials show that, although Cao’s method has advantages over the FNN 
method, it is a very time consuming process. As the complexity of the system 
increases, the need for more powerful computers increases too. In addition to this the 
FNN method responds faster. The size of the data affects the speed of the simulation 
as well. In Figure 6.2 and in Figure 6.3, the minimum embedding dimension 
calculated with the FNN algorithm is given [98]. The appropriate value is the point 
where the percentage of the false nearest neighbours drops down to zero. In the pre-
ferroresonance case, the minimum embedding dimension is calculated as 6.  
 
Figure 6.2 : The minimum embedding dimension graph for pre- ferroresonance. 
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Figure 6.3 : The minimum embedding dimension graph of the appropriate value. 
6.2 Largest Lyapunov Exponent 
If the exact differential equations of the system are known, the Lyapunov exponents 
can be calculated. The details for the calculation were given in Chapter 3. On the 
other hand, it is usually very hard to derive the exact differential equations of real-
world problems, so an estimation method depending on the time series should be 
utilized.  
The first study was focused on the evolution of the small perturbations along a long 
time period in an attractor [77]. Nevertheless, this algorithm is still depending on the 
differential equations of the system. Since then, research were focused on estimation 
of the Lyapunov exponents from time series. One of these studies focuses on 
attractor reconstruction [99]. Once the attractor is reconstructed, the evolutions of 
two nearby points on a trajectory are examined and the divergence of these points is 
plotted. A line using the least squares estimation is fitted. The slope of the line is 
calculated as the largest Lyapunov exponent of the system. Later on, researchers 
focused on developing better regression algorithms [100, 101]. 
On the other hand, neural networks are widely used for Lyapunov exponent 
estimation. The main idea is to estimate the Jacobian matrices and achieving the 
eigenvalues of the Jacobians. The eigenvalues are related with the local Lyapunov 
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exponents. The first use of this technique was seen in economics [102]. Early papers 
were using a multilayer feed forward neural networks but later on, different types of 
neural networks were also used [103 – 105]. 
For determining the largest Lyapunov exponent of the ferroresonance data, a 
regression estimation is utilized [106]. It is an easy implementation and a fast 
responding method. After reconstructing the attractor, two nearby point on a 
trajectory are chosen and their separation by the Euclidean distance is observed 
during a finite time period. By recording the divergence of these points, a line is 
fitted with the least squares method. The divergence is believed to have vertical and 
horizontal parts. The slope of the line at the vertical part gives the largest Lyapunov 
exponent of the system.  
After reconstructing the attractor for the ferroresonance data with τ=12 and m=6, the 
divergence of the nearby points is calculated [107]. In Figure 6.4, the divergence of 
nearby points are given.  
 
Figure 6.4 : Divergence of nearby points for pre-ferroresonance data. 
A first order line is fitted to the divergence points which is given in Figure 6.5. The 
equation of the fitted data is given in Equation 6.10. 
f(x)= 0.01562x + 11.26                                                  (6.10) 
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Figure 6.5 : The line fitting to the divergence points. 
The slope of the line is 0.01562, which is also the largest Lyapunov exponent (LLE) 
of the system. The LLE is found to be greater than zero, which is an indication of the 
chaotic behaviour. On the other hand, it is known that the system has a periodic 
movement. To be sure, the recurrence plot is constructed with the MATLAB Cross 
Recurrence Plot (CRP) Toolbox [108].  
In Figure 6.6, the CRP of the pre-ferroresonance data is given. It is clear that the 
recurrence plot is periodic. The system is not in a chaotic mode but it is sensitive to 
the change of initial conditions. Also, the LLE was computed to be very small; thus 
the comments related to the chaotic behavior of a system should be done carefully.  
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(a) 
 
(b) 
Figure 6.6 : The cross recurrence plot of (a) All data. (b) Zoomed for a better view. 
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7.  MATHEMATICAL EQUATIONS AND NONLINEAR DYNAMICS 
Nonlinear systems can be modelled by differential equations. The differential 
equations used for modeling a power system can be very complicated. It was 
previously stated that the ferroresonance circuit can be simplified and simulated as a 
parallel or series RLC circuit [2] In Chapter 4, the equivalent circuit for the power 
system was defined in details.  At the end, the achieved equivalent circuit is a series 
RLC circuit. This chapter will focus on solving the differential equations of the RLC 
circuit with harmonic frequency components. 
7.1 The Pre – Ferroresonance Case 
The differential equation of the linear RLC circuit is given in Equation 7.1 [18].  
𝑑2𝑖
𝑑𝑡2
+
𝑅
𝐿
𝑑𝑖
𝑑𝑡
+
1
𝐿𝐶
𝑖(𝑡) =
𝜔𝑠
𝐿
𝐸𝑐𝑜𝑠(𝜔𝑠𝑡)                                (7.1) 
Where  
ωs stands for supply angular frequency  
E stands for peak supply voltage. 
In the pre-ferroresonance region, the system is assumed to be operating as a linear 
circuit. Nevertheless, by spectral data analysis, it was observed that, the system did 
not only have the fundamental frequency, but also the 2
nd
 harmonic frequency 
component of fundamental frequency which is 100 Hz. The 2
nd
 harmonic is an 
indicator that the behavior of nonlinear system depends on the initial conditions of 
the system and even operating under healthy conditions, the system still has 
nonlinear properties. By comparing the amplitudes of the frequency components, it is 
found out that the 2
nd
 fundamental frequency is 7.5 % of the fundamental frequency. 
That ratio will be used for calculating the driving force of the system. The right hand 
side of equation 7.1 will be modified according to the harmonic frequency 
components.  
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The R-L-C parameters will be brought from the equivalent circuit values. It is clear 
that, XL and XC are affected by the change of frequency where; 
XL = 2 π f L                                                               (7.2) 
XC = 2 π f C                                                               (7.3) 
From the equivalent circuit given in Figure 4.2, it is clearly seen that, the only 
capacitance of the system is the power line capacitance, which is 2.082*10
-6
 F. The 
equivalent circuit parameters calculated for 50 Hz and 100 Hz are given in Equations 
7.4 and 7.5 respectively. 
Zeq50 = 0.0042+0.8891j                                               (7.4) 
Zeq100 = 0.0042 + 1.7781j                                            (7.5) 
The equivalent circuits are calculated as capacitance circuits. However, the 
differential equation also seeks for an inductance value. The equivalent circuit 
equations are modified by adding and subtracting the XC value to the equations.  The 
modified equations are given in Equations 7.6 and 7.7. 
Zeq50 = 0.0042+0.8898j-6.5410
-4
j                                 (7.6) 
Zeq100 = 0.0042 + 1.7794j-0.0013j                                (7.7) 
It is clear that the values of the equivalent impedances are not changed. The 
impedances are calculated with respect to these inductance values. The differential 
equations are given in Equations 7.8 and 7.9 separately.  
𝑑2𝑖
𝑑𝑡2
+
0.0042
2.082 10−6
𝑑𝑖
𝑑𝑡
+
1
2.082 10−6 0.0028
𝑖(𝑡)
=
2𝜋50
2.082 10−6
15.75 103√2
√3
𝑐𝑜𝑠(2𝜋 50𝑡)                                        (7.8) 
𝑑2𝑖
𝑑𝑡2
+
0.0042
2.082 10−6
𝑑𝑖
𝑑𝑡
+
1
2.082 10−6 0.0028
𝑖(𝑡)
= 0.00750 
2 𝜋 100
2.082 10−6
15.75 103 √2
√3
𝑐𝑜𝑠(2𝜋 100𝑡)                          (7.9) 
A space harmonic approximation will be adapted for modeling the equivalent circuits 
[109]. According to this approximation, the equivalent circuits can be connected in 
parallel to each other.  
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These two harmonic frequency circuits are connected in parallel and the achieved R-
L-C parameters are calculated as: 
R=0.0021 Ω; 
L=1.041 10
6
 H; 
C=0.0056 F. 
The modified differential equation is given in Equation 7.10. 
𝑑2𝑖
𝑑𝑡2
+
0.0021
1.041 106
𝑑𝑖
𝑑𝑡
+
1
1.041 106 0.0056
𝑖(𝑡)
=
2 𝜋 50
1.041 106
15.75 103 √2
√3
𝑐𝑜𝑠(2 𝜋 50𝑡)
+ 0.0750
2𝜋 100
1.041 106
15.75 103 √2
√3
𝑐𝑜𝑠(2 𝜋 100𝑡)                                                  (7.10) 
The phase portrait obtained by solving the differential equation is given in Figure 
7.1.  
 
Figure 7.1 : The phase portrait obtained by solving the differential equation. 
Despite that the system has the 2
nd
 harmonic of the fundamental frequency, it can be 
observed from the phase portrait that the fundamental frequency is dominant. In the 
5
th
 chapter, the phase portraits constructed from the observed data were given in 
Figure 5.10 and Figure 5.11. Also in Figure 7.2, the phase portrait constructed from 
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the collected data of flux and voltage is given. Although, the shapes of phase 
portraits are slightly different from each other, it is clear that they all indicate that the 
system is operating with the fundamental frequency. The cause of the difference is 
that the signals are derivatives of each other.  
 
Figure 7.2 : Phase portrait for pre - ferroresonance. 
By solving the differential equations, it is also verified that, before the occurrence of 
ferroresonance, the system is operating with the fundamental frequency. The 
differential equation of the RLC circuit is sufficient enough for modeling the system. 
For further studies, this equation can be modified in order to represent the nonlinear 
dynamics of the ferroresonance.  
7.2 The Post – Ferroresonance Case 
The current-flux diagram of a nonlinear inductance was given in the Chapter 2.. 
According to the graph, the most suitable correlation between the flux and current is 
given in Equation 7.11 [18]. 
𝑖𝑚 = 𝑎𝜙 + 𝑏𝜙
𝑛                                                                    (7.11) 
Where,  
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Φ is the total flux linkage 
im is the magnetizing current. 
In this equation, 𝑎𝜙 stands for the linear part and 𝑏𝜙𝑛 stands for the nonlinear part of 
the hysteresis curve. N is chosen between 11-15 for modern transformers [18].  
Replacing the nonlinear inductance by using ϕ-im characteristic, the differential 
equation of the RLC circuit is given in Equation 7.12. 
𝑑2𝜙
𝑑𝑡2
+
1
𝑅𝐶
𝑑𝜙
𝑑𝑡
+
1
𝐶
(𝑎𝜙 + 𝑏𝜙𝑛) = 𝜔𝑠𝐸𝑐𝑜𝑠(𝜔𝑠𝑡)                      (7.12) 
It should be considered that the polynomial representation for the nonlinear 
inductance is a good approximation but in some cases, it is not always possible to 
find a good polynomial fit if the exact B - H characteristic of the nonlinear 
inductance is unknown.  
In the Seyitömer – Işıklar power line, the flux and the  magnetizing current data for 
the transformer are collected from the simulation, but the polynomial approach for 
replacing the ϕ - im characteristic does not give an appropriate solution. Thus, a 
sigmoidal function is proposed which is given in Equation 7.13. 
𝜙 =
97
1 + e(−𝑖(𝑡)+85)
− 48                                                            (7.13) 
The actual ϕ-i characteristic and the sigmoidal function proposed are given in Figure 
7.3. The proposed sigmoidal function is the best fitting curve among the other 
sigmoidal and polynomials. The sigmoidal function will be added to the linear 
differential equation of the RLC circuit in order to represent the nonlinearity. The 
achieved differential equation is given in Equation 7.14.  
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Figure 7.3 : The constructed nonlinear inductance and the sigmoidal function. 
𝜔𝑠Ecos(𝜔𝑠𝑡)
L
= (
97
1 + e(−𝑖(𝑡)+85)
− 48) +
R
L
di(t)
dt
+
1
LC
i(t) +
d2i
dt2
              (7.14) 
The equivalent circuit values for fundamental case of ferroresonance are given in 
Equation 7.15. The complete differential equation is given in Equation 7.16. 
Zeq50 = 0.0071 + 1.0892j-6.54 10
-4
j                                       (7.15) 
𝑑2𝑖
𝑑𝑡2
+
0.0071
1.0892
𝑑𝑖
𝑑𝑡
+
1
6.54 10−4 1.0892
𝑖(𝑡) + (
97
1 + e(−𝑖(𝑡)+85)
− 48)
=
2 𝜋 50
1.041 106
15.75 103 √2
√3
cos(2𝜋 50𝑡)                                                     (7.16) 
For simulating the post-ferroresonance region, the load will be removed which will 
affect the equivalent impedance value of the circuit.   
First of all, the differential equation is solved by using the fundamental frequency of 
50 Hz as driving frequency to ensure that the sigmoidal function is representing the 
nonlinear inductance. In Figure 7.4, the phase portrait constructed from the solutions 
of the differential equation is given. 
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Figure 7.4 : Phase portrait for post ferroresonance in the fundamental case. 
In Figure 7.5, the phase portrait for the post-ferroresonance case, plotted by the 
collected data from the simulation is given.  
 
Figure 7.5 : Phase portrait of the simulation data for the post - ferroresonance. 
In Figure 7.5, it is possible to see the effects of simulation noise and the harmonic 
frequency components. On the other hand, by comparing the phase portraits, it can 
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be observed that the sigmoidal function is quite successful representing the nonlinear 
inductance. For further calculations focusing on sub-harmonic and quasi-periodic 
ferroresonance modes, the sigmoidal function will be utilized for modeling the 
nonlinear inductance.  
It is not possible to split the data into the sub-harmonic and quasi-periodic regions 
but the modified differential equation will be used for verifying the steady state 
modes of ferroresonance.  
7.2.1 The sub-harmonic ferroresonance mode 
By using MRWA, it was concluded that, harmonic frequency components at 10 Hz, 
12.5 Hz and 25 Hz were observed. The right hand side of the differential equation 
will be updated according to these frequency components with respect to their 
weights. In Table 7.1, the weights for the harmonic frequency components are given. 
Table 7.1 : Weights of the sub harmonic frequency components. 
Frequency (Hz) Weight 
10 Hz 0.1661 
12.5 Hz 0.0814 
25 Hz 0.1181 
50 Hz 1 
The RLC equivalent is calculated from the parallel connection of each circuit. The 
equivalent impedance values for the circuits are given in Equations 7.17-7.19  
Zeq10 =  0.0070 + 0.2180j                                              (7.17) 
Zeq12.5 = 0.0070 + 0.2725j                                             (7.18) 
Zeq25 = 0.0070 + 0.5450j                                               (7.19) 
By the parallel connection of these sub-harmonic circuits and the fundamental 
circuit, the resulting differential equation is given in Equation 7.20. 
𝑑2𝑖
𝑑𝑡2
+
1.75 10−3
0.771 107
𝑑𝑖
𝑑𝑡
+
1
0.771 107 0.013
𝑖(𝑡) + (
97
1+e(−𝑖(𝑡)+85)
− 48) =
15.75 103 √2
0.771 107 √3
[(2 𝜋50 𝑐𝑜𝑠(2 𝜋 50𝑡)) + (0.1661 2𝜋 10𝑐𝑜𝑠(2𝜋 10𝑡)) +
(0.0814 2 𝜋 12.5 𝑐𝑜𝑠(2 𝜋 12.5 𝑡)) + (0.1181 2𝜋 25 𝑐𝑜𝑠(2 𝜋 25𝑡))]                 (7. 20) 
The phase portrait for the sub harmonic frequency components is given in Figure 7.6. 
The phase portrait clearly indicates that the differential equation represents the sub-
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harmonic case for post-ferroresonance region. The outer circle stands for the 
fundamental frequency whereas the inner circles stand for other frequency 
components.  
 
Figure 7.6 : Phase portrait for sub-harmonic case. 
7.2.2 The quasi-periodic ferroresonance mode 
It was previously stated that ferroresonance caused the quasi-periodic harmonic 
frequency components with 130 Hz and 193 Hz.  The weights for the frequency 
components are given in Table 7.2.  
Table 7.2 : Weights of the quasi periodic harmonic frequency components. 
Frequency (Hz) Weight 
130 Hz 0.3630 
193 Hz 0.1381 
50 Hz 1 
The equivalent impedances for the quasi-periodic circuits are given in Equations 7.21 
and 7.22. 
Zeq130 =  0.0077 + 2.8337j                                              (7.21) 
Zeq193= 0.0088 + 4.2941j                                                (7.22) 
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As a result of the parallel connection of the quasi-periodic and the fundamental 
circuits, the achieved differential equation is given in Equation 7.23. 
𝑑2𝑖
𝑑𝑡2
+
2.60 10−3
1.028 107
𝑑𝑖
𝑑𝑡
+
1
1.028 107 0.010
𝑖(𝑡) + (
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1+e(−𝑖(𝑡)+85)
− 48) =
15.75 103 √2
1.028 107 √3
[(2𝜋 50 𝑐𝑜𝑠(2 𝜋 50𝑡)) + (0.3630 2𝜋 130 𝑐𝑜𝑠(2𝜋 130𝑡)) +
(0.1381 2𝜋 193 𝑐𝑜𝑠(2𝜋 193𝑡))]                                                                                             (7.23) 
The phase portrait of the differential equation is given in Figure 7.7. The quasi-
periodic oscillations cause a torus shaped phase portrait. From the phase portrait, it is 
seen that the trajectories are following spiral directions and forming a torus. 
 
Figure 7.7 : Phase portrait for quasi-periodic case. 
The most important outcome of this chapter is the replacement of the polynomial 
approximation of the hysteresis curve with another nonlinear function. It is clearly 
shown that the sigmoidal function is very successful for representing the hysteresis 
curve of the transformer. In cases where achieving the real parameters of a 
transformer in an actual power system is impossible, a suitable sigmoidal function 
can be utilized for representing the hysteresis curve.  
The research in the literature is not focusing on the entire power system, but only the 
transformer. On the other hand, the power system should be taken into the 
consideration as a whole from generation to distribution. It is definitely realized that 
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the equivalent circuit for pre and post ferroresonance regions are different from each 
other. The earlier studies showed the steady state caused by the ferroresonance 
affecting the transformer. This new differential equation approximation stands for the 
entire power system and all the system parameters affecting the ferroresonance are 
taken into consideration.  
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8.  CONCLUSIONS AND DISCUSSIONS 
Power system operations in good conditions are very important both for utilities and 
customers. Deenergizing of a small part of the power system for even a very short 
time period can cause huge economic losses and many customers to be out of energy.  
All the equipment of a power system are potential fault locations. The occurrence of 
these faults should be analyzed carefully and special precautions should be 
considered in order to prevent these faults. However, it is not always possible to 
prevent the occurrence of these faults due to the nature of the system.  
Ferroresonance is a good example to these faults which is defined as the interaction 
between a nonlinear inductance and a capacitance in the power system. Although it is 
a rare process, the consequences are usually very destructive therefore it is important 
to understand the behavior of the phenomenon in order to prevent the occurrence.  
Most important outputs of this study are as follows:  
 This study focused on the ferroresonance phenomenon and its nonlinear 
dynamics. A part of the Turkish power system is chosen for ferroresonance 
studies and it is modelled using Matlab – SIMULINK software. There are 
many causes of ferroresonance like short circuits, capacitor or transformer 
switching, turning off the load suddenly. In the simulation, the load is 
suddenly removed and the effects are observed as overvoltages. It is also 
known that, besides overvoltages, ferroresonance also cause over – currents 
and harmonic frequency components. In this study STFT and MRWA are 
utilized in order to find the harmonic frequency components. STFT figured 
out that high frequency components are generated during the phenomenon 
but it did not give brief information whether the harmonics are sub harmonic, 
quasi periodic or chaotic. Therefore, MRWA is applied in order to limit the 
harmonic frequency components in certain frequency bands. The use of 
MRWA makes it possible to identify the characteristics of frequencies. In the 
sub harmonic frequency band 10 Hz, 12.5 Hz and 25 Hz frequency 
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components are observed. As quasi periodic frequency components, 130±Δf 
Hz and 193 ± Δf Hz are detected.   
 After identifying the frequency components, the equivalent circuit of the 
power system is calculated in order to simplify the system as an RLC circuit. 
Here, basic equivalent models for generators, transformers and the power line 
are used. Once the equivalent circuit is computed, the differential equation for 
the RLC circuit is used for identifying the nonlinear dynamics of 
ferroresonance. Although, an ordinary differential equation is sufficient to 
analyze the pre – ferroresonance case, it is observed that for the post – 
ferroresonance case, the nonlinearities should also be addressed.  The 
differential equation is modified by adding a sigmoidal function in order to 
represent the nonlinear inductance, i.e. the transformer and phase portraits are 
plotted for having a better understanding about the nonlinear dynamics of 
ferroresonance in a power system.  
 Well-known chaos indicator Lyapunov exponents are also used for a deep 
understanding of nonlinear dynamics. Lyapunov exponents are used for 
determining the chaotic behavior of the system but their calculation is not a 
straightforward process. In addition, real systems have very complicated 
differential equations and it is sometimes impossible to know these equations. 
For dealing with this problem some estimation methods using time series of 
the signal are proposed. One of these methods is utilized for estimating the 
largest Lyapunov exponent of the signal. LLE is estimated as greater than 
zero which is actually an indication of chaos. On the other hand, from the 
time series, it is known that the system is not in a chaotic mode therefore 
further investigations are performed. Recurrence plots of the signal are 
created and they expose that the system is not in a chaotic mode. Although 
LLE is very close to zero, it could not be possible to identify if it is real LLE 
or this deviation is a result of simulation noise. When dealing with Lyapunov 
exponents, it would be a wise idea to double-check the results with other 
decision tools.  
Novelties in this study are as follows:  
 The first novelty of the thesis is that the power system is modelled as a 
whole. In the literature, studies focused on the transformer and its parameters 
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but the other components of the power system were ignored. For the first 
time, all components of the power system including the generator and the 
power line are taken into account. In addition to this all losses of the 
transformer are modelled by using the Tee – equivalent circuit. The model 
used in the thesis is the most comprehensive model of power system to study 
the ferroresonance phenomenon. This comprehensive model allows 
displaying all properties of ferroresonance.  
 The second novelty of the thesis is using MRWA for identifying the 
harmonic frequency components. In previous studies, which really provided 
the necessary motivation for the thesis, CWT was used to understand the 
phenomenon. The main shortcoming of this method is that it could not define 
the sub harmonics and quasi periodic harmonics clearly. The usage of filter 
banks enables the identification of these harmonics and exact harmonic 
frequency components whicah are caused by ferroresonance are identified. 
The SIMULINK model is relatively easy to construct. Signal processing 
techniques can be used in the design process and the vulnerabilities of the 
power system can be identified before building up the actual system.  
 The nonlinear dynamics of ferroresonance are studied through ordinary 
differential equations. According to the classical approach, the ODEs are 
constructed by using a polynomial nonlinear inductance model. For a new 
system, the parameters are very well – known and the polynomial approach 
can be very effective. On the other hand, especially for existing power 
systems, usually most of the parameters cannot be reached. In the simulation 
used for the thesis, the exact characteristic for the nonlinear inductance was 
not present and it was not possible to use a polynomial approach. In order to 
overcome this problem the nonlinear inductance is modelled by using a 
nonlinear function, which is sigmoidal. It is observed that the sigmoidal 
function is as successful as the polynomial function for modeling the 
nonlinearities that are brought by the transformer core. By solving the 
differential equations, the sub harmonic and quasi periodic oscillations, which 
are caused by ferroresonance, are shown clearly. The mathematical model 
approves the results of MRWA.  
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Two further studies are proposed. The first one is to build an analog circuit model 
which is identified in mathematical equations Through this it will be possible to 
prove the outcomes of nonlinear dynamics. On the actual circuit, it would also be 
possible to examine how the changes of parameters affect the occurrence of 
ferroresonance. The second proposed study is to collect actual power system data in 
collaboration with the local utility. The real system signal will be very useful to work 
on as it contains all necessary data about the power system. If a real time power 
system signal is presented, than the conditions drifting the system into the 
ferroresonance mode can be identified more clearly. The main problem is to find the 
exact data containing the ferroresonance operation mode as it is a very rare 
phenomenon.  
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