This paper has looked empirically at the role of exchange rate movements and exchange rate uncertainty in affecting the firm decisions on export participation and export share. The analysis breaks down export adjustments between changes in export share by existing exporters and movements due to changes of entry into export markets. Using data on a representative sample of UK manufacturing firms, the paper finds sunk costs hysteresis to be an important factor in determining export market participation. the firm's export participation decision does not appear to be related to movements of exchange rate faced by the exporter. The exchange rates have a significant and negative impact on the export share of the firms after entering export markets. The responsiveness of the export share on the degree of exchange rate changes is not quantitatively small: one index point depreciation in REER index will increases export share by about 1.28 percent. We also find that the export behavior of multinational firms is less likely affected by exchange rate changes. Evidences on exchange rate uncertainty suggest that the size of uncertainty has little impact on export behavior, whereas the direction of it has significant effects and the effects are nonlinear.
Introduction
When a firm invests in an industry or in international markets, it faces the impact of macroeconomic shocks, such as exchange rate fluctuations. Nominal and real exchange rates have fluctuated greatly since the early 1970s following the breakdown of the Bretton Woods System and greater fluctuations have led to increased interest on the effects that exchange rate movements have on international trade. In the past thirty years, there are a large number of studies focusing on finding empirical evidences at an aggregate level for the relationship between exchange rate variability and aggregate trade. Although many researchers and policy makers believe that exchange rate volatility has a negative impact on the level of international trade, the early empirical work (such as IMF 1984 and McKenzie 1999 for a survey) on the effect of exchange rate variability and aggregate trade did not yield consistent results: they find little or no significant evidences for the negative effect.
Recent work on this topic adopting the gravity model has found some significant evidence of a negative relationship. 1 Recently there are few papers (such as Campa 2004 and Bernard and Jensen 2004a) using firm level micro data to examine the relationship between exchange rate movements and the export behavior of firms. Evidences from micro data are ambiguous.
Some theoretical literature illustrates the impact of exchange rate movements on a firm's export decisions. These models assume that a non-exporter must incur an entry cost to enter export markets and that this cost is sunk. Baldwin (1988) introduced the idea that large exchange rate swings can cause hysteresis effects on trade prices and quantities when market entry costs are sunk. In a world in which exchange rate changes are perceived to be permanent, the firm will enter the export market when expected gross profits from participating in that market are greater than the sunk entry cost. The firm will not exit the market until the exchange rate reaches the point where the expected gross profits from remaining in the market are negative. Baldwin (1988) and Baldwin and Krugman (1989) emphasize this effect and suggest that an asymmetry exists between the exchange rates that trigger entry to and exit from the export market. Dixit (1989) and Krugman (1991) explore the implications of sunk costs in the context of an "option" approach. The key idea is that an exporting firm can be viewed as owning an option to leave the export market, and a non-exporter can be regarded as owning an option to enter it. Sunk entry costs combined with uncertainty over market values cause the trigger point for entry to rise and that for exit to fall relative to their Marshallian equivalents, widening the region of hysteresis. The entry trigger exceeds the variable cost plus interest on the entry cost, and the exit trigger is less than the variable cost minus the interest on the exit cost. These gaps produce hysteresis. The decision to enter or exit the exporting market involves considering explicit fixed and variable costs, but also the cost of exercising the option. The greater the volatility in exchange rates, the greater the value of keeping the option, and hence the greater the range of hysteresis. The size of the gap between the exchange rates that trigger entry and exit is not constant but an increasing function of the uncertainty around current exchange rates.
Empirical evidence for this issue seems especially important given that the effects of exchange rate movements on exports are ambiguous from past studies, and also to evaluate many countries' policy favoring a system of fixed or managed exchange rates to avoid the negative effects of exchange rate movements on international trade. This paper uses firmlevel data from a sample of UK manufacturing firms to investigate the effects of exchange rates on firms' export behavior. It adds to the existing literature in four respects. First, it offers the first analysis of exchange rate movements and exports for a large panel of UK firms. Since the UK is the fifth largest exporter of merchandise exports globally, it is clearly a nontrivial case to investigate. Second, it applies a sample selection model which separately estimates the exchange rate effects on firms' decisions of export markets entry and their decision on the export shares after entry. Third, we investigate the different effects of exchange rates on export behavior of different ownership types of firms, foreign firms and domestic firms, in the UK. It provides little evidence for the effect of exchange rate movements on the export behavior of multinational firms, whereas significant evidence for negative effect of exchange rate on that of domestic firms. This is a new way to examine the export behavior of multinationals in response to exchange rate variability. Four, the effect of exchange rate uncertainty on firms export behavior is examined. We measure exchange rate uncertainty and investigate the issue in a novel way. And our results provide some evidence for that increased exchange rate uncertainty would increase the inertia in firms export decision.
The exchange rates used in this paper are 3-digit industry specific real effective exchange rate (REER) indices from 1988 to 2004. The dataset merges Financial Analysis Made Easy (FAME) database with data from OneSource from 1987 to 2004. The resulting dataset is the most comprehensive manufacturing firm level dataset among recent studies on export behavior of UK manufacturing firms. Our results provide strong evidence of the presence of sunk costs in export markets. Although exchange rates have little effect on firm decisions to enter the export markets, they significantly affect the export shares. A one index point appreciation of the industry specific REER causes a 1.28 percent reduction of export share for a firm. We find that exchange rate movements have little impact on export behavior of multinationals, whereas significant impact on domestic firms in the UK.
Exchange rate uncertainty is investigated in two ways: the size of uncertainty and the direction of uncertainty. Results show that the size has little impact on export behavior of firms, whereas the direction has significant impact on firms. And the impact of uncertainty with direction is nonlinear: increased uncertainty would induce bigger negative effects on export share of firms.
The rest of the paper is organized as follows. The next section presents the theoretical and empirical background. Section 3 deals with some estimation and econometric issues.
Section 4 introduces the method for computing industry specific REERs. Section 5 presents the firm level data and the sample used to estimate the model. Section 6 reports our empirical findings. Finally, Section 7 concludes.
Economic Background

Theoretical background
To motivate our empirical analysis of micro data, we deal with sunk costs using the dynamic setting introduced by Bernard and Wagner (2001) , Bugamelli and Infante (2003) ,
and Tybout (2003) . Denoting with EXP it as a dummy variable equal to 1 if firm i exports in year t, and 0 otherwise, and denoting with F the sunk costs, the firm's payoffs from exporting take the following form: Denoting with δ the one-period discount rate, the optimal pattern of export market participation over time should satisfy the following Bellman equation:
it,
Firms will find it optimal to export when:
Using a reduced-form approximation for the first two terms on the left-hand side of (2), leads to the following dynamic discrete choice of export market participation:
This dynamic specification, which is close to that used in Bernard and Wagner (2001) and Bernard and Jensen (2004a) , takes into account sunk entry costs directly through persistence in the firm's export behavior. A positive and significant η indicates that sunk costs are present, and a positive and significant γ indicates the effects of exchange rates on firm's export entry decision.
Empirical background
We firstly take a look at the empirical evidences from the aggregate level data. Almost all macro evidences examine the relationship of exchange rate volatility and trade. The ways to measure volatility may influence the empirical evidences. 2 Generally early work provides little or no evidence of a negative effect of aggregate exchange rate volatility on aggregate trade. Hooper, Johnson, and Marquez (1998) , and Thursby and Thursby (1987) regress the change in log export volumes on the change in log exchange rates and other variables, and find that the coefficient on log exchange rates is statistically insignificant. Some studies on bilateral trade find some but not robust evidence for a negative effect. Recent studies employing gravity model such as Dell' Ariccia (1999) and Anderton and Skudelny (2001) find a negative link, but the effects are not very large: complete elimination of volatility would raise trade by a maximum of 15 percent. Rose (2000) finds a small but significant negative effect: reducing volatility by one standard deviation (7 percent) around the mean (5 percent) would increase bilateral trade by about 13 percent.
Although macro evidences mainly focus on the effect of exchange rate volatility on trade rather than that of exchange rate movements on exports we examine in this paper, they give us a rough picture for this issue and some interesting aspects to think about: different effects between developed and developing countries, and differences between multinational and non-multinational companies. For developed countries where there are well developed forward markets, specific transactions can be hedged, thus reducing exposure to large movements in exchange rates. For multinational firms engaged in a wide variety of trade and financial transactions across a number of countries, fluctuations in different exchange rates may have offsetting effects on their profitability, thus may incur less impact from exchange rate movements. In this paper, we investigate the effects of exchange rates on multinational firms.
We then turn to micro evidences from firm level panel data. Studies using micro data have been more successful in finding relationships between export volumes and exchange rates. Bernard and Jensen (2004a) and Bugamelli and Infante (2003) use the model in Equation (3), which includes level of exchange rates as determinants of export market participation decisions, to exam the effects of exchange rates movements on export market entry. They employ a random-effects probit model, as well as a linear probability framework, to estimate the equation. The use of random effects requires that the firm specific effects be uncorrelated with the regressors. The potential problems of linear probability method are well known: they fail to properly capture the curvature of the regression function in the proximity of 0 and 1. This problem may be particularly severe in a dataset with a large number of very high and very low probabilities to export. Bernard and Jensen (2004a) find no significant effect of exchange rate on exports. Bugamelli and Infante (2003) find small significant effect: 1 percent real depreciation raised the probability to export by 0.2 percentage points.
As the only paper focusing entirely on this issue, Campa (2004) uses an alternative methodology to estimate the export supply equation with two components: (1) the export market participation condition of a firm; and (2) conditional on being an exporter the relationship between export volume and exchange rate changes. The exchange rate e it and the conditional variance of the exchange rate σ it for firm i are both included in its estimation.
The model estimates export participation as a single equation. This equation is a dynamic random effects probit model and is estimated by maximum likelihood. It then estimates the export supply equation after controlling for self-selection into exporting implied by the export participation decision. The lagged export volume of the firm is included in the export supply (export volume) estimation to investigate the presence of hysteresis on the quantity of exports. He finds that exchange rate coefficients are significant in both estimation processes, whereas exchange rate volatility has insignificant effects in both estimation processes. A 10% depreciation would cause a 7.7% change in export volume.
Most of the change in export volume is due to those from existing exporters. Das, Roberts, and Tybout (2004) find significant cross-industry variation in the effects of exchange rate movements. Simulating the effect of a 20 per cent devaluation for three Colombian industries they report that the magnitude of the industry response depends on previous export exposure, homogeneity of expected profit flows between firms and their proximity to the export market entry threshold. Ten years after the simulated devaluation the industry level effect varies between 14 and 107 per cent. Bernard and Jensen (2004b) study the export response of US manufacturing plants to dollar depreciation in the 1980's.
They report that 87 per cent of the expansion of exports was from expansion of export intensity amongst current exporters and only 13 per cent from entry of new firms. Forbes (2002) studies the impact of a large devaluation on export sales of over 13,500 companies around the world, and finds that on average export sales improve by 4 percent, one year after the devaluation episodes. Micro evidences show that changes of exports due to exchange rate movements come mainly from export production adjustment of existing exporters.
Econometric specification and estimation methodology
We examine the effects of exchange rates on firm export decision by a sample selection model, as well as comparing the results with those from some other methods. As firm characteristics tend to be correlated with unobserved firm effects, we initially estimate the following reduced form model with a fixed effects linear probability framework: 
where u t is a time-specific component, accounting for business cycle effects. The use of random effects requires that the firm effects be uncorrelated with the regressors. As many papers have shown, some problems remain, such as plant characteristics may be correlated with unobserved plant effects, initial period export status may not be exogenous, and there may be sample selection bias. We follow Bernard and Jensen (2004a) to compare the results of random effects probit with fixed effects linear probability model.
Because of sunk costs of export market entry, exporting can be thought as a two-stage decision process whereby firms first decide whether to export or not, and second how much to export. The other methodology in a nonstructural framework we employ is a two-stage sample selection model, to investigate the effects of some variables on export supply as well as on the decision to export. Our econometric analysis accounts for both decisions and the fact that they are interdependent. It thus avoids any bias resulting from considering them separately. Two equations are estimated, , and the regressor x would be correlated. To avoid this problem both equations must be estimated. The estimation can be conducted via maximum likelihood or a two-step method proposed by Heckman (1979) . We employed the former as it is more efficient. 3 Here we estimated the two equations adding in the selection equation (equation modeling the decision whether to export or not) the lagged export dummy. The industry-specific REER is included in both equations to examine the effects of exchange rates on export participation and on export intensity respectively.
Computation of Industry-specific Exchange Rates
To compute an industry-specific REER, we need to identify the following: the range of foreign countries to be covered as trading partners, their relative weights and the price indices to be used. 
Computing the export weights
The current classification system of industries in the UK is UK SIC ( There are a few price deflators which can be used to calculate REER: the consumer price index (CPI), the producer price index (PPI) or wholesale price index (WPI), or inflation index and GDP deflator. Due to the availability of data for price index for most comprehensive countries, we use the inflation index for about 170 countries from the IMF,
World Economic Outlook Database. The data for the inflation indices are annual averages and the base year is 1995. Some data for small countries are unavailable. So we ignore these data since the percentages of the small countries are quite small.
There are 103 three-digit industries. There is no export data for 8 industries. There are 17 industries with more that 5 percent export value with unknown destination (denoted as 'secret and differences') in some or all of the years. So we exclude them and end up with REER indices for 78 industries. 
Results for REER
Firm Data and Summary Statistics
We construct our firm level panel dataset from profit and loss and balance sheet data The firms in our dataset operate in the manufacturing sector. Our panel includes a total of 188,986 annual observations on 23,171 companies. It has an unbalanced structure, with an average of 8 observations per firm. Table 4 reports the structure of the panel for the entire economy. There are missing values for each key variable we focus on. The last figure in each box of Column 1 of Table 7 reports the number of observations for each of our variables, with the largest number of observations for firm age and the smallest for firm intangible assets with about half of the overall observations missing. Table 5 shows the distribution of firm size for the entire sample. Half of the observations come from mediumsized firm. Micro and small-sized firms take up 27% and large firms account for 23%. Our dataset has an oversampling of large firms, 4 which may result in sample selection problems. Table 6 shows the transition of firms in the sample from being an exporter/nonexporter in year 0 to either being an exporter/nonexporter again in year 1 or stopping export/starting exporting. The average percentage of switchers from nonexporter to exporter is about 22% across the sample, and the average percentage of switchers from exporter to nonexporter is less than 5%. This shows high persistence of firm export behavior. Table 7 reports means, standard deviations, medians and number of observations for the main variables considered.
Column 1 refers to the entire sample; column 2 to firms which never exported; column 3 to firms that always exported; column 4 to firms which changed export status. Table 8 shows t-tests of differences in means, conditional export premium and t-statistics. As frequently found in the literature, at the mean, exporters are larger than non-exporters, in terms of employees, intangible assets, wages, and sales, and are typically older. Export shares are bigger for exporters than those of switchers. Although labor productivity is larger for nonexporters in our sample, t-test of differences in means shows that the difference between nonexporters and always exporters is statistically insignificant. All the medians are lower than the means, which indicates positively skewed distributions, highly skewed for sales, size, intangible assets, labor productivity, export share and switchers (compared with nonexporter and always exporter). Almost all the t-tests of the differences in means are statistically significant at standard levels. In the last row of Table 8 we follow Bernard and Jensen (1999) in running a regression controlling for other firm level characteristics (employment, wage, age and labor productivity), fixed industry effects and fixed time effects to investigate the conditional export premium and its t-statistic. The export premiums are generally positive and significant, which confirms the general findings in this area. The premium for real wage is significantly negative, which is not consistent with other papers.
Although sales and labor productivity for switchers are the largest among the three categories, the medians are below those of exporters. This is a better measure than the mean for highly skewed distributions. The statistics for the rest variables for switchers are all between non-exporters and exporters. We further report the statistics for the sub-sample of firms which entered export markets for the first time, firms which stopped exporting for the first time across the period, and firms which switched export status for more than twice.
The statistics show that except for age, intangible assets and real wage, all the statistics are the highest for firms which stopped exporting (except for the median of labor productivity).
T-tests of difference in means are significantly negative compared to firms always export.
Since these statistics are calculated without separating out those between the exporting periods and nonexporting periods, we further report in Table 9 the summary statistics of the variables for switchers, calculating statistics which distinguish exporting firm-year from nonexporting firm-year within each subgroup of switchers. The table confirms that the statistics for export-year observations are all higher than that for nonexport-year observations in the three cases. Table 10 compares summary statistics and percentages of exporters by 2-digit industry. The last column shows that the industrial sectors characterized by the highest average percentages of exporting firm-years are medical, precision and optical instruments (83%), chemicals and chemical products (81%), and machinery and equipment (81%). Those characterized by the lowest percentages are wood and products of wood, cork, and plaiting materials (31%), publishing, printing and reproduction of recorded media (37%), and food and drink (45%). The remaining columns report the overall mean of key variables within each industry, the export premium (at the mean) and number of observations. The industry of motor vehicles, trailers and semi-trailers has the highest average annual sales; tobacco products industry employed the biggest number of employees; fabricated metal products industry and the industry of publishing, printing and reproduction of recorded media have the largest number of observations at an average of 20,000 observations. There are some negative export premiums and quite large premiums we believe due to highly positively skewed distributions.
Main Results
Effects of exchange rate movements
Column 1 and 2 in Table 11 presents the results from estimating Equation (4) for linear probability model and Equation (5) for random effects probit respectively. As pointed out in Section 3, we will compare the results with those from heckman selection model to examine the effects of exchange rates. For each estimation, results without and with lagged export status dummies are reported in column (a) and (b). Of the firm level determinants, a number are consistent with those found in the previous literature. In all of the columns, size, as measured by the logarithm of number of employees, and labor productivity always have a significantly positive effect on export participation. The effects of wage and age are insignificant. Foreign owned firms in Column 2 are more likely to export than other firms (significant at 1%). The lag of the export dummy in both of Column (b) has a significant impact on export status next year, which confirms the existence of sunk costs. The coefficient of REER shows that exchange rate movements did not significantly affect the firms' behavior of export participation, which is consistent with Bernard and Jenson (2004a) using the same econometric methodology. Our results are also consistent with whose who use subsample of the same dataset for the UK firms such as Girma, Greenaway and Kneller(2004) , Greenaway and Kneller(2004) , and Greenaway, Guariglia and Kneller (2005) employing similar methodology. In both of Column (a), excluding the lagged export dummy allows us to check for the robustness of the effects of the remaining explanatory variables in our model. The results from this specification are quite similar to those in column (b) (only the age coefficients become significant), with generally higher levels of statistical significance of the coefficient estimates. Exchange rate movements have little impact on firm export participation adopting the estimation equations, which is consistent with the evidences we mentioned before. The limitation of the estimation models has been discussed in previous section. And these estimations only examine the export participation of firms. Table 12 reports results for the sample selection model. Column 1 report results from a specification in which we exclude the exchange rate variable. In the first subcolumn, the coefficient on previous export experience is always positive and highly significant suggesting that export participation depends strongly on the previous export status of the firm: if a firm exported the year before it is much more likely to export this period also. This is consistent with the presence of sunk costs of export market entry, since they create hysteresis in export behaviour. The statistics indicate that the probability of exporting is increasing in the size of the firm. This may reflect the fact that large firms are more likely to be able to compete successfully in international markets. The coefficients of wage and labor productivity are positive as expected, but insignificant. This may due to the control for selection bias of the selection model and is consistent with Kneller and Pisu (2005) using the same methodology for a subsample of the data.
The second subcolumn reports results for export share equation. It tells a different story: the effect of size becomes insignificant, the effects of wage become fairly significant at 1%, and the coefficient of age is negative as before and becomes significant. The foreign owner dummy has a significant coefficient in both equations as expected, suggests a strong effect of foreign ownership on firm export behavior. Foreign country dummies are very important both in the participation decision and export share decision, which is consistent with Kneller and Pisu (2005) and the theory of Baldwin and Ottaviano (2001) . Multiproduct firms use trade costs to reduce inter-variety competition by placing production of some varieties abroad. Since the varieties are differentiated, all varieties are sold in all markets.
Thus FDI/multinationals create trade via reverse imports. Foreign firms in host country are more likely to involve in exporting to other countries.
Column 2 report the effects of including the exchange rate as an independent exogenous variable. Adding this has little impact on the other coefficients, which shows that level of exchange rate is independent of other variables. The coefficients on the exchange rate are never significant in the export participation equation, which is not consistent with the findings of Campa (2004) , but is consistent with other empirical evidences mentioned in Section 2. This may also be regarded as the inertness of firms export participation to exchange rate movements due to uncertainty (as shown in Baldwin and Krugman 1989 , Dixit 1989 and Krugman 1991 and/or price stickiness. However, exchange rate movements have a significant impact on firm export shares decision with expected signs and significant coefficients in the export share equation even after the standard errors being controlled for the industry cluster. 5 The results suggest that the exchange rate does not significantly affect a firm's decision of export participation, but significantly influence the intensity of exports after the firm enters the export market. Export adjustments to changes of exchange rates are mainly made by the existing exporters. This is consistent with the microeconomic findings of Campa (2004) and Bernard and Jensen (2004b) . The results may suggest that exchange rate changes have a significant effect on variable trade costs rather than on sunk entry costs.
Since there may be an effect on the most productive non-exporting firm (i.e. the firm whose productivity is just below the cut-off value necessary to make positive profits from exporting). To capture this we interact the firms' labor productivity with the industry specific REER. The results in Column 3 of Table 12 show that the interaction term is To understand the economic magnitude of the effects we report in Table 13 the marginal effect of the Heckman selection model whose results are reported in Table 12 . The marginal effect is calculated at the mean of each of the variables. Concentrating on the effect of the exchange rates on export share, the table shows that adding 1 index point (1995=100) to the REER will increase the export share by about 0.0034 percentage points, which is equivalent to an increase of about 1.28 percent. 6 As the REER index mainly changes between 3 and 10 index points each year, it therefore induces the changes of export share between 5 and 13 percent at the mean. Big changes of REERs in some years may cause a change of 25 percent in export share at the mean, for example in 1995-1996. The evidence shows a higher negative exchange rate impacts on export shares, compared with those of other studies from micro data such as Campa (2004) , in which 10 percent depreciation results in increases in export volume due to the increase in export intensity of 6.3 percent. We should note that Campa (2004) uses export volume instead of export share in his regression.
Effects of REER (foreign vs. domestic firms)
We are also interested in the effects of exchange rate movements on different type of firms:
foreign owned firms and domestic firms. Here we regard foreign owned firms as the proxy of multinationals and domestic firms as non-multinationals, though we believe some of the domestic firms are multinationals but with a much smaller ratio of multinationals than that of foreign firms. To capture this we interact the foreign owner dummy and domestic owner dummy with the industry specific REER. The results in Column 1 of Table 14 show that the interaction terms are both significant in export share equation and insignificant in export participation decision as before. Although in export share equation, the coefficients and z statistics for domestic firms and foreign firms are different from each other, the differences are quite small, which shows little different impacts of REER on different types of firms. However, we find that the coefficient of foreign owner dummy becomes insignificant in this case. We check the correlation between the interaction terms and foreign owner dummy, and find that the correlation is more than 0.99. The interaction term may be picking up the direct effect of foreign owner dummy.
Alternative approach to dealing with this correlation is to estimate the selection model separatedly within the two subsamples. Column 2 and 3 of Table 15 reports the results. We find that size does not seem to matter: the coefficients of exchange rates in export share equations are both significant and negative. In the export participation equation, the coefficients of interaction terms become positively significant, whereas the coefficient of size (number of employees) becomes insignificant in export participation equation. Since the different size groups are divided according to number of employees, the interaction term is likely to be correlated with size. The correlation is 0.78.
So the significant coefficients of the interaction terms partly capture the direct effects of size in our former regression.
As has done before, we then separately examine the effects of REER for subsamples of firms. The results are shown in Table 16 . Column 1 and 4 show that the effects of REER on big firms are significant whereas those on small firms are not, which is not consistent with the hypothesis of financial constraints. However, it suggests that the insignificant effects of REER are not due to firm size but due to ownership, as the size of foreign firms is generally bigger than that of domestic firms (shown in Table 17 ). Further splitting the big firms into foreign and domestic, we find that the coefficient for foreign firms is insignificant and significant for domestic big firms in Column 2 and 3. This confirms the role of ownership.
Splitting small firms by ownership, the coefficients are all insignificant. A possible explanation for the insignificant coefficients for small firms is that the export share is very small for these firms, and thus they are less likely to be impacted by exchange rate movements. The mean and median of export share for small domestic firms are 0.178 and 0.05 respectively, whereas those for big domestic firms with significant coefficient are 0.20 and 0.10. Those for all the foreign firms reach 0.29 and 0.19. All of them are positively skewed distributed, but much highly skewed for small domestic firms with half of them below 0.05.
Real sales is an alternative proxy for size. Table 17 reports the summary statistics of size for foreign and domestic firms. The differences in the statistics of sales between foreign and domestic firms are much larger than those in the number of employees. So we then separate firms into two groups by the median of real sales to check the effects of REER.
The results are similar to those in Table 16 : size does not matter. Results above suggest that the difference in the effects of REER we find between domestic and foreign firms comes mainly from the different ownership of firms rather than the different firm size. The evidence confirms the results and argument of the effects of ownership of firms we present before.
Exchange rate uncertainty
Most empirical work on aggregate trade and exchange rates examines the impact of exchange rate volatility on aggregate trade volume. Most equate volatility with uncertainty.
We then examine the effects of exchange rate uncertainty on firm export behavior. The first problem in estimating the effects of exchange rate uncertainty on export behavior is choosing an appropriate variable to represent instability. The literature has used a number of measures of exchange rate volatility and variability as a proxy for risk. Some papers use conditional variances from GARCH model as Campa (2004) or the standard deviation of the first differences of the logarithmic exchange rate. This latter measure has the property of being zero in the presence of an exchange rate that follows a constant trend, and it gives a larger weight to extreme observations (consistently with the standard representation of risk-averse firms). Others (such as Dell'Ariccia 1999) consider the average absolute difference between the previous period forward rate and the current spot to be the best indicator of exchange rate risk. The advantage of this measure is that, under a target zones regime, or under pegged but adjustable exchange rates, it would pick up the effect of the presence of a "peso problem" or the lack of credibility of the official parity. It also takes firms' hedge behavior into consideration. When hedging instruments are available, the predicted part of exchange rate volatility can be hedged away and hence may not have much effect on trade. The extent to which exchange rate volatility is a source of uncertainty and risk depends on the degree to which exchange rate movements are predictable. This suggests that the appropriate measure of risk/uncertainty should be related to deviations between actual and predicted exchange rates. Another possibility is to use the percentage difference between the maximum and the minimum of the nominal spot rate over the t years preceding the observation, plus a measure of exchange rate misalignment. This index stresses the importance of medium-run uncertainty. The idea is that large changes in the past generate expected volatility. It is worth noting that the measures proposed as proxies for risk are backward-looking, the assumption being that firms use past volatility to predict present risk. Moreover, there are many other issues that need to be considered: data frequency such as weekly, monthly or quarterly changes; which temporal window; etc.
Here we use the difference between the previous forward and current spot rates to measure exchange rate uncertainty. The use of this difference assumes that hedging is a viable alternative to cover foreign transactions. This measure reflects uncertainty only insofar as hedging is costless (which it is not), or can cover all foreign transactions (which it cannot).
So spot rates and forward rates for the currencies of UK's main export destinations are needed. Since we have shown before that the changes in the REER mainly depend on two currencies: Euro (German Mark) and US dollar, we use exchange rate data for these two currencies and compute weighted average industry specific exchange rate volatility by using normalized export weights for the two currency areas in each 3-digit industry. We include China, Hong Kong, Taiwan, Singapore and Canada into the US dollar area as the currencies in these areas pegged US dollar in most of the period we investigate. The data we use to calculate two types of exchange rate volatility is from Datastream. We focus on differences between the spot rate and previous 3 month forward rate. Since the period between placing an order and receiving the payment for firms is usually three months, we follow Dell'Ariccia (1999) choosing 3 month forward rate to compute the uncertainty. The data we use is monthly exchange rates (spot and 3 month forward rates) at the mid-ofmonth (the 13 th of each month), expressed as foreign currency per GBP. The uncertainty for each year is calculated in two ways: the average of the 12 monthly differences between logarithms of spot rate and logarithms of 3 month forward rate predicted 3 months earlier (positive if appreciation, negative if depreciation), and the average of the absolute value of the12 monthly differences. To capture short run volatility, we lagged 3 months to calculate uncertainty, i.e. for each year the 12 monthly data is from October of the previous year to September of the current year. The use of average differences is novel as no existing literature takes the sign of differences into consideration.
The results of the selection model with uncertainty are shown in Table 18 . Column 1 reports the results using average of monthly differences, column 2 using average of absolute value of monthly differences. In Column 1, the coefficient of uncertainty is negative as expected and significant in the export share decision, whereas insignificant in the export participation decision. In Column 2, the coefficient is always negative and insignificant. Although the value of uncertainty using average absolute value is generally bigger than that using average value, the latter can capture the main direction of exchange rate uncertainty by offsetting shocks with different directions across a year, whereas the former cannot. This suggests that the direction of uncertainty has little effect on firm export participation decision, but has significant negative effects on the export share decision. The size of uncertainty has little impact on firm export behavior according to the results in Column 2. However, Dell'Ariccia (1999) on macro data using the sum of squares of the forward errors as uncertainty finds significant and negative effects of exchange rate uncertainty on trade. Whether or not the uncertainty changes greatly in size, it has little impact on the export behavior of firms. What really matters is the main direction of uncertainty movements. The comparison of the different impacts between average and average absolute uncertainty gives us a novel way to examine the role of uncertainty on the export behavior of firms. The results in Column 1 and 2 together provide some evidence for the hypothesis in Dixit (1989) and Krugman (1991) that the size of hysteresis gap for firms to response to exchange rates uncertainty shocks is not constant but an increasing function of the uncertainty. Increased exchange rate uncertainty would increase the inertia in firms export decision according to the "option" approach. However, the hypothesis focuses on the export participation decision rather than the export share decision shown in our results.
We further investigate possible nonlinearity in uncertainty. Table 19 reports the results when adding the square of uncertainty in the selection model. Only the coefficient of uncertainty using average value in the export share equation is significant. Moreover, the square of uncertainty is negative and significant, which suggests that increased shocks/uncertainty would induce bigger negative effects on the export share decision of firms.
In the end, we examine the effects of uncertainty on different types of firms (foreign vs. domestic). As before, we separately examine the effects of uncertainty for two groups of firms. The coefficients of uncertainty using absolute value are both insignificant in the two subsample selection models, as is in the former regression. So the results using this measure cannot provide any valuable evidence for this. So we use average value as uncertainty and Table 20 shows the results. As with REERs, the coefficient of uncertainty in the export share decision for foreign firms becomes insignificant, whereas that for domestic firm becomes much more significant. Uncertainty is always insignificant in the export participation decision. The evidence shows that exchange rate uncertainty only negatively affects the export share decision. Multinationals are less likely to be influenced by exchange rate uncertainty. The results together with those from level of REER provide evidences for the hypothesis of the offsetting effects of multinationals.
Conclusion
This paper has looked empirically at the role of exchange rate movements and exchange rate uncertainty in affecting the firm decisions on export participation and export share. The analysis breaks down export adjustments between changes in export share by existing exporters and movements due to changes of entry into export markets. Using data on a representative sample of UK manufacturing firms, the paper finds sunk costs hysteresis to be an important factor in determining export market participation. We find that the firm's export participation decision does not appear to be related to movements of exchange rate faced by the exporter. The exchange rate has a significant and negative impact on the export share of the firms after entering export markets. The responsiveness of the export share on the degree of exchange rate changes is not quantitatively as small as that in Campa (2004) . One index point depreciation in REER index will increases export share by about 1.28 percent. We also find that the export behavior of multinational firms is less likely affected by exchange rate changes than that of non-multinationals. The results provide evidences for the hypothesis of the offsetting effects of multinationals. Evidences on exchange rate uncertainty suggest that the size of uncertainty has little impact on export behavior, whereas the direction of it has significant effects and the effects are nonlinear.
The results in the paper suggest that trade adjustments due to exchange rate changes mainly occur through the adjustment of export share by existing exporters rather than through changes in the number of exporting firms. We realize that firm exit decision is not examined in our study. Exchange rate changes may have impact on firm exit as well as firm export entry. Since the percentage of quitters in our sample is averagely less than 5 percent and the limitation of Heckman selection model in estimating firm exit behavior, we do not investigate exit decision in this paper.
Although we examine the effects of exchange rates uncertainty on export, our results are quite rough and do not provide sufficient evidence to test the hypothesis of hysteresis of firms export behavior responding to exchange rates uncertainty. The existing theoretic literature does not provide any information for the export share decision of firms in response to exchange rate uncertainty. Continuing work in these directions will help us better understand the dynamics of firm export behavior in international markets. Labor productivity: the ratio of the firm's total real sales to its total number of employees. Real Wage: the ratio of the firms' total wage bill (which includes wages, salaries, social security and pension costs) to number of employees, deflated by RPI indices. Foreign owner dummy: dummy variable equal to 1 if the firm's primary ownership country is not UK, and 0 otherwise. This variable is only available in the last year of observations available for each firm. We therefore assume that a firm which was foreign owned in its last available year was foreign owned throughout the period in which it was observed. Log of employment: Number of employees Export Share: ratio between overseas turnover and total turnover Age: the subtraction of current year and the incorporation year for each firm in each year Industry REER: 3-digit manufacturing industry level real effective exchange rate 
-----------------------------------------------------------------------
100.00 
-------------------------------------------------------------------Number of Number of Size
Employee Observations Percent Cum. 
175,174 100.00 Note: In each box, mean, overall standard deviation (in the parentheses), median and number of observations are reported from top to bottom respectively. Note: The overall mean within an industry is listed in the first row, the export premium (measured at mean) is listed in the second row, number of observations in the third row, and the percentage of exporters for firm-year is in the last row in each box. (i) (a) reports results without lagged export status dummy, (b) reports those with lagged export status dummies.
(ii) * indicates significant at 10%; ** indicates significant at 5%; *** indicates significant at 1% (ii) *significant at 10%; ** significant at 5%; *** significant at 1% (iii) ρ is the estimated correlation between the error terms of the two equations; if it is different from zero it suggests that the two equations are related and that the selection model is appropriate; λ is the estimated coefficients of the inverse Mills ratio; if it is different from zero it suggests that there is sample selection. Table 12 (i) *significant at 10%; ** significant at 5%; *** significant at 1% Table 14 -Table 20 (except Table 17 ), see notes for Table 12 . 
