Social media services such as Last.fm provide crowdsourced mood tags which are a rich but often noisy source of information. In contrast, editorial annotations from production music libraries are meant to be incisive in nature. We compare the efficiency of these two data sources in capturing semantic information on mood expressed by music. First, a semantic computing technique devised for mood-related tags in large datasets is applied to Last.fm and I Like Music (ILM) corpora separately (250,000 tracks each). The resulting semantic estimates are then correlated with listener ratings of arousal, valence and tension. High correlations (Spearman's rho) are found between the track positions in the dimensional mood spaces and listener ratings using both data sources (0.60 < r s < 0.70). In addition, the use of curated editorial data provides a statistically significant improvement compared to crowd-sourced data for predicting moods perceived in music.
INTRODUCTION
Empirical evidence have shown that music has the ability to express emotion or mood (perceived emotions) and to evoke emotion in listeners (felt emotions) [1] . This is reflected in the prevalence of mood-related tags, i.e. free-form labels applied to tracks, albums, artists, etc. in popular online music tagging services such as Last.fm 1 , and in the importance of editorial mood-related metadata in production music catalogues.
The collection and management of multimedia document tags is a widely-used practice in online services and content providers with large population of users. Typically, very large corpora of data describing semantic information on multimedia documents can be obtained straightforwardly from the end-users. Music related tags may contain information of any kind including genre, locale, mood, opinion and instrumentation. The importance of mood tags was highlighted in several studies including [2] , claiming that mood tags account for 5% of the most commonly used tags, and [3] , which reported that 15% of the song queries on Last.fm are made using mood tags. Mood-related metadata are also considered important for searching and finding suitable tracks from production music catalogues, especially for specific purposes in creative media production involving music, such as movie making. In order to build models and applications 2 to classify tracks according to moods, there is a need to develop robust semantic representations of mood tags, in line with judgements from human listeners.
We wish to compare the reliability of semantic tags and mood representations based on tags obtained from two different sources of data: (i) crowd-sourced tags available from Last.fm, and (ii) curated editorial annotations used in production music catalogues. Moreover, this study seeks to assess how wide is the gap between the semantic representations of mood from these two data sources by applying semantic models across the sources. We assess the reliability of semantic representations using listener ratings collected for each source. For production music we use a unique source of curated editorial tags extracted from I Like Music's 3 (ILM) collection, aggregated from 29 individual production music catalogues.
In order to represent semantically meaningful information in a low-rank space, tag data can be analysed using Latent Semantic Analysis (LSA) [4] . The technique reduces noise resulting from spelling variations, the frequent use of synonyms, the polysemy of words, and largely subjective annotations occurring in crowd-sourced tag data. This is achieved by learning the latent structure of the semantic space in an unsupervised manner, in other words it learns context-specific relationships between tags from domain-specific data. The process of LSA involves Singular Value Decomposition (SVD) to find a low-rank approximation of a term-document matrix, leading to the above-mentioned semantic space with reduced dimensionality and data sparsity.
Past research in Music Information Retrieval (MIR) has successfully established relationships between the semantic spaces of crowd-sourced tags based on LSA and expert-based taxonomies for moods [5] and genres [6] . Moreover, [7] recently examined the reliability of mood-related tag data obtained from Last.fm by comparing semantics emerging from track-level tags to listener ratings on the corresponding mood scales. The authors proposed the Affective Circumplex Transformation (ACT) method based on LSA and mood models in the field of affective sciences to explicitly estimate the mood expressed by music tracks. The results showed medium high correlations (r s ≈ 0.60) between the estimates and ratings for valence, arousal, and tension. No similar study has been conducted yet using music mood tags curated by music librarians and professional music experts.
The remainder of this article is organised as follows: In Section 2, we present the system devised to uncover semantic music mood models from metadata. In Section 3, we describe the cross-evaluation framework used to assess the semantic music mood models obtained using the Last.fm and ILM datasets. The results of the evaluation process are presented and discussed in Section 4. Section 5 summarises the findings and proposes future developments of this work.
SEMANTIC ANALYSIS
The following procedures are applied separately for Last.fm tags and ILM annotations. A detailed description of Last.fm data and analysis is given in [7] .
Vector Space Modelling
First, mood and genre vocabularies were collected by aggregating and lemmatising words listed in several research papers in affective sciences, music psychology and MIR, as well as in the Allmusic.com web service. The genre vocabulary was used to select tracks for the listening test detailed in Section 3.2 to ensure a well-balanced representation of genres. Synonyms and inflected forms of the vocabulary terms were identified and aggregated, or added manually, such as (happy, happiness) and (rhythm and blues, r'n'b, R&B). The resulting vocabularies consist of 560 unique mood words and 865 distinct genre names.
Last.fm [7] and ILM mood and genre vocabulary terms were identified from tags using a bag-of-words approach similar to that used in [8] . Vocabulary terms were then applied to associated tracks accordingly. To avoid obtaining overly sparse and uncertain information, we excluded tracks with less than two mood (and genre) terms, and terms applied to less than 100 tracks. Finally, both datasets were normalised by computing term frequency-inverse document frequency (TF-IDF) weights:n w,t = (n w,t + 1) log( R fw ), where n w,t is the original frequency weight related to term w and track t, R is the total number of tracks, and f is the number of tracks the term w was applied to. Statistics describing the mood data associated with the Last.fm and ILM datasets are summarised in Table 1 .
Singular Value Decomposition
Low-rank approximations of the resulting mood (and genre) TF-IDF matrices was then computed by Singular Value Decomposition (SVD). SVD decomposes a sparse matrix N into orthogonal matrices U and V , and diagonal matrix S, such that N = U SV T . S contains singular values in decreasing order. A rank k approximation of N is then computed bȳ
T , where each row vector U k i represents the term w i with k relative weights for each dimension. Similarly, V k j represents track t j as k relative weights. Based on the rank k approximation, dissimilarity between terms w i and wî can be computed using the cosine distance between the
Affective Circumplex Transformation
We use the Affective Circumplex Transformation (ACT) proposed in [7] to infer explicit representation of valence, arousal, and tension for the annotated tracks. The rationale behind ACT is based on research in psychology [9, 10, 11] which showed that the variance between various mood states could be modelled using only a few underlying affective dimensions.
To represent mood terms in a low-dimensional space, non-metric Multidimensional Scaling (MDS) [12] is applied on the term dissimilarities obtained by rank k approximation of mood TF-IDF obtained by SVD. Three-dimensional mood spaces were obtained, yielding similar stress values (Kruskal's stress 1, denoted φ k ) for the Last.fm (φ 4 = 0.02, φ 256 = 0.29) and ILM (φ 4 = 0.02, φ 256 = 0.25) datasets.
Next, the resulting MDS mood term space is made to fit the space of arousal and valence (AV), using AV values of 101 mood terms given in [9, p. 1167] and [10, p. 54] . To obtain explicit representation of tension, the model by [13] can be projected on the space diagonally against negative valence and positive arousal. First, mood term co-occurrences are found between the MDS and AV-spaces, yielding 47 and 37 matches for Last.fm and ILM, respectively. Then, the MDS term space is transformed to match the AV space using classical Procrustes analysis [14] with sum of squared errors used as goodness-of-fit. The method retains the relative distances between objects in the original MDS configuration, since it allows only translation, reflection, orthogonal rotation, and isotropic scaling. Given AV values xî = (xî 1 , xî 2 ), and MDS configuration yî = (yî 1 , yî 2 , yî 3 ), whereî denotes the mood terms matched between MDS and AV, the Procrustes transformation givesxî = ByîT + C, where B is an isotropic scaling component, T is an orthogonal rotation and reflection component, and C is a translation component. B, T , and C minimise the goodness-of-fit measure X 2 : X 2 = Σî(xî −xî) 2 . To this end, AV valuesxî are zero-padded into three dimensions. Configurationx i composed of all mood terms is then obtained by using the transformationx i = Bx i T + C. Fig. 1 shows AV values of the resulting mood term configurations (k = 16) for both Last.fm tags and ILM terms. The frequencies of the terms shown span from 110 tracks ("vindictive") to 79,524 tracks ("chill") for Last.fm, and 346 tracks ("narrative") to 39,892 tracks ("uplifting") for ILM. It can be seen that ILM terms have more positive valence in general, which may reflect the different music genres covered by these corpora. Moreover, the Last-fm configuration shows certain unexpected term positions. For example, positive valence of "guilty" may be explained by a frequent term combination "guilty pleasure", which yields low distance between these terms.
Tracks are projected onto the resulting mood space based on the term positions and sparse TF-IDF term vectors of tracks. Given a configuration of termsx i , i ∈ (1, ..., n), where n is the number of terms, track positions are computed by taking the euclidean mean of the term positions, weighted by the sparse TF-IDF vector q of the track:t = (Σ i q ixi )/(Σ i q i ). This way, any track associated with one or more mood terms can be projected.
EVALUATION FRAMEWORK

Cross-evaluation Protocol
The system is evaluated using four methods outlined in Fig.  2 . We use ACT L and ACT I hereafter to denote the semantic models obtained by applying ACT to Last.fm and ILM tags, respectively. Our four methods can be summarised as follows: (1) Using ACT L for predicting mood in the Last.fm test set as in [7] ; (2) Using ACT I for predicting moods in the Last.fm test set; (3) Using ACT L for predicting moods in the ILM production music set; and (4) Using ACT I for predicting mood in the ILM production music test set. Mood ratings obtained from two listening tests, one using 600 tracks from Last.fm (see [7] for details), and one using a set of ILM tracks (see Section 3.2) were used as ground- 
ILM ratings
Last.fm test corpus ILM test corpus L I Fig. 2 . Cross-evaluation framework for semantic musical mood models using two different sources of metadata and tracks.
truth data to evaluate the accuracy with which the system described in Section 2 predicts perceived mood in music. We apply ACT on the tag data, project the tracks used in the listening test onto the AV-space, and compute non-parametric Spearman's rho coefficients of correlation between the track positions and the ratings. Track positions along the valence and arousal axes are directly correlated with the ratings for the corresponding scales, and the model estimates for tension are obtained by projecting tags along the direction proposed by Thayer [13] . The evaluation of the ACT performance across annotation types (methods 2 and 3 in Fig. 2 ) is achieved following three principles. First, corresponding mood terms in the two sets are identified and only matching terms are used in further computation. A total of 251 co-occurring terms were found in both sets, which reduces the Last.fm data (357 terms) more than the ILM data (288 terms). Second, TF-IDF weighting of the rated tracks in one test set is computed based on the tag frequencies in the other test set. Third, mood term positions based on the ACT of the other set are used to project the tracks.
Listening Test with ILM Tracks
Track Corpus
A corpus of 205 production music tracks was sampled from the ILM dataset. The sampling was made in a semi-random fashion based on several criteria to ensure that the resulting set well covers the MDS mood space, as well as the main genres prevalent in the analysed production music data. To this end, k-means clustering was applied to group tracks according to genres based on an MDS genre representation, and tracks were then sampled from these clusters in a stratified manner. Our analyses suggested that six distinct genre clusters were enough to represent a large part of the ILM dataset. We present hereafter the three most prevalent genre tags within each cluster, the most prevalent in italic, and the other two within brackets: jazz (swing, lounge), dance (pop, house), rock (pop, alternative), electronic (urban, ambient), folk (country, pop), and orchestral (classical, choral).
Procedure
A procedure similar to that proposed in [7] (Last.fm corpus) was followed with the ILM corpus. An online annotation interface was used to ask participants to annotate 30 second audio excerpts of tracks from the corpus in terms of the perceived moods in music. Annotations for six mood scales were done using nine-step bipolar Likert scales: calm/energetic (arousal), negative/positive (valence), relaxed/tense (tension), submissive/dominant (dominance), cold/romantic (romance), and serious/funny (humour).
RESULTS AND DISCUSSION
Listeners' Ratings
A total of 46 participants (mean age 32.3 years, SD = 9.0 years, 30 males) from 20 countries (mostly Europeans, 13 participants from the United Kingdom) took part in the experiment. Musical expertise of the participants spanned from listeners (N=14) to musicians (N=20), and trained professionals (N=20). For the sake of rating consistency between participants, we selected participants who had rated more than 20% of the tracks for further analyses. This resulted in 8.9 ratings per track on average (SD = 0.90 ratings). Cronbach's α, a widely used measure representing the inter-subject agreement, was computed for each mood scale to assess the reliability of the obtained data. This yielded acceptable values (α ≥ 0.70 [15] ) for valence, arousal, and tension, and slightly lower values for the other scales (α > 0.64). In the remainder of this article, we focus on the valence, arousal, and tension mood dimensions and characterise the mood expressed by each track with the mean values computed across participants.
Based on the ratings, no correlation between arousal and valence was found (r = 0.06, p = 0.41), which supports the two dimensional model proposed by Russell [9] . Tension is positively correlated with arousal (r = 0.57) and negatively correlated with valence (r = −0.67). In fact, almost all variance in tension (R 2 = 0.81) can be explained by a linear combination of arousal and valence, which in turn supports Thayer's [13] projection of tension diagonally against positive arousal and negative valence. These correlations were in line with those found with the Last.fm ratings. The ratings of tension showed high positive correlation with dominance (r = 0.85) and high negative correlation with romance (r = −0.85), whereas valence showed high correlation with humour (r = 0.81). 
Fit between Mood Model Projections and Ratings
The system evaluation was performed using different values of the rank parameter k for the LSA technique employed prior to the ACT. The results with Last.fm test set (methods 1 and 2) are shown in Fig. 3 , demonstrating that the correlations obtained with ACT L (0.52 < r s < 0.61 for valence, 0.62 < r s < 0.68 for arousal, and 0.58 < r s < 0.64 for tension) are generally lower than the correlations obtained with ACT I (0.60 < r s < 0.63 for valence, 0.65 < r s < 0.68 for arousal, and 0.63 < r s < 0.66 for tension). The only exception is the correlation obtained with the arousal dimension for k = 128.
A paired sample Student's t-test was applied to evaluate the difference in correlations obtained with ACT L and ACT I across k. The test revealed a highly significant difference between ACT L and ACT I for valence (t(6) = −5.03, p = 0.00237) and tension (t(6) = −4.75, p = 0.00315), and a significant difference (t(6) = −3.15, p = 0.0197) for arousal, all in favour of ACT I . These results suggest that the semantic model derived from curated editorial mood annotations of production music is better in predicting moods than the semantic model derived from crowd-sourced data.
The results with the ILM test set (methods 3 and 4) are shown in Fig. 4 . Applying ACT I gives the highest performance of all four methods (0.61 < r s < 0.65 for valence, 0.67 < r s < 0.71 for arousal, and 0.69 < r s < 0.71 for tension). Moreover, ACT I again outperforms applying ACT L (0.57 < r s < 0.63 for valence, 0.53 < r < 0.60 for arousal, and 0.61 < r s < 0.66 for tension). The difference between ACT L and ACT I and is highly significant (valence: t(6) = −5.98, p = 0.00098; arousal: t(6) = −10.08, p = 0.00006; tension: t(6) = −13.53, p = 0.00001) for all mood scales using the ILM test set.
Applying ACT L on the ILM test set rather than the Last.fm test set doesn't significantly affect the performance, except for the arousal dimension, for which the drop in the correlation coefficient (from r s ≈ 0.65 to r s ≈ 0.57) is highly significant (t(6) = −7.28, p = 0.00034). This shows that the semantic models derived from crowd-sourced annotations of commercial music can be used in a reliable manner to predict the moods expressed by production music tracks. In general, the results show that semantic models of moods based on ACT provide fairly robust generalizability across annotation types and music corpora.
CONCLUSIONS
In this study, we assess whether semantic mood models derived from the Last.fm and I Like Music (ILM) datasets can be used to predict mood expressed by music tracks (i) from the same corpora, and (ii) from different corpora. In summary, the results indicate the following conclusions:
• Data-driven semantic mood models are efficient to predict perceived mood in both data sets (Last.fm and ILM).
• The use of ILM editorial tags provide a statistically significant improvement compared to crowd-sourced data for the semantic modelling of mood expressed by music.
• Semantic model of moods can be built based on one corpus and efficiently applied to another, regardless of the difference in music styles and mood annotations.
• We claim that the overall quality of annotations is the most important factor determining the performance of the obtained models.
The results show promising ways to capitalise on large datasets of annotated music corpora to improve our understanding of how mood-related semantics can be reliably extracted from both crowd-sourced tags and editorial annotations. Future work includes adding other relevant semantic content (such as genre) and incorporating audio descriptors to tackle the challenge of predicting perceived mood in music in a robust fashion.
