We analyze the large deviation properties for the (multitype) version of percolation on the complete graph -the simplest substitutive generalization of the Erdős-Rènyi random graph that was treated in article by Bollobás et al. (Random Structures Algorithms 31 (2007), 3-122). Here the vertices of the graph are divided into a fixed finite number of sets (called layers) the probability of {u, v} being in our edge set depends on the respective layers of u and v. We determine the exponential rate function for the probability that a giant component occupies a fixed fraction of the graph, while all other components are small. We also determine the exponential rate function for the probability that a particular exploration process on the random graph will discover a certain fraction of vertices in each layer, without encountering a giant component.
INTRODUCTION
The principle object of study in this paper is a generalized version of the Erdős-Rènyi random graph. Here, instead of a percolation process occurring homogeneously throughout the graph, the vertex set is first divided into a finite number of differing types. Then edges are placed randomly and independently with a probability that depends on the types of vertices it might connect (and an overall scaling by the inverse of the total number of vertices). Models of this form were treated in [6] where some preliminary results were derived. Moreover, this model is a special case of the general systems defined in [3] -specifically Example 4.3 -where more detailed properties were obtained.
From our perspective (which is slightly different than that of the above mentioned) the differing types correspond to layers which, by analogy with spin-systems, are physically displaced copies of some regular infinite lattice. The scaling of the interaction/edge probabilities is the mean-field approximation and, in the context of this approximation, for various reasons the interaction might be non-homogeneous relative to the layers of the constituents.
The subject of layered mean-field spin-systems is rather ancient (see, e.g., [5] ). While it is unlikely that a complete mathematical treatment of these models has ever been enacted, it is still regarded as a reliable guide for the behavior of systems in thin geometries (see, e.g., [7] ). For the layered problems, as in the homogenous cases, the mean-field analysis is greatly facilitated by the construction of a free energy function: In general one may write down, explicitly or implicitly what amounts to the large deviation rate for the probability of observing a particular magnetization fraction (or other general order-parameter) in each layer. This function is then minimized whereupon quantities of interest e.g., the actual limiting magnetization profile, are obtained. Such an approach was taken in [4] for the standard Erdős-Rènyi random graph and was, to some extent, a facet in the study of the random cluster model on the complete graph [2] .
While the strategic philosophy that we follow in this work has some of its roots in [4] , the multiple layers represent additional dimensions to the problem. Thus, to find the paramount large deviation rates, we must optimize over trajectories in a density-parameter space which, at the discrete level are generated by the systematic removal of clusters. This leads to a constrained variational problem the (semi-explicit) solution of which provides the desired rates.
We close this section with the basic notations we will be using and, in the next section, we will state our main results. Proofs will emerge in Sections 3-5.
Notation
For the purposes of this paper, we define a layered set to be a set in which each element v has an associated integer, which we designate by layer(v). We similarly define a layered graph to be a graph whose vertex set is a layered set. Since we think of layer(v) as having something to do with the position of v, we will freely use language such as "v is in the i th layer" to mean that layer(v) = i. If S is a layered set, we let S = {v ∈ S : layer(v) = } be the set of elements of S in layer . If G is a layered graph with vertex set V , we let G be the subgraph of G restricted to V .
We will typically use L to indicate the number of layers in a graph and we will use the hat symbol (ˆ) to indicate vectors with L components. Ifη is such a vector, we will let |η| be the L 1 norm onη. If S is a set or a graph, we let |S| be the number of elements or vertices in S, respectively. We will let S be the vector of dimension L whose th component is |S |. We will also use the componentwise partial ordering on vectors, so (for example)η > 0 will mean thatη ∈ (0, ∞) L . If v is a vertex in a graph G, we will let C(v) = C G (v) be the component of G containing v.
We now introduce the main model of the paper: Let L ∈ N andn ∈ N L be given, and consider the layered vertex set
where layer(( , k)) = . Then given probabilities (p ij ) i,j∈{1,...,L} with p ij = p ji for all i and j, let E be the (random) edge set so that each edge {u, v} appears (or not) in E independently, and P({u, v} ∈ E ) = p layer(u)layer (v) , so that the probability that an edge exists between given vertices in layers i and j is p ij . In this paper we will restrict ourselves to the case in which the number of vertices in each layer scales proportionally to the number of vertices in every other layer; so let us for the remainder of the paper taken = ( ρ 1 n , . . . , ρ L n ) for somê ρ ∈ (0, ∞) L and n > 0. Additionally, let us take A = (α ij ) to be a symmetric, non-negative, irreducible L × L matrix, and let p ij = α ij n . We will generally consider L and A to be fixed throughout the paper, and therefore we designate the resulting random graph by G (n,ρ) and the corresponding probability measure by P n,ρ -although we will allow n andρ to be implicit when it is clear from context. We let E n,ρ indicate expectation with respect to P n,ρ .
Throughout this note we shall, emphatically, not adhere to the summation convention (concerning repeated indices) as this would be a cause for much confusion.
MAIN RESULTS

Background
Here we shall summarize various properties of the model which will be needed later. The vast majority of these have been proved in [3] and [6] , often by comparison to branching processes. The seminal result, stated below, can now be derived by the alternative method of minimizing the appropriate free energy/rate function.
Theorem 2.1. Letθ(r, n,ρ) be the (random) portion of sites in each layer of G (n,ρ) which are in components of size greater than r (that is to sayθ k =ρ k × the fraction of sites satisfying the above clause).
Then there exists aθ (ρ) so that
in the sense of convergence in distribution. Furthermore,θ (ρ) is the maximum solution to the system of equations given bŷ
Remark . This is a special case of Theorem 3.1 in [3] where, as explained therein, "maximal" actually turns out to be a well defined concept as will be described in the next lemma. The above was also obtained as Eq. (7) The proof of Lemma 2.2 can be found in the proofs Theorems 6.1 and 6.2 of [3] and is adequately discussed in [6] . It also is discussed in [1] (and references therein) in the context of Theorem 8.
In the first two citations, the critical condition for the model on G (n,ρ) is also spelled out. This, in our language, is described as follows:
We will say thatρ is a supercritical density ifθ (ρ) is nonzero, a subcritical density if there is a neighborhood ofρ in (0, ∞) L on whichθ is zero, and a critical density otherwise. In order to characterize these three regions of density further, we introduce an attachmentsusceptibility matrix, whose ij th entry is the expected number of edges from a vertex in layer i to vertices in layer j (up to O(1/n) corrections):
We then have:
We omit a formal proof since results of this form have appeared previously (c.f. the Remark below).
The behavior above, below and at criticality is described by the following:
Ifρ is critical then
for all > 0. Ifρ is supercritical then there is some > 0 such that
Remark . The critical and supercritical results here and in Lemma 2.3 are part of the main theorem (Theorem 3.1) in [3] and in various places in [6] . The subcritical result is not readily found in these references. The proof is not particularly difficult: As in [3] Section 7 (see also [6] ) we may compare to a relevant branching process as described in their Sections 5 and 6 and in [1] . In sub-critical instance the desired result is readily obtained [1] since the process dies out at an exponential rate.
It may be of slight concern (or interest) to see the transpose of Bρ playing the seminal rôle in the subcritical -as well as the critical -cases. We demonstrate by direct appeal to the above mentioned branching process; note that this is peculiar to the uniform selection of the vertex. Let X ij denote the matrix element which represents the average number of vertices of type j attached to the root when it is a single vertex of type i. Then, as one would expect,
we have
By the special attribute of uniform selection -as opposed to some other definition of V ijwe seeρ
Thus, multiplying (2.9) on the right by a vector with unity in each component we obtain
which is equivalent to (2.4). It is noted that if for fixedρ = 0 a solution to (2.4) has been acquired withv i ≥ 0 then it can be concluded that the model defined by Bρ is subcritical. Indeed, since Bρ is irreducible, by the Perron-Frobenius theorem, the maximum eigenvalue corresponds to a one-dimensional space and therefore cannot be orthogonal toρ. It follows e.g., from the version of the above exhibited in (2.4) that the maximum eigenvalue of B ρ (or B T ρ ) is strictly less than 1.
Main Theorems
To state the first theorem, we let S be the entropy function given by
and let
With these, we can calculate the large deviation rate of large components existing in G (n,ρ): 
We are also interested in the rate of G (n,ρ) not having large components: 
Moreover, the convergence is uniform forρ bounded above.
As a kind of combination of Theorem 2.5 and Theorem 2.6, we find the exponential rate ofθ taking a specified value: 
Thus the giant component is unique with exponential probability.
ALL SITES CONNECTED
The goal of this section is to prove Theorem 2.5 and the following: 
and the convergence is uniform forρ bounded above and bounded away from zero.
Notice that if m is chosen to be 1, Theorem 3.1 gives the exponential rate of G (n,ρ) being connected.
In order to prove Theorem 3.1, we will convert the problem into an equivalent problem for directed graphs. To this end, for all vertex sets U and W , and all directed edge sets E , let F(U , W , E ) be the event that for every vertex in U there is a path of (strictly) positive length in E to a vertex in W .
Lemma 3.2.
Let vertex sets U and W , and (p v ∈ [0, 1]) v∈U ∪W be given with
Then let E be the random edge set
Proof. Given our construction of E (in which each vertex has an outgoing edge), we have that
Indeed, in the left hand event each vertex in W is either directly connected to W , or is indirectly connected to W through U \ W . Thus we may assume without loss of generality that U and W are disjoint. We will proceed by induction on |U |; the size of W is unimportant.
(Indeed the system is manifestly equivalent to the one where W = {w} with p w given by the right hand side of Eq. (3.3) ). The case with |U | = 1 is trivial, so we assume that the lemma holds for |U | ≤ N, and take |U | = N + 1. Let u ∈ U , and note that if ω u = u then F(U , W , E ) does not occur. On the other hand -that is, if ω u = u -we let
for each v ∈ U \ {u}, and let E = {(v, ω v ) : v ∈ U \ {u}}. Then every path in E which does not start or end with u has a naturally corresponding path in E : simply remove all instances of u from the path. By this correspondence, we see that F(U \ {u}, W , E ) occurs if and only if F(U , W , E ) occurs. We note further that in the case ω u ∈ W we have P(ω v ∈ W ) = p u + y∈W p y for v ∈ U \ {u}.
Thus we have
Since (ω v ) v∈U \{u} are i.i.d. once ω u is conditioned upon, our induction assumption gives that
Substituting these into (3.6) gives the result for |U | = N + 1, and completes the inductive step of the proof. 
. Then, letting P n,ρ be the probability measure associated with E , we have
for all v ∈ V . Moreover, ifρ is bounded above and bounded away from zero, the convergence is uniform.
Proof. We will prove the lemma by showing
Indeed, once this is established, the existence and value of the mutual limit is clear. In particular, the event on the right hand side is the event that each vertex in V has an outgoing edge in E ; for finite n this may be calculated explicitly:
and the value of the limit follows. We turn to the substantive task which is to establish Eq. (3.9). First, note that since
To get a lower bound, we let F be a subset of E gotten by discarding all but one outgoing edge (randomly selected) from each vertex. Then letP(·) = P n,ρ [·|F(V , V , E )], and note that since F(V , {v}, E ) is an increasing event with respect to E , we havẽ
We also note that under the measureP, the set F contains exactly one outgoing edge for each vertex. We let
where x ∈ V i . Then, as is readily estimated using the limiting Poisson statistics,
Specifically, if the probability of x having an edge in E to a given layer is uniformly bounded away from zero, the probability of x having such an edge in F is also uniformly bounded away from zero.
We will now use induction on L to show that 
Here the fact that A is irreducible (andρ > 0) implies 
Once again A being irreducible implies (b ij ) must be as well. Thus we may use our inductive assumption to prove that (3.15) holds for all L. Now using (3.12) and taking limits we have
which proves (3.9); and since nonzero b ij are uniformly bounded away from zero forρ bounded above and bounded away from zero, we have uniform convergence.
We will also use Lemma 3.2 from [4] , which we reproduce here (with slightly modified notation): 
Similarly, let G denote the inhomogeneous directed graph with the restriction that the two possible (directed) edges between k and l occur independently, each with probability p kl . Letting E G be the edge set of G , we have P(G is connected) = P(F(W \ {1}, {1}, E G )).
Proof of Theorem 3.1. For a vertex set W , let E + (W ) be the complete set of edges on W . We then note for n ≥ m
and thus
Moreover, since the vertices are a priori interchangeable within a given layer, we need only consider a finite number of W in the supremum. Thus we will have proved the theorem once we have shown that
is connected) converges uniformly to (ρ) forρ bounded above and bounded away from zero. Thus let us fix S ⊂ V with |S | = m, and let v ∈ S . Since adding an edge (a, b) to G (n,ρ) is equivalent to setting p ab = 1, and since
-where E + is the full set of directed edges on S -Lemma 3.4 shows that
Then we note
and point out that events on the right hand side are independent. Since the rightmost event occurs with (uniform) probability of order unity and the event on the left hand side is bounded between F(V , {v 1 }, E ) and F(V , V , E ), we can use Lemma 3.3 to conclude
Since this holds for all choices of S , and the convergence is uniform, we use (3.20) and (3.19) to finish the proof.
where the o(1) term is uniformly bounded for
Proof. We first note that the lower bound onρ is chosen to guarantee that each layer has at least one vertex. For m > 1, this guarantees that no vertices are strictly isolated. For m = 1 such a restriction is unnecessary -indeed, the existence of vertices which are isolated would cause the left hand side of (3.23) to be negative infinity. Thus for the remainder of the proof we assume that each vertex has at least one potential neighbor. Following the proof of Theorem 3.1 up to around (3.19), we get
where o(1) is independent ofρ. Then taking S as in the proof of Theorem 3.1, we have by (3.21)
where the O(n) m term comes from P n,ρ [F(S , V , E )] -here we have used the assumption that each vertex has at least one potential neighbor -and the remainder of the right hand side comes from bounding the event F(V , S , E ) by F(V , V , E ) and using (3.10). The result then follows by applying (3.20) and taking limits.
Proof of Theorem 2.5. We note that for allη with 0 ≤η ≤ρ we have
Thus for a lower bound we note that for eachη ∈ S we have 1 n ηn ∈ S for sufficiently large n -following from S open. Thus for eachη ∈ S we use (3.26) and Theorem 3.1 to get lim inf
For an upper bound, note that C(v) can take only polynomially many values, and thus
Now using (3.26) and Corollary 3.5, we get an upper bound which matches (3.27 ). This proves the Theorem.
NON-PERCOLATING SUPERCRITICALITY
Overview
In order to prove Theorems 2.6 & 2.7, (as well as Theorem 2.1) we will have to consider certain paths in density parameter space; roughly speaking, these represent progress in the reduction of the density by the extraction of existing components. In this subsection, we will first define the relevant sorts of paths and introduce a cost function for motion along these paths. Our primary result of this section -Theorem 4.2 -relates the large deviation rate of density reduction to the optimal cost among all paths which connect the densities. We shall turn to some preliminary definitions that will culminate in a statement of Theorem 4.2 -after which we can conclude this overview.
L denote a path in density parameter space. Of exclusive interest will be ascents, which are Lipschitz continuous paths emanating from the origin and which are nondecreacing in all components and increasing in at least one component. For convenience, we shall parameterize the ascents in such a way that |ˆ (t)| = t for all t > 0. Finally, we denote by P(η) the set of ascents that pass through the pointη.
Forγ a vector with |γ | = 1 and t ≥ 0 let us define
where, for historical reasons the above is denoted by a reciprocal quantity. If the minimum is achieved at x = 0 we will, somewhat informally, declare χ to be infinite. Next, we defineψ byψ
It is noted that at t = 0, we have χ = 1 (andψ = 0). Thus by continuity, for t small enough, [χ] −1 > 0 (withψ non-trivial). However, under most circumstances, it will be the case that for t 1, the only choice is [χ ] −1 = 0. Here we let t denote the supremum of t's for which χ < ∞ -where it is noted, by obvious monotonicity considerations, that t is well defined although possibly infinite. Assuming otherwise (since t = ∞ represents a trivial problem) we have for t > t , the resultantψ is independent of t. We claim that for t < t the quantities (ψ, χγ ) represent a (density, average cluster size) pairing in the subcritical regime while for t ≥ t the model with densityψ is critical with a corresponding interpretation. This is the subject of our next Lemma.
Lemma 4.1. If v is a vertex chosen uniformly at random from V then
with both sides infinity if t ≥ t . Further, when t < t ,
Finally, for t ≥ t , the model defined by Bψ is critical andγ is precisely the maximum eigenvector of B Tψ (with eigenvalue unity).
Proof. Let us first consider the t < t -subcritical -cases. The goal is to show that witĥ ρ =ψ andv = χγ , equation (2.10) is satisfied. For ease of exposition, let us temporarily
On the other hand, χγ − |ψ| −1ψ is given, componentwise, by
which is manifestly the same. Thus, as far as subcritical cases are concerned, via Proposition 2.4, all claims have been vindicated.
For t > t the above is formally true with χ = ∞. Notwithstanding, let us first pause to note that if there is anyŵ i = 0, withγ i = 0 we can never get to criticality while if both γ i andŵ i are zero, the correct interpretation of the ratio (from the subcritical limit) is zero. Proceeding, we have
In light of the above, we may associate with (almost) every point on an ascending path the critical or subcritical densityψ(ˆ (t)/|ˆ (t)|, |ˆ (t)|); although due to our normalization this simplifies, a.e., toψ(ˆ (t), t). We next set
and on the basis of ξ andψ we define a free-energy like object for ascents:
Most often, we will be interested in maximizing H over paths with fixed endpointsˆ (a),ˆ (b), which will be clear from context and suppressed from our notation. Finally, let C (1) , C (2) , . . . be the components of G (n,ρ) randomly ordered according to size bias: I.e. C (1) is sampled by choosing a vertex uniformly and removing its entire component and, in general, C (k) is sampled by removing the component of a vertex chosen uniformly from the remaining graph after C (1) , . . . , C (k−1) has been removed. Then for 0 ≤η ≤ρ, let
Put simply, ϒ(ρ,η, r, n) is the probability that, starting with the system at parameterρ if we pluck out components at random we arrive at the system with parameterη (and do so without ever having selected a component of size larger than r).
We are now in a position to state the following, which is the central object of this section:
Theorem 4.2. Letρ andη be given withρ ≥η ≥ 0. Then
H(ˆ , |η|, |ρ|).
Moreover, the convergence is uniform forρ bounded above. ˆ (a) ] times the probabilitymeasured on the exponential scale -of observing the system at parameterψ if the actual system has parameterˆ . Then,ψ is chosen so that in a typical selection of its clusters, the size ratio is such that, typically, when these clusters are selected, the density decreases in the (desired) direction ofˆ (a) −ˆ (b).
We now proceed with the overview: In the next subsection, we will present a variety of results which concern the distribution of cluster sizes in these systems and in Subsection 4.3 these will be assembled into a proof of Theorem 4.2. In Subsection 4.4, we will study the H-functional in its own right. In particular, we will define paths called natural ascents which characterize the maximizers of the cost-functional. Subsection 4.5, noted for its brevity, will contain the proofs of Theorems 2.6 & 2.7 as well as Theorem 2.1.
Cluster Distributions
Lemma 4.3. Let A, L, andρ (0) be given, and for eachρ, let p(k,ρ, n) = P n,ρ ( C(v) =k), where
v is a vertex chosen uniformly at random from G (n,ρ). Then there exists a c = c(ρ (0) ) and a p(k,ρ) -which may be acquired as the n
where the lower bound holds only fork ≤ρn. In this bound,k
is considered to be zero if bothk i andρ i are zero, and p(k,ρ, n)/p(k,ρ) is considered to be one if both p(k,ρ, n) and p(k,ρ) are zero. Furthermore, for allρ,η
Proof. Recall that V is the vertex set of G (n,ρ) and let W ⊂ V with W =k so that
is the probability that W is disconnected from V \ W in G (n,ρ). Note that the error here is uniformly bounded forρ bounded above. Let (s ij ∈ N) 1≤i≤j≤L be given and let T be a tree on W which has s ij edges between W i and W j for each i and j. Then if v is a vertex uniformly chosen from V , we have
where by 'spans' we means that T and C(v) have the same vertex set, and the edge set of T is contained in that of C(v). Additionally, we have 1≤i≤j≤L s ij = |k| − 1, so
whenever P(T spans C(v)) > 0. We note that this error term is independent ofρ. Now let N(k, (s ij )) be the number of trees onk layered vertices that have s ij edges between layers i and j for each i and j. We define
Thus we have
where the O(1/(|ρ|n)) is non-negative, and comes from replacing i ρ i n with |ρ|n in the denominator. For an upper bound, we expand the binomials and bound
, we get both (4.9) and (4.10) (as well as the fact that the limit exists). Note that without knowing N(k, (s ij )), we cannot be more specific about p(k,ρ) however, for subcriticalρ's the quantity p(k,ρ) is a full probability mass function.
We now define
We will use, repeatedly, the primitive bound
This brings us to Lemma 4.4. Given δ > 0, there exists a c > 0 so that for allη (1) 
, n) for some , and any functionη(k) withη (1) 
Also, givenρ (2) ≥ρ (1) > 0, there exists a c so that for allη (1) ,η (2) withρ (1) ≤η (1) ≤ η (2) ≤ρ (2) and |η
, n) for some , and any functionη(k) withη (1) ≤η(k) ≤η (2) ,
Note that the difference in the requirements of the first and second half of the lemma is that in the first half we require thatη be bonded away from zero in magnitude, whereas in the second half we require thatη be bounded away from zero in all components.
Proof. Using (4.9) and the fact that µ(k) = 0 for |k| > n -and the "primitive" boundwe have that
where c is the c in (4.9). Then using (4.10) we have
In the first and third term in the square brackets, we have replacedη(k) withη (1) , componentwize and pointwise; then this third term evolves into the quadratic form due µ ∈ M (η (2) − η (1) ) and in the first term, we use the primitive bound. The middle term(s) can be neglected since each member is non-positive.
Combining (4.21) and (4.22) and using the fact that |η (1) | is bounded below gives the stated result. 
Proof. To reduce clutter, let us writeψ in place ofψ(γ , |ρ|). Then using (4.10) to rewrite
(4.24)
Due to the requirement that k µ(k) =γ for each µ ∈ M (γ ), the second sum on the right hand side evaluates to ξ(γ ,ρ) − ξ(γ ,ψ). Thus it remains to be proved that
which we shall do in two parts. We start by showing that the supremum is at least zero. We recall thatψ is either subcritical or critical. In the former case let χ(ψ) denote, as in 
The critical cases are handled with a similar subcritical strategy. Letψ(γ , t) be as in (4.2) and suppose t < t . We are therefore assuming |ρ| ≥ t soψ =ψ(γ , t ). We utilize, for t < t
Then, again by (4.4), etc., µ t is in M (γ ). The quantity of interest in (4.25) becomes
and we will let t ↑ t . The first term is manifestly of order [χ ] −1 and vanishes in this limit. As for the second, we will use (4.10) inside the log. We obtain
Again, the first term vanishes with [χ ] −1 . As for the last two terms, since |ψ j (γ , t) −ψ j | will vanish as t ↑ t and, meanwhile, µ t (k)k i sums to something finite which is independent of t (namelyγ i ) these terms go to zero as well.
To show that the supremum is at most zero, we drop the |ψ| |ρ| ≤ 1 term and the rest follows from elementary convexity considerations. Indeed, let q(k) ∝ µ(k) be a probability measure on N L we have (regardless of whether µ ∈ M (γ ))
Letting G(x) := −x log x -which is concave -then by Jensen's inequality,
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and we have finished the proof of the lemma.
For the proof of Theorem 4.2, we will need to introduce a discrete version of M (γ , r). Let M(b, r) be the set of sequences indexed by elements of N L \ {0} given by
We are then in need of a bound on the size of M:
, where n = |b|, uniformly in r. In particular,
Proof. We will prove this by instead bounding the size of the larger set . We then note that for each (mˆk) ∈ Q(n), we must have 
All this allows us to estimate
, and so
for j = 0, . . . , log 2 n . Combined with (4.31), this gives us the result.
The Rate for ϒ
Proof of Theorem 4.2. We will prove this by getting an upper and lower bound, although we will only show the upper bound explicitly. The proof of the upper bound requires a bit of boot strapping, and the first half of the process is to show that for any δ > 0 there is a c = c(η (2) ,η (1) ) so that 1 n log ϒ(η (2) ,η (1) , n, n) (1) , where the o(1) term is uniformly bounded forη (1) ,η (2) (which are fixed independent of n) in this domain and this term tends to zero as n tends to infinity and tends to zero.
We begin by settingb = η (2) n − η (1) n , and noting that the event upon which ϒ is based occurs if and only if there is some (mˆk) ∈ M(b, n) so that exactly mˆk of
where the O(|γ |) term is strictly bounded in magnitude by |γ |. Now let mˆk ∈ M(b, n) be chosen to maximize the summand. Since Lemma 4.6 gives us |M(b, n)| ≤ e |γ |o(n) , we have log ϒ(η (2) ,η
where the o(n) term is uniformly bounded inη (1) ,η (2) , and as n → ∞. Now dividing by n and using Stirling's approximation, we get that there exists a µ ∈ M ( to bound the error. We now apply (4.19) from Lemma 4.4 in order to rid ourselves of the n-argument in the p-term with the result:
for some c depending only on δ. By scaling µ by a factor of n/|b| we can apply Lemma 4.5 and use the continuity of ξ -which covers the O(1/n) gap betweenγ andb/n -to get (4.33). We next note that if all components (discovered in the ϒ process) in G (n,ρ) are of size smaller than n, then for every x ∈ (|η|, |ρ|) there must be at least one k so that
Next it is remarked that while the size bias, of course, skews the distribution of cluster sizes, we recollect that this distribution is based on uniform selection of a vertex and then "pulling out" that which is attached. As such, the process can be implemented dynamically by stochastically growing the cluster of the each vertex selected after the selection has taken place. Now let us suppose thatρ is bounded above and that each component is bounded strictly away from zero. And further, let us suppose that not too much of the overall sample has been processed. Then, at any point, any particular cluster -with component sizes independent of n -can be selected with probability uniformly bounded below independent of n as is seen by the consideration of a sequence of pertinent events leading to that cluster.
Thus we have that for any given collection of integers m 1 , . . . , m j ∈ [|ηn|, |ρn|] 1 there exist a corresponding k 1 , . . . , k j so that k i=1 |C (i) | = m for each with probability e jO( n) . Hence for all j the independence of edges in G (n,ρ) lets us write
where the e O(log n) term -which comes from the number of choices for eachρ (i) -is uniformly bounded forρ bounded above. We note at this point that each ϒ term has a trivial upper bound of 1, and so -in preparation for the application of (4.33) -we will discard terms on the right hand side of (4.39) for which |ρ (i) | < δ. Furthermore, to simplify notation, let us consider onlyρ for which |ρ| ≥ δ at the moment. Then, because ϒ discretizes theρ (i) terms, the supremum can be considered to be taken over a finite set, so there is a specific choice of (ρ (i) ) which achieves the supremum. Using, temporarily,
we have for all , n, j the existence of a partitionη
Interpolating by straight lines, is is clear that (ρ (i) | i = 0, . . . j) defines an ascent restricted to the interval [|η| ∨ δ, |ρ|] which we denote byˆ (remembering thatˆ depends on , n, and j). Let t (j,i) = |η| ∨ δ + i j (|ρ| − |η| ∨ δ) We now apply (4.33) to the right hand side of (4.41) to get We next claim that, for all intents and purposes, the "substantive" term is just H(ˆ , |η| ∨ δ, |ρ|). This is not quite exact since ifψ(ˆ , t) is subcritical, at time t (j,i) it will change a bit over the course of [t (j,i) , t (j,i+1) ]. However, in these circumstance, the change inψ is (at most) proportional to the change in t itself and/or the change in χ −1 -which in turn is bounded by the change in t. Moreover, the object of proportion for the k th component is the k th component itself which again alleviates any concerns about the singularities associated with logarithms. On this basis it is seen that, in the course of each increment, the error incurred by replacing the appropriate term in (4.42) by the integration of ξ(ˆ ,ˆ )−ξ(ˆ ,ψ) along the corresponding portion of the path is, in fact, bounded by a uniform constant times
where the additional small error terms have been incorporated into the O(1/j) term. Obviously we may replace H(ˆ , |η| ∨ δ, |ρ|) by the supremum over availableˆ and, allowing j to be a considered as a function of and n, we can replace both error terms with a single o(1) term which tends to zero uniformly -forρ bounded above -as tends to zero and n tends to infinity. Furthermore, it is straightforward to see that the maximal difference between H(ˆ , |η| ∨ δ, |ρ|) and H(ˆ , |η|, |ρ|) is uniformly bounded -that is, for allη,ρ, and ascentsˆ -by an O(δ) correction, for small δ. Since we may retroactively declare δ to have been picked as small as desired -after which we may take to be small and n large, we find
H(ˆ , |η|, |ρ|), (4.44) where the o(1) term converges uniformly to zero as → 0 and n → ∞.
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The opposite bound, namely
where the o(1) term tends to zero uniformly as r, n → ∞, is derived by the similar methods. First, an analog opposite bound of the form in (4.33) is derived for small |γ | -although due to the weaker lower bound of Lemma 4.4 the bound only holds uniformly forη (1) larger that δ in all components. Then, at the point of (4.39) we can simply pick any particular ascent fromη ∨ (δ, . . . , δ) toρ and place the pointsρ (i) along this path. The rest of the argument is identical with the final step being an optimization over ascents, and using brute force to traverse the distance fromη ∨ (δ, . . . , δ) toη.
Natural Assents
Consider an ascent,ˆ (t) which starts at the origin and goes at least some distance into the supercritical region. Then (since at least one component increases) there is a unique t such that for t < t ,ˆ (t) is subcritical while for t > t , it is supercritical. To define a natural ascent, we shall treat separately the subcritical and super critical behaviors. Starting with the former, it is stipulated thatˆ
at least forˆ = 0. (As is not hard to see, if we actually wish to start the ascent at the origin, an initial direction must also be specified.) Notice that (4.46) implies (c.f. (4.1) -(4.4)) that ψ(ˆ , |ˆ |) =ˆ (while, of course, the associated average cluster size ratios, is proportional toˆ ). In the limit as t ↑ t we find thatˆ tends to the limiting size ratio associated with the critical density. Denoting these objects byγ c andψ c respectively (so thatγ c is the maximum eigenvector of B Tψ c ) we define, for t > t ˆ ≡γ c -withˆ ≡ 0 -i.e.
Lemma 4.7. Letρ (2) >ρ (1) ≥ 0 be given, and suppose there is aˆ ∈ P(ρ (1) ) ∩ P(ρ (2) ) which is an ascent such that
Then there is someĉ with
Proof. Let us abbreviate a = |ρ (1) | and b = |ρ (2) |. It is first noted that for any ascentˆ
is a constant c which depends only onρ (1) andρ (2) and hence need not be further discussed. Our first goal is to establish lower bounds on the speed. Of course it may be the case thatρ
for one or more values of i in which case, in all available choices of ascents,ˆ i = const. We claim that in all other circumstances, the speeds are, componentwise, uniformly bounded below (recalling once more that our parameterization gives ascents whose total speed is always one). We adopt the notationˆ =γ and, subtracting and adding iγ i logγ i , it is seen that the remains of the integrand (after the −γ i logγ i term) are non-singular, with nonsingular derivatives as any particularγ i → 0. However the "principal" term is concave with a singular derivative (∝ − logγ i ) which, as we shall see, does not permit any component ofγ i to get too small. Indeed, let γ i be non-trivial and suppose there is a set of size t, on whichγ i does not exceed some ε with ε 1. Let us find another portion of the path where γ i exceeds, half the total required rate of ascent:
Here we may have to assume that t is not too large which, obviously, we may do without loss of generality. Denoting the two sets by b and s (big and small) we may consider the canonical map from b to s and by this means, replacingγ i | b with (1 − ε)γ i | b we can increasê γ i | s by an amount of order ε. The gain from this transfer, by consideration of the principal part along the set s, is of the order |ε log ε|. Meanwhile the "losses" from the other parts of the functional on both s and b are bounded above by a constant times ε for all ε sufficiently small. Of course in addition, we must now recalibrate to unit speed but this causes changes in the above effects which are also only of the order of ε. Thus, along a minimizer, for any i in whichρ
> 0, we may conclude that there is an ε 0 > 0 -which will depend on ρ (2) andρ (1) -such thatγ i > ε 0 for a.e. t. With the above in hand, we may now add a perturbation to the minimizing ascent secure in the knowledge that, for sufficiently small perturbation, the resultant function is indeed an ascent. The natural procedure is to derive Euler-Lagrange equations but, unfortunately, there is no a priori guarantee that all required partial derivatives exist. For this reason we deviate from the usual methods at the point where an integration by parts would normally be performed.
Letĝ a, b) . Then for all sufficiently small δ, we may write
Now suppose thatγ , t > 0 are given with |γ | = 1. We recall that χ −1 (γ , t) andψ(γ , t) are defined in such a way that either |ψ(γ , t)| = t orχ −1 (γ , t) = 0. Using this, (see also (4.60) we have
but we here we encounter our first problem with differentiability. Letη be given with
the region where |ψ| = t and the region where χ −1 > 0, the limiting values may not agree on the boundary. Nevertheless, a careful calculation shows that the discontinuities in the derivative arising from the last two terms in (4.50) cancel each other exactly, yielding
For brevity, let us for the remainder of the proof writeψ(t) forψ(ˆ (t), t). Then by combining (4.49) and (4.51), we see that anyˆ which maximizes H(ˆ , a, b) must have 
for every Lipschitz function g with g(a) = g(b) = 0. Thus the difference in the integrand must be constant almost everywhere, meaning that there must exist somed and f (t) such that
for almost every t, for each i.
Since it will clean up the proof without making a substantial difference, let us suppose that (4.54) holds for every t, instead of merely almost every t. We then claim (the proof of which shall be postponed) that ifT (x) is defined forx critical or subcritical witĥ
thenT is invertible andT −1 is increasing. This property necessarily implies that if t 0 is a time such thatψ(t 0 ) is critical then for all t ∈ [a, b], we have f (t) ≤ f (t 0 ). Indeed, assuming the contrary at t = t then, from (4.54) we would haveψ(t ) supercritical and yet there is no mechanism in the construction of ψ's for anything except critical and subcritical. Furthermore, ifψ(t) is subcritical, we have t = |ψ(t)| < |ψ(t 0 )| ≤ t 0 . From this we conclude that if t = inf{t :ψ(t) is critical}, thenψ(t) is critical and constant for t > t . Furthermore, since |ψ(t)| = t for t < t , we must have that f is increasing, and thusψ(t) is increasing in all components. Thusψ is Lipschitz continuous.
Sinceψ is Lipschitz continuous, it is almost everywhere differentiable. Then differentiating both sides of (4.54) and multiplying byψ i (t), we get for t > t . Combined with the fact that (4.57) shows thatψ(t) restricted to t < t is indeed a natural ascent, this gives us the desired result.
Proof thatT given by (4.55) is invertible andT −1 is increasing. We first show thatT is invertible. Letâ andb be given withâ subcritical or critical and T (â) =b. Then for anyx, we can writex i = (1 −ŝ i )â i . Doing this, we find thatT (x) =b if and only if
Sinceâ is not supercritical, Lemma 2.2 tells us that all solutions to (4.58) are bounded by zero; and thusT (x) =b impliesx ≥â. Similarly, ifx is a subcritical or critical solution toT (x) =b, we must also haveâ ≥x. ThusT is injective from the set of subcritical and critical densities, and is thus invertible over this domain. To see thatT −1 is increasing, let us define, for fixedŷ the functionF bŷ
Now consider the iterative mapx
must be the minimal fixed point ofF. SinceF is order preserving and bounded below by zero, this minimal fixed point must be the one starting fromx =0.) SinceF(·) is increasing as a function ofŷ, we see thatT −1 is increasing.
We conclude this section with a proof of existence of natural ascents Proof. To prove the above, we will use the H-functional and a certain modification to be explained below. The usual strategy in situations of this sort would be to maximize H via a maximizing sequence and compare (favorably) the functional evaluated at some limit of the sequence with the maximized H. We will do something along these lines after we implement our modifications. In any case, by Lemma 4.7, if we arrive at an object which maximizes H it must be a natural ascent; and we will tend to uniqueness in the final portion of the proof. First some standing notation: For a general ascentˆ we will denote the derivative byγ and the inverse of the associated χ by X.
Let us start by examining the final piece of H namelyγ T Aψ. At fixed t > 0, reiterating the arguments of Lemma 4.1 -and already discussed in the context of (4.50) -we havê
Now ifψ is subcritical then when we sum the result we get 1 − X and, similarly, in the critical cases since here X anyway vanishes. Thus, provided the correct relation between X and the norm ofψ is enforced, the final term in the functional can be replaced by the integral of 1 − X. We (re)make one more observation: Consider the first two pieces, the integral of ξ(γ ,ˆ ). It is noted that the contributers to the integrand satisfŷ
Therefore the integral of these objects depends only onρ and not the ascent itself. Thus, for all intents and purposes, these term may be omitted from our considerations. Thus (assuming the appropriate relation betweenψ and X) the H-functional is furnished by 
H(ˆ ).
(4.64)
Eventually, we will establish that these are equal, for now, we consider the auxiliary problem of maximizing I(·, ·) To this end, let (ˆ (n) , X (n) ) denote a maximizing sequence for I(·, ·) i.e.,
In accord with the above convention, we useγ (n) as notation for the derivative ofˆ (n) . Since all quantities are bounded, we may extract convergent subsequences e.g., weak L 2 convergence for theγ 's and X's and e.g., uniform convergence for the 's. We assume, for ease of notation, that the subsequence is in fact, the original sequence. We let the unadorned γ , X andˆ denote the sequential limit; it is noted that |γ | = 1 (since this is linear). Furthermore since the convergence ofˆ (n) is rather strong it is clear thatˆ ∈ P(ρ). Thus in the first, second and also the fourth term the limit of the maximizing sequence agrees with the corresponding quantities evaluated at their limits.
Let us turn to the third item which is the most serious of the pieces. Consider the individual components: − |ρ| 0γ i logψ i dt. Let us, for simplicity, dispense with the minus sign -so the goal is minimization. We claim that as a functional ofˆ 's and X's this object (without the minus sign) is convex.
In particular, focusing on i = 1 we claim that
is convex as a function of (x, X) (provided all quantities are all in an appropriate range).
Since the principal objects of interest concern differentiable functions and we are in finite dimensions, the following is sufficient: Let (x(s), X(s)) denote affine functions (which for s in some range keep all quantities positive). Then defining
convexity of the full object is equivalent to convexity of F(s). (This is easily seen by appeal to the definition of convexity according to supporting planes.) For brevity, letx 1 (s) = y 0 + sy := y and X(s) + t j a ijxj (s) = Z 0 + sZ := Z. Then
Having established convexity ofγ i logψ i the remainder our treatment is straightforward. We may use a theorem of Mazur to construct convex combinations of the (γ (n) , X (n) ), which we shall denote by (γ (m) , X (m) ), that converge strongly to (γ , X). Then, e.g.,
And finally, manifestly, lim n→∞ |ρ| 0
Xdt. We thus conclude that our limit (ˆ , X) is a legitimate maximizer of I(·, ·). It remains to show that X andψ satisfy the appropriate relationship. To this end, let us start with the consideration of a generic t whereψ is supposed to be critical but, nevertheless, X is positive. Under these conditions (for two reasons) the t −1ψ would have norm less than 1. Let us consider the pointwise change if X → X − δX with 0 < δX 1. Then to within o(δX),
Upon summing, there is a loss of t −1 |ψ|δX which (due to the final term in I that is linear in X) is offset by a gain of δX. Clearly, in the region that is supposed to be critical, the value of the functional can be improved unless X is actually zero. A similar argument shows that in the subcritical regions, the functional can be improved unless X is such that t −1 |ψ| = 1. It is now indeed evident that (4.64) holds as an equality and that there is a tangible maximizer for H(·, 0, |ρ) in P(ρ). By Lemma 4.7, this maximizer is a natural ascent. We turn to uniqueness.
Suppose, then, that there are two maximizing ascents. We shall denote these ascents by (γ , X) and (η, Y) although we may now assume (for a.e. t) the proper normalization of the correspondingψ-functions. We shall work in the language of the I-functional. Nonuniqueness for the maximizers implies that strict concavity of the −γ i logψ i term must fail, a.e., for any convex combination of the solutions (since otherwise the combination would do better). Let t > 0 denote a generic time and let us assume linearity of theγ i logψ i -term under convex combinations of minimizers. We denote by (γ , X) anf (η, Y) the extreme solutions and (ζ (s), W(s)) the linear interpolation with interpolation parameter s. Then (4.65) implies
i.e., is independent of the parameter s. Applying (4.50) toγ , thenη thenζ (s) itself -using the constancy ofψ -yields that W(s) is given by the corresponding convex combination of X and Y. With this in hand, the constancy ofψ implies that the numerators and denominators in the expressions forψ(γ ) andψ(η) are separately equal so, in particularγ =η and we conclude there is only one maximizing ascent.
Main Proofs
Proof of Theorem 2.6. Consider any (non-zero)ρ. By the considerations of Theorem 4.2 and the definition of S r , in order to establish (2.15) it is sufficient to show
(4.67)
By Proposition 4.8, we can evaluate this supremum along natural ascents and, as will be demonstrated this indeed yields (ρ). It is observed that in the subcritical region of a natural ascent,ˆ ≡ψ and the integrand of H vanishes identically. We are done with the cases of subcritical (and critical)ρ's and turn to the supercritical cases.
Here we letρ denote the (unique) point of entry of the ascent into the critical region. Then, for t ≥ |ρ |, we haveψ(t) ≡ρ andˆ (t) ≡ (ρ −ρ )/(|ρ| − |ρ |) Then, from the definitions in (4.6) and (4.5), all quantities can be integrated directly which yields
(Item (IV) may seem a bit mysterious but it is recalled from earlier discussions that in the critical region, the final piece of the H-functional reduces to the integral of 1 − χ −1 and here χ −1 is zero.)
The combination of (I) + (III) + (IV) yields L i=1ρ i logρ i /ρ i . As for (II), we write
and use the fact that [ρ ] T A(ρ −ρ ) = |ρ| − |ρ |. The proof of (4.67) is complete and the uniform convergence clause of this theorem follows from Theorem 4.2.
Corollary 4.9. Forρ supercritical, (ρ) < 0.
Proof. While, in principal this follows directly from (2.14), we instead shall look at the integrand of H in the supercritical region. For simplicity, let us revert to theψ,γ language i.e.,ˆ =γ ,ˆ =ψ + τγ for τ := t − t ≥ 0. We have
Differentiating with respect to τ :
where the last identity follows from the fact thatγ is the critical (and maximal) eigenvector of B Tψ . It is noted that, at least for some i, the inequality is strict for τ > 0.
Proof of Theorem 2.7. Let B r be the event that all components in G (n,ρ) are of size r or bigger, and recall that S r is the event that all components in G (n,ρ) are of size smaller than r. Then for allη with 0 ≤η ≤ρ,
where the error term comes from rounding (and is uniformly bounded). Following the proof of Theorem 2.5, we note that for eachη ∈ S we have 1 n ηn ∈ S for sufficiently large n. We will also use that for m > |ρ|/ , we have K 1 ⊂ B n ⊂ K m . Now for a lower bound we fix aη ∈ S withη > 0, combining Theorem 3.1, Theorem 2.6, and direct calculation gives lim inf Note also that for any nonzeroη, and particular (finite) n we have P(θ( n, n,ρ) =η ∨ (1/n, . . . , 1/n)) ≥ e O(1) P(θ( n, n,ρ) =η), (4.74) (although we would be willing to accept any sub-exponential correction). Thus using Corollary 3.5 we may replace the P n,η (B n ) term in (4.71) with a uniform upper bound of exp(n (η) + o(n)). Furthermore, using Theorem 2.6, we may replace the P n,ρ−η (S n ) term with a uniform bound of exp(o(n) + n (ρ −η)), in which the o(n) term requires us to first take n → ∞ followed by → 0. Thus from (4.71) and (4.73) we have Taking n → ∞, followed by → 0, we get the desired upper bound, and prove the result. Well known results regarding binomials give us that the right hand side is exponentially small unlessη
α ijηj , which is to say thatη i must satisfy (2.2) for all i. We can also get this result by maximizing S(η,ρ) + (η,ρ) −η T A(ρ −η) directly, and we note that the maximum is zero (as, indeed, it must be). Ifρ is critical or subcritical, this finishes the proof, sinceˆ (ρ) = 0 (and Lemma 2.2 shows thatθ (ρ) = 0).
Ifρ is supercritical, the -term may be negative, i.e., ifρ −η, is still supercritical. However, the contribution from the remaining terms certainly does not exceed the value acquired at η = θ (which happens to be zero). Thus we are finished if we can show that ρ −θ is not supercritical -again forcing = 0. Supposing, to the contrary thatρ −θ is supercritical. Letκ denote the solution to the appropriate mean-field equation:
purported to be not identically zero. Then, considerτ which is given, componentwise, by the sumτ i =θ i +κ i . Then it is not difficult to show thatτ satisfies the original mean-field equation, 2.2 i.e.,τ j =ρ j (1 − e − L i=1 α ijτi ). Thus, the conclusion thatκ is not identically contradicts the maximality -and uniqueness -of theθ solution to the mean-field equation, (2.2).
We may thus conclude that,ρ −θ is indeed not supercritical and, therefore, in the cases whereρ is supercritical, the maximum of S(η,ρ) + (η) + (ρ −η) −η T A(ρ −η) is only achieved atη =θ .
THE FINAL STAGE
We finish this note with a proof of Theorem 2.8 which requires one additional preliminary lemma:
Lemma 5.1. Let K (AKA B n ) be the event that all components of G (n,ρ) are of size at least n, and recall that K 1 is the event that G (n,ρ) is connected. Then for allρ (1) andρ (2) withρ (2) ≥ρ ( where A ⊂ V is a set with A = ηn . Since the "cost" of moving a vertex from A to V \A (or the reverse direction) is at most polynomial, we can add the requirement that botĥ ηn and ρn − ηn are bounded below by (1, . . . , 1) without altering the error term. By applying Corollary 3.5 (and immediately dropping the added requirement onη), we have P n,ρ K ∩ K The result then follows from Lemma 5.1.
