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Researchers have long noticed the existence of wagedifferentialsacrossmetropolitan areas and 
researchers have documentedwagedifferentialsacrossmetropolitan areas to be due to 
differences in the employment and industrial structures of regionaleconomies. This paper 
aims to examine differences in hourly earnings across Johannesburg, Durban and Cape Town, 
which are the largest metropolitan areas of South Africa. In doing, the study uses pooled 
cross-sectional data from the Labour Force Survey, which is a household-based sample survey 
collected by Statistics South Africa and data is pooled from the years 2005 to 2007. The study 
estimates a standard wage equation through Ordinary Least Squares and by controlling for 
metro dummy variables only; Results suggest there are significant differences in hourly 
earnings across the three metropolitan areas. However by including observable characteristics, 
results suggest there are no significant differences in hourly earnings between Johannesburg 
and Cape Town whilst difference in earnings between Johannesburg and Durban still persist. 
The study uses the Oaxaca Blinder decomposition to decompose the mean difference in 
hourly earnings into a part that is explained by observable characteristics and into part that is 
unexplained. Oaxaca Blinder decomposition results suggest that the mean difference in hourly 
earnings between Cape Town and Johannesburg is 13.8 percent, the mean difference in hourly 
earnings between Johannesburg and Durban is 26.9 percent and the mean difference in hourly 
earnings between Cape Town and Durban is 44.4 percent. Overall, differences in earnings 
across the three respective metropolitan areas can be attributed to both varying returns to 
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CHAPTER ONE: INTRODUCTION 
Metropolitan areas can be viewed as areas in which business and residential areas are densely 
concentrated as a result of growth posed by such areas (Glaeser and Kahn, 2004). According to 
Statistics South Africa’s (StatsSA) 2011 Census, Johannesburg (Jhb), Durban (DBN) and Cape 
Town (CT) respectively, are the largest metropolitan areas in South Africa in terms of 
population. Together they account for approximately 22.41 percent of the overall population 
of the country. Within Jhb, DBN and CT, the majority of individuals (approximately 70 percent) 
are of working age (between 15 and 64 years old). Metropolitan areas attract people of 
working age as they provide a wide range of labour opportunities for individuals due to their 
capacity as engines of economic growth (Bettencourt et al., 2007). Further to this, 
metropolitan areas attract high-skilled workers and high-tech job opportunities because of the 
variety in the location of workers and households. This high human capital presents an 
attendant divergence in the economic fortunes of regions (Beeson and Groshen, 1991). 
Metropolitan areas present an element of attraction for people in the sense that workers with 
skills are attracted to these areas rather than rural areas (Glaeser and Resseger, 2009). 
According to this reasoning, there is a logical complimentary relationship between cities and 
skills. This complimentary relationship further suggests the existence of a connection between 
the size of the metropolitan area, the per-worker productivity levels and the earnings of 
workers (Glaeser and Gottlieb, 2009). However, this complimentary relationship may vary 
with respect to each metropolitan area, thus causing wage differentials across metropolitan 
areas. 
Whilst research on wage differentials across geographical areas is found in the United States 
(US) and the United Kingdom (UK), there is a lack of such research in South Africa. The main 
aim of this dissertation is therefore to extend this literature by specifically exploring the 
earnings differences in South Africa (SA). The research will concentrate on the Johannesburg, 
Durban and Cape Town metropolitan areas. These three metropolitan areas have been chosen 
because they are the largest metropolitan areas in SA both in terms of their overall population 
and the number of individuals within working age. These metropolitan areas comprise intense 
labour market activities, thus giving the study enough bases to examine the wage differences 
across them. 
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In analysing earnings differences across the three main metropolitan areas in South Africa the 
dissertation utilises both descriptive and multivariate analysis of data from selected Labour 
Force Surveys to identify the correlates of earning differences across the Johannesburg, 
Durban and Cape Town metros. Furthermore, the study considers whether differences in 
earnings originate from geographical differences in worker characteristics or differences in 
how certain characteristics are rewarded across the metros. 
The starting point of analysis for this study is that earnings in a perfectly competitive labour 
market are assumed to be equal amongst workers across labour markets and regions. This is 
based on the fact that in a perfectly competitive labour market, it is assumed that firms and 
workers are homogenous such that wages are said to equalise across labour markets 
(Dumond, Hirsch and Macpherson, 1999). However, various labour market wage differential 
theories deviate from the neoclassical view that wages equalise amongst workers across 
labour markets. These wage differential theories include the: 
 Human Capital Theory (Mincer, 1974; Chiswick, 1974; Hirsch  1978; Chiswick and 
Mincer, 1972),  
 Wage Discrimination Theory (Pager et al., 2009),  
 Theory of Compensating Wage Differentials (Hamernesh and Wolfe, 1990),  
 Efficiency Wage Theory (Weiss, 1980; Shapiro and Stiglitz, 1984), and  
 Trade Unions (Lewis, 1986 and Booth, 1995).  
Wage discrimination theory, for example, suggests that the distribution of earnings amongst 
workers may vary systematically between demographic groups with workers being paid at 
different rates based on a demographic trait (Pager et al., 2009). This deviates from the 
neoclassical view that wages equalise amongst workers    
Further to this, differences in earnings at aggregate level across regions and metropolitan 
areas are best explained by the Theory of Segmented Labour Markets and the Theory of 
Polarized Development. These theories and methods were developed by labour economists 
and they counter the view that wages amongst workers and labour markets equalise (Booth, 
2014) and suggest instead that there are differences in earnings across labour markets, 
regions and metropolitan areas.   
Labour economists have studied wage differentials amongst workers across metropolitan 
areas for various reasons (Fuchs, 1967). Firstly, wage differences amongst workers across 
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metropolitan areas have implications for policy implementation. There is the possibility that 
wage differences may occur because one metropolitan area may attract workers with higher 
human capital compared to another metropolitan area. Wage differences may also occur 
because the returns on observable characteristics are higher in one metropolitan area than in 
other metropolitan areas. Secondly, examining wage differences is critical as it enables 
researchers to test economic theories of wage differential such as Wage Discrimination Theory 
and Institutional Rigidities in the form of unions. To achieve this, wage differences across 
metropolitan areas may be caused by discrimination in the sense that varying differences will 
persist if one metropolitan discriminates more than other metropolitan areas. Alternatively,   
one metropolitan area may be highly unionised whilst other metropolitan areas are not 
unionised. Thirdly, wage differences across metropolitan areas can be used as an indication of 
prevailing wage inequalities across metropolitan areas. Wage inequalities across metropolitan 
areas prevail when a metropolitan area pays higher hourly earnings than other metropolitan 
areas. Wage inequalities across metropolitan areas suggest the existence of inefficiencies. 
These inefficiencies become problematic when workers in the low paying metropolitan areas 
are worse off, not because of their skills levels, but just because they are located in a low 
paying metropolitan area. When returns on observable characteristics are higher in one 
metropolitan area but lower in another metropolitan area for workers with identical skills and 
work regardless of the human capital investment, then the prevailing wage differentials across 
metropolitan areas become problematic, particularly to a government that advocates for 
investments in human capital or a government that advocates for the elimination of 
inequalities. Therefore, examining wage differences across metropolitan areas is critical as it 
enables the study to assess inefficiencies that may arise, particularly when metropolitan areas 
reward observable characteristics differently based upon location.   
The remaining chapters are structured as follows: 
Chapter Two examines some of the existing literature pertaining to wage differences across 
labour markets, regions and metropolitan areas in order to understand some concepts and 
arguments that explain differences in earnings. Chapter Two also reviews published journals 
on wage differences across metropolitan areas. The aim is to show how wage differential 
theories such as Human Capital Theory, Wage Discrimination and Polarized Development can 
be linked with differences in earnings amongst workers across metropolitan areas. Chapter 
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Three discusses the data used in this study and presents the results of the descriptive analysis 
of the distribution of the sample in terms of demographics and labour market outcomes 
across Johannesburg, Durban, and Cape Town. Chapter Four outlines the econometric 
methodology adopted by the study and presents the results of the multivariate analysis 
showing whether earnings differences exist across the three metros. The magnitude of these 
differences is also described. In this chapter, the Oaxaca-Blinder Decomposition is discussed 
and the results of the decomposition which identifies what portion of the gap in earnings 
between the metros can be explained by observable differences in individual characteristics 
between metros, and what portion is unexplained by these differences are presented.  Lastly, 
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CHAPTER TWO: LITERATURE REVIEW 
 
2.1 Introduction 
Researchers have long recognised the existence of wage differentials across metropolitan 
areas and have documented such. According to Angel and Mitchell (1991) wage differentials 
across metropolitan areas are due to differences in the employment and industrial structures 
of regional economies. The starting point of the analysis for this study is that wages should be 
equal amongst homogenous workers but research by Fuchs (1967) showed that wages within 
labour markets are not equal and this can be explained by, amongst others, wage differential 
theories, differences in the returns on observable characteristics, and differences in the 
industrial structures of metropolitan areas (Hanushek, 1973).  
This chapter examines both the theoretical and empirical literature on earnings differences 
amongst workers across metropolitan areas. In doing so, the study provides a starting point 
for the analysis by providing a brief theoretical discussion on how wages are determined and 
distributed in both perfect and imperfect labour markets. The discussion on wage differential 
theories is followed by a discussion on the causes of wage differences across metropolitan 
areas. Some metropolitan areas attract workers with high value human capital compared to 
other metros. In addition, metropolitan areas comprise industrial structures that pay higher 
earnings compared to other metros. The possibility exists that differences in earnings occur as 
a result of the cost of living including transport costs being higher in some metros, forcing 
businesses in those metros paying higher wages as a form of compensation compared to other 
low paying metropolitan areas. Finally, the study reviews some of the existing empirical 
evidence on wage differences across regions or metropolitan areas.  
2.2 Wage Differential Theory 
The labour market is distinct from other markets. Labour comprises several features that 
distinguishes it from other business inputs but is driven by the same dynamics as markets for 
goods and services (Marshall, 1980). In particular, workers (suppliers of labour) within the 
labour market are the owners of human capital. Workers in some labour markets (depending 
on what labour does) must be present for the delivery of their skills. This indirectly implies 
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that workers must be located in proximity to their workplace. Within the context of labour 
markets, the perfectly competitive labour market does not exist as it is a theoretical construct. 
Booth (2014) describes a perfectly competitive labour market as a market that comprises 
infinite firms selling identical goods. In this scenario firms make zero profits as prices charged 
are equal to the cost of producing an item. Based on a neoclassical perspective, this implies 
that there is homogeneity in firms, workers and the type of job performed within the 
workplace. Firms and workers are assumed to comprise perfect information about wages and 
job conditions so that firms can perfectly substitute workers and workers can perfectly 
substitute firms.  
A contrary view is that the labour market is imperfect due to varying employment conditions 
relating to both the employer and the employee. Stigler (1962) stipulates that the imperfect 
state of the labour market is a result of imperfect information in the labour market. The 
imperfect information results in an imperfect labour market and is a contributing factor to the 
imperfect substitutability between workers and between employers (Manning, 2010). 
Manning (2010) further suggests that many aspects of the labour market can be best analysed 
from the perspective that there is some degree of imperfection within such markets given that 
workers and employers cannot be perfectly substitute as a result of imperfect and asymmetric 
information. In an imperfect labour market, both the employee (worker) and employer 
(owners of the firm) receive rent based on the existing employment relationship. On the one 
hand this employment relationship implies that employers will be worse off if the worker 
decides to leave the workplace because the rent received by the employer is gained from the 
services and productivity of workers. On the other hand, workers gain rent from supplying 
their skills within the workplace as they are rewarded for their services. The loss of his current 
employment will make the worker worse off as a job identical to the current one cannot be 
found at a zero cost to the worker.  
An interesting feature of the labour market observed in recent years is the heterogeneity of 
jobs, workers and firms within the labour market. Within the context of workers, this implies 
that workers comprise different human capital, different productivity levels, different jobs and 
effort levels when executing the intended job. This then also implies different wages paid to 
each individual worker (Becker, 1975).   
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According to Human Capital Theory, earnings within the labour market are determined by 
human capital. Differences in human capital imply differences in earnings received by workers 
(Samuel, Gintis and Osborne, 2001). The stock of human capital can be viewed as the skills 
accumulated by an individual worker which enables the worker to obtain higher earnings. The 
stock of human capital held by each worker differs according to the worker’s investment 
decisions. Because of these varying decisions towards the investment in human capital, 
workers become heterogeneous in their skills and income levels. The extent to which workers 
are entitled to higher earnings is a result of investment plans that seek to improve human 
capital. Therefore, there appears to be a clear relationship between investment in human 
capital and earnings received by workers. In simplifying this relationship, the stock of human 
capital comprises features such as the education and experience obtained by an individual 
worker within the workplace. Education forms the stock of human capital on the basis that an 
investment in education is an increasing function of earnings. However, investment decisions 
about education are reliant upon time. There is a trade-off between current period income 
(earnings without the skill) and future period income (higher earnings with skill). Workers who 
invest in education forego earnings that could have been obtained in the current period 
(without education) in order to obtain higher earnings in future periods (by investing in 
education).  
Apart from investing in education, the work experience gained by an individual worker 
contributes to the stock of human capital. However, the relationship between work 
experience and earnings received by workers is explained by an inverted u-shape. This 
inverted u-shape suggests earnings rise and rise quite rapidly with time spent in employment. 
It peaks at a late middle age thereafter falls off somewhat towards retirement. As a result, the 
relationship between experience and education is non-linear. The differences in investments 
towards human capital by workers are arguably amongst the leading factors contributing to 
differences in earnings between workers in the workplace.  Human Capital Theory can be used 
to help explain differences in earnings amongst workers (Schultz, 1974: Mincer, 1974; 
Chiswick, 1974; Hirsch, 1978 and Mincer and Chiswick, 1972). Given the relationship between 
earnings, education and work experience, the Mincerian Equation can be used to investigate 
the determinants of wages. The Mincerian Equation is the cornerstone of empirical labour 
economics as it is most commonly used to estimate the returns on education, and the 
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measure of the effect experience has upon hourly earnings (Heckman, Loncher and Todd, 
2003).  
Wage differences amongst workers can also be caused by discrimination within the workplace 
(Pager et al., 2009). Discriminatory treatment within the workplace is one of the major sources 
of differences in earnings amongst workers. There are two sources of discrimination, namely 
wage discrimination and job/occupational discrimination (Darity and Mason, 1998; Appleton 
et al., 1999 and Green, 2003). Wage Discrimination Theory suggests that discrimination within 
the workplace causes wages earned by equally skilled workers to vary systematically for 
different demographic groups (Becker and Gary, 1957). This is to say, differences in earnings 
within the workplace may arise amongst equally skilled workers as compensation for non-
productive characteristics such as gender, race, or sexual orientation characteristics. In wage 
disparities amongst workers, discrimination occurs at the point of wage-setting decisions 
whereby, apart from productivity characteristics, a specific group earns relatively higher than 
another group. This is despite the assumption that both groups have equal marginal products. 
Wages differ as the employer values the productivity of one group (former) and devalues the 
productivity of another group (latter).  
Labour market discrimination can also be present in the form of occupational discrimination. 
Looking at discrimination from a gender/wage differential perspective, traditional and cultural 
factors combined have unfavourable influences on the distribution of employment 
opportunities for female workers. Women tend to be less exposed to employment 
opportunities than men (Oaxaca, 1973). Furthermore, a specific group of workers might be 
crowded into certain occupations resulting in reduced wages in those crowded occupations. 
Occupational crowding causes the supply of labour to exceed the demand, thus lowering the 
wages received by workers (Darity and Mason, 1998). This discrimination component results 
in differences in wages between those in crowded occupations (unfavourable) and those in 
non-crowded occupations (favourable).  
Apart from wage and occupational discrimination, preferences by workers and clients also 
contribute towards discrimination within the workplace which results in differences in 
earnings amongst workers (Green, 2003). Employee discrimination occurs when a majority 
group is compensated more by the employer for working with a minority group in a case 
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where the employer demands both sets of groups within the workplace. Customer 
discrimination occurs in instances where customers have an aversion for sellers or workers 
belonging to a specific group. In cases where customers have direct contact with sellers, firms 
may face situations where customers receive disutility by being served by a disfavoured group. 
The firm compensates the disutility derived by lowering its prices to those customers and 
paying lower wages to the disfavoured group (Holzer and Ihlanfeldt, 1998). 
Wage differences amongst workers can also occur as a form of compensating wage 
differentials which occur when workers supply their hours of work in risky conditions of 
employment (Hamermesh and Wolfe, 1986). The theory of compensating wage differentials 
suggests that jobs in risky conditions of employment are subject to higher wages, whilst other 
factors remain perfectly equal or tending towards equality (Smith, 1979). Compensating wage 
differentials occur in situations where jobs performed by workers are heterogeneous in the 
sense that they differ systematically in terms of speed, working environment, risk of accident 
and social prestige of the work (Garen, 1988). When analysing compensating wage 
differentials, it is worth noting that safety is a normal good and wealthy workers will chose to 
work in safe working condition rather than risky conditions (Viscusi, 1978). Consistent with 
this view, this implies that workers with a great stock of human capital (higher income) will 
work in safe working conditions compared to those with less stock of human capital. Firms 
compensate workers for the disutility they derived from performing risky jobs and this 
compensation creates wage disparities amongst workers as some worker will be reluctant to 
work in risky conditions (Hwang et al., 1992). 
Further to this, efficiency wages paid by firms provide an explanation for persistent and large 
wage differences amongst workers with similar observable characteristics within the 
workplace across labour markets (Stiglitz, 1976). Employers pay a wage that is higher than the 
market clearing wage in an attempt to attract a productive workforce and this market clearing 
wage is considered as an efficiency wage (Katz, 1986). The basic hypothesis underlying the 
Efficiency Wage Theory is that an individual’s productivity is reliant upon the wage rate. 
Efficiency wages are coupled with high effort levels, decreased shirking, a productive labour 
force, facilitated teamwork, low turnover costs, increased morale and loyalty by workers 
towards the firm (Dunlop, 1985). This implies that the utility derived from working hard 
becomes greater than the utility derived from shirking.  
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Given that workers are heterogeneous within the workplace, attributes coupled with 
efficiency wages are based on adverse selection and incentives (Weiss, 1980; Shapiro and 
Stiglitz, 1984). In the Efficiency Wages Theory, adverse selection reinforces the relationship 
between productivity and wages due to the existence of asymmetry of information. Workers 
are heterogeneous in the labour market and, supposing that ability is positively correlated 
with wages, then higher wages will attract higher ability workers (Stiglitz, 1976b; Weiss, 1980; 
Malcolmson, 1981). If firms provide higher wages based on ability then workers who are 
willing to work for less than the going wage, reinforces the firm’s presumption that the worker 
is a low ability worker. Low ability workers lose their jobs more frequently as they are not 
productive, thus remedying the adverse selection problem. Adverse selection as a result of 
asymmetric information explains differences in wages amongst workers due to the varying 
distribution of ability and acceptance of wages. However, firms can avoid adverse selection by 
using certain screening and selection models which induce workers to reveal their true 
productivity characteristics (Yallen, 1984).  
Incentives also play a meaningful role in achieving productivity within the workplace. Paying 
higher wages or performance bonuses induces workers to supply more output within the firm 
(Lazear, 2000). Traditional models of efficiency wages and incentives developed by Shapiro 
and Stiglitz (1976) suggest that in equilibrium, differences in wages amongst homogenous 
workers persist as firms who find shirking to be costly, tend to offer higher wages than other 
firms as an attempt to eliminate shirking. This model implies that in such cases higher wages 
play a dual role. They allocate productive employment and provide incentives for workers to 
put more effort in the production process. This dual effect allows for wage dispersion amongst 
workers and across firms.  
Another factor contributing to differences in wages amongst individuals is that of union 
membership. Union members earn a wage premium relative to their non-union counterparts 
(Lewis, 1986 and Booth, 1995). It is worth noting that some labour markets are non-unionised 
while other labour markets are highly unionised. The wage differential between union and the 
non-union labour market is higher for low-skilled workers than for high-skilled workers (Hirsch 
and Schumacher, 1998). Historically, trade unions have served the purpose of exerting an 
equalising effect upon the distribution of earnings across workers within the labour market 
through collective bargaining (Freeman, 1980). Unions provide a stabilising effect on the 
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distribution of earnings among union members and without the existence of unions, wages 
amongst workers within a unionised labour market will diverge (Freeman and Medoff, 1984). 
Therefore, theory suggests that the existence of unions eliminates the dispersion of wages 
amongst workers but the impact is not clear-cut (Bell and Pitt, 1998). Labour economists and 
researchers have long striven to examine this ambiguity in the relationship between unions 
and wage inequalities amongst workers across labour markets (Card et al., 2004).  The 
ambiguity stems from the basis that although unions increase the wages of their members 
(relative to non-union members) this generates horizontal wage inequalities between workers 
supplying their hours in unionised and non-unionised labour markets (Kahn, 1980; 
Blanchflower, 2002 and Budd, 2005).   
Finally yet importantly, are the Segmented Labour Market (SLM) Theory and the Theory of 
Polarized Development which move away from the neoclassical view of equalising wage 
differentials. These theories suggest that wage differences arise because of institutional 
frameworks, productive structures, the level of development amongst regions and access to 
technology (Azzoni and Servo, 2002).  
The SLM theory divides the labour market into two parts: the primary labour market which is 
characterised by skilled workers, higher wages and longer tenure at the workplace, and the 
secondary labour market which is characterised by poor tenure and lower wages. These are 
non-competing segments and returns on observable characteristics vary, thus implying 
variation in earnings amongst workers working in both segments (Leontaridi, 1998). Some 
metropolitan areas may comprise primary labour market concentration, whilst other 
metropolitan areas may comprise secondary labour market concentration. Given that both 
labour market segments yield varying earnings, this would then have an effect on the 
aggregate distribution of earnings for both metropolitan areas. For example, a metropolitan 
area with a concentration of primary labour markets would have a higher aggregate 
distribution in earnings compared to a metropolitan area with secondary labour market 
concentration. These varying aggregate distributions in earnings result in differences in 
earnings across metropolitan areas.  
The Theory of Polarized Development refers to the poles of economic growth and 
development that is concentrated in a particular geographical place. Economic development is 
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associated with rising earnings, therefore geographical areas comprising poles of economic 
growth are said to positively affect earnings (Antonczyk et al., 2010). Poles of economic 
growth may vary geographically. This implies that poles of economic growth may affect 
earnings differently depending upon geographic locations resulting in varying earnings across 
geographical areas affected by polarised development. This implies that if one metropolitan 
area is affected by polarised development whilst another metropolitan area is not, then the 
former will have higher aggregate distribution in earnings compared to the latter. Both these 
theories speak to the aggregate differences in wages across regions or metropolitan areas.  
From the discussion presented thus far, it is clear that wages amongst workers are unlikely to 
equalise because workers are heterogeneous and the distribution of earnings amongst 
workers across labour markets will vary. In the next section, the study will examine the effect 
that metropolitan areas have on wages and also examine some of the explanations that try to 
understand how earnings differ across metropolitan areas. 
 
2.3 Metropolitan Area’s Effect on Wages 
Metropolitan areas are regarded as engines of economic growth (Lucas, 1988). Workers tend 
to organise themselves around metropolitan areas because these areas offer better amenities 
and help to facilitate the rate of interaction between workers who are less skilled and workers 
who are highly skilled and thereby enhance the accumulation of human capital (Glaeser and 
Maré, 2001). Metropolitan areas attract highly educated workers as a result of 
industrialisation and the ongoing process of economic development within such cities (Storper 
and Scott, 2009). Metropolitan areas consist of superior facilities and they are better 
developed. As a result, they attract highly educated workers because highly educated workers 
expect to earn more and wages in metropolitan areas are higher than in other areas. This is 
explained by the high level of human capital that characterises the people who live in 
metropolitan areas (Glaeser and Maré, 2001; Glaeser and Resseger, 2009; Storper and Scott 
2009; and Snow and Pavan, 2012). Therefore, the agglomeration of economic activities biased 
towards cities has been argued to be a result of localised information and knowledge spill-
overs that are based on the accumulation of human capital (Black and Henderson, 1999).  
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The distribution of earnings differs across the metropolitan areas depending upon the 
geographic characteristics and economic characteristics of a metropolitan area.  The larger the 
economic landscape of a metropolitan area, the higher the earnings of an individual worker 
residing within that metropolitan (Becker and Murphy, 1992). Wages within metropolitan 
areas are said to be subjected to factors such as varying compositions of the labour force, 
amenity levels in different regions and varying costs of living. Geographic characteristics 
explain the structure of the city in terms of size, the effect of city amenities upon production 
and the structure of earnings amongst workers within a labour market (Roback, 1988). 
Differences in the real wages of homogenous workers across metropolitan areas can be 
attributed to amenities (Carlino, 1986). This is on the basis that if workers care about the 
amenities of life provided by the metro, then they may be prepared to accept lower wages in 
high amenity metros. On the other hand, workers can also be compensated with higher wages 
if they are working in a low amenity area. Therefore, differences in wages amongst workers 
across metropolitan areas may exist to compensate for differences in amenities and dis-
amenities. Without mobility constraints, in the long-run wages would equalise for workers 
with identical preferences and skills located in labour market with similar amenities (Dumond, 
Hirsch and Macpherson, 1999).  
If a production factor such as labour is flexible (assuming there is nothing constraining the 
worker i.e. family responsibility) and can move from one region to another, then workers 
would not settle for lower wages in their respective regions or metropolitan areas if they were 
able to earn higher wages in other regions, labour markets or metropolitan areas (Azzoni and 
Servo, 2002). Metropolitan areas vary in terms of size such that some metropolitan areas will 
be relatively large in terms of industrial structure, population, and workforce compared to 
other metropolitan areas. Variation in the size of metropolitan areas has implications on the 
distribution of wages as it implies that wages will vary across metropolitan areas depending 
upon the size of each metro (Beeson and Groshen, 1991). There appears to be a relationship 
between the size of a metropolitan area and the distribution of earnings. This relationship 
implies that the larger the metropolitan area, the higher the wages relative to smaller 
metropolitan areas. This view is consistent with the view that high paying metropolitan areas 
have higher costs of living. The larger the metropolitan area is, the larger the wage distribution 
and the higher the cost of living including transport costs compared to smaller metropolitan 
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areas. This variation is a clear indication that wage differences across metropolitan areas can 
be attributed to differences in the size of metropolitan areas and the cost of living. Therefore, 
the relationship between large metropolitan areas and higher earnings is monotonically 
positive as the larger the metropolitan area, the higher the distribution of earnings and the 
higher the costs of living associated to that metropolitan area (Baum-Snow and Pavan, 2012). 
Differences in wages across metropolitan areas can also be attributed to the industrial 
structures of metropolitan areas. Metropolitan areas vary in terms of industrial structure. 
Some metropolitan areas are dominated by industries that pay high wages whilst other 
metropolitan areas comprise industries that pay lower wages. This variation in earnings 
amongst industrial structures across metros implies that wages do not equalise as they vary 
depending on the industrial structure of the metropolitan areas. This variation caused by the 
industrial structure within metropolitan areas may serve to compensate for the cost of living 
associated with the metropolitan area (Johnson, 1983). Furthermore, wages differ across 
metropolitan areas not because of skills alone, but also because of fiscal conditions and prices 
that workers pay for their goods and services (Dumond et al., 2007).  
Apart from geographic characteristics, metropolitan area size, and industrial structure, 
differences in wages across metropolitan areas can also be attributed to differences in the 
average levels of market valued worker characteristics such as experience and education, and 
differences in the return to other observable characteristics (Dickie and Gerking, 1987). 
Various labour economists and researchers have supported the view that wage differentials 
across metropolitan areas are a source of varying worker characteristics (Gallaway, 1963; 
Hanushek, 1973; Goldfarb and Yezer, 1976; Sahling and Smith, 1983 and Krumm, 1984). Some 
researchers have also supported the view that wage disparities across metros are a result of 
varying returns on observable characteristics (Coelho and Ghali, 1971; Bellante, 1979; and 
Gerking and Weirick, 1983). Therefore, identical workers with identical worker characteristics, 
education, experience and other determinants of human capital can earn different hourly 
wages depending upon the city/region/location in which they supply their hours to work. This 
is a divergence from the neoclassical perspective that wages equalise amongst workers in the 
long-run as workers are heterogeneous in their skills and returns on observable characteristics 
differ across metropolitan areas.  
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2.4 Empirical Evidence on Wage Differences across Metropolitan Areas 
Various studies have examined the wage differentials across metropolitan areas and the 
theories that cause wage differences amongst workers. However, the majority of empirical 
evidence relating to wage differences across metropolitan areas has been limited to the US, 
UK and Australia. Not much research has been conducted on the topic in SA. 
Fuchs (1967) examined hourly earnings differentials in the United States by regions (South and 
the rest of the United States) and by the size of the city using data from the Census of 
Population for the year 1960. Differences in observable characteristics such as age, race, 
gender and education were identified amongst the factors that resulted in such differences 
across regions. The author aimed to present new estimates of regional wage differentials 
which are based on average hourly earnings of non-agricultural persons.  
Results presented by the author suggested that earnings were significantly lower in the South 
relative to the rest of the United States and these differences earnings appeared to be greater 
for non-white workers than white workers. This is because non-white workers possessed 
lower skill levels in both regions and the regional differences widened with lower skills levels 
regardless of the race. Results further suggested that average earnings in the rest of the 
United States were 25 percent higher relative to the South region. Apportioning this 
difference, one third of this difference could be attributed to observable characteristics, one 
third of the differential to the size of the city and one third of the difference remained 
unexplained after controlling for the composition of labour and the size of the city. This paper 
supports the study's theoretical explanation that differences and returns on observable 
characteristics have an effect on differences in earnings across regions and metropolitan 
areas.  
Kiefer and Smith (1977) examined the impact of institutional rigidities in the form of unions 
and wage discrimination across South and North regions of the United States. In executing this 
study, the authors used data from the May 1973 Current Population Survey. The authors 
argued that differences in ways of life, traditions, institutions, and history may have differently 
affected the distribution of wages and prices across regions. Workers may have performed 
similar work but the distribution of earnings varied amongst workers living in the South and 
North regions of the United States. Furthermore, institutional rigidities in the form of unions 
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and discrimination by sex or gender may have had different effects on earnings across regions. 
Given these views, the authors sought to examine the effect of unions and discrimination on 
wages. They also examined whether or not the effect varied across the South and North 
regions of the United States.  
In doing so, the authors estimated the wage equation and their results suggested that there 
was variation in earnings across the South and North regions. The impact of unions and 
discrimination by race or gender varied across regions. Union estimates suggested that the 
wage differential amongst workers was higher in the South than in the North and this was 
because the North region was highly unionised. Amongst white workers, the effect of unions 
on wage differential was minimal, reported to be one and a half percent. Discrimination 
estimates suggested the effect of discrimination was deeper in the South regions than the 
North regions. However, within each region, discrimination appeared to be prominent and 
discrimination was more often practiced against female’s workers than male workers.  
Contrary to the above two papers, Gerking and Weirick (1983) examined compensating 
differences and interregional wage differentials in the South and North regions of the United 
States. Their research was similar to that of Kiefer and Smith (1977) except that they used the 
Theory of Compensating Differences in Wages. The authors used data from the Panel Study in 
Income Dynamics (PSID) for the year 1976. They argued that under perfect competition 
conditions, wages amongst workers with similar observable characteristics, perfect mobility, 
similar preferences, who worked and lived in the same location, would be identical in the 
labour market. If this was not the case, then this would contradict the Theory of 
Compensating Wage Differentials under perfect competition.  
In executing this study, the authors estimated the hedonic wage equation using Ordinary Least 
Squares (OLS) as a model of estimation. Findings presented by them were consistent with the 
Theory of Compensating Differences such that after controlling for the cost of living, workers 
with the same amount of human capital, the same work environment, and the same personal 
characteristics earned approximately the same regardless of where they lived. This result 
differed from the expectations and with the previously examined paper mainly because of the 
treatment of cost of living differences across regions, the treatment of hour supplied by 
workers and the completeness of the wage equation. However, the authors suggest that 
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interregional wage differences are the result of varying relative endowments of various 
heterogeneous labour types. This paper challenged the conventional view that wages did not 
equalize across regions or metropolitans and this was based upon the authors’ treatment of 
variables that affect hourly earnings.  
Johnson (1983) examined the nature and causes of wage differentials between large 
metropolitan cities within the US. In executing his study, he first examined the area’s effect on 
the nominal wage for different types of workers which included male and female full-time 
workers, hourly and salaried. Johnson (1983) used data from the May Current Population 
Survey (CPS) for 1973-1976. He emphasised that earnings in the South of the US are lower 
relative to other areas in terms of nominal wages but that there were no significant 
differences in terms of real wages.  Johnson (1983) also found that there were significant 
differences in earnings in for example an individual white worker residing in Boston who was a 
non-union member earned ten percent less than a white worker residing in Detroit. He sought 
to examine the cause of these differences and based his research question on whether wage 
differences in the US were a result of a disequilibrium phenomenon: whether differences in 
earnings were caused by unionisation or the compensating differentials of city amenities.   
Johnson (1983) proposed that the wage equation of an individual worker was assumed to 
depend upon skills, compensating, discrimination and rent variables. He allowed controls for 
variables such as union membership, the human capital variable, race, and public sector 
employment. On the one hand, the results suggested that wage differentials in real terms 
amongst women were less than the differences in nominal terms. On the other hand, wage 
differences in real terms amongst male workers were found to be greater than wage 
differences in nominal terms. It was concluded that individuals were more likely to accept 
non-union employment at a low wage in an area that was largely unionised because the long-
term income prospects were greater if they resided in areas with a greater probability of 
yielding high paying jobs. Results further showed that there was a variation in earnings across 
metropolitan areas of the U.S and that union spill-over effects had significant impact on 
wages. This showed that institutional rigidities can be contributing factors in the differences in 
earnings amongst workers depending upon the metro. This paper clearly suggested that 
earnings differences across metros depended largely on the conventional explanations for 
wage differences such as gender, unionisation and compensating wage differentials. 
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Azzoni and Servo (2002) examined the effect of education, cost of living and regional wage 
inequalities in Brazil using data from the years 1992, 1995 and 1997 collected by the Brazilian 
official Statistics agency. In their paper, they argued that Brazil was one of the developing 
countries that suffered from wage inequalities. Differences in earnings across regions were 
high and there were minimal prospects that disparities would be eliminated in the foreseeable 
future. The authors aimed to analyse wage differences and the extent to which control 
variables such as personal and labour market factors were able to explain these differences in 
earnings across 10 Brazilian metropolitan areas in the years 1992, 1995 and 1997 respectively. 
In doing so, the aim was to verify whether or not wage differences across the ten 
metropolitan areas were significantly lowered when controls for personal, cost of living and 
labour characteristics were introduced into the model. If workers were perfectly mobile or 
flexible to move from region to region, then why would they accept a lower wage in their 
respective region if they could earn a higher wage in other regions? The same question was 
raised by the authors with regards to capital in the sense that if capital was perfectly mobile to 
move from high wage regions into low wage regions, then wages would equalise within the 
labour market. However, as suggested by theory which has been outlined in this study, wages 
do not equalise as a result of the imperfectness of the labour market. 
The authors estimate the Mincerian equation, where the dependent variable is the logarithm 
of hourly earnings and the independent variables are a host of personal, educational and 
labour market factors. They estimated the model using the Restricted Least Squares. Results 
suggested that wage differentials were slightly reduced when including control variables but 
inequalities across the ten metropolitan areas remained high. The magnitude of the difference 
between the two extremes was approximately 42 percent. This is a clear indication that 
rigidities in the form of unions in the Brazilian labour market were still prominent enough to 
suggest such prevailing wage differences for more than two decades.  
Recent empirical work by Motellon et al., (2011) on regional wage differentials suggested that 
wages in real terms do not differ significantly in macro-regions in the US, but rather average 
real wages differed due to the heterogeneity of worker attributes. Estimates found by Farber 
and Newman (1987), showed that differences in returns are as important as regional wage 
differentials given the heterogeneity of workers within the labour-market. Attention in these 
studies has primarily been focussed on the situation in the US due to severity of the issue and 
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the availability of micro data in such countries. This does not necessarily imply that wage 
differentials are negligible in other regions. The authors suggested that in most European 
countries, wage differentials were found to be more stable than the US.  
Farber and Newman (1987) aimed to provide more insight and literature on the issue of 
regional wage differentials for the autonomous communities and cities (Nomenclature of 
Territorial Units of Statistics (NUTS II)) of Spain using micro data from a matched employer-
employee dataset for the 1995 and 2002 waves. In doing so, they decompose the difference in 
earnings between low-income and high-income regions into differences in region 
characteristics and into regional differences in their prices. They did not just examine the wage 
gap but rather attempted to report on the entire pattern of the distribution of wages 
regardless of the region. By analysing wage patterns regardless of the regions, the authors 
expected the effects such as the ones related to the agglomeration economies to stand out as 
this would take into account the economic performance. Furthermore, they controlled for 
wage determinants (personal, education and labour market factors) but separated the effects 
of these determinants into those which were caused by human capital and those caused by 
job-firm characteristics. 
Results suggest that workers with more human capital were major contributors of wage 
differential between regions. Results suggested that wage differentials existed in Spain in 
terms of average wage and with regards to other wage distribution characteristics. The result 
further indicated that these wage differences were not a factor of compensating wage 
differentials or structural variation but rather were due to regional characteristics given that 
workers with identical jobs working in identical firms comprise different earnings depending 
upon the region in which they were located. Therefore, after controlling for job and firm 
characteristics, the results showed that the equalisation of human capital does not imply that 
wages would be equated across regions given that the returns on human capital differed 
across regions. If human capital had been compensated in regions with low levels of income, 
then a greater deal of wage disparities would have been eliminated. In this context, the 
authors suggested that the variation in the return to human capital across regions was a policy 
implication in the sense that the return to human capital in low-income regions was less than 
the return to human capital in high-income regions. This raises the question of policy 
interventions by government in promoting human capital investment in low-income regions. 
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The authors provided an alternative approach which generally implied a focus on the reward 
obtained by skilled workers in low-wage regions. Returns on human capital persistently 
differed across regions as a result of economies of density and the potential of regional 
markets. Overall, this study appealed to all countries to provide regional policies that aimed to 
promote investments in human capital in an attempt to eliminate wage disparities. 
More recent work by Mallik et al., (2014) examined whether or not employability and earnings 
returns produced similar outcomes in metropolitan and regional labour markets. Their 
arguments were that the probability of being employed and returns on earnings differed 
across metropolitan areas and regional labour markets. This was in support of earlier 
arguments raised by Motellon et al., (2011). However, they differed in policy implications as 
they suggested that the more diverse a regional labour market was internally, and by 
comparison with other types of labour markets, the more likely it was that policies would 
perform with greater success when they addressed labour market challenges. This line of 
argument was supported by the results presented by the authors. 
The probability of being employed and returns on earnings is dependent upon a range of 
factors which are considered to be important determinants of both employability and the 
returns on earnings. The factors include personal, educational, labour market factors and 
migration factors. This paper uses the human capital developed by Mincer (1958 and 1974), 
Becker (1964), and Becker and Chiswick (1966) as a theoretical framework. This paper 
provides a more detailed and comprehensive analysis than is usually possible especially with 
regards to factors such as education and ethnic background by providing a regional element to 
the analysis of wage differentials.  
Mallik et al., (2014) used micro-level data from the 2006 Census Sample File (CSF), which is 
available through the Confidentialised Unit Records Files (CURF) released by the Australian 
Bureau of Statistics (ABS) for a range of regions (ABS, 2006). In estimating the probability of 
being employed, the authors used the standard Probit Model (given that the dependent 
variable is dichotomous) and when estimating wage equations, the authors used Ordinary 
Least Squares (dependent variable is continuous). With regards to the wage equation which 
was estimated via OLS, the authors acknowledged the possibility of bias results which comes 
with sample selection bias. As a result, they further estimated the wage equation using the 
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Heckman Model which corrects for sample selection bias. They further included a dummy 
variable for area to identify whether significant differences existed between the two areas. 
Estimating the model with a dummy variable for area type separated the metropolitan city 
and the rural area.  
The results suggested that there were significant differences in earnings across metropolitan 
areas and regional labour markets. Results presented by the authors supported empirical 
evidence but varied across metros and regional labour markets particularly with respect to 
personal characteristics, educational and labour market factors. This variation suggested that 
the two labour markets were different in their demand and supply of labour. The authors 
further suggested that in New South Wales the response to labour market outcomes 
(employability and wage equation)” were diverse, suggesting that policies implemented by 
government to eliminate labour market challenges would be effective. This argument was 
based on the idea that the more diverse a regional labour market internally, the more likely it 
was that policies would perform with great success. However, place-based policies need to 
vary when catering for internal and external differences.  
 
2.5 Conclusion 
The neoclassical paradigm views the labour market as being perfectly competitive, thus 
implying wages across labour markets equalise. However, multiple wage differential theories 
deviate from the neoclassical view that wages equalise amongst workers across labour 
markets/regions and metropolitan areas. Therefore, the idea that wages will be equalised 
under perfect competition has proven to be just an illusion. The labour market is made up of 
heterogeneous firms and workers with no evidence that the labour market is imperfect in 
actual terms. 
Apart from this view, wages differ across metropolitan areas for various reasons. Some 
metropolitan areas have the capacity to attract workers with high value human capital 
compared to other metropolitan areas. Returns on observable characteristics across 
metropolitan areas vary as some metropolitan areas have higher returns on earnings whilst 
others have lower returns on observable characteristics. Another factor that may lead to 
differences in earnings across metropolitan areas is the size of the metropolitan area and the 
industrial structure within each metropolitan area. Large metropolitan areas are associated 
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with higher earnings whilst small metropolitan areas are associated with lower earnings. This 
can therefore be a contributing factor to differences in earnings.  Industrial structures may pay 
differently across metropolitan areas and industrial structures within metropolitan areas may 
pay high hourly earnings relative to other industrial structures in other metropolitan areas. 
This may result in differences in earnings across metropolitan areas.  
Empirical evidence presented in this study suggests that wages differ across labour markets/ 
regions or metropolitan areas. These differences are explained by varying returns on 
observable characteristics that differ with respect to labour markets, regions or metropolitan 
areas. Recent empirical evidence presented by Azzoni and Servo (2002), Motellon et al., 
(2011) and Mallik et al. (2014) is consistent with this view. However, the economic 
implications of wage differences across labour markets, regions or metros drawn by these 
authors differ. Azzoni and Servo (2002) suggested that the presence of differences in earnings 
across labour markets or regions is a clear condition showing the effect that rigidities have on 
the structure of earnings. The second implication presented by Motellon et al. (2011) is that 
the varying regional returns on investments in human capital alter government policies in low 
income regions which promote the investment in human capital. The last implication is 
presented by Mallik et al. (2014) which suggests that the more diverse labour markets and 
regions or metros are, the more likely it is that government policy will be effective in the 
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CHAPTER THREE: DATA AND DESCRIPTIVE STATISTICS 
3.1 Introduction 
Discussing data and performing descriptive statistics before making any inferences is crucial 
because it enables the study to describe, analyse, and synthesise the structure of the data 
which constitutes the sample examined in this study. This chapter summarises the distribution 
of features relating to the study such as demographics, labour market factors and univariate 
analysis of the distribution in hourly earnings across Jhb, DBN and CT. In doing so, the chapter 
is divided into three parts. The first part provides a concise discussion on the data to be used 
in this study, how it is computed, how it is structured, what type of questions were asked, and 
how it is relevant in complying with the intended objectives of the study. The second part 
examines how the sample is spread out across the three metropolitan areas, how critical 
factors such as race, gender, and other labour market factors vary in proportions and how 
there might be potential changes over the periods across the three metropolitan areas. 
Descriptive statistics are used to provide analysis. The third part examines the distribution of 
hourly earnings across the three metropolitan areas by means of summary statistics and the 
use of a Kernel Density Plot. Findings provided by summary statistics are then compared to 
the Kernel Density Plot. The conclusion drawn in this last section lays the foundation for a 
multivariate analysis of Chapter Four. 
 
3.2 Data  
This study uses the Labour Force Survey (LFS), which is a household-based sample survey 
undertaken by Statistics South Arica (StatsSA). The LFS collects data relating to labour market 
activities of individuals aged 15 and above who live in South Africa. In relation to labour 
market activities, the LFS is useful to this study as it collects information about the level and 
pattern of unemployment as well as the industrial and occupational structure of the economy 
of SA. In capturing personal characteristics, respondents were asked questions about factors 
such as age, name, marriage status, location, race etc. When capturing educational 
characteristics, respondents were asked questions about their highest level of education 
obtained.  Respondents were also asked questions about whether they were working part-
time or full-time, the hours they usually worked, which sector/industry of employment they 
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were in, what are their monthly earnings. These questions helped to capture labour market 
factors to be examined in this study. The nature of this data makes it feasible for the study to 
make objective conclusions on the observed heterogeneity in hourly earnings across the three 
metropolitan areas. Therefore, the LFS data is relevant and consistent in helping the study in 
answering the research question and in carrying out the objectives of the study. 
In previous years, the LFS data was collected as a biannual household survey but it is now 
collected on a quarterly basis. This study will, however, focus on the LFS of 2004, 2005, 2006 
and 2007 which has been collected biannually. There are two major statistical controls 
imposed by the study that may lead to small sample size. Firstly, the study is restricted to 
respondents who fall within the working ages (15 - 65 years). Secondly, the study aims at 
examining differences in hourly earnings across Jhb, DBN and CT, so it is assumed that workers 
who live in any of the three respective metros also work in these metros. The above statistical 
controls imposed by the study based on the working age may result in a small sample size and 
poses serious implications as it can lead to models having low statistical power. There are 
three factors which can lead to unreliable findings in models with low statistical power. Firstly, 
the low probability of finding true effects, secondly the exaggerated estimate of the 
magnitude of the effect when a true effect is discovered and thirdly a low positive predictive 
value when an effect is claimed (Button et al., 2013). Given statistical properties to be 
imposed in this study, using only a single LFS dataset will have serious implications on the 
results presented by the study. The study pools biannual data from the 2004 LFS to the 2007 
LFS. Each LFS to be pooled was designed as a rotating panel of dwelling units. Pooling data 
from LFS thus blends elements of both cross-sectional and time series data in a sense that 
cross-sectional data describes observations N and time-series describes the observation across 
time T to produce a set of N×T (Dielman, 1983). Pooling of data in this study will serve as a 
potential remedy for dealing with a small sample size as it accumulates or aggregates data, 
enabling the study to make objective comparisons in differences across populations (Verma, 
Gagliardi and Ferretti, 2009). Therefore, the study will have four waves, where wave one 
represents 2004, wave two represents 2005, wave three represents 2006 and wave four 
represents 2007.  
In the next section descriptive statistics are presented to show how the data is dispersed 
across the three metropolitan areas in accordance with specific factors such as race, gender, 
industry representation, full/part-time employment and union membership. Furthermore, the 
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next section will show how hourly earnings are distributed across the three metros by means 
of summary statistics and the use of the Kernel Density Plot. 
 
3.3 Descriptive Statistics 
The descriptive statistics are weighted values calculated for employed individuals aged 
between 15 and 64 (belonging to the working age population), who were reported to live in 
Durban, Johannesburg and Cape Town at the time of the interview. The study assumes that 
individuals both live and work in their reported metropolitan area. Values presented in all the 
tables are in percentage terms. According to StatsSA’s 2011 Census, SA is approximated to 
have a population of 51.8 million people. Of the total population, 22.41 percent live in the 
three respective metros. Amongst the three respective metros, Jhb has the highest 
population followed by CT and DBN respectively as approximately 8.6, 7.2 and 6.7 percent live 
in these respective metros. (StatsSA-Census, 2011). One potential reason for this is that the 
Jhb metro is South Africa’s biggest and most economically vibrant area. It has been regarded 
as the New York of Africa as it is dominant within the continent in terms of scale, has the 
largest stock exchange, has corporate vibrancy, and has the largest financial service, media 
and culture (Rogerson, 2009). According to StatsSA (2011), the majority of individuals living in 
these three respective metros fall within the working age bracket of 15-64 years as 72.7, 69.6 
and 70 percent of individuals living in the respective metros fall within the working age. 
Metropolitan areas have the potential to attract people of working age due to their economic 
structure with factors such as the industry structure, labour market characteristics, economic 
diversity and operating costs (Blumenthal et al., 2009). 
 
3.3.1 Race and Gender Analysis 
In this section, the study analyses the emergent descriptive statistics by examining how 
employed workers of the different four race groups are dispersed across the three 
metropolitan areas over the years under study. South Africa as a whole is a country highly 
populated predominantly by the African race and the expectation is that the African race will 
be intensely represented across the three metropolitan areas in all four waves. The reverse 
can be said with the White race group, as over the years it has been deemed as the minority 
race group in SA. On the one hand, the general expectation is that Indians will be highly 
popularised in DBN. This is linked to the 17th Century history of the immigrant Indians in South 
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Africa. They were in high demand as labourers in sugarcane fields because the European 
farmers regarded them to be cheap and reliable labour (Kuper, 1960). With the development 
of the city of Durban, these labourers left the fields and migrated to the city. The expectation 
is that CT is highly popularised by Coloureds due to the colonisation of the Dutch and inter-
racial relationships that existed within the Western Cape Province (Seekings, 2011). This is in 
support with Brock’s (1949) view that coloured individuals have their origins in CT primarily 
because slaves in the form of Hottentots, Bushmen and Europeans were brought to CT thus 
inter-racial relationships formed the coloured race. Table 1 below presents the distribution of 
employed workers by metro and race. 
 
Table 1: Distribution (%) of workers by race and metropolitan area 
 
Wave 1  Wave 2 Wave 3 Wave 4 
Durban 
    African 63.03 59.48 60.64 64.76 
Coloured 2.81 2.52 2.94 3.82 
Indian 21.98 22.95 21.51 20.17 
White 12.18 15.05 14.92 11.25 
Cape Town 
    African 23.31 28.69 27.13 25.38 
Coloured 45.67 45.94 43.31 44.1 
Indian 0.5 1.05 2.16 1.04 
White 30.51 24.32 27.41 29.48 
Johannesburg 
    African 71.48 73.2 76.56 78.11 
Coloured 4.97 4.55 3.48 2.52 
Indian 2.58 3.05 2.71 3.95 
White 20.98 19.2 17.24 15.41 
 
Table 1 above shows the racial distribution of workers across the three main metropolitan 
areas in SA by wave (year). Given that the African population group is the largest in South 
Africa, it is not surprising to find that this population group comprises the majority of workers 
in both Durban (around 62 percent, on average across the waves) and Jhb (approximately 75 
percent, on average across the waves). In Cape Town, more than 4 out of every 10 workers are 
Coloured, while in Jhb and DBN Coloured workers comprise less than 5 percent of workers on 
average. In DBN, around one-fifth of the population is Indian, while in Jhb and CT Indians are 
in the minority (less than 4 percent on average). Whites constitute between 11 and 30 percent 
of workers in each of the provinces, with the largest, but declining, population residing in CT. 
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Table 2 below provides descriptive statistics on gender employment for workers who reported 
being employed within the three metropolitan areas. By analysing the table below, it is 
evident that a greater percentage of male workers are employed in the workplace than female 
workers across the three metropolitan areas at all waves. At wave two, statistics for the CT 
metro show that 53.68 percent of employed individual workers are male and the remaining 
46.32 percent are female workers. On the other hand, DBN and Jhb statistics suggests about 
60.97 percent and 58.8 percent are individuals who reported to be male respectively. By 
comparing male and female employment, it is clear that male employment is higher than 
female employment across the three metropolitan areas and this result serves as an indication 
that gender biased employment is still persistent. 
 
Table 2: Gender Employment across Metros by Wave 
 
Wave 1 Wave 2 Wave 3 Wave 4 
Durban 
    Male  57.75 60.97 58.54 56.92 
Female 42.25 39.03 41.46 43.08 
Cape Town 
    Male  52.77 53.68 52.14 53.5 
Female 47.23 46.32 47.86 46.5 
Johannesburg 
   Male  62.56 58.8 60.15 57.31 
Female 37.44 41.2 39.85 42.69 
 
Within the context of this study, gender biased employment could be due to nature of 
occupations existing in the three respective metros or due to more male workers migrating 
into metros. In SA, male workers are considered to be heads of the household and they often 
migrate to metropolitan areas for better employment opportunities and higher earnings 
(Stapleton, 2015).  With respect to occupation, empirical evidence in the United States suggest 
that blue collar jobs (craft and operatives) which are concentrated in metros, are dominated 
by men whilst women work in clerical and service occupations (Gabriel and Schmitz, 2006).  
 
3.3.2 Labour Market Analysis 
Thus far, the study has analysed how individuals are distributed in terms of metro 
representation, race distribution and gender employment across the three metropolitan 
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areas. In this section, the study examines how the individuals are distributed across the three 
respective metros with respect to industry, union membership and whether or not the worker 
works full-time or part-time. Table 3 below presents the distribution of individual workers 
with respect to the industry they work in across the three metropolitan areas at all waves. In 
doing so, the study only provides analysis for industries that are highly represented in 
metropolitan areas. As a result, the agricultural and mining industries were not part of this 
analysis as they are not located in metros, but are located in rural areas.  
 
Table 3: Distribution of Workers by Industry across the Three Metros  
Durban Wave 1 Wave 2 Wave 3 Wave 4 
Manufacturing 22.01 21.36 20.07 19.01 
Construction 5.73 6.41 6.11 5.79 
Wholesale 22.01 25.23 27.81 26.03 
Transport 7.63 7.74 7.11 6.47 
Finance 9.8 11.21 12.09 13.64 
Community 17.3 18.83 17.83 20.66 
Private Household 15.52 9.21 8.98 8.40 
Johannesburg 
    Manufacturing 14.21 14.08 13.86 16.63 
Construction 8.65 9.24 9.27 7.55 
Wholesale 23.16 26.73 29.64 27.02 
Transport 5.17 4.48 5.35 6.78 
Finance 21.57 18.74 18.16 17.83 
Community 16.10 14.71 13.58 14.44 
Private Household 11.13 12.02 10.13 9.74 
Cape Town 
    Manufacturing 19.74 17.96 18.95 16.72 
Construction 7.76 9.46 7.95 10.41 
Wholesale 23.15 26.95 27.13 26.98 
Transport 4.94 5.39 5.15 4.4 
Finance 16.10 14.37 15.32 14.52 
Community 21.27 18.8 16.96 17.16 
Private Household 7.05 7.07 8.54 9.82 
 
Amongst the labour industries examined in this study, the wholesale labour industry appears 
to consist of a high proportion of individual workers supplying their hours to work across the 
three metropolitan areas at all waves. This sector is followed by the manufacturing industry, 
community/social service, the finance and the private household industry. However, the 
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finance industry appears to be dominant in the Jhb metro area and this can be attributed to 
the fact that Jhb (given its economic landscape) has been regarded as the economic hub of SA. 
Overall there is variation in the distribution of employment with respect to labour market 
industries across the three metropolitan areas. However, the majority of workers living and 
working in the respective metros supply their labour in the wholesale industry. 
Table 4 below presents the statistics of union representation across the three metropolitan 
areas at all waves. Labour unions have historically been present in the labour market and 
given wage inequalities that have persisted over the years, labour unions have served the 
primary function of equalising the distribution of earnings across workers (David, 2001). 
However, looking at Table 4, the results suggest that the majority of workers across the three 
metropolitan areas at all waves are non-union members. Jhb has the lowest percentage of 
workers who reported being union members. On the other-hand, DBN has the highest 
proportion of workers on average who are union members, whilst the CT metropolitan area 
presented results similar to the DBN metropolitan area. 
 
Table 4: Union Representation across Metros by Wave 
 
Wave 1 Wave 2 Wave 3 Wave 4 
Durban 
    
Union Member         33.5 45.68 30.0 31.87 
Non-Union 66.5 54.32 70.0 68.13 
Cape Town 
    
Union Member         25.55 32.29 23.66 28.26 
Non-Union 74.45 67.71 76.32 71.74 
Johannesburg 
   
Union Member         17.65 16.56 20.11 26.73 
Non-Union 82.35 83.44 79.89 73.27 
 
Low union representation in the metros is most likely because the types of industries which 
predominate in these metros are not those which are traditionally unionised. According to 
Hirsh (2008), unions are predominantly effective in industries such as mining, manufacturing, 
transportation, communication and utilities. From Table 3, it was clear that the majority of 
workers living and working in the respective metros work in wholesale, manufacturing, finance 
and private households. 
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Turning attention to full-time or part-time work, economic theory has postulated over the 
years that working full-time implies more hours to work which is in equal proportion to rising 
hourly earnings (Hirsch, 2004). It has been ideal for workers over the years to demand full-
time jobs compared to part-time jobs mainly because part-time jobs are penalised with lower 
hourly earnings, fewer opportunities for career advancement and less job security compared 
to working fulltime. However, these factors come as a trade-off mainly because working part-
time comes with more friendly working hours, better working conditions and less stress 
(Aaronson and French, 2004). 
 Furthermore, empirical evidence suggests that workers working full-time supply more hours 
to work relative to workers working part-time (Eissa and Hilary, 2004). However, this does not 
necessarily imply that full-time workers earn higher hourly earnings than their part-time 
counterparts. Looking at SA, it is legislated by the Basic Conditions of Employment Act of 1997 
that in most sectors workers working part-time should be paid more per hour such that there 
is a premium to part-time employment that persists once differences in observable 
characteristics between part-time and full-time workers are accounted for (Posel and Muller, 
2008). Table 5 below presents some descriptive statistics that show the difference in 
percentages of workers employed full-time and part-time across the three metropolitan areas 
by waves. These results justify the economic expectations as more individuals are reported to 
be full-time workers compared to being part-time across the three metros in all waves.  
 
Table 5: Distribution of Fulltime and Part-time Workers across Metros  
 
Wave 1 Wave 2 Wave 3 Wave 4 
Durban 
    Fulltime 94.15 96.12 92.82 92.82 
Part-Time 5.85 3.88 7.18 7.18 
Cape Town 
    Fulltime 90.34 90.52 87.8 86.66 
Part-time 9.66 9.48 12.2 13.34 
Johannesburg 
   Fulltime 92.19 90.16 90.45 91.99 
Part-time 7.81 9.84 9.55 8.01 
 
This study has used descriptive statistics to show how employed individuals are represented 
across the three respective metros with respect to labour outcomes. Results presented 
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through descriptive statistics suggest there is variation in labour outcomes across the three 
metropolitan areas over the years. This in turn will affect the distribution of hourly earnings 
for each individual worker living in any of the three metros. Therefore, the variation presented 
through descriptive statistics makes it feasible for the study to show whether or not there are 
differences in hourly earnings across the three respective metros at all waves. Before running 
estimations, the study presents summary statistics of hourly earnings for the three respective 
metros as shown in Table 6 below and further depicts the distribution of hourly earnings 
through the Kernel Density Plot, which gives a visual representation on how earnings differ 
across the three metros.  
 
3.3.3 Univariate Analysis: Summary Statistics and the Kernel Density Plot 
Given the analysis provided in the previous discussion, the expectations are that there are 
differences in hourly earnings between the three metros. Jhb is expected to show higher 
hourly earnings compared to the other two metros given that Jhb is considered as the 
economic hub of SA (Rogerson, 2009). Table 6 below presents summary statistics on the mean 
hourly earnings for the three metropolitan areas. By analysing the summary statistics of hourly 
earnings presented in the Table 6 below, it is clear that Jhb has the highest hourly earnings 
compared to CT and DBN, and DBN has the lowest average hourly earnings compared to Jhb 
and CT. By comparing CT and Jhb estimates, for instance, hourly earnings are slightly different 
as Jhb workers earn R22.96 an hour, on average whilst CT workers earn R22.62 an hour on 
average a difference of R0.34.  
 
Table 6: Summary Statistics of Hourly earnings 
 
Hourly earnings  by Metro (Jhb, DBN and CT) 
















   
To further elucidate differences in earnings across the metros, a Kernel Density Plot is used. 
The Kernel Density Plot is able to draw out differences in the earnings distributions of each 
metro, and so is superior to the analysis of means presented in Table 6. 
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Figure 1 above shows the distribution of the logarithm of hourly earnings in each metropolitan 
area as estimated using a Kernel Density Plot. All three distributions are negatively skewed. In 
DBN, the earnings distribution is flatter than for CT and Jhb, suggesting a greater variance in 
the logarithm of hourly earnings in DBN than in CT and Jhb. The earnings distribution for CT 
lies mostly to the right of that for Jhb and DBN, indicative of higher earnings, on average, in 
this metro.  However, the upper tail of the earnings distribution for Jhb lies above that for 
both CT and DBN, which is indicative of there being a larger number of very high income 
earners in this metro. 
 
3.4 Conclusion 
This chapter has used data from the pooled LFS from 2004 to 2007. The LFS data is a 
household-sample survey that collects data relating to labour market activities of individuals 
aged 15 and above who live in South Africa. The study imposed statistical controls such as 
observing individuals living and working in the respective metropolitan areas, employed and 
aged between 15 and 64. Results of the descriptive statistics analysis suggest that the majority 
of individuals are African and the minority are White. African workers are mostly located in 
Jhb and DBN at all waves, whilst White workers are mostly located in CT. As expected, male 
employment is higher than female employment across the three metropolitan areas and this 
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Given the economic nature of the three respective metros, labour market factors relating to 
industry suggest that majority of the workers work in manufacturing, wholesale, finance and 
community industries across the three metropolitan areas at all waves. Furthermore, labour 
market factors relating to union membership and full-time employment suggest that the 
majority of workers are non-union members and the majority of the workers work full-time. 
This is in line with economic expectations as these large cities have the capacity to attract high 
skilled workers (less incentive to join unions) in high-tech jobs that pay high earnings which is 
deemed as an incentive to work fulltime. The study further made use of summary statistics in 
an attempt to show hourly earnings differ between the metros. This univariate analysis 
suggests that differences exist but they appear to be minimal and unclear. The Kernel Density 
analysis revealed that differences in the earnings distribution exist particularly between Jhb 
and DBN, and DBN and CT. In contrast, there are minimal differences in the earnings 
distribution between CT and Jhb.  
The next chapter explores methods of estimating the wage equation and uses the Oaxaca 
Blinder Decomposition to show how differences in earnings occur across the three 
metropolitan areas. In doing so, the next chapter examines the four different approaches of 
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Chapter 4: Econometric Methodology and Estimation Analysis 
 
4.1 Introduction 
The descriptive statistics presented in Chapter 3 reveal that there are minimal differences in 
hourly earnings across the three metropolitan areas.  However, the problem with a purely 
univariate analysis is that it does not account for other multiple factors that may affect 
average earnings across the three metropolitan areas. The study must use a multivariate 
analysis to account for the multiple factors that affect average earnings. These factors may 
include such as observable characteristics as age, gender, education, labour market factors. 
This chapter discusses the methods which the study uses to explain and analyse differences in 
hourly earnings across the three respective metropolitan areas using multivariate analysis. 
This enables the study to provide informed analysis on how hourly earnings differ across the 
three metros and how other factors (personal factors, educational factors and labour market 
factors) which determine earnings also contribute to differences in hourly earnings across the 
three metropolitan areas. In doing so, the study uses four approaches to examine this effect.  
 
4.2 Methodology 
As discussed in the previous chapter, the study uses the labour force survey (LFS) pooled from 
a four year period (from 2004 to 2007). The study’s conceptual framework is based upon the 
theory of human capital developed by Mincer (1974) and Becker (1975) on the understanding 
that investment in personal characteristics and educational factors ultimately increases hourly 
earnings. This study follows the work by Mallik et al. (2014), by modifying the Mincerian 
Model through the inclusion of explanatory variables that capture personal characteristics 
(age, gender, race, and marital status) and labour market factors (unionisation, sector of 
employment, type of industry).  Personal and labour market factors are included on the basis 
that they directly affect the hourly earnings of workers across the three metropolitan areas. 
The inclusion of such explanatory variables will further improve the overall explanatory power 
of the model to be estimated.   
The study uses four approaches to understand how hourly earnings are determined, how they 
differ and whether the difference in hourly earnings is due to city endowments or worker 
characteristics. In doing so, the first approach estimates hourly earnings against the dummy 
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variables of Jhb, DBN, and CT.  Furthermore, given that the study uses pooled cross-sectional 
data, the first model also takes into consideration how hourly earnings differ with time. In 
doing so, this implies the study would include wave dummy variables that represent the 
different times. For the metro dummy variables, the study uses the Jhb metro as the base or 
references category and for the wave dummy variables the study uses the year 2004 as a 
reference category. Having both reference categories enables the study to make comparisons 
on how hourly earnings differ across the metros and across time as shown by equation (1) 
below. 
 




𝑤𝑘 + ∑ 𝛾𝑘𝑖𝑡
𝑘
𝑘=3 ′𝐷𝑘 + 𝜺𝒊𝒕          (1) 
 
Where; 𝑙𝑛𝑌𝑖is the dependent variable which is the log of hourly earnings; k; 1,2..:K being the 
dummy variables for DBN and CT (such that 1 if the outcome is true and 0 otherwise)and the 
Jhb metro dummy variable is used as the reference category;  w: 1,2,..:W being the wave 
dummy variables for the years 2004, 2005, 2006, and 2007 respectively and the 2004 wave 
dummy variable is used as a references category (wave 1),and 𝜀𝑖is the random error term. The 
purpose of estimating the above equation is to show how hourly earnings differ across the 
three metropolitan areas before taking into account the effect other explanatory variables 
(personal, educational and labour market factors) have upon hourly earnings. Equation (1) 
above is estimated under the assumption that other explanatory variables have no effect on 
hourly earnings. Given that the dependent variable (hourly earnings) is continuous and 
presented in log form, this further provides the base for the study to use Ordinary Least 
Squares (OLS) as a model of estimation. 
The second approach modifies equation (1) by including explanatory variables that affect 
hourly earnings such that the assumption imposed in the first estimation that other 
explanatory variables (personal, educational, and labour market factors) have no effect on 
hourly earnings is relaxed. This enables the study to observe how (direction) and by how much 
(magnitude) the coefficient on the metro dummy variables change after controlling for other 
explanatory variables. This approach is conducted under the assumption that the returns on 
observable characteristics are the same across the three respective metropolitan areas.  
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The study further assumes that workers work and live in the respective metropolitan area of 
which they report living in. This assumption is made to avoid possible situations where an 
individual worker reports living in the CT metro but happens to be supplying their hours to 
work in the Jhb metro. Therefore, in the second approach, the study estimates the 
conventional model of hourly earnings that is produced by equation (2). This conventional 
model produced by equation (2) is modified to take into account other explanatory variables 
that affect hourly earnings as shown by equation (2) below.  
 
𝑙𝑛𝑌𝑖𝑡 = 𝛽0 + ∑ 𝜃𝑘
𝑘
𝑘=4 ′𝑤𝑘 +  𝜷′𝑷 + 𝜹
′𝑬 + 𝜶′𝒍 + ∑ 𝛾𝑘
𝑘
𝑘=3 ′𝐷𝑘 + 𝜺𝒊𝒕         (2) 
 
Where P Is the vector of personal characteristics, E is the vector of educational factors and L is 
the vector of labour market factors. The dependent variable for an individual worker within 
the labour market remains the logarithm of hourly earnings (shown on the left side of 
equation (2)) and the independent variables are given by the vector of personal characteristics 
(age, gender, sex, race, location, etc.), the vector of educational factors (primary to tertiary 
education), and the vector of labour-market factors (sector and industry of employment, 
occupation, union membership, etc.). Equation (2) represents a conventional earnings 
equation except that the study has modified it to take into account wave dummy variables 
that represent the different data sets generated in different years to obtain one pooled cross-
sectional data set. Furthermore, empirical evidence conducted by researchers such as 
Goldfarb and Yezer (1976), Kim, Liu and Yezer (2009), George (1983), and Motellon et al. 
(2011) all supported the inclusion of such variables.  
The third approach lays the foundation for the Oaxaca-Blinder Decomposition technique to be 
performed. In doing so, the third approach estimates separate regressions for each of the 
three metropolitan areas thus enabling the study to make objective comparisons on how 
estimated coefficients differ across the three metropolitan areas. In doing so, the study 
relaxes the assumption imposed earlier that returns on observable characteristics are identical 
across the three metropolitan areas. Therefore, this process allows the returns on observable 
characteristics to differ with respect to each metropolitan area.  The study modifies equation 
(2) to account for this effect and as shown below by equations (3), (4) and (5) respectively, 
represent the estimation of hourly earnings with respect to each metropolitan area.  




𝐶𝑇  = 𝛽0
𝐶𝑇 + ∑ 𝜃𝑘
𝑘
𝑘=3 ′𝑤𝑘+ 𝜷
′𝑷 + 𝜹′𝑬 + 𝜶′𝒍 + 𝜀𝑖𝑡         (3) 
 
𝑙𝑛𝑌𝑖𝑡
𝐽ℎ𝑏  = 𝛽0
𝐽ℎ𝑏 + ∑ 𝜃𝑘
𝑘
𝑘=3 ′𝑤𝑘+ 𝜷
′𝑷 + 𝜹′𝑬 + 𝜶′𝒍 + 𝜀𝑖𝑡                                 (4) 
 
𝑙𝑛𝑌𝑖𝑡
𝐷𝐵𝑁  = 𝛽0
𝐷𝐵𝑁 + ∑ 𝜃𝑘
𝑘
𝑘=3 ′𝑤𝑘+ 𝜷
′𝑷 + 𝜹′𝑬 + 𝜶′𝒍 + 𝜀𝑖𝑡                                 (5) 
 
Estimations examined above will show that the returns on observable characteristics differ 
with respect to each metropolitan area. Once the study has examined and analysed the above 
differences in observable characteristics, the last approach (fourth approach) involves 
decomposing the mean wage difference between the respective metros using the Oaxaca-
Blinder (O-B) Decomposition based on the results obtained in the third approach.  
 
When examining differences in hourly earnings between groups particularly in the labour-
market, it is a common practice that researchers examine the mean difference and whether 
the mean difference between groups is explained by coefficients, shift coefficients or 
differences between intercepts through the O-B decomposition method (Jones, 1983). The 
wage differential between groups (the three respective metros in our case) can be divided into 
explained and unexplained components (Oaxaca, 1973 and Blinder, 1973).  The explained 
component measures productivity characteristics that can be observed such as personal 
characteristics (age or gender) and labour market factors (experience). The unexplained 
component is regarded as a residual part that is not accounted for by such differences in 
earnings determinants and this unexplained component is commonly regarded as a 
discriminating effect (Jann, 2008; Todd, Goddeeris and Haider, 2010).  While much of the 
research using the O-B technique has analysed gender or race differences, this dissertation 
focuses on examining the mean differences in hourly earnings between the three 
metropolitan areas.  
Following Ben’s (2008) notation, the study decomposes the differences in hourly earnings 
between CT- Jhb, DBN - Jhb, and CT-DBN to find the mean outcome difference. Looking at the 
decomposition for CT-Jhb, for instance, this implies we want to find  𝑀; 
 
38 | P a g e  
 
𝑀 = ?̅?𝐶𝑇 − ?̅?𝐽ℎ𝑏                                    (6) 
 
Where 𝑀is the difference in the mean outcome for the observations in the CT and Jhb metros. 
In finding the mean outcome, the study will conduct a twofold decomposition on the mean 
difference of hourly earnings which divides the wage gap into a part that is explained and a 
part that is unexplained. The study performs the O-B Decomposition based on a linear 
regression and is separable in observable and unobservable characteristics of which the mean 
outcome is the expected value of the outcome variable for CT and Jhb such that: 
 
Group M ∈ {𝐶𝑇 ;𝐽ℎ𝑏} and∈ (𝜀𝑀) = 0           (7) 
 
This implies the linear regression model will take the form 
 
?̅?𝑀 =  ?̅?𝑀
′ ?̂?𝑀 +  𝜀𝑚            (8) 
 
Where;?̅?𝑀is the hourly wage rate ; ?̅?𝑀is the vector of individual characteristics, ?̂?𝑀 is the 
estimated coefficients and 𝜀𝑚is the random error term. The assumption is that error terms are 
equal to zero. Therefore, by substituting equation (8) into equation (6) we obtain the 
difference for the mean outcome for both the CT and Jhb metro as shown by equation (9) 
below. 
 
    𝑌𝐶𝑇 −  𝑌𝐽ℎ𝑏 = ?̅?𝐶𝑇
′ ?̂?𝐶𝑇 − ?̅?𝐽ℎ𝑏
′ ?̂?𝐽ℎ𝑏 + 𝜀𝐶𝑇 − 𝜀𝐽ℎ𝑏        (9) 
 
Arranging equation (9) above, the study obtains a threefold decomposition that is produced 
by equation (10) below which sums the difference in hourly earnings between the two metros 
into three parts; endowments, coefficients, and interactions.  
  
𝑌𝐶𝑇 −  𝑌𝐽ℎ𝑏 = (?̅?𝐶𝑇 − ?̅?𝐽ℎ𝑏)
′?̂?𝐽ℎ𝑏 + ?̅?𝐽ℎ𝑏
′ (?̂?𝐶𝑇 − ?̂?𝐽ℎ𝑏) + (?̅?𝐶𝑇  −  ?̅?𝐽ℎ𝑏)
′
(?̂?𝐶𝑇 − ?̂?𝐽ℎ𝑏) + 𝜀𝐶𝑇 − 𝜀𝐽ℎ𝑏                    (10) 
 
Looking at the right of equation (10) the first part represents endowments, the second part 
represents the coefficient and the last part represents the interaction. The coefficient part 
39 | P a g e  
 
apportions the difference to be due to differences in coefficients, the endowment part 
apportions the difference to be due to different explanatory variables across the metros and 
the interaction part accounts for the possibility that explanatory variables may differ and 
coefficients may also differ across the two metros. However, by decomposing the results, the 
study aims to divide the wage differential between two groups into a portion that is either 
explained or unexplained. To do so, the study performs a twofold decomposition under the 
idea that there is a non-discriminating coefficient vector that should be used to determine the 
contribution of the differences in the predictors. In other words, the twofold decomposition 
technique decomposes the mean outcome difference with respect to the non-discriminating 
coefficient vector (Hlavac, 2014). This non-discriminating coefficient vector would serve to be 
a set of regression coefficients that would exist in an ideal world without discrimination. Given 
this notion, let 𝛽𝑘 be the non-discriminating coefficient vector. The study assumes that the 
discrimination is directed towards Jhb, and that there is no positive discrimination for CT such 
that 𝛽𝑘=?̂?𝐶𝑇. Re-arranging equation (10) and taking into account the non-discriminating 
coefficient vector, we obtain a twofold decomposition which apportions the difference in 
explained cross-group differences to explanatory variables and the other portion remains 
unexplained by the differences as shown by equation (11) below: 
 
𝑌𝐶𝑇 −  𝑌𝐽ℎ𝑏 = (?̅?𝐶𝑇 − ?̅?𝐽ℎ𝑏)
′
𝛽𝑘  + ?̅?𝐶𝑇
′
(?̂?𝐶𝑇 − 𝛽𝑘) + ?̅?𝐽ℎ𝑏
′
(𝛽𝑘 − ?̂?𝐽ℎ𝑏) +  𝜀𝐶𝑇 − 𝜀𝐽ℎ𝑏 
 
If discrimination is directed towards Jhb and there is no positive discrimination for CT, then 
the non-discriminating coefficient vector will be given by 𝛽𝑘=?̂?𝐶𝑇, such that ?̅?𝐶𝑇
′ (?̂?𝐶𝑇 −  ?̂?𝐶𝑇) = 
0, therefore: 
 
𝑌𝐶𝑇 − 𝑌𝐽ℎ𝑏 = (?̅?𝐶𝑇 − ?̅?𝐽ℎ𝑏)
′
?̂?𝐶𝑇 +  ?̅?𝐽ℎ𝑏
′
(?̂?𝐶𝑇 − ?̂?𝐽ℎ𝑏) + 𝜀𝐶𝑇 − 𝜀𝐽ℎ𝑏                     (11)
   
The above equation represents the twofold Oaxaca-Blinder Decomposition between the CT 
and Jhb metropolitan areas. Looking at the right-hand of equation (11), the first-part 
represents outcome differential which is explained by group differences and the second part 
represents the unexplained component of group differences that is attributed to 
discrimination. The second part shown above also captures the potential effects of differences 
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in unobserved variables as shown by the inclusion of a random error term (Jann, 2008). 
Furthermore modifying equation (11), leads to equation (12) and (13) respectively, which 
represents the twofold decomposition for Jhb-DBN (assuming that the discrimination is 
directed towards DBN, and that there is no positive discrimination for Jhb such that 𝛽𝑘=?̂?𝐽ℎ𝑏) 
and CT-DBN (assuming that the discrimination is directed towards DBN, and that there is no 
positive discrimination for CT such that 𝛽𝑘=?̂?𝐶𝑇 ) to be estimated by the study as shown 
below: 
 




(?̂?𝐽ℎ𝑏 − ?̂?𝑘) + ?̅?𝐷𝐵𝑁
′
(?̂?𝑘 − ?̂?𝐷𝐵𝑁) + 𝜀𝐽ℎ𝑏 − 𝜀𝐷𝐵𝑁
  
If discrimination is directed towards DBN and there is no positive discrimination for Jhb, then 
the non-discriminating coefficient vector will be given by 𝛽𝑘=?̂?𝐽ℎ𝑏, such that ?̅?𝐽ℎ𝑏
′ (?̂?𝐽ℎ𝑏 −
 ?̂?𝐽ℎ𝑏) = 0, therefore: 
𝑌𝐽ℎ𝑏 −  𝑌𝐷𝐵𝑁 = (?̅?𝐽ℎ𝑏 − ?̅?𝐷𝐵𝑁)
′
?̂?𝐽ℎ𝑏  +  ?̅?𝐷𝐵𝑁
′








(?̂?𝐶𝑇 − ?̂?𝑘) + ?̅?𝐷𝐵𝑁
′
(?̂?𝑘 − ?̂?𝐷𝐵𝑁) + 𝜀𝐶𝑇 − 𝜀𝐷𝐵𝑁  
 
If discrimination is directed towards DBN and there is no positive discrimination for CT, then 
the non-discriminating coefficient vector will be given by 𝛽𝑘=?̂?𝐶𝑇, such that ?̅?𝐶𝑇
′ (?̂?𝐶𝑇 −  ?̂?𝐶𝑇) = 
0, therefore:  
 




(?̂?𝐶𝑇 − ?̂?𝐷𝐵𝑁) + 𝜀𝐶𝑇 − 𝜀𝐷𝐵𝑁      (13) 
 
After estimating the above twofold decomposition for the above respective metros, the study 
should enable the reader to see how mean hourly wage differences are different between the 
three respective metropolitan areas according to the O-B decomposition estimation equations 
presented above. By doing so, the goal of running the O-B decomposition in this study is to 
separate the mean difference between the three metropolitan areas (Jhb-CT, CT-DBN, and 
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Jhb-DBN) to a portion that is explained by observable characteristics (endowments) and into a 
portion that is unexplained (residual or discriminating components). In other words, 
decomposing the mean hourly earnings between metros enables the study to single out 
causes of differences in hourly earnings. This method is useful in the sense that it provides an 
explanation for the difference between the two groups in a statistical sense which separates 
the difference to be explained by observable characteristics or discrimination (Fortin et al., 
2011).  
 
4.3 Possible Estimation Challenges 
There are possible estimation problems that may be encountered when estimating the above 
approaches in the study’s analysis of differences in hourly earnings. The first challenge is that 
of sample selection bias given that the sample used in this study only comprises employed 
individuals. Sample selection bias has been a concern in research, particularly in the 
application of econometrics in instances where researchers seek to analyse or estimate 
consumer expenditures and wage equations (Puhani, 2000). The study has imposed a 
statistical control that considers only individuals who are actively employed as the sample of 
the study. This statistical control is selective and restrictive in its approach as it only considers 
respondents who are actively employed, thus implying that the sample used to examine 
differences in hourly earnings across the three metros is non-random. Therefore, results 
presented through the OLS are likely to be unreliable or biased given the fact the dependent 
variable is observed only for a restricted non-random sample (Heckman, 1979).  
Using data obtained from a non-random sample has its own risks for the analysis of the study 
given the fact that it leads to biased and inconsistent results obtained from OLS estimators. 
Because this study uses OLS as a method of estimation for the wage equations, then it follows 
that estimates will be biased upward as the sample used in this study is not representative of 
the whole population. Furthermore, limiting the study to individuals living in metros and not 
considering workers living in non-metros is another factor leading to sample selection bias. 
Heckman (1979) proposed a two-step maximum likelihood model which can be used to avoid 
the possibility of estimating the model from self-selected samples which treats this selection 
problem as an omitted variable problem (Vella, 1998 and Puhani, 2000). Models can be 
estimated via OLS if unobserved heterogeneity influencing the probability of being selected 
into the sample is not correlated with the unmeasured factors influencing the outcome 
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variable. Therefore, the study assumes that error terms are not correlated (ignore the 
selection equation) and the wage equation is estimated via OLS. It is worth noting that the O-B 
decomposition has a correction for sample-selection bias, which deducts the selection effect 
from the overall differential and applies it to the standard decomposition formulas to the 
adjusted differential (Jann, 2008). The O-B Decomposition runs a correction for sample-
selection bias if the selection effect (lambda) is estimated in the initial regression. The study 
observes differences in hourly earnings only for workers who live in the respective metros.  
Another challenge is that the study has assumed that workers live and work in any of the 
three respective metros. This assumption is likely to cause endogeneity bias as each individual 
of the sample living in one metro can be different in non-observable ways from another 
individual living in another metro. This unobserved heterogeneity is likely to be correlated 
with explanatory variables thus resulting in explanatory variables to be correlated with error 
terms. This effect may lead to bias and inconsistent OLS estimates and this form of 
endogeneity is caused by an omitted variable.  
To remedy inconsistent OLS estimates as a result of omitted variables, the two-stage least 
squares through the instrumental variable technique can be used as a method of dealing with 
endogeneity bias (Angrist and Krueger, 2001). The instrumental variable allows for the 
estimation of simultaneous equations consisting of endogenous regressors (Antonakis et al., 
2014). This technique requires the study to find a variable that is strongly correlated with the 
endogenous variable (instrumental relevance) but not correlated with error term (instrument 
erogeneity). If the instrument satisfies the two conditions than the instrumental variable will 
be consistent even though it is less efficient than the OLS (Bound, Jaeger and Baker, 1995). It is 
worth noting that the study acknowledges the likelihood of these estimation concerns. 
However, the study assumes that there is no omitted variable bias and there is no correlation 
amongst parameters (omitting one does not result in biased estimates of the other). This 
assumption can be somewhat be tenuous if the distribution of unobserved characteristics, for 
each year, differs across the three metropolitan areas. There are a number of dwelling level 
variables that may be correlated with selection into employment but that are not related to 
wages such as the presence of children in the dwelling or pensioners in the dwelling or 
transport costs. Therefore, it is commendable for future research that a selection model be 
used, as it will ensure that results presented are adjusted for selections bias.  
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Furthermore, there is not much variation in response to questions relating to earnings across 
the three metropolitan areas as majority of the respondent’s main income is in the form of 
salaries/wages and they earn above the minimum wage. The study uses population weights in 
all estimations to avoid possible situations where some groups are over or under-represented 
because of non-response. This process rebalances the data to accurately reflect the 
population.   
Overall, the study uses four approaches to examine and analyse differences in hourly earnings 
across Johannesburg, Durban and Cape Town. These four approaches seek to maintain that 
the study adheres to the objectives that were set in the first chapter. Given that the study has 
explored methods involved in executing the four approaches, then next step is to provide an 
analysis of the estimation results. Therefore, the next section provides a detailed analysis of 
the estimation relation for the four approaches used by this study.  
 
4.4 Estimation Results (Specification 1 and 2) 
Table 7 below presents the results based on the estimation of hourly earnings. As outlined 
earlier, the first estimation of hourly earnings controls only for the metropolitan area dummy 
variables and this estimation is regarded as model 1/specification 1. The purpose of this 
estimation is to show how hourly earnings differ across the three metropolitan areas. 
 
Table 7: Estimation Results for the First and Second Specification 
 Independent Variables Model 1 Model 2 
Cape Town 0.1503*** -0.2661 
Durban -0.2128*** -0.2813*** 
Wave 2  -0.1017*** 
Wave 3  0.0788*** 
Wave 4  0.1637*** 



















Married  0.1223*** 

































































Constant 2.655*** 0.9676*** 
R-Squared 0.0170 0.5795 
 (0.0000) (0.0000) 
F-statistic 53.07 
 *** 1% level of significance; ** 2% level of significance; * 10% level of significance 
 
As discussed earlier, the first specification includes metro controls only, while in the second 
specification a full set of explanatory variables is included. From the first specification, it is 
clear that significant differences in earnings exist between the metros. Individuals who work in 
CT earn on average 15.03 percent more than individuals in Jhb. In contrast, those in DBN earn 
approximately 21.28 percent on average less than individuals in Jhb. In order to identify 
whether these earnings differentials persist when observable differences between workers 
are accounted for, the second specification controls for a range of explanatory variables, 
including personal, educational and labour market factors.  
Once observable differences between workers are taken into consideration, the second 
specification suggests that there is no significant difference in earnings between individuals in 
CT and those in Jhb. Controlling for observable differences between workers does, however, 
reinforce that those working in DBN earn significantly less, on average, than those in Jhb, with 
the coefficient suggesting a 28.13 percent difference. 
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In terms of the additional control variables included in the regression, all the estimated 
coefficients have the expected signs and are consistent with the results of other earnings 
regressions estimated for South Africa (Haroon et al., 2001; Burger and Yu, 2006; Leibbrandt 
et al., 2010; Kerr and Teal, 2012). For example, coefficients on education are all positives 
suggesting that it positively affects hourly earnings, e.g. a worker with matric level of 
education earns 49.39 percent higher than a worker without schooling. Therefore, education 
positively affects hourly earnings and this result is consistent with Card’s (1999) view that 
better educated individuals earn higher wages, decrease the probability of being unemployed 
and occupy prestigious occupations relative to uneducated individuals. 
 There are significant differences in earnings for each year particularly for the second 
specification at all levels of significance, where; hourly earnings were high in 2006 and 2007 as 
opposed to 2004. However, they were not significant differences in hourly earnings between 
2004 and 2005. Furthermore, the study takes into account whether estimates reflect robust 
standard errors as they take into account issues concerning heterogeneity and lack of 
normality. by looking at the first and second specification, focusing on the metro dummy 
variables, estimates reflect robust standard errors. 
One concern with the results presented in specification 2 is that the estimated model assumes 
that the returns on observable characteristics are the same for workers regardless of the 
metro in which they work and reside. It is likely, however, that observable characteristics may 
be rewarded differently across the metros. For example, the returns on tertiary education may 
be higher in Jhb than in Dbn, for instance, given that Jhb is the business hub of SA. To address 
this concern, the estimates presented in Table 8 are for regressions estimated separately for 
each metro. The dependent and control variables are the same as in specification 2 except for 
metro dummy variables as each specification is estimated with respect to each metro dummy 
variable.  
 
4.5 Estimation Results (Third Specifications) 
 
Table 8: Estimation Results for the Third Specification 
  
 
    
         
 
Dependent Variable: (ln Wage) (Ordinary Least 
Squares ) 
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 Independent Variables Durban Johannesburg Cape Town           
Wave 2 -0.321*** 0.026 -.0097      
Wave 3 0.051 0.090** 0.102***      
Wave 4 0.058 0.241*** 0.185***      
Personal Factors         
Coloured 0.440*** 0.419*** 0.329*** 
     Indian 0.316*** 0.643*** 1.259*** 
     White 0.374*** 0.617*** 0.653*** 
     Male 0.227*** 0.076* 0.201*** 
     Age 0.028*** 0.037*** 0.044*** 
     Age-squared -0.0002* -0.0003** -0.0004*** 
     Married 0.0996** 0.110*** 0.138*** 
Educational Factors         
gr1_gr7 -0.139 0.009 0.191 
     gr8_gr11 0.018 0.032 0.431** 
     Matric 0.277** 0.282** 0.671*** 
     Diploma/degree 0.661*** 0.812*** 1.056*** 
     Labour Market Factors    
Union 0.098** 0.142*** 0.134*** 
     Formal 1.102*** 1.493*** 1.055*** 
     Informal 0.541*** 1.036*** 0.737*** 
Fulltime -0.253*** -0.316*** -0.182*** 
     Construction -0.144* -0.145** 0.012 
     Wholesale -0.243*** -0.219*** -0.223*** 
     Transportation 0.062 0.009 0.069 
     Finance -0.028 0.047 -0.148** 
     Community/Social Service 0.139** -0.089 -0.080 
     Private Household -0.265 -0.027 -0.045 
     Professional -0.154 -0.255** -0.208* 
     Technician -0.391*** -0.336** -0.367*** 
     Clerk -0.541*** -0.573*** -0.398*** 
     Service/Sales workers -0.839*** -0.989*** -0.815*** 
     Craft -0.704*** -0.775*** -0.668*** 
     Plant -0.647*** -0.729*** -0.761*** 
     Elementary -0.828*** -0.940*** -0.879*** 
     Constant 1.168*** 0.850*** 0.5098 
R-Squared 0.5483 0.6188 0.5919 
      (0.0000) (0.0000) (0.0000) 
F-statistic 78.24 89.30 84.39 
     *** 1% level of significance; ** 5% level of significance; * 10% level of significance 
 
Estimated coefficients on race across the three metropolitan areas vary and as expected all 
three of the other race groups earn higher hourly earnings than the African race. The 
coefficient on Coloured race suggests their hourly earnings are higher than the African race 
across the three metros. White workers living in CT on average earn 65.3 percent higher 
hourly earnings than African workers and this gap between the two race groups is higher in CT 
compared to the 62 percent and 37.4 percentage difference for Jhb and DBN respectively.  
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Looking at the factors of gender and marital status, empirical evidence suggests that the more 
the worker becomes productive within the workplace, the return to earnings likewise increase 
in equal proportion as productivity (Eissa and Hilary, 2004). The estimated coefficient on 
marriage is positive and significant across the three metros at significant levels above 5 
percent. Therefore, an individual worker who is married earns higher hourly earnings than an 
unmarried worker.  
 
Apart from race, gender, and marital status, there is a positive strong relationship between 
education and hourly earnings received by workers. However, there are no significant 
differences in hourly earnings between workers with primary/secondary education and those 
with no schooling across the three metropolitan areas. As expected, results further show that 
acquiring matric level of education increases hourly earnings compared to workers without 
matric. This result is true across the three metropolitan areas. By comparison, the coefficient 
on matric is higher in CT than it is for DBN and Jhb respectively. This implies that the gap in 
hourly earnings between workers with matric and those without matric is higher in CT than it 
is in DBN and Jhb respectively. Overall, the estimated coefficients on education appear to be 
consistent with empirical evidence which suggests that workers who invest in education 
increase their return to hourly earnings more than the workers without investments in 
education (Mincer, 1974). Results further suggest that workers who work and live in CT have a 
greater chance of increasing their hourly earnings by investing in education compared to 
workers working and living in DBN and Jhb respectively.  This is based on the estimated 
coefficients on education as the CT metro has a larger return to education at all levels of 
education compared to DBN and Jhb respectively.  
Furthermore, by looking at the estimated coefficients for the wave dummy variable, it is clear 
that there are significant differences in earnings with time for each metropolitan area. To see 
this, the third specification shows that, there is variation in earnings with time, as for Durban; 
significant differences in earnings with time were reported between 2004 and 2005 at all 
levels of significance. However, there were no significant differences between 2004 and 2006; 
and; 2004 and 2007. However, the reverse is true for CT and Jhb, as significant differences in 
earnings with time were reported in both metros except for the years 2004 and 2005. 
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The impact that labour market factors have upon hourly earnings varies according to each 
metropolitan area and this variation is broken down into five parts.  Firstly, hourly earnings 
differ across industries given that each labour market industry is characterised by factors that 
distinguishes it from other labour market industries. The coefficient on the transportation 
industry suggests there are no significant differences in hourly earnings between the transport 
industry and manufacturing industry and the same can be said with the private household 
industry in reference to the manufacturing industry across the three metropolitan areas. 
However, coefficients on industries such as construction, finance and wholesale show that 
there is variation in hourly earnings by industry across the three metros. 
Secondly, estimated coefficients on the different occupations examined in this study appear to 
be negative across three metropolitan areas. The direction of this effect suggests that all 
respective occupations earn lower hourly earnings relative to the managerial or legislative 
occupations and this result is true for all three metropolitan areas. An exception is made for 
the DBN metro, as the coefficient on professional occupation is insignificant. This suggests 
there are no significant differences in hourly earnings between workers who are professionals 
and those occupying managerial positions.  
Thirdly, the coefficient on union membership across the three metros appears to be significant 
thus emphasising the positive effect that unions have upon hourly earnings. This implies that 
being a union member in any of the three respective metropolitan areas positively increases 
hourly earnings relative to non-union members and the size of the difference differs across 
the three metros.   
 
Fourthly, the coefficient on formal across the three metropolitan areas, the direction of the 
effect implies that workers working in the formal sector have higher earnings relative to 
domestic workers and this result is significant at all levels of significance. By comparison, the 
coefficient on formal employment is higher for Jhb than it is for DBN and CT, which implies the 
gap between formal workers and domestic workers is higher in Jhb than it is in DBN and CT 
respectively. In contrast, we can see that the coefficient on informal is positive and significant 
at all levels of significance. The magnitude of the effect is higher in Jhb than it is CT and DBN 
respectively. The DBN metro has the lowest return which implies that working in an informal 
sector in DBN on average increases hourly earnings by 54 percent compared to domestic 
workers at all levels of significance ceteris paribus.  
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Lastly, the coefficient on fulltime is negative and significant across the three metropolitan 
areas indicating that workers working fulltime in the SA labour market earn lower hourly 
earnings compared to workers working part-time. One potential reason for this is that in SA, 
part-time workers are paid higher hourly rates than fulltime workers because this has been 
enforced by the Basic Conditions of Employment Act (BCEA) which provides a minimum 
standard of rights and protection for all workers working in South Africa (Department of 
Labour, 1997). The BCEA stipulates that in some sectors of employment, minimum hourly 
wages should be high for workers working lower hours. According to Posel and Muller (2008), 
workers who work less than 28 hours a week in the domestic service sector earn 10 percent 
higher hourly earnings relative to workers working longer hours. The gap widens in the 
wholesale and retail sector, as workers working less than 28 hours a week earn 25 percent 
higher hourly earnings relative to workers working longer hours in their occupation.  These 
higher hourly earnings are rewarded to part-time workers in an attempt to offset the low 
benefits that come with occupying a part-time job (Posel and Muller, 2008).  
 
4.6 Oaxaca Blinder Decomposition of Results 
The previous section showed the existence of variation in hourly earnings across the three 
metropolitan areas. This variation in earnings is influenced by factors relating to personal, 
educational and labour market characteristics. In this section, the Oaxaca-Blinder (O-B) 
Decomposition method is applied in an attempt to single out factors causing earnings to differ 
across the three respective metropolitan areas of SA. As explained in the methodology 
chapter, the O-B decomposition decomposes the mean hourly wage difference into a part that 
is explained by observable characteristics and into a part that is unexplained (which is 
commonly considered as the residual or discriminating component). Doing so enables the 
study to see whether differences across metros are a result of characteristics or are due to a 
discriminating component. Given that the study examines differences in hourly earnings for 
the three metropolitan areas, therefore this section is divided into three parts: the first part 
decomposes mean hourly earnings for the CT-Jhb metro, the second part is for Jhb-DBN and 
the last part is for CT-DBN respectively.   
 
50 | P a g e  
 
Table 9 below presents the O-B decomposition results for CT-Jhb, Jhb-DBN and lastly CT-DBN. 
The dependent variable is the logarithm of hourly earnings and the results thus far have been 
expressed in logarithm scale. When analysing the decomposed mean difference across the 
three metros, the study retransforms the results into the original scale such that 
decompositions are presented in percentage terms as shown by Table 9 below: 
Table 9: Oaxaca Blinder Decomposition Results 
 
Oaxaca Blinder Decomposition for the Metros 
    
Amount 
Attributable P-Value   
Cape Town - Johannesburg 









 Johannesburg - Durban 









 Cape Town - Durban 









           
 
Firstly, the mean hourly earnings difference between the CT and the Jhb metro is 13.8 percent 
and this result is significant at all levels of significance. Looking at the effect that observable 
characteristics have upon the difference, it is clear that if workers living in Jhb had the same 
observable characteristics as workers living in CT then their hourly earnings would increase by 
22.2 percent which is the explained component of the difference. However, 93.1 percent of 
the gap or difference in hourly earnings between the two metros remains unexplained and 
this result is significant at significant levels above 1.8 percent. The explained and unexplained 
components cancel each other out which is why on average one is not seeing a significance 
difference at a 1 percent significance level. 
 
Moving on to the mean hourly earnings difference between Jhb and DBN, results presented in 
Table 9 suggest the mean hourly earnings difference between the two metros to be 26.9 
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percent. The coefficient on the explained component is insignificant, thus implying that there 
would be no difference in hourly earnings if workers living in DBN had the same observable 
characteristics as workers living in the Jhb metropolitan area. Looking at the discriminating 
component, 30.9 percent of the gap in hourly earnings between the two metros remains 
unexplained and this result is significant at all levels of significance. This is a clear indication 
that Jhb earnings are higher compared to DBN because of discrimination.  
 
Lastly, the difference in hourly earnings between the CT and DBN metropolitan area is 44.4 
percent as shown by Table 10 above. Given that the coefficient on the explained difference is 
significant, and if workers living in the DBN metro had the same observable characteristics as 
workers in the CT metro, then hourly earnings for DBN workers would increase by 13.4 
percent. Furthermore, 27.4 percent of the difference in hourly earnings between the two 
metros remains unexplained and attributed to discrimination. By comparison, the gap in 
hourly earnings between these two metros appears to be large compared to other two gaps 
that were examined above.  
 
There are three economic implications that can be drawn from the O-B decomposition of 
wage differentials across the three metropolitan areas presented in this study. The first 
implication is that of rigidities across the three metropolitan areas. Results presented by the 
O-B decomposition suggest the existence of wage differentials across the three metropolitan 
areas. As stated out by Azzoni and Servo (2002), the variation in hourly earnings is a sign that 
rigidities are strong within the labour market across the three metropolitan areas. This implies 
that wages do no equalise across the three metropolitan areas thus income inequalities will 
remain prominent across the country as these metros are the largest within the country.  
 
The second economic implication of the three is that of the human capital and other 
observable characteristics. As argued by Motellon et al, (2011), differences in the returns on 
observable characteristics across metropolitan areas is a clear indication that some metros 
provide a higher return on investments in human capital and other observable characteristics 
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compared to other metros and this can be a policy implication for government. O-B 
Decomposition results for CT-Jhb and for CT-DBN suggests that the differences in hourly 
earnings is a result of observable characteristics. This is to say, the return on human capital 
and other observable characteristics is higher in CT than it is in Jhb and DBN and this result is 
significant at all levels of significance. Therefore, identical investments in human capital and 
other observable characteristics yield varying returns and the return is higher in CT than they 
are in Jhb and DBN. The third economic implication that can be drawn from these results is 
that of variation across the three labour markets. As stated by Mallik et al, (2014), variation 
across labour market is an indication that policy decisions by government are more likely to be 
relevant when targeted wherever labour market problems emerge. This implication can serve 
as a redistributive element implemented by government, particularly when labour markets are 
more diverse internally. The variation in the third specifications and in the O-B decomposition 
is a clear indication that labour markets across the three respective metros are diverse 
internally as a result of variation in hourly earnings and in the returns on observable 
characteristics. As suggested by empirical evidence, government policies will be effective 
when implemented correctly in dealing with labour market challenges. 
 
Overall, it is evident that imbalances within the labour market persist across the three 
metropolitan areas. The first imbalance is that returns on observable characteristics are higher 
in CT compared to Jhb and DBN. This implies that if workers had the same observable 
characteristics, CT workers would earn higher than Jhb and DBN workers. This effect is 
attributed to both the returns on observable characteristics and discrimination. Labour market 
discrimination has proven to be persistent, particularly between Jhb and the DBN 
metropolitan areas. For the Jhb and DBN metros, the difference in average hourly earnings is a 
result of labour market discrimination. This implies that the Jhb metro discriminates higher 
than the DBN metro, as a result of these differences between the two metropolitan areas. The 
same can be said between CT and DBN, as differences in earnings are a result of both returns 
on observable characteristics and discrimination. Looking at the unexplained part, the 
difference is partly due to the fact that CT discriminates higher than the DBN metro. The 
reliability of the results is questionable given possible estimation challenges that are likely to 
affect models used to present these results. The reliability of the results is based upon the 
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assumptions made earlier in the possible estimation challenges such that if relation of the 
assumptions questions the reliability of these results. 
 
4.7 Conclusion 
The study used a multivariate analysis in examining and analysing differences in hourly 
earnings across the three metropolitan areas. In doing so, the study estimated the 
conventional wage equation where the dependent variable is given by the logarithm of hourly 
earnings. At first, the study estimates two models: the first model (specification 1) estimates 
the logarithm of hourly earnings upon the metro dummy variables such that there is no 
consideration for persona, education and labour market factors. The second model 
(specification 2) estimates the logarithm of hourly earnings upon metro dummy variables and 
the vector of personal, educational and labour market factors. Conducting both estimations 
was done upon the basis of verifying how wages vary across the three metros before and after 
the inclusion of control variables. If the included controls (specification 2) reduce the 
coefficient on the metro dummies then part of the wage difference detected in the first model 
(specification 1) is due to different metro distributions of the control variables. Results in the 
first specification suggested there are differences in hourly earnings across the three 
metropolitan areas. However, after controlling for observable characteristics in the second 
specification, results suggest there are no significant differences in hourly earnings between 
CT and Jhb but differences in earnings between DBN and Jhb exist. The inclusion of observable 
characteristics reduced the coefficient on DBN thus implying differences in earnings are due to 
the distribution of control variables. Both these models (particularly the second model) were 
conducted upon the assumption that returns on observable characteristics are identical across 
the three metros. However, relaxing this assumption leads to the third estimation where the 
logarithm of hourly earnings was estimated with respect to the logarithm of hourly earnings. 
The results showed there’s variation in observable characteristics across the three 
metropolitan areas thus laying foundation for the O-B Decomposition.  
The study decomposed differences in hourly earnings into a portion that is explained by 
observable characteristics and into a portion that is unobserved which is commonly 
considered as a discriminating component. Running the O-B Decomposition enabled the study 
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to capture economic implications as a result of differences in earnings across the three 
metropolitan areas. As presented in Table 9, the results suggest that differences in hourly 
earnings between CT and Jhb is a result of observable characteristics as the return to 
observable characteristics is higher in CT than it is in Jhb. The second decomposition between 
the Jhb and DBN metro suggests that the mean difference in hourly earnings is due to a 
discriminating component that is unobserved (E.g. ability or motivation). Lastly, 
decomposition between CT and DBN suggests that the mean difference in hourly earnings is 
due to both observable characteristics and discrimination. Overall, three economic 
implications can be drawn from the results presented by the O-B Decomposition. The first is 
that, variation within the labour market is an indication that labour markets are rigid, thus 
emphasising the prevailing differences in hourly earnings. The second economic implication is 
that the returns on observable characteristics differ according to each metropolitan area as 
some metropolitan areas reward highly compared to other metropolitan areas. And the last 
implication is that variation and diversity in labour markets makes it easier for government to 
implement policies. These implications are made on the basis that there is variation and on 
the basis that the return to observable characteristics is higher in some metropolitan areas 
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CHAPTER FIVE: CONCLUSIONS AND RECOMMENDATIONS 
5.1 Summary 
Within a perfectly competitive labour market, firms and workers are said to be homogenous in 
that workers are identical in skills and firms are identical in the products produced within the 
market. The neoclassical paradigm indicates that wages amongst workers, across labour 
markets, regions and metropolitan areas will equalise. Multiple theories and methods have 
been developed by economists that deviate from the view that wages are equal amongst 
worker within the labour market and instead suggest that earnings differ amongst workers 
across labour markets, regions and metropolitan areas. Amongst these wage differential 
theories are: human capital, wage discrimination, compensating wage differentials, Efficiency 
Wage Theory, and institutional rigidities in the form of trade unions. For example, human 
capital affects earnings and workers vary in their stock of human capital thus varying 
investments in human capital by workers. This leads to varying returns which is then 
associated with varying distributions in earnings. Further to this, polarised development and 
segmented labour markets (primary and secondary labour markets) suggest that earnings 
differ at an aggregate level across regions and metropolitan areas.  
There are also multiple factors that may lead to differences in earnings across metropolitan 
areas. Some metropolitan areas have the capacity to attract workers with high value human 
capital relative to other metropolitan areas, therefore resulting in varying returns on 
investments in human capital that affect the distribution of earnings. The size of a 
metropolitan area can also affect the distribution of earnings with labour markets such as 
those of large metropolitan areas being associated with higher earnings relative to small 
metropolitan areas which are associated with lower earnings. Apart from this, some 
metropolitan areas may have industrial structures that pay higher earnings relative to other 
metropolitan areas and this may create a diverge in earnings across metropolitan areas.  
Given the above factors, this study aimed to examine differences in earnings across 
Johannesburg, Durban and Cape Town in an attempt to show whether differences in earnings 
exist and to find plausible explanations for these differences. Examining and analysing 
differences in earnings amongst workers across labour markets, regions, and metropolitan 
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areas is essential as it enables the study to provide policy implications, tests wage differential 
theories and derive quantitative estimates of important economic relationships.    
The study used both univariate and multivariate analysis in examining differences in hourly 
earnings across Jhb, DBN and CT. In doing so, the study used the LFS data which is a 
household-based sample survey collected by Statistics South Arica (StatsSA). Results 
presented by the univariate analysis suggest that differences in hourly earnings exist for the 
three respective metropolitan areas. However, the magnitude of the difference appears to be 
minimal, unclear, and inconclusive. As a result, the study used the multivariate analysis in 
which the study estimates the wage equation. The dependent variable is given by the 
logarithm of hourly earnings and regressed upon the vector of personal characteristics, 
educational factors, and labour market factors. The inclusion of these parameters was based 
upon the idea that they affect the logarithm of hourly earnings as suggested by empirical 
evidence (Azzoni and Servo, 2002; Motellon et al., 2011 and Mallik et al., 2014). 
The study used four approaches to examine the differences in hourly earnings for the three 
respective metros. The first approach (specification 1) included estimating the logarithm of 
hourly earnings upon the metro dummy variables to examine the effect of the differences 
before the inclusion of other controls. This approach is taken as a point of reference. The 
second approach (specification 2) included estimating the logarithm of hourly earnings upon 
the metro dummies and observable characteristics. The purpose of both estimations was to 
show how metro earnings vary as controls are included. Overall, results suggest that before 
the inclusion of control variables, there are significant differences in hourly earnings across 
the three metros. However, after controlling for other observable characteristics, there are no 
significant differences in hourly earnings between Jhb and CT. This implies the difference in 
hourly earnings between the two metros is a result of varying distribution of control variables. 
The third approach estimates the logarithm of hourly earnings for each metropolitan area 
separately. Results presented in this third approach suggest there’s variation in the returns on 
observable characteristics and this lays foundation for the O-B Decomposition. As stated in the 
methodology chapter, the O-B Decomposition apportions differences in hourly earnings 
between metros into a portion that is explained by observable characteristics and into a 
portion that is unexplained which is considered as a discriminating component. Results 
57 | P a g e  
 
presented by the O-B Decomposition are in line with wage differential findings reached in the 
first and second approach. According to this reasoning, there were significant differences 
between CT and Jhb (at a 10 percent significance level) in the first specification. However, 
there were no differences in earnings after controlling for other characteristics and this 
change is an effect of the distribution in observable characteristics. The O-B Decomposition 
reaffirms this result between the two metros, as O-B Decomposition results suggest that the 
mean difference in hourly earnings is 13.8 percent and 22.2 percent of this difference and is 
explained by observable characteristics. The same can be said between CT and DBN, as the O-
B decomposition results suggest the mean difference in hourly earnings is 44.4 percent and 
13.4 percent of the difference is explained by observable characteristics, whilst 27.5 percent 
of the mean difference in hourly earnings is unexplained.  
There are three economic implications that can be drawn from these results. The first 
economic implication is that of prevailing rigidities across the three metros. These prevailing 
rigidities imply that earnings do not equalise across the three respective metropolitan areas 
meaning that the inequalities will remain prominent across the country. Prevailing inequalities 
are problematic to a government that advocates the elimination of inequalities, particularly if 
inequalities prevail amongst workers with identical skills. This would be a clear indication of 
inefficiencies.  
The second economic implication is that different returns on human capital in metros like CT 
comprise higher returns on human capital and other observable characteristics compared to 
Jhb and DBN. This economic implication implies returns on human capital and other control 
variables are higher in CT regardless of investment in human capital or other control variables 
made by workers in Jhb and DBN. Differences in earnings across the three metros will prevail if 
government does not establish policies that seek to rectify these imbalances and doing so is a 
matter of importance as it implies inefficiencies across metropolitan areas. These 
inefficiencies are based upon the view that homogenous workers in skills vary in the 
distribution of earnings across metropolitan areas as some metros have higher returns on 
observable characteristics compared to others. This inefficiency is a challenge to government 
that advocates for redistribution and equality amongst workers across labour markets, regions 
and metropolitan areas. Furthermore, these imbalances imply that wage inequalities amongst 
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workers with identical skills across metropolitan areas will remain in place if redistributive 
measures are not implemented by government.  
The third economic implication is that the more diverse labour markets are internally, the 
easier it becomes for government to implement policies in the presence of labour market 
challenges (Mallik et al., 2014). Results presented in the third specification suggest there is 
variation in the returns on observable characteristics even though there are marginal 
differences in some coefficients. This is a clear indication that the three metros are diversified 
internally, thus government can easily implement policies in the presence of labour market 
challenges. 
Given the above conclusion, there is potential for the study to be broadened for future 
research purposes. In this sense, the study only observed variations in earnings for three 
metropolitan areas, whilst there are eight distinguished metropolitan areas in South Africa. 
Broadening this study will give an overall picture of the differences in earning across eight 
distinct metropolitan areas of South Africa. In addition to future research, it must be noted 
that examining wage differences across metropolitan areas can be associated with sample 
selection bias and possible endogeneity in the form of omitted variable bias. This study has 
remedied these threats by assuming unobserved heterogeneity influencing the probability of 
being selected into the sample is not correlated with the unmeasured factors influencing the 
outcome variable and that there is no omitted variable bias. However, relaxing these 
assumptions for future research will be useful as it allows for the estimation of both the 
Heckman Selection Model and the Two-Stage Least Squares, thus more consistent estimates 
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Appendices  




Number of strata   =         1                  Number of obs      =     10365 
Number of PSUs     =     10365                  Population size    =  13994319 
                                                Design df          =     10364 
                                                Model              =    linear 
Group 1: ctjhb = 0                              N of obs 1         =      2264 
Group 2: ctjhb = 1                              N of obs 2         =      3014 
 
------------------------------------------------------------------------------ 
             |             Linearized 
lwage |     exp(b)   Std. Err.      t    P>|t|     [95% Conf. Interval] 
-------------+---------------------------------------------------------------- 
overall      | 
     group_1 |   16.81404   .4263534   111.30   0.000     15.99873    17.67089 
     group_2 |    14.7771   .3926295   101.36   0.000     14.02717    15.56712 
difference   |   1.137844   .0417908     3.52   0.000     1.058806    1.222783 
explained    |   1.222582   .0403883     6.08   0.000     1.145921     1.30437 
unexplained  |     .93069   .0282266    -2.37   0.018     .8769729    .9876973 
-------------+---------------------------------------------------------------- 
explained    | 
expten       |   1.222582   .0403883     6.08   0.000     1.145921     1.30437 
-------------+---------------------------------------------------------------- 
unexplained  | 
expten       |   1.577129   .6394609     1.12   0.261     .7123604    3.491682 
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Number of strata   =         1                  Number of obs      =     10365 
Number of PSUs     =     10365                  Population size    =  13994319 
                                                Design df          =     10364 
                                                Model              =    linear 
Group 1: jhbdbn = 0                             N of obs 1         =      3014 
Group 2: jhbdbn = 1                             N of obs 2         =      2456 
 
------------------------------------------------------------------------------ 
             |             Linearized 
lwage        |     exp(b)   Std. Err.      t    P>|t|     [95% Conf. Interval] 
-------------+---------------------------------------------------------------- 
overall      | 
     group_1 |    14.7771   .3926295   101.36   0.000     14.02717    15.56712 
     group_2 |   11.64421   .2809021   101.76   0.000     11.10641    12.20806 
difference   |   1.269051   .0455433     6.64   0.000     1.182845     1.36154 
explained    |   .9692141   .0267355    -1.13   0.257      .918199    1.023064 
unexplained  |   1.309361   .0325764    10.83   0.000     1.247037      1.3748 
-------------+---------------------------------------------------------------- 
explained    | 
expten       |   .9692141   .0267355    -1.13   0.257      .918199    1.023064 
-------------+---------------------------------------------------------------- 
unexplained  | 
expten       |   1.291138    .512773     0.64   0.520     .5927614    2.812323 
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Number of strata   =         1                  Number of obs      =     10365 
Number of PSUs     =     10365                  Population size    =  13994319 
                                                Design df          =     10364 
                                                Model              =    linear 
Group 1: ctdbn = 0                              N of obs 1         =      2264 
Group 2: ctdbn = 1                              N of obs 2         =      2456 
 
------------------------------------------------------------------------------ 
             |             Linearized 
lwage |     exp(b)   Std. Err.      t    P>|t|     [95% Conf. Interval] 
-------------+---------------------------------------------------------------- 
overall      | 
     group_1 |   16.81404   .4263534   111.30   0.000     15.99873    17.67089 
     group_2 |   11.64421   .2809021   101.76   0.000     11.10641    12.20806 
difference   |   1.443982    .050538    10.50   0.000      1.34824    1.546524 
explained    |   1.133696    .036354     3.91   0.000     1.064629    1.207245 
unexplained  |   1.273694   .0402693     7.65   0.000     1.197155    1.355127 
-------------+---------------------------------------------------------------- 
explained    | 
expten       |   1.133696    .036354     3.91   0.000     1.064629    1.207245 
-------------+---------------------------------------------------------------- 
unexplained  | 
expten       |   2.128338   .7737009     2.08   0.038     1.043693    4.340188 
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