L'homologie cyclique des algèbres enveloppantes des algèbres de lie de dimension trois  by Nuss, Philippe





Dt!~ar&wr de MathPmatique, Imtitut de Recherche MathPmatique Avancke. Lcboratoire 
assock! au C. N. R.S. no 1. VniversitP Louis Pasteur. 67W! Strasbourg Cede.\-. France 
Communicated by J .D. Stasheff 
Received 13 August 1988 
Abstract 
Nuss. P.. L’homologie cyclique des algebres enveloppantes des algebres de Lie de dimension 
trois, Journal of Pure and Applied Algebra 73 (1991) 39-71. 
Nous calculons l’homologie cyclique des algebres enveloppantes des algebres de Lie de 
dimension trois ainsi que de leur generalisation par Sridharan. Nous determinons completement 
les suites spectrales de Connes correspondantes. 
We compute the cyclic homology groups of the enveloping algebras of all three-dimensional Lie 
algebras and of related algebras defined by Sridharan. The corresponding Connes spectral 
sequences are cxplicited as well. 
Introduction 
Le but de ce travail est de calculer l’homologie cyclique des algebres en- 
veloppantes des algebres de Lie de dimension trois sur un corps de caracteristique 
nulle et d’etudier pour ces algebres la suite spectrale de Connes liant l’homologie 
de Hochschild et l’homologie cyclique. 
Les algebres enveloppantes sont des algebres filtrees dont le gradue associe est 
l’algebre symetrique S(V) d’un espace vectoriel V. Dans [ 121, Sridharan a montre 
que les algebres filtrees de gradue S(V) sont determikes a isomorphisme pres par 
la don&e de ((1, f) ou (1 est une structure d’algebre de Lie sur V et f une classe 
de 2-cohomologie de il. L’algitbre correspondant i ((1, f) sera notee U#) et 
appelee algibre enveloppante de Sridhararz. C’est plus exactement pour ces 
(1()22-_CO_C9/91/$03.,5()  1991 - Elsevier Science Publishers B.V. (North-Holland) 
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algebres enveloppantes generalisees que nous demontrons le resultat annonce 
plus haut. 
Le cas de la dimension trois est le premier cas interessant. En effet y si R est de 
dimension un, l’algebre correspondante est une algebre de polynomes dont 
I’homologie cyclique est bien connue. Lorsque il est de dimension deux, le calcul 
est donn6 dans 19, §9]. 
Pour mener i bout les calculs en dimension trois, nous nous ramenons, en vertu 
du theorime 2 de Kassel [9] au complexe mixte (0&,,,, ,6, d) construit par 
Brylinski [3] sur les differentielles de S(V). La determination des groupes 
d’homologie cherches revient alors ;i trouver les solutions polynomiales de 
certains systkmes lineaires d’equations aux derivees partielles en trois variables. 
A la Section 1 nous utilisons la classification donnee par Jacobson [5] des 
algebres de Lie de dimension trois, ainsi que la construction de Sridharan pour 
m jntrer qu’il existe dix types d’algebres enveloppantes de Sridharan Uf(R) 
lorsque k est algebriquement clos 9_4r peut toujours se ramener a ce cas la). 
A la Section 2 nous rappelons quelques definitions concernant l’homologie 
cyclique et nous etablissons quelques lemmes essentiels pour la suite. En par- 
ticulier nous calculons la premiere differentielle d” de la suite spectrale de 
Connes. 
A la Section 3, nous calculons l’homologie cyclique HC,(U&)), l’homologie 
de Hochschild H,(U/(S), U’(g)), la cohomologie de de Rham H&&(g)) de 
l’algebre U’(g), et nous etudierons la suite spectrale de Connes H.&(a), 
U&l)) + HC,(U@)). Nous constatons que, dans tous les cas, sauf pour 
U( Gf(2)), la suite spectrale degenere en E’. Le fait que E’ # E x pour U( of) est 
un resultat connu, dfi 5 T. Masuda (non publie) et generalis par Kassel qui 
montre [9] que Ez # E” pour les algebres enveloppantes de toutes les algebres de 
Lie semi-simples. 
Notations et conventions 
On designe par k un anneau commutatif dans les Sections 1.1 et 2.1. Partout 
ailleurs k est un corps commutatif de caracteristique zero et algebriquement ~10s. 
Toutes les constructions se font dans la categoric des k-modules. Toutes les 
algebres sont supposees associatives et unitaires et [a, b] represente le com- 
mutateur additif ab - ba. 
Si s=k[X,,.. . , Xn] est l’algebre de polynomes a n indcterminees X,, . . . , X,, 
sur un corps k de caracteristique zero, identifiant S a (k[X, , . . . , ki, . . . , Xn])[Xi] 
pur iE{l,... , n}, on ecrira pour P E S, 
p”C pix: aVeCPjEk[X, ,... 92i,...,X,,]. 
j=O 
On pose alors 
L’homologie cycliqlte des alghbres eweloppanres 
a/dXi:S~S ‘) P+CIPIaX, = i jP,Xj-’ 
)=l 
et 
I :s+s, p+ I p= i [Pi/( j + 1)1X{+’ . 
4 xi 
j=O 
1; est alors une section de a/ax,, i.e. ~MXioj’, =id,. 
hous avons besoin des Aultats 616mentaires sbivants: 
(1) [a/aXi,alaXj]=O Vi, jE(l,...,rt), 
(2) [I II , =0 Vi, jE{l,..., n}, 
(3) ij.:iax,]=O siifj, 
(4) 
On designe par k( X, Y, 2) la k-algebre libre associative (non commutative) 
engendrie par les inditerminees X, Y, 2. 
1. Les algkbres enveloppantes de Sridharan i trois variables 
1 .l. Dt!finition des algkbres enveloppantes de Sridharan 2 trois variables 
Soit A = (A,I),EN une k-algtibre associative unitaire filtrke virifiant les condi- 
tions suivantes: 
(1) A 2 l l l > A,,+, > & > - - l > Ao, 
(2) A n est un sous-module de A, 
(3) A,,+,, 2 A,, l A,,,9 
(4) lEA,,, 
(3 LN A,, = (019 
(6) UEN 4, = A- 
A une telle donn6e 
dkfinie par 
s = CB s,, 
nEN 
on associe fonctoriellement une algkbre graduie S = gr(A) 
oti s,, = A,,&,_, . 
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Sridharan [ 121 a determine toutes les algebres associatives filtrees A dont le 
grad& gr(A) est isomorphe a l’algebre symetrique S(V) d’un k-module libre V. 
Ces algebres qu’on appelera algebres enveloppantes de Sridharan sont toutes 
construites ainsi: 
Soit $1 une structure de k-algebre de Lie sur V avec crochet [ , I,_ et f un 
2-cocycle de Q a valeurs dans k, i.e. f est un homomorphisme de $1 @I :I dans k, 
verifiant: 
(1) VxE$f(x@x)=o, 
(2) w,~-G~x,)~1;13~ f([~,.X,lL~Xj)+f([X1.XJIL~X,)+~([X~,XIl, @“z)= 
0. 
On note T( $1) l’algebre tensorielle de il et If l’ideal bilatere de T(g) engendre par 
les elements de la forme x, @0+ - x,@x, - [x,, x& -f(x, @x,)0 1 pour 
(x1, x2) E g’. On note Ur( {I) l’algebre associative T( ~1) l’f. 
Sridharan prouve que si f et f’ sont deux 2-cocyles cohomologues, alors U’( il) 
est isomorphe a U&j) et done, a un isomorphisme p&s, Ur< \I) ne depend que de 
1;1 et de la classe de f dans H.‘(ij, k). On appelle Ur( $1) algebre enveloppante de 
Sridharan du couple ($1, f ) . 
Lorsque f = 0, L$(~J) est isomorphe h &I) l’algebre enveloppante usuelle de g. 
En dimension 1, U&Q est necessairement isomorphe a l’algebre k[X] des 
polynBmes en une indeterminee. 
En dimension 2, il est aise de voir que u,(g) est nkessairement isomorphe h 
l’une des trois algebres suivantes: 
( 1) I’algGbre de polynomes k[X, Y], 
(2) l’algebre de Weyl A, engendrie par deux indeterminees X et Y et la 
relation [X, Y] = 1, 
(3) l’algebre enveloppante de l’algebre de Lie (I?!( 1) du groupe des trans- 
formations affines de la droite: c’est l’algebre cqgendree par deux indeterminees 
X et Y et la relation [X, Y] = Y. 
1.2. Les algebres de Lie de dimension 3 et leur 2-cohomologie. Determination 
des uf(CI) 
Nous supposerons ici que k est un corps commutatif de caracteristique 0 et 
algebriquement ~10s. On designe par $1 une k-algebre de Lie de dimension 3, 
{e, , e, , e,} une base de ~1 et [ , ] ,_ le crochet de Lie sur $1. Nous r6ferant a 
Jacobson [5], nous pouvons enoncer la 
Proposition 1.1. SI k est un corps commutatif de caracteristique 0 et algebrique- 
ment clos, i\ est necessairement isomorphe a l’une des algebres de Lie dont le 
crochet est don& par: 
Gas 1. [e,, e& = [e,, eJt = [ e3, e, ] L = 0 (!I est l’algebre de Lie abelienne de 
dimension 3). 
Gas 2. [e,, e,lL = 0, [e,, e,h_ = e,, 
11( 3) de dimension 3). 
[e,, e,h_ = 0 ({I est l’a!ggtbre d’Heisenberg 
Cas 3. [e,, e& = e,, [e,, eJL = 0, [e,, eJL = 0. 
Cas 4. [e,, e& =O, [e,, eJL = ae2, [e,, e,], = - e, pour cy Clhment no11 nul de 
k. 
Cas 5. [e,. eJL =O, [e,, e,], = e?. [e,, eJL = -e, - pez pour p &lhnent 11012 
nul de k. 
Cas 6. [e,, e& = e3, [e,, eJL = -2e,, [e,, eJL = -2e, ({I = ~[(2), algt%re de 
Lie des matrices carries d’ordre 2 et de trace nulle). Cl 
Dans le Cas 4, les algebres dependent de cy. Deux algebres correspondant a LY et 
a (Y’ sont isomorphes si et settlement si cy = cy ’ ou (YCY’ = 1. 
Determinons d’abord la 2-cohomologie de ces algebres de Lie. 
Lemme 1.2. Soit k un corps commutatif de caracthistique 0 et alge’briqhement 
~10s. Si g est une k-algibre de Lie de dimension 3, la dimension de H ‘( g. k) est 
donntie par 
Cas 1 2 3 4 5 6 
dim H’(g, k) 3 2 1 Osia#-1 0 0 
1 situ=-1 
Dkmonstration. Les differentielles du cocomplexe de Chevalley-Eilenberg qui 
nous inthessent sont: 
a’ : Horn& k) * Hom(hI, k) et a’ : Hom(14’!l, k)+ Jjom(A3!j, k) 
et 
a’f(x, A x2 A x,) = f( Xl * [x2- 4! +f(-5 * [x3- 4) 
+ f(x, * 1% 7 xA)- 
Cas 1. a’ = a’ = 0, done H’(g, k) = Hom(A$l, k). 
Cas 2. a2 = 0 et H'(~I, k)= {f E Hom(A’g, k): f(e2 A e3) = O}. 
cas 3. H’(s k) = {f E Hom(A$~, k): f(e, A e2) = f(e, A e,) = O}. 
cas 4. H’(:I, k) = (f E Hom(A’i1. k): f(e? A e3) = f(e, A e,) = 0} si (Y = -1. 
H’(:J, k) = 0 si a # -1. 
C’as 5. H’(~J, k) = 0, en effet: a’f(e, A e, A e3) = 2f(e, A e2), done kr a’ = 
{f E Hom(h, k): f(e, A e,) = 0}, a’g(e, A e2) = 0, a’g(e, A e3) = -g(e,), 
a’g(e, A e,) = g(e, + pc). e, et e, + Be, etant lineairement independants, 
Lm a’ = {f E Hom(A’!1. k): f(e, A e,) = O}. 
Cas 6. g=c-1 -L(2) est semi-simple, done H’(o, k) = 0 (cf. [5]). Cl 
Thiorkme 1.3. Soit k un corps commutatif alghbriqllement clos et de carac- 
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tPristique z&o. Si g est une k-algtibre de Lie de dimension trois, i’alg6bre 
enveloppante de Sridharan U&J) de (g, f), pour f tGment de H’(g, k), est 
isomorphe h l’une des dix k-alg2bres associatives suivantes d@?nies par troti 
gfnhrateurs X, Y, 2 et lees relations de commutation suivantes: 
Table 1 






























a IY est un element non nul de k 
Remarque 1.4. Les six premiers types correspondent aux algebres enveloppantes 
(f = 0), elles sont augmentees. Aux deux extremites, on trouve l’algebre en- 
veloppante de l’algebre de Lie abelienne (type 1) et l’algebre enveloppante de 
51(2) (type 6). Le type 2 est l’algebre enveloppante de l’algebre d’Heisenberg 
t)(3). Le type 3 est U(aff(l)) @ k[Z]. 
Les quatre derniers types d’algebres ne sont pas des algebres augmentees. Le 
type 7 est A, 8 k[Z]. 
Dkmonstration du Thioritme 1.3. Cas 1. H2( g, k) = Hom(A’g, k), done f est une 
apphcation alter&e. Son rang &ant pair, soit f est nulle (d’ou le type l), soit f est 
de rang 2, mais alors il existe une base symplectique {X, Y, Z} de V telle que 
f(X Y) = 1, f(K Z) =f(Z, X) =O (type 7). 
Cas 2. (i) f est nulle et l’on obtient le type 2. 
(ii) f est non nulle. Qn peut supposer que f(e, A e2) = h # 0, f(e, A e,) = 0, 
f(e,Ae,)=vEk. Sur k(X,Y,Z) on a les relations [X,Y]=A, [Y,Z]=X, 
[Z, Xl = v. Par le changement de variables X’ = X, Y’ = (1 lh)Y, Z’ = VY + AZ, 
nous obtenons le type 8. 
Cas 3. (i) f est nulle et l’on obtient le type 3. 
(ii) f est non nulle et alors f(e, A e,) = f(e, A e,) = 0, f(e, A e,) = p # 0. Sur 
k( X, Y, Z) on a les relations [X, Y] = X, [Y, Z] = p, [Z, Xi= 0. Par le change- 
ment de variables X’ = X, Y’ = Y, Z’ = (1 I&Z, nous obtenons le type 9. 
Cas 4. (i) f est nulle (ce qui se produit notamment si a! # - 1) et l’on obtient le 
type 4. 
(ii) f est non nulle (et done Q! = -1) et alors f(e, A e,) = h # 0, f(e, A e,) = 
f(e,Ae,)=O. Sur k(X,Y,Z) on a les relations [X,Y]=A, [Y,Z]=-Y, 
[Z, X] = -X. Par le changment de variables X’ = (- 1 lh)X, Y’ = - Y, Z’ = - Z, 
nous obtenons le type 10. 
Cas 5. f est forcement nulle. Sur k ( X, Y, Z) on a les relations [X, Y] = 0, 
[Y, Z] = Y, [Z, X] = -X - PY. Le parametre p &ant non nul, par le change- 
ment de variables X’ = (1//3)X, Y’ = Y, Z’ = Z, nous obtenons le type 5. 
Cas 6. f est forcement nulle et I’on a le type 6. c3 
1.3. Cas ghziral oti k est un corps commutatif de caracthistique nuiie 
Soit k un corps commutatif de caracteristique zero et K une extension de k. 
Lemme 1.5. 1 (Extension des scalaires.) q,-(g) &. K r UF( g f& K) & /e crochet de 
Lie sur ~8, K est don& par [~@a, y@ 6],_ = [x, y],_@ ab et le 2-cocycle F esr 
don& par F(x@ a, y C3 b) = f(x, y)ab ((x, y) E g’, (a, b) E K’). 
Dknonstration. 11 est aise de voir que l’algebre tensorielle (sur K) TK( g @ K) de 
~63) K est isomorphe ti T(n) @ K. On note I,(!1 @ K) l’id&$ de ~k(s $+ :y) 
engendre par 
[(x@a)&(y@b)-(y@b)@,(x@a)-[x@a, y@b] 
- F(x@a, y@b)] 
=[x@W-y@x-[x, y]-f(x, y)]&ab. 
Done I,( ~8 K) = Z/(g) @ K. 
On a la suite exacte 
K &ant k-plat, on a le diagramme suivant a lignes exactes: 
Les deux premieres fleches verticales sont des isomorphismes. D’apres le lemme 
des cinq, la derniere est egalement un isomorphisme. Cl 
Ce lemme, ainsi que le Lemme 2 de [7], permet alors de ramener le calcul des 
groupes d’homologie des algebres enveloppantes de Sridharan au cas ou k est 
alge briquement ~10s. 
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2. L’homologie cyclique des algGbres enveloppantes de Sridharan 
2.1. L’homologie cyclique 
Donnons brihement les definitions et les proprietes elementaires de 
l’homologie cyclique d’un complexe mixte (pour les details, voir [S]). Rappelons 
qu’un cornpIexe mixte (M, 6, B) est la donnee d’un k-module N-gradue muni 
d’une differentielle b de degre - 1 et d’une differentielle B de degre + 1 telles que 
(1) b’ =0, 
(2) B’= 0, 
(3) bB + Bb = 0. 
Ces relations entrainent que le diagramme uivant est un bicomplexe, note B. 
L’homologie du complexe total associe est appelee homologie cyclique du 
complexe mixte (M, b, B) et est notee HCJ M). On notera H,(M, b) l’homologie 
du complexe (M, b). La relation d’anticommutation (3) permet d’ecrire le 
cocomplexe 
O- H,,(M, b)z H,(M, b)z H,(M, b)z - - - . 
La cohomologie de ce cocomplexe est notee H&(M) et est appelee 
cohomologie de de Rham du complexe mixte (M, b, B). 
Exempk 2.1. Si A est une k-algebre associative unitaire, (M, b, B) est un 
complexe mixte avec M,, = A@(“+‘). b est le bord de Hochschild (cf. [4]) et B 
l’application de Connes (cf. [lo]). On notera alors HC,(A) l’homologie de ce 
complexe mixte et H&(A) la cohomologie de de Rham de (M, 6, B). On dira 
alors que HC,(A) est l’homologie cyclique de A et HE,(A) la cohomologie de de 
Rham de A. (Si A est une k-algebre commutative et lisse, c’est la cohomologie de 
de Rham usuelle de A (cf. [lo])). Le groupe H :+.( M, b) est l’homologie de 
Hochschild H J A, A) de A (cf. [4]). 
Le lien entre H,( M, b) et HC,(M) est don& par la longue suite exacte de 
9 - = s H,,(M, b) -: I-&(M)2 HC,,_,(M)z H,,_,(k!, 6)--i, - - - . 
On dkfinit egalement !‘homologie cyclique pkiodique de (M, 6. B). notie 
HCP,“(M), comme 6tant I’homologie du complexe: 
11 existe une suite spectrale, la suite spectrale de Cannes, convergeant vers 
l’homologie cyclique de (M, 6, B). Son terme E’ est 
fGipuw siqZp>O, 
E;(] = (HJM, b))I(BH,_,(M, b)) si q “:p =O. 
0 sinon . 
Cette suite spectrale provient de la filtration du bicomplexe B par les colonnes. 
Ecrivons explicitement le terme d’ Soit (T, a) le complexe total associd a B et 
(F, T) la filtration de 1‘ par les colonnes de B (cf. [ 1 l] ). 
Alors [ll], 
Designons par Hh (respectivement H”) l’homologie ‘horizontale’ (respectivement 
‘verticale’) de B. Designons par cl”(a,,,,,) (respectivement cl’(a,,,,,)) la classe dans 
Hh (respectivement dans H’) de amn E B,,,,, , oii a,,,,, est un cycle ‘horizontal’ 
(respectivement ‘vertical’). 
Nous savons que Eill s Hi Hi( B) [ 111. Pour ecrire d’, il nous faut expliciter cet 
isomorphisme. On voit sans trop de peine qu’il est donne par 
H;H;(B)z Efq , 
ClhCwJp,) c-(%.p+q’ - * - 7 ap,,) ’ 
clhclv(a,,)+ (0, . . . ,O, ap_l.y+, 9 spy) 
oil ap-I.y+l est tel que B(ap,) = -b(a,_,.,+,). 
d’ etant induit par a, on a le 
Lemme 2.2. Dans l’isomorphisme ci-dessus, la diffkrentielle d’ de Ia suite spectra/e 
est donnie par 
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d’: H;H;(B)-+ Hi-?H;+,(B) , clhcIV(a,,) ---) clhcl”( Ba, _ , *(] + ,) 
oti a, :.q’l est tel que B(a,,) = -b(a,_,.,+,). E 
2.2. Le complexe mixte (fI&, S, d) et le thhor6me de Kassel 
Soit A = U&Q et ( , > le crochet de Poisson de l’algebre lisse S( :I) = S defini 
par {x, y} = [x, ylL + f(x, y), lorsque x et y sont Uments de a. Ce crochet de 
Poisson permet de dkfinir un complexe mixte, le con@exe mixte canonique de 
l’aZgt?bre de Poisson S not6 (O,*,, , 6, d) (cf. [3]), oti (a&, , d) est le cocomplexe 
de de Rham de S et oti 
6(s, ds, A - - l Ads,)=~(-l)“‘(s,,si)ds, ~...*~i~.../rdS, 
i=l 
Dans 191, Kassel a montre que H(A, A) z H.Jf2$,k. S), HC,(A) z HC,(f&), 
HCp,“(A) s HC??(fi,*,,) et H:,(A) z H&Jf&). 
Par abus de notations, nous krirons +fIp = f2& k. 
De mZme H, (respectivement HC,, HCP,“, HE,) designera &_(A, A) (respec- 
tivement HC,(A), HCp,“(A), H&(A)), pour A = U,(g). 
2.3. Quelques rhsultats en dimension trois 
Supposons maintenant que dim Q = 3, ainsi fJp = 0 pour p 2 4. Dans ce cas, 
nous pouvons inoncer les quatre lemmes suivants que nous utiliserons dans la 
troisikme partie. 
Lemme 2.3. Avec les notations et les hypoth&es pr&identes. on a les iso- 
morphismes 
(1) H,=H&=Osii14, 
(2) HCP,” = HCp,“(k) = 
0 si * est impair , 
k si * est pair 
9 
(3) I HC,, = k sii>22, HC2i+l =0 siirl, 
(4) I-G = Ho, 
(5) HC,= H,@k 
et la longue suite exacte des Connes donne la suite exaste suivante: 
Dkmonstration. Les rkultats (1) et (3) sont triviaux. 
(2) est un corollaire, 6tabli dans [9, 87.1], des isomorphismes itnon& ci- 
dessus. 
(3) provient du fait que Ht = 0 pour i r: 4 et done HC, = HCrer pour i 2 3. 
Nous pouvons kcrire la longue suite exacte de Connes (d’oti (4)) et, k &ant un 
corps, (5) est trivial. 0 
Lemme 2.4. La seule dif,ihrenhelle d’ hvenmellemenr no~t nrdie est d’ : H & =+ Wh, 
et elle est donnbe par 
d”(cl’(o,)) = clhclv(d2a.Q 
D6monstration. La premiere assertion est triviale vu le Lemme 2.3. I1 est facile de 
voir que 
On applique ensuite le Lemme 2.2. q 
Lemme 2.5. Si la suite spectrale d&%&e en E’, tous les groupes H(DR sont nuls 
sauf un seul, en degre’ 0 ou 2, qui vaut k. 
Si A esl une alg2bre enveloppante, l’augmentation induit un isomorphisme en 
cahomologie de de Rham: 
HDR = H;,(k) = (; ;;o;’ ’ 
. 
Dkmonstration. Si E’ = E”, comme k est un corps, nous obtenons que HC,, = 
(3 p+q=,, Eiq pour tout n 2 0, i.e. 
et done HCrr = @j-n mod(2j HkR et, par consequent HLR $ I+& = HCler = k, 
H’ DR =H;,=O. ’ 
Si Uf(@ est augmentke, nous avons le rkultat par fonctorialitk Cl 
Lemme 2.6. Si H,, = 0, now avons le diagramr.le commutatif suivant, ti lignes et ti 
coionnes exactes : 
P. N1rss 
(1) O-HC,-HC, =H,-0 
(3) O-, HC, = kLHC, B ++O 
I 1 1 
0 0 0 
(can dhsigrte le morphisme canotliq:~e). 
Remarque. L’egalitC Ho = 0 est rkaliske pour tous les U&Q oti f # 0, comme 
nous le verrons 2n faisant les calculs. 
Dbmonstration. D’aprks la suite exacte de Connes, H, z HC, si I-I,, = 0. L’exac- 
titude des lignes (1) et (3) et des colonnes (2) et (3) est Claire. 
Ligne (2): d, est le compos6 H, L HC,-f: H3. Comme HC,, = H,, = 0, I est 
surjectif et, comme HC, = 0, B est- surjecif d’aprks la suite exacte de Connes. 
Done d, est surjectif. 
Colonne (1): l‘exactitude rkulte du Lemme du Serpent. Cl 
3. Calcul des groupes d’homologie cyclique 
Nous gardons les notations introduites pr&Gdemment, c’est A dire que flP = 
h!{,,, H, (respectivement HC,, HCP,“, H tR ) dkigne H ,( A, A) (respectivement 
K,(A), HCY(A), H&(A)), pour A = U,(g). Nous munissons a1 de la base 
(dX,dY,dZ}, 0’ de la base (dY A dZ,dZ A dX,dX/\ dY} et fl” de la base 
(dX A dY A dZ}. 
w=(p,q,r)ER’signifierao=pdX+odY+rdZ. 
0’ = (p, q, r) E R’ signifiera 0’ = pdYhdZ+qdZAdX+rdX//dY. 
g” = p E 0’ signifiera 0” = p dX A dY A dZ. 
3.1. Type 1 




0 si 12 > 0 , 
HC,, = k[X, Y, Z], HC, = &da’), HC, = R’ldR’@k et E’ = E”. 
Dbmonstration. Voir le Theoreme 2.9 de [lo] pour I’aigebre commutative lisse 
k[X, Y, 21. q 
3.2. Type 2 
Thkortime 3.2. Soit U(g) de type 2 ([X, Y] = [Z, X] = 0, [ Y, Z] = X), alors: 
H,,=k[K Z], 
H, = k[X] , 
H, =(k[y, Z]k)‘, H, = k[X]@(k[Y, Z]lk) , _ 
HC,,=k[Y,Z], HC,=k[Y,Z]lk, HC =k[X]@k, 2 
E’ = E” et H&z HER(k). 
Dkmonstration. Notons d’ l’operateur (ala Y) d Y + (a&Z) dZ. NOUS avons: 
S,(P dX) = 0, S,( Q dY) = -X(aQlaZ), S,(R dz) = X(aRlaY), s,(P dY A 
dZ) = -P dX - d’(XP), S,(Q dZ A dX) = X(aQlaY) dX. S,(R dX A dY) = 
X(aRlaZ) dX, et enfin S,(PdX A dY A dZ) = -d’(XPj A dX. 
I1 est clair que Im 6, est l’ideal (X) de k[X, Y, Z] engendre par X. Done 
H,, = k[Y, Z]. 
(a) Calculons H, . 
Lemme 3.2.1. Ker 6, = (p dX + d’h: (p, h) E k[X, Y, Z]‘}. 
Dkmonstration. Si o = (p, 4, Y) E Ker 6, alors ar/aY - @/dZ = 0 et done, d’ap- 
r&s le lemme de Poincare, il existe h tel que ah / 8 Y = q et ah! aZ = r et 
w = p dX + d’h. 11 est trivial que p iX + d’h E Ker 6,. q 
Lemme 3.2.2. H, z (k[ Y, Z] lk)‘. 
DGmonstration. Ecrivons p = p. + Xp, et h = h,, + Xh, wet ( po, h,,) E k[ Y, Z]’ 
pour o=pdX+d’hEKerS,. 
Alors p dX = p. dX + &(e dX A dY) oti e est tel que PI = ae/aZ et d’h = 
d’h,, + &(h, dZ A dX + h 1 dX A d Y). Done w = p. dX + d’h,, modulo les bords. 
Soit cp l’application de k[ Y, Z]’ vers H, definie par cp( p, h) = p dX + d’h. 
L’application cp est surjective, il nous reste a calculer Ker cp. Supposons que 
(p, h) EKer cp, done il existe u = (P, Q, R) E 0’ avec p dX + d’h = &(u). 
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Cela signifie que 
p = X(aQlaY) + x(aRiaz) - P, 
d’(h - XP) = 0. (1) 
La derniere egalite de (1) implique que h - XPE k[X], done, comme h E 
k[Y, Z], nous avons que h E k, par suite d’h = 0 et PE k[X]. Si nous decom- 
posons P en PO + XP, avec PO E k, la premiere igalite de (1) implique que 
p = PO, puisque p E k[ Y, Z]. D’ou Ker 9 = k’ et le lemme. Cl 
(b) Calculons Hz. 
Lemme 3.2.3. Hz = k[X] @3 (k[ Y, Z] lk). 
Dkmonstration. Soit w = ( p, q, r) E Ker 6,. Nous avons 
x(aqiaY) + x(adaz) -4 = 0, 
aplaY = apiaz = 0. 
Par consequent p E (X)k[ X]. Ecrivons p = Xp’ ed posons s = q - Yp’. Comme 
P’ = aqiaY + adaz E k[X], nous avons adaY= -adaZ, done il existe t avec 
atlaZ = s et atlaY = -K Done 
o = (Xp’) dY A dZ + (atldZ + Yp’) dZ A dX- (atlaY) dX A dY. 
Si l’on pose t = t, + Xt’ avec t, E k[ Y, Z], nous avons 
w = (Xp’) dY A dZ + (at,/aZ + Yp’) dZ A dX- (atJaY) dX A dY 
- $(t’ dX A dY A dZ) . 
Soit + l’application de k[X] @ k[ Y, Z] vers H2 d6finie par 
$(p, t) = (Xp) dY A dZ + (WaZ + Yp) dZ A dX 
-(at/dY)dXAdY. 
L’application + est surjective. 11 est aise de voir que Ker II/ = O@ k. D’ou le 
lemme. Cl 
I1 est evident que H3 z k[ X]. 11 nous i-este a calculer HC, . 
(c) Calculons HC, . 
Le k- espace vectoriel HC, est le conoyau de d,, : H,, - H, . 11 est aisi de voir 
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que, via les isomorphismes ci-dessus, l’application d,, de k[ Y, Z] dans (k] Y, Z] / 
k)’ envoie P sur (0, P), et done HC, s k[ Y, Z]lk. 
Lemme 3.2.4. H& = 0. 
Di?monstratiou. H& est le conoyau de d, : II2 -+ I&. Via les isomorphismes 
ci-dessus, l’application d, de k[ X] $ (k[ Y, Z] lk) vets k[ X] envoie (h, p) sur 
h + a(xh)iax = 2h + X@hlaX). 
L’application d, est clairement surjective, done H& = 0. Cl 
Consequence 3.2.5. E” = E” et, d’aprtis ie Lemme 2.5, HcR = H&(k). 
Remarque 3.2.6. 11 existe un homomorphisme d’anneaux 6 de U( {I) vers k[ Y, Z] 
tel que 6(X) = 0, 0(Y) = Y, e(Z) = Z. Le morphisme 8 n’induit pas d’iso- 
morphisme en homologie. 
3.3. Type 3 
ThiorGme 3.3. Soit U(g) de type 3 ([X, Y] = X, [ Y, Z] = [Z, X] = 0). U(g) est 
isomorphe ci U(clff( 1)) 63) k[Z]. L’homomorphisme d’algkbres cp de U(g) darts 
k[Y, Z] donnt! par q(X) = 0, q(Y) = Y et q(Z) = Z, induit un isomorphisme en 
homologie de Hochschild, en homologie cyclique et en cohomologie de de Rham. 
Enfin E’ = E”. 
Dimonstration. Montrons le pour l’homologie de Hochschild, ce sera alors 
automatique pour l’homologic cyclique et la cohomologie de de Rham. 
Nous savons (cf. [9], $91) que l’homomorphisme d’algebres + de U(crff( 1)) dans 
k[ Y] don& par e(X) = 0 et +(Y) = Y, ind At un isomorphisme en homologie de 
Hochschild, or cp = $ @ id,,,,. 
k etant un corps, nous pouvons appliquer les formules de Kiinneth suivantes 
(cf. [4, XI]) 
H,(U(ch u(n)) = H,(Wff(l)), u@ff( 1))) @ H,(k[Z], k[Z]) 
et 
H,(k[Y, Z], k[ Y, Z]) = H,(k[ Y], k[ Y]) @ H,(k[Z], k[Z]) . 
H,($): H,(U(clff( l), clff( l))+ H,(k[ Y], k[ Y]) est un isomorphisme, H,(id,,,,) 
egalement , d’ou le theoreme. Cl 
3.4. Type 4 
Nous abordons ici le type le plus delicat de toute la liste. 11 nous faudra 
distinguer deux cas, suivant que a! est rationnel negatif ou non. 
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Thioritme 3.4. Soit LQ) de type 4 ([X, Y] = 0, [Y, Z] = aY, [Z, X] = -X 
((Y # 0)). Soit n I‘homomorphisme d’algebres de &I) darts k[Z] donnd par 
7r(X) = 0. n(Y) = 0, n(Z) = z, 
(1) Si CY Lest pas rationnel negatif. T induit un isomorphisme en homologie de 
HOA .‘r;l!;, 41% homologie cyclique et en cohomologie de de Rham. De plus 
E’ = E”. 
(2) Si cy est un rationnel n&atif non nul, il s’hcrit de maniere unique sous la 
f orme cy = sit ori s et t sont deux entiers premiers entre eux, s positif, t negatif. Dans 
ces conditions : 
E’ = E” et II:,= H:,(k) 
ori M = (PE k[X. Y]: P= c, p;X’Y-‘-(i+‘)‘fh avec pi E k et ou la sommation est 
&endue a tous les i tels que s divise (-(i + l)t)}. 
Dkmonstration. v est bien defini et surjectif. 11 admet une section (T qui est un 
morphisme cle k-alg?bres. Ainsi Hi (respectivement HC,) contient Hi(k[Z], k[Z]) 
(respectivement HCi(klZ])) en facteur direct. Notons h, (respectivement hCi) le 
quotient. Nous avons le diagramme commutatif suivant a lignes et colonnes 
exactes: 
I1 est facile de voir, en ecrivant par exemple que HC,, = H,, = &I) 1 
[41). WC)l~ que u induit un isomorphisme de HC,,(k[ Z]) sur Ho, par con- 
sequent hc,, est nul. D’autre part, h, = H2 et hc, = H, puisque HC, = H3 CD k. La 
&he h’-, hc2 est necessairement d, = 30 I: H,* H,, dont le conoyau est HLR. 
Mais, d’apres la suite exacte du has, son conoyau est hc,, qui est nul. Done 
H3 DR = 0. Ainsi pour le type 4 (et ce quel que soit (Y), E’ = E”. L’algebre U(R) 
etant augrnentee HER = H&(k) (=HE,(k[Z])). 
Donnons les diffkentielles: 
S,(PdX) = -X(aPlaZ), 
s,(Q dY) = -aY(aQiaz), 
S,(R dz) = X(aRMX) + aY(aRlaY) , 
S,(PdY A dZ) = -(aY(aPiaY) + x(aPiax) + aP)dY 
- (ctY(aPlaz)) dz , 
&(Q dZ A dX) = (aY(aQ/aY) + X(aQlaX) + Q) dX 
+ X(aQ/az) dZ , 
&(R dX A dY) = aY(aRiaz) dX - x(aRiaz) dY , 
&(P dX A dY A dZ) = -(a(XP)/aZ) dY A dZ 
- @(a( YP) /aZ) dZ A dX 
+(a(aYP)IaY+a(xP)/aX)dXAdY. 
11 est hident que Im S, = (X, Y) et done H,, = I-IC,, s k[ Z]. 
(a) Calcuions H3. 
Soit P E _H3 = Ker 6,. Cela signifie que P E k[ X, Y] et 
a(xP)iax + a(aYP)IaY = 0 (2) 
Nous allons rboudre (2). 
Pour ce, nous dkomposons P en P,, + P, X + - - - + Pt, X” avec P,. E k[ Y] (i = 
0, I,. . . , n). Alors (2) est equivalent au systkme 
(i+l)Pi+aa(YP,)laY=O pouriE{O,...,n}. (3) 
Etudions maintenant l’kquation g&h-ale 
mQ + CY a(YQ)/dY =0 (4) 
pour m entier nature1 non nul et Q E k[ Y]. 
Pour ce, nous dkomposons Q en Q,, + Q, Y + . . . + Q,Y’ avec Q; E k (i = 
O,l,. . . , r). (4) est iquivalent au systkme 
(m+(i+l)a)Q,=O (i=O,l...., r). (5) 
Premier cas: cy n’est pas un rationnel nkgatif. On voit alors immkdiatement que 
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l’unique solution de (4) est Q = 0. Appliquan: ceci ti (3), nous avons P = 0. Done, 
si cy n’est pas un rationnel nGgatif, Ht = 0. 
Deu,~ihe cas: (x est un rationnel n@gatif. Ecrivofis cy sous la forme s/t avec s et 
t deux entiers premiers entre eux, s positif et i’ negatif. Le systkme (3) s’kcrit alors 
(i+l)tP,+s(a(YP,)laY)=O (i=O,l,...,n) (6) 
Pour i fix& hdions (6). 
Ecrivons Pi=Pt’+Pi’)Y+**= + P!j’Y’t avec Py’ E k. L’kquation (6) est 
Qhalente au systkme 
((i + l)? + ( j + l)s)Py’ = 0 (7) 
(pour j = 0, 1, . . . , q). 
Si s ne divise pas -(i + l)t, Pi est nul. 
Si s divise -(i + l)r et si j est different de -1 - (i + l)tls, Py’ est nul. 
Si s divise -(i + 1)t et si j est kgal h - 1 - (i + l)tls, alors le coefficient devant 
Py ’ dans (7) est nui. D’oti le r&hat annonci pour I&. 
(b) Calculons H, . 
Soit w = (p, q, r) E Ker $. Posons u = Xq - dp et v = (aplax) + (aqlaY) + 
(at-l az). On vhifie sans peine que le systkme obtenu en krivant que w E Ker S, 




au/a2 = 0. 
I1 en r&he que u E k[X, Y] et que v E k[X, Y]. Remarquons que a(Xv + 
a@ Yv) /a Y = 0 et, par conskquent, v E I&. 
Premier cas: Q) n’est pas rationnel nigatif. Dans ce cas, H3 = 0, done v = 0 et 
alors u E k. Mais comme u = Xq - cuYp, forciment u = 0. Nous avons done 
aria2 = -@p/ax + dq/dY) et Xq = cw Yp. Cette dernihe egalite implique que X 
divise p. Soit h E k[X, Y, Z] tel que p = Xh. Alors q = ar Yh et done 
ar/aZ = -(a(Xh)ldX+ d(aYh)ldY). 
Posons P = -Jz h. Alors 
o = -(a(XP)laZ) dY A dZ - (a(aYP)IaZ) dZ A dX 





Done w = -(Y - sz WaZ)dX A dY modulo les bords. Or r - sz waz est 
element de k[X, Y]. 
Soit + I’application de k[X, Yi Ylians M1 definie par e(c) = c dX A d Y. L‘appli- 
cation +G est bien definie et surjectivc. 
Calculons Ker #. Supposons que c est dans le noyau de $, ii existe done P tel 
que 
1 
x(aPlaz) = 0, 
d(aPlaz) = 0, 
a(xP)iax+ a(dP) C. 
(9) 
Ainsi P E k[X, Y]. Resolvons l’equation en P: 
a(xP)Iax+ a(dP)IaY = C. 
Decomposons P en P,, + P,X + l 9 - + P,,X” et c en c,, + c,X + . l . + c,,X”, ou les 
Pi et les ci sont dans k[ Y]. (10) est alors equivalente au systeme 
((Y + i + 1)Pi + aY(dP,laY) = Ci (i = 0,. . . , n) . (11) 
En decomposant a nouveau Pi et Ci, on voit aisement que l’equation (10) est 
resoluble car, et ceci est le fait important, cy n’est pas un rationnel negatif. 
Ainsi Ker + = k[X, Y], done H, = 0. 
Remarque 3.4.1. Dans le cas oti (Y nest pas rationnel negatif, cela nous permet de 
calculer tous les groupes d’homologie encore inconnus. En effet, d’apres la longue 
suite exacte de Connes, HC, = 0 et alors H, = a&,,. 
Poursuivons le calcul de Hz dans le cas (Y rationnel negatif. 
Deuxikme cas: cy est un rationnel negatif (non nul). 
Lemme 3.4.2. Soient u et v comme au dibut de (b) dans Th&oGme 3.4, Dimon- 
stration. Le polyn6me v &ant &ment de I&, krivons v sous Ib forme 
c 




- 1 -(i+ I)ris 
c - 
i rel yue +31( - i+ 1 )I) 
[v,s/((i + l)t)j~i+lY-(i+l)‘!S . 
IXmonstration. On ecrit u = c ii X’Y’ et on regarde coefficient par coefficient les 
relations (8). On obtient ainsi tous les termes uij sous la forme annoncee, a 
l’exception de uoO, mais u = X9 - cy Yp, done II,,,, = 0. Cl 
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Remarque 3.4.3. Le polynome u est divisible par XY. Soit u’ tel que II = XYu’. 
Alors 
[-u,sl((i + l)~]X’Y-l-c’+“’ ’ . 
Done u’ E H3. 
D’autre part, comme au/ a Y = Xu, nous avons la relation: 
a(Yd)/aY = v . 
Nous poursuivons les calculs en paraphrasant 
negatif. 
Nous avons Xq=aYp+u= Y@p+Xu’). Par 
Xlz = p et alors q = a Yh + Yu ‘, 
(12) 
ceux du cas (x non rationnel 
consequent, il existe h tel que 
ariaz = -(aplaX + aq/aY) + v = -a(Xh - a@Yh)laY 
d’apres (12). Posons P = Jz h. Alors 
o==S,(PdX/\dY/\dZ)+ Yu’dZ/\dX+ Y- ( jWaZ)dXhdY. 
Z 
Soit + l’application de M @ k[ X, Y] dans Hz defmie par $(m, c) = Ym dZ A 
dX + c dX A dY. (Pour la definition de M cf. Theoreme 3.4.) On verifie que # est 
bien definie. En effet &( Ym dZ A dX + c dX A dY) = 0 car m E H3, done krifie 
d(Xm) i ax + a(a Ym) /a Y = 0. L’application 9 est surjective. 
Calculons son noyau. 
Soit (m, c) E Ker $. Done il existe P tel que 
i 
x(aPlaz) = 0, 
aY(aPlaz) = Ym , 
a(xP)iax + a(0rYP)IaY = c . 
(13) 
Ainsi P E k[X, Y] et m = 0. Decomposons P en P(, + P, X + l - l + P,,X”, et c en 
c,,+c,x+- + c,, X”, avec Pi zt Ci dans k[ Y]. 
Resolvons l’equation 
a(xP) a(aYP)IaY= C. (14) 
(14) est equivalente au systeme 
(Cl! + i + l)pi + a! Y(dPildY) = Ci (i = 0,. . . , t2) . (15) 
NOUS rcdecomposons Pi en Pi,, + Pil Y + l * . + Pi,,~ Y”‘l et Ci en Ci(, + Ci, Y + . l l + I 
c,,,, Y “II. de sorte que P = c P,,X’Y’ et c = c c,,X’Y’. Alors (15) est equivaiente 
au ‘systGme 
((j+ l)(Y+(i+ l))P;j=c,, (j=O . . . . . in,). (If-31 
Ainsi Ker + = OG3 {c c,X’Y’ tel que cjj = 0 si s divise (-(i + 1 )c) et si 
j = -1 - (i + l)tl~} (sous-module de M$k[X, Y]). On a alors Hz s M CT3 M. 
(c) Calculons maintenant H, et HC, duns le cas cy ratiomtel rtkgarif. 
Revenons au diagramme du dibut de la demonstration du Thkorkme 3.4. Nous 
avons HC, = hc, = Ker(d, : Hz -j H3). La cornpoke d2 0 9: M $ M - H3 est don- 
ntk par 
d,o$(m, c) = (a(Ym + &laZ) dX A dY A dZ 
= (a(Ym)MY)dX /\ dY A dZ. 
DoncKer(d,~~)={(m,c)EM~M:a(Ynz)l~Y=O}=O~MetHC,=M. 
Nous avons -JU que 
H, = M Cl3 f.&. Cl 
hc,, est nul, done hc, = h,, or H, = h, @f2:lzl,k, d’oti 
3.5. Type 3‘ 
Thiokme 3.5 . Soit U(ij) de lype 5 ([X, Y] = 0, [Y, Z] = Y, [Z. X] = -(X + Y)). 
L’homomorphisme d’algibres 7~ de U(!j) dam k[Z] dank par r(X) = 0, n(Y) = 
0. n(Z) = Z, induit un isomorphisme et1 homologie de Hochschild, en homologie 
cyclique et en cohomologie de de Rkam. Oe plus E’ = E x. 
Dimonstration. Les diffkrerxtielles ont donnees par 
S,(PdX) = -(X + Y)(aP/aZ) , 
s,(QdY)=-Yt3QIaZ, 
S,(R dZ) = (X + Y)(aRIaX) + Y(aRIaY) , 
&(PdY A dZ) =: -((X + Y)(aPlaX) + Y(aPlaY) + P)dY 
- Y(JPl8Z) dZ , 
S,(Q dZ A dX) = ((X + Y)@QlaX) + Y(aQ/aY) + Q) dX 
+ Q dY + (X + Y)(aQ/aZ) dZ , 
&(R dX A dY) = Y(aRIaZ) dX - Y(aRIaZ) dY, 
S,(P dX A dY A dZ) = -(X + Y)(S’/U) dY A dZ 
- Y(;rP/aZ) dZ A dX + (a(XP + YP)laX 
+a(YP)laY)dXr\dY. 
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I1 est, cIair que Im 6, = (X, Y) et done & z HC,, z k[Z]. 
(a) Calculons H,. 
Soit P E H3 = Ker 6,. La relation S,(P) = 0 nous donne que P E k[X. Y] et que 
P vkifie 
a(XP+ w)Iax+a(YP)iaY=O. un 
Dkomposons P en PO + P, Y + l l l + P,l Y” avec Yi E k[X]. Alors (17) est kqui- 




ap,iax = 0. 
Quitte 5 red&omposer les Pi, on voit aisement que P = 0. Done H3 = 0. Par 
consequent, k& = 0, done E’ = E”. U(g) itant augmentee, k& = H&(k). On 
tire egalement HC2 = k. 
(b) Calculons H,. 
Soit 0 = (p, qtr) E 0’. Posonsu =(x+ Y)q- Ypetv= (apiax)+(aqlaY)+ 
(ad az). La proposition 0 E Ker a2 est kquivalente au systkme 
i 
adax = - YV , 
adaY=(x+ Y)v, 
adaz = 0. 
Ainsi u E k[X, Y] et, par conskquent, v E k[X, Y]. 
Lemme 3.5.1. (18) implique que u = v = 0. 
Dkmonstration. Nous dicomposons u en u,, + u,X + l l l + u,,X” et u en v,, + 
v,x+-•- + v,,X”, avec lli et Vi dans k[ Y]. Alors ( 18) est iquivalent au systkme 
1 
l1 1 = - Yv,, , 
24-_-Yv,, agaY= Yv,, , 
. 
nu,, 4 - Yv,,_ 
et ahiiiaY=Vi_l+YVi (i=l,...,n-l), 
1 ’ 
v,, =o 
I au,,iaY= v,,_, . 
(19) 
knme 3.52. Pour tout entier nature1 m, Equation en g E k[ Y], - (a( Yg) /a Y) = 
mg a pour unique solution g = 0. 0 
Suite de la dhmonstration du Lemme 3.5.1. D’aprks (19), nous avons que 
a(nu,,) I a Y = nv,, _ * 
3.5.2) et II,, = 0. 
On recommence 
, 
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done -( a( Yv,, _ 1 ) Ia Y) = nv,, _ , , et done v,, _ 1 = 0 (Lemme 
et l’on trouve ainsi que v = 0 et u,, = . . . = u, = 0. Comme 
u = xq + Y(q -p), 14,) = 0. D’ou le Lemme 3.5.1. q 
24 etant nul, Xq = Y( p - q), et il existe h E k[X, Y, Z] tel que Xh = p - q et 
Yh = q. Aussi p = (X + Y)h et q = Yh. 
v &ant nul, arias = -@p&X + aqlaY), done aria2 = -(a(Xh + Yh)lax + 





et posons P = -sz h. Alors w = 6,(PdX A dY A dZ) + (r - sz drla2) dX A dY. 
Ainsi o = (r - Jz drl&Z) dX A dY modulo les bords. Rappelons que 
(r - lz &l&Z) E k[X, Y]. Soit + l’application de k[X, Y] dans k& qui a c fait 
correspondre la classe de c dX A d Y. L’application + est bien definie et surjective. 
Calculons son noyau. L’egalite e(c) = 0 est equivalente a dire qu’il existe 
P E k[X, Y] tel que 
a(xP+ YP)Iax+a(YP)laY=c. (20) 
En ecrivant P = c PijXiYJ, il n’y a aucune difficult6 2 mcntrer que, pour tout 
c E k[X. Y], l’equation (20) est resoluble en P. Ainsi Ker + = k[X, Y] et I& = 0. 
Considerons le morphisme 7r du Theoreme 3.5. I1 est surjectif et admet une 
section u qui est un morphisme de k-algebres. On peut reecrire le diagramme du 
debut du Theoreme 3.4. 
Nous avons vu que HC, = k, d’ou l’injection HC,(k[Z]) = k-, HC2 = k est un 
isomorphisme (k &ant un corps), ainsi hc, = 0 et hc, z hZ, or k?! - h, et 
HC, = hc,, done HC, = Z-& = 0, et alors H, z J2ilzlik. Cl 
3.6. Type 6 
ThCorkme 3.6. Soit U(g) = U(61(2)) ([X, Y] = 2, [Y, Z] = -2Y, [Z, X] = -2X). 
Si u d&signe le polynbme homo&e du second degri correspondant ti IWe’ment de 
Casimir (u = 2’12 - 2XY), nous avons 
pour i = 0,3 , 
sinon . 
E”#E3 = E” et la dvfirentielle d2 : f& + H& est don&e par 
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d’(P) = (3(dPldu) + 2u(d’Pldu’)) dX A d Y A dZ 
et 
Si i = 0,2, 
si i est pair 24 , 
si i est impair . 
Dkmonstration. Cf [9, 39.41. Cl 
3.7. Type 7 
e 3.7. Soit U&g) de type 7 ([X, Y] = 1, [Y, Z] = 0, [Z, X] = 0). Alors 
H,] = H,,_,(k[Z], k[Z]) = 0&f’,, , 
HC,, = HC,,_,(k[Z]) , 
E2 = E” et HbK = HLi’(j$Z]). 
Les groupes d’ltomologie de V”(g) sent d&al& de deux indices de ceux de k[ Z]. 
Dkmonstration. Nous avons remarque (cf. Remarque 1.4) que Ufc :I) s A, Q9 k[ Z] 
oti A 1 est l’algebre de Weyl des operateurs differentiels polynomiaux sur l’espace 
affine de dimension 1. Idous avons (cf. [8], 83.81) une formule de Kunneth qui 
now donne le resultat. Cl 
3.8. Type 8 
Thtkdme 3.8. Soit U_(g) de type 8 ([X, Y] = 1, [ Y, Z] = X, [Z, X] = 0). Ahs 
H,=H,=O, 2 H =k[Z]@k, H3 = k[Z] , 
HC,, = HC, =O, HC,=k[Z]@k, 




Remarque. Curieusement on trouve les mcmes groupes d’homologie que pour le 
type 7. 
Dkmonstration. Les differentielles sont donnees par 
tS,(PdX) = -(aPlaY), 
S,( Q dY) = @Q/ax) - X(aQlaz) , 
6,(R dZ) = X(aRIaY) , 
&(PdYAdZ)= -PdX- X(aPlaY)dY 
+ (aP/aX - X(aPlaZ)) dZ . 
S,(Q dZ A dX) = X(aQlaY) dX + (aQl;tY) dZ . 
&(R dX A dY) = (-eRraX + X(dRldZ)) dX - (aRIaY) dY , 
6,(PdX A dY A dZ) = -@PbY)dY A dZ 
+ (aPiaX - x(aPiaz)) dZ A dX 
+ X(aP/aY)dX A dY. 
11 est clair que Im 6, = 0’: done H,, = HC,, = 0. Ainsi HbR = 0 et E’ = E I. 
D’aprks le Lemme 2.5, H& est @ai i k si i = 2 et h 0 sinon. Comme HC,, = 0. 
H, =HC,. 
(a) Calcrrlons H, . 
Soit o = ( p, 4, r) E 0’. Dire que w E Ker 6, revient ;i dire que la divergence 
(aq/aX) + @(Xv-p)laY) + (a(-Xq)/aZ) est nulle. Done (4, Xr -p. -Xq) 
provient d’un rotationnel, i.e. il existe (f, g, h) E (k[X. Y, 21)’ tels que: 
q = (ahlaY) - (ag/az) , (21) 
xr -p = (af/dZ) - (ah/ax), (22) 
xq=(aflaY)-(ag/ax) (23) 
et done w = (Xr - (af/az) + (ah/ax)) dX + ((ah/aY) - (ag/az)) dY + Y dZ. 
Posons R = -h et Q=J,r. Alors w = &(O, Q, R) + (a(Xh - f)laZ) dX - 
(ag/dZ)dY. NOUS savons que, d’h@s (21) Xq = (a(Xh) - (3(Xg)/aZ). En 
comparant avec (23), nous avons que a(Xh - f)laY = (a(Xg)laZ) - (ag/aX). 
Done il existe c dans k[X, Z] tel que 
xh- f=(/ [(a(xg)iaz)-(aglax)l)+c. 
Y 
Alors o = {ly [(a(Xe)laZ - (aelax)] + (dc/dz)} dX - e dY, si l’on pose 
Q= 3glaz. 
Soit 9 I’application de k[ X, Y, Z] $ k[ X, Z] dans H, qui au couple (e, C) fait 
correspondre la classe de 
o = [(a(Xe)/aZ) - (aelax)] + (aclaz) 
Y 
L’application 9 est bien d@finie et surjective. 
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Calculons son noyau. Soit (e, c) E k[X, Y, Z] @ k[X, 21. Montrons qu’il existe 
ah-5 (8, Q, _R) F k[X. Y. 21” tel que 
X(aP/aY) + (away) = e, (24) 
(aP/aX) - x(aP/az) + (aQ/aY) = 0, (25) 
-P f x(aQ/aY) - (awax) + x(aR/az) 
= [I [a(Xe)/aZ - adaX]) + adaz . 
Y 
(26) 
Prenons P = Q = 0 et R tel que aR/aY = e = ag/aZ, plus prkisement R = 
(J’, e) - p, oti p E k[X, Z] est i determiner. 
(26) implique alors 
adaz = apiax - x(ajdaz) . 
Lemme 3.8.1. Pour tout S E k[X, Z], il existe T E k[X, Z] tel que 
s = aTfax- x(aT/az). 
Dimonstration. Si l’on krit S = S,, + S,X + l l . + S,,X” avec Si E k[Z] et 
T = i T,X’ avec Ti E k[ Z] 
i=O 
on voit que T,, = 0, T, = S,,, T2 = S,/2,. . . , I-,,,, = [I,@ + l)][s,, + (aT,,_,/aZ)], 
T tj+1 = [i/(n + 2)][aiy,/az], Ttz+3 = [l/(n + 3)][aTtl+,m19 etc. 
Comme le degre en Z de Ti est fini, T, = 0 pour m assez grand et la skrie 
formelle c T,X’ est bien un polyn6me. Cl 
Appliquons le Lemme 3.8.1 h S = a&Z. I1 existe alors p tel que (27) soit 
satisfait. Qn vhifie que w = &( R dX A dY) avec R = (j y e) - p (CA. satisfaisant 
(27)). 
Ainsi Ker cp = k[X, Y, Z]@ k[X, Z]. D’oti H, = HC, = 0 et done HZ s HC,. 
Etant donni que HC, = H, @ k, il reste & calculer I-&. 
(b) C&dons H3. 
Dire que P E H, = Ker 6, revient ti dire que PE L = {u E REX, Z]: adaX= 
X(adaz)}. 
emme 3S.2. Le k-espace vectoriel L = (u E k[X, Z]: duMX = X(au/aZ)) est 
isomorphe ti k[Zj. 
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Dkmonstration. L’isomorphisme est donne par l’homomorphisme 8 de L clans 
k[ Z], qui a II E L fait correspondre II,,, si zi = II,, + zf ,X + . . . + ZI,,X” avec U, E 
k[ Z]. Sa reciproque est donnke par 
e-$4,,) = u,, + [( 1/2)(au,/az)]X’ + [( l/2)( 1/4)(a~u,,iaz’)]x~ + l l l 
+ [(i/2) b l n (1 /2p)(aPu,,idzP)]X’p + l l l . 
8 - ‘(u,,) est bien un polyn6me. El 
Par consequent .U3 E k[Z] et Hz = HC, = k[ Z] @ k z k[ 21. Cl 
3.9. Type 9 
Thkorkme 3.9. Soir Uf( g) de type 9 ([X, Y] = X, [ Y, Z] = 1, [Z, X] = 0). I! exisbe 
un homomorphisme d’anneaux scind4 n de U,(g) dans A, dPcfini par r(X) = 0. 
n(Y) = Y, r(Z) = Z. Le morphisme IT induit un isomorphisme en lzomologie Lie 
Hochschild, en homologie cyclique et en cohomologie de de Rham. NOMS avons 
done 
Hi = 
k sii=2, k 
HC, = 
si i pair 22 , 
0 sinon , 0 sinon , 
El = E” et HbR = 
k si i = 2, 
o sinon 
. 
Dkmonstration. L’existence de T est Claire. Les differentielles sont donnees par: 
6,(P dX) = -x(awaY) , 
6,( Q dY) = -@Q&Z) + x(aQlax) , 
S,(R dZ) = aRlaY, 
&(P dY A dZ) = -(aPlaY) dY + (-&Piaz) + X(aPIaX)) dZ , 
&(Q~ZA~X)=@QI~Y)~X+X@QMY)~Z, 
&(R dX A dY) = (aRldZ - X(aRlaX) - R) dX - X(aRlaY) dY , 
SJPdX A dY A dZ) = -X(aP/aY) dY /\ dZ 
-t (-(aP/aZ) + a(XP),GX) dZ A dX 
-+ (aPlaY) dX A dY. 
I1 est clair que Im 8, = 0”, done H,, = HC,, = 0 et HkR = 0, d’ou E’ = E” et, 
d’aprks le Lemme 2.5, HLR est &ale a k si i = 2 et a 0 sinon. De plus. H, s HC,. 
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(a) Caicrrlorls Hz. 
Soit 0 = ( p. q, r) E 0’. Dire que w E Ker 6, est iquivalent au systkme 
r a(xr + p)lax= (aplax) + (aslay) + (adaz) , 




Posons e = Xr + p E k[X, Z]. On vkifie aisement que (30) entrake que e E k 
(on dkompose e en e,, + e,X + l * l +e,,X”). Posons R=$,r et h=q+ 
(aRlaZ) - (a(XR)ldX). ahlaY = (dq/aY) + (arlaZ) - a(Xr)laX=O d’aprks 
(28), done h E k[X, Z]. Un petit calcul donne w = e dY A dZ + h dZ A dX + 
6,(R dX A dY A dZ). 
Ainsi o = e dY A dZ + h dZ A dX modulo les bords. Soit 3/ l’application de 
k @ k[X, Z] dans Hz dkfinie par $(e, h) = e dY A dZ + h dZ A dX. L’application 
9 est bien difinie et surjective. Calculons son noyau. 
Soit (e, h) E Ker & Cela signifie qu’il existe P E k[X, Y, Z] tel que 
-X(HVaY) = e, -(aPlaZ) + d(XP)laX= h et dP!aY =O. Nkessairement e est 
nul. 
Lemme 3.9.1. Pour tout h E k[X, Z], il existe P E k[X, Z] tel que 
-(aPiaz) + (a(M) lax) = h . (31) 
Dkmonstration. Ecrivons 12 = h,, + l l . + h,X”, P =: P,, + l l l + P,,X” avec hi 3 Pi E 
k[Z] et rkolvons (31) en P. Pour que (31) soit vhifike, il faut que 
h, = (i + l)P, - (aPi/dZ) (i = 0,. . . , n) . (32) 
En dkomposant i nouveau hi et Pi, on s’aperqoit que (32) est rkoluble en Pi, 
done (31) en P. 0 
Par conskquent Ker (I, = O@ k[X, Z] et done H2 s k. 
(b) Cdculons H7. 
S+ P E H, = Ker 6,. Alors P vkrifie 
fdPldY=O, 
1 -(aPiaz) + (a(xP>iax) =0. 
En dkcomposant P en P,, + P,X + - l - + P,,X” avec Pi E k[ Z], (33) est equiva- 
lent au systkme 
(i+l)P,-(aP,Iaz)=O (i=O ,..., n). (34) 
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En decomposant a nouveau P,, on voit aisement que P, = 0 pour i = 0,. . . , n. 
D’oti P = 0. Ainsi HJ = 0 et done HC, = k. 
D’apres la longue suite exacte de C&nes I * H, = k-, HC, = k est une surjec- 
tion, k &ant un corps, c’est un isomorphisme. Son noyau, qui est HC,, est nut. 
Done H, =HC,=O. Cl 
3.10. Type 10 
Thiorkme 3.10. Soit Uf( $1) de type 10 ([X, Y] = 1. [ Y, Z] = Y, [Z, X] = X). 
Alors 
H,,=H,=O, Hz = Hz = N , 
I-w, =HC,=O, HC,=N, 
E’ = E” et HDR = 
oci N est le k-espnce vectoriel des 
(as/ax) = Y(as/az) 
P si i = 2, 
10 sinon , 
polyntimes s de k[ X, Y, Z] vtrifiant 
et (aslaY) = x(asiaz) .
Remarque 3.10.1. N jouant un r6le important pour ce type, nous en donnerons 
we description detaillee apres la demonstration du Theoreme 3.10. 
Dimonstration. Les differentielles sont donnees par 
6,(P dX) = -(aP/aY) + x(aPiaz) , 
s,(Q dY) = (aQ/ax) - Y(aQ/az) , 
s,(Rdz) = -(a(xR)/ax) + (a(YR)/aY), 
&(PdY A dZ) = [X(aP/aX) - Y(aP/aY) - P] dY 
+ [(aP/aX) - Y(aP/aZ)] dZ , 
if&( Q dZ A dX) = [ Y(aQ/aY) - X(aQ/aX) - Q] dX 
+ [(aQ/aY) - X(aQ/aZ)] dZ , 
&(R dX A dY) = [Y(aR/aZ) - @R/ax)] dX 
+ [X(aR/aZ) - (aR/aY)] dY, 
6,(PdX A dY A dZ) = [X(aP/aZ) - (aP/dY)] dY A dZ 
+ [(amax) - Y(aP/az)] dZ A dX 
+ [ Y(aPiaY) - x(aP/ax)] dX A dY . 
(a) Calculons H,,. 
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Proposition 3.10.2. Im S, = 0’. 
Lemme 3.10.3. Pout tout s dam a’, ii existe p et r dam f2” vtrifiant 
i 
s= yp+r, (3% 
(ap/aX) + (arf az) = 0. (36) 
D6monstration. &composons s en so + s,Z + - - l + s,J” avec Si E k[X, Y], p en 
po+plz+ l ** + p,Z” avec pi E k[X, Y], et enfin r en r, + r,Z + l l 9 + rnZ’ avec 
rj E k[X, Y]. 
(35) est 
(36) est 
kquivalente au systkme 
Sj = Ypi + Ti (i = 0,. . . , tl) . 
iquivalente au systeme 
1 
(i3pilaX) + (i + l)ri+l = 0 
(ap,/aX) = 0. 
Le systkme form6 de (37) et de (38) est 
tel que (ap,, lax) = 0. Sout r,l = s, - 
rn = (-1 :n)(ap,l_,iax), etc. On trouve 
rkoluble en p et r : il existe p,, E k[X, Y] 
YPtl* 11 existe p,_ 1 E k[X, Y] tel que 
ainsi les pi et les Tj. q 
Soit s E no. D’aprks le Lemme 3.10.3, il 
et (36). @p/ax) + (arlaz) ktant une 
D6monstration de la Proposition 3.10.2. 
existe p et r dans a0 vkrifiant (35) 
divergence, (36) implique qu’il existe (P, Q, R) tek que 
(i = 0,. . . , n - 1)) 
(38) 
p = (away) - (aQ/aZ) , 0 = (aulaz) - (aRi ax) , 
r = (aQiax) - (aPlaY). 
Alors s = 6,( P dX + Q d Y + R dZ). 3’oii la Proposition 3.10.2. 0 
Ainsi H(, = 0 = HC,, done HLR = 0, E* = E” et, d’aprks le Lemme 2.5, 
k& = 
k sii=2, 
0 sinon . 
De plus H, s HC, . 
(b) Calculons Hz. 
Soit o=(p,q,r)E&. Posons u= Yp + Xq + r et v = (apiax) + (aqlaY) + 
(arlaz). La proposition w E Ker & est iquivalente au systkme 









(i.e. u E N). 
69 
(3% 
Proposition 3.10.4. Soient p et q v&i!ant la relation 
(aplaX)+(aqlaY)- Y(aplaz)-x(aqlaz)= 0 (41) 
(condition de nulliti de la troi&me coordonnPe de &( p, q, r)). Alors il existe 
e E k[X, Y, Z] tel que 
1 p = X(aelaZ) - (aelaY) , 4 = (aelaX) - Y(aelaZ) . w 
DCmonstration de la Proposition 3.10.4. Ecrivons p = pO + p, Z + l l l + p,, Z” et 
q = q() + q,z + l l l + q,, Z” avec pi, qi &ments de k[ X, Y]. Alors (41) est 
kquivalente & 
1 (dpjlaX)+(dqjlaY)=(j+l)(Yp,+,+Xq,+,) (j=O~...r--1)7 (ap,,iaX)+ (aq,iaY)=O. 
(43) 
D’aprks le lemma de Poincari, il existe e,, E k[ X, Y] tel que p,, = - (&,,I a Y), 
q,, = (ae,laX). 
Lemme 3.10.5. Pour tout j = 0, 1, . . . , n - 1, il existe n polyhmes e,, , e, , . . . , e, _ 1 
dans k[X, Y] tels que 
r pi = (j f l)Xei+l - (&,laY) , qj = (ae,laX) - (j + l)Yej+, . (44) 
Dbmonstration du Lemme 3.10.5. Construisons et, _ , . Nous avons (dp, _ I lax) + 
(aq,,_,laY) = n(Yp,, + Xq,,) = [a(nXe,,)/aX] - [a(nYe,,)laY] et done [a(~,,-* - 
nXe,, ) I ax] = - [a( qtl _ I + nYe,,) la Y]. Par conkquent, il existe et, _ 1 E k[ X, Y] tel 
que ae,,_,laX= qt,_, +nYe,, et ae,_,laY=nXe,, -pt,_,. 
Supposons construits e,,, e,,_, , . . . , ej+, . Construisons ei. NOUS avons 
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(ap,laX) + (aqJaY) 
= (j + l){[(j + 2)Xej+, - @e,+,/WlY 
+ [(dej+,laX) - (j + 2)Ye,+,]X) 
= [a(( j + l)Xejcl)/aX] - [a(( j + l)Yei,,/aY). 
Le mzme argument que ci-dessus prouve qu’il existe ei verifiant (44). Cl 
Suite de la dbmonstration de la Proposition 3.10.4. Posons e = et, = e,Z + l l l + 
e,, Z”, oti les ei sont ceux du Lemme 3.10.5. Alors (42) est verifie (les ei ont ete 
construits de man&e ‘ad hoc’). El 
w s’ecrit done &(e dX A dY A dZ) + (Y + X(&lax) - Y(aelaY)) dX A dY, 
done w =S,(edXAdYAdZ)+(Yp+Xq+r)dXAdY, et o=udXAdY mo- 
dulo les bords. 
Soit $ l’application de N vers F& definie par e(u) = u dX A dY. L’application $ 
est bien definie et est surjective. 





Done forcement u est nul. Ainsi H, = N. 11 est trivial que H3 = N, done 
HC, = N $ k. Pour calculer H, , appliquons le Lemme 2.6. Ker d, = HC, @ k = 
H, $ k. D’autre part Ker d2 = Ker(d, 0 +), puisque + est un isomorphisme. Or 
dlo J, est l’application de N vers 0’ definie par d,o +(s) = (ds/aZ) 
dX /\ d Y A dZ. Done Ker d, = k. Par consequent H, = HC, = 0, done N = flz = 
HC,. q 
Description de N 
Proposition 3.10.6. 
‘g C&_jvix)‘-f’-j Y"-p-i ) Zp: n entier nature& vi E k 
;=o 
<c; = (a!)l(b!(a - b)?) sont les coefjfcients drr binbme). 
Soit h/,, = EL=,, (c;=; c!,~_jXtI-l’-iYfl-p-i)z~’ p our n entier naturel. Alors 
(U,, ),,,(, est we base de N et, de plus, si 
11 = i (‘g C~_ivjXt'-~~-iYtl-p-j) Z” ((v,,, . . . . v,,) E k”+‘) 
p=o j=O 
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11 = (v,, - v,,_,)U,, + - - l + (v, - u,,)U,,_, + u,,u ?I * 6-w 
Dimonstration. Soit u = u,, + II ,Z + l l l + u,,Z” E IV avec ui E k[X, Y]. On a les 
relations 
I au,iax=(i+ i)h,+, (i=o ,..., II- 1). au,,iax = 0 , 
et 
i 
aU;/aY=(i+ l)XUi+l (i=O,...,r- 1). 
aU,,/aY = 0. 
D’oti ld,, E k. Posons v,, = II,,. 
La relation aU ,,_, /ax = nYu,, implilgue que II,,_, = nXYu,, + v,(Y) avec 
v,(Y) E k[Yl. 
La relation au ,,_,/aY = nXu,, implique que v,(Y) = v, E k, d‘oti u,*_, = 
nXYv,, -I- v, . 
Un argument semblable prouve que h-2 = [n(n - 1)/2]X’Y%+, + 
( n - I)XYv, + v,, avec v, E k. On continue et on a la formule annoncke. 
La formule (45) ne prkente aucune difficult& Nous laissons au lecteur le soin 
de la ditailler. L’igalitk (45) prouve que les (U,,) sont g&k-ateurs, il est clair 
qu’ils sont libres. Cl 
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