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ABSTRACT 
We prove some inequalities on the asymptotic orders of complexity of the 
problems of polynomial and rational interpolation, polynomial evaluation, and inver- 
sion of Loewner and Toeplitz (or Hankel) matrices. In this connection an open 
problem remains whether the whole group of these related problems has the same 
order of complexity or not. 
INTRODUCTION 
The connections of Hankel matrices and rational functions are very 
important in applications in the theory of linear systems. In the paper [l] 
Anderson and Antoulas note that the realization problem of linear system 
theory can be viewed as a special case of the rational-interpolation problem, 
where only one interpolation point (conventionally the point at infinity) is 
given. The Hankel matrix is an important tool for the study of the realization 
problem. Anderson and Antoulas show that the Loewner (and the generalized 
Loewner) matrix is a generalization of the Hankel matrix in the case of the 
general rational interpolation. In the paper [2] on Loewner matrices and 
rational interpolation Belevitch shows applications in network theory. For 
more detailed information about Loewner matrices we recommend the works 
PI, [51> 121, and [RI. 
The connection of Loewner matrices and rational interpolation forms the 
basis of our study, too. In the present paper we make use of some formulas 
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concerning Loewner matrices which we have derived in [9] and [lo]. They 
enable us to compare the complexities of some problems of polynomial 
interpolation and evaluation, rational interpolation, and inversion of Toeplitz 
or Hankel and of Loewner matrices. One aspect of the results is that Loewner 
matrices are shown to be invertible in 0( n log2 n) steps. This is the same 
complexity as the complexity of recent algorithms for Toeplitz and Hankel 
matrices. The second aspect is to show that the properties of Loewner 
matrices can be used in problems of complexity of various polynomial 
computations. 
We deal only with asymptotic orders of complexity of the considered 
problems. We have proved only some inequalities for the complexities of the 
compared problems. However, we conjecture that all these problems have the 
same order of complexity. 
0. DEFINITIONS 
In the whole paper all numbers are considered to be complex. 
We recall that a Loewner matrix is a matrix 
Ci_dj n-1 
L= - 
i 1, Yimxj i j=o 
where the numbers ya, . . . , y, _ i, zO,. . . , z, ~ i are mutually distinct. (See [Cl].> 
In the connection with the parameters of a Loewner matrix we shall use the 
notation 
n-1 n-l 
u(x) = jFo (’ - Yj>, b(x) = jvo (’ - zj>> (04 
4x) 
q(x) = - b(x) 
x - yi ’ 
hi(x) = - 
x - zi. (0.2) 
Now we shall describe several problems, the complexity of which will be 
compared in the sequel. The computational complexity will be measured by 
the minimal total number of operations +, -, X, +, necessary to get the 
output values of a problem from the input. The results will remain unchanged 
if we consider only X and + operations, which is often convenient. The 
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numbers of operations will be functions of the dimension of the problems 
(e.g. the order of considered matrices, the degree of polynomials, etc.) which 
will be denoted by n. In fact, we shall work with some equivalence classes 
rather than with separate complexities. We shall consider two complexity 
functions f(n) and g(n) to be equivalent if 
f(n) 
>O and linm_s~p,o<~. 
We shall denote the classes of this equivalence by capital letters (P, H, L, 
etc.). If a function f(n) belongs to an equivalence class, we shall denote this 
class also by {f(n)}. We shall define an ordering on the set of classes of 
equivalence: 
A < B if there are functions f(n) E A, g(n) E B such that 
n 
limsup; i -<co. 
n-tm n 
For simplicity we shall use the same capital letters for the investigated 
problems and for the corresponding equivalence classes of complexity. 
PROBLEM P (Polynomial interpolation). 
Input: Vectors y=(ya,..., y,)r, yi#yj for i#j, and c=(cO ,..., c,)? 
Output: The vector p = (pa,. . . , P,)~ of coefficients of the unique polyno- 
mial p(x) = Cp,x’ such that p(yi) = ci. 
PROBLEM V (Polynomial evaluation). This is the inverse problem to P in 
a certain sense. 
Input: \ecto,s y = (y,,, . . . , y,)r and p = (pa,. . . , p,,)r-the coefficients of 
a polynomial p(x) = Qixi. 
Output: The vector c = (c,, . . . , c,,)~ of the values Ci = p( yi). 
PROBLEM Q (Rational interpolation). 
Input: Vectors Y=(Y, ,..., YZn)r, C=(C, ,..., Czn)r. 
Output: The vectors 9 = (9a,. . . ,9,)r, f = fo, .. . , f,)T of the coefficients of 
polynomials 9(r) = E9ixi, f(x) = Cf,‘x’ such that 9(Yi)/f(Yi) = Ci. 
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REMARK. For some exceptional values this problem has no solution. If 
however a solution exists, then it is unique. We shah assume that the input is 
such that the solution does exist. 
PROBLEM L, (Multiplication of a nonsingular Loewner matrix by a 
vector). 
Input: Vectors y=(yO ,..., y,_,>r, z=(za ,..., z,_r)r, c=(ca ,..., c,_,>r, 
d =(d,,..., d,_ ,)r-parameters of a Loewner matrix 
ci-di n-1 
L= - 
i 1, Yiezj i j=o 
and avector r=(ra,...,r,_r)r. 
Output: Thevectors=(s,,...,s,_,)r=Lr. 
PROBLEM L (Solution of a Loewner system of equations with a nonsingu- 
lar matrix). 
Input: Vectors y=(ya ,..., y,_r)‘, z=(z, ,..., z,_,)r, c=(ce ,..., c,_,)r, 
d =(do,..., d n _ ,)r-parameters of a nonsingular Loewner matrix 
L andavector s=(sO,...,s,_r)r. 
Output: The vector r = (r,,, . . . , rn_ l)T such that s = LT. 
PROBLEM L, (Inversion of a nonsingular Loewner matrix). 
Input: Vectors y=(y, ,..., y,_,)‘, z =(~a ,..., a,_#, c=(ca ,..., c,_,)r, 
d =(do,..., d,_ ,)r-parameters of a nonsingular Loewner ma- 
trix L. 
Output: The vectors U, 6, 0, d such that 
f(YJ 
ui=a’(y,) 
c, _ flyi) 
t U’(Y,) ’ 
(0.3) 
(0.4) 
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where f(r), f(x) (deg f, deg f”< n) are two polynomials such that 
4(Yi) 
fo = ciy 
4C2i) d, -= 
_flzi) ” 
4”(Yi) Gtzi) 
f”o = ‘i’ m=di 
(0.5) 
(0.6) 
for some q(x), Q(x) of degrees at most n, (f, f”> = 1, and 
[The polynomials a(x), b(x) have been introduced in (O.l).] 
REMARI(. 
(1) There is a one-parameter family of polynomials f(x) such that the 
equalities (0.5) hold for some polynomial q(x). Moreover, there are always 
two mutually prime polynomials in it. 
(2) On the basis of Theorem 4.2 of [lo] it is easy to show that the matrix 
L- ’ can be written in the form 
L-l= 
v&ii - lYjUj 
i I ez-yj . (0.8) 
From the proof of the inequality (2.7) it follows that the knowledge of the 
parameters ui, iii, vi, fii is more useful in some sense than the direct knowl- 
edge of the entries of L- ‘. The multiplication L- ‘v (a result of which is the 
solution of the system Lu = v) requires O(n’) operations if we use entries of 
L- ‘. Using ui, Gi, vi, ci, we need at most 0( n log’ n) operations. 
PROBLEM H (Solution of a Hankel or a Toeplitz system of equations with 
a nonsingular matrix). 
Input : Avector~~=(c+...,(~~~_s )r of parameters of a nonsingular Hankel 
matrix 
and a vector v =(va ,..., v,_i)r. 
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Output: The vector u=(u,,...,u,_,)Tsuch that 
v = Hu. 
REMARK. Let 
10 0 **. 0 l\ 
J= p p ... f p 
; 0 . . . ;, 01 
The solution of a Toeplitz system v = Tu is at the same time the solution of 
the Hankel system 
Jv=]Tu. 
PROBLEM H, (Inversion of a Hankel matrix or a Toeplitz matrix). 
Input : A vector a=(a,,...,l~~,-~ )T of the parameters of a nonsingular 
Hankel matrix H. 
Output: Vectors p=(p,,...,~,_,)~, 4=(40,...,4n_1)Tsuchthat 
H-’ 
1 91 92 ‘** 9n-1 o 
92 93 . ” 0 0 
9*-l 0 ... 0 0 
,o 0 *** 0 0 
\ 
/ 
- 
Pl Pz .. 
P2 P3 .* 
Pv1 
-1 . . 
-1 0 . . 
. Pn-1 
-1 
0 
0 
PO 
0 
-1 
0 
6 
0 
P, .** Pn-1 
PO ... Pn-2 
0 . . . p, 
‘90 91 . . . 
0 90 ... 
1; : 
\o 0 ... 
9n-1’ 
9n-2 
. . 
90 , 
(0.9) 
POLYNOMIAL AND MATRIX COMPUTATIONS 545 
REMARK. 
(1) Due to Theorem 9 in [6], the formula (0.6) is valid if p, 4 are solutions 
of the systems 
(2) The inverse of a Toeplitz matrix T is 
T-l= (JT) -Q, 
where JT is a Hankel matrix. 
1. PRELIMINARIES 
Here we present some well-known facts which will be used in the sequel. 
We recall that the discrete Fourier transform of a vector r = (x,, . . . , x,_ l)T 
is the vector y = Fx where the Fourier matrix F is 
o is a primitive nth root of unity. There are asymptotically fast algorithms 
realizing the discrete Fourier transform in 0( rr log n) total operations (we 
shall refer them as FFI’). 
Since F-’ = F*/n and F* is also a Fourier matrix, the inverse discrete 
Fourier transform has the same complexity. The FFT algorithm is the basis 
for all asymptotically fast algorithms which will be referred in the sequel. 
We shall use the fact that both multiplication and division of polynomials 
of degrees at most n can be realized in 0( n log n) operations (see e.g. [3, 
Chapter IV]). 
Asymptotically fast algorithms for Problems P and V have been known 
for a longer time. The book [3] (Chapter IV) contains such algorithms which 
show that 
P,V< { nlog’n}. 
546 ZDENEK VAVkiN 
It seems that it is not known if this bound is the best possible. The book [3] 
states a proof of Strassen’s which shows that the asymptotically best bound 
for the number of the S.C. nonscalar multiplications (divisions) for both P and 
V is 0( rr log n). This is at the same time a lower bound for the number of all 
multiplications (divisions) and consequently a lower bound for the total 
number of operations. Thus we have 
{nlogn} <P,V< {nlog2n}. (1.1) 
In 1979 the paper of Gustavson and Yun [7] appeared which gives an 
algorithm for Problem Q (using an asymptotically fast Euclid algorithm) with 
O(n log2 n) operations only. At the same time the authors utilize this 
algorithm for the inversion of a Toeplitz matrix with the same complexity 
O(nlog”n). 
2. RESULTS 
For the sake of completeness we prove a plausible result: 
THEOREM 2.1. 
P<Q. (2.1) 
Our main result is the following theorem: 
THEOREM 2.2. 
L=max(Q,V). (2.2) 
For other problems concerning Loewner matrices we shall prove the 
following assertion: 
THEOREM 2.3. 
V<L,<max(Q,V), 
V<L,<max(P,V). 
(2.3) 
(2.4) 
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In the proofs of these last two theorems we shall proceed in several steps, 
which may be of independent interest: 
L, =s max(Q,V19 (2.5) 
L, G max(P,V), (2.6) 
L < max(L,, LM), (2.7) 
V<L, (2.8) 
Q<L (2.9) 
VGL,, (2.10) 
V<L,. (2.11) 
Problems concerning Toeplitz or Hankel matrices can be easily related in 
the following inequality: 
THEOREM 2.4. 
H,<H<L. (2.12) 
In the conclusion we emphasize that several questions remain open: 
PROBLEMS. Are any of the equalities 
P =v, (2.13) 
P=Q, (2.14) 
H,=L, (2.15) 
valid? 
What are the exact orders of complexity of all the considered problems? 
If (2.13) were to hold, then 
L=Q, L,=P=V. 
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If also (2.14) were to be valid, then 
P=Q=V=L=L,=L,. 
Validity of all three equalities (2.13)-(2.15) would imply that all the consid- 
ered complexity classes P, Q, V, L, L,, L,, H, HI are equal. 
3. THE PROOFS 
Let us note that if a problem X can be solved by means of solutions of 
problems Xi,. . . , X, and additional operations f(n), then 
x,<max(x,,...,x,,{f(n>}). 
We shall first show that {n log n} is a lower bound for Problems Q, L, 
L,, and L,-a fact which will be used in several proofs. We use Strassen’s 
method without describing it in detail. We refer to [3, Chapter V]. In 
accordance with this method we need to prove that the sets of output values 
in these problems are sets of rational functions of sufficiently high degrees. 
LEMMA 3.1. 
{nlogn} <Q. 
Proof. Let 
Iq4)'lj( Y,C)d 
cy=&(Y, c)d 
be the rational interpolation function. From Cauchy’s formula [4] generaliz- 
ing the formula for the Lagrangian interpolation polynomial it follows 
that qj( Y, C) and fj( Y, C) are rational functions of the components of the 
vectors Y, C. Let us denote the coordinates in F6"+4 by x0,.. ., xZn, 
Y0,...,Yzn,Zlr...,Zzn+2. We consider the graph 
G= {(Y,,...,Y,,,C,,...,C,,,q,(Y,C),...,9,(Y,C), 
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Let L be a linear set in F6n+4 determined by the equations 
Yi = xi> i=O ,...,2n, 
Zi=X. I’ j=l ,...,2n+2, 
where xi, X j are given constants. Then L and G will intersect in the points 
where each of the Xi’s is a root of the equation 
h,+h,x+ *** +Xn+Ixn 
A “+2 + h”+3x + . . . + X2n+2X” = xi. 
It is possible to choose the values of xi so that the total number of the 
considered intersections is (2n + 1)“. This is a lower bound for the degree of 
the set { qi(Y, C), A’< Y, C)}. It follows that the computation of the output 
values of Problem Q requires at least log(2n + 1)” = n log(2n + 1) nonscalar 
operations. n 
LEMMA 3.2. 
{nlogn} <L. (3.2) 
The proof will be based on the following assertion about Loewner 
matrices: 
LEMMA 3.3. Suppose that q(x), f(x) are polynomials such that 
Suppose that the vectors r=(r,,...,~,_,)~ and s=(s~,...,s,_~)~ and the 
polynomials T(X) and s(x) are connected by the interpolation conditions 
(3.3) 
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Then Lr = s if and only if 
4m4 = 9bbW+ f(++) 
for some polynomial v(x). 
(3.4) 
This lemma follows directly from Theorem 2.1 of the paper [lo]. It can 
also be proved by a direct multiplication. 
Proof of Lemma 3.2. The output values T = (ra,. . . , r,_ l)T ca be ex- 
pressed by means of Cramer’s rule so that they are rational functions of the 
inputs. We consider the graph 
C= {(Y~,...,Y,-~,z,,...,z,-,,co,...,c,-,, 
d o,...,d,_l,so,...,s,-l,ro,...,T,~1)}. 
We choose M in by prescribing of zi, 
i = 0 ,..., n - 1. 
The values of zi determine the polynomial b(x) and then the first 
equality (3.3) determines the polynomial T(X). Since 
r( zi) = - dir( zi) 
[due to (3.4)], the polynomial T(X) is determined, 
follows that 
too. From (3.4) it also 
‘ir(Yi)+ T(Yi> 
si = 
b(Yi) ’ 
(3.5) 
That means that each of the points yi must be a root of the equation (3.5) for 
the corresponding values si and ci. We can choose r,, di, and ci so that the 
polynomials b(x) and cir(x) + T(X) are mutually prime for all i. Then such 
choice of the si’s is possible that there are n distinct roots yi of (3.5) for each 
i. We have found n” points 
(Yo,..., Yn_l,Zo,...,Zn-l’Co,...,C”~l, 
d d,~l,so,...,s,~l,ro,...,r,_l). O>.“, 
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To show that they are intersections of L and G we use Lemma 3.3: Lr = s if 
and only if (3.4) holds. We construct the polynomial s(x) by (3.3). Then 
S(Yi)b(Yi)=f(Yi)Cir(Yi)+f(Yi)~(Yi) (3.6) 
[by (3.5)] and 
o=s(z,)b(zi)=9(zi)r(zi)+f(zi)~(zi). (3.7) 
With respect to the degrees of occurring polynomials the equality (3.4) must 
hold identically. n 
LEMMA 3.4. 
{ fllogn} <L,. 
Proof. Let us add one condition on the output of Problem L, so that it 
will be determined uniquely: 
(3.8) 
where yn is a given number different from yi, zi, i = 0,. . . , n - 1. (The 
computational complexity cannot decrease on adding a condition.) We are 
interested in the graph 
00 ,... ,u,-l>OO,..., c”-l)} z Fan+3, 
where u,, ii,, vi, ci are rational functions in all other 4n + 3 coordinates. 
We determine a linear set M by prescribing the values of 
yo,..., y,,, zo,co ,..., c,,do ,..., dnpl, u. ,..., u,-~. Then the formula (0.3) de- 
termines the values f( yo), . . . , f( y, _ r), so that the polynomial f(x) is deter- 
mined up to addition of k&x): 
f(x) + k,4+ 
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Since 9(Yi)=cif(yi), i=O,...,n-1,thepolynomial 
is determined. too. We have further 
from which the constants k,, k, are determined. The points zr,. . . , z,_ 1 are 
necessarily roots of the equations 
Q(zi)+k,u(zi)=di[f(zi)+‘k,a(zi)l’ (3.9) 
For appropriate values of di we shall have n” n-tuples of possible points zi. 
For each of these n-tuples there are unique values oi. Also the interpolation 
function +(x)/f(x) is determined uniquely, so that there are unique &, Ci 
and a unique &,, too. We have found nn-’ intersections of G and M, which 
is sufficient for the proof. n 
LEMMA 3.5. 
{ fllogn} Q L,. 
Proof It is sufficient to note that the graph 
G = {<YO )...) y,_1, iTo>...> zn-1, co~-..~cn-l* 
d o ,..., d,_,,ro ,... ,r,-,,so,-,sn-l)} 
is essentially the same set as in Lemma 3.2. 
Proof of Theorem 2.1. We shall solve Problem P with the input 
n 
Y=(yo ,..., y,)’ and c=(co,...,c,)r. 
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Suppose first ci # 0, i = 0,. . . , 12. Let 
yi= ;jy,“+l) 
i 
i=o,.**,n, 
, i=n+l,..., 2n, 
where w is a primitive nth root of unity, and let 
i 
y; - 1 
+ ci , i=O,...,n, 
0, i=n+l,...,en. 
[The values of ( yn - 1)/c, can be computed in 0( n log n) operations.] 
Evidently the solution of Problem Q for Y = (Y,, . . . , Yzn)r, C = 
(Co,. 1.9 CJ will have the form 
and its denominator f(x) will fulfill 
f(yi)=y=ci, 
t 
so that its coefficients will be the output values of Problem P. [Since we 
know that such a polynomial f(x) always does exist, we also conclude that 
Problem Q will be solvable for this particular input.] 
If ci = 0 for some i, we take the input Ci = ci + d for a convenient d, we 
count a corresponding polynomial f( x ), and then we take f(x) = f( x ) - d. 
We conclude that 
P<max(Q,{nlogn})=Q. n 
Proof of the inequality (2.5). The coefficients of the polynomials 
f(r), Ax) can be found by means of solving Problem Q twice for the 
interpolation points yi, .zi, i = 0,. . . , n, and an additional point y, # yi, zi, 
and for the given values ci, di and an additional value: c,, once and C;, once. 
Due to the properties of nonsingular Loewner matrices, the interpolation 
functions exist for all choices of c,, (E,,) with exception of finitely many values 
PI. 
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The algorithm for Problem L,: 
(1) Solve Problem Q twice with inputs y = (Yo, . . . > Yn-l, 
20, ’ * * , ~,_1,yn)TandC=(cO,...,c,_1,do,...,d,~1,c,)TorC=(~g,...r~,-~, 
d d 0”“’ npl, C,,)? (If it fails then choose other values of c,, En.) 
(2) Find the coefficients of the polynomials a(x), b(x) by solving Prob- 
lem P twicewiththeinputs y=(yo,...,y,_l,yn)ror Y=(z~,...,z,-r,y,,)r 
and c = (0,. . . , 0, l)T and then dividing the resulting polynomials by their 
leading coefficients. 
(3) The polynomials q(x), f(x), i(x), fix) fulfill the equality 
instead of (0.7), where 
k  = cc, - cJf(Y”MYJ 
4YrMYJ . 
Compute this constant k [O(n) operations], and divide the polynomial f(r) 
by it [O(n) operations]. 
(4) Find the values of f(yi), f(zi), fiyi), fizj), i = 0 ,..., n - 1, by solv- 
ing Problem V four times. 
(5) Compute the coefficients of the derivatives a’(x), b’(x) [O(n) opera- 
tions] . 
(6) Compute a’( y,), b’( z,), i = 0,. . . , n - 1, by solving Problem V twice. 
(7) Compute the values 
(4n operations). 
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The conclusion is 
L,gmax(P,Q,V)=m=(Q,V) 
due to Theorem 2.1. 
Proof of the inequality (2.6). We shah use Lemma 3.3. The matrix L is 
supposed to be nonsingular in Problem L,, and from this it follows that 
there are some polynomials q(x), f(x) (deg q,deg f < n) such that 
4tYi) d4 d, 
fozci3 -= 
f(‘i> ” 
The algorithm (we shall be more brief, since many steps have analogies in the 
preceding proof): 
(1) We find the polynomial b(x) (Problem P) and the values b’(zi) 
[O(n) operations plus Problem V]. 
(2) We compute the values of r(.zi) from (3.6) (n multiplications). 
(3) We compute the values of m(z,), which are equal to 
- d,r( zi) 
[in view of (3.4)] (n multiplications). 
(4) We find the polynomials T(X) and r(x) (Problem P twice). 
(5) We compute the values of r(yi) and r(yi) (Problem V twice). 
(6) We compute the values of b(yi) (Problem V). 
(7) We compute the values of 
si=&[cir~Yi)+~(yi)l: 
I 
this equation follows from (3.4) (3n operations). 
The conclusion is 
L, < max(P,V). 
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Proof of the inequality (2.7). If we solve Problem L,, then we can 
compute the vector r from the equation 
vi uj --- 
r=Lp’s=diag(tYj) 
6, iij 
i ’ zi - Yj diag( Gj) s. (3.10) 
(Note that the numbers di, di are always different from zero.) The numbers 
ui/$, ui/iTi are computed in 2n divisions. Multiplication of a vector and a 
diagonal matrix requires n operations, and multiplication of a vector by the 
matrix L, is Problem L,. n 
Proof of the inequalities (2.8) and (2.9). We shall prove these inequah- 
ties in the following three steps: 
(A) P < L, 
(B) V < ma$P, L), 
(C) Q < max(P, V, L). 
Proof of (A). We shalI solve Problem P of dimension n - 1. We shall 
denote the input vector of points as y = ( ya, . . . , y, _ ,)‘, and we shall find the 
coefficients of a polynomial s(x) of degree at most n - 1 which has given 
values s(y,), i = O,..., n - 1. We shall use Lemma 3.3 with a special choice of 
the polynomials: 
f(x) = xn, q(x)=Fl-1, b(x) = X” - 1 
(thus zi are the nth roots of unity). 
The algorithm: 
(1) Find the values f( yi) = y/ (n log n multiplications). 
(2) Compute the components of the vector s [see (3.3)]: 
4YA 
si= fo ( n operations). 
(3) Find the vector r such that Lr = s (Problem L). 
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(4) By (3.3) count the values 
(2n operations). 
(5) From the values r(zi) count the coefficients of the polynomial r(x) 
by the inverse FFT [ 0( n log n) operations]. 
(6) Compute the values of I, which are equal to - d,r(z,) due to 
(3.4) (n operations). 
(7) Find the coefficients of the polynomial V(X) by the inverse FFT 
[ 0( n log n) operations]. 
(8) Using (3.4), compute the coefficients of the polynomial s(x): 
= (x”-l- l)r(x)+ r”?r(x) 
xn - 1 
[O(n) additions for the numerator and O(n log n) operations for the polyno- 
mial division]. 
The conclusion is 
P<max({nlogfl},L)=L 
due to Lemma 3.2. 
Proof of (B). We shall solve Problem V of dimension n - 1 with the 
input points z=(z,,..., z,_ r)r and the coefficients of a polynomial r(x) of 
degree at most n - 1. We want to count the values r(zi). We shall again use 
Lemma 3.3 for the polynomials 
f(x) = 1, q(x) =x”, a(x)=x"-1 
(thus yi are the nth roots of unity). Then the equality (3.4) has the form 
s(x)b(x) =x’?(x) + r(x). 
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The algorithm: 
(1) The coefficients of b(r) (Problem P). 
(2) The polynomial s(x) is the quotient [and T(X) the remainder] in the 
division x”r(x)/b(x) [O(nlogn) operations]. 
(3) si = s(yi)/f(yi) = s(y,) by (3.3)-use the FFI [O(nlogn) opera- 
tions] . 
(4) Calculate the vector r = (r,,, . . . , rn_ l)T (Problem L). 
(5) Perform this algorithm from (1) to (4) once more with the input 
2 =(z,,..., 2,-J and f(x)=1 toobtain f=(f&...,fn_r)r. 
(6) r(zi) = ri/<, since ri = r(zi)/b’(zi) and 6 = l/b’(zi) (n operations). 
The conclusion is 
due to Lemma 3.2. 
In the proof of (C) we shall use the following lemma: 
n 
LEMMA 3.6. Let 
be nonsingular, and let y,, c, be numbers such that the interpolation problem 
with the interpolation points yO,. . . , Y”_~, zo,. . . , z,-~, y, and the cme- 
spondingprescribedvaluesco,...,c,_,,do,...,d,_~,c,, ha.sa(unique) ratio- 
nal solution q(r)/f(r)(deg q,degf< n). Zfthe vector u =(u,,. .., u,_$ is 
the solution of the system 
i 
co - cn C I 
r 
Lu= - 
n-lrC, 
yo-Yy,""' Yn-1-Y" ’ 
then 
f(zi>=Uib’(zi)(zi-Y,), 
f(yJ = - b(yA 
q( Zi) = diuib’( zi)( zi - Y,), 
&d = - c,b(y,). 
(3.11) 
(3.12) 
(3.13) 
(3.14) 
(3.15) 
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Proof. Modifying Theorem 14 in [6], we conclude that the interpolation 
function can be chosen in such a form that its denominator is 
CT-Y”)bOW ... b-Y”kl(4 b(x) 
c, - c n 
L 
Yo - Yn 
(det L) -l. 
C n-1 - c?l 
Yn-1- Yn 
[The polynomials hi(r) were introduced in (0.2).] At the same time 
so that 
Yo - Yn 
\ 
=O, 
I 
n-1 
f(x) = C ui(x- Yn)bi(x) -b(x). 
i=O 
Then the equalities (3.12)-(3.15) are evident. 
Proof of(C). Denote the input of Problem Q as 
yqy, )...) yn~I,Zo,...,~n~l,Yn)T~ 
c=(c, )..., c,-l,do >...1 d,-1Jf. 
The algorithm: 
(1) Solve the system (3.11) [Problem L]. 
(2) Find xb(r) solving Problem P with the input points zo,. . . , z,_ i, y, 
and values 0,. . . , 0,l. [The polynomial xb(x) can be used instead of b(x) in 
Equations (3.12-3.15) to obtain the same rational function.] 
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(3) Compute b’(x) [O(n) operations]. 
(4) Compute b’(z,), i = 0,. . . , n - 1 (Problem V). 
(5) Compute f( zi), q(z,), i = 0,. . . , n - 1, using (3.12) (3.14) (Problem 
V). Note that f(y,) = - 1, q(y,) = - c,. 
(6) Find the coefficients of f(x), q(x), solving Problem P twice. n 
Proof of the inequality (2.10). We shall solve Problem V of dimension 
n - 1 with the input points ze,. . . , z,_~ and coefficients of a polynomial 
f(x), deg f < n - 1. We shall use the solution of Problem L, with the choice 
a(x) = x” - 1 (thus the points yi are the nth roots of unity). 
The algorithm: 
(1) Solve Problem L, for the inputs yi, zi and for 
c!=l, d!=O, i=O ,...,n-1. 
It is possible to show that ail the interpolation functions are of the form 
44 
ab(x)+fia(x) ’ 
a#o#p. 
Then the output values U: and 0: fulfill 
&olbo_ aYib(Yi) t 
"(Yi) n ’ 
u! _ pa(xi) 
’ b’(zJ ’ 
(3.16) 
(3.17) 
(2) Find the values of b( yi) from (3.16) [O(n) operations]. Compute 
a(x,) = .z,F - 1 [O(nlogn) operations]. Find b’(z,) = nF==,(z, - zi) [O(n) 
operations]. Find p from (3.17) for i = 0 and then compute b’(zi), i = 1,. . . , n, 
again from (3.17) [O(n) operations]. 
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(3) Find the values of f(yi) using the FFT [O(n log n) operations]. 
(4) Compute the numbers cf = cyb(yi)/f(yi) using (3.16) (n operations), 
and then solve Problem L, for these cf and for d: = 0. All the interpolation 
functions are of the form 
v+) 
YfW + w> ’ yzo, 6z -yg. t 
The output values z$‘, 0’ fulfill 
uB = yfo = YYif(Yi) 
I 
“(Yi) n ’ 
u8 = Yftzi)+ “(‘i) 
I 
b’(zJ * 
(3.18) 
(3.19) 
(5) Find the constant y, substituting i = 0 into (3.18). Compute directly 
the value of f(q,) [O(n) operations]. Find the constant S, substituting i = 0 
into (3.19). 
(6) Compute the output values of Problem V: 
ftzi> = 
u;b’( zi) - I%( zi) 
Y 
by (3.19) [O(n) operations]. 
The conclusion is 
due to Lemma 3.4. 
Proof of the inequality (2.11). We solve Problem V of dimension n - 1 
for input points y,, . . . , yn_ r and for the coefficients of a polynomial s(x) of 
degree at most n - 1. We use Lemma 3.3 with the choice b(x) = x” - 1, 
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f(x) = 1, q(r) = x”. The equality (3.4) is rewritten as 
S(X)(X” - 1) = X?(X) + 7r(x). 
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That means that 
T(X) = s(x) 
The algorithm: 
(1) Find I;: from (3.6): 
‘Czi) 
[and r(x) = - s(x)]. 
‘(‘iI 445 
[The values s(zi) are found by the FFT in O(n log n) operations; then 2n 
more operations are needed.] 
(2) Solve Problem L, to find 
‘(Yi) 
s. = - = s(y,). 
’ f(Yd 
The conclusion is 
V<max({nlogn},L,)=L, 
due to Lemma 3.5. I 
Proof of Theorem 2.4. The inequality H, < H is evident due to the 
remark following the definition of Problem H,. 
The inequality H < L: We use Theorem 12 of [6]. We choose the points 
yi = cd, zi = 20’, i=o ,...,n-1, 
where w is a primitive nth root of unity. The Hankel matrix H can be 
written by means of a Loewner matrix corresponding to these points: 
H=V’(y)D-‘(y)LD-‘(z)V(z), 
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where V(y) denotes the Vandermonde matrix (yf):~‘,, and D(y) is the 
diagonal matrix 
diag( a’( y,))~~,^,‘. 
In our case V( y ) = V’( y ) is a Fourier matrix, 
V(z) = diag(2’)V(y), 
D(z) = 2”-lD(y). 
The system 
can be solved using the inverse FFT twice [O( n log n) operations], multipli- 
cation of a vector and a diagonal matrix several times [O(n) operations], and 
the solution of Problem L once. 
We conclude that 
N<max({nlogn},L)=L. H 
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