Abstract. Faced to continuous arising new threats, the detection of anomalies in current operational networks has become essential. Network operators have to deal with huge data volumes for analysis purpose. To counter this main issue, dealing with IP flow (also known as Netflow) records is common in network management. However, still in modern networks, Netflow records represent high volume of data. In this paper, we present an approach for evaluating Netflow records by referring to a method of temporal aggregation applied to Machine Learning techniques. We present an approach that leverages support vector machines in order to analyze large volumes of Netflow records. Our approach is using a special kernel function, that takes into account both the contextual and the quantitative information of Netflow records. We assess the viability of our method by practical experimentation on data volumes provided by a major internet service provider in Luxembourg.
Introduction
In today's business areas, it is nearly impossible to imagine network architectures without monitoring tools, and this for several reasons. Network monitoring has become one of the most important tools in the detection of malicious or unusual events of different genres, and gathering network traffic information is the main requirement for taking appropriate countermeasures. A realistic assumption is to say that nearly all commercially available routers can export monitored data, called Netflow records. These IP flow records, chronologically ordered ranges of packet sequences, are the most important source for the analysis of unidentifiable events, even if a lot of storage capacity and processing time is needed for an accurate analysis.
In this paper, we present a new method for processing Netflow records by referring to Machine Learning techniques. In a first step, we have developed a new kernel function that operates over Netflow records by analyzing its contextual and quantitative information. For the detection of IP flow record anomalies, kernel functions have proven their usefulness, but to achieve good classification results, we apply in a second step, our kernel function to Support Vector Machines.
The structure of the paper is as follows: In section 2, we present the architecture of the model. We briefly present fundamental background information and present the anomaly detection part of the tool where we describe its main components. The more we describe the kernel function that has been used for the evaluation of Netflow records. In section 3 we describe the data set and the different attacks, used for the experiments and in section 4 we present our evaluation methods and discusses experimental results. Section 5 discusses related work and conclusions are given in section 6.
The Architecture of the Anomaly Detector
In the following section, we present the architecture of our model. The Netflow records, which are exported by the routers from the network to the Netflow collector module are used as input for our Anomaly Detector tool, represented in Figure 1 . A Netflow record is a series of packets sent between two entities (hosts) in a chronological order. A Netflow record is composed of a source and destination IP-address, source and destination port numbers, traffic volume, packets and protocol for a session between the previous two endpoints. An argument for using Netflow records is, that they include all relevant network traffic information in a compressed version. It is composed of different modules, which are responsible for the pre-processing, evaluation and interpretation of the results, which means to answer the question, is there an attack or not. Detecting anomalies is related to classifying data in two different classes: benign and anomalies. Regarding the current context, the range of anomalies is very huge including Spam, Denial of Service (DoS), Scanning, Botnets, etc. Therefore, the anomaly class should regroup many different kinds of data points and so usual classifiers are not well fitted. For this purpose, multi-class classifier are potential solutions, but their main drawback is the necessity to have labeled inria-00613602, version 1 -5 Aug 2011 samples for each class of anomaly you expect to detect. It also means that a system based on such classifier is unable to detect new anomalies which is usually the kind in the current networks and Internet. Therefore, we have decided to use a very specific kind of algorithm which is called one-class classification. The aim is to build a classifier that is able to detect new anomalies, i.e. data points which do not follow a general traffic profile which is used for training the classifier.
More precisely, we consider Support Vector Machine (SVM) which provide good accuracy with a low complexity in many domains [22] . Besides, there is a specific one-class method which was initially proposed in [15] . This specific method has also proven its accuracy for intrusion detection in different contexts such as the system calls on a UNIX system. We propose to use OCSVM (Oneclass SVM) [23] for analyzing Netflow records based on a new kernel function.
OCSVM
In OCSVM, the main requirement is to have a dataset of samples assumed to represent the single class of data points. This set is denoted X. The general way to define the problem is the following one: assuming that the points from an original space S follow an underlying probability P , the goal is to define a subset space of this original space S such that the probability that a point from P lies outside S is maximized by a given value between 0 and 1 [15] . This means that during the learning phase, the goal is to determine a function which is positive when applied to a point from S and negative otherwise. Therefore, during the testing phase, the sign of this function indicates if the point is classified to the single class or not.
Assume, a labeled sample X = {x 1 , . . . , x n }, the objective is to capture a small region enclosing these points by projecting them into a higher dimensional space, such that a better separation between a defined proportion of X and the origin, is obtained. The goal is to find a hyperplane with maximum margin, i.e., by maximizing its distance from the origin. The projection is performed thanks to the function φ(x) and the proportion of points to separate is defined by 1 − ν with ν ∈ [0, 1]. This problem is usually defined as follows:
subject to:
The optimization problem has to be solved to identify two variables: w and ρ. ξ i variables represent slack variables for allowing some points of S to not be located on the right side of the hyperplane. This avoids to bias the problem with very particular and maybe erroneous points. Since defining a projection function is not obvious, support vector methods traditionally rely on kernel functions. From a general point of view, they can be considered as similarity measure which have to be finitely positive semi-definite functions. The kernel function K(x i , x j ) is inria-00613602, version 1 -5 Aug 2011
Based on this function and by transforming the problem into its dual form, we obtain:
Once this optimization problem is resolved, the decision function is defined by:
Therefore, this function is applied to each data point to test and if the sign is positive, it means that the point belongs to the class otherwise it is an anomaly. Obviously, many details were omitted due to space limits: the interested readers should refer to [15, 22] . In fact, the main parameter ν represents the maximal proportion of points of X lying on the wrong size of the hyperplane.
Unsupervised classification
OCSVM is usually used in a supervised manner as described in the previous section. However, the training can identify outliers thanks to the slack variables ξ i . Therefore, only by applying this step to an entire dataset, detecting outliers and anomalies is possible. In this case, the parameter ν defines the maximum number of potential anomalies. Thus, it can be regarded as a threshold in a standard method for detecting a deviation from a profile. The main difference is that OCSVM benefit from a better detection, based on a better separation of data points in the high dimensional space. Thus, we investigate both supervised and unsupervised method in this paper. The main advantage of the supervised one is that it should be more accurate due to the learning stage. Its main drawback is the need of sample data which are free of anomalies while the normal traffic is well represented regarding the different context that may happen. This completeness may be hard to obtain and the unsupervised technique can counter this requirement.
The Kernel Function for Netflow Processing
Kernel functions have proved their potential in the classification of high dimensional data. A kernel function calculus is homologous to a similarity measure for small data portions, where a mapping of an input space onto a higher dimensional space is performed as already explained in the previous sections. This makes it possible to separate dissimilar data and to calculate the distances, which are derived from a dot product, in this new space. We refer to Vapnik [18] , who defines 
, where φ i (x) describes a feature function over a data snippet x. A general property of a kernel function is symmetry, such that [K(x, y) = K(y, x)] and positive-definitness.
For analyzing monitored windows of Netflow records, we have introduced a new kernel function K(W 1 , W 2 ), which enables to determine the similarity between two windows of IP flow records W 1 and W 2 of n seconds, in order to detect anomalies. An illustrating example of input Netflow windows are shown in Figure 2 . As input space we use the Netflow records log files and define two metrics for our kernel function, provided by these flow log files. The first parameter in our kernel function are the IP-addresses from the source (src) and destination (dst) in CIDR 1 format, such that IP = (pref ix, suf f ixlength). While comparing IP-addresses, we consider the pref ix as the longest common sequence of two IP-addresses and the remaining bits as the suf f ixlength. As second parameter we have the quantitative factor of the captured Netflow records, which uses the traffic volume, called vol in Bytes. By this, we can model a Netflow record window for our kernel function as a set of IP flows W = {f 1 , . . . , f n } and a IP flow f defined as a f i =(pref ix(src) i , suf f ixlength(src) i , pref ix(dst) i , suf f ixlength(dst) i ,vol i ). Our kernel function for Netflow windows K(W 1 , W 2 ) returns as output a similarity score given by the sum over four functions over all flows in a window, considering source and destination information as well as traffic volume and is composed of, a similarity function s(a i , b j ) ∈ [0, ∞[ for the source and destination information and a matching function v(a i , b j ) ∈ [0, 1] for the traffic information. A higher similarity score means the more similar two windows are. Our kernel function K for two windows W 1 and W 2 is defined as
if pref ix j prefix of pref ix i 0 otherwise (7) and the matching function for source and destination v src,dst (a i , b j ) by
σ is the width scaling factor for the Gaussian kernel [3] and can be estimated on different ways, as for example by a grid search, where a range of values are used to find the optimal values for the kernel. To identify anomalous events, we use the different successive windows K(W i , W i+1 ) which we compare to each other. To illustrate the effectiveness of our kernel function without referring to
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,-."/0112"34356" 78"9*&":"9*(" Fig. 3 . Visualizing an attack by using the kernel function classification, we show on a real example in Figure 3 that the used kernel function detects in this case a UDP flooding attack.
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Dataset
Anomaly detection is a quite challenging topic and evaluating new innovative solutions is a hard task due to the lack of labeled datasets. There were some works aiming at providing such datasets. A very well-known dataset is the Lincoln data set 2 but it is quite out-dated now. A recent dataset is provided in [17] based on Netflow records. However, this dataset is only limited in attacks since they use a honeypot. Furthermore, this kind of architecture collects attack traces from end-user point of view and not from the network point of view. The dataset is generated by injecting synthetic attack traces into real traces using the tool Flame [2] . This tool is based on Netflows and is well suited in our case. It takes as input (flow reader) Netflow record files containing traces without malicious activities and creates attacks by generating (flow generator) or deleting (flow deleter) flow records based on attack models. The main idea is that attacks will generate traffic but also affect normal traffic like DDoS. That is why there is a need to merge these activities using the flow merger. Figure 4 highlights this process. A key part of Flame are the attack models which have to be created for the simulation of attacks. We use as starting point a real dataset provided by a network operator from Luxembourg and assume that it is free of malicious Netflow records. This assumption is made based on a secondary semi-automated screening of the traffic, where an ISP specific solution was used. The general characteristics of this data set are provided in Table 1 . Even if the duration of the data set is small, it is sufficient for evaluating our scheme, since we have limited all attacks to last only 30 seconds. The Flame website also provides some attack models which were derived from real observations. At first we used this described attack model and later on, we extended it to create more stealthy attacks. Our data set contains the following attacks: and 120 milliseconds. -DDoS TCP flood: this denial of service attack is against web servers running on TCP port 80 with 3 packets and 128 bytes. There are bursts of 10 packets before a break between 60 and 120 milliseconds. -stealthy DDoS UDP flood: different to a normal UDP flood, we apply here more randomness on flows characteristics (number of packets, size, duration). The inter-arrival time can reach 1 second which represents a very stealthy characteristic for a flooding attack. This attack is more generic in order to improve the completeness of our tests. -DDoS UDP flood + traffic deletion: this is equivalent to the DDoS UDP flood, but each additional flow originated by the victim has a probability of 0.2 to be deleted due to the victim overload. 
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-SSH scan + TCP flood: the goal of TCP scan is to probe an SSH server by trying to log in. This is by far the most popular attack occuring in the wild.Each flow contains between 1 and 4 packets. The inter-arrival time oscillates between 1 to 50 milliseconds. The destination IP addresses are scanned in a sequential way until 400 scans are executed approximately. After, there is a shift between 200 to 400 IP addresses. In order to test our approach in a real scenario, 5% of the attacks are considered successful and the corresponding victims trigger a TCP flood attack.
Evaluation
In the following section we describe the experimental part of this work. We have generated the data sets following the data set generation procedure, as shown in Figure 4 . Generated Netflow windows have a duration of 5 seconds each. Then, we have applied our kernel function for the contextual and quantitative evaluation of Netflow record windows. On the similarity values obtained by the kernel function, the OCSVM has been applied in order to see, if our method can detect the different attacks or not. For each data set, we have used for the training phase about 20% of our Netflow record windows and for the testing phase the remaining 80%. The outcomes for our different simulations can be seen in Table 2 . The results by using the OCSVM are very promising, we can see that we have only a very low false positive rate and that we have an average accuracy over all attack classes of around 92% for the classification results. To compare our work with others, refer to the work of Yuan et al. [24] which used SVM for classification of network traffic of different types having attacks like worms, scans, etc. Yuan et al. achieved a similar classification accuracy (92,8%) as we did, which validates our approach, but there are no indications about the complexity of their algorithms.
Related work
Network monitoring techniques as, for example the work by Bahl et al. [1] , are based on Netflow records or related data. One of the main interests of Netflow records is not only their compactness, but they can be used without respecting a complete TCP state machine and are available in most commercial available routers. For example, Karpilovsky et al. [8] analyzed the IPv6 deployment by referring to a Netflow analysis. A major drawback of using Netflow records is storage capacity. Large amounts of Netflow records (30 000 flows/second) are normal for ISP networks or networks with high link loads. In [16] , the authors have described the effect of Netflow capture on the accuracy analysis. To reduce the aspect of storage or to perform near real time analysis, it is often referred to Netflow sampling as described for example by C. Estan [5] or Paredes-Oliva [13] , but the challenge remains to identify good sampling rates. In the domain of information security and intrusion detection, a lot of relevant work has already been performed for evaluating and processing Netflow related data [10] [7] , as for example statistics on packet information.
A new observed trend is to refer to Machine Learning Techniques for evaluating Netflows or IP flow related data, like Flow Mining [11] , where main issue relies on the selection of good parameters for achieving high quality. Another aspect of using Machine Learning are the kernel methods, strong mathematical tools, which have found their utility in the evaluation of large and complex data sets. Kernel methods have already been introduced as a mathematical tool in early 1900's by Hilbert and were first introduced as part of Machine Learning Techniques in the late 1990's by Vapnik [18] and further developed in the early 2000's by Schölkopf et al. [14] . In recent past, kernel functions found their applicability in most different various domains, i.e. Genetics [12] , Bioinformatics [19] , Natural Language Processing [4] , and can be applied to most different input formats, as structured format, i.e. graphs, trees, or unstructured format, i.e. texts.
A work that is similar to our work is the evaluation of temporal and spatial IP-flow records by kernel methods presented by Wagner et al. in [20] and [21] . The main difference is that the authors in [20] [21] refer to spatial and temporal aggregated IP-flows, using the Aguri [6] tool and apply a kernel function to detect anomalies. By referring to the aggregation tool, it is only possible to get a view from the source or destination side, but no global view of both sides. Using Netflow record windows without aggregation, we can keep a global view of the whole traffic information. Then, we go further and apply Support Vector Machines in order to detect and classify benign traffic from attacks. Supervised learning has become a common tool for evaluating large data sets on common patterns, as for example by using Support Vector Machines (SVM) [14] [18] . SVMs have proven their utility in most different domains as in natural language processing [4] or bioinformatics [19] . Since a few years, SVMs are also used in computer security, where they are used for intrusion detection [9] [25].
Conclusion
In this paper, we have presented a new approach for the evaluation of Netflow records on most various attacks on a real data set obtained from a large ISP in Luxembourg. For validating our approach, we have generated different types of attacks by referring to the trace modification tool called Flame. Our contribution first consists in the evaluation of Netflow records in their quantitative and contextual context, where we have developed a new kernel function for calculating the similarities between Netflow windows. Second, we have applied a new SVM algorithm to our developed kernel function in order to detect different attacks in data sets. We have implemented our tool in a distributed way by using Hadoop 3 . The classification results are very promising, such that most attacks can be identified.
