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"La théorie, c'est quand on sait tout et que rien ne fonctionne. La pratique, c'est quand tout 
fonctionne et que personne ne sait pourquoi. Ici, nous avons réuni théorie et pratique : Rien 
ne fonctionne … et personne ne sait pourquoi !" 
 
Albert Einstein 
 3 
Sommaire 
 
 
Avant-propos 4 
 
 
Partie I – Activités d'enseignement 5 
      I- Formation ENSICA 5 
      II- Activités d'enseignement 7 
         1- Enseignements du tronc commun en traitement du signal 8 
         2- Enseignements pluridisciplinaires 10 
      II- Publications pédagogiques 15 
 
 
Partie II – Activités de recherche 17 
   A- Méthodes d'estimation et de détection robustes 18 
      I- Introduction 18 
      II- Modèle des signaux reçus 18 
      III- Méthodes optimales de traitement 22 
         1- Formation de faisceau 22 
         2- Estimation de la direction d'arrivée 29 
         3- Détection 33 
      III- Défauts de modélisation 35 
         1- Causes des défauts de modèle 35 
         2- Conséquences des défauts sur les méthodes de traitement 39 
      IV- Robustification 41 
         1- Contraintes linéaires 42 
         2- Diagonal Loading 46 
         3- Formation de faisceau à rang réduit 56 
         4- Méthodes robustes aux erreurs sur le vecteur directionnel 59 
         5- Détecteur robuste aux variations de la puissance du bruit 65 
      V- Conclusion 69 
   B- Applications des méthodes d'estimation et de détection robustes 70 
   I-Techniques d'antenne adaptative pour récepteur de navigation par  
    satellite résistant aux interférences 
 
70 
         1- Introduction au problème 70 
         2- Le système GPS 70 
         3- Filtrage spatial adaptatif 73 
         4- Résumé 79 
      II- Détection du cliquetis pour moteur automobile 80 
         1- Introduction au problème 80 
         2- Amélioration des performances en détection 83 
         3- Résumé 92 
   C- Liste de publications associées aux activités de recherche 93 
 
 
Conclusion générale 97 
 
 
Bibliographie 99 
 4 
Avant-propos : 
 
 Dix ans après avoir soutenu ma thèse, après avoir encadré deux doctorants et un post-
doctorant, ce manuscrit est l'endroit privilégié pour faire le point sur mes activités et prendre 
le recul nécessaire pour orienter au mieux ma recherche future. 
 En tant qu'enseignant-chercheur dans une école d'ingénieur, je suis amené à côtoyer 
régulièrement le monde industriel. En effet, le suivi des stagiaires dans les entreprises ou le 
recrutement de professeurs vacataires provenant de l'industrie sont autant d'occasion d'aborder 
des problèmes scientifiques liés à la réalisation d'un système concret. De plus mon passage 
par le monde industriel entre ma thèse et mon poste à l'ISAE a encore renforcé ce lien entre le 
monde de la recherche et les préoccupations industrielles. Les études théoriques que  je mène 
au sein de l'école sont donc en grande partie issues d'une problématique industrielle. C'est 
ainsi naturellement que je me suis intéressé aux algorithmes de traitement du signal destinés à 
fonctionner sur ces systèmes dans le monde réel. Ces méthodes de détection ou d'estimation 
se doivent donc d'être robustes aux variations entre le signal effectivement reçu et le modèle 
supposé. Ce document présente ainsi mes travaux de recherche dont le but est de préserver les 
performances des algorithmes "classiques" de traitement du signal lorsqu'ils sont appliqués à 
des signaux réels. 
 
 Le manuscrit est divisé en deux parties. 
 
- La première partie concerne mes activités d'enseignement pour lesquelles nous 
allons retrouver cette volonté de se confronter au monde réel à travers l'utilisation 
de nombreuses maquettes pédagogiques pour illustrer mes cours. 
 
- La deuxième partie concerne mes activités de recherche et est elle-même divisée 
en deux sous-parties. La première concerne le développement de méthodes de 
traitement du signal génériques et robustes qui seront applicables à plusieurs 
domaines (radar, navigation, communications, …). La deuxième sous-partie décrit 
l'application de ces méthodes dans le cas de deux systèmes concrets. Ces études 
ont été menées dans le cadre de thèses que j'ai co-encadrées. 
 
. L'antibrouillage des signaux de navigation par satellite grâce à une 
antenne réseau. 
 
. L'amélioration de la détection du cliquetis automobile. 
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Partie I : Activités d'enseignement 
 
 
 
Je suis arrivé à l'ENSICA (Ecole Nationale Supérieure d'Ingénieurs de Constructions 
Aéronautiques) en 1995 pour y effectuer mon service national en temps que scientifique du 
contingent. Durant cette première année, j'ai participé à la conception de nouveaux 
enseignements pratiques à l'attention des élèves ingénieurs. J'ai ensuite effectué ma thèse en 
alternance à l' ENSICA et chez le partenaire industriel de l'étude, Thomson-CSF, devenu 
Thalès. Après deux années passées dans l'industrie en temps qu'ingénieur de développement 
chez Siemens, j'ai été recruté en 2001 sur un poste d'enseignant-chercheur à l'ENSICA, 
devenue l'ISAE (Institut Supérieur de l'Aéronautique et de l'Espace) en 2007. L'ISAE est issu 
du rapprochement des deux grandes écoles de construction d'aéronautique toulousaines : 
Supaéro et l'ENSICA. Cette fusion qui permet de mutualiser les ressources humaines et 
financières des deux écoles améliore l'efficacité et le développement des formations ainsi que 
la visibilité à l'international. Bien que de nombreux services aient été regroupés, les deux 
formations d'ingénieurs (ENSICA et Supaéro) subsistent. Pour ma part, j'interviens dans la 
formation ENSICA. 
 
 
I- Formation ENSICA : 
 
Le but du cycle ingénieur ENSICA est de former des ingénieurs capables, à terme, de 
conduire des projets de systèmes complexes, dans un environnement international, notamment 
dans le domaine aéronautique et spatial. Pour la majorité des étudiants (110 personnes 
environ), la formation dure 3 ans à l'issu des classes préparatoires. Un petit nombre d'étudiants 
issus de l'Université intègrent la formation en première (pour les licences) ou deuxième année 
(pour les masters M1). En outre quelques étudiants étrangers sont formés à l'école dans le 
cadre des accords de coopérations internationaux. Enfin, une dizaine d'élèves militaires 
Ingénieurs des Etudes et Techniques d'Armement (IETA) sont admis en deuxième année à 
l'ENSICA suite à une préparation initiale à l'ENSIETA (Ecole Nationale Supérieure des 
Ingénieurs et Techniques d'Armement) de Brest. 
 
La formation dispensée est pluridisciplinaire et s'articule autour de 6 Unités de Formations 
(UF). 
 
- UF mécanique  
- UF mécanique des Fluides 
- UF mathématiques 
- UF informatique 
- UF sport, langues et sciences humaines 
- UF avionique et systèmes 
 
J'interviens dans l'Unité de Formation Avionique et Systèmes (UFAS). Celle-ci 
regroupe tous les enseignements liés à l'électricité et aux disciplines induites (électronique, 
électrotechnique, électromagnétisme, automatique et traitement du signal). Une partie de ces 
enseignements théoriques est dispensée en tronc commun. En fin de scolarité, les étudiants 
peuvent alors se spécialiser dans le domaine de leur choix. L'UFAS propose une vingtaine de 
modules spécialisés en automatique ou traitement du signal. Parmi ces derniers, on retrouve 
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des cours de télécommunication, de navigation par satellite, d'estimation, de traitement 
d'antenne, d'analyse paramétrique ou d'analyse temps-fréquence. Certains de ces modules 
spécialisés en traitement du signal ouvrent droit à l'obtention du master recherche Signal 
Image Acoustique et Optimisation de Toulouse. Dans le cadre de la formation en traitement 
du signal, j'ai été en charge de la majorité des modules d'enseignements dispensés en tronc 
commun (cf. figure 1 ). 
 
 Une des particularités du fonctionnement de la formation ENSICA est le faible 
nombre d'enseignants permanents (7 au total pour l'UFAS) et la participation de nombreux 
vacataires provenant du monde industriel ou universitaire (plus de 100 pour l'UFAS). Dans ce 
contexte, une partie du travail d'enseignant réside dans le recrutement de professeurs 
vacataires, l'élaboration conjointe d'un enseignement et son suivi. Chaque enseignant est ainsi 
responsable de plusieurs modules de formation bien qu'il n'assure pas directement le face à 
face pédagogique. Ce choix permet d'être au plus près du monde industriel, de la recherche, 
de l'émergence de nouvelles techniques et facilite les collaborations industrielles en vue de 
l'embauche des futurs diplômés ou de l'obtention de contrats de recherche. 
 
Concernant les enseignements théoriques, on peut donc dissocier ceux pour lesquels 
l'enseignant en possède la responsabilité et ceux pour lesquels il intervient seulement en 
temps que vacataire. Lorsqu'il s'agit d'un cours théorique de tronc commun, l'enseignant 
responsable de la manière dispense très souvent directement l'enseignement en cours d'amphi 
et fait appel à des vacataires extérieurs pour les exercices d'applications et les travaux 
pratiques. Lorsqu'il s'agit de modules plus spécialisés, plus proche d'un système technique et 
du métier d'ingénieur, l'enseignant fait appel à un vacataire extérieur spécialiste du domaine. 
 
 En outre, pour ne pas trop cloisonner les différentes matières enseignées au 
sein de l'UFAS, nous avons choisi de compléter ces formations académiques par plusieurs 
projets pluridisciplinaires. Lors de ces différents projets, les étudiants doivent développer, 
réaliser et tester un système complet en faisant appel à leurs connaissances en électronique, 
traitement du signal ou automatique de façon conjointe. Ces différents projets, comme par 
exemple la réalisation d'un système radar seront décrits plus en détail ci-dessous. Ces projets 
sont le lieu privilégié pour montrer la similitude entre certaines notions abordées 
différemment en fonction de la matière enseignée. Ils permettent également de montrer les 
interactions parfois complexes qui existent entre ces domaines. D'autre part, ces projets 
laissent une plus grande initiative aux étudiants que des TP "classiques" car plusieurs 
solutions techniques sont en général possibles. On leur demande de rédiger un rapport 
technique où ils doivent justifier leurs choix et mesurer les performances obtenues. Ils doivent 
également défendre leur travail devant un jury. Le travail demandé se rapproche ainsi plus de 
leur futur métier d'ingénieur. Beaucoup de ces projets pédagogiques novateurs ont donné lieu 
à des communications scientifiques et publications (cf. III). Certains de ces projets ont même 
été primés dans certains congrès. 
  
Le nombre réduit de professeurs permanents au sein de l'école entraîne également une 
implication importante et un lien privilégié avec les étudiants. Cela se traduit par exemple par 
des conseils tout au long de l'année pour des choix de stage ou d'orientation. Ce suivi des 
étudiants a été formalisé par un tutorat. Chaque enseignant conseille et suit 3 étudiants par 
promotion tout au long de leur scolarité. De plus, en fonction de leur domaine de compétence, 
les enseignants suivent 3 ou 4 étudiants en stage chaque année. Ce suivi implique une visite 
pédagogique sur le lieu du stage, une rencontre avec le moniteur industriel ainsi que 
l'organisation de la soutenance de stage. 
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 A ces activités d'enseignement et d'encadrement d'étudiants s'ajoute la rédaction de 
sujets et la participation à certaines épreuves du recrutement des étudiants lors des concours 
d'admission (épreuve commune de Travaux d'Initiative Personnelle Encadrée – TIPE). De 
même, nous recevons chaque année plusieurs stagiaires de niveaux d'étude et de provenance 
différents. Ces stages au sein des équipes techniques de l'école peuvent être du niveau collège, 
IUT, BTS ou école d'ingénieur. Les provenances de ces stagiaires sont diverses, étudiants de 
l'ISAE et d'autres écoles d'ingénieurs ou étudiants étrangers. En outre, il existe à l'ISAE un 
service destiné à la promotion de la science et à l'ouverture sociale vers les écoles ou lycées 
de la région (Ouverture Sociale Etudiante –OSE, l'ISAE). Le but est d'essayer de faire naître 
des vocations scientifiques auprès des plus jeunes et de les aider à y parvenir par un soutien 
personnalisé. Dans ce cadre, les équipes d'enseignants organisent des journées de visite et 
d'activités scientifiques au sein de l'école. 
 
 Enfin une partie de l'activité d'un enseignant chercheur de l'ISAE consiste à participer 
à la gestion des équipes techniques qui nous assistent pour la conception et la réalisation de 
maquettes pédagogiques. L'équipe technique de l'UFAS est composée de 6 personnes (2 
ouvriers et 4 techniciens supérieurs). A cette gestion des ressources humaines, s'ajoute la 
spécification et le choix des achats et de l'entretien du matériel technique. 
 
 
II- Activités d'enseignement : 
 
Au sein de l'UFAS, j'ai été en charge des différents enseignements qui composent le tronc 
commun de traitement du signal. Outre l'enseignement de ces 5 modules de tronc commun, 
j'ai développé plusieurs projets transverses (cf. figure 1). Nous allons décrire plus en détail ces 
2 types d'enseignements. 
 
 
Figure 1 : Activités pédagogiques 
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1- Enseignements du tronc commun en traitement du signal : 
 
Pour tous les enseignements décrits dans cette partie, j'ai eu la responsabilité 
pédagogique (définition des notions à présenter, choix de la proportion d'enseignements 
théoriques (cours d'amphi) et appliqués (exercices, bureaux d'étude et travaux pratiques en 
petits groupes)) ainsi que la responsabilité de la réalisation du cours proprement dite 
(rédaction des supports de cours, exercices et travaux pratiques, face à face pédagogique en 
cours d'amphi, recrutement et gestion d'une équipe vacataires pour la réalisation des exercices 
d'application). 
 
 
1.1 Théorie du Signal (14 heures) [10] : 
 
 Ce cours sert d'introduction au traitement du signal continu et déterministe et à 
l'analyse des systèmes linéaires. Nous montrons ainsi comment modéliser les différents 
signaux en nous appuyant sur la notion de distribution pour introduire les signaux 
impulsionnels. Nous introduisons ensuite la transformée de Fourier et ses propriétés 
principales. Les notions de convolution et de fonction de transfert sont alors présentées pour 
analyser les systèmes linéaires. Enfin, nous développons les aspects énergétiques associés à 
ces signaux (densité spectrale de puissance, fonction d'autocorrélation, …). 
 
 
1.2 Traitement Numérique du Signal (24 heures) [12] : 
 
Ce cours est la suite logique du cours de théorie du signal et permet d'étendre les outils 
mathématiques vus lors de ce premier cours au cas des signaux numériques. Le cours de 
traitement numérique du signal présente en premier lieu le passage du continu au discret : 
échantillonnage et quantification ainsi que les effets du repliement de spectre. On introduit 
ensuite les outils permettant d'analyser ces signaux : transformée en Z, transformée de Fourier 
discrète. Enfin, ce cours se termine par l'analyse et la synthèse des filtres numériques (filtres à 
réponse impulsionnelle finie et infinie). Un TP d'application permet aux étudiants de mettre 
en œuvre, sous Matlab, différents filtres numériques pour décoder un signal Dual Tone Multi 
Frequency (DTMF) servant à la numérotation téléphonique. 
 
 
1.3 Projet Matlab (15 heures): 
 
Ce cours, exclusivement dispensé lors de séances de travaux dirigés dans une salle 
informatique a pour but de donner aux étudiants les connaissances de base sur le logiciel 
Matlab. L'objectif principal est de les rendre autonomes lors des nombreuses séances de TP 
ou de projets où l'utilisation du logiciel est requise (traitement numérique du signal, 
automatique, mathématiques, qualité de vol, …). Après une courte présentation de l'outil et de 
ses possibilités, les étudiants doivent réaliser 3 mini-projets en binôme : décodage d'un 
message binaire, série de Fourier, stéganographie. A l'issu de ces exercices de préparation, ils 
sont évalués individuellement sur un exercice à réaliser en temps limité sur machine. 
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1.4 Projet signal (15 heures): 
 
Cet enseignement qui fait suite aux 3 cours précédents a pour but de présenter une 
application des filtres numériques. Le sujet proposé permet de présenter aux étudiants 
l'extension des notions présentées en cours de traitement numérique du signal au cas des 
images. En effet, chaque binôme d'étudiant dispose d'une caméra interfacée avec Matlab et 
doit décoder différents code-barres présentés. Les étudiants ont l'initiative de la méthode de 
traitement du signal à mettre en œuvre. On propose toutefois 3 étapes principales pour 
atteindre le but fixé. Il faut tout d'abord localiser et calculer l'orientation du code-barre dans 
l'image. Cette première étape peut se faire par filtrage et calcul d'énergie dans une bande 
fréquentielle car un code-barre est caractérisé par une haute fréquence spatiale dans une 
direction et une fréquence nulle dans la direction orthogonale. La deuxième étape consiste à 
extraire de la zone sélectionnée les 95 bits constitutifs d'un code-barre "classique" (EAN-13). 
Enfin, il faut décoder et contrôler ce message binaire pour obtenir le code décimal à 13 
chiffres caractérisant le produit associé. 
 
 
1.5 Processus Aléatoires (20 heures) [11]: 
 
Les enseignements précédemment présentés traitent de signaux déterministes. Le 
cours de processus aléatoires introduit les notions de base pour la caractérisation et le 
traitement des signaux aléatoires. Après avoir introduit les notions élémentaires de 
caractérisation d'un signal aléatoire (stationnarité, ergodicité, densité spectrale de puissance), 
nous analysons le cas particulier du bruit thermique ainsi que celui des signaux à bande 
étroite. A l'issu de ce cours, en travaux pratiques, les étudiants expérimentent 2 systèmes de 
localisation. Le premier système est une réplique de sonar aérien et permet aux étudiants 
d'analyser l'effet de la bande passante du signal émis sur un système de détection et de 
localisation actif. La deuxième maquette proposée est un système de détection et de 
localisation passif fonctionnant par triangulation. Une source sonore émet un signal inconnu, 
le but du TP est de localiser cette source par analyse des signaux reçus sur plusieurs capteurs. 
 
 
1.6 Autres enseignements de traitement du signal: 
 
 En supplément des cours décrits précédemment, j'effectue également les cours de 
remise à niveau des étudiants admis sur titre (français ou étrangers) en deuxième année. Ces 
cours de pré-rentrée d'une durée de 15 heures doivent permettre à ces nouveaux étudiants de 
pouvoir suivre les cours de traitement du signal, de radar et de télécommunications de 
deuxième année. J'ai également dispensé ces mêmes cours à l'attention d'étudiants étrangers 
suivant le master spécialisé en maintenance aéronautique et techniques hélicoptère. 
 
Outre les cours précités pour lesquels j'ai eu la responsabilité de l'enseignement, je 
participe parfois à d'autres enseignements tels que le module de traitement du signal spécialisé 
en estimation. 
 
Enfin, j'ai la responsabilité de deux enseignements du cursus ENSICA sans participer 
directement au face à face pédagogique. Il s'agit des cours de transmission du signal et de 
radar et traitement du signal. Mon activité consiste alors à définir avec le professeur vacataire 
les notions à présenter et à veiller au bon fonctionnement de son enseignement. 
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2- Enseignements pluridisciplinaires : 
 
Les étudiants admis en école d'ingénieur ont été préparés à résoudre des problèmes "bien 
posés" en temps limité. Ils excellent, pour la plupart, dans cet exercice pour les matières 
fondamentales (mathématiques). Par contre, cela ne correspond pas très bien aux problèmes 
futurs auxquels ils seront confrontés dans leur métier. La solution n'est pas unique et doit être 
choisie en fonction de multiples contraintes telles que le temps, le coût, la possibilité de test, 
la fabrication, la maintenance ou l'évolutivité. 
De manière à sensibiliser nos étudiants à ces problèmes, j'ai contribué au remplacement 
des TP "classiques" où les étudiants doivent arriver à une solution bien définie en un temps 
limité, en projets où la part d'initiative est bien plus grande. Cette méthode d'enseignement est 
complémentaire des enseignements académiques présentés précédemment et permet de 
développer les qualités d'initiative, de gestion du temps, d'organisation d'une équipe, de 
présentation de ses travaux en temps limité et ainsi l'esprit de synthèse. De plus, ces projets 
aboutissent en général à la réalisation d'un prototype ce qui décuple la motivation des 
étudiants, l'intérêt et l'envie d'apprendre par eux-mêmes. Enfin, l'enseignement académique 
découpé en matières (théorie du signal, traitement numérique du signal, processus aléatoires, 
commande des systèmes, …) pousse les étudiants à raisonner de manière cloisonnée. A cause 
de différences dans les notations, le langage ou simplement de décalages temporels trop 
importants, les étudiants perçoivent mal les analogies et les liens entre les différentes notions 
présentées en cours. Ces projets sont le lieu privilégié pour faire ressortir ces interactions et 
similitudes. 
 
Différents types de projets sont proposés aux étudiants : 
 
- Les projets avioniques qui interviennent en fin de première année d'étude 
où l'on propose aux étudiants des sujets bien définis et encadrés. Ces projets 
font appel aux notions fondamentales d'électronique, de traitement du 
signal ou d'automatique présentés au cours de l'année. 
 
- Les projets système temps réel où l'objectif principal est la programmation 
d'un microcontrôleur dans un but de contrôle. Les notions de correcteur 
enseignées en cours d'automatique sont donc très présentes dans ces projets. 
 
- Les projets d'initiative personnelle sont des projets pour lesquels les 
étudiants ont la possibilité de proposer leur propre sujet en fonction de leurs 
intérêts personnels. Ce projet est le plus important et s'étale sur la moitié de 
la scolarité. 
 
 
2.1 Projets avioniques: 
 
Ces projets interviennent en fin de première année du cycle ingénieur afin de mettre en 
œuvre de façon conjointe les différentes notions étudiées séparément en cours d'électronique, 
d'automatique ou de traitement du signal. Plusieurs sujets sont laissés au choix des étudiants. 
Ils travaillent en groupe dont la taille dépend du choix du sujet (entre 2 et 8 étudiants par 
groupe). A l'issu des 20 heures encadrées mises à leur disposition, ils doivent rédiger un 
rapport technique succinct et présenter leur travail devant un jury. 
 
Voici quelques exemples de projets proposés aux étudiants.  
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- Réalisation d'un radar de poursuite [3] [9]. 
 
 
Figure 2 : Radar de poursuite 
 
 
Le but de ce projet est de construire une maquette de système radar capable d'une part 
d'orienter son antenne vers une cible active et d'autre part de mesurer la distance jusqu'à cet 
émetteur. Pour des raisons pratiques, nous avons choisi de travailler avec des ondes 
ultrasonores plutôt qu'électromagnétiques. La célérité du son étant près d'un million de fois 
inférieure à celle de la lumière, nous pouvons réduire du même ordre de grandeur les 
fréquences porteuses et bandes passantes tout en conservant les mêmes longueurs d'ondes et 
résolutions qu'un système réel. Nous travaillons ainsi avec des fréquences basses (de l'ordre 
de 40 KHz) ne nécessitant qu'une électronique standard pour son traitement. Après une brève 
introduction sur le fonctionnement de ce type de systèmes, les étudiants sont amenés à définir 
les paramètres caractéristiques de la forme d'onde à émettre (bande passante, fréquence de 
répétition, …). Ceux-ci ont un impact direct sur les performances du système final (précision 
de localisation) ainsi que sur les différents modules électroniques à réaliser. Ensuite, les 
étudiants se partagent les travaux des différentes fonctions à réaliser (génération du signal, 
amplificateurs sélectifs, calcul de la distance, correcteur angulaire). Toutes ces fonctions sont 
réalisées sur des plaques d'essai électronique. Pour cela, les étudiants disposent de tous les 
composants "standards" et des instruments de test. Enfin, après assemblage final des 
différents modules, ils testent leur système et comparent les performances obtenues par 
rapport à l'étude théorique initiale avant de présenter leurs résultats. Le figure 2 montre un 
exemple de réalisation aboutie. 
 
 
- Réalisation d'un convoi autonome de trains [2] [6]. 
 
 
Figure 3 : Convoi de trains autonomes 
 
Le but de ce projet est de réaliser un système de contrôle de distance entre 2 trains. La 
mesure de la distance entre les 2 trains miniatures (cf. figure 3 ) se fait comme dans le projet 
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précédent par l'intermédiaire d'un système radar. En outre, les étudiants doivent concevoir le 
module de contrôle du train "suiveur". Celui-ci est composé d'un contrôleur (type PID) et d'un 
amplificateur de puissance. Ce projet est encadré de manière analogue au précédent. Comme 
dans le cas du radar de poursuite, les différentes fonctions à réaliser sont très fortement liées 
car le système est bouclé. 
 
 
- Réalisation d'un Kart à commandes électriques [4]. 
 
 
Figure 4 : Kart électrique 
 
 Pour réaliser ce projet, les étudiants disposent d'un kart construit autour de 2 
trottinettes électriques qui assurent la propulsion de manière indépendante. Pour commander 
le kart, les étudiants disposent d'un volant et de 2 pédales qui sont des capteurs 
potentiomètriques. Le but de ce projet est de construire l'électronique permettant de piloter le 
kart. En outre, le kart possède plusieurs capteurs optiques à l'avant lui permettant de mesurer 
la luminosité du sol en plusieurs points. Le second objectif fixé aux étudiants est donc de 
concevoir l'électronique permettant au kart de suivre une ligne blanche tracée au sol. 
 
 
Le caractère novateur de ces projets pluridisciplinaires a fait l'objet de plusieurs 
communications dans des congrès spécialisés dans l'enseignement technique dans le supérieur 
et plusieurs publications dans une revue "en ligne" sur internet. Le premier de ces projets a été 
primé lors d'un congrès scientifique [8]. 
 
 
2.2 Projets systèmes temps réels: 
 
A la différence des précédents projets, ceux-ci ont pour but principal d'enseigner le 
fonctionnement des systèmes à logique programmée. Cependant nous avons choisi de faire 
remplir au microcontrôleur une opération de contrôle d'un système mécanique. Cet 
enseignement est ainsi fortement lié aux cours d'automatique. Avant d'aborder ces projets, les 
étudiants ont étudié de façon détaillée les différents sous-systèmes constitutifs d'un 
microcontrôleur lors de séances de TP. Les étudiants travaillent en binôme sur une maquette 
expérimentale pendant 20 heures et présentent leurs travaux devant un jury. La 
programmation du microcontrôleur (68332 de chez Motorola) se fait directement en langage 
C. Au cours des années, plusieurs types de maquette pédagogiques ont été réalisés : contrôle 
d'un pendule inversé, contrôle d'un bras souple, contrôle de la position d'une bille sur un rail à 
inclinaison pilotée, …. 
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2.3 Projets d'Initiative Personnelle: 
 
Comme leur nom l'indique, les projets d'initiative personnelle laissent une plus grande 
place à l'initiative et à l'innovation. Ces projets représentent un travail d'environ 200 heures 
pour les étudiants (encadrées et personnelles) et s'étalent sur une année complète. Les élèves 
travaillent en groupe (entre 2 et 8) sur chaque projet. Le sujet du projet fait l'objet d'une fiche 
d'intention dans laquelle le groupe explique succinctement son but. En fonction de cette fiche, 
le sujet est validé ou non par un enseignant-chercheur de l'école. Deux mois après le début du 
projet, les étudiants rendent un avant-projet dans lequel ils précisent les objectifs et s'engagent 
sur un résultat et un planning prévisionnel. A l'issue de leur travail, ils rédigent un rapport et 
présentent leurs résultats devant un jury. 
L'initiative dans le choix des sujets provient en général des étudiants, mais il arrive 
aussi que certains thèmes soient directement proposés par des partenaires industriels. C'est le 
cas des 2 exemples de projets présentés ci-dessous. 
 
 
- Etude de la faisabilité d'un système d'imagerie radar embarqué dans un 
micro-drone.  
 
 Ce sujet a été proposé par Thalès Systèmes Aéroportés. Ce dernier est un acteur 
mondial majeur dans les systèmes radar. A ce titre, l'industriel a développé, par le passé, des 
systèmes radar miniatures pour l'automobile. Le but initial de ces radars était de remplir une 
mission d'anticollision sur la route, mais l'industriel envisage également de les utiliser dans un 
système d'imagerie radar à synthèse d'ouverture (Synthetic Aperture Radar – SAR, en 
anglais). La petite taille et la faible consommation électrique de ce type de système permet 
d'envisager de l'embarquer dans un micro-drone dans un but d'exploration "tout temps" ou de 
nuit sans risque de perte de vies humaines. 
 Thalès a ainsi proposé à certains étudiants une étude de faisabilité d'un tel système et 
une analyse de la précision d'image que l'on pourrait obtenir. La résolution théorique d'un tel 
système est fixée par la bande de fréquence émise autour de la fréquence porteuse et la taille 
de l'antenne. Cependant, pour atteindre cette résolution théorique, il faut connaître de façon 
parfaite la trajectoire du porteur par rapport au sol. Or cette dernière sera entachée d'erreurs à 
cause de l'utilisation de capteurs inertiels bas coût et des perturbations de vol dues aux 
vibrations du moteur ou  aux coups de vents par exemple. 
 De manière à analyser finement l'effet de ces perturbations sur le processus de calcul 
d'une image SAR, nous avons réalisé une maquette d'un système imageur basé sur des ondes 
ultrasonores tout en conservant approximativement les mêmes ordres de grandeur pour la 
longueur d'onde et les résolutions de l'image. Ce banc de test a permis d'une part, de valider 
les études théoriques sur les effets des différents types de perturbation de trajectoire et d'autre 
part, d'envisager certains algorithmes de compensation des ces erreurs (algorithmes 
d'autofocus). Cette maquette pédagogique (cf. figure 5 ) a fait l'objet de 2 communications [7] 
[8]. 
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Figure 5 : Radar à synthèse d'ouverture 
 
 
Remarque : La figure 6  présente une version plus compacte de cette même expérience. 
 
 
 
Figure 6 : Radar à synthèse d'ouverture 
 
- Etude d'un nouveau concept de sonde d'incidence avion.  
 
Ce sujet a été proposé par Thalès Avionics. Les sondes d'incidence mesurent 
l'inclinaison d'un avion par rapport au flux d'air porteur. Cette mesure est cruciale pour piloter 
l'appareil. Il existe de nos jours, plusieurs types de sondes d'incidence (girouettes, à pression 
dynamique, …). Elles nécessitent toutes un entretien régulier car disposent de parties mobiles 
ou de trous susceptibles de s'encrasser ou de se boucher (givre, …).  L'industriel a donc 
proposé à certains étudiants de réfléchir à plusieurs concepts novateurs pour ce type de sonde. 
Ils ont choisi d'étudier un type de sonde basé sur la propagation d'ultrason dans le flux d'air. 
En effet, la vitesse de propagation du son dépend de la vitesse du fluide. Ainsi en mesurant les 
retards de propagation entre un émetteur et plusieurs récepteurs, on peut en déduire la 
direction du vent relatif. Pour étudier plus précisément la faisabilité et la précision accessible 
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par un tel système, nous avons réalisé un prototype de capteur que nous avons testé en 
soufflerie (cf. figure 7 ).  
 
 
Figure 7 : Sonde d'incidence avion à ultrasons 
 
 
D'autres projets d'initiative personnelle sont plus académiques comme l'étude des 
techniques de traitement d'antenne (localisation et formation de faisceau) à partir d'une 
maquette pédagogique fonctionnant en acoustique (cf. figure 8 ). 
 
 
Figure 8 : Antenne réseau acoustique 
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Partie II : Activités de recherche 
 
 
 
Introduction générale : 
 
Parmi les principales applications du traitement du signal, on peut citer le Radar, le Sonar, 
les télécommunications, la navigation par satellite, l’imagerie médicale, l’acoustique, la 
séismologie. Dans tous ces domaines, l’utilisateur cherche à détecter la présence d’un signal 
particulier et à estimer un certain nombre d’informations caractéristiques. Par exemple, en 
Radar ou en Sonar, on va chercher une réplique du signal émis noyé dans un bruit de fond 
pour savoir si une cible est présente et essayer d’estimer certains paramètres caractéristiques 
associés à ce signal tels que son retard de propagation (caractéristique de la distance à 
l’émetteur), son décalage fréquentiel (caractéristique de sa vitesse) ou sa position angulaire. 
De même en télécommunications ou en navigation, l’utilisateur va chercher à détecter et 
identifier l’émetteur et estimer certains paramètres tels que l’amplitude du signal utile 
(télécommunications) ou le pseudo-retard de propagation (navigation). 
Depuis plus d’un siècle, la communauté du traitement du signal a cherché à développer 
des méthodes adaptées à chacun de ces types de signaux. Ces différentes méthodes présentent 
un caractère souvent optimal vis-à-vis d’un critère de performance (tel que la maximisation de 
la probabilité de détection ou du rapport signal à bruit) [1,2]. Malgré cela et comme évoqué 
par la citation introductive attribuée à A. Einstein, il y a parfois de grandes différences entre la 
théorie et la pratique. Ainsi, il arrive très souvent que ces méthodes optimales se dégradent 
énormément en pratique. Les performances obtenues en adaptant directement ces algorithmes 
à certaines applications du traitement du signal peuvent avoir des performances inférieures à 
certaines méthodes de base. C’est d’ailleurs souvent une raison évoquée par les concepteurs 
d’applications industrielles pour justifier l’emploi d’algorithmes simples ; ceux-ci étant 
considérés, à juste titre, comme plus robustes. 
En effet, ces traitements optimaux sont adaptés à un modèle mathématique du signal reçu. 
Leur performance est maximale si le signal reçu suit effectivement le modèle escompté mais 
se dégrade en général très rapidement si le signal s’éloigne de sa modélisation. Or, en 
pratique, rares sont les applications pour lesquelles on connait parfaitement le modèle du 
signal reçu. En effet, ne serait-ce que le bruit électronique inhérent à tout système de mesure 
ne peut être modélisé que de manière approchée. De manière générale, les caractéristiques du 
capteur (gain, déphasage, …), de l’environnement (conditions de propagation, brouilleurs, 
…), de l’électronique ne sont jamais parfaitement connues. De plus, même si ces 
caractéristiques sont mesurées ou calibrées précisément, elles peuvent changer au moment de 
la mesure. 
La majeure partie de mon travail de recherche consiste ainsi à développer des méthodes 
d’estimation et de détection robustes à toutes ces erreurs de modèle inhérentes à 
l’exploitation de signaux réels. Ces méthodes ne sont pas liées à une application particulière et 
se veulent le plus générales possible (car par nature robustes). Elles peuvent donc souvent être 
appliquées à plusieurs types de signaux. Ce chapitre est ainsi organisé en 2 parties principales. 
 
- Une première partie qui décrit différentes méthodes générales visant à améliorer la 
robustesse des traitements optimaux. 
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- Une deuxième partie présentera l’application de certaines de ces méthodes 
mathématiques à deux domaines particuliers : des techniques d’antennes adaptatives 
pour signaux de navigation par satellite et la détection du cliquetis automobile. 
 
 
A- Méthodes d’estimation et de détection robustes 
 
 
I- Introduction : 
 
Cette première partie du manuscrit présente différentes approches mathématiques 
permettant d’augmenter la résistance des méthodes de traitement du signal optimales en cas 
d’écart entre le signal effectivement reçu et son modèle supposé. Ces méthodes pourront 
s’appliquer en général à différents types de signaux allant du radar aux télécommunications 
ou aux récepteurs de navigation par satellites. 
 La majeure partie des méthodes que nous allons décrire ici s’appliquent au cas de 
signaux recueillis sur un réseau de M capteurs comme c’est le cas sur bon nombre de 
systèmes modernes de télécommunication (systèmes MIMO, SDMA) de radar (balayage 
électronique), de sonar, d’imagerie médicale et éventuellement de navigation par satellite. Au 
cours de cette partie, nous présenterons, en premier lieu les méthodes optimales couramment 
utilisées dans ces domaines mais dont la robustesse est faible. Nous verrons ensuite quels sont 
les types d’erreurs de modélisation que l’on rencontre couramment, leurs amplitudes et leurs 
effets sur les performances du traitement. Nous analyserons ensuite les principales techniques 
que l’on trouve dans la littérature pour rendre ces méthodes plus robustes et nous essayerons 
de les compléter. Le cheminement choisi pour étudier ces méthodes robustes consiste à 
relâcher progressivement les hypothèses sur le modèle du signal supposé et augmenter ainsi la 
robustesse vis-à-vis d’erreurs non envisagées. Nous analyserons donc, pour commencer, les 
méthodes de type "Diagonal Loading" qui sont considérées comme les techniques les plus 
simples et efficaces pour combattre un grand nombre de type d'erreurs de faible amplitude. En 
présence d'erreurs de modélisation de plus grande importance, nous nous tournerons vers des 
méthodes d'estimation ou de projection dans un sous-espace. Enfin, nous présenterons une 
méthode de détection robuste aux variations du niveau de bruit. Cette variation de puissance 
du bruit peut permettre d'englober une partie des erreurs de modélisation sans aucune 
hypothèse sur leur forme. Le détecteur qui en résulte sera donc robuste à une grande variété 
de défauts de modèle. 
 
 
II- Modèle des signaux reçus – objectifs des méthodes d'estimation et de 
détection 
 
Les différentes méthodes robustes qui vont être présentées dans la suite de cette partie 
s'appliquent pour la plupart à un signal multidimensionnel recueilli sur un réseau de capteurs 
comme indiqué par la figure 9. 
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Méthode de 
traitement du signal 
robuste 
Information 
Emetteur ou 
réflecteur 
Brouilleur 
 
Figure 9 : Position du problème 
 
 
Ce signal est porté par une onde qui peut être de nature électromagnétique (radar, télécom., 
navigation) ou mécanique (sismologie, sonar, échographie, parole). Il peut provenir d'une 
source active (télécom., navigation, parole, sonar passif) ou d'un objet passif qui réfléchit une 
onde émise par le dispositif d'écoute (radar, sonar actif, sismologie, échographie). Les 
méthodes de traitement du signal envisagées ci-après ont deux buts principaux : 
 
- la détection de sources ou de réflecteurs éventuels 
 
- l'estimation de paramètres d'intérêt relatifs à l'émetteur (ou au réflecteur) ou au 
canal de propagation. 
 
Les informations classiquement recherchées dans les applications citées 
précédemment sont de deux types : 
 
• des informations liées au canal de propagation. Il s'agit principalement 
de déterminer la direction d'arrivée des signaux. On cherche, dans ce cas, 
à localiser angulairement une cible dans le cas des systèmes actifs (radar, 
sismologie) ou une source dans le cas des systèmes passifs 
(radiogoniométrie, sonar passif). On peut également chercher à identifier 
plus précisément le canal de propagation pour annuler son effet ou 
combattre les multitrajets, par exemple. 
 
• des informations sur la source (ou la cible) comme le signal émis par la 
source (télécom, navigation) ou par extension l'amplitude complexe du 
signal (cette dernière contient, en radar, les informations de distance et 
vitesse relative de la cible). 
 
Les méthodes "classiques" cherchent à maximiser la puissance du signal provenant de 
la source tout en minimisant la puissance interférente (bruit et sources non désirées) en 
fonction des informations que l'on possède à priori. On se limite, en général, à une opération 
de filtrage linéaire pour maximiser ce rapport signal à bruit (Signal to Noise Ratio – SNR). Si 
l'on exploite l'information de position angulaire de la source, ce filtrage linéaire spatial est 
communément appelé une formation de faisceau. Si l'on exploite les propriétés temporelles 
(ou fréquentielles) seulement, il s'agit d'un filtre adapté. On peut également envisager la 
combinaison bidimensionnelle de ces deux traitements adaptés dans le cas de signaux 
spatiaux-temporels (Space Time Adaptive Processing - STAP en radar, par exemple). Nous 
verrons plus tard que quel que soit le but recherché, il existe de nombreuses similarités dans 
les méthodes à envisager. 
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 Nous considérons donc un signal reçu sur un réseau composé de M capteurs comme 
représenté sur la figure  10 
 
 
Emetteur ou 
réflecteur 
s(t) 
x1(t) 
XM(t) 
di 
 
Figure  10 : Modélisation du signal à traiter 
 
 
 Le signal provenant de la source, ( )ts  est porté par une onde dont la célérité, c est 
constante et connue. Dans le cas d'une transmission parfaite, chaque récepteur reçoit une 
version retardée de ce signal : ( ) ( )ii tstx τ−=  où 
c
d i
i =τ  avec id  la distance entre le capteur 
i et la source. Dans la majorité des applications visées, le signal émis ( )ts  est centré autour 
d'une fréquence porteuse 0f . De plus, ce signal est souvent porté par la somme de 2 ondes 
orthogonales car en quadrature (cosinus et sinus). Nous considérons donc, pour des raisons de 
simplicité d'écriture que ce signal est complexe : 
 
( ) ( ) tfjetts 02 piα=   
où ( )tα  est l'enveloppe complexe qui représente l'information transportée (en amplitude et 
phase). 
 
Ainsi, le signal reçu au niveau du iéme capteur s'écrit : 
 
( ) ( ) ( )itfjii ettx τpiτα −−= 02  
 
 Pour les traitements robustes qui seront développés par la suite, nous allons supposer 
que l'enveloppe complexe reste constante durant le temps de traversée du réseau (hypothèse 
bande étroite). En d'autres termes, on pourra approximer ( )it τα −  par ( )1τα −t  où 1τ  est le 
retard correspondant au capteur de référence. Dans ce cas, on voit que les signaux reçus sur 
deux capteurs diffèrent seulement par un simple déphasage : 
 
( ) ( ) ( )ijfjij etxtx ττpi −= 02  
 
 
Remarque : Dans le cas de signaux pour lesquels la largeur fréquentielle entrainerait 
l’invalidation de cette hypothèse (ou dans le cas de grandes antennes), il faudrait passer dans 
le domaine fréquentiel. Dans ce cas, la modélisation précédente reste valable fréquence par 
fréquence. On pourra alors travailler en sous bandes pour lesquelles cette hypothèse sera 
vérifiée. 
 
 21 
 Nous aboutissons ainsi à la formulation vectorielle couramment utilisée en traitement 
d’antenne : 
( ) ( ) ( ) ( )tnatx += tsθ  
 
où   ( ) ( ) ( )[ ]TM txtx ...1=tx  regroupe les signaux reçus par les M capteurs. 
 ( ) ( )[ ]Tfj Meθ 102...1 ττpi −=a  regroupe les déphasages pour chacun des M capteurs dans 
la directionθ (et éventuellement les gains d'antenne dans cette direction). 
 ( ) ( ) ( )[ ]TM tntn ...1=tn  est le vecteur contenant le bruit reçu sur les M capteurs de 
matrice de covariance spatiale ( ) ( )[ ]HEC tntn=  
 
 
Remarque : [ ]T. et [ ]H. représentent respectivement  la transposée et la transconjuguée. 
 
Le bruit ( )tn comprend différents types de composantes : 
 
- Le bruit thermique dû à l'électronique de chaque ligne de réception. Celui-ci est 
supposé temporellement blanc sur la bande utilisée, centré, gaussien et indépendant 
de capteur à capteur (spatialement  blanc). La matrice de covariance de ce type de 
bruit est donc simplement IC 2σ=  où 2σ  est la puissance du bruit. 
 
- Le bruit d'environnement. Celui-ci est recueilli par tous les récepteurs et va donc 
avoir une signature spatiale similaire à celle de la source utile. Il peut s'agir de 
brouilleurs ponctuels (provenant d'une seule direction d'arrivée bθ ). Dans ce cas, il 
n'occupera, en général, qu'un sous espace de dimension 1 : ( ) ( )HbbbPC θθ aa=  où bP  
est la puissance du brouilleur. Mais il peut également s'agir de brouillage diffus 
semblant provenir d'une région de l'espace (source étendue, multitrajets, défauts de 
capteurs, très forte puissance d'émission, …). Dans ce cas, le brouilleur pourra 
occuper un sous espace de dimension supérieure à 1. 
 
Dans le cas où P sources d'intérêt sont présentes, on utilisera l'écriture : 
 
( ) ( ) ( ) ( )tnsθtx += tA  (1) 
 
où ( ) ( ) ( )[ ]PA θθ aaθ ...1= , [ ]Pθθ ...1=θ  et ( ) ( ) ( )[ ]TP tstst ...1=s . 
 
La matrice de covariance du réseau possède une importance capitale pour toutes les 
analyses à venir car elle contient la signature spatiale de l'environnement. Elle est de plus 
hermitienne, définie positive et peut donc être diagonalisée (toutes ses valeurs propres étant 
positives). Cette diagonalisation va nous permettre d'identifier le sous espace signal et 
brouilleurs correspondant, en général, aux valeurs propres les plus fortes et le sous espace 
bruit correspondant aux valeurs propres les plus faibles (les valeurs propres correspondantes 
devant être proches de 2σ ). Cette diagonalisation est à la base de nombreuses méthodes 
d'estimation et de détection (MUSIC, …). La modélisation (1) fait ainsi explicitement 
apparaître les sources (ou brouilleurs) ponctuelles associées à un seul vecteur directionnel et 
occupant un sous espace de rang 1.  
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 Cette modélisation peut toutefois être réduite au cas particulier où l'on dispose d'un 
seul capteur. Dans ce cas, le signal recueilli ne possède que la dimension temporelle : 
( ) ( ) ( )tntastx +=  où a est un simple scalaire. Dans le cas d'une somme de plusieurs 
composantes temporelles, le modèle peut s'écrire sous la forme vectorielle : nsax += où s 
contient les diverses composantes temporelles d'amplitudes regroupées dans a. On retrouve 
donc une forme similaire au modèle (1) où le temps prend la place de la dimension spatiale et 
où l'on perd la seconde dimension. Cette similitude de forme nous permettra parfois d'adapter 
des méthodes d'un cas à l'autre. C'est ainsi que l'on peut facilement adapter les méthodes 
classiques de l'analyse spectrale à la localisation en traitement d'antenne pour laquelle la 
fréquence se transforme en fonction de la direction d'arrivée. 
 
 On peut également étendre le modèle (1) en intégrant la dimension temporelle dans le 
vecteur des données : ( ) ( ) ( ) ( )[ ]TMM NxNxxxX 1...1...0...0 11 −−= . Ainsi dans le 
cas d'une seule source, le modèle devient Nsa +⊗=X  où ⊗  désigne le produit de 
Kronecker. La matrice de covariance des données sera alors de taille ( ) ( )NMNM ×  et s'écrira 
également comme le produit de Kronecker de la matrice de covariance spatiale par la matrice 
de covariance temporelle. Cette écriture nous sera utile dans le cas de traitements agissant 
directement sur la structure spatio-temporelle des données. On pourra ainsi appliquer un filtre 
bidimensionnel possédant beaucoup plus de degrés de libertés que la simple succession d'un 
filtre spatial et d'un filtre temporel. C'est par exemple grâce à ce type de filtre que l'on peut 
éliminer le fouillis de sol (ou clutter) dans le traitement du signal adapté à certains radars 
aéroportés (radars STAP). 
 
 
III- Méthodes optimales de traitement : 
 
Nous allons nous placer dans le cas de signaux recueillis sur une antenne à M éléments en 
présence de brouilleurs éventuels et de bruit spatialement blanc. Les méthodes de détection et 
d'estimation que nous allons présenter ici sont les méthodes classiquement employées pour 
leur caractère optimal vis-à-vis d'un certain critère de performance. Nous allons distinguer 
trois grandes familles de méthodes de traitement du signal. 
- La première concerne les techniques d'estimation de la forme d'onde (enveloppe 
complexe) du signal utile. C'est ce que l'on appelle la formation de faisceau. 
- La seconde regroupe les méthodes d'estimation de paramètres relatifs au signal ou à 
l'environnement et en particulier la direction d'arrivée du signal. 
- Enfin, une troisième famille regroupe les méthodes de détection de ces signaux. 
 
Nous allons voir qu'il existe de nombreuses similitudes entre ces trois grands types de 
méthodes. 
 
 
1- Formation de faisceau : 
 
Le but de ces méthodes est l'estimation du signal utile ( )ts  en pondérant chacune des 
M sorties de l'antenne (cf. figure  11). Cette opération de filtrage linéaire va permettre de 
sélectionner la direction de la source et atténuer le gain dans la direction des brouilleurs de 
manière à maximiser le rapport signal à bruit (Signal to Noise Ratio). 
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s(t) 
x1(t) XM(t) 
( )tsˆ  
x2(t) x3(t) 
∗
1w  ∗2w  
∗
3w  
∗
Mw  
 
Figure  11 : Formation de faisceau 
 
 
De manière plus générale, le choix du vecteur pondération va nous permettre d'obtenir 
le diagramme d'antenne du réseau que l'on désire. Dans le cas particulier des antennes réseau 
linéaires à capteurs équirépartis, le diagramme d'antenne n'est autre que la transformée de 
Fourier discrète de la pondération w appliquée. En effet, le gain dans une direction donnée θ  
est ( ) ( )∑ −∗= θλpiθ sin2
dki
ekwg  où d est la distance inter-capteur et 
0f
c
=λ est la longueur 
d'onde. Ainsi de nombreuses techniques de synthèse de diagramme d'antenne sont obtenues 
par analogie avec les techniques de synthèse de filtres à réponse impulsionnelle finie 
fréquentiels. w est l'équivalent de la réponse impulsionnelle et le diagramme d'antenne est la 
fonction de transfert. 
 On distingue deux grandes familles de méthodes. La formation de faisceau 
conventionnelle qui ne tient pas compte des signaux reçus pour former le diagramme 
d'antenne et les techniques adaptatives qui exploitent les signaux reçus pour optimiser le 
diagramme d'antenne en fonction de l'environnement. 
 
 
1.1 Formation de faisceau non adaptative : 
 
 Comme nous l'avons vu précédemment, les techniques de synthèse de diagramme 
d'antenne, pour les réseaux linéaires sont issues de méthodes analogues développées dans le 
cas des filtres numériques à réponse impulsionnelle finie. Il existe ainsi de nombreuses 
méthodes de synthèse de ces diagrammes d'antenne. Parmi les plus représentatives, nous 
pouvons citer : 
 
- La technique des moindres carrés. 
 
Celle-ci consiste à choisir la pondération w à appliquer au réseau de manière à obtenir le 
diagramme d'antenne le plus proche de celui désiré ( )θdg  (au sens des moindres carrés). Pour 
simplifier les calculs, il est préférable de travailler en fréquences spatiales : θλ sin
df =  plutôt 
que directement en direction d'arrivée. Ainsi, on cherche la pondération qui minimise le 
critère suivant : 
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λ
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H
d dfffg
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La solution [3] est : 
( ) ( ) ( ) ( )∫∫
−
∗
−
−




=
λ
λ
λ
λ
d
d d
d
d
H
MC dfffgdfff aaaw
1
 
 
Dans le cas particulier d'une antenne linéaire à capteurs équirépartis en 
2
λ
, on a simplement : 
 
( ) ( ) ( ) ( )lkdfedfff flki
kl
d
d
H
−==



∫∫
−
−
−
δpiλ
λ
2
1
2
1
2aa  
d'où 
( ) ( )∫
−
∗
=
2
1
2
1
2 dfefgk kfidMC piw  
 
On retrouve donc simplement la transformée de Fourier inverse du diagramme désiré 
échantillonné sur les M capteurs. 
 
 
- La technique de l'échantillonnage en fréquence spatiale. 
 
Cette technique est le pendant de la technique d'échantillonnage en fréquence pour la 
synthèse des filtres à réponse impulsionnelle finie. Elle consiste à définir les M points 
fréquentiels équirépartis correspondant aux gains (complexes) du diagramme désiré ( )kdg θ . 
Ainsi les poids EFw  permettant au diagramme de passer par ces points seront donnés par la 
transformée de Fourier inverse du diagramme soit : 
 
( ) ( )∑
−
=
=
1
0
2M
k
M
kni
kdEF egn
pi
θw  
 
La figure  12 montre un exemple de synthèse d'un diagramme d'antenne idéal de gain 
unitaire entre les fréquences spatiales [ ]5151−  et nul ailleurs avec une antenne composée de 
M=8 capteurs. Bien sûr, l'objectif à atteindre étant discontinu, il n'est pas possible de 
l'atteindre par une sommation de fonctions continues (exponentielles complexes ici) et donc 
par une antenne ne comportant qu'un nombre fini de capteurs. 
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Figure  12 : Synthèse de diagramme d'antenne par échantillonnage en fréquence 
 
D'autres techniques de synthèse de diagramme d'antenne existent. De manière 
analogue à ce qui se fait en filtrage, on peut également pondérer les poids ainsi obtenus par 
une fenêtre de découpe pour atténuer les oscillations du diagramme d’antenne qui résultent de 
la troncature naturelle due à la taille limitée de l’ouverture d’antenne (fenêtre de Hamming, 
Hanning, …). 
 
 
 Le cas particulier le plus utilisé en pratique lors de la synthèse de diagrammes 
d’antennes est la formation de faisceau dans une direction privilégiée de l’espace. Dans ce 
cas, on choisira la pondération w correspondant au vecteur directionnel à conserver. Ainsi, la 
conjugaison effectuée par le filtre spatial va permettre de remettre en phase les signaux 
provenant de cette direction et obtenir un gain égal à M. Le diagramme d’antenne résultant de 
cette formation de faisceau est simplement le transformée de Fourier discrète d’une 
exponentielle pure limitée spatialement à l’ouverture d’antenne. On obtient donc, 
approximativement, un sinus cardinal comme représenté sur la figure  13. 
 
 
 
Figure  13 : Formation de faisceau conventionnelle 
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On peut ainsi scruter une zone de l’espace en faisant tourner électroniquement le 
faisceau d’antenne (antenne à balayage électronique). On peut également préformer plusieurs 
voies dans des directions privilégiées et les combiner entre-elles. On choisira alors 
préférentiellement des directions orthogonales dans ce cas [3]. 
 
 La largeur du lobe principal est naturellement limitée par la taille du réseau. Le 
premier zéro du diagramme est ainsi distant de 
M
f 1=∆  du maximum du diagramme, or 
λ
θsindf =  dans le cas d’une antenne linéaire uniforme. Ainsi, en supposant l’antenne de 
grande taille ( )( )dMD ×−= 1  devant la longueur d’onde, on retrouve le résultat classique de 
la largeur du lobe d’antenne à 3 dB : 
DdB
λθ ≈3 . De plus, les oscillations de gain en dehors de 
la zone d’intérêt sont assez importantes (lobes secondaires à -13 dB du lobe principal) ; même 
si celles-ci peuvent être atténuées par l’utilisation d’une fenêtre de pondération adéquate. Ces 
deux raisons limitent considérablement les capacités de réjection de la formation de faisceau 
conventionnelle. Les techniques de formation de faisceau adaptatives permettent d’améliorer 
ces défauts. 
 
 
1.2 Formation de faisceau adaptative : 
 
Contrairement à la formation de faisceau conventionnelle, nous allons exploiter les 
données reçues pour calculer et optimiser le diagramme d’antenne. La technique de formation 
de faisceau adaptative la plus connue et la plus répandue est le formateur de faisceau de 
Capon (ou Minimum Variance Distortionless Response – MVDR). Sa forme générique peut 
être obtenue par l’optimisation de plusieurs critères de performance. La façon la plus intuitive 
pour la définir est la maximisation du rapport signal à bruit en sortie de formation de faisceau. 
Le SNR est défini comme la moyenne de la puissance de la source en sortie de formation de 
faisceau (celle-ci est supposée aléatoire de puissance Ps et caractérisée par son vecteur 
directionnel sa )  ( ) 
2
tsE H saw  divisé par la puissance du bruit  ( ) 
2
tE Hnw . Maximiser le 
ww
aw s
C
P
SNR H
H
s
2
=  où ( ) ( )[ ]HttEC nn=  revient alors à minimiser la puissance du bruit sous la 
contrainte de maintenir un gain unitaire dans la direction de la source (d’où le nom de ce 
formateur de faisceau), soit  
1/ =s
HHCMin awww  
 
Cette minimisation par la méthode du lagrangien donne directement : 
 
ss
s
aa
a
w 1
1
−
−
=
C
C
HMVDR  
 
Remarque : Dans le cas plus général de sources multiples ou de sources étendues, la matrice 
de covariance spatiale des sources n’est plus de rang 1. La puissance moyenne du signal utile 
en sortie de formateur de faisceau s’écrit : ( ) wwsw HsHH AARtAE =
2
 où ( ) ( )[ ]Hs ttER ss=  
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est la matrice de corrélation spatiale des sources. Dans ce cas, le poids w qui maximise le 
ww
ww
C
AARSNR H
H
s
H
=  s’écrit : 
[ ]HsMVDR AARCVPP 1−=w  
 
où [ ].VPP  désigne le vecteur propre principal 
  
On peut remarquer que le formateur de faisceau conventionnel est un cas particulier du 
formateur de faisceau de Capon dans le cas où IC 2σ= . Autrement dit, la formation de 
faisceau conventionnelle considère que le bruit est spatialement blanc (bruit électronique seul 
sans brouilleur). Il ne privilégie donc aucune direction pour l’atténuer contrairement au 
MVDR qui va s’adapter et atténuer le gain dans les directions de brouillage prépondérantes. 
La figure  14 illustre ce propos. Elle permet de comparer les diagrammes d’antenne des deux 
formateurs de faisceau pointant dans la direction °= 30sθ  en présence d’un brouilleur de forte 
puissance (30 dB au dessus du signal) dans la direction °= 10iθ . On voit que la formation de 
faisceau adaptative place un gain très faible dans cette direction pour optimiser le rapport 
signal à interférence plus bruit (Signal to Interference and Noise Ratio – SINR) contrairement 
à la formation de faisceau conventionnelle. 
 
 
Figure  14 : Formateur de faisceau de Capon (MVDR) 
 
 
Si l’on suppose que le signal reçu s’écrit ( ) ( ) ( ) ( )ttitst i naax s ++=  où ia  et ( )ti  sont 
respectivement le vecteur directionnel et le signal du brouilleur, la matrice de covariance du 
bruit s’écrit alors IPC Hiii
2σ+= aa  où ( )( )2tiEPi =  est la puissance du brouilleur. Le 
formateur de faisceau de Capon devient à un facteur multiplicatif près :  
 
 
s
H
ii
i
H
i
i
i
sMVDR P
P
IC aaa
aa
aw










+
−==
−
2
2
2
1
1
1
σ
σ
σ
 
 
(2) 
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On voit donc que dans le cas d’une interférence de forte puissance, la matrice 1−C  se 
rapproche d’une projection sur l’espace orthogonal à l’interférence : 





−=≈ ⊥
−
i
H
i
H
ii
i IPC
aa
aa1
. 
Le formateur de faisceau de Capon projette donc d’abord les données sur ce sous-espace pour 
éliminer les interférences avant de former le faisceau dans la direction de la source. Cette 
analyse se généralise au cas de plusieurs interférences de fortes puissances pour lequel le 
formateur de faisceau de Capon projette les données orthogonalement à l’espace créé par ces 
brouilleurs. Dans le cas de brouilleurs de puissance moins importante, le coefficient 
i
H
i
i
i
P
P
aa2
2
1
σ
σ
+
 de l’équation (2) permet de maximiser le SINR. 
 
 Le MVDR est la solution de formation de faisceau adaptative la plus répandue car elle 
est optimale vis-à-vis de nombreux critères de performance [3]. En effet, outre la 
maximisation du SINR, elle correspond à l’estimateur du signal utile linéaire, non biaisé à 
variance minimale. C’est également l’estimateur du maximum de vraisemblance si la 
direction d’arrivée et la matrice de covariance du bruit sont supposées connues. A un facteur 
multiplicatif près, il peut être considéré comme l’estimateur qui minimise l’erreur quadratique 
moyenne avec le signal désiré. 
 
 En pratique, il est possible d’estimer la matrice de covariance du bruit C dans quelques 
cas. Par exemple, c'est le cas en Radar, où l’on possède des données pour lesquelles on 
suppose que le signal utile n’est pas présent (données secondaires). Mais dans la majorité des 
applications (en télécommunication, navigation, acoustique, …), les données contiennent 
toujours tout ou partie du signal d’intérêt. Dans ce cas, nous allons remplacer la matrice C par 
la matrice ( ) ( )[ ]HttER xx=  de corrélation des données brutes reçues. Le formateur de faisceau 
de Capon devient alors : 
 
s
H
s
s
MPDR R
R
aa
a
w 1
1
−
−
=  
 
Il correspond au formateur de faisceau qui permet de minimiser la puissance totale 
reçue sous contrainte de gain unité dans la direction de la source. C’est pour cela que ce 
formateur de faisceau porte le nom de Minimum Power Distortionless Response (MPDR). Ce 
dernier possède, en théorie, les mêmes performances en terme de SINR que le MVDR car le 
SINR après formation de faisceau 








ww
aw
C
P
H
s
H
s
2
 est indépendant de tout facteur d’échelle sur 
w et on a : 
 
[ ]
ss
s
H
ss
H
sss
s
H
ssss
C
CP
CPCC
CPR
aa
aa
aa
aaaa
1
1
11
1
11
1
−
−
−−
−
−
−
=





+
−=
+=
β  
 
 29 
Cependant, comme nous le verrons plus tard, les performances du MPDR se dégradent 
beaucoup plus rapidement que celles du MVDR en pratique. Il s’avère beaucoup plus sensible 
aux erreurs de modélisation sur le vecteur directionnel sa  (dues à une méconnaissance des 
gains, des phases ou des positions des capteurs) ainsi qu’aux erreurs d’estimation de la 
matrice de covariance R. En effet, en pratique, cette dernière doit être estimée à partir des 
données. La pondération s’écrit alors : 
s
H
s
s
SMIMPDR R
R
aa
a
w 1
1
_
ˆ
ˆ
−
−
=  où ( ) ( )∑
−
=
=
1
0
1
ˆ
N
k
H
kk ttN
R xx et 
porte classiquement le nom de Sample Matrix Inversion (SMI). 
 
 
2- Estimation de la direction d’arrivée : 
 
Comme nous l’avons vu précédemment une seconde famille de méthodes d’estimation 
a pour but la détermination de paramètres propres à l’environnement plutôt qu’au signal lui-
même, tels que l’identification du canal de propagation ou de multitrajets. Dans ce cadre, une 
des applications les plus répandues du traitement d’antenne est l’estimation des directions 
d’arrivée des ondes recueillies sur le réseau. De nombreuses applications sont basées sur cette 
mesure (radiogoniométrie, radar, sonar, …). 
Comme dans le cas de la formation de faisceau, beaucoup de méthodes d’estimation 
de direction d’arrivée sont inspirées de l’analyse spectrale. Ainsi, les méthodes les plus 
utilisées que nous allons présenter ici, ont de nombreuses similitudes avec les méthodes de 
formation de faisceau. En effet, si l’on sait former un faisceau dans une direction désirée, il 
suffira de balayer l’espace et tester pour chaque faisceau la puissance reçue. Si une source se 
trouve dans un des faisceaux, celui-ci recevra une puissance maximale. 
 
 
2.1 Localisation basée sur la formation de faisceau conventionnelle : 
 
La première méthode de localisation angulaire qui vient à l’esprit est simplement 
l’utilisation de la technique de formation de faisceau conventionnelle. Elle consiste à balayer 
l’espace grâce au vecteur pondération ( )θaw =  et tester la puissance moyenne en sortie de 
formation de voie ; soit ( ) ( ) ( ) ( ) ( )θθθθ aaxa RtEP HH =




=
2
. En pratique, on remplacera R 
par son estimée ( ) ( )∑
−
=
=
1
0
1
ˆ
N
k
H
kk ttN
R xx . Ainsi, ( ) ( ) ( ) ( ) ( )∑
−
=
==
1
0
21
ˆ
N
k
k
HH txa
N
RP θθθθ aa . On 
retrouve ainsi la formule du périodogramme spatial dans le cas d’une antenne linéaire à 
capteurs équi-espacés. Cependant, on est confronté aux problèmes de résolution liés à la taille 
de l’antenne. Ainsi, cette technique souffre d’un manque de résolution angulaire. De plus, 
cette méthode ne permet d’obtenir des estimateurs consistants que dans le cas de sources 
suffisamment distantes angulairement. En effet, cette estimation par formation de faisceau 
conventionnelle est à rapprocher d’une estimation par maximum de vraisemblance qui 
suppose les signaux émis déterministes et inconnus. Le modèle du signal reçu a donc la forme 
suivante  
( ) ( ) ( ) ( )ttAt nsθx +=  
 
où ( )θA  est de taille PM ×  et regroupe les P vecteurs directionnels provenant des directions 
[ ]TPθθ ...0=θ  et ( )ts  regroupe les P signaux inconnus provenant de ces directions. 
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 Si l’on suppose le bruit gaussien et blanc temporellement et spatialement, l’estimateur 
du maximum de vraisemblance du vecteur θ  s’écrit : 
 
( ) ( )∑
−
=
=
1
0
ˆ
N
k
kA
H
kML tPtArgMax xxθ
θ
 
où ( ) ( ) ( )( ) ( )HHA AAAAP θθθθ 1−=  
 
ce qui revient à chercher les directions des sources qui maximisent l’énergie moyenne de la 
projection des données sur le sous-espace engendré par les P vecteurs directionnels. Dans le 
cas particulier où l’on suppose les directions suffisamment éloignées, on peut alors négliger 
les couplages entre vecteurs directionnels ( ) ( ) ( )( )jiMjHi −≈ δθθ aa . En effet, si l’on suppose 
que les directions des P sources sont au moins distantes d’une largeur de lobe d’antenne (de 
l’ordre de D
λ ), les couplages entre vecteurs directionnels seront inférieurs à 13 dB comme le 
montre la figure  13 représentant le couplage entre toutes les directions et °= 300θ . La 
matrice de projection PA peut alors être approximée par ( ) ( )M
HAAPA
θθ
=  et l’estimateur du 
maximum de vraisemblance devient alors : 
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Ainsi, chaque direction peut être déterminée indépendamment des autres en maximisant 
( ) ( )∑
−
=
1
0
2N
k
k
H
l txa θ . Autrement dit, il s’agit de déterminer les P pics principaux de cette fonction 
de l’angle. 
 
Remarque : Dans le cas particulier d’une antenne linéaire à capteurs équirépartis, cela 
revient à calculer les maxima de la moyenne temporelle des périodogrammes spatiaux : 
( )∑∑
−
=
−
=
−
1
0
21
0
sin
N
k
M
m
mi
km etx
θpi
. 
 
On retrouve ainsi l’estimateur classique par formation de faisceau conventionnelle. Ce 
dernier ne permet donc d’approcher le maximum de vraisemblance que dans le cas où les P 
sources sont supposées éloignées angulairement. Dans ce cas il bénéficie donc de toutes les 
propriétés du maximum de vraisemblance (asymptotiquement efficace et non biaisé). Par 
contre, dans le cas de sources proches, l’estimateur par formation de faisceau conventionnelle 
ne permet pas toujours d’identifier le nombre de sources et fournit des estimations non 
consistantes des directions. 
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Remarque : Bien entendu, l’estimateur par formation de faisceau conventionnelle est 
exactement égal à l’estimateur du maximum de vraisemblance dans le cas d’une seule source. 
 
 Pour remédier à ce problème de faible résolution angulaire, il a fallu faire appel à des 
méthodes dites haute résolution. La première d’entre-elles est directement tirée du formateur 
de Capon. 
 
 
2.2 Localisation basée sur le formateur de Capon: 
 
Comme nous l’avons vu précédemment le formateur de faisceau de Capon permet, en 
s’adaptant aux données, d’atténuer les signaux provenant de directions non désirées. Il va 
ainsi naturellement supprimer ce problème de couplage entre les sources qui limitait les 
performances de la formation de faisceau conventionnelle. Nous n’avons accès ici qu’à la 
matrice de corrélation globale du signal, R. Dans ce cas, nous utilisons le MPDR pour former 
les différents faisceaux. La puissance moyenne en sortie sera donc : 
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La méthode d’estimation angulaire associée consiste donc simplement à identifier les P pics 
principaux de la fonction 
aa 1ˆ
1
−RH
. 
 
2.3 Localisation basée sur une décomposition en sous-espace: 
 
Comme nous l’avons vu dans le cas de la formation de faisceau adaptative en cas de 
fortes interférences, la matrice 1−R  se comporte comme une projection sur le sous-espace 
orthogonal aux vecteurs directionnels de ces brouilleurs. De manière plus générale, la matrice 
de corrélation R contient toute l’information nécessaire à l’analyse de l’environnement du 
réseau. Une dernière classe de méthodes de localisation est basée sur la décomposition en 
sous-espace de cette matrice. En effet, la diagonalisation de cette matrice va permettre de faire 
apparaître un sous-espace signal correspondant aux valeurs propres les plus fortes et un sous-
espace bruit, orthogonal. Toutes ces méthodes sont basées sur les propriétés de cette 
décomposition. 
Si l’on suppose que les signaux provenant des P sources sont aléatoires et que le bruit 
est spatialement blanc, la matrice de corrélation du réseau s’écrit : 
 
( ) ( )[ ] ( ) ( ) IRttER HsH 2σ+== θAθAxx  
 
où ( ) ( )[ ]Hs ttER ss=  est la matrice de corrélation des sources. 
 
Si l’on suppose que la matrice sR  est de rang plein, le sous-espace engendré par ( ) ( )Hs ARA θθ  
est de rang P. 
 
Remarque : Le cas de sources totalement corrélées (multitrajets par exemples) pose un 
problème pour ce type de méthodes. 
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La diagonalisation de la matrice de corrélation du réseau R va nous permettre de faire 
apparaître le sous-espace signal ainsi que le sous-espace bruit : 
 
H
nn
H
ss EEEER
2σ+Λ=  
 
où sE et nE  sont respectivement les vecteurs de base des sous-espaces signal et bruit. 
 
A partir de cette décomposition, de nombreuses méthodes ont été envisagées dans la 
littérature. Les principales sont basées sur les propriétés d’appartenance des vecteurs 
directionnels ( )θA  au sous-espace signal (méthode Signal Subspace Fitting) ou bien aux 
propriétés d’orthogonalité entre le sous-espace bruit et ( )θA . 
 
 Une des méthodes les plus répandues, Multiple Signal Classification (MUSIC), est par 
exemple basée sur cette dernière propriété. Dans ce cas, on cherche les vecteurs directionnels 
qui sont orthogonaux au sous-espace bruit, soit : 
 
( ) 0=nea Hθ  nE∈∀ ne  
 
De manière plus pratique, on va chercher à minimiser la norme de la projection de ( )θa  sur le 
sous-espace bruit : 
 
( ) ( )[ ]θθ
θ
aa
H
nn
H EEArgMin  
 
ou bien maximiser son inverse : 
 
( ) ( )




θθθ aa Hnn
H EE
ArgMax 1  
 
Un des problèmes essentiels de ce type de méthodes est la détermination du nombre de 
sources P ; soit le découpage de l’espace en sous-espaces signal et bruit. En effet, en pratique, 
la décroissance des valeurs propres ne fait pas toujours apparaître de discontinuité franche 
permettant de séparer aisément les signaux du bruit. De nombreux critères basés, par exemple, 
sur le fait que les (M-P) plus faibles valeurs propres doivent être égales existent. On peut par 
exemple citer le critère Akaike Information Criterium (AIC) qui, adapté à notre contexte 
d’étude, permet d’obtenir de bonnes performances. 
 
 Outre la mesure des directions d’arrivée des signaux, on peut estimer de nombreux 
autres paramètres liés à la source ou à l’environnement (amplitude, retard de propagation, 
variation de fréquence, déphasage, …). Cependant, cette estimation est conditionnée par la 
présence d’une source. En effet, dans de nombreuses applications (radar ou sonar) la détection 
d’une cible se fait simultanément avec l’estimation de ses paramètres caractéristiques (taille, 
distance, doppler, direction d’arrivée, …). Nous allons terminer ce paragraphe de présentation 
des méthodes de traitement du signal optimales classiquement utilisées, par les techniques de 
détection. Celles-ci sont en grande partie similaire aux méthodes d’estimation et sont 
effectuées au cours d’une seule et même étape. 
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3- Détection : 
 
Nous allons présenter ici l’approche classique du problème de détection qui est utilisée 
dans les applications citées précédemment. Le problème consiste à choisir entre deux 
hypothèses : H0 , bruit seul ou H1 , signal recherché présent : 
 
( ) ( )
( ) ( ) ( ) ( )

+=
=
ttAtH
ttH
nsθx
nx
1
0
 
 
Nous nous plaçons directement dans le cas le plus général où les signaux à détecter occupent 
un sous-espace de dimension quelconque. 
 
 On définit alors la probabilité de fausse alarme faP  comme la probabilité de détecter 
H1 alors que H0 est vraie et la probabilité de détection dP  comme la probabilité de détecter H1 
sachant qu’effectivement H1 est vraie. Le but de la plupart des détecteurs est alors de 
maximiser la probabilité de détection et minimiser la probabilité de fausse alarme. Le critère 
de Neyman-Pearson permet de maximiser la dP  pour une faP  donnée. Il est basé sur le 
rapport des vraisemblances sous H1 et H0 : 
 
( )
( ) γ0
1
0
1
/
/
H
H
NP HXp
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où X est le vecteur spatio-temporel des données. 
 
La valeur du seuil de détection γ  est réglée en fonction de la tolérance aux fausses 
alarmes car dP  et faP  varient, bien entendu, dans le même sens en fonction du seuil. Si l’on 
suppose le bruit gaussien circulaire spatialement et temporellement blanc et le signal ( )ts  
déterministe, le logarithme du rapport des vraisemblances s’écrit simplement : 
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Sous cette forme, ce test de détection n’est pas applicable car on ne connait pas, à 
priori, les valeurs de ( )θA  et ( )ts . La technique classiquement utilisée pour résoudre ce 
problème consiste à remplacer les valeurs inconnues du modèle par leurs estimées au sens du 
maximum de vraisemblance. On perd alors les propriétés d’optimalité du test de Neyman-
Pearson, et ce nouveau test devient le Generalized Likelihood Ratio Test (GLRT). Dans notre 
cas les estimées des échantillons temporels des signaux source sont données par l’estimateur 
des moindres carrés : 
 
( ) ( ) ( )( ) ( ) ( )tAAAt HH xθθθs =ˆ  
 
Le GLRT devient donc : 
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On retrouve la forme bien connue du Matched Subspace Detector (MSD) [4][5]. Dans 
le cas simplifié où la source occupe un sous-espace de dimension 1 seulement, on retrouve le 
détecteur par filtrage adapté (Matched filter detector). 
 
 Le plus intéressant est de constater que MSDT ′  possède exactement la même forme que 
l'estimateur des directions d'arrivée au sens du maximum de vraisemblance. Ainsi, la 
détection et l'estimation angulaire seront souvent réalisées par le même algorithme de calcul. 
On peut rappeler ici que celui-ci se simplifie en simple transformée de Fourier sous certaines 
hypothèses. 
 
 Sous cette forme, le détecteur suppose que la puissance du bruit est connue ou qu'elle 
peut être estimée par ailleurs. C'est le cas en Radar ou en Sonar où l'on dispose de données 
secondaires, même si le choix des cellules adjacentes à la cellule sous test à utiliser pour 
effectuer cette estimation pose parfois des problèmes d'homogénéité. Cependant, dans de 
nombreuses autres applications, cette information n'est pas disponible. Dans ce cas, il faut 
considérer la puissance du bruit comme un paramètre supplémentaire inconnu, l'estimer au 
sens du maximum de vraisemblance et l'intégrer au GLRT. On aboutit alors à la seconde 
forme du GLRT : 
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Contrairement à la première forme, celle-ci possède un taux de fausse alarme constant en 
fonction du niveau de bruit, d'où son nom : Constant False Alarm Rate (CFAR). 
 
 
 
 Toutes les méthodes de traitement du signal présentées dans cette partie sont optimales 
vis-à-vis d'un (ou plusieurs) critère de performance (maximisation du rapport signal à bruit, 
minimisation de l'erreur quadratique, maximum de vraisemblance, maximisation de dP ). Leur 
calcul est toujours intrinsèquement lié à une modélisation fine des signaux reçus. Elles sont 
donc adaptées à ce modèle et possèdent les meilleures performances si le signal reçu suit 
effectivement le modèle supposé. Malheureusement, toute modélisation n'est qu'une vue 
simplificatrice de la réalité des choses et les signaux effectivement reçus ne suivent jamais 
parfaitement le modèle supposé. En effet, en pratique, les défauts de l'électronique (dispersion 
des gains des capteurs, des amplificateurs ou des filtres, …) et la réalité de l'environnement de 
l'antenne (non linéarité du front d'onde, multi-trajets, …) sont autant d'écarts par rapport à un 
modèle parfait à cause de leur caractère aléatoire et non stationnaire. Dans ce cas, les 
performances de ces traitements optimaux se dégradent, en général, très rapidement. Elles 
peuvent devenir parfois moins bonnes que celles de traitements de base non adaptés. Dans la 
prochaine partie, nous allons voir plus en détail quelles sont les erreurs de modélisation que 
l'on rencontre en pratique et leurs raisons. Enfin, nous analyserons les conséquences de ces 
défauts sur les performances des méthodes optimales. 
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IV- Défauts de modélisation : 
 
 
1- Causes des défauts de modèle : 
 
 Une des définitions courantes du mot "modèle" est une représentation simplifiée d'un 
processus réel. Ainsi, un modèle traduit sous forme mathématique les caractéristiques qui 
nous intéressent pour l'analyse d'un phénomène physique, mais ne décrit pas, par nature, la 
totalité de son comportement. 
 Dans notre cas d'étude, le modèle choisi : ( ) ( ) ( ) ( )tnsθtx += tA  représente simplement 
la réception de plusieurs ondes planes, provenant de sources ponctuelles et d'un bruit additif 
que l'on suppose souvent gaussien et blanc temporellement et spatialement. On suppose de 
plus que l'on sait modéliser précisément la forme des vecteurs directionnels ce qui suppose de 
connaître parfaitement la position, le comportement (gain, phase, diagramme d'antenne) des 
capteurs et que ces caractéristiques n'évoluent pas dans le temps. La connaissance précise de 
l'électronique associée à ces capteurs doit également être parfaite. Dans les applications 
pratiques décrites précédemment, ces hypothèses ne sont valides que de manière approchée. 
Parmi l'infinité de sources d'écart possible entre modèle et réalité, nous allons citer les 
principales en essayant de les regrouper en fonction de leur cause. 
 
 
1.1 Défauts de modèle liés à la source: 
 
 Une source ou cible (en radar) totalement ponctuelle ne peut exister. Elle occupe en 
général une zone de l'espace plus ou moins étendue. L'onde émise ou réfléchie va donc être la 
somme de plusieurs ondes (points brillants) qui peuvent fluctuer en amplitude, phase et 
polarisation. L'onde effectivement reçue sur le réseau sera donc la somme de ces ondes 
élémentaires avec une pondération aléatoire. L'amplitude totale reçue peut donc varier de 
manière aléatoire. On peut essayer d'approcher ces variations aléatoires par un modèle 
(modèles de Swerling, par exemple) où considérer simplement que ce phénomène se traduit 
par l'ajout d'un bruit multiplicatif sur le modèle. 
 D'autre part, la direction d'arrivée d'une source n'est jamais parfaitement connue. De 
plus, elle est très souvent mobile au cours du traitement (télécommunication mobile, radar, 
navigation, …). Or les traitements vus précédemment supposent la direction d'arrivée fixe au 
moins durant un horizon temporel de N points (pour estimer la matrice de covariance spatiale, 
par exemple). Même dans le cas d'une source fixe que l'on cherche à localiser, on va tester 
l'amplitude reçue après formation de faisceau sur une grille de valeurs angulaires. Il est très 
peu probable que la source se trouve exactement sur l'une de ces valeurs discrètes, ce qui va 
entrainer une perte parfois très importante du gain de traitement. A la manière du zéro-
padding utilisé pour améliorer les analyses fréquentielles, on peut ici aussi former un plus 
grand nombre de voies à tester, mais cela à un coût calculatoire. 
 
 
1.2 Défauts de modèle liés à l'environnement : 
 
 La première caractéristique de l'environnement est la vitesse de propagation des ondes 
qui s'y propagent. Cette vitesse est en général considérée comme constante mais elle varie très 
légèrement pour les ondes électromagnétiques (à cause de l'indice différent de certains 
milieux : ionosphère, troposphère) et de manière non négligeable pour les ondes de pression 
acoustique. Par exemple, pour les ondes acoustiques, la célérité est proportionnelle à la racine 
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carrée de la température absolue et peut donc varier fortement dans le temps ou l'espace. Cette 
propriété est d'ailleurs utilisée par certains sondeurs de température troposphérique pour les 
analyses météorologiques [6]. Cette variation de célérité va donc faire varier le retard de 
propagation entre la source (ou la cible) et l'antenne mais également le déphasage entre les 
capteurs, et donc le vecteur directionnel. 
 De manière plus générale, pour les applications spatiales (télécommunications ou 
navigation par satellite) la traversée de l'ionosphère et de la troposphère engendre de 
nombreux effets néfastes. On peut citer, par exemple, une réfraction du front d'onde qui 
modifie légèrement la direction d'arrivée apparente de la source, une scintillation d'amplitude, 
de phase et de polarisation (due à l'agitation électronique dans l'ionosphère) et un retard de 
propagation supplémentaire. C'est d'ailleurs pour cette raison que l'on utilise deux longueurs 
d'ondes différentes en navigation par satellite pour compenser ces derniers effets. A ces 
défauts, on peut rajouter les conséquences des intempéries qui provoquent une dépolarisation 
et une atténuation supplémentaire [7]. 
 D'autre part, la modélisation employée précédemment fait l'hypothèse de signaux à 
bande étroite, ce qui n'est jamais le cas de manière stricte. Nous verrons plus tard que cette 
hypothèse peut également être mise en défaut par la puissance de la source. En effet, plus la 
puissance augmente, plus la dimension du sous-espace occupé par cette source est susceptible 
d'augmenter même si la bande n'entraîne qu'une rotation de phase très faible lors de la 
traversée du réseau (hypothèse bande étroite) [8] [9]. 
 De même une onde n'est jamais strictement plane. Si cette hypothèse est en général 
bien vérifiée pour les sources lointaines, elle ne le sera pas pour les réflexions de ces ondes à 
proximité de l'antenne (diffraction). Or ces multi-trajets locaux sont inévitables à cause des 
capteurs eux-mêmes, de leurs supports ou de l'environnement local (zone urbaine). Ainsi, ces 
multi-trajets peuvent avoir une signature spatiale différente d'une onde lointaine. 
 De manière plus générale, l'environnement électromagnétique à proximité de l'antenne 
(plan de masse, masquages, …) va modifier le comportement électromagnétique de chaque 
capteur (diagramme d'antenne, …). Ainsi, le vecteur directionnel associé à une antenne va 
dépendre de sa position. Ce sera le cas si elle doit être embarquée sur différents porteurs ou si 
elle est tout simplement mobile. Le comportement d'un équipement de communication, de 
navigation ou de radar peut être totalement modifié lors d'un changement de porteur. 
 
De plus, dans bon nombre d'applications, il existe des perturbations environnementales 
de natures mécaniques (acoustique, sismologie, …) ou électromagnétiques qui peuvent être 
naturelles (soleil) ou humaines. Il existe, en effet de nombreux brouilleurs civils (radio, 
télévision, …) qui même s'ils ne sont pas dans la même gamme de fréquence que celle utilisée 
peuvent brouiller des signaux de faible puissance (comme le GPS) à cause de leurs 
harmoniques [8]. Ces brouilleurs peuvent émettre des signaux de types très divers (pulsés, 
mobiles, …) ce qui les rend très difficiles à modéliser. On retrouve ce même problème de 
modélisation dans le cas de l'écoute active (radar, sonar) où l'environnement renvoie 
également des échos vers l'émetteur (fouillis ou clutter). Il existe de nombreuses 
modélisations du fouillis en radar (mer, sol, …) mais elles ne représentent qu'une valeur 
moyenne de leur réflectivité. 
 
 Enfin, en radar ou sonar, on commet d'autres approximations liées à la modélisation de 
l'effet doppler (qui est souvent simplement approximé par une variation de fréquence porteuse 
seule) et au découplage supposé avec le retard de propagation. 
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1.3 Défauts de modèle liés à l'électronique : 
 
 Pour finir, nous allons analyser les défauts liés aux capteurs, à l'électronique et au 
traitement du signal par calculateur. 
 
 
1.3.1 Capteurs : 
 
Nous pouvons tout d'abord noter que les capteurs utilisés ne sont jamais ponctuels. Ils 
intègrent donc le signal reçu sur leur surface sensible. Le déphasage n'est pas pris en un seul 
point, c'est une moyenne sur cette surface. Malheureusement, cette position moyenne (appelée 
centre de phase) évolue sur la bande du capteur. Le vecteur directionnel va donc également 
varier sur la bande des signaux à recevoir. D'autre part, la réponse en fréquence du capteur est 
rarement totalement plate (gain et phase constante) sur la bande utile. Ainsi, la réception de 
signaux à modulation de fréquence va s'accompagner d'une modulation d'amplitude 
supplémentaire non désirée. Ce phénomène s'observe également sur les amplificateurs et 
filtres de réception. 
La position même des capteurs n'est parfois pas maitrisée de manière parfaite. Celle-ci est 
à comparer à la longueur d'onde qui peut être millimétrique voir inférieure dans certaines 
applications (ultrasons). De plus ceux-ci peuvent légèrement bouger entre eux à cause d'un 
support non parfaitement rigide. C'est le cas par exemple sur des capteurs embarqués à bord 
d'un satellite où, pour des raisons évidentes de poids, les contraintes de rigidité ont été 
relâchées. On retrouve ce même problème sur les antennes de grande taille en acoustique 
sous-marine ou sur certaines antennes aéroportées à cause de la flexibilité des ailes. Les 
vibrations éventuelles des supports peuvent rendre ces positions rapidement changeantes et 
aléatoires. De même le pointage de l'antenne n'est jamais parfaitement connu et est souvent lié 
à l'attitude du porteur (avion, bateau, satellite) qui n'est accessible que par le biais de systèmes 
inertiels dont la précision est limitée. 
Enfin, les capteurs ne sont pas totalement indépendants. Il existe souvent du couplage 
entre eux. Les capteurs utilisés étant accordés sur les fréquences à recevoir, ils vont 
naturellement rayonner une partie de l'onde reçue qui va perturber le capteur voisin. Ce 
problème de couplage est le frein principal à la réduction de la taille de certaines antennes. 
 
 
1.3.2 L'électronique : 
 
On retrouve approximativement tous les problèmes cités dans le cas des capteurs au 
niveau de l'électronique de réception. En particulier des fluctuations de gain et de phase dans 
la bande de réception et du couplage entre voies dû au rayonnement. On observe également 
parfois un rayonnement direct de l'émission vers la réception sur les systèmes actifs (radar, 
sonar) qui peut venir fortement polluer les signaux reçus (fuite d'émission). Ce problème est 
en général plus présent sur les radars bistatiques à onde continue. 
D'autre part, le temps de cohérence des émetteurs hyperfréquences (sauts de phase non 
désirés) limite les temps d'intégration. 
 
De plus, le niveau de bruit électronique n'est pas constant dans le temps. Ce dernier étant 
proportionnel à la température, il va varier en fonction des conditions extérieures et du temps 
d'utilisation du système. Ce problème est particulièrement sensible au niveau des premiers 
étages de réception (amplificateurs à faible bruit ou Low Noise Amplifiers). 
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Enfin, on peut citer d'autres problèmes électroniques tels que les fluctuations liées aux 
variations de l'alimentation en fonction de la demande en courant de certains actionneurs ou 
des non-linéarités (amplificateurs à gain automatique ou Automatic Gain Control) qui peuvent 
entraîner des mélanges entre signaux. 
 
 
1.3.3 Traitement par calculateur : 
 
Pour finir, le traitement numérique des signaux reçus rajoute quelques erreurs par rapport 
au modèle supposé. Ces erreurs peuvent avoir de graves conséquences sur la performance 
finale de l'algorithme de traitement. Ces défauts de nature numériques sont de plusieurs types  
 
. Défauts d'échantillonnage : La fréquence d'échantillonnage peut parfois subir de légères 
variations (jitter) qui vont avoir un effet direct sur la forme temporelle des signaux. Une des 
conséquences possibles de cette non stabilité temporelle va être l'apparition d'un bruit de 
phase supplémentaire. D'autre part, beaucoup de convertisseurs analogique-numérique qui 
effectuent cette opération d'échantillonnage possèdent en réalité un seul convertisseur 
analogique pour toutes les voies à numériser. Ils échantillonnent les M voies d'entrée par 
multiplexage temporel. La conséquence de cette technologie est l'apparition d'un décalage 
temporel supplémentaire entre les voies. Celles-ci n'étant pas échantillonnées simultanément, 
le déphasage entre voies peut ainsi s'en trouver biaisé. 
 
. Défauts de quantification : La quantification des données sur un nombre fini de bits, 
provoque l'apparition d'un bruit. Dans le cas d'une quantification uniforme sur Nb bits, ce 
phénomène peut être modélisé par un bruit additif blanc et uniformément réparti sur 
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 (théorème de sheppard) où A est le calibre de réception choisi. Ce 
bruit peut donc évoluer en fonction de l'amplitude des signaux reçus. 
 
. Approximations des calculs : Pour finir, il ne faut pas oublier que les opérations 
mathématiques que va effectuer le calculateur ne sont pas réalisées avec une précision infinie. 
Qu'il effectue ses opérations en virgule fixe ou flottante, le résultat sera toujours approximé 
par rapport au calcul littéral. Ces approximations peuvent avoir des conséquences assez 
néfastes sur la performance finale surtout lors d'opérations récurrentes où les erreurs de 
troncature sont réinjectées dans les calculs (inversion matricielle, diagonalisation, …). Dans le 
cas de matrices mal conditionnées (forte dynamique entre les sources, le bruit et les 
brouilleurs) ces défauts peuvent même mettre en défaut l'algorithme de calcul. 
 
 
 
Il est trop fastidieux d'étudier les effets de chacun des défauts de modélisation cités dans 
cette partie. Cependant la majorité de ces défauts se traduisent essentiellement de deux 
manières sur les données reçues : 
 
- La modélisation des vecteurs directionnels diffère de la réalité. C'est le cas pour les 
erreurs de pointage, les erreurs de position des capteurs, les vibrations, les défauts 
de capteurs ou de l'électronique associée, les couplages, les erreurs de modélisation 
"bande étroite", les distorsions de front d'onde, les cibles diffuses, les jitter de phase, 
… 
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- La matrice de corrélation spatiale estimée sur N points diffère de la réalité. Cela peut 
être dû à un horizon temporel trop court pour estimer correctement R mais 
également à des changements réels entre le moment de l'estimation de Rˆ  et son 
application aux données reçues. Tout changement de comportement des capteurs, de 
l'électronique, de l'environnement ou des sources (cibles fluctuante ou mobile) 
entraîne un biais entre Rˆ  et la matrice réellement reçue au moment d'appliquer 
l'algorithme de traitement du signal. 
 
 
 
2- Conséquences des défauts sur les méthodes de traitement : 
 
 De manière générale, toutes les méthodes de traitement du signal sont basées sur une 
modélisation mathématique des signaux reçus. Si le modèle n'est pas totalement représentatif 
de la réalité, la méthode va se dégrader. Cependant, certains traitements vont se dégrader 
beaucoup plus rapidement que d'autres. On peut raisonnablement penser que plus l'algorithme 
sera adapté à un modèle et plus le modèle fera d'hypothèses fortes sur la réalité, plus celui-ci 
sera sensible à un écart de modélisation. Ainsi, les méthodes de détection ou d'estimation des 
signaux basées sur la formation de faisceau conventionnelle seront moins dégradées que les 
méthodes basées sur le formateur de faisceau de Capon. Dans la suite de cette partie, nous 
allons analyser la dégradation de performance des méthodes basées sur la formation de 
faisceau adaptative (MVDR, MPDR) qui sont les plus représentatives des effets d'erreur de 
modèle. 
 
 
2.1 Effets d'erreurs d'estimation de la matrice de corrélation sur le MVDR: 
 
 Les effets de l'utilisation d'une matrice de corrélation spatiale estimée (algorithme 
SMI) à la place de la vraie matrice de corrélation R ont, par exemple, été étudiés dans 
[10][11]. On observe alors un comportement totalement différent du formateur de Capon si le 
signal est présent (MPDR) ou non (MVDR) dans les données à traiter. En effet, le nombre de 
points temporels nécessaires au MVDR pour atteindre le SINR optimal à moins de 3 dB est de 
l'ordre de 2 fois la taille du réseau ( )MN 2> . Alors que dans le cas où le signal utile est 
présent dans les données d'apprentissage, il faut un nombre de points temporels beaucoup plus 
conséquent pour atteindre cette même limite ( ) ( )( )sHsoptopt CPSINRoùMSINRN aa 101 −=−> . 
Cette valeur de N peut être très supérieure à la taille du réseau. L'algorithme MPDR est ainsi 
beaucoup plus lent et moins tolérant aux erreurs d'estimation de la matrice de corrélation 
spatiale que le MVDR. Ce point peut poser un problème dans les cas où l'environnement est 
rapidement changeant (cible ou émetteur mobile) et où l'on dispose de peu de temps pour 
estimer cette matrice. 
 
 
2.2 Effets d'erreurs de modélisation du vecteur directionnel sur le MVDR: 
 
 Comme nous l'avons vu précédemment, de nombreuses causes physiques peuvent être 
à l'origine d'un écart entre le modèle du vecteur directionnel dans la direction de visée et sa 
signature spatiale réelle. Les principales raisons sont une erreur de pointage ou bien des 
défauts des capteurs ou du front d'onde. Dans ces conditions, le MVDR s'écrira : 
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ss
s
aa
a
w 1
1
−
−
=
C
C
HMVDR  
alors que le signal reçu est de la forme : 
 
( ) ( ) ( )tnsatx v += t  
Le SINR obtenu sera donc : 
 
s
H
s
v
H
ss
H
v
H
s
aaMVDR C
CP
C
P
SINR
vs aa
aa
ww
aw
1
21
1
2
−
−
−
≠ ==  
 
Dans le cas où le vecteur directionnel est parfaitement connu ( )sv aa = , le SINR optimal 
obtenu s'écrit :  
 [ ]vHvsopt CPSINR aa 1−=  
Ainsi, 
 
( )( )vHvsHs
v
H
s
optaaMVDR CC
C
SINRSINR
vs aaaa
aa
11
21
−−
−
≠ =  
 
La perte de performance induite par cette erreur de modélisation prend la forme d'un cosinus 
généralisé : 
( ) ( )( )vHvsHs
v
H
s
vs CC
C
C
aaaa
aa
aa 11
21
1
,,cos
−−
−
−
=  
 
Elle est donc, bien évidemment, toujours inférieure à 1 et dépend de l'écart entre va  et sa  
mais aussi des écarts avec les vecteurs directionnels interférents contenus dans C . Cependant, 
pour de faibles erreurs de modélisation, cette perte est en général contenue par rapport à celle 
d'un formateur de faisceau de type MPDR comme nous allons le voir maintenant. Toujours 
sous les mêmes hypothèses d'erreur de modèle, le poids du MPDR est donné par : 
 
ss
s
aa
a
w 1
1
−
−
=
R
R
HMPDR  
 
Le SINR obtenu avec un tel formateur de faisceau est : 
 
s
H
s
v
H
ss
H
v
H
s
aaMPDR CRR
RP
C
P
SINR
vs aa
aa
ww
aw
11
21
1
2
−−
−
−
≠ ==  
 
En utilisant le fait que CPR Hs += ss aa , on démontre que ce SINR peut se mettre sous la 
forme suivante [12]: 
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( ) ( )122 ,,sin21 1 −≠≠ ++= CSINRSINRSINRSINR vsoptoptaaMVDRaaMPDR vsvs aa  
 
où ( ) ( )1212 ,,cos1,,sin −− −= CC vsvs aaaa  
 
 
On constate donc que la perte de performance induite par une erreur sur le vecteur 
directionnel est toujours plus importante dans le cas où l’on utilise la matrice de corrélation 
totale R, plutôt que la matrice de corrélation du bruit seul C. Cette perte supplémentaire est en 
général très importante. En effet, on voit qu’elle sera d’autant plus importante que le optSINR  
est important. 
 Cette très grande sensibilité du MPDR aux erreurs sur le vecteur directionnel se 
comprend aisément si l’on revient sur son but. Il est conçu pour minimiser la puissance totale 
du signal sous contrainte de conserver un gain unitaire dans la direction de visée. Dans notre 
cas, le vecteur directionnel correspondant à la source utile n’est pas celui vers lequel il doit 
conserver un gain unité. Ainsi, il va le considérer comme une interférence et essayer de la 
supprimer. Cette atténuation sera d’autant plus grande que la puissance de la source utile sera 
grande. Ce défaut n’existe pas dans le cas du formateur de faisceau MVDR car la matrice de 
corrélation ne contient pas le vecteur directionnel correspondant à la source utile. Ce 
phénomène est classiquement qualifié de « self nulling » dans la littérature et constitue le 
point négatif de la robustesse du formateur de faisceau MPDR. 
 
 
V- Robustification : 
 
Comme nous venons de le voir, les méthodes optimales sont, en théorie, très performantes 
mais souffrent pour la plupart d’une dégradation significative si le signal reçu ne suit pas 
parfaitement le modèle supposé. Or ces défauts de modélisation sont très souvent 
incontournables dans les applications pratiques. Il est alors nécessaire de modifier ces 
méthodes pour les rendre plus robustes aux erreurs de modèle. On trouve, dans la littérature 
diverses modifications apportées aux traitements optimaux en fonction du type d’erreur de 
modélisation à combattre. Certaines méthodes robustes sont ainsi adaptées à un type 
particulier d’erreur (erreur de pointage par exemple), d’autres permettent de combattre des 
erreurs de natures plus diverses et seront donc considérées comme plus robustes. De manière 
intuitive, moins on fait d’hypothèse sur le modèle, plus le traitement associé pourra être 
robuste. Cependant, cette plus grande robustesse se fera, en général au détriment de la 
performance dans le cas nominal (sans défaut). C’est quelque part le prix à payer pour utiliser 
une méthode plus robuste. En pratique, le choix entre robustesse et performance se fera en 
fonction de la confiance que l’on a en notre modèle. 
 
 Au cours de cette partie, nous allons présenter les principales méthodes permettant de 
rendre plus robustes les traitements optimaux. Nous avons essayé de les classer par ordre de 
robustesse croissante. Les dernières permettant soit de combattre des erreurs de plus grande 
amplitude soit de relâcher les hypothèses de modélisation de manière à combattre des erreurs 
de nature plus diverse. Dans chaque cas, nous préciserons quelle fut notre contribution par 
rapport à l’existant dans l’analyse ou la construction de nouveaux traitements robustes. 
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1- Contraintes linéaires: 
 
Nous avons vu précédemment que les méthodes de détection ou de formation de 
faisceau basées sur la méthode de Capon étaient très sensibles aux erreurs de modélisation ou 
de pointage du vecteur directionnel (essentiellement lorsque seule la matrice de corrélation 
totale R est disponible). Ainsi, une première catégorie de méthodes robustes consiste à 
rajouter des contraintes linéaires pour empêcher la dégradation du gain du réseau sur une 
gamme de vecteurs directionnels susceptibles de provenir de la source. Cette méthode 
généralise ainsi le formateur de faisceau de Capon qui ne comporte qu’une seule contrainte 
linéaire de gain unité dans la direction de la source. Nous nous plaçons dans le cadre de la 
formation de faisceau. Les méthodes de détection associées en découlent puisqu’elles 
consistent simplement à mesurer la puissance en sortie de formation de voie. La formulation 
générale pour toutes les méthodes de cette catégorie peut prendre deux formes en fonction de 
la matrice de corrélation disponible : 
 
a- Dans le cas où la matrice de corrélation totale (signal+bruit) est disponible, on 
parle de formateur de faisceau de type LCMP (Linearly Constrained Minimum 
Power beamformer) et on cherche w qui minimise ww RH  sous contrainte 
dw =ZH . 
 
b- Dans le cas où la matrice de corrélation du bruit seul est disponible, on parle de 
formateur de faisceau de type LCMV (Linearly Constrained Minimum 
Variance beamformer) et on cherche w qui minimise ww CH  sous contrainte 
dw =ZH . 
 
 
Dans les deux cas, la matrice Z contient les r contraintes linéaires ; la première étant en 
général la contrainte de non distorsion dans la direction de la source : [ ]ZZ ~sa=  et 
[ ]dd ~1= . 
 
En utilisant le lagrangien pour effectuer ces minimisations sous contraintes, on obtient 
directement : 
a- [ ] dw 111 −−−= ZRZZR HLCMP  
b- [ ] dw 111 −−−= ZCZZC HLCMV  
 
 
Plusieurs types de contraintes sont couramment utilisées : 
 
 
1.1 Contraintes directionnelles: 
 
 Les contraintes les plus intuitives qui viennent à l’esprit sont des contraintes 
directionnelles supplémentaires. Elles protègeront le formateur de faisceau contre des erreurs 
de pointage ou de direction de la source. Dans ce cas si la direction de la source est 
sθ ( )( )ss aa =θ , on choisira une matrice de contrainte du type suivant :  
 
( ) ( ) ( )[ ]...21 θθθθθ ∆+∆+= sssZ aaa  et [ ]...111=d  
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Remarque 1 : On choisit, en général des contraintes symétriques autour de la direction de 
visée : ( ) ( ) ( )[ ]θθθθθ ∆−∆+= sssZ aaa  et [ ]111=d . 
 
Remarque 2 : A l’opposé, on peut également rajouter des contraintes permettant d’étendre 
angulairement l’atténuation dans la direction d’un brouilleur dont la direction, iθ  n’est pas 
parfaitement connue. Dans ce cas, on utilise des contraintes du type  : 
( ) ( ) ( ) ( )[ ]θθθθθθ ∆−∆+= iiisZ aaaa  et [ ]0001=d . 
 
 
1.2 Contraintes dérivatives: 
 
 De manière plus générale aux simples contraintes directionnelles, on peut essayer de 
préserver le gain du réseau par rapport à la variation d’un paramètre qui influe sur le vecteur 
directionnel. Ainsi si l’on note ψ  le paramètre susceptible de varier dans le modèle (comme 
la direction d’arrivée, l’espacement inter-capteur, la longueur d’onde, …), le gain du réseau 
peut s’écrire ( ) ( )ψψ awHg =  et pour une petite erreur sur ψ , 
 
( ) ( ) 





+
∆
∂
∂
+∆
∂
∂
+=∆+ ...
2
2
2
2 ψ
ψψψψψψ
aa
awHg  
 
Ainsi, si l’on souhaite que le gain reste insensible à cette petite variation, il faut considérer des 
contraintes linéaires du type : 
 
( ) 





∂
∂
∂
∂
= ...2
2
ψψψ
aa
aZ  et  [ ]0001=d  
 
Dans le cas traité précédemment où le paramètre mal connu est la direction d’arrivée, on 
utilisera simplement une matrice de contrainte du type : ( ) 





∂
∂
∂
∂
= ...2
2
θθ
ψ aaaZ  . Mais 
cette méthode se généralise aisément aux cas où la position des capteurs est mal connue 
(vibrations, …) ou aux cas où la longueur d’onde peut varier (acoustique). 
 
 
1.3 Contraintes pour maintenir le gain en bruit blanc: 
 
 Les formateurs de faisceau de type Capon essayent de minimiser la puissance du bruit 
(ou la puissance totale) sous contrainte de conserver un gain unité dans la direction de la 
source : 1=s
Haw . Cette contrainte peut être généralisée de manière à obtenir le diagramme 
d’antenne désiré en présence de bruit spatialement blanc ( )IC 2σ= . En effet, en changeant la 
contrainte 1=s
Haw  par 1=dww
H
 où dw  est un vecteur de pondération qui permet de 
spécifier le diagramme d’antenne que l’on souhaite en bruit blanc, la solution des formateurs 
de Capon s’écrira : 
 
a- 
dd
d
ww
w
w 1
1
−
−
=
R
R
H  
 
(3) 
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b- 
dd
d
ww
w
w 1
1
−
−
=
C
C
H  
 
(4) 
 
 
Ces solutions se simplifient (à un facteur près pour le MPDR) en dww =  dans le cas 
IC 2σ= . La pondération en bruit blanc, dw  est en général définie à l'aide de la méthode des 
moindres carrés en fonction du gain en bruit blanc désiré, ( )θdg  (ceci de manière analogue à 
la méthode de synthèse vue en III.1.1). Ainsi, on cherche à minimiser la somme des erreurs 
pour toutes les directions d’arrivée entre le gain désiré et celui résultant de l’utilisation de 
dw  : 
 
 
 
Remarque : On peut limiter cette intégration à la région d’intérêt de l’espace et laisser le 
diagramme libre en dehors. On peut également pondérer cette erreur par la probabilité 
d’apparition de la source en fonction de l’angle d’arrivée de manière à privilégier une 
certaine partie de l’espace. 
 
La minimisation de ce critère mène directement à 
 
( ) ( ) ( ) ( )∫∫
−
∗
−
−








=
2
2
1
2
2
pi
pi
pi
pi
θθθθθθ dgd d
H
aaawd  
 
Les deux formateurs de faisceau associés à cette pondération ( (3) et (4) ) n’exploitent qu’une 
seule contrainte linéaire ( )1=dwwH  et ne sont donc pas robustes aux éventuelles erreurs de 
modèle. Pour améliorer la robustesse de ces formateurs de faisceau, on peut rajouter des 
contraintes linéaires orthogonales à dw  de manière à ne pas perturber le diagramme en bruit 
blanc. Le diagramme d’antenne étant défini à un facteur multiplicatif près, on peut se fixer 
1=dd ww
H
. La projection de w  sur dw  étant fixée par la première contrainte ( )1=dwwH , 
nous allons jouer sur les degrés de liberté restant dans l’espace orthogonal. Nous pouvons 
ainsi décomposer w  comme suit : 
 
www
dd ww
⊥+= PP  
 
où 
dw
P  et ⊥
dw
P  sont respectivement les projections orthogonales sur dw  et son espace 
orthogonal. 
Si l’on note ww
dwp
⊥
= P , on a pd www += . On cherche alors des contraintes 
supplémentaires sur w  de manière à forcer le diagramme d’antenne à rester au plus près du 
diagramme souhaité par dw  en bruit blanc, malgré les variations possibles de w . On définit 
ainsi une erreur quadratique moyenne qu’on limite en général à une région précise de l’espace 
D (le lobe principal par exemple) : 
( ) ( )∫
−
−=
2
2
22
pi
pi
θθθε dg Hd aw
 45 
( ) ( )∫ −=
D
HH dθθθε
22 awawd  
 
Cette erreur quadratique peut se mettre sous la forme suivante : ( )wwww
dd wwpp
⊥⊥Γ=Γ= PP D
H
D
H2ε  
où ( ) ( )∫=Γ
D
H
D dθθθ aa . 
 
On sait alors que pour minimiser 2ε , il faudra choisir w  orthogonal aux vecteurs propres 
principaux de ( )⊥⊥Γ
dd ww
PP D . Ainsi, si l’on note rii ,...,1=Φ  les vecteurs propres classés par 
ordre des valeurs propres décroissantes, la matrice de contrainte s’écrira : 
 
[ ]...21 ΦΦ= dwZ  et [ ]...001=d  
 
Cette technique porte classiquement le nom de « quescient patern constrained » (contrainte 
sur le diagramme en bruit blanc) dans la littérature ([3], pp. 547). 
 
 Une autre approche similaire consiste à choisir pw  orthogonal aux vecteurs propres 
principaux de DΓ . Si l’on note rii ,...,1=Ψ  ces vecteurs propres principaux, on aura : 
 
rii
H
,...,10 =∀=Ψpw  
 
soit 
 
i
H
i
H Ψ=Ψ dww  
 
ce qui constitue une contrainte très proche de la précédente : 
 
[ ]...21 ΨΨ=Z  et [ ]...21 ΨΨ= HH dd wwd  
 
Cette technique est couramment qualifiée de « eigenvector constrained » (contrainte sur les 
vecteurs directionnels) ([3], pp. 522). 
 
Ces techniques d’ajout de robustesse par contraintes linéaires peuvent s’avérer utiles dans 
certains cas particuliers tels que des erreurs de pointage d’antenne mais elles sont toujours 
basées sur une modélisation fine des signaux reçus. La plupart d’entre-elles permet ainsi de 
combattre un type d’erreur bien précis (erreur angulaire essentiellement) mais nécessite de 
connaître de façon fine le modèle des vecteurs directionnels. Elles sont par conséquent vite 
mises en défaut dans le cas d’erreurs de distorsion du front d’onde ou de problème de 
décalibration des capteurs. Cette connaissance imparfaite des gains ou des phases de chaque 
récepteur ne peut être intégrée de façon déterministe au modèle du vecteur directionnel. De 
plus, si l’on souhaite protéger le formateur de faisceau de Capon contre une large gamme 
d’erreurs de modélisation, il faudra utiliser un grand nombre de contraintes. Celles-ci 
consommeront ainsi tous les degrés de liberté du réseau qui ne pourra s’adapter aux signaux 
reçus et placer des trous dans les directions de brouillage. Le nombre de contraintes limite 
ainsi l’adaptativité du réseau pour le faire tendre vers un formateur de faisceau conventionnel. 
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2- Diagonal loading : 
 
 
2.1 Analyse de l’existant: 
 
Nous allons maintenant nous intéresser à une technique de robustification très 
populaire en traitement d’antenne : le diagonal loading. C’est la méthode robuste la plus 
utilisée en pratique car, comme nous allons le voir, elle est très simple mais permet malgré 
tout, de combattre une large gamme d’erreurs (erreurs d’estimation de la matrice de 
corrélation R, erreurs de modélisation des vecteurs directionnels). Il existe de nombreuses 
façons d’aboutir à la formulation de ce type de formateur de faisceau ce qui renforce encore 
l’attrait pour cette méthode de choix. Nous allons présenter ici les différentes façons de voir 
cette technique. 
 
La première façon de faire est purement mathématique. En effet, le formateur de 
faisceau MPDR SMI cherche à minimiser la puissance du bruit estimée ( )ww RH ˆ  sous 
contrainte ( )1=sawH . On peut alors régulariser ce problème de minimisation en ajoutant un 
terme de pénalité quadratique à la fonction d’objectif. La minimisation devient alors : 
 
 ( )wwww HH RMin λ+ˆ  sous contrainte 1=sawH  
 
Cette régularisation revient à rajouter un facteur λ  à la diagonale de la matrice estimée Rˆ . 
Autrement dit, cela revient à rajouter artificiellement du bruit spatialement blanc. La solution 
s’écrit donc : 
 
( )
( ) ss
s
MPDR
aa
a
w
DL 1
1
ˆ
ˆ
−
−
+
+
=
IR
IR
H λ
λ
 
 
(5) 
 
Cette opération permet, entre autre, d’améliorer l’inversibilité de la matrice de corrélation. En 
effet, si le support temporel utilisé pour estimer ( ) ( )∑
−
=
=
1
0
1
ˆ
N
k
H
kk ttN
R xx  est du même ordre de 
grandeur que la taille du réseau (M), cette matrice pourrait être mal conditionnée voire non 
inversible. 
 
 Une autre façon, plus physique, d’interpréter la solution robuste de l’équation (5), est 
une contrainte supplémentaire sur le gain du réseau en bruit blanc. En effet, le gain apporté 
par un réseau en présence de bruit blanc seul est le rapport du SNR du réseau 








ww
aw s
H
H
sP
2
2
σ
 sur 
le SNR brut de chacun des capteurs 





2σ
sP
 soit : 
 
22
2
1
ww
aw s
w ==
H
A  
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Ce gain caractérise le comportement d’une pondération donnée en présence d’un bruit 
pouvant provenir de toutes les directions avec la même puissance. On remarque qu’il est 
inversement proportionnel à 2w . 
 
Dans le cas d’une formation de faisceau conventionnelle pour un réseau linéaire à 
capteurs équirépartis, 
M
saw = . L’inégalité de Cauchy-Schwartz appliquée à la contrainte 
( )1=sawH  donne 222 1 ss awaw <=H , soit MA =< 2sw a . Il est ainsi maximal dans le cas 
du formateur conventionnel. Dans le cas d’une formation adaptative, ce gain peut 
énormément baisser. En effet, si l’on suppose une interférence de forte puissance dans une 
direction ia  se trouvant proche de la direction de la source, le MPDR va essayer d’annuler 
l’interférence ( )0≈iaw H  en maintenant la contrainte dans la direction de la 
source ( )1=sawH . Ainsi, ( ) 1≈− is aawH  avec is aa −  très petit. Le formateur de faisceau 
va donc avoir besoin d’un poids, w de norme très importante pour satisfaire cette contrainte. 
Le gain en bruit blanc résultant sera donc très mauvais. Ainsi, ce formateur de faisceau sera 
très peu performant pour la plupart des directions différentes de celle du brouilleur. Par 
conséquent, si la modélisation choisie n’est pas exacte, il va subir énormément de remontées 
de bruits dues aux vecteurs directionnels des brouilleurs mal modélisés. Pour éviter cela, on 
peut rajouter au critère à minimiser un terme proportionnel à la norme du poids w de manière 
à préserver le gain en bruit blanc. Cette formulation revient exactement à celle présentée 
auparavant et aboutit donc également à la solution de surcharge de la diagonale de la matrice 
de corrélation. On peut encore rajouter cette contrainte quadratique des deux façons 
suivantes : 
 
 
( )ww RMin H ˆ  sous contrainte 




<
=
β2
1
w
aw s
H
 
ou bien 
 
( )ww RMin H ˆ  sous contrainte 




=
=
β2
1
w
aw s
H
 
 
Ces deux minimisations sous contrainte mènent encore à la solution (5). 
Toutes les formulations présentées jusqu’à présent rajoutent à la minimisation une contrainte 
supplémentaire sur la norme de w. Elles portent donc, dans la littérature le nom de 
« quadratically constrained beamformer ». 
 
Il existe une autre approche qui généralise cette contrainte quadratique en y ajoutant 
une pondération. Plutôt que de raisonner sur le gain en bruit blanc, on peut essayer de 
contraindre le diagramme d’antenne à rester proche du diagramme désiré en bruit blanc au 
moins dans une zone d’intérêt. On retrouve ainsi la contrainte présentée pour les méthodes 
LCMP de type « quescient patern constrained » (V.1.3). Dans ce dernier cas, nous imposions 
des contraintes linéaires supplémentaires pour minimiser la distance entre le diagramme 
désiré en bruit blanc et celui obtenu en présence d’interférences sur une région de l’espace D : 
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( ) ( ) ppd wwawaw DH
D
HH d Γ=−= ∫ θθθε
22
 
 
Ici, nous allons simplement contraindre cette erreur à rester inférieure à une erreur 20ε  
prédéfinie. Dans ce cas, le problème de minimisation devient : 
 ( )ww RMin H ˆ  sous contrainte 20ε<Γ pp ww DH  
 
Cette nouvelle contrainte est ainsi plus générale que la simple contrainte d’obtention du 
diagramme désiré en bruit blanc : 1=dww
H
. Cette méthode porte ainsi le nom de « soft 
constrained beamformer ». En utilisant les multiplicateurs de Lagrange, la solution 
s’écrit ([3], pp. 593) : 
( ) dp ww RR D ˆˆ 1−Γ+= λ  
 
où λ  est choisi le plus grand possible en respectant la contrainte : 20ε<Γ pp ww DH . 
 
On retrouve donc une solution qui se rapproche d’un diagonal loading mais associé à une 
matrice de surcharge généralisée. On peut en outre remarquer que dans le cas d’une antenne 
linéaire standard et d’un domaine D, couvrant tout l’espace 









−
2
,
2
pipi
, cette matrice devient 
proportionnelle à la matrice identité et l’on retrouve un simple diagonal loading. 
 
 
Remarque : Dans le cas où l’erreur maximale tend vers 0 ( )020 →ε , ∞→λ  et 0→pw  soit  
dww → .Le formateur de faisceau devient non adaptatif ce qui est logique. 
 
 
Un autre type d’approche consiste à essayer de préserver les performances du 
formateur de faisceau de Capon lorsque le vecteur directionnel reçu s’éloigne de la 
modélisation choisie. Dans ce cas, on va explicitement introduire les dégradations possibles 
du modèle dans le problème de minimisation. Une technique consiste donc à minimiser la 
puissance totale sous contrainte de gain unité dans la direction de la source pour tous les 
vecteurs directionnels susceptibles d’être effectivement reçus sur l’antenne. On choisit pour 
cela un sous domaine Ε  de 
 
C 
M 
contenant les dégradations possibles de sa . La plupart du 
temps, ce sous espace prend la forme d’un ellipsoïde. Autrement dit, on considère tous les 
vecteurs directionnels a  tels que : ( ) ε<− 2saaA  où  la matrice A définit la forme de 
l’ellipsoïde. Le cas particulier d’erreurs sphériques IA =  revient à considérer que les erreurs 
sur chacun des capteurs peuvent avoir la même amplitude. On rencontre parfois une 
formulation probabiliste des erreurs sur le vecteur directionnel proche de celle-ci. En effet, on 
peut également considérer que a  est distribué suivant une loi gaussienne complexe de 
moyenne sa  et de matrice de covariance aC . 
Ayant défini ce sous espace Ε  sur lequel le formateur de faisceau de Capon doit 
préserver ses performances, on peut alors chercher la pondération qui minimise la puissance 
totale sous contrainte de gain unité pour tous les vecteurs directionnels appartenant à Ε  : 
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 ( )ww RMin H ˆ  sous contrainte Ε∈∀> aaw 1H  
 
Pour cela, il suffit de vérifier la contrainte dans le pire cas : 
 ( )ww RMin H ˆ  sous contrainte 1=
Ε∈
aw
a
HMin  
 
D’où le nom de ce type de méthode : « worst case optimisation ». La résolution de ce 
problème de minimisation sous contrainte a été menée dans [13] et aboutit encore à une 
solution du type diagonal loading généralisé : 
 
( ) saw 1ˆ −+= QRRCB λα  
 
où Q est directement la matrice de covariance des vecteurs directionnels provenant de la 
source ( )aCQ = . 
 
De même Lorentz et Boyd [14] ont résolu le même problème de minimisation sous la 
contrainte que la partie réelle du gain d’antenne reste supérieure à 1 pour tout vecteur 
directionnel de moyenne sa  et de matrice de covariance aC  : 
 ( )ww RMin H ˆ  sous contrainte [ ] ( )aH CCN ,~1Re saaaw ∀>  
Là encore, la solution associée est un diagonal loading généralisé : 
 
( ) saw 1ˆ −+= QRLB λλ  
 
où HaCQ ssaa−= α . 
 
Dans le cas d’une erreur équi-répartie sur les capteurs ( )IC aa 2σ= , on retrouve le diagonal 
loading simple. 
 
 
 Comme nous venons de le voir, la technique du diagonal loading permet de limiter les 
effets néfastes des erreurs de modélisation sur le vecteur directionnel. Elle permet également 
de lutter efficacement contre les problèmes d’estimations de Rˆ . En effet, il est facile de 
montrer que le diagramme d’antenne en sortie de formateur de faisceau de Capon s’écrit : 
 
( ) ( ) [ ] ( )





−
−= ∑
−
=
1
0
min
M
k
H
k
H
k
k
kH
MPDR Kg θλ
λλθθ auauaa ss  
 
où kλ  et ku  sont respectivement les valeurs propres et vecteurs propres de la matrice de 
corrélation estimée Rˆ et où minλ  désigne sa valeur propre minimale. 
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Sous cette forme, on voit que ( )θMPDRg  correspond au diagramme d’antenne d’une 
formation de faisceau conventionnelle auquel on a retranché des faisceaux pointés vers les 
directions interférentes principales ( )minλλ >>k . Dans le cas idéal ( )RR =ˆ , toutes les valeurs 
propres correspondant au bruit devraient être égales à la puissance du bruit, 2σ  et leur 
contribution dans le diagramme d’antenne nulle. Cependant, du fait de l’estimation de Rˆ  sur 
un support temporel réduit, on peut observer des écarts importants entre une valeur propre 
correspondant au bruit et 2σ . Ceci va affecter le diagramme d’antenne. Pour remédier à ce 
problème et égaliser les plus faibles valeurs propres, la solution est encore de surcharger la 
diagonale de Rˆ  d’un facteur λ . Ceci revient à rajouter un bruit blanc dont la puissance est, 
elle, parfaitement estimée. Une autre méthode, proche de celle-ci consiste simplement à 
rendre les valeurs propres les plus faibles égales à une valeur moyenne sans modifier les 
valeurs propres les plus importantes. On corrige ainsi approximativement les erreurs 
d’estimation de 2σ  dans Rˆ  dues à l’utilisation d’un support d’estimation temporel trop court. 
Cette dernière technique porte le nom de « dominant mode rejection » ([3], pp. 569). 
 
 Nous venons de voir qu’il existe de nombreuses formulations du problème de 
robustesse qui justifient l’emploi du diagonal loading pour améliorer les performances du 
formateur de faisceau de Capon. En définitive, on peut considérer cette méthode comme un 
intermédiaire entre un formateur de faisceau totalement adaptatif (Capon) et un formateur de 
faisceau totalement conventionnel (cf. figure  15). 
 
 
 
Diagonal 
loading 
Formation de 
faisceau 
adaptative 
Formation de 
faisceau 
conventionnelle 
λ 
 
Figure  15 : Réglage du facteur de pondération du diagonal loading 
 
 
En effet, si l’on fait tendre λ vers l’infini, ( )IR λ+ˆ  tend vers ( )Iλ  et DLw  tend vers sa . 
Ainsi, au fur et à mesure que l’on augmente le facteur de surcharge, la formation de faisceau 
devient moins adaptative. Seules les interférences qui dépassent le niveau de bruit 
artificiellement créé seront partiellement éliminées. 
 
 
 
Cette technique comporte ainsi de très nombreux avantages, à commencer par sa 
simplicité d’utilisation. Son principal inconvénient réside dans le fait qu’il n’existe pas de 
méthode simple et systématique dans le choix de la valeur du facteur de surcharge optimal. En 
effet, dans les approches qui contraignent la norme de la pondération et donc le gain en bruit 
blanc, il n’est pas facile de définir la valeur de cette contrainte pour un problème donné. De 
plus, le calcul de la pondération optimale connaissant la contrainte sur la norme de w  passe 
par la résolution d’une équation récursive associée à la diagonalisation de Rˆ  [13]. De même, 
dans les approches de type « worst case optimisation », il faut se fixer a priori une erreur 
maximale envisageable sur le vecteur directionnel, et donc connaître assez précisément les 
différentes sources d’erreurs (en gain, phase, sur le front d’onde, …) et leur amplitude. Or 
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c’est justement ce manque de connaissance qui nous pousse à utiliser des méthodes robustes. 
Les risques de sous-évaluation ou de surévaluation grossière de la norme des erreurs sur le 
vecteur directionnel sont grands, ce qui peut fortement impacter les performances de la 
méthode de diagonal loading. De plus, le calcul de λ se fait, là encore, par l’intermédiaire 
d’une résolution d’équation non linéaire associé à la diagonalisation de Rˆ  [13][14], ce qui 
rajoute une charge calculatoire supplémentaire. 
 Ainsi, en pratique, on choisit simplement une valeur de λ  approximativement située 
quelques décibels au dessus du niveau de bruit (ce dernier étant estimé par la moyenne des 
valeurs propres de faible amplitude). Comme nous allons le voir dans la suite, il existe en 
général une large plage de valeurs de λ  qui donnent des performances acceptables. 
 
 
2.2 Approfondissements: 
 
 Le manque de connaissance concernant le choix du facteur de surcharge ainsi que la 
forme éventuelle de la matrice de pondération (dans le cas diagonal loading généralisé), nous 
a poussé à investiguer plus profondément ce sujet. Nous avons ainsi analysé les performances 
en terme de SINR d’une pondération du type diagonal loading généralisé : 
( ) aw 1−+= QRLB λα  dans le cas où l’on a une méconnaissance sur le vecteur directionnel de 
la source, a . Celui-ci est considéré aléatoire et suit une loi gaussienne complexe de moyenne 
a  (le modèle supposé) et de matrice de covariance aC . Le modèle du signal reçu est donc le 
suivant : 
 
( ) ( ) ( )ttst nax +=  où ( )( ) ( )

CCNt
CCN a
,0~
,~
n
aa
 
 
( )ts  est supposé aléatoire de puissance P. 
 
La matrice de pondération Q, ainsi que le poids associé λ , sont supposés quelconques. Nous 
ne considérons ici que des erreurs sur le vecteur directionnel et non des erreurs sur 
l’estimation de la matrice de corrélation R. Nous étudions un seul type d’erreur et nous 
supposons donc que le support temporel est suffisamment long pour que les erreurs 
d’estimation sur R soient négligeables devant celles sur le vecteur directionnel. 
 
 Sous ces hypothèses, nous avons établi une formule qui prédit précisément le SINR 
moyen en sortie de réseau pour toute pondération du type diagonal loading généralisé [15] : 
 
 
( ) ( ) ( ) 




+−−
−
≈
aa
aa
aa
aa Z
ZZCZCTrZ
ZP
SINR H
a
H
a
H
H
21
1
1 2
024
0
______
γ
γ
 
 
(6) 
 
 
où ( ) ( ) 11 −− ++= CQCCQZ  
et 
( )
( )
( )[ ]
( )
( ) ( )
( )( )21
11
1
1
1
1
0
1
aa
aa
aaaa
aa
−
−−
−
−
−
−
+
++
−
+
+
+
+
++
=
CQ
CQCCQ
CQ
CCQTr
CQP
CQP
H
a
H
H
a
H
H
γ  
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Cette formule permet ainsi de prévoir de manière simple la performance que l’on peut 
obtenir en fonction du choix de λ  et Q , ce qui faisait défaut auparavant. On peut alors 
analyser l’influence de la forme de Q et du facteur de pondération associé sur le SINR du 
réseau. Nous avons, de plus comparé ce SINR à deux SINR de référence : 
 
 . Le SINR optimal que donnerait le formateur de faisceau qui connaîtrait le vrai vecteur 
directionnel a . Celui-ci est donc proportionnel à a1−C  et n’est, bien entendu, pas réalisable 
en pratique. Il nous servira de référence pour analyser la dégradation engendrée par la 
méconnaissance du vecteur directionnel. Le SINR ainsi obtenu est [15] : 
 ( )[ ]aHopt CCTrPSINR +×= − aa1  
 
 . Le SINR du MVDR généralisé. Celui-ci tend à maximiser le SINR moyen :  
 
( )
( ) ( )[ ]a
H
H
H
CCVPP
tE
tsE
Arg +=


















=
− aa
nw
aw
w
w
MVDR
1
2
2
max  
 
On peut noter que celui-ci nécessite la connaissance de aC , contrairement au diagonal 
loading. Le SINR associé à ce formateur de faisceau est : 
 ( )[ ]aHMVDR CCPSINR +×= − aa1maxλ  
 
où [ ].maxλ  désigne la valeur propre principale. 
 
L’exploitation de la formule (6) à travers diverses simulations nous a permis de mener une 
analyse sur le choix de Q ou la valeur de λ . 
 
 
- Choix de Q : 
 
Comme nous l’avons vu auparavant certaines méthodes de type « worst case 
optimisation » mènent à une solution du type ( ) aw 1ˆ −+= QR λα  où aCQ = . Si l’on considère, 
par exemple le cas où la méconnaissance du vecteur directionnel provient d’une diffraction 
locale, on aura : 
( )∑−
=
+=
1
0
~1 L
k
kkgL
θaaa  
 
où kg  sont aléatoires de moyenne nulle, indépendants, identiquement distribués et de 
puissance 2gσ , et où les kθ
~
 sont aléatoires, indépendants de densité de probabilité gaussienne, 
( )θ~p . 
 
Dans ce cas, a est de moyenne a  et sa matrice de covariance est ( ) ( ) ( ) θθθθσ ~~~~2 dpC Hga ∫= aa . 
Dans les applications standards, la variance sur θ~ est relativement faible (de l’ordre de 
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quelques degrés) et la matrice aC  ne possède que très peu de valeurs propres significatives 
(elle est proche d’une matrice à rang déficient). On est donc souvent très loin d’une matrice 
identité et l’emploi d’une pondération proportionnelle à aC  serait alors préconisé [13]. Nous 
avons donc comparé les SINR obtenus avec la meilleure pondération possible dans le cas 
d’une pondération non diagonale ( )aCQ =  et d’une pondération diagonale ( )IQ = . Quelle 
que soit l’amplitude des variations de a  autour de a , la pondération utilisant un diagonal 
loading simple s’avère plus performante que celle utilisant une pondération non diagonale. 
Ceci pousse donc à utiliser de manière généralisée une pondération diagonale simple ( )IQ =  ; 
d’autant plus qu’en pratique, la matrice de covariance des erreurs, aC  n’est pas connue. 
 
 
- Choix de λ  : 
 
Dans les cas classiques où la formation de faisceau adaptative est requise (fortes interférences 
localisées et SNR faible) et pour des incertitudes sur le vecteur directionnel faibles, diverses 
simulations [15] montrent qu’une large plage de valeurs de λ  est admissible. En effet, un 
facteur de surcharge compris entre le niveau de bruit et le niveau des interférences permet 
d’obtenir un SINR proche de celui du MVDR généralisé à quelques décibels près. Dans le cas 
où les incertitudes sur le vecteur directionnel augmentent, les solutions de type diagonal 
loading ne sont plus capables de maintenir un SINR proche de celui du formateur de faisceau 
optimal. Cette constatation nous pousse alors à nous tourner vers des méthodes d’estimation 
de a  avant de former le faisceau plutôt que d’essayer de nous protéger contre des 
dégradations du vecteur directionnel qui deviennent de plus en plus grandes. Ce type de 
méthode sera présenté dans la suite de ce document. 
 
Dans le cas d’une matrice de pondération identité et à partir de la formulation du SINR 
en fonction du facteur de surcharge (6), nous avons cherché à obtenir la valeur optimale de λ  
[16]. Dans l’hypothèse de fortes interférences en dehors du lobe principal de pointage de 
l’antenne, nous avons approximé l’expression (6) pour obtenir la valeur de λ  qui maximise le 
SINR : 
 [ ]( )aHnnopt RUUTrP ×+−≈ 2σλ  
ou plus simplement, 
 ( )MPoptapprox ×+−≈ 2σλ  
 
où nU  est le sous espace bruit de C ( )HnnnHjjjH UUUUUUC Λ+Λ=Λ=  et 
[ ] aHHa CER +== aaaa . 
 
On remarque que cette valeur de pondération est toujours négative contrairement aux valeurs 
classiquement utilisées. Ceci peut paraître surprenant mais l’utilisation d’une valeur négative 
pour le facteur de surcharge a déjà été évoqué dans [17]. La matrice de corrélation ainsi 
pondérée peut alors devenir de rang déficient si optλ  coïncide avec une valeur propre de R 
c'est à dire ( )IR optλ+  est non inversible. Ce point sera donc à surveiller dans le cas 
d’utilisation de cette valeur optimale négative. La forme approchée de cette valeur optimale 
ne dépend seulement que de la puissance du bruit et de la source ( 2σ et P ). Elles ne sont pas 
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connues a priori, mais peuvent être estimées soit à partir de données secondaires, soit à partir 
de la diagonalisation de R. Des simulations [16] ont montré qu’une valeur positive de λ  peut 
également améliorer le SINR, mais dans des proportions moins importantes qu'avec optλ . Ceci 
est illustré sur la figure  16 qui représente le SINR de sortie du réseau en fonction de la 
pondération λ  dans le cas classique d’une antenne linéaire à capteurs équirépartis à M=10 
éléments en présence d’une source supposée à 0° alors que la direction effective est 4,6° (soit 
une erreur de 0,2 fois la largeur totale du lobe d’antenne) et de 2 interférences de forte 
puissance (de 20 et 30 dB au dessus du signal positionnées à -20° et 30°).  
 
 
 
Figure  16 : Diagonal loading, choix optimal du facteur de surcharge 
 
 
On voit que le SINR obtenu grâce à la valeur optimale de λ permet de retrouver le 
SINR du formateur de faisceau clairvoyant (qui connaît le vrai vecteur directionnel) alors que 
pour λ positif, il existe une perte. Par contre, la plage des valeurs de λ du côté positif est 
beaucoup plus étendue que du côté négatif. L’utilisation de ce facteur de pondération optimal 
permet de compenser la majeure partie des types d’erreurs que l’on rencontre sur les vecteurs 
directionnels (erreurs angulaires, décalibration de réseau ou perturbation de front d’onde) 
comme le montre la figure  17 qui représente le SINR obtenu en sortie de réseau dans le cas 
d’une erreur angulaire aléatoire uniformément répartie sur la plage [ ]θθ ∆∆− , . Cette courbe 
compare le formateur de faisceau adaptatif avec la pondération optλ  au MVDR généralisé et 
au formateur de faisceau clairvoyant (ce dernier connait la position angulaire de la source à 
chaque réalisation) en fonction de l’erreur maximale θ∆  (exprimée en fraction de largeur de 
lobe d’antenne BWNN). 
 
Figure  17 : Performance du diagonal loading en cas d'erreur de pointage 
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Il est à noter que cette valeur optimale de λ  ne prévaut que dans le cas d’erreurs sur le 
vecteur directionnel. Dans le cas d’erreurs d’estimations de la matrice R, notre expérience est 
qu’il est préférable d’utiliser un facteur de pondération positif. 
 
 
2.3 Diagonal loading - Résumé: 
 
Contexte : 
 - Sous sa forme généralisée, le diagonal loading consiste à modifier le MPDR comme suit : 
( ) aw
DLMPDR
1
ˆ
−
+= QR λα  
 
Le cas particulier le plus répandu étant de prendre IQ =  
 
- Il permet de combattre aussi bien les erreurs sur le vecteur directionnel ( )aa ≠  que sur la 
matrice de corrélation spatiale ( )RR ≠ˆ  
 
- Il est le résultat de plusieurs formulations : 
         . contrainte sur le gain en bruit blanc 
         . contrainte de non distorsion sur une zone autour de a  
         . égalisation des valeurs propres 
         . réglage de l’adaptativité du réseau à l’environnement 
 
- Sa principale limitation réside dans le choix du facteur de surcharge λ  
 
Contribution : 
- Formulation du SINR en sortie de réseau pour une pondération du type diagonal loading 
généralisé. 
 
- Calcul d’un facteur de pondération optimal. 
 
Résultats : 
- Dans la majorité des cas, les performances du diagonal loading simple ( )IQ =  sont 
supérieures à celles du diagonal loading généralisé. 
 
-Il existe une valeur négative optimale du facteur de pondération qui permet de compenser les 
erreurs sur le vecteur directionnel. Il existe également une large plage de valeurs positives du facteur 
de surcharge permettant de combattre en plus les erreurs d’estimation de R. 
 
Références : 
O. Besson and F. Vincent, "Performance analysis of beamformers using generalized loading of the 
covariance matrix in the presence of random steering vector errors", IEEE Transactions on Signal 
Processing, vol. 53, no. 2, pp 452-459, February 2005. 
 
F. Vincent and O. Besson, "Steering vector errors and diagonal loading", IEE Proceedings – Radar, 
Sonar and Navigation, vol. 151, no. 6, pp 337-343, December 2004. 
 
F. Vincent and O. Besson, "Steering vector uncertainties and diagonal loading", Proceedings 
SAM2004, Sitges, July 18-21 2004. 
 
O. Besson and F. Vincent, "Performance analysis for a class of robust adaptive beamformers", 
Proceedings ICASSP04, Montreal, May 17-21 2004. 
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Comme nous l’avons vu précédemment, si l’amplitude des erreurs sur le vecteur 
directionnel devient trop importante, les méthodes de type diagonal loading ne permettent 
plus de compenser la perte de performance associée. Il vaut mieux alors essayer d’estimer le 
vecteur directionnel plutôt que de protéger les performances sur une zone trop étendue. Nous 
allons présenter dans un premier temps certaines méthodes qui exploitent la décomposition de 
la matrice de corrélation spatiale estimée, Rˆ  pour projeter le vecteur directionnel dans un 
sous espace restreint. Ce type de méthodes est connu dans la littérature sous le nom de 
formation de faisceau à rang réduit et permet de combattre, entre autres, d’éventuelles erreurs 
sur la modélisation du vecteur directionnel comme nous le verrons plus tard. Nous 
présenterons ensuite d’autres méthodes que nous avons développées pour prendre en compte 
directement les défauts de modélisation sur le vecteur directionnel. 
 
 
3- Formation de faisceau à rang réduit: 
 
Les méthodes robustes présentées précédemment (LCMP ou diagonal loading) 
nécessitent  une estimation suffisamment précise de la matrice de corrélation R pour être 
efficaces. Or, dans de nombreux cas, l’horizon temporel disponible est très court et parfois 
même inférieur à la taille du réseau. C’est particulièrement le cas en radar ou 
télécommunication où le nombre d’éléments du réseau peut être important (plusieurs 
centaines parfois) et l’environnement changeant (antenne tournante ou aéroportée, sources 
rapidement fluctuantes ou mobiles). On peut également être confronté à cette situation si la 
structure de l’antenne évolue rapidement (vibrations sur les antennes aéroportées ou antennes 
flexibles de grandes tailles). Dans ce cas, l’estimation complète de la matrice de corrélation 
n’est pas possible. Par contre, on peut souvent estimer ses vecteurs propres principaux qui 
définissent le sous espace signal. Celui-ci est souvent de petite taille par rapport à la taille du 
réseau. Les méthodes de formation de faisceau à rang réduit, basées sur ce principe permettent 
donc de combattre en premier lieu les erreurs d’estimation de la matrice de corrélation. Elles 
permettent par la même occasion de réduire la charge calculatoire. A ces deux qualités 
intrinsèques, se rajoute la robustesse aux erreurs de modélisation sur le vecteur directionnel. 
En effet, les données reçues contiennent la vraie signature spatiale du vecteur directionnel 
alors que celle-ci n’est pas toujours parfaitement connue. On va ainsi, naturellement atténuer 
les erreurs d’estimation en projetant le vecteur directionnel supposé sur le sous espace auquel 
il appartient réellement. Dans la littérature, on distingue 3 types différents de formateurs de 
faisceau basés sur une projection dans l’espace signal. 
 
 
3.1 Formateur de faisceau de Hung-Turner [17]: 
 
Ce formateur de faisceau s’applique exclusivement dans le cas où l’on dispose de 
données secondaires exemptes de signal utile ( ) ( )[ ]( )10 ... −= NttX xx . Le principe de ce 
formateur de faisceau consiste simplement à projeter le vecteur directionnel désiré sur 
l’orthogonal du sous espace formé par les données secondaires (sous espace interférent) : 
 
saw
⊥
= XP  où ( ) HHX XXXXIP 1−⊥ −=  
 
C’est ainsi la méthode la plus simple envisageable lorsque l’on dispose de données 
secondaires. Le principal avantage de cette méthode est de fournir un formateur de faisceau 
performant même dans le cas où le nombre d’échantillons des données secondaires est faible. 
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Cette approche consiste en fait à remplacer l’inverse de la matrice de corrélation du bruit et 
des interférences, 1−C , qui serait difficile à estimer par ⊥XP . Nous avons vu précédemment 
que l’inverse de la matrice de corrélation se comportait comme un projecteur sur l’espace 
orthogonal aux interférences dans le cas de brouilleurs de forte puissance. Dans ce cas, on 
aura un trou parfait dans la direction du brouilleur. Par contre, dans le cas d’un brouilleur de 
plus faible puissance, l’atténuation dans la direction du brouilleur ne doit pas être infinie. Le 
SINR en sortie de formateur de faisceau va alors s’éloigner de l’optimal. Pour remédier à ce 
problème, une autre approche consiste à projeter le vecteur directionnel supposé sur le sous 
espace signal et calculer un formateur de faisceau du type MPDR avec ce vecteur 
« amélioré ». Ce formateur de faisceau porte classiquement le nom de formateur de faisceau 
en composante principale. 
 
 
3.2 Formateur de faisceau en composante principale: 
 
Contrairement au formateur de faisceau de Hung-Turner celui-ci ne nécessite pas de 
données secondaires pour établir un sous espace signal et bruit. Cette décomposition de 
l’espace est basée sur la matrice de covariance estimée, comme vu précédemment : 
 
H
nnn
H
sss UUUUR Λ+Λ=ˆ  
 
où sΛ est la matrice diagonale qui contient les valeurs propres principales et nΛ les valeurs 
propres les plus faibles. sU et nU sont orthogonaux et représentent respectivement les sous 
espace signal et bruit. La pondération associée à ce formateur de faisceau est donc, à un 
facteur multiplicatif près : 
 
paw
1
ˆ
−
= R  
où sp aa sP=  et 
H
sss UUP = . 
 
Elle peut également s’écrire : 
 
( )∑−
=
−
=Λ=
1
0
1 1r
k
k
H
k
k
H
sss UU uauaw ss λ  
 
(7) 
 
On voit bien apparaître l’atténuation que va provoquer ce formateur de faisceau dans la 
direction ku . Celle-ci est inversement proportionnelle au poids de la valeur propre associée de 
manière à maximiser le SINR. La projection du vecteur directionnel supposé, sa  sur le sous 
espace signal qui contient la vraie signature de la source apporte une grande robustesse. Cette 
méthode est ainsi une des meilleures méthodes robustes vis-à-vis des erreurs de modélisation 
du vecteur directionnel car elle couvre une très large gamme de types d’erreurs en faisant très 
peu d’hypothèses sur le signal. D’autre part, la réduction de la taille de l’espace de travail 
permet d’améliorer grandement la convergence du formateur de faisceau vers son optimum. 
Ce formateur de faisceau nécessite ainsi bien moins d’échantillons temporels pour être 
performant qu’un MPDR pour lequel les erreurs d’estimation sur Rˆ  seront beaucoup plus 
sensibles lors de l’inversion. De plus, la charge calculatoire associée est allégée. 
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Remarque : Dans la partie précédente concernant les méthodes du type diagonal loading 
nous avons cité une technique qui consiste à moyenner les valeurs propres les plus faibles 
(Dominant Mode Rejection). Ce formateur de faisceau peut également être considéré comme 
appartenant à la famille des méthodes à rang réduit. Il est égal au formateur de faisceau en 
composante principale dans le cas où sa  est contenu dans le sous espace signal ([3],pp. 570). 
 
 
3.3 « Cross Spectral eigenspace beamformer »: 
 
 Pour former le sous espace signal, on conserve les valeurs propres les plus 
importantes. Cependant, d’après l’équation (7), on sait que si la direction ku  se trouve proche 
d’un zéro naturel du formateur de faisceau conventionnel pointé vers la source ( )0=sau Hk , il 
n’est pas nécessaire de le prendre en considération. En effet, quelle que soit l’amplitude de la 
valeur propre associée à cette direction, le formateur de faisceau décrit par l’équation (7) sera 
identique. Ainsi, un troisième formateur de faisceau par projection consiste à choisir les r 
vecteurs propres dont le rapport ( )
k
H
k
λ
sau
 est maximal de manière à conserver une pondération 
proche de celle du MPDR : 
 ( ) ( )
∑∑
−
=
−
=
≈=
1
1
1
0
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k
k
k
H
k
M
k
k
k
H
k
MPDR uu λλ
ss auauw  
 
L’inconvénient majeur de cette technique est que l’on doit calculer la totalité des 
vecteurs propres et valeurs propres avant de les classer et choisir le sous espace qui nous 
intéresse pour réduire la taille du formateur de faisceau. 
 
 
 
Nous avons vu que ces méthodes de formation de faisceau à rang réduit possèdent de 
très nombreux avantages parmi lesquels une grande robustesse aux erreurs de modélisation de 
la matrice de corrélation spatiale et du vecteur directionnel ainsi qu’une charge calculatoire 
réduite. Cependant leur utilisation en pratique est limitée par deux problèmes principaux. 
D’une part, on ne connait pas, a priori, la taille du sous espace signal, r. Celle-ci peut être 
estimée par des techniques citées précédemment (AKAIKE, AIC) mais cela suppose une 
certaine stationnarité. Dans le cas d’une antenne mobile ou d’un environnement fluctuant, la 
taille du sous espace peut changer par combinaison des vecteurs directionnels des brouilleurs 
et de la source. On aura ce même problème d’estimation de r dans le cas de brouilleurs 
intermittents. D’autre part, certaines de ces méthodes nécessitent de faire de fortes hypothèses 
sur la puissance du signal utile. En effet, dans la technique en composante principale, par 
exemple, il faut que le signal utile soit inclus dans le sous espace signal. Il faut pour cela que 
le SNR soit suffisant pour pouvoir détecter la valeur propre associée au signal et la faire 
ressortir du bruit. Cette technique ne pourra donc pas être appliquée à la navigation par 
satellite, par exemple, car le niveau des signaux utiles reçu provenant des satellites est 
largement en dessous du bruit thermique. 
 
Outre ces deux limitations, l’intérêt d’utiliser une méthode à rang réduit est fortement 
limitée dans le cas d’antennes comportant un faible nombre d’éléments. Or, c’est le cas le plus 
répandu en pratique. Nous allons nous tourner maintenant vers plusieurs méthodes que nous 
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avons développées de manière à combattre les erreurs de modélisation sur le vecteur 
directionnel. Ces techniques prennent directement cette méconnaissance en compte dans leur 
structure. 
 
 
4- Méthodes robustes aux erreurs sur le vecteur directionnel: 
 
 
4.1 « Matched direction detector/estimator » [19]: 
 
La première de ces méthodes est une extension du filtrage adapté ou plus généralement 
du « matched subspace detector » [4] au cas où il existe une incertitude sur la signature 
spatiale de la source, a . Comme nous l’avons vu précédemment (V.2.1), nous pouvons très 
souvent supposer que a  appartient à un sous espace restreint de 
 
C 
M 
. Par exemple, dans le 
cas d’une erreur de pointage angulaire θ∆ , le vecteur directionnel va s’écrire : 
 
( ) ( ) ( ) kr
k
k
k
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Le vecteur directionnel reçu appartient ainsi approximativement à un sous espace engendré 
par ( ) ( ) ( )








∂
∂
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00
2
2
0
θθ θ
θ
θ
θθ aaa . On pourrait également considérer le sous espace engendré 
par ( ) ( ) ( )[ ]θθθθθ ∆+∆− 000 aaa  si l’erreur angulaire est faible. 
 
 Le modèle des données reçues sur l’antenne en présence d’incertitudes sur le vecteur 
directionnel de la source peut donc souvent être modélisé comme suit : 
 
( ) ( ) ( ) ( )ttAtst nuax ++=  
 
où  Ψ= Ha  est le vecteur directionnel de la source et Ψ  contient les coordonnées 
inconnues du vecteur directionnel dans H . 
 ( )ts  est le signal émis supposé déterministe 
 A  est le sous espace interférence et ( )tu  contient les signaux interférents associés, 
supposés déterministes 
 ( ) ( )ICNt 2,0~ σn  est le bruit thermique 
 
 
En utilisant une écriture matricielle plus compacte, le modèle peut également s’écrire : 
 
 
NAUX ++= as  (8) 
 
où ( ) ( )[ ]...10 ttX xx= , ( ) ( )[ ]...10 tsts=s , ( ) ( )[ ]...10 ttU uu=  et ( ) ( )[ ]...10 ttN nn=  
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Nous avons alors calculé, au sens du maximum de vraisemblance, l’estimateur des données 
utiles sˆ  [19]. Celui-ci s’écrit : 
 
*
ˆˆ ws TX=  
où ( ) ΨΨΨ= − ˆˆˆˆ 1GGGHHw  
avec ( )[ ]GRGGGVPP HH ˆˆ 1−×=Ψ β  et HPG A⊥= , ( ) HHA AAAAIP 1−⊥ −=  
 
 
Remarque : β  est un facteur de normalisation qui permet de fixer ( ) 11 =Ψ . En effet, sans ce 
facteur de pondération, il existe une ambiguïté multiplicative entre ( )ts  et Ψ . 
 
 
Ψˆ  représente ainsi la direction privilégiée dans le sous espace G , projection de H  sur le 
sous espace orthogonal aux interférences. Ceci permet ainsi d’éliminer les interférences tout 
en étant adapté à la direction, partiellement connue, du signal utile, appartenant à H . 
 
 
 
 Dans [19], nous avons de plus calculé la borne de Cramer-Rao associée à Ψ  et 
analysé le SINR en sortie de réseau. Les performances de ce dernier dépendent, bien entendu, 
du choix du sous espace H  mais s’avèrent très proches des performances optimales (celles 
du formateur de faisceau qui connait a ), lors d’application numériques. 
 
 Nous avons également calculé le détecteur associé au modèle (8). Celui-ci s’écrit : 
 
[ ] γλ
0
1
max H
H
G
H XPX
<
>
 
où ( ) HHG GGGGP 1−= . 
 
Comme pour l’estimation, ce détecteur consiste à chercher la direction du maximum d’énergie 
dans le sous espace G  (part de H  orthogonale aux interférences). L’analyse complète des 
performances en détection et les calculs du seuil pour une probabilité de fausse alarme donnée 
a également été effectuée dans [19]. 
 
 
Remarque : Les expressions des estimateurs et détecteurs obtenues ici dans le cas où l’on 
dispose conjointement de données spatiales et temporelles se simplifient dans le cas où une 
seule dimension est disponible (N=1). On retrouve alors les expressions du « matched 
subspace detector/estimator » de [4]. 
 
 
 Une des principales limitations de l’utilisation de cette technique est le choix de la 
taille du sous espace H . En effet, pour cela, il faut avoir une idée du type et de l’amplitude 
maximale des erreurs sur a . Un choix trop faible pour la taille de H  entraîne une perte de 
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l’énergie du signal recueilli après projection sur H . Au contraire, un choix trop important 
de la taille de H  entraîne un excès de bruit recueilli sur H  qui va dégrader les 
performances en estimation et détection. 
 
 
4.2 Estimation de la direction d’arrivée en présence de bruit multiplicatif [20]: 
 
Dans la formulation précédente, les erreurs sur le vecteur directionnel étaient 
modélisées par une incertitude (déterministe) dans un sous espace élargi. Nous allons 
maintenant considérer ces erreurs comme aléatoires et utiliser une formulation générale de la 
matrice de corrélation des signaux reçus : 
 
( ) ( ) ( ) IBPR H 2000 σωσω +ΦΦ=  (9) 
 
où  0ω  est la pulsation spatiale 
 
( )






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=Φ
.........
...0
...01
0
0
ωω ie   
 et ( )0σB  est une matrice réelle Toeplitz. 
 
Cette matrice de corrélation correspond à un bruit multiplicatif qui permet d’englober 
plusieurs cas de défauts couramment rencontrés en pratique. En cas de diffraction locale, par 
exemple, le signal reçu s’écrit : 
( ) ( ) ( ) ( )( )∑
=
+=
L
n
nn tttst
1
0
~θθγ ax  
 
où ( )tnγ  est le gain aléatoire du rayon n et ( )tnθ~  est sa déviation angulaire, aléatoire 
également. 
 
Dans le cas d’une antenne linéaire à capteurs équi-espacés d’une demi-longueur d’onde, la 
matrice de corrélation prend la forme de l’équation (9) avec 00 sinθpiω = . 
 
 
De même, dans le cas d’une antenne décalibrée le vecteur directionnel va s’écrire : 
 
( )tgaa rΘ=  
 
où  Θ  est le produit de Hadamard 
 ra  est le vecteur directionnel que l’on devrait recevoir sur une antenne sans défaut 
 ( )tg  est le vecteur des pondérations aléatoires dues au bruit multiplicatif. 
 
On retrouve alors le modèle (9) avec ( ) ( ) ( )[ ]HttEB gg=0σ . Dans ce cas, le paramètre 0σ  
permet de décrire la décorrélation entre les capteurs en fonction de leur éloignement [21][22] : 
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( ) 200, σσ lklk eB −−=  
 
Dans le cadre de la modélisation (9), nous avons développé deux estimateurs de la direction 
d’arrivée au sens du maximum de vraisemblance [20] l’un valable à fort SNR, l’autre valable 
à faible SNR. Le premier a été développé dans le cas particulier de la matrice ( )0σB  ci-dessus 
mais les simulations numériques ont montré que l’estimateur est robuste à ces hypothèses sur 
( )0σB . Cet estimateur de la direction d’arrivée a alors une forme très simple : 
 
( )





+== ∑
−
=
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1
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M
k
MLML kkRAngleθpiω  
 
Il consiste à décomposer l’antenne en (M-1) petites antennes de 2 éléments seulement, 
calculer la direction d’arrivée et moyenner. Cette solution intuitive due à la perte de cohérence 
de phase entre les capteurs les plus éloignés s’avère être la solution du maximum de 
vraisemblance. Elle hérite donc de toutes les propriétés remarquables de cet estimateur 
(consistance, efficacité asymptotique). 
 
Remarque 1 : On peut également envisager une solution qui consiste à découper l’antenne en 
antennes élémentaires de taille p et moyenner les directions d’arrivée obtenues plutôt que 
d’utiliser des antennes de 2 éléments seulement. 
 
Remarque 2 : Cette technique peut également s’appliquer au cas monodimensionnel (analyse 
spectrale) où la fréquence sera calculée comme la moyenne des échantillons de la fonction 
d’autocorrélation prise à une période d’échantillonnage : 
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On retrouve alors l’estimateur fréquentiel proposé par Kay dans [23]. 
 
On peut également démontrer que bien que cet estimateur ait été développé pour une forme 
particulière de la matrice ( )0σB  celui-ci est consistant quelle que soit la forme de ( )0σB . Cet 
estimateur permet ainsi d’obtenir une valeur précise de la direction d’arrivée de la source dans 
un environnement de bruit multiplicatif de manière excessivement simple lorsque le signal 
possède un bon SNR. 
 
 L’estimateur exact au sens du maximum de vraisemblance a été développé dans [24] et 
consiste en une minimisation dans un espace de dimension 4. Cette solution étant très lourde 
et difficile à obtenir en pratique, nous avons simplifié le critère à optimiser dans le cas d’un 
faible SNR. Nous avons alors montré que l’on obtenait une optimisation dans un espace de 
dimension 2 seulement. Les simulations numériques montrent que cette solution fournit 
également des résultats d’estimation proches de la borne de Cramer-Rao même dans le cas où 
le SNR augmente. 
 
 
Remarque  : L’estimation, très simple, obtenue dans le cas où le SNR est fort est utilisée pour 
initialiser la minimisation. 
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4.3 Estimation de l’amplitude d’une forme d’onde connue en présence 
d’incertitude sur le vecteur directionnel [25]: 
 
Dans les deux méthodes robustes présentées précédemment, nous avons cherché à 
estimer le signal provenant de la source ou sa direction. Dans d’autres applications, le signal 
utile est a priori connu et c’est son amplitude complexe que l’on recherche. En effet, en 
télécommunications, par exemple, on émet une séquence d’apprentissage pour estimer le 
canal de propagation de manière à optimiser la transmission future des données. Durant cette 
phase, on mesure également l’amplitude du signal reçu de manière à adapter la puissance de 
l’émetteur au canal. La puissance transmise sera alors moindre dans le cas d’un canal de 
bonne qualité. De même en radar ou en sonar actif, on connaît la forme d’onde à recevoir à un 
facteur multiplicatif près après la première étape de compression d’impulsion. Ce facteur 
d’amplitude complexe est lié à la Surface Equivalent Radar de la cible et doit être estimé 
précisément. Nous allons donc nous placer dans le cas de la réception d’un signal connu mais, 
comme précédemment, dont la signature spatiale n’est pas parfaitement maitrisée. Celle-ci 
sera à nouveau considérée comme aléatoire gaussienne de moyenne a  (le modèle supposé) et 
de matrice de covariance aC . Ainsi, le modèle des signaux reçus sur le réseau est le suivant : 
 
( ) ( ) ( )ttst nax += β  
 
où  ( )aCCN ,~ aa  
 ( )ts  est la forme d’onde connue 
 ( ) ( )CCNt ,0~n  avec C  inconnue 
 
On cherche alors à estimer β . 
 
Remarque  : Le cas a  connu a été traité dans [26]. De même, le cas où de multiples signaux 
incidents sont présents a été abordé dans [27][28][29], mais là encore la forme des vecteurs 
directionnels est supposée connue. Seules les directions d’arrivée sont inconnues. Enfin, le 
cas où le vecteur directionnel est supposé totalement inconnu a été abordé dans [28]. 
 
 
Dans [25], nous avons calculé la borne de Cramer-Rao associée à β  ainsi que son estimateur 
au sens du maximum de vraisemblance. Celui-ci nécessite une procédure itérative qui permet 
d’estimer la matrice de covariance du bruit conjointement à l'estimation de β . Les 
simulations numériques montrent que les performances de cet estimateur sont très proches de 
la borne de Cramer-Rao et permettent d’améliorer l’estimation de β  basée sur la 
connaissance seule de a . 
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4.4 Méthodes robustes aux erreurs sur le vecteur directionnel – Résumé: 
 
 
 
Contexte : 
Il existe de nombreuses méthodes d’estimation et de détection du signal, de sa direction ou de 
son amplitude dans le cas où le modèle de sa signature spatiale reçue sur une antenne réseau est connu. 
Nous avons étendu ces méthodes au cas d’une signature mal connue. 
 
Contribution - Résultats: 
- Estimateur et détecteur du signal lorsque la signature spatiale n’est plus de dimension 1, 
mais appartient à un sous espace élargi. 
Le SINR obtenu par ce nouvel estimateur est proche du SINR que l'on obtiendrait en 
connaissant parfaitement la signature spatiale du signal. Ces méthodes sont 
relativement robustes à la modélisation du sous espace utilisée. 
 
- Estimation de la direction d’arrivée d’une source en présence de bruit multiplicatif 
Obtention d'un estimateur très simple et intuitif à fort SNR dans le cas d'une antenne 
uniforme linéaire. 
 
- Estimation de l’amplitude complexe d’un signal de forme connue dont la signature spatiale 
est aléatoire autour d'une valeur moyenne. 
Amélioration de l'estimation de l'amplitude par rapport au cas n'exploitant que la 
signature moyenne. 
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5- Détecteur robuste aux variations de la puissance du bruit: 
 
 
5.1 Motivations: 
 
La plupart des techniques robustes présentées jusqu’ici nécessitent une certaine 
connaissance, a priori sur les défauts de modèle. Les méthodes de type LCMP exploitent un 
type d’erreur particulier sur le vecteur directionnel (erreur angulaire la majorité du temps) et 
doivent connaître approximativement la taille maximale de ces erreurs pour ajouter un 
nombre de contraintes supplémentaires. De même, les dernières techniques présentées sont 
robustes aux erreurs sur le vecteur directionnel mais nécessitent une modélisation a priori de 
cette erreur. Nous avons ainsi successivement considéré que le vecteur directionnel 
appartenait à un sous espace élargi, ou bien que celui-ci était aléatoire gaussien de moyenne et 
de matrice de covariance connues. Même la technique du diagonal loading, qui est une des 
plus générales, nécessite une connaissance a priori sur les erreurs maximales envisageables de 
manière à fixer le facteur de surcharge. 
Nous allons nous tourner maintenant vers une dernière méthode de détection robuste 
qui ne nécessite aucune connaissance a priori ni sur la forme des erreurs ni sur leur amplitude. 
Cette technique de détection est ainsi robuste à une gamme d’erreurs très étendue. L’idée 
sous-jacente à cette dernière méthode consiste à considérer que toute erreur de modèle va se 
traduire par une augmentation du bruit. En effet, dans une modélisation du type signal 
déterministe noyé dans un bruit additif, ce dernier est considéré comme aléatoire et représente 
la part du signal reçu que l’on ne sait pas modéliser par manque de connaissance ou du fait 
d’un nombre trop important d’inconnues. C’est souvent cela qui différencie la part 
déterministe et aléatoire d’un signal. Ainsi, plus la modélisation du phénomène physique sera 
fine, plus le bruit additif correspondant aux erreurs de modélisation sera faible. 
 
 
5.2 Formulation du problème: 
 
Le problème de détection classique d’un signal déterministe partiellement connu noyé 
dans un bruit additif peut ainsi être modifié comme suit en intégrant le fait que si le signal 
utile est présent, un bruit supplémentaire de modélisation va se rajouter au bruit thermique : 
 
 



+=
=
11
00
nsx
nx
H
H
 
 
(10) 
 
 
Nous nous plaçons ici dans le cas simplifié monodimensionnel ( s , x , 0n , 1n  sont des vecteurs 
de taille N où seule la variable temporelle ou spatiale existe). Le signal utile est composé 
d’une somme de r composantes de base ( )as A= , mais ses coordonnées dans A  sont 
inconnues. Cette modélisation très générale regroupe de nombreuses applications pratiques 
telles que l’analyse spectrale pour laquelle la matrice A est composée d’exponentielles 
complexes. Les bruits additifs, 0n et 1n  sont supposés gaussiens et blancs de puissances 
respectives 20σ et 
2
1σ . 
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Remarque 1 : Une erreur de modélisation ne peut pas être systématiquement considérée 
comme blanche, mais le détecteur robuste associé à ce modèle se voulant le plus général 
possible, nous ferons cette hypothèse. Nous verrons plus loin que cette modélisation 
s’applique très bien à la détection du cliquetis automobile pour lequel la signature n’est pas 
toujours connue et varie en fonction de multiples paramètres (température, pression, 
vieillissement du moteur, …). 
 
Remarque 2 : Ce modèle couvre également les cas où il y a effectivement une augmentation 
du bruit lorsque le signal est présent. En effet, dans de nombreux systèmes la présence du 
signal utile entraîne des modifications de comportement de l’électronique de réception 
pouvant changer le niveau de bruit. C’est le cas lorsque des amplificateurs à gain 
automatique sont utilisés (systèmes d’imagerie ou d’enregistrement audio) ou lorsque 
l’électronique possède des non linéarités entrainant des produits croisés entre signal 
déterministe et bruit. 
 
 
Dans  de nombreuses applications, nous pourrons supposer que 20σ  est un paramètre 
connu car cette puissance peut directement être mesurée sur le bruit. C’est le cas en radar où 
l’on dispose de données secondaires. Par contre, sous H1, l’estimation de la puissance du bruit 
étant liée au modèle du signal utile, celle-ci est dépendante des erreurs de modélisation 
associées. Nous supposerons donc que le paramètre 21σ est inconnu. Cette modélisation vient 
ainsi compléter les 2 cas classiques de la détection d’un signal déterministe noyé dans un bruit 
additif : 
 
- le « matched subspace detector » (MSD) qui suppose le bruit identique sous les 2 
hypothèses et de puissance connue [30]: 
 
2
0σN
PT A
H
kn
xx
=  où ( ) HHA AAAAP 1−= . 
 
- le «constant false alarm matched subspace detector » (CFAR-MSD) qui suppose le 
bruit identique sous les 2 hypothèses et de puissance inconnue [30]: 
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Remarque  : Ces deux détecteurs sont des estimateurs du SNR. 
 
Dans [31], nous avons développé le GLRT associé au modèle (10) : 
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On remarque donc que ce nouveau détecteur rajoute au MSD un terme correctif 
toujours positif qui est nul dans le cas où 2021ˆ σσ = . Ainsi, si aucune augmentation du niveau 
de bruit n’est détectée, les deux tests seront les mêmes. Par contre, dans le cas d’une variation 
de la puissance du bruit entre les 2 hypothèses, rT  va augmenter par rapport au MSD, sous 1H  
de manière à améliorer la probabilité de détection. La probabilité de fausse alarme, elle, reste 
approximativement la même puisque la puissance du bruit sous 0H  est connue et égale à 
2
0σ . 
 Contrairement au MSD qui n’agit que dans l’espace signal, rT  agit également dans le 
sous espace bruit en mesurant l’écart entre la valeur résiduelle de la puissance dans cet espace 
(supposée être le bruit) et la valeur connue du bruit 20σ . Si ces 2 puissances ne sont pas 
égales, le nouveau test va « récupérer » une partie de cette énergie (considérée comme 
provenant en partie du signal utile) ayant bougé d’un sous espace à l’autre. C’est ce que 
représente le schéma de la figure  18 où les traits pleins représentent le cas sans variation de 
bruit ( )2021 σσ =  et les pointillés le cas où le bruit est plus important sous 1H . On voit bien que 
knT  n’est pas sensible à cette variation alors qu’elle sera prise en compte par rT  pour 
améliorer la détection. 
 
 
Figure  18 : Interprétation géométrique du comportement du détecteur robuste à la variation du bruit 
 
 
Remarque  : Pour de faibles variations de la puissance du bruit, la fonction correctrice peut-
être approximée simplement de la manière suivante : 
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Dans [31], nous avons calculé les distributions associées à cette nouvelle statistique de 
test de manière à calculer ses performances en terme de pouvoir de détection. Nous l’avons 
ainsi comparé aux 2 MSD ainsi qu’au détecteur clairvoyant qui connaît la puissance du bruit 
sous les 2 hypothèses. Celui-ci n’est, bien entendu, pas réalisable en pratique, mais il nous 
donne une borne supérieure en terme de performance : 
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La courbe COR représentée, figure  19 montre ainsi l’amélioration des performances 
qu’apporte ce nouveau détecteur dans le cas d’une augmentation du niveau de bruit de 10%. 
Cette courbe a été calculée dans le cas de la détection d’une simple exponentielle complexe 
sur N=1024 points pour un SNR de -23dB. 
 
 
Figure  19 : Comparaison des performances des différents détecteurs adaptés en cas de variation de bruit 
 
Nous avons également testé ce nouveau détecteur dans le cas d’erreurs de 
modélisation. Nous avons simulé le cas classique de la détection d’une exponentielle 
complexe dont la fréquence n’est pas parfaitement connue. L’erreur fréquentielle entre 
modèle et signal reçu a été choisie égale à 
N
f
2
1
=δ  et correspond à l’erreur maximale que 
l’on obtient sur une analyse fréquentielle par transformée de Fourier discrète. La courbe de la 
figure  20 montre l’amélioration en performance apporté par ce nouveau détecteur dans le cas 
d’une exponentielle complexe avec N=16 points et un SNR de 1 dB (soit 13 dB avec le gain 
de traitement) par rapport au détecteur adapté classique. 
 
 
Figure  20 : Comparaison des performances des détecteurs adaptés en cas d'erreur de modèle 
 
Remarque  : Nous avons également comparé ce nouveau test au détecteur robuste developpé 
dans [32]. 
 69 
5.3 Détecteur robuste aux variations de la puissance du bruit – Résumé : 
 
Contexte : 
 Généralisation de la détection d'un signal appartenant à un sous espace noyé dans un bruit 
additif au cas où la puissance du bruit peut varier entre les hypothèses. Cette nouvelle formulation du 
problème de détection permet de traiter les cas pour lesquels le niveau de bruit peut changer si le 
signal est présent. Il peut également combattre les erreurs de modélisation du signal à détecter car ces 
défauts vont également augmenter la puissance apparente du bruit. 
 
Contribution : 
 Calcul du GLRT associé à ce nouveau modèle de détection. 
 Analyse théorique de ses performances et comparaison aux détecteurs connus 
 
Résultats : 
 Ce détecteur permet d'obtenir un gain de plusieurs décades en Pfa pour une augmentation du 
bruit de quelques dixièmes en puissance 
 La perte dans le cas où la puissance du bruit reste la même est très faible 
 
References : 
F. Vincent, O. Besson and C. Richard, "Matched subspace detection with hypothesis dependant noise 
power", IEEE Transactions on Signal Processing, vol.56, n°11 pp 5713-5718, November 2008. 
 
F. Vincent, O. Besson, C. Richard "Signal detection with noise power variation between the 
hypotheses", DSP/SPE 2009, January 3-7 2009, Marco Island, Florida USA. 
 
VI- Conclusion : 
 
Lors de cette première partie, nous avons tout d’abord présenté les applications 
technologiques visées par les méthodes robustes d’estimation et de détection ainsi que le 
modèle général des signaux reçus. Nous avons ensuite décrit les méthodes optimales 
couramment utilisées dans ces applications et montré leur manque de robustesse vis-à-vis des 
erreurs de modélisation. Ces écarts entre théorie et pratique ont été énumérés et classés en 
fonction de leurs effets sur la modélisation des signaux reçus. Enfin, les principales familles 
de méthodes d’estimation et de détection robustes ont été analysées. Nous avons essayé de 
présenter ces techniques par « ordre croissant de robustesse » en finissant par celles qui font le 
moins d’hypothèses sur le type d’erreurs à combattre et qui sont, par conséquent, robustes à 
une plus large gamme d’erreurs. 
Nous allons maintenant, lors d’une deuxième partie, montrer deux domaines 
d’application des techniques d’estimation et de détection pour lesquels certaines de ces 
méthodes robustes peuvent être employées. 
 
- Le premier champ d’application concerne la réception des signaux de navigation par 
satellite (GPS ou Galiléo). Plus précisément, nous allons analyser les techniques de 
traitement d’antenne qui peuvent être mises en œuvre pour permettre une réception 
optimale des signaux de navigation, exempte de brouillage. 
 
- Le deuxième champ d’application concerne la détection du cliquetis automobile. Ce 
phénomène qui intervient lors de la phase de détente dans les moteurs à allumage 
commandé doit être détecté et contrôlé pour limiter les risques d’endommagement du 
moteur. Contrairement au cas précédent, nous ne disposons, dans ce cas, d’un seul 
capteur. Les méthodes mises en œuvre dans cette application seront donc associées à un 
modèle monodimensionnel (temporel seulement). 
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B- Applications des méthodes d’estimation et de détection 
robustes 
 
 
I- Techniques d’antenne adaptative pour récepteur de navigation 
par satellite résistant aux interférences [33] : 
 
 
1- Introduction au problème : 
 
Les systèmes de localisation et navigation par satellite (Global Navigation Satellite 
Systems – GNSS) permettent d’estimer très précisément la position d’un mobile quelle que 
soit sa localisation à la surface du globe ainsi qu’obtenir une référence de temps unique. 
Ainsi, le spectre des applications ne cesse de croître tant sur le plan civil que militaire. Le seul 
système totalement opérationnel à l’heure actuelle est le système américain GPS (Global 
Positioning System). Le principe de fonctionnement d’un tel système est basé sur plusieurs 
mesures de temps de propagation entre des sources de positions connues (les satellites) et le 
récepteur. Par conséquent, la précision de la mesure sera fortement liée à l’environnement 
électromagnétique. Les systèmes GNSS sont ainsi connus pour être sensibles aux multitrajets 
ou aux brouilleurs (intentionnels ou non). En effet, bien que la forme du signal émis (signal à 
étalement de spectre) soit naturellement robuste à la présence d’interférences, la faible 
puissance émise (50 Watts) et la forte distance de propagation (supérieure à 20 000 km) font 
que le niveau des signaux reçus est extrêmement faible (de -140 à -160 dBW, soit un SNR 
d’environ -20 dB sans brouillage). Ainsi, malgré le gain de traitement associé à la forme 
particulière du signal (40 à 50 dB), les signaux GPS sont facilement brouillables. Les 
techniques de filtrage s’avèrent peu efficaces en présence de brouilleurs large bande et de 
forte puissance. La solution envisagée est alors d’utiliser un réseau d’antennes à la réception 
pour effectuer un filtrage spatial adaptatif de manière à éliminer les brouilleurs sans perturber 
les signaux utiles en exploitant les différences des directions d’arrivée. 
 
Le but de cette partie est d’étudier les capacités de réjection d’interférences d’un réseau 
embarqué de petite taille et possédant un faible nombre de récepteurs (3 à 7). Cette antenne 
« intelligente » devra prendre la place de l’antenne standard utilisée actuellement avec un 
minimum de modifications sur l’architecture du récepteur. Les contraintes de réduction de 
taille et de coût impliquent des problèmes de couplage électromagnétique et des défauts 
technologiques importants (défauts de filtre de réception, de capteurs, …). Les solutions de 
filtrage spatial devront donc être robustes à ces défauts intrinsèques. 
 
 
2- Le système GPS : 
 
Depuis que l’homme a cherché à se déplacer, il a développé des outils pour se localiser à 
la surface du globe. Il existe 2 grandes familles de systèmes de localisation : 
 
• les systèmes de positionnement absolus qui donnent la position de l’utilisateur 
de manière instantanée et ne nécessitent pas la connaissance de l’historique de 
la trajectoire (comme le GPS). 
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• Les systèmes de positionnement par intégration qui ne mesurent qu’une 
différence entre la dernière position connue et la nouvelle position (systèmes 
inertiels, odométrie, …). 
 
Le principe de ces premiers outils est de calculer sa position par rapport à des sources de 
référence en mesurant des angles (sextant, VOR, phares maritimes, …) ou des distances 
(DME, LORAN, GPS, …). La mesure de distance passe, en général, par une mesure de temps 
de vol d’une onde électromagnétique entre l’émetteur et le récepteur. Le problème majeur 
auquel on est confronté est celui de la synchronisation des horloges à l’émission et à la 
réception. Une erreur de seulement une milliseconde entraîne une erreur de distance de 300 
km. On peut tout de même supposer que les horloges des émetteurs sont synchronisées entre 
elles au prix d’une technologie au coût élevé. Deux solutions sont alors envisageables : 
 
• On peut mesurer une différence de temps d’arrivée des signaux provenant de 
plusieurs émetteurs synchrones et on estime la position du récepteur par 
triangulation. C’est ainsi que marchent certains systèmes tels que le LORAN. 
La connaissance de la différence de distance entre 2 émetteurs engendre une 
hyperbole entre ces 2 émetteurs. Il faut alors un troisième émetteur pour se 
localiser à la surface du globe. 
 
• On peut considérer le décalage d’horloge du récepteur comme une inconnue 
supplémentaire, en plus des 3 coordonnées recherchées. Il faut alors au moins 
4 stations de référence pour résoudre ce problème à 4 inconnues. En général, 
on dispose de plus d’équations et on résout le système au sens des moindres 
carrés. 
 
2.1 Composition du système : 
 
Le système GPS appartient à cette dernière catégorie et permet de se localiser de 
manière universelle puisque les références sont 24 satellites en partie visible de n’importe 
quelle position sur terre. 
 
 Le système GPS fut mis à l’étude dès 1973 par le département de la défense américain 
et fut déclaré pleinement opérationnel en 1993. Initialement conçu pour les applications 
militaires, le GPS est devenu un outil incontournable du monde civil, surtout depuis la 
suppression en mai 2000 de la dégradation volontaire appliquée aux signaux civils. 
 On découpe classiquement le système GPS en 3 segments : 
 
• Le segment spatial qui est constitué de 24 satellites en orbite moyenne (20200 
km) situés sur 6 plans d’orbite (inclinés à 55°). Ainsi, d’une position moyenne 
sur le globe, si l’horizon est dégagé, le nombre de satellites visibles à un 
instant donné varie de 6 à 11. 
 
• Le segment sol qui est constitué de 5 stations de contrôle et de pilotage des 
satellites. Elles permettent de synchroniser les satellites, de calculer 
précisément leur position pour télécharger les éphémérides (paramètres 
orbitaux permettant de localiser le satellite), de mesurer l’influence de 
l’ionosphère et de la troposphère sur les retards de propagation pour 
télécharger des correctifs en temps réel. 
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• Le segment utilisateur qui est composé de tous les utilisateurs civils ou 
militaires du service. 
 
 
2.2 Le signal GPS : 
 
Les signaux émis par les satellites GPS sont caractérisés par un pseudo bruit (dit 
Pseudo Random Noise - PRN) qui permet d’identifier le satellite émetteur. Chaque 
satellite émet 2 types de PRN : 
 
• Le code C/A (Coarse Acquisition) classiquement utilisé par les récepteurs 
civils. Il s’agit d’un code de Gold de période 1 ms et possède une bande de 1 
MHz. 
 
• Le code P (Precise) qui est protégé par une clé (l’Anti spoofing). Sa bande est 
de 10 MHz et sa période est de 7 jours. 
 
Ces PRN modulent le message de navigation propre à chaque satellite et étalent naturellement 
le spectre de ce dernier émis à 50 bit/s. Ces signaux modulés sont alors émis sur 2 porteuses 
différentes L1 et L2 (cf. figure 21) de manière à compenser les retards ionosphériques par 
traitement. 
 
 
 
Figure 21 : Signal GPS émis par le satellite 
 
2.3 Calcul de la position : 
 
Le but des récepteurs GPS est de calculer la distance entre le récepteur et les satellites. 
Ces distances brutes sont appelées pseudo-distances car elles sont entachées d’erreurs. Pour ce 
faire, le récepteur va calculer les corrélations entre les signaux reçus et les répliques des codes 
de Gold émis par chaque satellite (boucle de code). Pour mesurer précisément le temps de 
propagation le récepteur utilise classiquement une corrélation de type « early-late » composé 
de 2 corrélateurs ; un légèrement en avance, l’autre légèrement en retard. Ainsi, on peut suivre 
le retard de propagation au cours du temps (tracking) après la phase d’acquisition à la manière 
d’une poursuite angulaire de type monopulse en radar. On peut également noter qu’il existe 
une boucle de poursuite de la phase de la porteuse (boucle de Costas) de manière à pouvoir 
démoduler les signaux de la porteuse. Cette boucle permet également de compenser la 
variation de fréquence de porteuse due à l’effet doppler. 
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Chaque pseudo-distance mesurée peut donc s’écrire comme suit : 
 
( ) ( ) ( ) tczzyyxxd rkrkrkk ∆+−+−+−= 222  (11) 
 
où [ ]kkk zyx  sont les coordonnées du satellite k, [ ]rrr zyx  sont les coordonnées 
recherchées du récepteur et t∆  est le décalage d’horloge inconnu. 
 
Ce système d’équation non linéaire à 4 inconnues est résolu au sens des moindres carrés. 
 
La précision couramment admise pour un tel système en environnement dégagé est de 
l’ordre de 5 à 10 mètres. Malheureusement, comme nous l’avons vu précédemment, le faible 
niveau des signaux utiles rend ce système très sensible au problème de brouillage. On 
considère qu’une interférence dont la puissance est environ 43 dB au dessus du signal pourra 
faire décrocher les boucles de poursuite en code ou en phase. Ceci correspond à une 
interférence environ 20 dB au dessus du bruit thermique dans la bande utilisée. Ce type de 
brouillage peut être non intentionnel (harmoniques des émetteurs de forte puissance de type 
émission TV, radio, radar de gestion du trafic aérien ou satellites de communication du type 
SATCOM). Ils peuvent également être développés intentionnellement dans un contexte 
militaire de manière à rendre inopérant tous les systèmes de guidage. 
 
 
3- Filtrage spatial adaptatif : 
 
Les modèles des signaux reçus sur une antenne réseau utilisés dans la partie précédente 
décrivent bien les signaux de navigation : 
 
( ) ( ) ( )ttAt nsx +=  
 
Cependant, on a deux différences majeures par rapport au cas général. D’une part, on 
ne connait pas les directions des satellites vers lesquels il faut pointer et d’autre part, la 
puissance reçue de ces satellites est en dessous du bruit thermique et n’apparaît donc pas dans 
la matrice de corrélation du réseau. 
 
Remarque : On pourrait supposer que l’on connaît approximativement les directions des 
satellites à partir d’informations délivrées par le récepteur GPS mais cela serait au détriment 
de la simplicité du système final. De plus, cela n’améliore pas forcément les performances 
comme nous le verrons plus tard. Il faudrait en outre connaître avec précision l’attitude de 
l’antenne réseau dans son environnement ce qui complique encore le système. 
  
 
Les solutions de filtrage spatial à envisager doivent donc travailler en aveugle (sans 
connaissance de la position des sources). Leur rôle sera de former des trous dans les directions 
de brouillage de forte puissance et essayer de préserver une visibilité maximale de l’espace. 
On parle alors plutôt de « nullforming » que de « beamforming ». Plusieurs méthodes peuvent 
être employées. 
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 3.1 "Quescient patern" : 
 
Celle-ci a été présentée précédemment et consiste à spécifier le diagramme d’antenne 
sans interférence tout en minimisant la puissance totale des signaux en sortie de filtrage. Les 
signaux utiles possédant une puissance plus faible que celle du bruit thermique, seuls les 
brouilleurs de forte puissance seront éliminés. Le problème de minimisation de puissance 
s'écrit [ ]ww RMin H  sous contrainte 1=qwwH . 
 
La solution s’écrit alors : 
 
qq
q
ww
w
w 1
1
−
−
=
R
R
H  
 
Le poids qw  permettant de synthétiser le diagramme d’antenne en bruit blanc, sera choisi 
pour avoir un diagramme d’antenne omnidirectionnel en vue d'obtenir la meilleure couverture 
de l’espace. 
 
 
3.2 Inversion de puissance : 
 
Cette technique consiste à minimiser la puissance totale en sortie de filtrage en 
maintenant le niveau du signal reçu sur un capteur de référence. Le problème peut se mettre 
sous la forme 
 
[ ]ww RMin H  sous contrainte 1=δwH  où [ ]T0...01=δ . 
 
La solution s’écrit alors : 
δδ
δ
w 1
1
−
−
=
R
R
H  
 
Ainsi si aucune interférence n’est présente, la pondération ( )δw =  consiste simplement à ne 
conserver que le capteur de référence ( ) ( ) ( )( )txtty H 1== xw . Dans le cas où une interférence 
est présente, les autres capteurs seront utilisés pour la réduire. L’inversion de puissance est en 
fait un cas particulier du « Quescient Patern » pour lequel le diagramme d’antenne en bruit 
blanc est le diagramme d’un capteur élémentaire. 
 
 Les méthodes classiques de formation de faisceau (type MVDR) ne sont pas 
envisageables ici pour plusieurs raisons. Former une voie vers chaque satellite visible serait la 
solution optimale en terme de SNR mais cette solution nécessiterait d’utiliser autant de voies 
de réception que de satellites en visibilité. Outre la complexité et le coût d’une telle solution, 
elle pose également le problème de synchronisation entre les différents filtres spatiaux 
utilisés. En effet, chaque filtre ramène un retard propre sur les signaux utiles, le calcul des 
pseudo-distances sera alors entaché d’erreurs toutes différentes. Pour éviter d’avoir à traiter 
plusieurs voies en parallèle dans le corrélateur, on pourrait imaginer une solution consistant à 
sommer les différents signaux ainsi filtrés. Mais cette solution ne résout pas le problème de 
synchronisation entre les voies. D’autre part, les signaux utiles ayant une puissance inférieure 
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à celle du bruit, ils ne seront pas éliminés par les différents filtres spatiaux. Ainsi, chaque 
filtre va ramener une partie du signal provenant d’un satellite donné mais décalé 
temporellement (effet du filtre) créant un multitrajet artificiel qui va perturber le calcul de la 
position finale. Enfin, l’utilisation de méthodes de formation de faisceau implique de 
connaître précisément la position des satellites et l’attitude de l’antenne par rapport à son 
environnement, ce qui complique grandement le système de localisation et nécessite une 
hybridation serrée avec d’autres systèmes. 
 
 
3.3 Maximisation du SNR moyen : 
 
Une solution moins couteuse consisterait à maximiser le SNR moyen calculé à partir 
des positions moyennes des satellites dans l’espace. En effet, pour un satellite repéré par ses 
angles d’élévation et d’azimut ( )ϕθ et , la matrice de corrélation spatiale reçue sur le réseau 
est notée ( ) ( ) ( )[ ]ttE H xx=Γ ϕθ ,  où ( )tx  est le signal reçu sur le réseau, provenant du satellite 
considéré. Ainsi connaissant la densité de probabilité d’apparition d’un satellite GPS dans 
l’espace visible, ( )ϕθ ,p , on peut calculer une matrice de corrélation moyenne vue du réseau : 
 
( )[ ] ( ) ( )∫∫Γ=Γ=Γ
visibleespace
m ddpE ϕθϕθϕθϕθϕθ ,,,,  
 
Remarque : En première approximation, on peut supposer que pour une antenne placée à 
l’horizontale avec un angle de masquage à l’horizon de M°, la densité de probabilité 
d’apparition des satellites GPS est ([33], pp. 67) : 
 
( ) ( )Mp sin12
sin
,
−
=
pi
θϕθ  
  
 
Le formateur de faisceau qui maximise le rapport signal à bruit moyen, 
ww
ww
R
SNR H
m
H
m
Γ
=  s’écrit alors : 
[ ]mRVPP Γ= −1w  
 
Cette solution nécessite encore de connaître assez précisément l’attitude de l’antenne dans son 
environnement. 
 
 
 En général, en traitement d’antenne, le but recherché est la maximisation du SNR. 
C’est le critère de performance choisi qui est à la base du calcul de la plupart des formateurs 
de faisceau. Dans le cas particulier des signaux GNSS, le but recherché est d’obtenir la 
meilleure précision de localisation. Celle-ci est bien entendue liée au SNR des signaux 
provenant des satellites, mais elle dépend aussi grandement de la géométrie de la constellation 
des satellites visibles. Ainsi, il vaut mieux parfois privilégier la réception de satellites très 
éloignés angulairement des autres au détriment du SNR des satellites regroupés dans une 
même région de l’espace. En effet, la résolution des équations (11) se fait par linéarisation à 
partir d’une position initiale et par itérations successives. Ainsi si l’on suppose que l’on est 
proche de la solution de localisation, en linéarisant au premier ordre, on obtient : 
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b∆p∆d += B  
 
où  ( ) ( )[ ]Tdddd ...022011 −−=∆d est le vecteur des écarts des pseudo-distances par 
rapport à une position d’origine et 
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est la matrice des cosinus directeurs des angles « récepteur-satellite » par rapport aux 
axes OzOyOx ,, , 
 
[ ]Ttczyx ∆∆∆∆=∆p est le vecteur recherché des écarts par rapport à la position 
d’origine, 
 
 b  est le bruit de mesure. 
 
La solution de positionnement au sens des moindres carrés est : ( ) ∆dp∆ 111ˆ −−−= bTbT RBBRB  
avec [ ]Tb ER bb= . La matrice de covariance associée à l’estimation de la position est : 
 
( ) ( ) 11ˆcov −−= BRB bTp∆  (12) 
 
Si l’on suppose que les erreurs sont identiques sur chaque pseudo-distance, on obtient : 
( ) ( ) 1ˆcov −= BBTp∆ . On définit alors un critère classique en navigation par satellite, le GDOP 
(Global Dilution Of Precision) qui caractérise l’incertitude des positions sur les 4 axes (x, y, z 
et tc∆ ). 
 
22222
tzyx cGDOP ∆+++= σσσσ   (proportionnel à ( )[ ]1−BBTr T ) 
 
Ce critère ne prend en compte que les conditions géométriques de la constellation des 
satellites en visibilité. On peut modifier ce critère pour y intégrer les SNR des signaux reçus 
de chaque satellite. En effet, les erreurs sur chaque mesure de pseudo-distance, b  dépendent 
de nombreuses causes (erreurs d’éphémérides, d’horloges, de propagation, …) mais la seule 
sur laquelle on peut agir par un filtrage spatial est le bilan de liaison vers chaque satellite. La 
part de la matrice de covariance du bruit de pseudo-distance sur laquelle on peut agir sera 
donc inversement proportionnelle aux SNR vers chaque satellite. Ainsi, on peut supposer que 
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où kSNR  est le SNR vers le satellite k. 
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On peut ainsi définir le critère de précision de localisation suivant comme critère de 
performance des filtres adaptatifs envisagés : 
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On peut alors envisager un formateur de faisceau qui essaye de minimiser ce critère 
qui dépend des SNR et de la géométrie de la constellation satellitaire à un instant donné à 
travers B. Cette solution optimise directement la précision de localisation. Une solution 
récursive à ce problème existe [34] mais elle nécessite la connaissance des positions 
approximatives de tous les satellites et du récepteur, ainsi que l’attitude de l’antenne. Cette 
solution, bien que performante, est donc compliquée à mettre en œuvre sur un système réel. 
De plus, le gain en précision apporté par cette méthode qui sélectionne les directions de 
l’espace pour atteindre la meilleure précision de localisation, n’est pas suffisant pour justifier 
son utilisation [33]. 
 
 
 Pour limiter les informations nécessaires au fonctionnement du formateur de faisceau 
tout en essayant d’optimiser la couverture géométrique de la constellation des satellites, nous 
avons développé un nouveau formateur de faisceau adaptatif. Celui-ci essaie d’optimiser 
l’ouverture du diagramme d’antenne du réseau tout en minimisant la puissance totale 
incidente [35]. L’ouverture d’une antenne peut être définie de la manière suivante : 
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Ainsi si l’on cherche à maximiser l’ouverture 2~θ  en maximisant le SNR moyen 
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La solution à ce problème est alors  
 ( )21 θΓ= −RVPPw  
 
Les performances de ce nouveau formateur de faisceau ont été étudiées dans [35]. 
 
 
 Comme nous l’avons vu en introduction de cette partie sur les antennes adaptatives 
pour la navigation, la contrainte de taille entraine l’augmentation des défauts d'origine 
électromagnétique (couplage, …). L’utilisation de méthodes robustes est alors nécessaire pour 
essayer de limiter la perte engendrée par ces défauts. Certaines techniques classiques 
présentées lors du chapitre précédent (telles que le diagonal loading) permettent de limiter les 
pertes de performance. Cependant, on se heurte rapidement à la limitation du nombre de 
degrés de libertés du réseau lié au faible nombre de capteurs utilisés. En effet, dans [33] nous 
avons montré que les défauts électroniques (défauts de filtres, …) augmentent artificiellement 
la taille du sous espace bruit. De même, si la puissance d’un brouilleur localisé devient très 
grande et bien que la bande utilisée reste faible devant la fréquence porteuse, celui-ci peut 
occuper un sous espace de dimension supérieur à un. Dans ce cas, les réseaux possédant un 
faible nombre de récepteurs se trouvent très rapidement saturés et l’on ne peut pas rejeter 
toute la puissance de brouillage. 
 
 Une des solutions envisageable pour remédier à ce problème est d’augmenter 
artificiellement le nombre de degrés de liberté du réseau en ajoutant une dimension temporelle 
à la dimension spatiale. On opère ainsi un filtrage dans un espace spatio-temporel ou spatio-
fréquentiel. Il faut toutefois prendre garde au fait que ce filtrage spatio-temporel ne dégrade 
pas les propriétés d’autocorrélation des signaux sources avec les codes locaux connus du 
récepteur. En effet, certains filtres améliorent le SNR en sortie de filtrage mais ce gain est 
perdu lors de l’étape de corrélation (filtre adapté). Il faut ainsi considérer la globalité de la 
chaine de traitement (antenne adaptative + corrélateur) pour pouvoir définir un filtre spatio-
temporel performant. Dans [36], nous avons défini la pondération optimale à utiliser dans ce 
cas. Nous avons démontré que celle-ci pouvait prendre la forme suivante dans le cas bande 
étroite : 
 
[ ]cww s ⊗= −1R  
 
où [ ]HttER xx=  et ( ) ( ) ( ) ( )[ ]Tt txpTtxTtxtx ...... 2111 −−=x , sw  est la contrainte 
spatiale qui peut être choisie indépendamment de la contrainte temporelle, c conformément à 
ce que nous avons vu précédemment (par exemple, δws = ). 
 
Dans l’hypothèse bande étroite, nous avons montré que la contrainte optimale en terme de 
SNR était simplement δc = . 
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4- Antennes adaptatives pour récepteurs GNSS - Résumé : 
 
 
 
Contexte : 
Utilisation d’une petite antenne réseau composée d’un faible nombre d’éléments pour 
améliorer l’antibrouillage des signaux GNSS. Cette antenne adaptative doit pouvoir fonctionner en 
utilisant le moins d’informations possible des autres systèmes (inertiel, récepteur GNSS, …). Les 
méthodes de filtrage spatial « en aveugle » sont donc privilégiées. 
 
Contribution - Résultats: 
- Choix d’un paramètre pertinent pour comparer et développer de nouvelles méthodes adaptées au 
cas de la navigation. Celui-ci prend en compte les SNR vers chaque satellite, mais également la 
géométrie de la constellation à un instant donné. 
 
- Comparaison des méthodes classique de filtrage spatial en terme de précision de localisation et 
développement de nouvelles méthodes appropriées. 
 
- Définition d’un critère de performance pour les méthodes spatio-temporelles et calcul de la 
solution optimale associée. 
 
References : 
G. Carrié - Techniques d’antennes adaptatives pour récepteur de navigation par satellite résistant aux 
interférences – Thèse Supaéro – Soutenue le 06 Décembre 2006. 
 
G. Carrie, F. Vincent, T. Deloues, D. Pietin, A. Renard, F. Letestu " Optimal STAP Algorithms to 
GNSS Receivers ", Proceedings ENC GNSS 2006, Manchester (GB)., May 8-10, 2006. 
 
G. Carrie, F. Vincent, T. Deloues, D. Pietin, A. Renard, F. Letestu "Stabilizing the phase response of 
blind array processors for GNSS interference Cancellation", Proceedings ION PLANS 2006, San diego 
CA (USA), April 25-27, 2006. 
 
G. Carrie, F. Vincent, T. Deloues, D. Pietin, A. Renard, "A new blind adaptive antenna array for 
GNSS interference cancellation", Proceedings ASILOMAR05, Pacific Grove CA., October 30-
November 2, 2005. 
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II- Détection du cliquetis pour moteur automobile [37] : 
 
 
Cette deuxième application des techniques d’estimation et de détection s’éloigne un peu 
des domaines classiques décrits précédemment (radar, navigation, communications). En effet, 
il s’agit ici de détecter une onde mécanique (vibration) et non électromagnétique et l’on 
dispose en général d’un seul capteur. De plus, l’application visée (contrôle moteur 
automobile) implique des contraintes de coût et de robustesse encore plus drastiques à cause 
des très grandes séries produites et de la diversité des moteurs et environnements d’utilisation 
(température, altitude, vieillissement, …). Cependant les techniques de détection que nous 
allons présenter dans cette dernière partie sont inspirées de techniques de détection optimales 
que l’on trouve d’habitude en radar. 
 
1. Introduction au problème : 
 
 
1.1 Le contrôle moteur : 
 
Le premier moteur à explosion date de 150 ans et son principe de fonctionnement a peu 
évolué depuis. Bien que l’on ait fait des progrès sur les matériaux utilisés (tenue mécanique, 
réduction des frottements, de l’usure et du poids, …), les principaux organes mécaniques d’un 
moteur à combustion interne sont restés globalement les mêmes (pistons, chambre de 
combustion, soupapes, distribution, allumage, …). Pour atteindre des performances de plus en 
plus élevées en terme de consommation, de pollution ou d’agrément de conduite, 
l’électronique et le contrôle moteur associé se sont naturellement imposés. En effet, de nos 
jours, les nouvelles normes d’antipollution (Euro 4) qui fixent les rejets maximum de CO, 
NOx et HC imposent un contrôle très strict des émissions de chaque moteur. A cela s’ajoute 
les contraintes de consommation (émissions de CO2), d’agrément de conduite, de sécurité de 
fonctionnement et de diagnostic embarqué. Ainsi, tous les moteurs modernes sont bardés de 
capteurs (température, pression, température d’eau de refroidissement, sonde de richesse des 
gaz, …) et d’actuateurs (papillons des gaz motorisés,  …). Ces transducteurs sont associés à 
un calculateur de gestion du moteur. Les principales fonctions du contrôle moteur sont : 
 
• Le calcul et la gestion de l’admission d’air frais : optimisation de la quantité d’air 
(gestion du papillon d’admission d’air et éventuellement des soupapes) et calcul de 
la masse d’air entrant dans le moteur. 
 
• Le calcul et la gestion de la quantité d’essence à injecter. 
 
• La gestion de l’allumage. Calcul du moment optimal d’allumage. 
 
• La diminution de la pollution. Réduction du temps de montée en température du 
catalyseur, gestion de la richesse, … 
 
• Le contrôle des pannes. Vérification des valeurs données par les capteurs et gestion 
des modes dégradés en cas de panne. 
 
Le contrôle du cliquetis moteur est une des fonctions de la gestion de l’allumage. 
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1.2 Le cliquetis : 
 
Pour les moteurs à allumage commandé (à essence), le cliquetis est un phénomène 
d’auto-allumage non contrôlé du mélange air-essence. En effet, à la fin de la phase de 
compression, la bougie allume le mélange air-essence entraînant une forte augmentation de la 
pression et de la température qui permet d’obtenir la puissance mécanique. Cependant, il se 
peut que ces conditions soient propices à l’apparition d’un autre allumage dans la chambre de 
combustion. Dans ce cas, la rencontre des deux fronts de flamme peut provoquer de fortes 
oscillations de pression (cf. figure 22). 
 
 
Figure 22 : Phénomène de cliquetis 
 
Ces oscillations provoquent des bruits mécaniques qui se propagent dans tout le bloc 
moteur et sont audibles. Si ce phénomène néfaste n’est pas supprimé, il va entraîner une 
augmentation de la température et des charges mécaniques. Le rendement du moteur peut 
baisser et la pollution augmenter. De plus, à long terme, il peut y avoir des conséquences 
destructrices sur certains organes du moteur (segments, soupapes, joint de culasse, …). 
L’augmentation du rendement des moteurs moderne passe par une augmentation du rapport 
de compression volumétrique ou par l’adjonction d’un turbo compresseur. Ces évolutions 
amplifient la probabilité d’apparition du phénomène ce qui limite l’évolution des rendements 
à l’heure actuelle. 
 
 Pour contrôler le cliquetis, on joue sur l’avance à l’allumage. En effet si l’on retarde 
l’instant d’allumage, la température et la pression vont baisser et le phénomène va disparaître 
instantanément. Cependant, comme le montre la figure 23, le couple moteur pour une quantité 
d’essence et d’air admise est maximal pour une forte avance à l’allumage, zone dans laquelle 
le cliquetis a de fortes chances d’être présent. 
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Figure 23 : Courbe de rendement optimal du moteur 
 
Toute la problématique du contrôle du cliquetis est donc de rester le plus proche possible de 
cette zone de rendement optimal. Le choix d’un détecteur performant est donc crucial car d’un 
coté les non détections peuvent être destructrices pour le moteur et de l’autre, les fausses 
alarmes entraînent des retraits d’avance injustifiés et donc une sur-pollution et 
surconsommation. 
 
 
1.3 Détection du cliquetis par les systèmes de contrôle moteur actuels: 
 
 Pour détecter ce phénomène, les véhicules de série sont équipés d’un capteur 
accélérométrique vissé sur le bloc moteur. Le signal fourni par ce capteur est donc perturbé 
par les autres vibrations dues au fonctionnement normal du moteur. En cas de cliquetis, l’onde 
de choc générée dans la chambre de combustion excite les différents modes de résonance de 
celle-ci. Les fréquences propres de ces modes dépendent essentiellement du volume de la 
chambre de combustion et de la vitesse de propagation du son (qui dépend de la température). 
Ces deux paramètres évoluent au cours de la combustion. Cette variation entraîne une légère 
modulation des fréquences de résonance comme le montre le diagramme temps-fréquence du 
signal cliquetis représenté sur la figure 24. 
 
 
 
Figure 24 : Signature temps-fréquence du cliquetis 
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L’énergie de cette vibration néfaste étant bien localisée dans le plan temps-fréquence, 
la méthode de détection classiquement utilisée en série de nos jours consiste simplement à 
mesurer l’énergie du signal recueilli sur le capteur dans une certaine fenêtre fréquentielle et 
temporelle. Cette énergie est ensuite comparée à un seuil précalibré en fonction de paramètres 
extérieurs (régime, température d’eau, …) de manière à maintenir un taux de fausse alarme 
constant. 
 
Depuis plus de 20 ans, de nombreuses études ont eu pour but de mieux caractériser la 
signature du signal en vue d’améliorer sa détection. La majorité des études passées sur le sujet 
se sont focalisées sur des méthodes temps-fréquence ou temps-échelle (ondelettes) adaptées à 
ce signal [38][39][40][41]. D’autres ont essayé de modéliser la « fonction de transfert » 
variant dans le temps entre le phénomène physique de combustion dans le cylindre et le signal 
recueilli sur le capteur dans le but d’améliorer la détection et de rejeter les bruits parasites 
[42][43]. 
Nous avons choisi une voie différente pour améliorer les performances en détection. 
Celle-ci s’inspire directement des méthodes de détection optimales que l’on trouve en radar 
par exemple. Elle est donc basée sur une modélisation du signal reçu et le calcul du détecteur 
optimal associé au sens de Neyman-Pearson. Cette voie nous permet ainsi d’évaluer les 
performances des différents détecteurs envisagés, de les comparer entre eux ainsi que 
d’apprécier le gain en performance par rapport au traitement basique utilisé à l’heure actuelle. 
Nous proposerons également des méthodes permettant de robustifier ce détecteur optimal car 
la signature du signal peut légèrement varier. Enfin, nous évoluerons les performances de ces 
différents détecteurs sur une base de signaux réels recueillis au banc moteur. 
 
 
2. Amélioration des performances en détection : 
 
 
2.1- Modèle du signal : 
 
Comme nous l’avons vu précédemment, le choc crée par le cliquetis excite différents 
modes de résonance de la chambre de combustion. La signature du cliquetis est donc 
caractérisée par plusieurs raies spectrales dépendant de la taille et de la forme du cylindre. Le 
volume de ce dernier évoluant au cours de la phase de détente, comme la température, on 
observe une légère modulation de fréquence (quasi linéaire) de ces modes de vibration 
caractéristiques. Pour finaliser la modélisation du signal provenant du cliquetis, il faut ajouter 
une modulation d’amplitude permettant de décrire la naissance et l’atténuation du phénomène 
au cours de chaque combustion. Pour chaque mode p, nous avons choisi d’utiliser une 
fonction d’enveloppe du type : 
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où ( )tU  est l'échelon unité. 
 
Celle-ci est représentée sur la figure 25. 
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Figure 25 : Modèle d'enveloppe du signal cliquetis 
 
Ainsi, la signature du signal recherché peut être décrite de la manière suivante : 
 
( ) ( ) ( )[ ]∑ ++= ppppp tttwats φβαpi 22cos  
 
2.2- Détection : 
 
Grâce à cette modélisation, on peut formuler le problème de détection de la manière 
suivante : 
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Dans le cas où l’on suppose tous les paramètres du modèle connus (fréquences de 
vibrations, pente de la modulation en fréquence, …) et le bruit blanc et gaussien, le détecteur 
optimal (au sens de Neyman-Pearson) est le filtre adapté : 
 
 
γ<>=
0
1
H
H
T TNP xs  
 
Ses performances peuvent ainsi être facilement déterminées et comparées au traitement 
« classique » réalisé à l’heure actuelle (Energie Passe-Bande – EPB) [37]. La courbe de la 
figure 26 montre les capacités d’amélioration du détecteur actuel en utilisant un traitement 
adapté pour un SNR de -6 dB et pour des valeurs classiques des paramètres du signal à 
détecter. 
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Figure 26 : Comparaison des performances de différents détecteurs 
 
 
On remarque que le gain de performances peut atteindre plusieurs décades en terme de 
Pfa pour une Pd donnée. Cette augmentation de performances vient du gain de traitement du 
filtre adapté qui est proportionnel au nombre de points du signal recueilli (traitement 
cohérent) contrairement au gain de traitement par simple filtrage qui est inversement 
proportionnel à la bande de filtrage quelle que soit la longueur du signal. Cette baisse de la 
Pfa de plusieurs décades entraînerait une baisse des corrections d’avance à l’allumage non 
justifiée et par voie de conséquence, une hausse du couple moteur pour une même quantité 
d’essence. La consommation sera alors réduite. 
 
 En pratique, les paramètres caractéristiques de la forme d’onde à détecter ne sont pas 
parfaitement connus et peuvent légèrement changer d’un cycle moteur à l’autre. Il est possible 
d'estimer tous les paramètres inconnus et développer le détecteur du type GLRT associé [37]. 
Cependant, cette approche nécessite une charge calculatoire importante qui est incompatible 
avec les calculateurs utilisés de nos jours sur les véhicules de série. Il est alors possible de 
simplifier le modèle utilisé pour obtenir un traitement très simple au pris d'une légère baisse 
de performance. En effet, le but du filtre adapté est de remettre en phase les échantillons 
provenant du signal d'intérêt et d'atténuer par moyennage les échantillons de bruit. Ainsi, la 
modulation d'amplitude a peu d'effet sur les performances du détecteur et peut être 
simplement remplacée par une fenêtre d'analyse rectangulaire. De même si cette fenêtre est 
suffisamment petite, la modulation de fréquence reste peu sensible comme le montre la figure 
27. La pente due à la modulation de fréquence étant faible, le déphasage supplémentaire 
induit ne se fera sentir que pour des temps d'intégration longs. En pratique, les signaux 
cliquetis reçus sont de durée assez courte pour que la perte de traitement lors de l'intégration 
soit acceptable. 
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Figure 27 : Perte de performance du détecteur adapté en cas de simplification du modèle 
 
 
On peut ainsi se ramener au problème classique de la recherche d'une simple somme 
de sinusoïdes à différentes fréquences d'amplitudes et de phases inconnues. Ces différents 
modes de vibration étant suffisamment séparés en fréquence, le traitement adapté à ce modèle 
simplifié est simplement une détection des principaux pics du périodogramme. Les fréquences 
de résonance étant approximativement connues, on peut envisager de projeter le signal reçu 
sur la base formée par ces fréquences plutôt que de tester toutes les fréquences par 
transformée de Fourier. La charge calculatoire sera ainsi réduite. Cependant, ces fréquences 
de vibration peuvent légèrement varier d'un véhicule à l'autre ou au cours d'un roulage à cause 
de nombreux paramètres extérieurs (couple demandé par le conducteur, température de l'eau 
de refroidissement, température de l'air extérieur, qualité de l'essence, …). Nous avons donc 
développé un détecteur robuste à ces imprécisions fréquentielles [44][45]. 
 
 
Remarque : Même dans le cas où l'on disposerait d'un processeur suffisamment puissant pour 
calculer les transformées de Fourier en temps réel, il subsisterait une erreur d'estimation due 
au maillage en fréquence. La perte engendrée par cette imprécision de 1/N en fréquence 
réduite pourra également être compensée par ce détecteur robuste. 
  
 
  2.2.1 Détection robuste aux imprécisions en fréquence : 
 
Nous considérons ici que le signal reçu est toujours composé d'une somme de 
sinusoïdes pures dont les fréquences pf
~
 sont inconnues, mais appartiennent à un intervalle 
autour de la fréquence supposée pf . 
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Le problème de détection est donc le suivant : 
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où  aSs ~~ =  avec [ ]...~~...~~~ 2121 ssccS = , 
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( ) ( )[ ]Tppp tftfc ...~2cos~2cos~ 21 pipi= et ( ) ( )[ ]Tppp tftfs ...~2sin~2sin~ 21 pipi=  sont les 
vecteurs temporels de base, 
 
( ) ( ) ( ) ( )[ ]Taaaaa ...sinsin...coscos 22112211 φφφφ −−=  les amplitudes 
correspondantes. 
 
 
Remarque : Seules les fréquences pf  sont connues et par conséquent les vecteur de bases 
[ ]...... 2121 ssccS =  avec ( ) ( )[ ]Tppp tftfc ...2cos2cos 21 pipi=  et 
( ) ( )[ ]Tppp tftfs ...2sin2sin 21 pipi=  
 
 
Dans le cas où les fréquences seraient parfaitement connues ( )pp ff =~ , le détecteur optimal 
est le GLRT : 
 
xx S
T
GLRT PT =  si 
2σ  est supposé connu 
( )xx
xx
S
T
S
T
GLRT PI
PT
−
=′  si 2σ  est supposé inconnu 
 
où ( ) TTS SSSSP 1−=  est la projection sur le sous espace engendré par les fréquences pf .  
 
 Dans la littérature, le problème de méconnaissance du sous espace signal a été abordé 
de différentes manières. On peut considérer les pf
~
 comme aléatoires [46][47] et utiliser un 
algorithme numérique pour estimer les amplitudes des différents modes. On peut également 
faire appel à certaines méthodes présentées précédemment dans le cas du traitement d'antenne 
qui consistent à estimer le sous espace signal à partir de la diagonalisation de la matrice de 
covariance ( )TssE  [48][49]. Nous avons choisi, ici, d'adapter une méthode de robustification 
proche de celle employée en traitement d'antenne en présence d'incertitude sur les directions 
d'arrivée des signaux (A-V-1-1). Nous allons ainsi élargir le sous espace signal de manière à 
récupérer l'énergie des éventuelles erreurs sur les fréquences. En effet, si nous considérons 
que les erreurs fréquentielles sont faibles, on peut effectuer un développement limité des 
vecteurs de base du sous espace signal autour des fréquences d'intérêt : 
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Le signal appartient ainsi à un sous espace élargi : 
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[ ]............... 1221212121 cttststctcssccSR =  
 
où R est un paramètre de réglage fixant la taille du nouveau sous espace. 
 
Dans le cas où la puissance du bruit est inconnue, le détecteur robuste aux erreurs 
fréquentielles s'écrira donc : 
 
( )xx
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On peut également envisager de choisir un sous espace bruit plus petit que le complémentaire 
du sous espace signal de manière à être sûr de ne prendre en compte que les données 
exemptes de signal utile pour estimer la puissance du bruit. Dans ce cas, on pourra choisir un 
projecteur sur le sous espace bruit égal à ( )
Qs
PI −  où RQ > , comme le montre la figure 28. 
 
 
 
Figure 28 : Choix des sous-espaces signal et bruit 
 
 
Le détecteur robuste devient alors ( )xx xx
Q
R
s
T
s
T
rob PI
P
T
−
=′ . 
 
Dans [44], nous avons étudié les performances théoriques de ce détecteur et nous les avons 
comparées aux performances du détecteur adapté. Nous avons considéré plusieurs cas 
d'erreurs fréquentielles, soit des erreurs aléatoires, soit la présence d'une modulation de 
fréquence non modélisée (cas du cliquetis). Dans les deux cas, les résultats et les conclusions 
que l'on peut tirer sont proches. La figure 29 présente la Pd en fonction de l'erreur maximale 
en fréquence pour différentes valeurs d'élargissement des sous espaces, pour un SNR de 0 dB 
et une Pfa de 10-6. 
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Figure 29 : Performances du détecteur robuste aux variations fréquentielles 
 
Comme attendu, on observe que plus l'erreur sur les fréquences peut être importante, 
plus il faut élargir le sous espace signal au prix d'une petite perte de performance en cas 
d'erreurs faibles. On voit également qu'il n'existe pas de valeur optimale de Q et R valable sur 
toute la plage d'erreur et que le choix de ces paramètres dépendra de la zone dans laquelle doit 
fonctionner le détecteur. Pour des erreurs faibles, le choix Q=R=1 semble donner de bons 
résultats. Il permet, en outre, de compenser les erreurs d'estimation intrinsèques au maillage 
en fréquence dues à la transformée de Fourier ( )1=∆ pN . En effet, comme le montre la figure 
30, ce détecteur permet de gagner en probabilité de détection par rapport au détecteur adapté 
pour toutes les Pfa et pour un SNR de 0 dB.  
 
 
 
Figure 30 : Choix optimal de la taille des sous-espaces signal et bruit pour un SNR standard 
 
 
Dans le cas où le SNR devient trop faible, il vaut mieux restreindre au maximum la 
taille du sous espace signal pour éviter la pénétration du bruit quitte à perdre une partie du 
signal utile (cf. figure 31). La très faible perte de performance dans ce cas n'est cependant pas 
critique car elle intervient dans le cas où le signal est très faible et donc le cliquetis peu 
dangereux pour le moteur. 
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Figure 31 : Choix optimal de la taille des sous-espaces signal et bruit en fonction du SNR 
 
 
Remarque : Ainsi grâce à ce détecteur robuste aux erreurs fréquentielles, on peut envisager 
un détecteur semi-adaptatif. Ce dernier pourrait mesurer par transformée de Fourier les 
valeurs nominales des fréquences de résonance à une cadence plus faible que le 
fonctionnement du détecteur de manière à remettre à jour régulièrement les fréquences en 
fonction de l'évolution du moteur. Ce détecteur robuste aux erreurs fréquentielles a fait l'objet 
d'un dépôt de brevet [51]. 
 
 
D'autre part, l'apparition du phénomène va également entraîner, de manière aléatoire, 
d'autres bruits mécaniques (vibrations non modélisables mais liées à l'apparition du 
phénomène) qui vont être reçues par le capteur accélérométrique. Ainsi, sur les signaux réels, 
on observe souvent une augmentation du niveau du "bruit" lors de l'apparition du cliquetis. 
Dans le chapitre A dédié aux méthodes robustes, nous avons développé un détecteur 
robuste à l'augmentation du bruit sous H1. Ce type de détecteur s'applique particulièrement 
bien au cas du cliquetis. Dans [50], nous avons adapté ce détecteur robuste à la variation de la 
puissance du bruit au cas des signaux cliquetis. Ce détecteur s'écrit : 
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Il se déduit donc du détecteur adapté par ajout d'un terme positif qui dépend du rapport 
entre la puissance du bruit estimée et celle supposée. Alors que le détecteur classique ( )GLRTT  
ne travaille que dans l'espace signal, le terme correctif mesure la puissance dans l'espace 
orthogonal et corrige éventuellement le test si celle-ci n'est pas conforme à la puissance 
supposée du bruit. 
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Remarque : On peut ainsi envisager de modifier d'autres détecteurs par ajout de ce terme 
correctif. Par exemple, le détecteur du cliquetis utilisé en série de nos jours qui mesure 
simplement l'énergie du signal dans une fenêtre temporelle et fréquentielle peut également 
être modifié pour devenir plus robuste aux variations du bruit. 
 
 
Nous avons testé ce nouveau détecteur sur des signaux réels et obtenu de très bons 
résultats. Par exemple, la figure 32 montre l'amélioration des performances du détecteur basé 
sur le mode dominant du signal (7.1 KHz environ). Cette courbe a été obtenue à partir d'une 
base de 3800 signaux enregistrés sur un moteur de 1.8 litre de cylindrée. On peut observer un 
gain de détection pouvant aller jusqu'à 40% pour certaines Pfa. Ce nouveau détecteur a 
également fait l'objet d'une demande de brevet de la part de l'entreprise partenaire de l'étude. 
 
 
 
Figure 32 : Performance du détecteur robuste aux variations de bruit sur signaux réels 
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3. Détection du cliquetis - Résumé : 
 
 
 
Contexte : 
Amélioration des performances des détecteurs du cliquetis automobile. 
 
Contribution - Résultats: 
- Mesure et comparaison des performances des détecteurs courants. 
 
- Simplification et réduction de la charge calculatoire du détecteur adapté. 
 
 
- Développement d'un détecteur robuste aux erreurs fréquentielles et évaluation de ses 
performances. 
 
- Développement d'un détecteur robuste aux variations du niveau du bruit. 
 
 
- Mesure des performances de ces différents détecteurs sur une base de signaux réels. 
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Conclusion générale 
 
 
 Lors d'une première partie, j'ai présenté mes activités d'enseignements. Outre les 
enseignements académiques liés au traitement du signal, j'ai essayé de mettre en place une 
pédagogie novatrice à travers de nombreuses maquettes pédagogiques. Ces supports à 
l'enseignement, utilisés lors de projets se veulent aussi proches que possible de systèmes 
industriels. Ils permettent d'avoir une démarche pédagogique inductive où l'application est 
présentée avant la théorie de manière à faire apparaître le besoin de modélisations théoriques 
de manière intuitive. Cette approche est ainsi complémentaire de la démarche déductive, plus 
communément utilisée où la théorie est présentée en cours avant de la mettre en pratique en 
séances appliquées. D'autre part l'aspect parfois ludique de travailler sur un système réel 
permet souvent d'augmenter la motivation des étudiants pour le travail demandé. Cette 
démarche leur laisse une plus grande initiative pour résoudre un problème qu'ils doivent eux-
mêmes parfois préciser, contrairement aux enseignements plus académiques. Cette approche 
est ainsi plus en adéquation avec leur futur métier d'ingénieur. 
 On peut enfin noter que ces supports pédagogiques sont issus des mes différentes 
activités de recherche (essentiellement dans le domaine du radar) ce qui illustre l'importance 
des liens entre la recherche et l'enseignement. Ces interactions formation-recherche existent 
aussi dans l'autre sens puisque certaines de ces maquettes permettent de mieux comprendre et 
modéliser les phénomènes physiques par l'analyse de signaux réels. Elles permettent 
également de tester facilement de nouveaux algorithmes et intéressent, pour cette raison, 
certains de nos partenaires industriels. 
 
 Lors d'une deuxième partie, j'ai présenté mes activités de recherche sur les techniques 
de détection et d'estimation robustes. Celles-ci permettent de limiter la perte de performance 
des algorithmes "classiques" de traitement du signal lorsque le signal reçu s'éloigne de la 
modélisation supposée. Après avoir présenté les différentes causes d'écart entre le modèle et 
les signaux réels, j'ai analysé leurs conséquences sur les algorithmes optimaux. Différentes 
techniques robustes ont alors été présentées en finissant par celles qui relâchent le plus les 
hypothèses sur le modèle. Pour toutes ces méthodes, j'ai souligné mon apport par rapport à 
l'existant, soit dans l'analyse des performances de techniques connues (Diagonal Loading, 
Matched direction detector/estimator), soit dans le développement de nouvelles méthodes 
d'estimation et de détection (estimation de direction d'arrivée en cas de bruit multiplicatif, 
détecteur robuste aux variations du niveau de bruit). 
 J'ai ensuite présenté 2 domaines d'application de ces méthodes qui ont fait l'objet de 2 
thèses que j'ai co-encadrées. L'antibrouillage des signaux de navigation par satellite par le 
biais d'une antenne réseau de petite taille d'une part et la détection du cliquetis automobile 
d'autre part. Lors de ces 2 études, très proches des systèmes opérationnels, la prise en compte 
des défauts de modélisation des signaux a été capitale pour le bon fonctionnement des 
algorithmes envisagés. Dans les deux cas, les performances des solutions proposées ont été 
très encourageantes. Leur utilisation est en cours ou envisagée par les industriels partenaires 
de ces études. Deux brevets ont été déposés à la suite de ces travaux. 
 Malgré la robustesse supplémentaire introduite, on observe parfois une perte de 
performance des algorithmes de détection ou d'estimation dans certains cas particuliers. C'est 
par exemple le cas des formateurs de faisceaux en présence de sources corrélées (multitrajets). 
Nous étudions d'ailleurs ce sujet au cours d'une nouvelle thèse en partenariat avec l'ONERA 
et le CNES. 
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Pour augmenter encore la robustesse de ces algorithmes, une des solutions est 
d'introduire le maximum de connaissances a priori que l'on possède. Cela peut se traduire par 
exemple par une meilleure modélisation de l'environnement en radar (modélisation fine de 
différents types de clutter, knowledege-based radar, …) ou l'exploitation d'informations 
extérieures supplémentaires en navigation (exploitation du mouvement de l'antenne par le 
biais d'une centrale inertielle, …). De manière générale, cette introduction supplémentaire 
d'information est complémentaire des algorithmes robustes développés jusqu'à présent et 
ouvre de nombreuses perspectives pour améliorer les performances des systèmes futurs. 
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