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ABSTRACT 
Theoretical concepts underlying information systems (IS) are 
analyzed. The study is in general oriented towards computer-based, 
' . ' •. ~, . 
large capacity IS. An attempt has been made to identify the dis-
tinguishable elements of IS domain and establish interrelationships 
between them. Some of the current IS theories are evaluated. Pre-
dicts that a theory for behavioral conmronication would treat infor-
mation as· a function of the number of possible conditions under 
which the message would be used. The relation between data-providing 
and document-providing structures has been investigated. 
Suggests that the document space should be considered at the 
following different levels: term, "doc", component and document. 
Proposes a general "linl{-preserving transformation model" for docu-
ment matching and retrieval opera.tion. Need for treating a query as 
a hypothetical document is emphasized. Points out that to improve 
search outcome it is necessary to represent each document as a 
relationally ordered set of terms. Proposes a "Y~matching" (weighted 
index matching) search strategy. Theoretic preconditions for 
optimising IS performance have been evaluated. Shows that a com.bina-
. tion of indirect file and direct file organization can yield best 
results • 
~,P,~ "•,,.~o,~ ..... ._.,...,.,~-,,~.--- ... ·-··' ............ ______ ..... ,~,,,~ "', •' 
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I INTRODUCTION 
1.1. T'erminolo& and General Observations. 
1.10. Aey' purposive hwnan action or behaviour is related to decision 
making and in.formation is a prime determinant of "decision". 'Information' 
and 'communication' are near-synonymous terms in everyday usage. Weaver 
has defined communication as "all of the procedures by which one mind may 
affect another " {§4, p.95-] •. According to Norbert Wiener, 
"Information is a name for the content of "t1hat is ex-changed with the outer -world as we adjust to it, and make our adjustment felt upon ito The procsss of re-ceiving and of using information is the process of our adjusting to the contingencies of the outer environment, and of our living effectively within that environment" [Wl, Pol~ o 
These generalized definitions of 'information' carry very little relevance 
to the theories of information so far developed. It is possible to identify 
problems related to in.formation at the following three diff e.rent, but re-
' 
lated, levels [s4, p.95-9~: 
Level A. How accurately can the symbols of communj cation 
be transmit tei? __ the technical problem. 
Level B. How precisely" do the transmitted symbols convey 
the defined meaning? __ the semantic problem. 
Level C. How effectively does the received meaning affect 
conduct in the desired ~? ____ the effectiveness problem. 
These categorizations of Weaver are in conformity with the following classi-• 
fication of Charles ?~orris [M6] : 
1. the relation of signs to other signs (linguistic) 
____ syntactical meaning. 
,· 
I 
1,u. 
2. the relation of signs to their significates 
____ semantical mean;ng. 
3. the relation of signs to situations and behaviours ( sociological) 
__ pragma.tical meaning. 
"Inf orma.tion theo:ey", developed chiefly by Claude Shannon is 
concerned only" with level A of the information problem.. While noting that 
"frequently messages have meaning", Shannon dismisses this feature ,dth 
the statement., "these semantic aspects of cormmmication are irrelevant to 
the engineering problamn ~4., p.jj, viz., accuracy of transference of 
various types of signals from sender to the receiver. However, Norbert 
Wiener refuse~ to consider that there exists "any ~undamental opposition 
• between the problems of our engineers in measuring communication and the 
problem of our philologists" (guoted in Jl, p. 24~ • It is, however, 
certain that in "information theory", the term tjnformation' is used in a 
restrictive special sense, and so the concept nmst not be confused with 
meaning. In this theory the amount of information of a message is treated 
as a function of the number of possible alternative set of messages. 
According to Brillouin, 
1,12, 
"Information has received a purely statistical definition from which all human elements are excluded: moral import, 
scientific significance~ artistic quality~ even speculative 
value in businassoooNot one of these eoneeptsi essential 
though they are to the usual meaning ot ihe 1r1ord Oin.forma-
tion9 comes '{;Ji.thin the ambit of our definitionoooit is 
essential to <emphasise these :re~trictions ~ ~,hieh correspond 
to the present stat,e of affairs in the thooey o t"Je may hope 
one day to b~ abls to discard these barriers~ but 1r1e cannot 
at the moment, foresee how it will become possible" (quoted i!1 G6, p.58]. 
The first major attempt at developing a theory of information 
which incorporates the tthuman element11 may be attributed to Colin Cherey 
-t 
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in his book, On Human CoJmDtini cation [Ci] • Behavioral or hwnan commt1ni ca-
tion is concerned with levels B and C of the information problem, and 
during recent years many investigators have directed their attention to-
wards constructing a "theory of behavioral communication"; however, it is 
interesting to note that most of them have used the mathematical formalism. 
of Shannon, tlms supporting Weaver's contention fs4, p. 9sl that the theory 
or level A is, at least to a significant degree, also a theory of levels B 
am C. For example, in their semantic information theory, Carnap and Bar-
Hillel treat information as a function of the number of possible conditions 
unier which the message \fould be true. 
1.121. One could on these lines predict that a theory for level C would 
4 
treat information as a function of the number of possible coniitions under 
which the message would be usedo Tht3 key \'rord in this context is I environ-
ment• which approximately' will be a function of the user's primary and 
secondary- needs (motivation for seeking) for the conceptual content of that 
specific message, preparedness and ability to accept, retain and put it to 
effective use (use it for the purpose for which it was intended), etc. 
1,13, On the basis of the above discussion we may observe that: (1) a 
generalized theor.y of information which accounts for all different levels 
(both engineering and behavioral aspects) of the information problem is 
now overdue. Such a theory ,~.hould have the intrinsic ability to subsume ' ' '· ~- . ~ 
special theories for any of the levels. It is likely that the general 
theory will be dependent on "Infornation Theory" for the derivation of an 
appropriate mathematical basis; (2) "Information Theory" has appropriated. 
to itself the term 'information• to mean Hlevel A of information", thus 
depriving the future general theory or special theories of levels B andC 
. ~ 
,·· '. · r/ :;.,.;, ,\,: _ .:·:i,-:. {~'. _. :' '~r 
• 
/ 
their 1egitjmate "labels". It would have been highly desirable if "In-
formation Theo:ey18 1.1ere assigned a label like I signal detection theory' or 
even I inf ormetry' • 
The term 'information' as used in this study will primarily con-
cern levels B and C; however it ha.s some bearing, even on level A. So, the 
notion could be vi8W'ed as a link between the engineering and behavioral 
levels. 'Information' is here assigned a sti)5ulatory meaning. It sho11]d · 
not be treatecl as a synonym for 'lmowledge' • "Knowledge av 1-uepresents a 
higher level of abstraction and is a derivative (product of application) 
of information. In this sense "information" corresponds to coded or 
represented knowledge. The mode of coding may assume different forms such I 
as natural or artificial language symbols, printed patterns, electronic 
impulses, so11nds, etc. No restriction is made on the medium of recording. 
Information, as defined, could always be converted into certain discrete 
language symbols so that a suitable sensor device (hwnan or "artifactual") 
could recognize the meaning of the representation. We will further ex-
plicate the notion of information as follows: Some reaction ( sensation) 
is created in a man or machine to events (occurrence) in his or its im-
mediate environment. Observation or information is the result of recordjng 
this sensation. In this sense, ipfgn;uation is recorded relative lmowledge, 
since it is dependent on the "purposive state11 of the observer. _r~- ~-:.. " 
1.15. We will now attempt to point out a frequent but lrJTOng interpre-
tation of. the term 1information1 • In the context. of "management informa-
tion systems" it is conventional. to make an arbitrary distingtion between \ ·' ~ . 
"data" and "information" as .follows: 
11 (information ii lmowledge that was not previous]Jr known 
to its receiver. Information can be derived from data / 
/ 
~ 
~ ,•·• 
• I 
6 
only if the data '·are accurate, timely, unexpected., and 
relevant to the subject ,mder consideration." pi.,, p. 76i) 
While we take into account aspects like levels of processing, and timeli-
ness of· in.formation., we do not recognize that a system should alwqs de-
liver only factual truth& (generally couched in declarative sentences). 
'.' 
It is also not necessary that the output should consist of entirely "new 
knowledge". One would easily agree that "deliverlng only new lmowledge" 
would be too severe a. condition for realization in any meaningful way. 
1,16 ... Certain notions related to "information" will be now defined. 
Decision is concerned primarily with action and is the process of making 
choices by an effective utilization of available information. Intelli~ence 
may be defined. as the ability to make appropriate decisions. Note ttw.>t 
appropriate decisions need not always be the correct ones either logieal.ly 
or "morally". Pragmatics (and the variable 0 environment") often dictate 
which decision is "besttt. The subject of this thesis forms part of the 
broad area commonly called "artificial intelligence systems" • 
. ,
l,17, A system is a collection of entities (men, machines, materials., 
procedures) organically related for the reaJization of some specific ob-
jective. By an organic relationship of the entities (components) is meant 
the following: (1) each component is necessary for some stage of the 
'! operation of the system; (2) the components are related in the system in a 
~ 
cohesive and dynamic way so that the system is able to operate at a high 
level of efficiency; (3) there is a control mechanism to de.fine and regulate 
the relationships between components; and (4) there exists a feedback 
mecbanjsm to enable the system to "benefit" from its past performance. A 
system in which the components are related for purpos·e of procurement, 
7 
processing, storing and dissemination of ~ormation is cal led an 
inloma:tcion syetem (IS.). The simple operations of a conventional library 
am the complex data processing of neuroelectric data are both encompassed 
under the scope of this definition. However, our present study is de-
limited to automated or semiautomated processing of alpha-numeric data. 
We will further stipulate that the inputs nm.st be either '1documents 11 or 
"queries 11 • 'Document' here represents infonna tion w1. thin the confines of 
some physical medium of representation such as book, report, microfilm, 
mierocard, extracts from articles, etc. The term 'queey' has been used in 
place of t question' to emphasize that questions in natural language should 
in general be transformed into a formalized language so that the system 
receptor can "11m erstand u them. Similarly, 'response' ( output from system 
effector) will be used in place of •answer•. •Conversation', 1understand 1 , 
etc. are also used in a restrictive sense (under the bounds of the .formal-
ized language and the computer program used). 'Structure• will be used 
11nder the domain of this study as a syno,zym for •system'. Efficiency of 
the system i-s the ratio between system input and output and effectiveness 
of the system is the ratio between output and anticipated output. 
1,18, The coverage of this study largely ta] J j es with the subject area 
coJIDllOnly called "information retrieval''. It is one of the contentions of 
this study that "retrievaln, though an important function, is only one of 
the components of the system and the label of a component should not be 
assigned to the 'whole". 
1,2, Statement or the Prablem. 
1,2Q, The basic assumptions of this study are: 
, :;:r--··· .... 
--------------...111 
·, 
i 
1,21, 
8 
l. aJJ information systems are to some degree man-machine systems. 
2. all information-providing structures are also information-
receiving structures • 
.3. aJJ information-providing structures (human or 11artifactual11 ) 
share certain important functional properties, and it is possible 
to construct a generalized theory governjng all these common 
properties. 
.. 
4. all information systems are "question-answering systems". 
This study deals with: 1. identification of the distinguishable 
elements of the IS domain; 2. assessmen.t of interrelationships between these 
elem~ts; 3. evaluation of current IS theories. Special attention will be 
paid to the following issues: 1. the place of queries in IS; 2. the relation 
between data-providing and document-providing structures; 3. connectivity 
and the notion of relevance; 4. theoretic preconditions for optimizing per-
formance. The study does not aim at exhaustiveness., for the primary ob-
jective is identification of viable research problems for future work. 
]..3. 
1,'30. It is not the concern of this study to provide a comprehensive 
literature survey of the field. Hot1ever, to provide perspective, some of 
the important contributions, theories and trends will be reviewed in 
•\ 
Chapter 2. A "balance" (on the basis of the relative place o! any contribu-
tion or paper in the theory 'or field in general) will not be kept in the 
allottment of space or nature of discussion. Emphasis will, however, be 
given to papers important from the point of view of discussion in subse-
quent sections. Chapter 3 is an attempt at analyzing some of the issues 
}· 
r J 
I I , 
I 
l 
' i 
"l 
! 
' 
•l 
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connected with the IS domain. As such, it is explorat~ory in nature. 
Theoretical aspects relevant .from the point of view of relating query to 
response are discussed in Chapters 4 am 5. Certain st~ctural models are 
also developed. Chapter 5 is primarily concerned with the notions of 
relevance, evaluation and optimization. The application of a systems ap-
proach is briefly considered. 
1.;31. The study in general w.i.11 be oriented to theoretical concepts 
underlying computer-based large-capacity IS. General-purpose stored-
program digital computers will, besides performing storage and retrieval 
functions, provide a coherent basis for the intellectual framework of the 
system. Certain clarifications are deemed necessary at this stage. The 
primary aspect underlying modern research efforts ~mich support scientific 
and technological progress is the challenging prospect of relegating to 
artifacts (products of human contrivance - primarily digital computers) 
a wide range of operations so far performed only" by huma.nso This step is 
achieved not by merely mechanizing current procedures anq methods, but by 
rationally sinmlating certain aspects of "inte]J:igent" human behaviour for 
the realization of required end-products. ~swill involve conversion, 
redesign, unification, and iterative representation (based on specific 
decision procedures) of certain models, methods and operations. Some 
operations which are "comparatively simple11 if performed by humans prove 
to be extremely complex for realization by artifacts -- for example, 
translation, indexing, etc. Mathematically oriented heuristic or adaptive 
research methods become necessary for their accomplishment (at least to a 
certain degree of "satisfaction"). Nevertheless, the unierm.entioned 
factors make it highly desirable, at least in the case of industrially 
,,. ~ ....... ~··""' .. ·.: ... - ...... ·•,•·······-"·_--_, .... 
·, 
10 
advanced countries to automate most of the information processing functions: 
1. the uncontrolled rate of production of docwnents; 2. the subject com-
plexities a.rx1 the intricacies of researches and of published documents 
which make content analysis both difficult ani arbitrary; .3. the need for 
precise an:i accurate information and intelligence data in research, business 
and defense areas (in suitable formats in real-time). It is these factors 
which give a new dimension of reality and purpose to IS theory. 
1.4, Role of Th19ries in IS Domain. f 
1.40. A recent survey by Berul "demonstrated" that "a typical 1nforma-
tion storage and retrieval system is a seemingly unrelated set of equipment 
and procedures. The key to successful implementation is a well defined set 
of objectives and an effective system design which ties the varied equipment 
am procedures into a unified system" [i38, p.1-~. The lack of a proper 
theoretical framework upon which an IS analyst can draw is implied in this 
remark. Similar observations have been mad.e in the past by ~ other in-
vestigators @7, p. 329-33~. 
1,4], The state of maturity or theory in any field is reflected in its 
technj quee Consequently, the very low performance of most of our operating 
IS is related to the absence of representative theories. This leads us to 
pose certain prjmitive questions: 
.-1. What is a theory? 
2. What are the relative roles of theory, model, simulation 
ani analogy? 
3. Is it possible to construct a theory (or a representative 
I set of theories) for IS? If so, what are the p~)econditions? 
\ 
.. 
.. 
11 
1.,,2, A theoi:y for a system S may be considered as a formalized 
definition of s. In other words, a theory should systematize, describe, 
explain and predict system behaviour. By "formalized" is meant: l. 
spe~ifiable by a formal language, L; 2. generalized; 3. denuded o:f meaning. 
The formalized language will consist of: 
l. a set of pr:imitive symbols: {sili:l, ••• n} 
2. a set of well formed fornmlas ( wff) F: {t j b• l, ••• } 
3. a set A of sentences called axioms such that A (: F 
-
4. a set R of rules of inference for deriving wff given 
other wff. 
5. a set P of :finite sequence of wff. called proofs which 
are detennined from the a.xi.oms by applying the rules of 
inference. 
I 
Axioms are sentences assumed to be true (on the basis of .A priori, non-
logi.cal, judgments or observation of empirical phenomena). The set of 
axioms shouJd be consistent and indepeDient. If fi is a wff of the axiom 
system A and if ~e negation of fi (.._,fi) -- assuming the language contains 
negation -- is not a theorem (a wff derived from a giveri wff by rules of 
inference, then A is said to be consistent. The set of axioms 
A: [ak: k = 1, ••• m} is said to be independent if for each k neither the 
axiom ak nor· its negation is deducible from the remai.ning axioms. The 
wff are in general obtained by deduction from the axioms, although not all 
w.ff are so obtained. 
1.43, Braithwaite has defined 'model' as follows: 
'•••I mod,el £gr a theo.ry I is another theory M which cor-
responds to the theory T in respect of deductive structure. 
By corresJ?ondence in deductive structure between M and T 
) 
is meant that there is a one-one correlation between the propositions of T and those of M iilhich is such that if a proposition in T logically follows from a set of proposi-tions in T~ the @o:rrelate in l·i of the first proposition in T logically follo1rJs from the set of correlates il;l r.r of the propositions of the set in T •• oa model is anothe1'tl inter-pretation of the theory's calculus' 1»12, Pe22,) o 
According to this interpretation, T and M should bear identity of logical 
structure, although they need not be physically similar. Hill.man has 
drawn a distinction between T and M by suggesting that 'a theory is 
generated from below to account £or experimental observations, wiile a 
model is generated from above as an interpretation of theoretical terms' 
[H5, p.22-23] . 
1.44, The role of a model in theory-construction is significant. The 
interrelationship between a model and its theory should provide valuable 
insights for successively modifying and thus improving the theory. A model 
is not only' an aid in perfecting theories, but also a valuable tool for the 
design and structuring of systems. If a 11model" is accepted as representa-
tive of~ empirical "problem", then it is less difficult to specify the 
various parameters of the problem in operational terms. The model can 
also provide valuable insights into the structure of the system to be de-
signed (or to be anal.j'"zed). In other words, a model can function as an 
aid in predicting certain 1,1nidentified' parameters (11nder certain en-
vironmental conditions) of the empirical structure. 
We may conceive of two types of models: 1. formal models; 2. 
substantive models. The distinction bett1een these two types of models is 
ma.de on the basis of the manipulability of symbols: S: f sil i:l, •• • n) 
representing the empirical structure. 
expressions yiel4 analytic solutions. A·• solution' in this context 
·.•·· r . 
lJ 
represents a decision conceming the behaviour of the actual system under 
certain parameters. By 1a,nalytic. solution' is meant a solution that could 
be reached by applying combinatorial techniques ~f mathematics. One of 
" the implications of this definjtion is that the value or any one variable 
of the actual system could be determined (correctly predicted) if the 
values of all other variables are known. If this condition is not 
realizable, the model is .substantive in nature. A substantive model is 
essentially' a simulation. Since every model is a kind of theory it could 
be argued that even sinniJation is formal. The primacy difference between 
a formal model and a simulation is concerned with what is being manipulated. 
In simulation we make an initial assumption that the theory is valjd and 
. test it by observing the performance of the empirical structure ( supposed 
to be defined by the concerned theory). The results obtained. will be 
subjected to formal an.aJ.ysis by representing them in the formalized 
language in wh5 .. ch the theory is couched. Si11D1lation is more concrete and 
is comparatively more easy for verification by artifacts. Simulation, when 
,,. 
used to validate the so11ndness of a formal model or to compare the actual 
performance with anticipated performance of a system, will be called testing. 
Evaluating systems then consists in matching the results of comparative 
testing against established standards (tald..ng into account tolerance, con-
fidence interval, cost, etc.). 
Analogies are ald..m to 11substantive models'', but there exists a 
clear distinction which can be understood by reference to the notion of 
"famjliarity". The basis for analogy is a comparison _between the theoretical __ .) 
. 
objects and certain other objects (not necessarily entities of the empirical 
structure) familiar in every-day life to the person who makes the analogy. 
I Ii f~ 
i :. ' 
i I. 
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A certain amount of approx1mation and inexactness is inevitable in .aDY 
analogy. In many cases, an analogy (or image) is intuitively prior (and 
primitive) to the concemed theory since the abstract core of a theory is 
" likely to be embedded in the crude notions of the analogy. The role of an 
analogy may be explained as follows: By a process of comparison (on the 
basis of implicit or explicit likeness) with objects or instances ~ere 
decision is clearer one 1«>uld consciously or unconsciously be directed to 
proper decisions. 
1.47. Analogy, s:imnlation, and formal model $re all useful aids in 
theory construction and studies of system behaviour. The increasing order 
of concreteness of these notions is as follows: theory, formal model, 
simulation, analogy. The relative role of these concepts in theory con-
struction phase is not clearly 1md erstood. An interesting discussion about 
the importance of models and analogies in understanding and developing 
theories is given in [JJ.]. Theory construction co11ld be achieved either by 
.fo.rmal axiomatic deductive methods or by observational inductive inferential 
methods. In the former, we post11late certain normative principles and pro-
ceed further by a deductive approach. The latter methods have as bases 
experiments conducted on empirical data. By observing properties shared 
by the elements o:t the system, certaj n conclusions are reached which are 
supposed to be true. Although these two general methods .have distinct 
orientations, it is possible to integrate them to achieve certain ob-
jectives. In most cases, a valid, adaptable theory is the net product of 
the interaction of empirical induction and formal deduction on a continuing 
basis. For a stimulating discussion on the spiral (endless cycle) of 
scientific method consisting of the empirical, hypothesizing, deductive 
"v .. 
:151 ·. ' • • ~, ..... 
and verification phases, the reader is referred to Ranganathan' s 
·"Prolegomena to library classification11 . [R3, p.43JJ • · 
1.4a. The definition of "system'' in section 1.17 could now be re-
phrased as tollows: 
••• 
C~ , where S is the physical 
15 
system, X a set of distinguishable elements (entities) which jointly ex-
haust S, a set of relations Ri, .•• Rri subsistlng bet111een these entities, 
and certain special elements c1 , ••• Cm of X. The R.H.S. represents 
Th(S), a theory or definition of s. The statements which are true in the 
empirical structure S about R.H.S. are wff (theorems) in the deductive 
theory Th(S). In this sense, a theory is a system which speaks about a 
I{ 
system (meta-system, S*). The relationship between the entities of the 
physical system should be mirrored in the behaviour of the entities of the 
meta-system so that questions about things in S could be answered by 
making statements about the properties of the corresponding structures in 
S*. Acy meta system is a product of a process of abstraction. · Every pro-
cess of abstraction is in essence representation of at least some species 
(entities of the system) by the corresponding genera and so will necessarily 
involve reduction in the number or complexity of entities. Occam's razor 
(the dictum that entities should not be multiplied unnecessarily) should be 
applied with discretion for purpose of preserving necessary features (in 
the light of objectives of S*) and eliminating all unnecessary ones to ob-
tain generality and consequently reduction in time, effort and cost. 
should be isomorphic to the, principal entities (features that should be 
preserved. in theory) of S. 
1.491. Since the individuals of the domain of a system are representable 
' 
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at different hierarchical leTels (conceptually), and since it is possible 
to postulate at least two distinct "layers" of abstraction, we may say 
that the meta system S* is multi-layered, each layer being a distinct 
level of abstraction. This notion could be further exemplified. by an 
aJ1alysis of the theory of integrative levels. Consider certain "simple" 
objects which are gradually growing into complex structures, This pro-
gression ·rrom simple to complex is the net result of the gradual. accunm-
lation of certain distinct properties. We may further observe that at 
• 
certain intermedi2te levels during the progression, aggregates of some 
simple objects attain specific degrees of complexity. Consequently, they 
form into certain functional wholes. At those levels the entities of the 
new 11whole11 cease to function as independent objects. They ean £unction 
only as members of the whole and interact 'With other wholes. This type o! 
whole-part formation takes place at different levels. Any attempt at the 
conceptual analysis of systems should bear this process in mind. The de-
gree of complexity o:f a theory should be judged on the basis of the number 
of layers constituting it and not by measuring the area occupied by each 
layero It is necessary to discrjmjnate between these layers and deal dif-
ferentially with them at the design phase. 
1,492. The physical system S of our concern is a dynamic, adaptive one. 
The meta-system ~. should incorporate provisions to represent the dynamic 
' 
behaviour of S (according to changes in environment). However, it might 
happen in certain cases that the 11idea.1H system (as defined by the theory) 
is different from the "actual" system S. Again, it might so happen that 
the theory does not correctly define the desired system. A .feedback .from 
the opera.ting (actual) system S to the meta-system S* might prove usefu1 
' I 
s•; ~-·-------
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in ult~_mately constructing a more nearly correct theory for the desired 
system. So, it would ·be useful to consider S arrl S* as distinct, mutual~ 
interacting entities incorporated in the domain of a larger system, with 
the added proviso.of feedback. 
1,493. A meta-system is not a 'thing', but an ordered list of relevant 
variables. A system variable is any distinguishable individual specifying 
its relationship with all other individuals of the same system domain. 
· The primary work of a theorist is the identification of the relevant vari-
ables. However, he has an equal responsibility to identify and specify the 
functional relationships between variables. Identification of relevant 
variables is achieved in general by carrying out controlled experiments 
by varying the values of certain variables, while keepjng others fixed. 
The larger the number of relevant variables, the more difficult it may be 
to limit them to specific levels of abstraction and consequently theory 
construction becomes relatively arbitrary and laborious. The important 
factors in theory construction are the number of variables involved and 
the n11mber and nature of levels of abstraction to which the variables can 
be related. The·size 6! the physical system is not particularly signi.fi-
. I~ 
cant to the theory constructionist. 
Related to theory construction are problems of quantification 
and measurement. The range of theoretical conceptualization and techno-
logical demands made on a system w.i.11 largely determine the variables 
that should be quantified and the nature of quantification (for ef~eetive 
measurement and comparison). By quantification is meant not just assign-
' 
ment of numerals according to g rule. Ellis ~3, p.35~ puts the re-
striction that the rule should be determinative in nature such that anyone 
-~-A•_ .. _____ .... --•- .. •·,,-•,••"••-- jl ... ,,,._,_ 
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who follows the rule w1. th due precautions should be in a position to make 
the same numerical assignmEnts to the same things under identical experi-
mental conditions. In addition, the results so obtained should be inde-
pendent of any previous numerical assignments, if any, that may have been . 
mad.e to these things. Eilis's restriction assumes special'importance in 
automated systems where there is no. scope for specifying the relative 
numerical values to tbjnga on the basis of intuitive value judgments. 
Although such a determinative rule is a necessary precondition for the 
existence of a scale o:f measurement, it is not likely to be a sufficient 
condition. 
1,495. Let us now consiger some aspects connected with 11measurement 11 • 
Lord Kelvin has made the follow.1.ng :interesting remark on this subject: 
"I often say that Wen you can measure what you are 
speaking a.boutj) and express it in num.be:rs~ you know 
something about it; but trh<en you cannot ®Xf)ress it 
in numbers ,9 your kno't'1ledge is of meagre and unsatis-factory kind; it may be the beginning of kn.oilflooge, but you have scarcely in your thoughts, advanced. to 
the stage of Science, whatever the matter ma.y be" [CJH:oted =in R8., p.l] • 
There are different modes of measurement such as ordinal, interval or ratio 
methods. The purpose for which a measurement is made mll dictate the type 
of measurement required. Rosenblith in his exceedingly interesting paper 
on "The Quantification of Neuroelectri.e Activity" [REtl suggests that before 
we make measurements to study the behaviour of complex systems, it w:0111.d be 
desirable to enmine the need for making that particular measurement and 
the conclusions that are expected from the measurement. The lirnits of per-
missible error ( tolerance) should also be correctly evaluated. In most 
cases, a "high" degree of accuracy is either not attainable or too 
... 
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expensive and not essential. In the case of progressively varying 
quantities, acceptable inexact measurement techniques (generally based. 
on statistical criteria) will have to be designed. Note that this ap-
proach need not conflict with the "determinative rule" described in 
· section 1.494. 
1.496. The prospects of numerical representation (governed by a de-
terministic rule) afford the possibility for mapping events in the \ 
empirical structure (irrespective of the way in which they are externally 
represented) into a formalized mathematical format. If th.e mathematical 
representation of the contextual notion is true (realistic), then that 
representation can be considered as an adequate model for the empirical 
system. The theorems and methods so far developed in that mathematical 
area thus become available as powerful tools for the meaningful exploita-
tion of the behaviour 0£ the system including prediction of behaviour. 
However, only in a few cases it is presently possible simply to apply 
existing mathematical methods. In general, it is difficult to correlate 
empirical observations with mathematical concepts a.nd consequences, 
may prove necessary to adapt or develop methods and in some cases to 
It 
• in-
~--. 
I 
'· 
vent or formulate suitable mathematical frameworks. Choice of an ap-
propriate mathematical "area 11 is no easy mattero It should be accomplished 
on the basis of an objective evaluation of different candidate "areas'' 
keeping computational simplicity, gen~rali ty and richness, degree of 
. 
"trueness", ·c. etc. in mind. However, since controlled. experiments ~ be 
rather difficult to perform, rarely will there be general agreement re-
garding the most suitable mathematical 11area" or approach. In addition, 
/(' 
the search for mathematical fortmilations· in meaningful association with 
•. 
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the context, of the field may suggest precision and abstraction within the 
field itself ard stimulate its theoretical growth" [n, p. '7i] • It may 
also in the process promote the elaboration of workable }zypotheses. 
l,!t21· Theory-construction presupposes an adequate lmow1edge of the 
basic philosophy, needs and functions of the concerned system. The 
theoretical concepts underlying IS are so little understood that relevant 
analytical methodologies are not yet known. Scarcity of adequate rele-
vant empirical d·ata, non-existence of any conceptually so1md, automated 
IS (operational), lack of proper mathematical equipment on the part of 
most of the current IS practitioners, etc. are factors affecting theory 
construction in this area. An active dialogue between the ••actual" 
workers and the theory-constructionists is necessary. The attempt should 
be not merely to impose a theory or theories from "outside", but to gen-
erate suitable theories from 11within". It should also be pointed out that 
while there is considerable duplication (and lack of co-ordination) in the 
research efforts in certain areas in IS theory, many potential areas have 
been almost omitted from meaningful investigations. The relationship be-/ 
tween theory-construction and IS evaluation, the derivation of content-
bearing expressions from queries., aspects connected with the optimization 
of the system,(esp~cially when some of the components malfunction --
e.g., the case where the set or index terms is not .fulJ.y representative 
of the I content• of the document), the role of theories from other inter-
acting subject areas in the design of IS theory, theoretical aspects con-
nected 'With the design of special hardware for processing nonnwneric data 
in IS, etc. -- these are some of the areas (selected at random) requiring 
.further study. In this context we should also point out· a dangerous 
- -· .. -~.-·., ..... ,-·-·-·····-· 
· 1-~~~~m~,;.--., -··--~ ..-~ •.. _
111111111111111 
____ ..... _______ ...... ;llliil"'·· /\rt·r;.(:_:··;I;;_~/_{:_/;\1:>;f::~·->:;,:/ .. f:·,_._.<:~··:.)· 
• 
21 
tendency on the pa.rt of IS practitioners to aoc~t uncritically any theo17 '\ 
couched in complex mathematical symbols as 11correct 11 • 
In section 1.14 it was pointed out that information is repre-
sentable by discrete language symbols. Any IS is a dynamic J 1 nguistic 
system involving a large number of variables. The satisfactory character-
ization of the entities of the IS domain ( the identification of the en-
ti ti es and of relations subsisting among them) is dependent upon logico-
linguistic-epistemological methodologies; this can be accomplished only 
by inter-disciplinary team work. The assert~on about inter-discip]jnary 
team work is based on the following notions: 1. the information to be 
processed in a typical IS may have been drawn from different "conven-
tional" subject areas; 2. the "user" cormm1nity may represent different 
subject interests; 3. recent developments in IS theory are net products 
of the interaction of results, approaches and theories from a variety of 
subjects. Linguistic theory and the technology dealing with automatic 
linguistic analysis are of special relevance to IS. However, as these 
areas are only in the formative stages of development, the IS theorist 
is constrained to devote a considerable amount of his time to basic pro-
blems connected with natural language analysis by mechanical devices. 
Only when satisf'actory solutions to these problems are forthcoming, could 
we anticipate a real breakthrough in IS theory. Since I e.xact' measure-
ments are rarely possible when dealing with natural language data, we 
IDa1 suggest that an area which requires further exploitation is the 
philosophy of inexact measurement. 
1.4991. Theory assumes special importance in the design of IS since in 
. Ii.,: 
(for example, retrieval), the primary role 
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is played not by- the phy'sical object (say, document) but by the theoretical 
object (representatives of physical object such as an "index") •. Certain 
prerequisites for. the design of a satisfactory theory for the field are 
enumerated below: It is necessary to formul.ate and test a n11mber of 
alternate hypotheses and to arrive at a set of axioms which could be used 
in the theory. Further, it w:>uld be desirable to construct models for 
each functional component of the system and subsequently to integrate them 
into a unified theory. Even when some of the components malfunction, it 
may be possible to derive the desired results from the total system under 
certain specified. conditions by some 9 optimization' procedures. Aspects 
connected with such optj mization should be studied in the context of the 
construction of a theory for an adaptive IS. t1e may now hypothesize that 
a· model for IS theory should be bipartite in composition. The model may 
be considered as the product of the superimposition of a deterministic 
(physical) model over a nondeterministic (behavioristic) model. Proba.-
~,\ 
biJ1stic approaches will prove of use in describing the latter model, 
while exact (reproducible) methods are likely to be more relevant in the 
design phase of the former. 
; .: 
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2.1. 
2.10. 
I ', ,· 
II DEVEL0Pl\9TS IN IS 'JliEORY 
-
Subtheori es. 
The major operations (functional steps) in any IS are: 
1. selection arxl acquisition of documents 
2. content analysis and indexing 
3. file organization (formatting and structuring of 
documents and document surrogates) 
4. relevance judgment, document matching and retrieval 
5. dissemination of relevant information 
- . 
Each functional step is a sequence of unit operations. Although these 
functional steps are interrelated, we may for purpose of simplicity, 
make the asswnption that ·each "steptt is mutually independent and develop 
a subtheory for it. Thus IS theory may be viewed as a composite of 5 
subtheories. 
2elle In this chapter we will brief]J" review a few saJ j ent research 
efforts dealing with functional steps 2, 3 & 4. As a methodological pre-
liminary let us make the following observations: To implement any problem 
solving function in an automated system, it is generally necessary to 
'procedurally' define the system -- i.e., to enumerate the necessary and 
~ 
. 
sufficient 'procedures' to obtain the 'anticipated. 9 output from the system. 
It ma.y now be seen that by enumerating the major functional steps we have 
in fact provided a general outline for the procedural definition of IS. 
We also know that all IS share a general objective -- providing informa-
tion --. Arry special IS may also be said to have some subgoals besides 
the above stated general objective. Since a given objective may be 
;: 
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attainable by any or several procedures,· we sho11ld consider the possibility 
that there may be several valid subtheories for an IS. The purpose of this 
brief review is to attempt to identify the similarities (or diss:imllarities) 
of some of the existing subtheories. 
2-2. 
___ Indexing. 
2.20. Indexing is defined as the process of assigning terms1 to docu-
ments, so that the set (or sets) of terms will approJCimately represent the 
"conceptual area" -- i.e., the subject content of the document. A word 
does not a1W81'S make an assertion; only' a meaningful group of words (a set 
of words standing in some specific syntactic relationship) makes a state-
ment. So, only a set o:f terms (perhaps singletons in some cases) should 
be treated as a surrogate (condensed representation) of the document. f ,! 
2.21. Cont,ent analysis, the basic operation for purpose of determining 
the "aboutness" of documents, is achieved by human beings by studying words 
or strings of words in relation to the environment of their occurrences in 
the text, In other words, content analysis is to be interpreted in terms 
of text analysis - i.e., analysis of the form, distribution and meaning 
of linguistic units (words, sentences, etc.) in the text. The basic con-
cern is with "meaning*', which is in general interpreted. in terms of the 
ttuse" o! words. Recognition of "significant 11 concepts ( "functional units" 
of meaning) is essentially an intuitive process, and ttsignifieance" as 
determined in this context .is a function which attempts to identify areas 
from the 11domain of document aboutness" tha. t are of potential. interest to 
the system users. This process of significance assessment is primarily 
1. "term" is used here as an undefined primitive llOrd • 
. , 
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based on a set of subjective value judgments. Consequently, it would be 
incorrect to expect absolute consistency in content analysis even in the 
. '-, 
case of manual systems. 
2.22. Another point to be em.phasize::l is that there does not exist "one 
correct way" to identify significant concepts of documents. This could be 
cl.a.rified by an analogous situation. Consider an orchestra. A fjnj te 
number of discrete notes make up the "composite mueic". However, no two 
people consciously hear quite the same set of notes. Ea.ch listener may 
be said to "catch" (select) a subset of all those notes and reconstruct 
them into harmonious music. The process of selection of the subset of 
notes depems on a n11mber of factors including education, training and 
psychological orientation of the listener. Similarly, ii each user were 
to index a document, there would be difference in the assignment of terma. 
An observation by Ivie is pertinent to this discussion: 
'7 "consideration of the problem of indexing leads one to 
the conclusion that there is no intrinsic content to a document whichj) imen once properly characterized by an 
appropriate set of tiords or phrases .9 is then adequately 
indexed for allsituations and all userso In reality the 
depth and type of ind9ddng needed depends both on the 
characteristics of the collection in t-mieh the document 
is embedded and on the interests of the user po~ulation 
to be serviced by the eolleetion at ths time 19 ~4~ po18]. 
Ideally, therefore, "indexing" should be an adaptive process o In other 
words, the set of terms defining a document should be a 11growing"one; it 
should not be a preconceived static set. The quecy and "user needs" 
should have some control over the set of terms defining each document. 
Apparently this is too severe (and intangible) a condition for realization 
in existing systems. In these ,.,e arbit:rarizy- assign to a document a set 
of terms (on the basis of anticipated maximum degree of satisfaction to 
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., 
users) which then in effect defines a document when the document is admitted 
to the syste.m.o It becomes necessary then to attempt t,o minimise the diver-
gence between· actual indexing and indexing lilich would be "ideal" for any 
given user. In most cases any such; attempt yields only partial results; 
we therefore conclude that anY type of indexing is arbitrary and derived 
by heuristic means. 
2.221. By accepting that any type of inde.xing is arbitrary, we are ob-. ~ 
liged to look for means to improve the 1 expected I results of indexing. One 
such potential method is the following: While enumerating (arbitrarily 
specifying) the constitutent surrogates, make the assumption that the entire 
"conceptual area" of the document is appropriated by those surrogates. 
However,~ some surrogates may bear more ncontent" than others. So it is 
necessary to assign (again, arbitrarily) an "importance measure'' to each 
surrogate. This step could in general be achieved by considering the 
"area" (mainly physical - for e:xample, the number of pages devoted to the 
concemed surrogate) occupied by each surrogate in the document. It should, 
however, be pointed out that by trying to 'improve' indexing in this way 
we are letting two levels of arbitrariness to enter into the operation: 
(1) in the select.ion of terms and decision concerning the constituent 
terms of each surrogate; (2) in the allocation of space to each surrogate. 
In the light of discussion in section 2.21, we also may state 
that content analysis is essentially a linguistic problem, and a satis-
factory solution of it should be cased on an appraisal of the internal 
structure and ordering of language. The Russian linguist Akhmanova has 
observed that 
"considered theoretically, each of the separate meanings 
contained in compounded complexes ••• can be abstracted, 
., 
or intellectually separated· out, into a sort of 'minimal unit of meaning' e •• But if such operations are to be transferred from the area of intuition into the area of logic and rationality (and no machine can operate other-
wise)~ a definite rninin1al unit of e:xpression must be made to correspond reguJarly-and sequentially to each minimal 
unit of meaning78 l].3, p.(l • 
, 
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However, no objective criterion has so far become evident that establishes 
such a precise one-to-one correspondence between content and language 
signal. Besides, linguistic theory is at· best only in the formative 
stages of development. So, we are left with the alternative of looking 
for special features inherent in individual linguistic units (expressions) 
by way of regularity in structure, order or form. In other wrds, we 
sbou]d try to establish criteria of significance of linguistic expressions 
without relying exclusively on their semantic content. Statistico=math-
ematical methods easily suggest themselves as candidate techniques to ac-
hieve this objective. A number of such methods are currently in vogue in 
the field of information processing. 
2.24. Derivation of Terms based on Word Frequency. 
2.240. It is generally held ~7, p .13-J.M that there are two distinct 
types of indexing: 1. derivative indexing -- terms derived from the text 
based on some specified criteria; 2. assignment indexing - assigning 
terms from a preconstructed list or schedule of controlled vocabulary. 
It may be contended that these two procedures are conceptually akin and 
procedurally similar. In assignment inde.xing, we peruse the text and 
identify certain sets of terms constituting "viable concepts" and trans-
late those sets of terms into certain 11equ:l,~alent" terms in the pre-
constructed schedule. So, it ma.y be said that an 11assigned.11 term is 
nothing but a normalized form of a "derived" word and the "schedu.J.e11 is 
I 
I I 
ti I I , 
j i 
'"' 
only an aid.·to normalization. We may so conclude that "derivation'' o! 
' 
' terms is common to all types of indexing. 
H. P. Luhn did pioneering work [L2] to introduce statistical 
measures for the automatic derivation of terms. Implied in his method ; 
28 
are the follotdng assumptions: 1. certain words and sentences of a 
docwnent are more content-bearing than others; 2. the frequency of oc-
currence of a word in the text is a measure of the word 1 s significance. 
Lubn1 s approach is based on the concept that after blocking the "common" 
word.s, those words with frequency of occurrence above an arbitrary cut-
off point 'WOuld be most representative of the subject content and are 
potential terms. By an extension of the method (by studying the pattern 
of clustering of "potential terms" and assigning "significance factors'' 
to sentences) he was able to form automatic abstracts. The theoretical 
validity of the underly'ing approach has been questioned by some writers. 
For example, Ranganathan has pointed out the following difficulty: 
''We cannot index them [documents] merely by words because the messages that they contain are often found not exactly in this word or that, but between the lines, so to speak" [R2, p. 1267]. 
Fdmundson and Wyllys [~ suggested that a word's intorma,tion 
shoulq vary inverflely with its frequency rather than directly. They felt 
that the significance factor should be calculated -in terms o! the con-
trast between .frequen'cy of a word within a document a.nd in general usage. 
On tp e basis of an evaluation of several significance functions, they con-
cluded that either the difference f-r or the ratio f/r (where f is the 
word's relative frequency within the document and r its relative frequency 
in general usage) is the best choice. Damerau has however pointed out [piJ 
a criterion based on the Poisson distribution would yield better indexing 
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results. Another procedure based on the one proposed by F.dnn,ndson and 
Wyllys has been successfully implemented by Booth [}39]. ~· He adopted the 
following 4 basic steps: 1. a word frequency count of entire text; 2. 
a ranldng of the wrds according to descending frequency of occurrence; 
3. a comparison of the frequency of the words with a standard frequency; 
4. a test to determine unusual frequencies. 
2,25. Statj.sti~o~Lingqistic Metl!_ods. 
Frequen~y of occurrence' is only one of the measures of word 
significanceo There have been many attempts to combine non-statistical 
measures with statistical measures to derive terms. Positional (based 
29 
on location in the text - e.g., occurrence in the first sentence of each 
paragraph), semantic and certain other "clues" could be profitably used 
along with relative frequency criteria to improve a "significance factor". 
Ba.xendale's work [136] is notable in this context; it involves 
.. the scanning of topic sentences, a syntactical deleting process, and an 
automatic selection of phrases. Her method for the automatic derivation 
of phrases proceeds by taki..ng prepositions as indicators for the selection 
of significant words (i.e., select the first four words following each 
preposition unless a second preposition or a punctuation mark is en-
countered). She felt that a prepositional phrase is likely to reflect 
the content of a document more closely and accurately than any other 
simple construction. 
2.252. Luhn also reeognized that frequency measures alone are inadequate 
to yield satisfactory :indices. He therefore attempted to standardize the 
vocabulary by combining words'containing the same root and then further 
. ' . 
\ 
combining the counts of synonymous words. By a table look-up procedure 
\ 
normalized forms of these words are then substituted for the originals 
. [j1, p.35]. 
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Fdmundson and Wyllys also suggested ~l, p.22~ a "weighted 
frequency" approach (an extension of the relative frequency approach, 
involving semantic and syntactic approaches). According to the criterion 
suggested., the weighted. significance S of any word w would be calculated 
according to the formula: 
S = b1 b2 b3 s (f,r), 
where b1 = 
bt, if w occurs in the title 
1, otherwise; 
bp, if w occurs in the first paragragh: 
1, otherwise; 
b8 , if w occurs in paragraphs indicating a summary or 
-conclusion 
1, othe~Jise; 
) 
~ and wheres (!,r) is a suitable significance function along the lines 
suggested in section 2.242, and the predetermined weights bt, bp and b8 
are a.11 greater than 1. 
2.254. Oswald, Salton, Doyle a.n:l many other researchers have recognized. 
' 
the need for using word grou12s rather than individual words for purpose of 
identifying subject contents. They have suggested that any significance 
factor should be a function of word frequency and word groupings. The co-
occurrence of words in the same sentence or in sjmjJar contexts. has been 
used by Salton a.s one of the criteria for the grouping of words. The 
importance of a sentence is assessed in Oswald's method by employing 
juxtapositions of candidate terms as functional units. He points out 
that concepts are often expressed in compound nouns, word pairs, etc., 
so it is necessary to select significant word groups as terms. This 
• 
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approach helps in general to improve the significance of certain relatively 
low-frequency words provided they have co-occurred with s~me high frequency 
words. 
An exploratory study conducted by the author f.:r2J in analyzing a 
scientific text of limited,. voc,~bulary (ll34 words) showed that the number 
of syllables of "WOrds is in general a good indicator of word significance. 
It is possible to combine frequency counting with this approach to derive 
( 
"satisfactory" terms. By evaluating words adjacent (co-occurring on le.ft 
and right) to potential terms it might also be possible to derive content-
bearing phrases. In this context it should be noted that an automatic 
method (computer-oriented) for the syllabification of English language text 
has been designed am reported in literature by Dolby, Resnikoff arxl Hart 
LJ)3] [R6}. 
2,26. 
2.261. 
Logico-L:i nguistic Met}tods. 
Hill.man is currently engaged in developing a generalized logico-_,(J. 
linguistic method for the derivation of terms. He considers that it is 
possible to define necessary and sufficient conditions for a good character-
ization (term assignment) process. His approach is based on the.following 
principles [B4] : (1) some ki.nd of grammatical analysis is necessary for the 
formulation of a sound indexing method; (2) the grammar so chosen should be 
computationally simple; however, it should be general enough to handle all 
the diversities of sentence structure encountered in- scientific text -
these conflicting requirements can be met by adopting predictive, heuristic, 
,._ "f ' procedures; (3) the identification of noun phrases in referential position 
together with an enumeration or their qualifiers will give us all required 
'-:,/ 
... 
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information tor the derivation of terms. This last claim is based on the 
asS11n,ption that the seipantic problem of "aboutness" of documents is re-
ducible to the logical problem of identifying certain structural para-
meters in the sentences (e.g., isolating noun phrases occurring in ref-
erential positions). Hi1Jma.n 1s automatic characterization procedure is 
being programmed ( in a language called LOO OM -- an adaptation of COMIT) 
.".'J 
for computer implementation. There are three basic steps involved in the 
operation 1Ji3, p.4-5]: 1. reduet~on of sentences in text to strings of 
category symbols; 2. decomposition of each sentence into substrings 
(canonical components) such that ea.ch substring is a sentence expressing 
a relation; 3. derivation of noun phrases occupying previously identified 
positions in canonical components. These noun phrases are potential terms. 
It is now necessary to associate a suitable weight with each potential term 
on the basis of the relational density of the document to which it is 
assigned. 
2.2611. The candidate terms which occur as arguments of a relation term 
may be considered to be interconnected. In other word~, objects denoted 
by the arguments stand to ea.ch other in the relations defined by the basic 
predicates. So, by takjng predicates along with their arguments it is 
possible 11to reconstruct a document as an assertional complex" [H3, p.15]. 
A degree of measurable connectivity between arguments of a predicate has 
been provided by assigning numerical values to predicates on the basis of 
the extent to which such predicates organize the topics comprising their 
extensions. The following two "hypotheses" have been advanced (}13, p.18]: 
1. a characteristic term t will be said to have n lines 
of connection to a relation R in so 1hr as R is a.n n-pla.ce pr~icate. 
~ •· I· 
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2. a characteristic term t will be said to have m lines 
of connection to a document D in so far as m is the sum 
of all lines of coxmection betiieen t and the predicates 
of D in t-Jhich t appears as a.n argum.ert1t0 
Nelson Goodmano s method [H4a, p.249] for determining the complexity value 
of a given predicate (the value of an n-place irreflexive predicate is 
equal to 2n-l) is then used for calculating the extent of first level con-
nectivity between the arguments of any relation occurring :1n the text. 
The connectivity measure adopted is probabiJjstic in nature, but the method 
does not rely on word-frequency counts. Methods are being developed to 
establish control over characterization vocabulary by applying probabil-
istic notions (using ergodic I~kov cha.ins) to connectivities within 
genera (maximally connected subgraph defined by connections between 
characteristics via one document). Some of the areas requiring further 
attention are: collapsing synonymous and near-synonymous predicates into 
_ normalized terminology, control of the length of noun phrases, etc. 
2.2612. Hillman' s characterization procedure· has considerable poten-
tiality for further development and incorporation into operating systems. 
There is also great seope for refi.nement and adaptation. For example, it 
is possible to use entirely different reduction procedures to reduce the 
number of potential terms to an acceptable number. The author has pointed 
out [I1) one such method by combining the approaches of Baxendale [86] 
and Hillman [H6]. Mention was made in section 2.251 (!)f Baxendale•s sug-
gestion that prepositions could be considered as indicators for initiating 
" 
selection of terms. HilJ man proposed in the eon text of developing a 
general method for estjmating the width of a term w1 thin a document that 
"the fact that a word is a constant companion of many different qualifiers 
i; 
,·. 
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does indicate that the topic it denotes is of importance to the text" 
[H6, p.15]. According to his formulation, if {ti : i = 1, ••• n} is the 
set of terms used to index a document D, {Qi: i = 1, ••• n} is the set of 
qualifiers of those terms, and cq, the weight· assigned to each q€Q1 on the 
basis of its n1unber of connections to different index terms, then the width 
of ti in D is given by the formula: 
l+ r. Cq 
qfQi W (ti, D) : 
n 
n+I ), cq 
1=1 qEQi 
By subjecting the candidate terms to Baxendale' s procedure, it is possible 
to isolate constituent phrases. Definite and indefinite articles occurring 
as initial terms in the constituent phrases may be deleted. Again it is 
possible to eliminate a considerable number of these terms by combining 
singular and plural formations into a single term by matching nominals 
against a normalized term list (after automatically eliminating "non-
significant11 or 11 commontt words by matching a.gajnst a registry- of terms 
ca.lied ttstep list••) ani collapsing synonymous terms, etc. By applying 
Hi1Jma.n°s formula and assigning weights to qualifiers, the width of each 
term in the document is calculated. On the basis of the width values one 
can then select the requisite. nnmber of terms. This method is, however, 
not free from certain limitations. For example, the following problem 
pointed out by Bar-Hillel f».3, p.Ji.:il is likely to affect the effective-
ness of the method. 11It is a well-kno'WD. stylistic feature of scientific 
' writing to use in the first sentences of the same paragraph a nolJD phrase 
' ""', . 
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consisting, say, of an adjective and a noun -- for instance, linguistic 
structure - and to use in the following sentences or the same paragraph 
the noun only -- structure, in our illustration -- instead of the noun-
phrase, without introducing this abbreviation in any formal way". 
File Organization. 
2.;0 •. The problem of optimal file organization assumes critical im-
portance in automated IS. IS efficiency varies increasingly with the ef-
ficiency of file design. The factors influencing file organization are: 
l. the nature and number of items to be stores; 2. the medium of storage; 
3. the searching strategy; 4. the storage capacity. Aspects connected 
with the economics and availability of storage devices a.re also important. 
A file is said to be organized at ma:x:imum efficiency when the scanning 
area per average search is minimal (consequently, when average search time 
•.1. 
is minimal). _ 
2.;1. · In the early stages of planning the files, it is necessary to 
decide all the following factors: (1) what records (set of data elements 
which should be represented as a physical unit., e.g., a term) are to be 
filed; (2) where to file them; (3) how much space should be allocated for 
each record. File size should be assessed on the basis of (1) anticipated 
future growth of records; (2) type of record compacti.fication to be em-
ployed; (3) extent of anticipated file modification; and (4) addressing 
technique to be employed. Special formatting or coding could be used for 
file compactification. For a discussion on compactification techniques, 
the reader is referred to [M3, p.102]. There sho11ld be scope for the 
addition of any pertinent record to the file and the deletion of any 
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specified record from· the file while effecting min:5nnm alteration in the 
file. (Note that any record correction procedure can be interpreted in 
terms of record addition or deletiono) File addressing is one of the basic 
steps in file organization; since it is through this "address" that the 
machine address of the record is detennined for a subsequent identification 
of the specified record from the store (file) of records. Direct address-
.!!!! (keeping file address and machine address the same) is most economical; 
however, as it linri ts flerlbility ( especially with respect to file modifi-
cation an:l updating) it will have only limited application in IS. In some 
systems it is not possible to introduce any logical relationship between 
the reference number (term number, document number, etc.) and the address 
where the record is kept in the file; so it becomes necessary to scan the 
entire file. This method (scanning method) is uneconomical and time-con-
suming for large files in a real-time system. However, the scanning method 
will prove of use in many types of localized search, i.e., pinpointing a 
record tdthin a. small area when that area has been defined. by some other 
method. Another addressing technique is one which is based on random-
izing. A reference number is translated by a suitable random number 
generation method into an approximate random number that lies within the 
range of file addresses where the record could be located. Table look-up 
Erocedure is a widely used addressing technique and is based on the ap-
plication of a storage table for purpose of indexing a random file. Ref-
erence numbers are tagged on to addresses of storage locations. It is 
enough to scan through the table instead of searching the entire file. 
This is a considerably time-saving procedure; however, it necessitates 
the use of additional space for the· storage of the table. The storage 
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~ table can also be made to contain addresses of associated items; it is . , · 
thereby- possible to retrieve associated information. Any sort of opera-
tional definition may be given to "associated information11 ; in general it 
would be desirable to associate items on the basis of their subject content. 
Thus it 1«>uld be possible to retrieve records on the basis of content in 
a relatively efficient way (in comparison with other methods). It can be 
seen tha.t in this procedure we are in fact building up a "sinn1lated as-
sociative memory". One such system is the lvfulti=-list ~yste~ developed by 
Prywes and associates at the University of Pennsylve.niao Harlow and 
Abrahams have shown WJJ some of the structural similarities of the Multi-
list system and faceted classification. It is also of interest to note 
that some versions of other library classification techniques are finding 
application in the structuring of files in automated IS (?3, p.109]. 
2.32. Most of the IS file structures could be categorized into one of 
the following two categories: (1) direct or serial file; (2) inverted or 
term file. The relative merits and demerits of these two types of files 
have been extensively studied a.nd there exist a number of algorithms de-
fining the operational efficiencies of each. However, it should be noted 
that there is no consensus of opinion among IS practitioners as to which 
type or file is in general "superior". A mathematical analysis and com-
parative evaluation of the following three types of file organizations is 
presented in llil, p.8J-12i]_ : (1) Single level subject heading --=:, consists 
of a single level of terms un:ier which items are filed. The order of terms 
··within the file and the order of items within a term are at random. (2) 
Hierarchical trees of items -- a multilevel tree of items structured by 
some arbitrary criteria (not necessarily by subject) so that the level of 
' t ' 
,' 
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a given node (provided as a response) will represent the generality ot the 
responseo Each node 1.dll indicate which nodes at the lot1er levels are con-
nected to it so that the search could be lirojted to only one node at each 
1eve1.~- -·The interconnection between the nodes of the tree need not always 
reflect a corresponding logical relation among the items. (3) Hierarchical 
trees of subject headings -- the structure of the tree is indicative of 
• • 
logical relations between terms. The superimposition of a hierarchical 
structure, similar to some library classification methods, helps to dis-
play" generic (and certain non-generic) relations among terms, This type 
of hierarchical structure also helps to identify dependence and equiva-
lence relations between terms. 
2.321. A number of special structure-matching techniques have been 
developed during the last few years. Special mention should be road.e of 
the work done by Salton and his associates at the Harvard University. A 
tree-matching procedure is necessary in most document matching operations. 
Since it is possible to represent an idea or a request by different ab-
stract structures it is necessary that the method adopted £or matching is 
one nwhich permits inclusion of partly m1specified information, and which 
provides for the possible relaxation of the various conditions that rend.er 
a complete match impossible at any given time"· [§2, p.587]. Structure 
matching could be implemented by one of the following methods: (1) Node-
bJ:-nod§; ll!e~hod. The nodes "o-r the two concerned structures are compared 
one at a time, until either the two structures completely match or an in-
compatibility occurs. At points where an incompatibility is detected, 
there is a need to retrace to the point where there e:x:i.sted a match and 
ii then repeat the test with other nodes. This method is highly time-
eonsuming and involves matching of hundreds of nodes even in the case of 
_39 - ~ 
simple structures. (2) fio<ce::bY-Piec!l a.m,ma<tb.• The given structure is 
decomposed into substructures and the list of substructures is matched as 
a whole. One problem for implementing this method is that there exists 
no· standard algorithm for decomposing structures into substructures. (3) 
Toxological .s~ructur~ mat~:tµ.ng procedut,~. This method is not dependent on 
(a) any specific ordering of the nodes, or (b) presence or absence of 
certain specified substructures. The underlying principle is to 11determjne 
certain simple properties of the nod)!s of the two structures to be matched, 
; 
and to equate those subsets of the nodes in the two structures which ex-
hibit equivalent properties. A standard procedure is then used to form 
new matching subsets, and to break down already existing subsets into 
sets with fewer numbers" ~2, p.58~ o This method is useful for partial 
and complete matching and is likely to be more efficient in comparison 
with the other two methods for purpose of matching relatively" complex 
structures. 
Mention should also be made of some software developments in 
recent years. In a review paper published in 1962 Grems has described 
[G5] 12 programming languages specially oriented to information retrieval 
tasks. Languages like COMIT, LISP, IPL-V are finding importallt applica-
tions in operating retrieval systems. Solutions have been found to many 
programming problems connected with searching large files. Advances in 
the area of multi-programming, memory protection, program testing, auto-
matic memory fragmentation (paging) are also significant. Many sophisti-
cated programs of general interest to retrieval have been written in 
recent years. 
In the area of hardware a number of developments or interest 
'l 
\ 
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to retrieval problems have also occurred. Principal. among them are: 
(1) development of large, random access files capable of storing Jarge 
amounts of data (millions of bits) and yielding requisite in.formation in · 
milliseconds; (2) advances in time sharing concepts -- it is no~.r possible 
to design computer-oriented IS with a number of independent, concurrently 
usable remote consoles. In other tiOrds, the possible accessibility to an 
"';rs has improved considerably, since it is now possible to have a community 
of concurrent users dispersed. at remote terminals (which could be attached 
to telecommunication networks). Each termi.nal functions as a virtual 
ma.chine in itself, enabling the user to bring the computer up to the 
formulative and cognitive phases of his research or problem-solving pro-
cess. It is now increasingly possible for a user to interact in a 
"natural way" with the automated IS from a remote point. It can be pre-
.~ 
t· dieted that "switching" between automated systems will become a routine 
functional step before long. 
• I 
2..1t. Retrieval Theories am Models.· 
• 
2.41. The development of the concept of co-ordinate indexing by 
Mortimor Taube and his associates marks an important phase in IS theory. 
On the basis that class operations involved in the manipulation of terms 
could be given a Boolean-algebraic representation, a tacit assumption has 
become uncritically accepted by the practitioners or IS that Boolean 
algebra. is the appropriate mathematical f orma.lism for IS design. Fai~-
thorne (¥2] Mooers [M4] and Hil )man [H7] have attempted to clarify some 
of the basic mistakes in this assumption and have argued that the Boolean 
algebra model is valid only in the case of a finite document collection in 
which 'the complement of any set always exists and is, furthermore, 
-lj 
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describable'. Hillman has, in a series of 9 reports on a "study 0£ Theories 
and Models of Information Storage arrl Retrieval", attempted to develop an 
alternate general theory of special classification based on a partial system 
ot propositional calculus (pP). This method is 11negationless 11 and is in-
tended to overcome deficiencies of retrieval theories based on Boolean 
algebra. A reinterpretation of this model in terms of logical algebras . 
(pseudo-complemented and Brouwerian algebras) was later attempted. Subse-
quently.P the theory -wa.s given a topological interpretation, and then a graph-
theoretic method -was described for the purpose of assigning ttneighborhoods" 
to terms and documents. It was further shown that the generaljzed topo-
logical theory so developed is capable of subsuming a Boolean algebraic 
model, since every finite topological Boolean al.gebra could be considered 
as a topological field of subsets of a metric space~ 
2 •. !t?,. Verhoeff., Goffman & Belzer have also attempted to point out why 
Boolean functions are, in general, not applicable in information retrieval 
systems. They have su.nnnarised the result of their study as follows: 
2.43. 
"If the system responds to a request asking for "a and b" 
by giving the intersection of the :responses it ~rould have 
given to requests for ua.n and "b" separately~ it risks 
giving too much irrelevant materlalo If in response to a 
request £or 98a or b 88 it gives the union of the responses 
to the :request for ~,au and wubu if, made separately si it risks 
leaving out relevant materia.lo In both cases it will re-
sult in a decrease of efficiency" [n, p.552] • 
Mooers ha:a proposed a generalized mathematical model for in-
formation retrieval systems in a paper presented to the 1958 \1fashington 
conference on scientific in.formation [M5]. He considers that all re-
' . t 
trieval systems in current use fall into one of the following types: (l) 
systems based on descriptors; (2) systems based on characters with hier-
arcbJ, and (3) systems based on characters with logic. His general model 
. l 
42 
'\ 
can be briefly represented as follows: Each document d undergoes an en-
coding (sq, indexing) transformation f1 and each r1 (d) is added to the 
index store. The mathematical space consisting of all !1 (d) is called a 
document delineating space. Similarly, each inquiry q undergoes an encoding 
transfornation f2 am the space of all t 2 (q) is called a retrieval. ,pre-
scri;etion ~~o In retrieval operations we attempt to match some specified 
t2 (q) agc1 .. inst the document delineating space and obtain a reply by a 
2.44. Attempts at developing user-oriented retrieval systems have led 
to the development of statistical associative retrieval techniques. It is 
well known that co-ordinate indexing systems impose a number of constraints 
on the user. Some of them are: (1) The indexer and the user should use the 
same terms; a document is retrieved. in response to a query if and only if 
the set of terms constituting the query is an actual subset of the set of 
terms constituting the document. (2) All documents retrieved in response 
• 
to query a.re given to the user as a single set; the system does not specify 
an order of relevance of the documents. In other words, on the basis ot 
the terms used in the query, the system merely partitions the entire docu-
ment collection into two arbitrary groups: "relevant" and "irrelevant 11. · 
The user is constrained to examine each document in the "relevant" group 
before he is able to rank them on the basis of actual relevance (on sub-
jective criteria) and select only the required ittems. An associative re-
trieval technique is a search strategy which attempts to overcome these 
deficiencies of co-ordinate indexing on the basis of possible inter-
relationships (prim.aril;r formal statistical relationships) betW0en terms 
while performing retrieval transfonnation. The £ollow.i.ng ·three papers may. 
-
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be considered to have laid the foundation tor this approach: :Maron & Kuhns 
llfil ; Stiles [S8]; Giuliano & Jones [G~ • 
The main contribution of the paper by Maron & Kuhns is the formu-
lation of the notion of probabilistic indexing on the basis of an operational ; 
definition of relevance. At the indexing stage a numerical weight is as-
signed to each term indicating the degree or relationship of the term to the 
document in question. The method then computes a measure of relevance for 
each retrieved document and t}?.ereby ranks the response. Maron & Kuhns sug-
gested that statistical closeness between terms should be considered in 
. addition to semantic closeness between terms. Not only the content of words, 
but also the pattern of distribution of words in the text should be con-
sidered in retrieval operation. 
Stiles was the first to develop' an automated large scale opera-
tional associative retrieval system. His approach was based on the as-
sumption that if a given term bears a tendency to be applied to the same 
~ 
fam.1.ly of documents as does another term, then the two terms are concept-
ually" related. He developed an association factor as a measure of the 
statistical closeness of terms, basing it upon a variation of the chi-
square formula using the marginal values of the 2x2. contingency table and 
Yates• correction for small samples: 
" 
Association £actor = J.og10 ( I fN - AB f- f )2N 
AB{N - A)(N - B) 
Here, A is the number of documents indexed by one term; B is·the number 
' . 
of documents indexed by a second term; f is the Boolean function AAB and 
N is the total number of documents in th~ collection. It can be seen that 
this basic approach relies on a co-occurrence criterion of term relationship. 
This method is capable of .finding documents even though they IDa1' not be in-
dexed by the terms of the initial query. Stiles bas also enunciated 1§8, 
p.273--275.l a. procedure to generate an expanded list of requ~st terms arranged 
according to their degree of association with a given term. The expanded 
list will serve as a "bigger net to catch documents". For the implementation 
, .. 
of this objective it is necessary to prepare a table of the expanded list 
which will indicate the association factors of each term to aJJ others. The 
sum of the association factors for ea.ch term divided by the total number of 
terms in the list may be considered as a "weight II to arrange terms on the 
basis of their probable relevance to the query. The expanded list of re-
quest terms will be compared with the terms of each document in the col-
lection. The weight of the request terms should be assigned to the corres-
ponding document terms, provided the terms match. The sum of the weights 
so assigned to ea.ch document (document relevance number) could then be used 
to rank the response. 
2.443. Giuliano and Jones attempted to develop a general theory of as-
sociative retrieval based on the us.e of linear transformations for the pur-
··-····-'l. .. !, 
pose of establishing term-term a.ni document-document relationships [G2). 
' 
The retrieval process was viewed as a transformation from an inquiry vector 
Q to a response vector R defined by the following forrm1Ja: R: ~$.flQ where 
~ is a dxd matrix, ~ is a dx.t matrix, ft is a txt matrix (d being the 
n11mber of docwnents in the file and t, the number of terms in the file). 
~and..()_ represent linear transformations which indicate associations among 
documents and terms, respectively; . .&.'L. Q is a column vector of values of 
index terms (considered in the ·light of term associations) such that the 
value assigned to a term··in ...[LQ is indicative o! the relationship ot that 
. --·., 
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term to the terms specified in the query. Giuliano and Jones make an as-
sumption that each docwnent i is connected to each of its index terms j by 
' • 1 '--" 
a bond of strengtl1 Cij ) O. It is generally" possible to establish this 
strength Cij on the basis of frequency, syntactical criteria or some other 
formal properties; this defines a dxt matrix, C. Now it is possible to 
define a ter.rn-term (txt) connection matrix K as follows: K = cTc, where cT 
is the transpose of C. Arr:, typical member Krs = ~ Cir Cis of the matrix 
• 1 
K indicates the interconnection between two terms r and s via all the docu-
ments that contain both the terms. We notice that higher po1r1ers of K give 
t-t connection values via longer paths of terms and documents. By "properly 
normalizing11 K (by taking a weighted sum of powers of K), an association 
~ 
matrix K which shows the total effect of all paths of every length can be 
~ ~ 
obtainai. It is desirable that lim K11 = 0 where KD. is the normalized matrix 
of the nth power of K. 
n~ oo ~ ::::d ~ 
Such a. mat~x K is representable as K = ~ K, where 
,.-v 
/\ is a txt diagonal matrix with a.11 0~ A ii< / , and where K in turn is the 
...._,. 
matrix product cT C, where C is the result of normalizing the row sums of C 
~ 
to unity and cT is the result of so normalizing cT. ~ The following two 
linearity assumptions are basic to the Giuliano & Jones theory: (1) the 
value of a document is a linear function o:f the terms, defining it, i.e., 
,,_J 
,-tJ 
R = C W where W is the vector of term values, and C is the coefficient of 
the .function; (2) the value of a term will be equal to the sum of its ori-
ginal value assigned by the query and a linear function /\ cT of the value 
,,....., 
of documents containing it, i.e., W = Q+ ;\ CTR. The desired retrieval map-
ping has been shown to be represented by the following formula: 
~ 
The coefficient AK represents 
the association between a pair· of terms and is determined on the basis of 
' 
the number of times the pair o:f terms have co-occurred in the docwnent, and 
•, .' .~ . 
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I is ~e identity mapping. This fornn1la is a generalization of the con-
ventional retrieval transformation defined by the following equation: 
R : CQ. Under these conditions, [j: -A KJ-l is the index term association 
matrix _n_ • It is of interest to note in this connection that associative 
techniques are now being applied to the developn1ent of some of the IS com-
ponents. For example., Bryant has employed a version of this method to 
rectify under-indexing [B13] • 
An area related to statistical associative techniques is automatic 
classification. A number of subtheories. have developed in this area. They 
are: 11 theory o:f clumpsn [N:(I, "factor analysis" [!,1JJ, "discriminant 
analysis" [w2], "latent class analysis 11 [BJJ, etc. Special mention should 
be made of the pioneering works by Swanson @1(LJ, [§1jJ and Maron {i1l]. in 
the related area of automatic assignment indexing. It is not proposed to 
discuss each or these methods and related theories; however, a few general 
' 
remarks will be made on the basic approach. 
2.451. Automatic dassifica.tion is a "clustering" technique based on em-
pirical data designed to partition data jnto subsets on the basis of 
"similarity" (defined by some specified statistical criteria) by .a com-
() 
puter-oriented procedure. The strength of the similarity connection between 
any two members of a subset sho11Jd be greater than or equal to a specified 
threshold value. Besides, the connection strength between a member of the 
subset and a member of the complement (relative to the data) sho11ld be less 
than that threshold value. An element may be made to belong to either one 
or more than one such subsets. Note that an element may be a term or a 
I; 
wrd dependent upon the purpose for which classification is attempted. The 
automatic classification technique is flexible and adaptive. Reclassifica-
tion is not very expensive. The user can 11adjusttt the results according to 
.... -
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his needs. However, a number ot operational problems connected with the 
implementation of this appro&eh in existing systems still remains. 
~ 
2.t.;~2.. A number of similarity measures have been proposed by various 
authors. Some of them are summarised in [!4, p.15] and l"A.4, p.67-70]. As 
an illustration of the basic approach, let us consider the theory of clumps. 
The notion of "cohesion" has been used to group the terms into clumpso Con-
sider two classes of terms A : { Ai : i = 1, ••• m} and A* = { Aj : j =m+-1, •• m-ric}. 
Then the cohesion between the two classes (CAA*) is given by the formula: 
n1+k 
I: j=m+l 
m+k 
~ 
i=m+-1 
m+k E aij 
j=m+l 
where &ij is the association between the terms Ai and Aj. The set o! terms 
can now by applying this formula be partitioned into two classes so that 
there will be minimum cohesion between them. Each class will then represent 
a clump. 
2.4221. Tanimoto was one of the first investigators in the field of IS 
theory to propose a similarity coefficient. He defined [11, p.4-5] the 
similarity coefficient of a pair of attributes &j_ and ak with respect to 
the given set B of objects by a-ik: N(AiO_Ak) 
N(AiUAk) 
= number of attributes in A10Ak __ where A = fa1 : i = 1, ••• m) , number of attributes in AiU Ak le f 
B = {bj : j = 1, ••• n}, R is the man matrix (rij) such that rij = 0 
if bj does not contain ai and rij = l if bj contains 91., finally A1 is the 
1th row vector of R. 
2.4522. Borko computed @10] the correlation coefficient between terms by' 
applying the f'o ll.ow:i.ng expression: N ,.E :icy- = ( I:x) ( :[y) 
...... 
~ 
l 
i 
I 
I 
f 
l j j 
l 
i 
ia: 
.. 
. where N is the number of documents and x and 7 are the elements being 
correlated. 
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2.4523. Maron employed [M(I the following Pearsonian correlating co-
efficient for calculating the coefficient of co-occurrence between terms 
ti and t2: _f_N_-_AB ___ _ where A ·1s the number of documents in 
JAB (N=A). cN.:.B) j 
which term t1 occurs, Bis the number of documents in which term t 2 occurs, 
f is the Boolean function A/\B and N is the total number of docmnents in 
the set. 
•') 
2.4521=,;~. Barmer has conducted some interesting comparative studies of 
clustering techniques [B8aj and has given the follow.i.ng formula as an ex-
ample of a similarity measure for binary variables which takes pairwise cor-
relating into account: 
N N 
So.R = I: ~ rij 1-1 ~~i -x~ ii 
r i=l j=l ,-
\ 
-
1-21~1-x~ jo 
. where ~~ is the similarity measure between the objects cl and f3 and r1j 
is the correlation coefficient for attributes i and j. 
2.4525.!.. A formula used by Stiles [~9] for choosing index terms is: 
~ . !L = S, where llij is the frequency of occurrence of the i th word in 
n1 nj 
the jth item., Di_ is the frequency of occurrence of the 1th word in the col-
lection, n is the total number of words in the coll'ection, nj is the total 
. n11mber of words in the jth item, and S is the significance factor of the 
word in relation to that item. This method of Stiles is based on the pre-
mise that words with the least frequent occurrence in general use tend to 
make best index terms. The author considers that incorporation of this 
idea of Stiles in automatic classification technique is likely to improve 
classification outcome. 
. ----- ........ ,.,.._ .... ,,.;; ·""'""''.,..,..__., ..... --... ~---~ 
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2145~~~ It should be noted that automatic classification has not yet 
crossed the experimental stage, although a few methods are now ready for 
test and evaluation in operating environments. The objective of most of 
these classification methods is to form groups of documents on the basis 
of concept11al similarity as aids to the user. However, one could antici-
pate that in future this method could be sharpened as a powerful equipment 
to effect retrieval of relevant documents in response to specific queries. 
2.45261. In this connection we make a digression to consider some aspects 
connected with "relevance" as a preparation for further-discussion on auto-
matic classification. Hillman has given a stipulative definition to the 
notion of relevance. He considers that llj2, p.2] relevance can be inter-
_ preted as •conceptual relatedness'. He has also hypothesized that rele-
vance is most profitably defined in terms of the operations by ~hich it is 
measured. In other words, it is possible to give an operational definj tion 
of relevance by effectively "articula.ting the connective bonds" between 
terms. Perreault, who has attempted to analyze the notion of relevance, 
has however stated that "one characteristic of relevanee ••• is that a 
judgment on it is a value judgmentn f],1, p.136] • He has further claimed 
that the judgment is a hierarchic value judgment. If these two contentions 
are tenable, then one is led to think that by a satisfactory interpretation 
of the strength of "connective bonds" between terms in a suitable mathemat-
ical framework and by a process of successive partitioning of the document 
collection, it is possible to retrieve those documents conceptually ald..n to 
the query. Let P1 be the initial method used to clump terms (let us call ,.#-........ -.,,..____ 
'\ 
it clumping level 1). By an iterative process (successive application of 
Pi or application of a derivative process p2 which is determjned on the 
.. 
;,• f'• ./ 
--··-·•"-··-···--_ .. ,...., .. ,....... ... ,.....- ... ,· . ,, ......... ~ .... ~-~---··. 
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basis of clump connectedness) it is possible to form higher levels of clumps 
(abstract sets of clumps). A cutoff point may then be specified on the 
basis of the clump structure of the words in the initiaJ. query and the 
, ~ 
number of documents the user needs. Documents .falling in clumps that match 
w:1. th the clumps of the query are then the system's response. The hier-
archic ladder of conceptual organization (levels ·of clumps) helps to narrow 
or widen clump size and so aids in tailoring response to user needs. By 
comparing the similarity o.f the cl11mp structure of each retrieved document 
to the clump structure of the query, one can order the entire response in 
such a way that the most similar will take the first position and the least 
similar the last position. 
2.46. Sanders [$jj has presented a theory founded on a set of formal 
languages (L-languages) for automatically classifying documents by a 11suit-· 
able" definition of measures of connectedness and assoc~tion arising from 
the internal structure of the documents themselves. He has used a logice-
linguistic criterion for implementing this step .. on the grounds that English 
is unsuitable for direct machine application and~ so as a preprocessing step 
it is necessary to reduce text into a logical language. By articulating 
the object-predicate connection, it is possible to; work out a hierarchy of 
different levels of language and subsequently to .form suitable class assign-
ment to documents. 
2.5. Evaluation and Testipg. 
A few comprehensive reviews of the various measures suggested by 
investigators for evaluating the per;rormance of IS are currently ava:i.lable. 
,1 
So it is not proposed to discuss this topic under the scope o.f this study. 
The papers by Swets (§12] and Rees ~ will orient the reader with the 
I 
i 
\' 
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important evaluation techniques and studies. Also important among the IS 
• I 
evaluations are those conducted by Cleverdon Jb·j, Salton ~1} and Swanson 
LJ3DJ • An interesting critical review of the various methods employed for 
test and evaluation of document retrieval sy-stems has been recently pub-
lished ~6]. This paper incorporates a number of reconnnendations to future 
investigators. Eight methodological problems were identified tlu-ough a com-,, 
parative study based on a generalized model. They are {§6, p.i~ (1) con-
founding of independent variables; (2) using only retrieval effectiveness 
criteria to examine the effects of independent variables; (3) using gross 
measures to determine relevance; (4) using insufficient control of possible 
significant sources of variance; (5) using inadequate sampling procedures; 
(6) using inadequate statistical proce:iures an:.i. techniques; (7) failing to 
acknowledge or discuss other relevant research results; and (8) failjng to 
provide enough detail when reporting the methodology of a study. 
"i 
52 
III STFOJC '!URE OF IS DOMAIN 
3,1, IntrodugUon, 
The basic functiona.1 steps involved in IS operations were briefly 
discussed in chapter 2. In this chapter we w.tll consider some issues con-
nected with the categorization of IS. Our primary concern will be to find 
an answer to the qu.estion, 'What are the distinctions between a system of 
"document retrieval" and one of "data retrieval"?' In addition to this we 
will try to assess the place of a query in IS design. 
Data Retrieval versus Document Retrieval. a >Ce 8 LI =: e:re11=~ 
3.20. Information systems are generally categorized I into the following 
two types on the basis of the format of the output: (1) reference provid-
ing (document retrieval); and (2) data providing (data, £act or message re-
trieval; or anal._,vtic information retrieval) • We may consider any IS as a 
black box iihich has as input a query and as output one of the following: 
(1) a set of documents (or information about documents); (2) "specific 
answers". Those systems whose outputs are sets of do~nts will be called 
docwnent re~~f!V~~ §IS,~~ and the others data retrieval wstems. 
Bar-Hillel [i3ij has strongly" held that these two types of IS are 
functionally far apart and so it is neQessazy to distinguish between them. 
This contention has found uncritical acceptance among the practitioners of 
IS. It is generally said that in document retrieval we are dealing with 
mere "labels of information" and in data retrieval with "facts". However, 
Fairthorne has recently" contended that the t"WO types of IS rely on essentialJ7 
the same retrieval technique. According to him: 
"the idiotic label ''fact retrieval II denotes combined. machine generation and retrieval of strings of symbols. Whether the interpretations, if any, of such strings have any bearing on 
.tacts in the ex:ternal world is completely irrelevant to documentation as suche The techniques are the, same ••• All retrieval systems demand that the items be marked (or can be 1~eeognized from oodsti.ng text marks) accord-ing to the tw.y in iihich they JDa.Y interest defined. types 
of user 69 [Flsi Po268]. 
. 
S3 
The development of real=t:lr.ne computer systems and breakthrough in natural 
language analysis have given a new stimulus for the design of nei~ data re-
trieval sy~tems (usually called "question-answering systems") and so it is 
timely that \1e investigate objectively" the structural distinction between 
the two types of I~. We will also attempt to find out 't"Jhether there is 
distinction only in (1) output; (2) input and output; and (3) input, out-
put and also the black box. 
3.22. Let us make the following hypotheses: 
1. The general model of an IS is that of a data retrieval system. 
A document retrieval 53'stem may be represented as a subsystem in 
this model. 
2. The theoretical entities of the two types of IS are identical. 
However, there is difference in the mode of .formatting data and 
the amount of text processing required. / The difference occurs 
not only in the format of the output but also in the format of 
the input (query). 
We will try to assess the validity of the two hypotheses by examining (1) 
exi.stirJ.g data retrieval systems and comparing them with document retri'irval 
systems; (2) avajlable published literature. 
Brief, formatted, descriptions of the following seven data re-
trieval systems are given below: 1. SYNTHEX; 2. D;EACON; 3. SIR; 4. BASEBAI,I,; 
5. SAD SAM; 6. Cooper's system; 7. GRUS. For detailed accounts of these 
systems, the reader is directed to ~2J and W5]. It shoi,Jd be pointed out 
that aJ J these systems are primarily experimental in nature. 
·, 
·< 
j 
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3.2;1. ~ ... SINTHEX - "language processing" system at the Syst.ems Development 
Corporation,· Santa l{onica, California. 
' data base: 16-volume Golden Book Encyclopedia. 
forIIL:\ttine;: 1. text is divided into (a) function words (words which express 
syntactic relationship like 1and', 'but', 'if', 1the 1 ); (b) content words 
(all inflexional forms are considered as different forms of the corresponding 
root); 2. each content word is indeJced ( the physical location of each word 
in the text is noted against the word itself by giving details about the 
Volume, Article, Paragraph and Sentence). 
retrievali l. content words of each query are examined and sentences from 
the data base which contain all the content words (or a specific proportion 
of them depending on the value of the "acceptability threshold") of the 
query are retrieved. 
special E9.¥.!.~~
4
: 1. programmed in JOVIAL and run on IBM 7090; 2. deals 
with natural language text; .3. largest existing data retrieval system. 
reference: [S5] 
3,232. DEACON (Direct English Access and Control) - 11data base system" 
at General Electric Tm-iPO Research Facility at Santa Barbara, California. 
data base: data on a portion of a navy fleet - data on 12 ships moving 
in and out of 6 ports. 
fo~~~~: data organized in a hierarchical structure (list structure). 
retrie~Y.: 1. dictionary (alphabetic list structure) look-up of words in 
sentences; 2. complete parsing of the query by a grarmnar (nearly 200 rules) 
residing in the computer and specifying by a special procedure (appzying a 
set of semantic ·trans.formation rules and a matching operation) the "mean-
ings" of the new syntactic elements of the transformed. query. Meanjngs so 
obtained are considered. as answers in the case of interrogative sentences. 
...... 
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The system can provide, on the basis of the matching operation, TmJE/FWE 
statements in response to declarative sentences. 
special point!: 1. programmed in a special list-processing language, LAP 
and run on GE-225; 2. deals w.i.th natural language text; 3. enables 11the 
user and system software to structure data to reflect 11world view" and 
~emantic preference of the person who put it in and will be taking it out 
(same person)" {i,2, p.6·5-66]; 4. demonstrates the role of syntax-semantics 
relationship in processing natural language data; 
a system with several data bases. 
refereneeg [T2] 
5. GE plans to construct 
3.233._ SIR (Semantic Information Retrieval) - a "conversational mod.el" 
system at Project MAC (MIT). 
data base: data not restricted by subject area, but sentences showing only 
certain types of relationships (like set inclusion, part-whole relationships, 
etc.) only will be accepted as data. New data, if inconsistent with pre-
viously entered data, i,dll be rejected. 
forma~lytg: unstructured data. 
retrieval: l. implemented by a process of constructing formal proofs. 
" ••• the procedure is one of scanning the data base to select hopefully use-
ful facts, applying transformations to obtain new facts, rescanning to select 
l 
new- facts which then appear useful, applying more transformations and so 
forth until the input query can be answered" ~2, p.15]. 
special features: 1. programmed in LISP and run on IBM-7090; 2. forms 
part of Project 1iACt s time-sharing facilities. 
reference: [Bit] · 
buff" at L:i ncoln Laboratory. 
. \ 
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data base: the month., day, place, teams and scores for each game in the 
American (Baseball) League for a partic11J ar year. 
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forr1l£!~~in~: data organized in a hierarchical structure, like an outline., 
with each level containing one or more items of information. 
retrieval: 1.- reads the query and assigns meanings to each word in the query ""' 
by a dictionary look up procedure (dictionary definitions are expressed as 
attribute-value pairs) and the resultant normalized query is structured into 
a hierarchical tree; 2. matches the 'structured query• against the 'struc-
tured' data base and extracts the requested inforr.aation. 
speci9*YT+~~we~: 1. progra.nnned in IPL-V; 2. han:1.les natural language data 
within certain constraints upon the type of question that can be asked and 
the availability of words in the glossary of the program. 
reference: [G3] 
I 3.23_5s SAD SAl1 - "a system which understands kinship relationships" developed 
at the Carnegie Institute of Technology. 
data base: data on certain family kinship relationships. 
retrieval: 1. assigns a single parsing to each input string by a syntactic 
analysis; 2. this procedure is followed by a semantic analysis which helps 
to represent the input by a relational language (two proper nouns connected. 
by a relation); 3. based on the relational language derived, constructs a 
. family tree (an internal "mapfl of the famjlial relationships); 4. obtains 
response by a process of. matching and making inferences. 
special features: l. programmed in IPL..V; 2. handles data in 'simplified, . 
English; 3. has inference making ability. 
reference: [IJJ 
3.2360 CooEer• s System - "logical inference scheme" at the San ·Jose Re-
search Laboratory. 
----· 
--~ 
... 
I', 
. -·· 
data base: 
retrieval: 
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• 
basic chemical information from an elementary chemjstry text. 
1. sentences in a subset of English are translated into a 
logical language and stored; 2. queries are similarly translated into the 
logical language and subsequently' matched with the data base and answers 
(the statements 'false•, •true' or 'unable to answer') obtained. 
special features!_ 1. programmed in COMIT and run on Ifilf=-7090; 2. handles 
only a sublanguage of English; 3. has inference making ability and is 
•relatively general'. 
reference: [c4l 
~.237. GRAIS (Graphical Information System) - 11a model for a fact retrieval 
system" at the University of Texas. 
data base: slightly overllOO 11facts 11 from the first 20 pages of the Univer-
sity 0£ Tex.as Faculty-Staff Directoey. 
torma.ttins: data represented in a relational language is formatted. in the 
form of graphs such that related facts are related in the data structure. 
retrieval: 1. accepts data in the language of binary relations; 2. stores 
".facts 11 on data structures; 3. conducts logical checks on input statements 
and avoids inconsistencies; 4. makes use of a "scatter table" to locate 
specific nodes of the data structure • 
special features: 1. programmed in SJ.IP and Fortran-63 and run on CDC-16o4; 
2. has good inference-ma.king ability; 3. can be used with any body of data 
by listing the properties of the desired relations. 
reference: [E2] ( 
3.24. The data retrieval systems which we have so far considered have 
all been programmed for test operations (i.e., for experimental studies). 
Among the <1>perating IS., the nearest to data retrieval systems are those 
specially designed for the "command and control" {defense ''intelligence) 
l L. -
applications. These systems are primarily formatted file systems am in-
corporate provision for the structuring of the data file into different for-
mats to promote fiaxibility in handljng. In general it is even possible to 
reformat a particular file to meet the needs of a change in application. 
Most of these systems are composites of the following programs: a monitor 
program which assigns job priorities, p~rmits interruptions, etc.; a program 
for restructuring and modifying existing files; a program for error correct-
ion, updating, etc.; and a program for retrieving desired information and 
generating reports (in suitable formats). It should be pointed out that in 
most of the existing systems, selection of "facts" to input to the system 
is at present done by manual methods. 
3.25. On the basis of the analysis of the experimental and operating 
"data retrieval systems", let us make the following observations: (i) some 
of the data retrieval systems operate on data in a natural language, some on 
a subset of some natural language, and the others on a meta-language (gen-
erally a relational-logical-language). (2) Indexing of some type is in-
volved in all these systems; in addition, "matching" is a common operation 
in all of them. (3) Only some of the systems have the "inference maldng" 
ability. (4) Data is generally structured in all the systems; in systems 
where data is not formatted at the input stage, "indexing in depth" is gen-
erally needed. 
3.26. Let us now brie.tly evaluate the pertinent published literature on 
(1) the characteristics of data retrieval systems, and (2) comparisons of 
such systems with document retrieval systems. 
3.261. Travis in his paper entitled- "Analytic Informtion Retrieval" [T3} 
has considered '1.fact retrieval" from two angles: (1) as retrieval of short 
· (but unprocessed) texts; (2) as retrieval o! processed data. We will first 
1 
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present some specific observations of Travis and discuss the relevant points: 
(a) ''While document retrieval and fact retrieval are both concerned id.th 
answering questions, document ret-rieval is concerned with answering general 
questions and fact retrieval with answ-ering specific questions ••• perhaps the 
difference between document retrieval systems an1 fact retrieval systems is 
primarily one of (1) degree. of specificity of questions addressed to the 
system and (2) volume and direct relevance to the questions of the answers 
provided" fr3, p,312-313] • ., 
comment: Although this observation is generally true, it need not al~s be 
valid. For example, some users, say researchers, at times approach document 
retrieval systems to get very specific information; some of them might how-
ever want to evaluate all availabl.e possible answers. Even in a document 
retrieval system, users desire only docUJD,ents with direct relevance to their 
query. Even though a document system fails to provide such· an output, we 
• 
should not conclude on that basis that trresponses with direct relevance 11 
sho11lrl be provided oricy' by a data retrieval system. Travis has also sug-
gested in the same paper that both document retrieval and fact retrieval 
are concerned with the "reco.very of texts n; however, according to him, one 
is concerned in the case of data. retrieval with the retrieval of smal 1 er 0 
. . 
units like a specific clause, _sentence or paragraph. As pointed out earlier, 
the 'size" of the response alone is not a sufficient characterization for a -
data retrieval system. Nevertheless, assuming thqt the contention of Travis 
is correct, we ~ still see that the ba~ic functional steps (like indexlng, 
retrieval, etc. ) are the same in both the types of systems. 
(ii) In the context of treating fact retrieval as retrieval of processed 
data, Travis has sµggested that the "texts 'Which are processed by a document 
retrieval system considered as a fact retrieval system are texts about the 
,·.: ···"··-·-;· .. ._ .. · .. ··,_ .. , . •'• .,,. .. ,-,,. '····,·-·; -···· 
documents on file, not the texts £!. the documents on file" f}'.3, p.31Jtl. 
comment: We may rephrase Travis's suggestion as follows: the universe of 
discourse of a data retrieval system is a set of "object-facts" (some topics 
discussed. in a document) , while the uni verse of discourse of document re-
trieval systems is a set of some 11meta-facts" (facts about the document -
which need not involve the conceptual aboutness of the document) • In all , · 
existing data retrieval systems, since it is first necessary to identify 
portions of the relevant data (by matching as in SYNTHEX), there is a 
practical need for indices or certain entities which speak about the docu-
ment. In other words, existing data retrieval. systems are concerned about 
both docwnents and the documents v subjects and so operationally there is 
nothing against our considering a document retrieval system as a subset of 
a data. retrieval system. Most of the automated document retrieval systems 
) 
derive "document information" from "object in.£ormation11 • In other words., 
by text analysis the "aboutness" of individual sentences is first determined 
~/ and a representative set of content-bearing terms is then selected; and these 
terms speak about the document. We suggest that the characteristic pre-
scribed by Travis does not provide a clear dividing line beti,een document 
and data retrieval systems. 
Elliott in his Ph.D. dissertation ~2] has enumerated some pro-
perties of data retrieval systems: 
(i) Such a system should have a reasonably comprehensible input-output format. 
comment: Elliott ,has explicated this "property" by suggesting (in the same 
publication) that natural language would be the ideal input-output language, 
though designers of data retrieval systems should be prepared to settle for 
"something less than natural language" @:2, p.4] • This 11property" need not 
always be restricted to a data retrieval syBtem. 
-· -···"· ~ . .....---..... ,--~ .. ,-,.-._, .. -.. , ...... ____ ,, __ ·-'··· 
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(ii) It should store input facts in a reasonably efficient manner. 
(iii) It should not only be able to retrieve the input facts, but it sho11ld 
be able to make inferences from the input facts. 
(iv) It should be general enough so that it can be used with any body of 
data 'Without revising the information retrieval system. 
comm.ent~ This pg,rticular condition does not say anything more than the need 
for designing adaptive systems. It may be argued that this property need 
not be :realized. even in the case of a specialized (by subject area) data re-
trieval system. 
' (v) The speed of processing facts or queries sllo11Jd be largely independent 
of the size of the data base. 
(vi) The system DD.l.st have some techniques for revising its data base. 
(vii) The system should note inconsistencies in its own data base. 
comment: This is not an essential property of all data retrieval systems 
(f'or example, systems like "SYNTHEX" do not have this property. 
3.263. Asa Kasher has recently published a "critical survey" on mechan-
ized data retrieval systems Q{2]. This paper is, according to Kasher, a 
continuation of Bar-Hillel's paper "Theoretical Aspects of Mechanization of 
Literature Searching tr. Kaaher had also the benefit of Bar-Hillel I s remarks 
on the rough draft of his survey. Consequently, this11survey11 follows the 
lines of Bar-Hillel's own general trend of thought. Kasher considers that 
a data-processing system is a data retrieval system if and only if the 
fallowing conditions are fulfilled: 
(i) The syntax of the input language is capable of distinguishing between 
(declarative) statements and questions. 
comments: Kasher does not stipulate that the input-language should be 
either artificial or natural. He also does not specify that there should 
I ) '• 
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l 
be some fixed means to distinguish statements from questions. In other words, 
he argues only that there should be some way to make a formal syntactic dis-
tinction bet,1een these two types of expression in any data retrieval system. 
We are in entire agreement mth this view; ho\1ever, we contend that any 
automated document retrieval system also should satisfy this condition. The 
basis of the contention is the following: Query is part of the input language 
even .for a document retrieval system. HQu.estions" to document retrieval 
systems are generally phrased only partly in interrogative sentences. In 
actual practice, interrogative sentences 'Will general] y be followed by ex-
pla.na tory statements (generally declarative sentences) and so even in a 
document retrieval system if the system should understand the query and 
function efficiently {without treating each input sentence, whether "fact" 
or "question" ~ both) there is a clear need to distinguish bet't'lf~en de-
clarative and interrogative sentences. In addition, in automated document 
retrieval systems where text processing is generally necessary, both input 
.. 
and output language expressions will have to be parsed, arrl in the process, 
decisions must be macle regarding the "interrogative" or 11deelarative 11 
nature of the sentences. 
{ii) The syntax of the output-language is such that formal production of 
statements and questions is possible. 
(iii) When activated, the system produces in the output language a state-
ment or a question. There is a formal syntactic connection between any 
.... question and its answer. 
comment: Consider a data retrieval system with structured data base like 
•BASEBALL'. Irrespective of the actual syntactic form of t}?.e question, it 
is structured into a predesigned format. The answer also is given out in 
most cases in the same format. The answer and the question in this case 
need not be Sl7IltacticaJ ly related - for example, we might not succeed in 
- - .. ·.--,-.,·,« .. -.-~_.,, .. .,,.- _.-,,_-_.,-··· ·--~~··--- ..... -----·- . 
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predicting the "syntactic shap~11 of the input question just by analyzing 
the output (ans~1er) •. ~oreover, in "index-oriented" systems like 11SYNTHEX11 
where relevant sentences are retrieved as answers (on the basis of the co~ 
occurrence of terms in the query and sentences in the data base), these 
answers can be syritaetically quite unrelated to the question. So, the 
given condition is not a 'necessary and sufficient' condition for data 
retrieval systems. 
(iv) The input and output languages are identical. 
comment: The reported purpose of this condition is to insure that "who-
ever provides the system with information and asks it his questi-ons should 
be able to understand the system's answers and requests for clarification" 
[!{2, p.5] • Kasher excludes the possibilities of (i) an output-language 
being a proper subset of the input language, arxl (2) the input language 
being a proper subset of the output language. Since he has not given pre-
cise definitions of his concepts of "input" and ttoutputtr languages, it is 
riot possible to comment definitely on the condition he has stipulate:l. One 
can point out, however, that in systems like BASEBALL, SYNTHEX, etc., the 
output language M a subset or the input language. 
(v) The system contains a formal, nontrivial, inference mechanism. 
comment: In our analysis we found that only Cooper's system, SIR, GRAIS 
and SAD SAM have nontrivial, inference-making ability. However, at least 
theoretically a.11 of the systems, except SYNT.t:IEX, have the power to make 
some inferences from the data base. In the case of SINTHEX, the system 
does not make "inferences" in any meaningful way. By means of the indexing 
_schemes, relevant passages are retrieved and supplied to the user who in 
tum makes appropriate inferences. The discussion shows that this condition 
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about inference mald.ng sho11Jd not be deemed a prerequisite tor all data 
retrieval systems. 
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3.26)1. Kasher has also enumerated certain non-essential features of data 
retrieval systems. They are: (1) a sizable portion of the input and output 
languages should be natural languages; (2) there is a semantic connection 
between a question ard its answer; (3) the system should have a mechanism 
to check the compatibility of information in storage with any new informa-
tion; (4) the system does not forget information, once received. It is of 
interest to note that some of the properties enumerated as nonessential for 
a data retrieval system have been suggested ~s essential by some investi-
gators in this field. For example, Cooper has stipulated that "a fact re-
trieval system nmst normally accept most of its information to be stored, 
and also its queries, in the form of natural language sentences ••• rather 
than in some artificial language selected for the purpose" @4, p.118] • 
• 
In the light of the above discussion we conclude the following: 
t,' 
(1) the basic structure, components, and properties of data retrieval 
systems are not clearly understood. There ·1s no agreement among the prac-
titioners in the field as to how a data retrieval system differs from a 
document re·trieval system. 
(2) We can not identify any factor which invalidates our assumptions con-
I 
cerning the interrelationship between the two types 'of retrieval systems. 
However, since our study was not broad-based, our observations 1¢.ght not 
be completely vaJjd. 
Let us now briefly 'examlne some ways to interpret a document re-
trieval system as a data retrieval system. A docwnent may for all practical 
purposes be considered as a long, complicated sentence. By an extension ot 
the same logic, it may be said that a document collection is nothing but a 
. -·.:, ···-·"-'"'''·- ..••. , --r.·· -- .. 
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complex of complicated sentences. We may so argue that the difference in · 
output between these two types of retrieval systems is primarily in the 
length of sentence retrieved. Theoretically these systems have similar 
bases; the difference is primarily in the type and amount of text process-
ing required. The queries generally posed tAJ these ttJJO types of systems 
are also different. However, both document retrieval systems and data re-
trieval systems exist to provide relevant infonnation to users. They have 
in common the following basic operation: identifying and retrieving rele-
vant "documents" ar portions thereof. However, in the case of document re-
trieval systems, the user has to process manually the retrieved document to 
suit his need; in the case of data retrieval systems, the system itself 
processes the document and transforms it into required information. 
3,3, , The Place of 9Y:e;ry in IS. 
3.31. Any IS has four components: the user, the data store, the retrieval 
mechanism and the environment. The user actuates the retrieval mechanism. 
(and through that the data store) by asking questions. An IS assumes a 
dynamic character only when it responds to queries from system users. The 
only -exception is the case when a new document is input to the system. 
Even in such a case, the system may be said to be "responding" to a hypo-
thetical future query. 
A I guerz' is a hYJ20thetical docwnent. This assumption is implicit 
in most of the existing "retrieval theories". Matching a query against a 
document store may be interpreted as a series of pairwise matchings between 
the query am individual documentso Any correlation between the terms of 
the question and the terms of the actual documents is recoe,rl zed in existing 
systems only" during the transient stage of retrieval (primarily matching) 
11.· ·, - ' 
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operation - i.e., the relationship between the terms of the question and that 
of the actual documents is not recognized by the system on a permanent basis. 
The systems there! ore fail to make use of a potentially valuable feedback. 
To establish term relationships id thin the index vocabulary, it is not al-
ways sufficient to consider only (actual) documents physically admitted to 
' a system. We should also consider the "genuine questions". Since any 
"question" represents the set of irrords actuaJ1y used by some user, -as the 
system tries to understand the correlationship between those words, it may 
graduaJly be possible to minimise the difference between a "question" and 
a "query'' (question expressed in the normalized vocabulary of the sys_tem) ~ 
3.32. We suggest that all documents retrieved in response to a query may 
be treated (in the confines of the theory) as.! document. If we accept this 
suggestion we may interpret matching as a process of reconstructing a docu-
ment from the conceptual space ( terms of the total system) and subsequently 
identifying it from the document store. 
We shaJJ now consider briefly a problem imich arises in posing a 
question to the system. We generally decompose the question into a set of 
tenns and use the set of terms as a "representative" of the question. If 
we consider the set as an unordered set of terms, then the interrelationship 
between the terms could not be sufficiently represented. The alternative 
is to treat the query as an "ordered set o! terms 11 • This approach would 
certajnly improve the search outcome; however, it is not always possible 
to represent the important relations subsisting between the members of the 
( 
set by such a Jjnear arrangement. So, it is proposed that "matching" should 
be done not at the 11index level" but at the "propos=ition level:"• It is hoped 
that by keeping "terms" as arguments and relations among terms as predicates, 
we would be able to ''carry" the meaning of the query in its representative -
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i.e., in the proposition. The proposition ld.11 be a relational (logical) 
-~ .... -
statement precisely expressing all identified term relationships. We pre-
sume that matching at the "proposition-level" l«>uld be more "meaning-pre-
serving" than "index-level matching". It is not proposed. to develop a theory 
of "proposition-level matching" under th~ scope of this thesis. The basic 
idea is that the query sho1ud interact w1 th the system not as a. set of un-
connected terms, but as a statement (as a proposition showing relationships 
among content-bearing expressions). 
3.34. Another point to be stressed in this connection is that to a query 
an IS (provided it does not change) will respond at any time in exactly the 
same way. This idea refutes the notion of ''selective retrieval" (i.e., re-
trieving selected documents in response to .! query). An IS never performs 
retrieval on the basis of quality (value) judgment. The response will in 
all cases be exhaustive -- in the sense all doc1..UI1ents matching the query. 
"Selectivity" is achieved by putting some new constraint on the query such 
as adding or deleting new terms, etc -- i.e., in essence altering the 
query; the response of the IS to the new query is again an exhaustive one. 
The constraint may however be even statistical in' nature. The role of the 
query in IS dynamj cs has not so far been fully appreciated. When we gain 
more knowledge about the process of asldng questions, translating questions 
into query, etc., it is likely that the retrieval outcome will improve. 
; i 
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IV LINK PRF.sERVING TRANSFOHMA TION MODEL 
-
De!ini ti ons • 
4.10. The· basic elements or the IS domain are terms ( t) • It is 
possible to define any documents as follows: 
d : (x, I'J., r2' ••• rn' ci, c2, ••• Cm> 
where X is the set of constituent terms of the document, r1, r 2 ••• r:n 
is the set of relations subsisting between those tenns and c1, c2, ••• cm 
is a set of numerical values (like "weights" of terms). It is presumed 
that it is possible to assign numerical values to each of the relations. 
A simple formalism as the one presented above is not operationally very 
helpful, since at each stage the system must keep track of a considerable 
n1unber of variables, i.e., the system is constrained to remember for each 
term, its relation with all other terms in the limits of the concerned 
document. Consequently, there is a need to limit the number of variables 
by a process of abstraction. Such an attempt is likely to con~ribute to 
operational simplicity. 
4.ll. We will now designate each conceptually viable set of terms as 
11doc" (~). The criterion for conceptual viability is an area needing 
.further study and only a few directions will be given in this thesis (in 
subsequent sectimns). However., for the present, we wlll assume that "docs" 
are operationally identifiable by procedures based on logic, ~emantics and 
syntactics. 
We will now consider a higher level of abstraction. Let us now 
redefine a document, in terms of docs. It could be seen that not all 
docs will be conceptually affiliated (linked) in the new sets. Hov1ever., 
" 
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certain docs will show a high degree of cionnectedness. This may be in-
terpreted cas follo,tJs: . the aboutness of the physical document is decom-
posable into certain distinct groups such that each such group will speak 
about certain related aspects of some topic. We will call the maximally 
connected sets of docs as "components" (c). In our model, we will stipu-
late that a doc may occur in more than one component. If each doc is con-
sidered as a connected set of points, then a component is a structure in 
which those sets of points are "eventually connected". 
The Basic Model. 
4.20. It t«>uld be desirable to give a.n intuitive picture of the pro-
• 
pose.d model. We will consider that a document is composed of certain 
"conceptual entities" called "components". Ea.ch component represents one 
or more docs which are eventually connected. Each doc is a set of inter-
related terms. We have not specifi. ed the connection or relation which 
binds these different "conceptual entities". This relationship is some sort of 
formal syntactical relationship; however, we do not at present have in-
. 4 
.formation about its precise nature. Let us call this relation "linking". 
An unordered set or even an ordered set fails to formally represent the 
"aboutness specification" of a docummt. Only a ttrelationally ordered 
term" will be able to represent this specification in any satisfactory way. 
4.21. Each document d may be considered as a famj ly .Cl. of sets called 
components (c) where each component c is a relationally ordered set of 
,t:"" 
docs. Each doc 'r has a finite nwnber of basic elemen. ts tij called terms 
with a certain relational ordering among them. 
C : 1' i : ri : { tij : 1 f j ~ k~1 & l~i ~ n} 
4.22. Each doc with the ordering on its elements constitutes a 
lattice, a partially ordered system with a finite number of vertices. 
t 
.i 
I ; I 
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• 
Any two vertices tx and 7 are 11linked11 if either txCty or tx ::> t,-• 
A 1-1 transformation f is a link-Er~~~.I;!ing .tz:apsforma~ion of "C if and only 
if when any two elements "tx and ty- are linked in T, then the correspond-
ing elements t~ and t~ are linked in~.f • In the trivial case 'ti' = 'V. 
4.3. . .. J1atch~.ng. 
4.30. We will now attempt to explain our notions about document match-
ing. To simplify the presentation, we will ignore for the present, 1 com-
ponents' and consider a document as a composite of docs. A document d is 
the direct product of n partially ordered systems and so is itself a 
~ 
partially ordered system whose elements obey the reflexive, antisynnnetric 
and transitive laws. To implement this direct union, it is however 
necessary to know the relation holding between component lattices (not the 
lattices of components). The direct product or1\ with i vertices and 
,V j vd th j vertices will be a lattice ixj vertices. Two terms tq and t 
are said to ,Q) .. (matches compl~~~) if (1) tCl:t or (2) t{l:: f* (t) where 
f* is a "definition relation". The definition relation provides defini-
tions to terms and helps t<? meet the problem of synonymy and related seman-
tic aspects. For example, if t = thermometer and tq = ~emperature-
measurement-instruerat~ then tq-~ t provided the system had pre-defined 
1 thermometer' as the ordered set <temperature, measurement, instrument). 
Component lattice Tq O> component lattice i.f' and only ii' 1' is a (link 
preserving) transformed lattice of'fq. ~q .A~(partially match) if 
some (but not all) of the links (term relations) are preserved during 
transformation. To compare (match) Tq with T, we have first to make 
the assumption that the latter is a transformed lattice of the former. 
Then it is necessary to study the extent of' link preservation during 
' 
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transformation. We will use the symbol " X) 11 to indicate "does not 
match 11 • Document dq#document d if each component lattice of dq . G ;,- at 
least one component lattice of d. Note that when dq {J > , it is not 
always necessary that d, Q) dq. " () >" is a nonsymmetric relation. 
4.4. __ . ,_Document Space. 
4.40. A 'document space' consists of ¢i) a set.ct, the conce12tual 
SEace, elements of which are primitive terms; (ii) a set;E: f T] where 
each 1' (doc) is a subset of J1.; (iii) a set{, , the compo11~~ §,Eace, 
of subsets of 2; (iv) a function £, defined for each set{;; establishing 
degree of connection between members of ~ • f satisfies the following 
conditions: ( 1) 0 ~ f ~ 1 a.nd the value of f will be dependent upon the 
degree of matching between any cq and c Ee ; (2) f (cq,c = l~)cq~c; 
(3) f (cq,c) = o(~cq · )() c. If we are not interested in the degrees 
of matching betw~en components, then it is convenient to define the function 
where I Q)' represents 'does not completely match'. This general frame-
work is equally applicable to a single document or any document collection. 
In 'document matching' the functional units should be· •components• and not 
'documents'. In other words, document space may be conceived as a set of 
'components' with specified relationships between members of the aet. In 
. 
our discussion, we have identified the following hierarchical levels: 
document store 
( document) · 
/ 
component 
/ 
doc 
/ 
terms 
., .. ' 
' 
... 
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The degree of comection between :any pair of documents dq and d 
should be established on the basis of the functional relation subsisting be-
tween the components constituting dq and the components constituting d. 
Component cq fJ >- c if and onzy if (1) they contain identical docs; (2) they 
contain the same terms (or predefined functions of terms) and links (in the 
same direction). In certain user contexts, partial matching 'Will be adequate 
[ (i.e. as good as complete matching). In such cases· the user may control f, 
the functional relationship between any two components cq and c. If certain 
specified terms and links are present in both the components, the system 
can be made to respond "~11 • Similarly, the degree of relatedness be-
tween any two documents may be considered as a function (say, sum) of the 
degree of relatedness between individual components. 
If Misa set function (matching relation) between any two docu-
n 
ments, then 11 satisfies the following conditions: (1) M : g ~ fi where 
i=l 
each f represents the degree of matching between cq and c ~ ~'Where cqEdq 
and cE d and dq : { c~, ci, .•• c~}, d = f c1, c2 , .,.en} and g is a 
function defined by the user, system or both; (2) 0 ~ M ~ l; (3) dqa8) d 
- ' ~ all the components in dq have ·link preserving transfor~tions in 
d; (4) dq~O) d~/ all the components in dq have link preserving trans-
formations ind and n = m where 11~" represents complete matching from 
left to right and from right to left. - J 
Qperational Aspects. 
4.50. By •matching' document dq with document d, we are in fact at-
tempting to establish the degree of relatedness between the conceptual con-
tent of dq with the conceptual content of d. Certain. terms which make up 
the conceptual area of a document cohere to a greater degree than certain 
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others. This is the reason why we are in a position to. say that such and 
such a part of a document ~ deals with a certain aspect of a problem and 
so is significant while a certain other part of the same document is ir@ 
relevant to the question. In other words, the parts of dq establish 
degrees of connection with parts of di• By maximising (on the basis of 
some specified criterion) the degree of coherence between certain terms, 
it is possible to 'factor' d into separated sets (components), each sub-
set containing cohering terms. Note that in our concept, two components 
might have a connnon term. If we match at the 'document level', there is 
a possibility of our weakening or undesirably strenthening the degree of 
• 
connection. This can be a significant problem when there is a need to 
'rank' responses and establish an order of preference. 
Suppose a system is ranking documents on the basis of statistical 
• significance in response to a specific query, say as a function of fre-
quency of word occurrence within a. document. Let r be the intensity 
(average occurrence of a specific term t. in unj t space) and a ( the area): 1 
total number of words in ~ 
average no. of words in unit space (in d1 ) 
Then frequency, f, ot ti in di is f : ar.. A low value of I r .1 could be 
compensated by an increase in 'a' and vice versa. Besides, areas of the 
physical document not related w a query will also influence f. Suppose 
·.1._ .... 
a document di uses a term ti 10 times/page in nearly 50 pages (and does not 
use the term in the remaining 100 pages) and let d j uses the tenn 4 times/ 
page. in all the 150 pages. 'Vlhile ranking, dj will take precedence over di· 
and it is most likely that the fo rm~r is more significant to the query. 
4.52. Component level matching is likely to be an answer to the problem. 
The procedure is as '.follows: (1) identify the significant 'terms' which 
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span the conceptual area of the document; (2) on the basis of some specified 
criteria (say, degree of coherence between terms), identify the docs and 
components of the ·docwnents; (3) by an 'inverse procedure' of the method 
used to identify the components, find out the approrlma.te area (say pages) 
of the document where terms constituting relevant components co-occur a 
desired number of times, i.e., reconstruct the physical area in the docu-
ment corresponding to the set of components. In response to queries, it 
will be adequate in general to give only such relevant sections of the 
document (and not the complete document). 
relevance in real-time information systems. 
This approach -will have special 
If the user snecifies that ... 
_ the response should be appro:xima tely within n words, the system could 
tailor responses accordingly. 
!t, 53 • Note that we have not stated any operational criterion for the 
identification of docs and components. Criteria used for the derivation 
of terms could, in general, be profitably used in this operation. A 
combination of logico-linguistic and statistical methods is expected to 
carry considerable merit. One tentative approach is the following: 
On the basis of the frequency of usage of· words, derive the terms (index). 
By analyzing the specific objectives of the system S, user interests, etc. 
preconceive certain hypothetical 'components•. Now estimate the co-... -
occurrence of (index) terms and !ind out -whether any of these components 
is present in the document. It is likely that some heuristic training 
algorithms might help to display the intrinsic composition of viable 
components .in the document. 
4.54. It is likely that the, structure of the document space we have 
considered could be represented, with sufficient vigour, by directed 
; -f ,..i 
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graphs (digraphs). It is also possible to combine certain matrix methods 
to facilitate the computational aspects. The central point of the dis-
cussion is that the connection between a pair of documents d'f and di 
should be established on the basis of the .functional relationship between 
ma.ximally linked term clusters in the documents. 
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V RElaEVANCE AND PERFORMANCE MEASURES 
-
... s __ .1 __ • ____ ~__..· ,,,l~y~ce, 
5.10. The objective j;) or any IS is to provide relevant in.formation in 
response to queries. In other words, any IS should attempt to define re-
spons~ as that set of output documents which is strongly corr,.7lated (defined 
by a function Rel, called relevance) to an input document (query). Intuitive 
notions about term~term er document-document relationships will not prove of 
much use in a theory attempting to establish input-output correJAtionship in 
a mechanical or near-mechanical way. There is a pressing need to define ob-
jective measures to evaluate degrees of relatedness between the entities of 
IS theory. 
5.U.!a In earlier discussion it was pointed out that as far as an IS is 
concemed (1) a query is nothing but a hypothetical document, and (2) a 
document is nothing but a set of terms with certain specified relationships 
among them. Consequently, we are concerned. only with relatedness between 
relational sets of terms (some sets, of course, may be singletons). To de-· 
termine which documents are appropriate to a given query, we have to match 
the ordered sets of terms constituting individual documents. In this con-
~/ 
text, the reader should recall our description (in chapter 4) of a document 
in terms of components, docs and terms. It will not be enough if we deal 
only" with relatedness between indi vid1w.] terms. 
5.12. It is not easy to define semantic or conceptual relatedness be-
tween terms. An analysis of the evolution of lmowledge will show that 
semantic "primes" are practically nonexistent. The relationship between 
a word and its meaning is a variant. The dynamics of knowledge introduces 
\ 
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contjrmal perturbations (as a function of time) into the term domain {by 
establishing new relations between terms). Consequently the "term-term 
relationship" is not static, This phenomenon is highly significant in an 
IS. In this connection we po:int out that even a long-established relation-
ship between terms will be identified by the system only when some document 
which explicitly states it is ~added to the store. It follows that it is 
meaningless to attempt to define an absolute distance between imividual 
terms. A statement like "'nuclear fission' is 12 units away from 1radio-
activityt n carries conceptual relevance only in a specified user-system 
context. We may so conclude that only relative distances betlreen terms 
should be defined. In the light of our discussion in chapter 4 of an IS, 
let us define each user system Si = (x, R:ti, ... Rin, en, ... cim) where 
X is the set of terms; R:t1, ••• ~ the relations between terms {generally 
it is possible to specify them by some numerals); and cil' ••• cim certain 
numerical values o:f the 11weights 11 of individual terms. Rn_, •• •R:i.m. and 
ci1, ••• cim will generalJy be different for each user context (or need) 
even when the set of terms X is fixed. In an ideal situation, the system f!, 
S should satisfy completely all different user groups so that S·= 
{ Si : i = 1, •• • kJ where Si is the subsystem which correctly (in the opinion , 
of user group Ui) represents the subject ( term) relationship. We may now 
interpret the above statement as ·.rollows: For a system to function 
"ideally", it nmst give optimum service to each user group; this is possible 
only if the system is highly" adaptive. Since this is too severe a condition 
for total realization, every system preconceives, on the basis of some ar-
bitrary criteria, numerical weights (values) of &.i.1, ••• ~ and cu ••• ciJn• 
ConseCIU:ently, any- distance so established is itself, to some extent, ar-
bitrary. Thus the point to be decided is not whether there is an "absolute 
.~ 
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distance", but whether it wo.uld be, in the interest of system efficiency i 
(nearness to idealized performance 'j)) to specify in advance a.i:w degrees of 
connection bet1:1een the entities of an IS. 
5.13. Certain aspects of the notion of relevance need to. be clarified. at 
this stage of the discussion. Relevance has to be assessed at two different., 
but related, levels: subjective relevance and objective relevance. At.both 
these levels this notion exhibits a triadic relationship. 
5.131. / I Subjective relevance (Subj Rel): R(system response) is relevant 
to Q(query) for U(user). The need !or introducing 1U1 in this relationship 
is apparent since the relevance judgment of some u1 need not always coincide 
with that of some Uj. As we have not introduced time (t) in this relation-
ship, the same user asking questions of a system a.t different times will be 
considered either as different users or as the same user when the system is 
in different "states". A 11state" represents the internal configuration of 
the system at a particular time. The"internal configuration", in the case 
o! an IS, is primarily the "conceptual space" of the system which is: .. approx-
imately the set of' aJJ terms (representing all the documents - including 
queries - so far input to the system) in the IS domain. The notion of the 
representation of "the same user" at different "states" has a significance 
- it will help to predict the behaviour of a user, his general needs, etc. 
5.132. Objective relevance (Obj Rel): R relevant to Q, for S(system). 
Any IS is dynamjc and growing. Introduction or withdrawal of documents, 
modification of vocabulary in the t(term) file, etc. all a.ffect the system 
domain. S is a functd.on of time and since it is discrete in nature, 
Si (system at time t1 and state Pi)::/:. Sj (system at time tj and. state Pj) 
if Pi =l=Pj. Of course, the system is finjte at any-time t. On the basis 
of this analysis, we are led to suggest that it is possible to represent 
' ., ···-.--· . --·-·. 
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an IS as a "growing" finite-state machine. We however wish to point out that 
we have no· confirmatory evidence regarding the validity of this assumption 
.J 
. -··' 
ard further studies are necessary to validate it. When i1e attempt to con-. 
eider an IS as a finite-state ma.chine we are wilfully disregarding and do-
cument d1 which has not yet "arrived.rt in the system (or has not yet processed. 
by the system). 
5.1321. In the context of Obj Rel, the "user" is part of the "system". 
However, we must ignore many of the human factors. The user, Ui, will be 
interpreted only in te~ of his expli,?itly stated needs, interests and 
11degree of satisfaction" in the past (represented as a set of terms with 
defined relationships among them). "Degree of satisfaction" sho11J.d be meas-
ured on the basis of the reaction of Ui to system responses (to his queries 
in the past). In other words, "user", when considered as part of the 11system11 , 
is an iteratively defined set of terms. It is apparent that to the retrieval 
mechanism only Obj Rel is mechanically realizable. So, methods should be 
devised to reduce the discrepancy betwen Subj Rel and Obj Rel. To achieve 
such a reduction the following t1tro methods may be employed: (l) Ui may be 
also considered to be in a "state" Si when posing the query. It is further 
assumed that the system has the ability to remember (if need be) the past 
"behaviour" of Ui (at points of interaction with the system). The previous 
"states" (past history) may then be employed to modify qi, the query posed 
by Ui. It might even be desirable in certain cases to map (prior to the 
retrieval operation) a function of the user's "interest profile" onto the 
query. In other words, a query might be modified by assigning relative.· 
weights to 9ertain terms in the current query by making use of the interest 
profile of the user. Another similar ttmapping" could also be implemented 
I 
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as follows: One could with advantage restrict the mapping to certain por-
tions of the interest profile (certain clumps of terms) depending on the 
nature of the query. Queries posed in the pa.st by the user could also be 
profitably used (by assigning to terms in the current query arbitrary 
weights according to predetermined criteria) for purpose of mjnim:ising the 
divergence between Subj Rel and Obj Rel.. (2) The user is allo1r.red to pro-. 
gressively interact with the retrieval mechanism. This could be achieved 
by a.n iterative process of (a) the user's evaluating the system response, 
(:b) refining the query {by the user, the system or both) in the light of an 
examination of the response; and (c) re-posing the query. (Only that query 
which was responsible for the "accepted response", if any, shoi,ld be docu-
mented in the "past hi story" file of the user.) The value of such a 
method can be further enhanced if the two senses of "user" are sjm1ltane-
ously involved in the retrieval operation - viz., (1) the human entity in a 
conversational interaction with the system (sitting at the console and con-
trolJjng the system response); (2) the iteratively- defined set of terms as 
described in the early part of this section. It should be noted that these 
two interpretations of the word "user" represent essentially· the "true 
subjective relevance" and the 11operati,onal interpretation of subjective 
relevance. So, an approach onthe lines discussed above offers mu.ch pro-
mise to improve actual relevance. 
To maximise Obj Rel., it is necessary to teach the machine to match 
docwnents and select them on the basis of "nearness 11 ( simi lari ty) criteria. 
It is desirable either to establish a consistent and reproducible ( though 
arbitrary) measure of relevance (degree of connectivity between the entities 
of the IS) or to work out a principle for specifying and comparing appropri-
ate relations on each set of terms constituting_a document. 
• ,1· 
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5.15. Prior to the selection of a particular method it is desirable to 
clarify certain related aspects. A query (hypothetical document), dq could 
be matched against the holdings of the document store {di : i :: 1, ••• n} in 
any of the .follo,iing ways: (1) by matching the terms of dq against the terms 
of d 'Without considering connectivity between terms; (2) by matching dCl 
against d by "preserving relations" (by "link preserving transformations") 
between the set of terms of dq and the set of terms of d. Note that 
"ma.tchingtt w.i.11 be·done at the "document" level - i.e., by treating each 
document as an "inseparable" unit; (3) by mate'hing (by"link preserving 
transformation") the components of dq against the. components of d (for a 
discussion on related material, read chapter 4). 
5.151. Apparently, method (l) is the simplest from the point of view of 
retrieval operation. However, except under idealized simple situations 
( when relationships between terms can be ignored.), system efficiency is 
bound to be low. Methods (2) and (3) incorporate measures to preserve term 
relationships and so system performance sho11Jd be better. It is one of our 
contentions (in chapter 4) that method (3) will bear the highest efficiency. 
The basis for this is that not all the terms spanning the entire conceptual 
area of a document need in every case be related equally. In different 
cases terms may cohere to different degrees a.ni form different clumps or 
effectively separable subsets (components). Besides, if all the relation-
ships are treated in a .uniform fashion without recognizing the "component" 
structure, some of the relationships might get relatively weakened or 
' . strengthened to an un.desirable extent, and fail to reflect the nature of 
the empirical structure. 
5.16. In chapter 4, we have discussed the notions, "component", "link 
preserving transformation'', etc. and argued that document matching sho11ld 
./ i 
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be done at the "component" level. If A represents the relevance measure 
obtained by matching a query dq against a docwnent d by considering d as a 
single concept11al unit and if A1 represents th~ several relevance measures 
obtained by matching each component cf of dq against each component ci of d, 
n . then we may suggest that ~ A1 gives a "truer" measure of the relevance 
i=l 
of d to dq than does A. The system yields optimum relevance when the sum 
of the degree of matching of the subsets of dq with the subsets of d is 
maximal. So, the two critical problems of retrieval are: (1) establishing 
operationally valid criteria for the partition of documents into components; 
"' and (2) defining 81 agreement measures between corresponding pairs of com-
ponents cf and ci (i.e., between the subsets of dq and the subsets of d). 
5.2. 
5.20. In chapter 4 we were able to provide only some tentative criteria 
for the identification of docs and components in the document space and so 
some additional discussion of terms, docs and components s eem.s advisable. 
Terms are the basic elements of the system; however, in some cases two or 
more terms might merge into a single term on account of some semantic 
reasons or certain conventions. For example, suppose "temperature", 
"measurement" and "instruments" were three separate~i;terms in a system. 
At some stage it may be decided to combine them into a single term, "ther-
mometer". Similarly, some terms might grow into docs - i.e. at times it 
might be necessary tc decompose a term into two or more separate terms. 
In generaJ.., terms could be derivei from texts on the basis of linguistic 
1 
or statistical criteria (or a combination of them). Noun phrases (NP) in 
\' 
gerieral may- be considered to be content-bearing and so containing all 
potential terms. On the basis of the discussion in chapter 2 on the 
derivation of terms, we suggest that by- considering the prepositions and 
/ 
I,.. 
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other connectives contained in NP (and in some cases evaluating the nature 
of verb phrases) it is possible to identify potential terms. By employing 
a suitable statistical criterion (based on frequency of terms, their co-
occurrences, ate.) as an index of "importance measure", the requisite 
number of terms can be picked out. We may now consider that the set of 
terms derive:! for a document jointly spans the conceptual area of the 
document. Now we should attempt to ic\entify the "pattern of coherence" 
of the terms. No satisfactory method to implement this step currently 
exists. However, we presume that syntactical relationships between the 
derived terms might provide some hint to decide which terms cohere to 
greater degrees and form clumps (docs and components) within the document 
space. It is likely that such relationships between two terms could be 
established via their modifiers or corresponding verb phrases. 
Consider the following paper: "A Detector for Neutral and 
Charged Particles: Daly, N.R.; Powell, R.E.; Ridley, R.G. (in Nuclear 
Instruments and l{ethods. 36, 226-228; 1965)". Among other things, this 
paper deals with 11the use of glass scintillators for the detection of low 
energy neutral particles". The paper is 0polycomponential11 • The one com-
ponent we mentioned could be analyzed as follows: 
terms: (use, glass, scintillators, detection, low, ~_p.e~gy, neutral, particles) 
modified list of terms: 
scintillaters 
, glass, detection,\ 
application (scintillation, detection, instru.rnent 
particles 
low, energy, neutral, 
elementary particles 
normalized list of terms: (application, glass, scintillation, detection, 
instruments, low, energy, neutral, elementary particles) 
docs: 
d1 : 4cintil1ation, detection, instruments, g1as9 
d2 : ~etectio;> 
d3 : ~ow, energy, neutral, elementary particle~ 
component, ci : ~ 2, d3, d~ 
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The hypothetical procedure by which docs and components was derived is 
briefly d'escribed below: (1) derive the terms on lines suggested in 
section 5.20. (2) by means of a preconstructed "thesaurus" (residing in 
the computer), obtain a n11st of modified. terms" or "list of all acceptable 
equivalent termstt for the system, corresponding to the derived terms. (3) ,I 
derive the 11norma1ized list of terms" by selecting the most suitable term 
out of each "list of modified terms" for each concept by some heuristic 
procedure. No satisfactory method at present exists for implementing this 
step. What is generally done is to substitute one arbitrary term pre-
chosen from a schedule for each derived terme It is suggested that the 
choice of the normalized. term should be decided on the following principle: 
If term t co-occurs with a specific term (or a group of specific terms), 
then the normalized term for it is tl; if it co-occurs w1 th aey other term, 
then the normalized term is t , etc. From the "normalized list of terms, 11 
the docs, and subsequently" components are identified by the method briefly 
sketched in the next section. 
5.22. In chapter 2 we reviewed some logico-11nguistic methods for the 
derivation of terms, for constructing clumps, etc. It seems likely that 
by suitably modifying some of these methods, it will be possible to develop 
the relational structuring of terms· within each sets (docs or components). 
The linguistic environment (co-occurrence of terms and syntactic features) 
• 
of terms sbouJd be studied and on that basis their interrelationships should 
' be defined. As an illustration the following approach is suggested: 
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... ' (1) Study the frequency of siBDJlta.neous occurrence of each term with a 
specific term (or group of terms) in identical syntactical relationship. 
(2) Construct a similarity matrix of terms, showing for each pair of te~ 
the number of shared nouns (or modifiers); (.3) Based on this matrix, 
establish a similarity coefficient as some function of the proportion of 
the shared words to the frequencies of the two terms in the concerned do-
cument. (4) Normalize the term frequencies by matching against the freq-
uencies of such terms as fo1Jnd in a representable sample of the concerned 
literature. (5) By employing some of the scaling methods to be described 
in the next section, assign "divergence 11 measures (analogous to distance -
"divergence" is here used in a non-mathematical sense, as is found in a 
number of statistics books) for pairs of relationally structured subsets. 
(6) "agreement" measures bet,1een documents may be now worked out. It is 
, 
preswned that in most retrieval operations a "relational ordering" within 
subsets will be "sufficient" to facilitate effective searching. 
Measures of D,ivergence and Scaling. 
5.30. We have in previous sections considered some aspects connected 
with the internal structure of clumps (docs and components). We will now 
be concerned with the interrelationships between clumps. Since our ob-
jective is to deliver all the relevant documents in the system arranged 
according to the order of relevance, we must devise methods for the pair-
wise comparison of sets of objects. To establish a dominance relation be-
tween sets it is necessary to know the extent of separation or divergenc~, 
between any two sets. A satisfactory method of scaljng can be implemented 
by listing sets in an ascending order of divergence. The method of "link 
preserving transforma.tion 11 discussed in chapter 4 can be given an operational 
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interpretation to implement this. However, in the subsequent sections we 
will consider some other related methods based on the notion of distance ' 
between sets. 
5.31. When we speak about "divergence" or 11agreemei:i,t" between two sets 
we are in fact speaking about relational functions between the two sets. 
Let X and Y be t'WO given sets; then the cartesian product of X and Y is the 
set XxY consisting of all the ordered pairs (x,y) i,rith x in X and y in Y. 
('!he cartesian product could similarly be defined for any- finite collection 
of sets). A relational function between X and Y may now be considered 
simply as a "weighting function" on XxY. Since a term need not be a well-
defined object, independent of other terms, it is no easy task to identify 
the value of a pair of terms (x,y). The value of (x,y) will be dependent 
upon the adjacent terms of x in X and those of y in Y. 
Certain other mathematical approaches which define distances be-
tween sets are briefly reviewed. The discussion is based on relevant 
(a) Concsmt q{ 11generalizec!, metric 11 : mapping in this case is not essent:ially 
from Xx.Y into ~ (where X and Y are any given sets and R+ is the set of 
positive real nwnbers), but into certain abstract sets on which only 
ljmjted. ordering relations f¥1d very few relevant algebraic operations are 
assumed. Remember that the metric space concept is highly dependent upon 
the theory of real numbers. 
Ii. ,,, 
Then a mapping f : X1 ) ~ is cal Jed uni£ o~ continuous if the images of 
a:ay two points are arbitrarily near in X2 whenever the two points are suf-
ficiently near ~Xl. We should now exp]ajn what we mean by "sufficiently 
near". Consider any set X with metric d. Let t:1' f R + where R 1" is the set 
,, 
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or positive real numbers and let x X. We define the open ba]J V (x, CA ) 
. w:tth centre x and radius°' as the set of aJl points yEX and satisfying the 
eondi tion: d(x,y) < E • The mapping r : Xi~ ~ is no1r1 unifoz:m;by con-
tinuous if for ev.ery ~2 f R+, there exists an ~ l E R+ satisfying the 
following condition for all x E Xi : f (V (x,ci1)) C'V (f (x), ~2). In 
order to give rise to a more general situation, we can use the system of 
open balls on X to de.fine a family [Va.: Ol€Aj of' binary relations on X such 
that for any points x and xl- in X, (x,x1) f "Va, if and only if x1 E V(x, d. ), 
for any °'EA. Note that by definition, -each V°' includes the diago11t;1 set f (x,x) :x E xJ ~XxX. More generally, let us call any binary relation ( on X) 
which includes the diagonal set a connector. Now we may define a uniformity 
C as a set °l(of connectors such that (1) there exists a connector belonging 
to ~which is included in the intersection of any two connectors belonging[ 
to U, and (2) ifV1 is an element of V, then there exists an element U 2 
otU,such that whenever f<x1,X:3), (12,X3)JC ZJ;, then (X1, ~)E Vj_. 
We should however remember that not ~ery "neighborhood" of the diagonal 
need be an element of U. It is likely that the concept of uniform spaces 
w.i.11 have considerable application in IS theory; however, this will depend 
upon the possibility for a meaningful interpretation of the empirical 
structure in terms of theoretical notions such as 'connector'. 
(c) Prox:i,mity:_~paces: This concept is again a generalization of the metric 
space concept that incorporates uniform continuity. It is possible to 
consider a proxi.mity space as a topological space under specified conditions. 
In [r2, p.19iJ, a prox:imjty SP,.ace (X, cf ) is a set X and a relation J such 
that the following axioms are satisfied.: (1) f xJ cT {x.] for every x EX; 
-
..,.... (2) E cf ¢tor every E ~ X, where ~ represents negation 0£ cj and tp the 
__. 
null set; (3) CO (AUB) if' and only if COA or CJ B; (4) A OB if and 
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only if there exists a set C~X such that A JC and Cd B, where C repre-
.,. 
sents the complement of C in X; and (5) A J9 B if and only if B d A. The 
set A will be called near B if and only if A J B and cT will be called a 
5.3111. These three related approaches are gimeraJizations of the notion 
of distance in metric space. On intuitive reasoning one is led to suggest 
that these methods will have some practical application in at least some 
phases of document matching and retrieval operation. In the next section, 
we will consider other measures of "divergence" between sets based on the 
concept of "pseudo-metric". 
5.32. A pseudommetti£ on a set X is a "distance function" on the 
cartesian product XxX satisfying the following three conditions for all 
points x, y and z 
€
 X: (1) . f (x,x)= O; (2) J (x,y): _f(y,x); (.3) 
f (x,y}+ p (y,z} z.f(x,z). 
5.321. The notion of distance between two sets may now be explained in 
aslightly different formalism. Two sets may be said to overlap complete;ty 
when the sets are identical; in other words when they have the same elements. 
Corresponding to a decrease in overlap, there will be an increase in the 
divergence between sets. If o. represents the overlap between two sets, 
then (1-°') may be considered as expressing the amount of separation be-
,·•; 
tween the two sets; d.. should in general be determined by evaluating the 
common elements in the concerned two sets. This general approach is now 
~ 
related to the notion of a pseudometric in the next section. 
5.;322. A method sometimes employed to estimate the distance between two 
sets is based on the symmetric dii'ference1 between them: d (A,B)=jAAB' ·• 
1 Synmetric difference of Sets A and B is AAB=IA-Bf UIB-A(= r AUBf-1 AflBI 
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. ' This is in fact nothing more than the evaluation of co-occurrence of ele-
ments. Another different, but related distance of sets has been discussed 
by Marczewski [MO, p.319] , defined by the formula d (A,B)g: t!e:i . 
It can easily be seen that1 this distance is the same as the pseudometric 
function d (A,B)= 1- IA1(1A2I considered by Rial fj7, p.9-1!] • In this IA1UA2I 
approach emphasis is not merely on the commonality of elemants, but on the 
commonality of elements in relation to the total number of elements in the 
... 
two sets. The two measures described in this section are based on the as-
sumption that all the elements in the two sets have equal value. 
5.53. Another promising method to evaluate the distance between sets is 
the follotdng which is an adaptation of a method described by 1'Ia.rczewski 
and Steinhaus l}lo, p.323-32iJ and Hal.mos [iio, p.98]. This is in fact an 
extension 0£ the methods discussed in section 5.322. The distance between 
.. two/"- integrable functions f and g is defined by the equation.,.P (f,g) = Jf .r-g I cip• (In the generalized case j'n (i',g) = Vk<x)-g(x)(n 'Y'<x8l/n. 
We lmow that the distance d of sets may be treated as a special case of the 
distance J of functions. I.f A and B are subsets o:£ a pseudometr:i.c space and 
fA and fB denote characteristic functions o:f A and B, respectively, then 
d (A,B) = d (fA,fa) Marczewsld and Steinhaus have shown that the distance 
between functions is a sy:mmetric difference between the concerned sets. 
Therei'ore, d (A,B)= <(AABI) = lrA(x)-f'B(x) I c1,«(x). It has also been 
shown that (AUBI = .fmax (fA(x),fB(x)) tyi(x). So, it .follows that 
d (A,B) : IAl.\BI = /rA(x)=fB(x) ! d,,.U (x) 
· IALJBI Jmax l.fA(x) f , I fB(x) d~(x) 
/: 
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It is thus possible to interpret problems concerning the distance between 
functions as ·analogous to problems dealing with sets. When there are only 
a finite number of elements in X, the space which contains A and B, the in-
tegration of functions presented above gets reduced to simple addition. 
Therefore, IA~BI 
d (A,B) = JAUBI = 
where max JrA(x) I , I fB(x) I 
~max jr A (x) I , lrB(x)I 
=l=o 
In other W'Ords, the ext~nt of divergence between the two sets A and B may-
be considered as the ratio: 
the sum of the symmetric difference of the functions (predefined) of the elements of A and B 
the sum of the maximum values of the functions (predefined) of the 
elements of A and B 
In terms of IS theory, this provides a possibility for assigning weights to 
terms in proportion to their importance in the document (or query). This 
method will be called "weighted. index matching techniguett "(Y-matchin.g) "• 
An illustration of the above method using weighted and unweighted terms is 
given below: 
w 
t1 t2 t3 t4 t5 ~' 
d 1 l 0 1 1 
. divergence (dQ,d)=+ 
dq 1 l l l l 
~qAd I . 0 0 l 0 0 1 
~qUdl 1 l l l 1 5 
Table 1. Unweighted term matching. 
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5.331. 
. t1 t2 t3 
'd 6 2 0 
dq 5 4 2 
lr-s I 1 2 2 
ffl!l~(f1g) 6 4 i' 
t4 t5 
l s 
2 7 
l l 
t 
2 ! 8 
~ 
7 
22 
• I 
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divergence (dq, d): 7 
22 
Table 2. I-matching (Weighted term matching) 
This method is also based on the criterion of co-occurrence of 
~ ... 
~ 
terms; however, in this method there is provision to "control" the values of 
terms both at the indexing stage and at the "negotiating" stage. In certain 
special cases, weighted index matching could also be used to produce some 
sort of control over the ordering of terms. For example, it might be use-
ful to sequence the terms in the "relational set" in decreasing order of 
weights. We may further stip,1]ate that 2 sets (one representing a query 
and the other a document) match if the weight of the terms connnon to both 
the sets is an arbitrary proportion (say, 50%) of the total weight of all 
the terms of the query. &J this method, the user may interpret his notions 
of divergence in the object space and represent them in the document space 
by suitable assignment ··or. weights to individual terms in his query. 
5.332, In manual indexing, it would be relatively arbitrary and difficult 
r.'. 
to assi.gn weights to terms. In automatic inde.xing this could be implemented 
relatively easily by extending the criteria usedffor the derivation of terms. 
For example, if the frequency of occurrence of words in text is used for 
\ 
deriving terms, then we suggest that weights should be proportional. to 
frequency rank order. Remember that this in.formation is already available 
within the system. However, in present methods, it is not normally put to 
-------
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,., 
a.ny practical application. T'nat is, on the basis of frequency (or relative 
--~'" 
. frequency), terms are derived and all derived terms are usually asswned to 
carry equal value. In the proposed method, however, if the system warrants, 
special t1eights may be added to certain terms based on their importance. 
Weights to terms should be a function of rank order and "importance". The 
"importancen value is assigned either on the basis of the importance of the 
topic represented by the term to the system's objectives or user's 11im-
mediate interests". In cases, when it is not desirable to assign weights 
at the indexing phase, all indices will uniformly be assigned a weight "1". 
However, g will have to be defined by the user whenever he poses a query, dq. 
An illustration is given below: 
\ 
. 
~ 
•·, •• 'JI,, : • 
-· 
t1 t2- t 
, ..2_ . 
d l l 0 
-.:!:"J'i~-
dq 5 4 2 
~,IIQ~b,IC:")-.Q,.> ...... 
-·-lr-g I 4 3 2 
m~~l 1 
I.. ' IJ 
5 4 2 
.. 
t 
. ,q .. =4a--· t5 
l l 
2 7 
1 6 
2 7 
; 
) 
.. 
16 
20 
,. 
I 
! 
divergence (dq,d)= 16 = 
20 
Table 3. I-matching with uniform weights for document terms 
I+ 
-
5 
Note that the value of divergence is considerably higher, if we assign 
weights only to the terms of the query. However, this will not considerably 
alter the rank coefficients when we attempt to list the documents in the 
order of relevance because similar increase in the value of divergence 
would happen to all concerned documents. 
/ 
5-.333. We should however remember that even this method (!-matching) is { 
not theoretically completely valid on account of the following reasons: (1) 
there is no precise method fo~ ~echanicaJJy assigning 'correct' weights; 
(2) weights assigned to c,~z1;ain terms, in dq might be weakened by the '0' 
• 
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weights of corresponding terms in d. For example, if the weight of t3 
in dq were different, say 100, then there would ·have been considerable dif-
ference in the value of di vergenc~. 
5.334,. In certain cas~ it would be convenient to specify a fixed value 
for each term t, wherever it occurs. This is represented in Table 4, 
' ./'~. 
' 
t1 t2 t3 t4 t5 ' L 
- --·--~-=- 0-
d 5 4 0 2 7 
a.,........."1'._~ 
i; 
~--.1'., .-, .... 
dq 5 4 2 \: 2 7 /I ,, 
. -
..,, . 
...... .._..= •i.,....:&.;.:.....!a--
( dq d)= 12.. 1£.. divergence , 20 5 
1£-~ ; 0 0 2 Ii 0 0 2 1; ,, ,, 
~-~CJ,.-Q- :, ' 
' 
m~ .. (f ,g) 5 4 2 1 2 7 20 I; 
... 
5.340. 
Table 4. I-matching with equal weight,s for document and query terms 
As was implied in the earlier discussion the Y-matching technique 
could be used for ranking responses - i.e., if the retrieval documents are 
arranged 1n the descending order ot lt-g l r I . , the response will 1,e ar-
. max ( f,g) 
ranged according to the order of relevance. 
I-matching can be adapted for identifying ttcomponents" in docu-
ments and for reconstructing the relevant physical area in a docwnent cor-
responding to the set of components (similar to the model suggested in 
cl}apter 4). Let us suggest a ~ethod to iµentify and rank relevant portions 
' 
of documents. At the indexing phase, we should specify a criterion for 
segmenting text, say on the basis of the number of words er paragraphs. 
Suppose that 500 words (or complete document, if less than 500 words) con-
stitute a unit and there are 6 such units in document d. Ea.ch unit (,/.;/) 
may be considered as a subdocwnent (not the same as a component). A record 
of frequency of words in each U will be kept and based on the information 
from all six units, terms will be derived and the freq'.Uency of occurrence 
••.-/..'•""'""'' ,, ' 
~-.• ~,. ...... _,._,,,,., •. _:•.,~,·i .• :'.i-.~.;-·-. ::'1_1,-:, .. · .. ,---',·.·,. ,,-::.:~.··,•i,,,.,.,.., · ,.i-·:,<,,-,.._-'--·,~·-•'·· ... -... -.- · ·J · · -~. · - . .;,--u.· · - · .-'"" .. ;. - ---- • · /; I 
.: \ '-::}'lZ:\1','".J;.":)·.-j~->-'. >.? ;<.":-:.~. 
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of each term in the whole document and in each subclocwnent will be recorded. 
(From the point of view of computer implementation, this does not increase 
the effort\in any significant way). Now the amount of divergen~e between the 
query and each subdocument is calculated by Y-matching techniques and a 
response is generated, ordered according to relevance. It may happen that 
the response includes more than one subdocument. 
' 5.344,9., · Y-ma.tching has another potential application. Suppose system S 
' 
derives terms on the basis of the frequency of occurrence. In the process, 
' 
the system also.generates a rank-ordered list of all terms in each document. 
Suppose a user approaches a system for information on a specific topic X. 
·".:t· Even if the system contains a document which speaks about X, the system will 
generally fail to retrieve the document if Xis not a term (i.e., if the 
frequency of X in the concerned document is below an arbitrary cut-off point. 
Now if the system assigns a higher "weight" to the term and implements Y-
matching, the document can still be retrieved. For the implementation of 
this process the following conditions should be satisfied: (i) the ttvalue 
of a term" is a function of frequency an:l "importance" (assigned by the user). 
(ii) there is provision for the user to specify "importance values" to terms 
based on special needs. (iii) 11potential terms" are divided into levels 
based on the frequency of occurrence in text and stored in computer memory 
such that the "most" frequent will occupy level.l. 
A criterion of relevance is certainly a prime basis of any IS 
theory. Our next concern is to analyze problems connected with the realiza-
tion of such relevance criteria in operating systems. We will especially 
study factors connected,with evaluating system performance. 
r,. 
Measures of ormance • 
. , .. ., .. , .... -···- -- . '· -~,- ,. ·.··•· '· .---. ·-··. -· . '., ' .. • -··-····-·· ·•••• .,, --~-~,-.,-~-·-. c-- -- - --~. -. 
. . 
I 
r 
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. ·'\ 5.AQ. On the basis of a few "controlled experiments" so tar ·corducted 
)l-to evaluate IS(more precisely, to evaluate certain components of IS, such ~~~ 
as indexing) it is now commonly accepted that IS in general can normally 
operate only at a recall ratio in the range of 70% to 90% and a precision 
ratio between 8% am 20%. In other words, 
(i) 10%-30% of relevant documents are missed (although present 
in the system), and 
(ii) relevant documents form only a small percentage of the docu-
ments supplied to the user, necessitating his spending considerable • 
amount of time and effort in manuaJJy selecting relevant items. 
There is a clear need to diagnose the root causes for the poor performances 
of IS. System evaluation may be conducted in terms of (1) efficiency; (2) 
effectiveness; or (3) a combination of efficiency and effectiveness. An 
11 effectiveness 1~ study will be concerned with the assessment of variance 
between the theoretical parameters (parameters prescribed by the theory) 
and the functional parameters (parameters of the actual or operating system). 
Such an assessment cou]d in general be conducted by controlled experiments 
( experiments in which extraneous sources of_ variance are regulated). In 
"efficiency" studies there is a greater concern with the environmental 
factors. In the case of IS efficiency assessments, two distinct factors 
have to be reckoned. Vickery has given a clear description of them\Jr2,p.16~: 
"There is first the retrieval efficiencz, i.e., the degree to which a system actually retrieves from its store those item specifications which are in fact relevant to the sea:reh questiono There is secondly the~ effi~ .. ~~ncl~ ioeo~ the cost in la.bour.;1 materiaJ.sj) time, and rn.oney of achieving a given retrieval efficiencyo The economic efficiency 1dll be a function of all the strueture"l features of the retrieval systemj its descriptor language~ file organization~ search facilities$) and equipm6(,t costo It can be assessed by economic studies of existing complete retrieval systems, and by partial studies, relatively self-contained operations within such systems". 
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Economic efficiency of IS could be specified only interms of certain prob-
abilistic criteria since a number of behavioristic variables are involved. 
in any such specification. It should be pointed out in this cormection that 
specifying(and estimating) the value of information in terms of dollar (on 
the-basis of "satisfactory" market evaluations) is an extremely arbitrary 
process at the present stage of the development of IS. Certain mathematical 
models are available to assess retrieval efficiency; ho\vever most of these 
models are dependent on the notion of relevance. For example, it may be seen 
that in Vickery' s quotation (given above), retrieval efficiency is, by 
definition, a function of retrieved relevant documents. As implied in our 
discussion, retrieval efficiency is different from retrieval effectiveness. 
Retrieval effectiveness can be assessed only if the system has anticipated a 
particular type of performance (or output). It should be pointed out that 
this "anticipation" function is not a part of most existing IS. Inother 
words, the goals the erlsting IS are designed to meet do not encompass any 
anticipatory features. 
5.41. Let us now attempt to study system evaluation from another angle. 
In general, any system evaJ11.ation has two distinct, but closely related 
roles: (1) re~rospective assessment of performance; (2) prospective assess-
ment of performance. 
5.411. Retrospective assessment is the process of "matching" the system 
yield (past performance) against the target P (the purposes and objectives 
of the system. IJ It could be seen that this type of assessment attempts to 
. ' 
answer the question "Has the system functioned satisfactorily in the past?n 
However, since;:>is not generally quantifiable (not even specifiable in cer.,; 
tain cases), this matching often becomes vague and arbitrary. It is there-
fore desirable to specify the "immediate objectives" of the system on the 
I' 
.. :-·.· 
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basis of the "primary" us er needs ( specific outputs needed) . ~d of the 
factors which made the evaluation necessary. The "immediate objectives 11 
should then be quantified. and used as a basis f'or retrospective assessment. 
5.412. Pros12ective ~essment is the process of estimating whether the 
capabilities of the present system is sufficient (if so, to what degree?) 
either to discharge a specific function or operate at a partic11Jar level of 
efficiency. The basic objective of this type of assessment is to "pred,i.ct 11 
a specific behaviour in a particular time on the basis of the present system 
variables. In other words, this type of assessment attempts to answer the 
question: "can this system discharge a task win a future timet? 11 • It 
should be recognized that "prospective assessment" is not the same as 
"system planning". In the latter, specification of a new list of variables 
to meet a specific system target is necessary. In other words, "planning" 
determines what should be the nature of the system to meet a particular set 
of objectives. 
5.42. Evaluation of systems can in general be carried out at different 
levels. As the niunber or levels increases, evaluation becomes complex; 
however the results obtained from such studies will be comparatively 
"specific 11 • We ma.y hypothesize that evaluation of IS should generally be 
conducted at the following tlu!ee levels(and that the level of any evalua-
tion be clearly distinguishe~): {l) highest level, representing the entire 
system; (2) the intermediate level - i.er~ components, like indexing, re-
trieval, etc.; (3) the lowest level - i.e., the subcomponents, like con-
sistency in indexing. We may also hypothesize that, even 'When the evalua-
tion is done at a particular level, it is necessary tha-e consider U the 
relationship between levels has influenced the results r the evaluation. 
To measure the general per.forms,nce of an IS, it might in general be necessary 
I 
I I, 
' 
I 
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to consider all the three levels concurrently. Comparison of the results 
of evaluation of the same system conducted at two djf ferent levels will in 
general provide feedback information for optimizing the system. There is a 
1 general tendency to make system evaluations only at the highest and l°'{est 
levels by making the assumption that if all the subcomponents are optimized, 
then total system performg,nce will also be optimized. This assumption need 
not always be true. Even when some subcomponents do not function at the 
highest level of efficiency, the system may give optimum results (depending 
on the environment) a.rd the function on which the evaluation is conducted.. 
The type of evaluation conducted should be in conformity ~.f.i.th the 
objectives of the evaluation and the justifiable cost factor. When it 
becomes necessary to conduct evaluations at more and more levels, there 
will be a corresponding increase in the evaluation cost. In this connection, 
we should also remember that it is not necessary in all cases to start the 
evaluation at the lowest level and proceed to the intermediate and then to 
the highest levels. Since general evaluation at one top level· is likely to 
be economical in comparison lli_ th an evalua ticm at a lower level ( the number 
of variables involved 'Will in evaluation), 
it might be desirable in most cases to start the study at the highest level 
and proceed downwards as necessary. 
··On the basis of the retrospective assessment of performance it 
might be possible to work out certain indices of performance and through 
them, certain criteria for the·measurement of floperational performance". 
These criteria (measures) w.i.ll,,._function as some type of "filters" for 
rationa]jzing the results of prospective assessment. In other words, on 
the basis of the 'past history' of the system, 'future course' can be pre-
.':, 
',, 
dieted under certain reasonable assumptions. The "measures" can also be ,.t .. , 1} 
used for interpreting (and even modifying) general system perfonnance. 
•• 
'•, ··-, 
It should be adrnjtted that objective criteria for evaluating IS 
are hard to find, and hard to realize even if found. Based on the Cranfield 
Project results it is generally asserted that there ~s an inevitable inverse 
relationship between recall and precision. It appears that this 11inver~e" 
phenomenon is implicit in the definitional dependence of both recall and pre-
cision on the notio~f relevance: "Is document d relevant to user U (in 
response to his query dq)?". Since there are no generally accepted. objective 
criteria for 11relevance" judgm.en ts, it could be argued that th~se notions of 
recall and precision do not provide an objective basis for system evaluation, 
5.44. Ackoff has fornru.la.ted U.2]a "measure" which attempts to provide a 
metrical basis for a theory of human comnrunication. It is based on the 
notion "purposeful state'' of an individual. An individual (or entity) I is 
said to be in a purE9seful state (in an environment N) if he wants something 
and there are dif.ferent ways of obtaining it. To an individual, the value 
of a purposeful state is : 
where Pi represents the probability that I will select one of the alterna-
tive courses of action Ci (l'-i~ m). E:i_j represents the probability that 
Ci will be responsible for an outcome Oj; and Vj is the relative value 
(assumed to be positive) of the jth outcome Oj to I. In Ackoff' s approach, 
two individuals may be said to have cormmmicated if the message produced by 
the latter changes the purposeful state of the .former. The difference be-
tween the values of the terminal and initial states could be considered as 
the value of the communication. Although one could thus theoretically 
develop "nearly objective" statistical criteria for the value of information, 
Acko.ff 1 s method is based on certain assumptions which are either not tenable --
"- ·-·-~-·-----,-,.,, .. r,,...;-,-·-~-···•·-·•, -- ,~-- •• • 
-··, .. ·'- ,) ... ' 
.. / 
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or realizable. One of the assumptions is that it is possible to identify 
all the different states. It is very doubtful if this is realizable; even 
if possible, the process of identification of states will be essentially 
subjective. Another assumption which is obviously wrong is that there is 
no loss of information in the process of communication between two individuals. 
Note that 11cormnunication", as defined by Ackoff need not be a meaning-pre-
serving process. For example, if I say "• •• bake it" and if you believe I 
have said "· •• bum it" and drops "it" in the fire, then according to Ackoff's 
definition we have communicated. There is not much evidence to support 
Ackoff's assumption that the process of communication between two individuals 
can be treated on the same line as the "communication between a document and 
an individual". The only experiment the author could identify in literature 
on these lines was a study conducted at the Case Institute of Technology by 
asking subjects to calculate the square roots of three and four digit numbers 
selected from a table of random numbers. Tl1e following is the conclusion de-
rived from that study: "the behavioral theory of human connnunication which 
we tested Ackoff' s theory can be used to measure the amounts of informa-
tion and instruction1 cormnunicated in an artificially simple case" @1,p.5j]. 
It is apparent from the above remark that the applicability of Ackoff' s 
method in op~fating IS is yet to be demonstrated.. The basic objective of the 
Case Institute study [cl] was to assess if Ackoff 1 s method, when suitably 
modified., or some other known procedure, is useful to "objectively assign" 
numberical values (weights) to documents based on their "degree of import-
ance". If there were any such suitable methods, then it would have been 
possible to "improve" the retrieval outcome (for example, for ranking the 
-------~.-•wmsaa...-• r 
0 1 instruction: communication which involves changes in the efficiency of 
one or more courses of action is said to contain instruction 1).2]. 
/ 
.-. l-\; 
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response on the basis of their "importance" to the query. 
' 
., 5•lt2• (1) Let us now consider the role of evaluation in the ac~ual per-
systems. (2) The basic objective of evaluation is to build in 
reliability and perform.a.nee predictability into the system and guard against 
wastage of effort and money. (3) It was pointed out that the twin operations 
"retrospective assessment" and "prospective assessment" are both involved 
in the notion of "evaluation". (4) The role of evaluation should spread 
across a wide spectrum ( the early conceptual stage, the design and simula-
tion phase, maintenance and routine operation, etc.) of the functional steps 
(and stages) of ~r system. (5) Evaluation must be considered as a vital 
necessity in almost every phase of the life and activity of any system and 
so it should have a place in the theory which defines 'the concerned system. 
5.451. The discussion in chapter l on theory - construction and that in 
,,.this chapter on "evaluation" suggests that there exists some similarity be-
tween "theory-construction" and "system evaluation". The precise nature of 
this relationship co11] d be established only by a detailed analysis of the 
basic factors and steps involved in both processes. One can probably 
hypothesize as an approach to such a study that "system evaluation is 
functionally an inverse operation of theory ..... construction11 • 
We will now briefly- consider some specific aspects connected with 
IS evaluation. It was pointed earlier that most of the existing IS are 
operating at very low performance levels. It should be borne in mind in 
I 
this context that 'tnost of. the 11automated" IS are nothing but "scaled-up 
and computerized versions of punched card searching systems based on index 
term matching" ~5,p.1]. The poor performance is thus caused by poor match-
ing between the terms used in the system vocabulary and the query. Let us 
now try to relate this idea to the notion of "inverse relationship between 
relevance and recall". 
' 
, 
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5.461. Consider an ideaJi zed case where ·the conceptual area occupied by .I 
all the documents in the system S could be neatly divided into n cells which 
are mutually exclusive and jointzy exl1austive. Each cell corresponds to a 
single term:. Let a query dq : ~l' t 2 , t.3, t4, t 5) be matched against the 
conceptual area of all the terms so far input to the system S. The query 
(hypothetical document) occupies some subset of the entire space. If all 
the documents in the system are supplied as response, then apparently the 
reca111 is loo%; although precision2 is extremely poor. This means dropping 
out cells 'Which are not fully or partially covered by the cells (represent-
ing the terms) of the query. 
1 2 .. 3 6 7 8 9 
Chart 1. Query - System concept matching 
In the early stages of this process it is possible to maintain recall at 
A 100% and gradually improve precision. But this process can be continued 
this way only up to a partic11Jar point (let us call that point the p-t point) 
since we have no way to drop portions of a cell. We shoulg. also bear in mind •i,., 
the, follo,o.ng fact. When v1e index a document - i.e., when we assign a set 
of terms to a dooumen t, we are also opera.ti,onalb! defining ( or in some cases 
-----=-----.. ·-1 recall= no. of relevant documents retrieved 
total noo of relevant documents in store 2 precision = no. of relevant documents retrieved 
total no. of documents retrieved 
{ 
,l 
103 
altering the existing system definition of) all the involved terms. The 
system understands a term t as a set of docwnents (documents for which tis 
a tenn). It may also be seen that the "actual conce;etual space" of each do-
cument is transformed into an "operational conce_]tual §J?ace~ __ J_a set of terms 
of the document). Even if a document is "~ctuaJ ly" concerned only partially 
\dth a terms, if that term has been assigned to the document in the process 
of indexillg, then the document is "operationally" concerned completely with 
. 
that term (occupies the entire cell of that term). In the light of these 
" clarifying remarks, we may continue our discussion as follows: In the case 
of our example (in Chart 1), when the precision is maximum (and when recall 
is maintained at 100%) the user gets as response to his query dq all the 
documents in the cells 2, 4, 5, 11, 12, 13, 14, 15, 16, 17, 18, 23, 24, 25, 
26 and 27 (bourrled by bold lines). Even when a particular document deals 
only to a limited extent with the term represented by a cell, .say 27 (i.e., 
although d covers only part of the conceptual area of cell 27), we cannot 
drop that cell without affecting recall. It could be seen that beyond the 
·p~r point any improvement in precision 'Will cause a fall in recall. Tne 
"inverse" relationship between precision and recall will become manifest 
from this point onwards. The analysis shows-<~tha.t for any question dq there 
exists a p-r point when the system has 100% recall and maximum precision. 
We may also boserve that dq : <ti, tz,. t 3, t 4, t 5> 11conceptually11 
only a fraction of the space of cells~: (2, 4, 5, 11, 12, 13, 14, 
17, 18, 23, 24, 25, 26 and 27) as ~epresented by the shaded area. 
• occupies 
15, 16, 
Conse-
t . quently, as long as the IS operates on $ie basis of class union and inter-
-
section, the precision ratio is bound to· be poor when the recall ratio is 
relatively high. Tr1e following factors suggest themselves as reasons for the 
··-··•-r.,_,,.,.,.-""'··•"••••¥''~-·-··•·• ,·;~,;-,.: .. ~ -~ .··" .•. :.,_."/; .-:,,,, ··.• . ...... ._-.,., .,.,,,~ .. ,,.,.,, .. _ ... ,, ' .... _~ - . . . 
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_, 
poor performance of IS: (1) On account of the possible difference in 
analyzing the text and query (depth of indexing, wrong concept identifica-
tion, etc.), previously indexed relevant documents might not have fallen 
in the shaded portion (affects both precision and recall); (2) the ordering 
of terms in a query dq: <tl' t 2, t 3, t 4, t 5) should be considered when· 
matching the query against the 11operational conceptual space of the system" 
(operational coneeptual space of all the documents in the system). The 
ordering of terms of all the retrieved documents should be studied for rank-
ing response. Documents 11matching"1 with the query in the number of terms 
u. 
and in the pattern of ordering (predecided on some criteria) should be con-
sidered as relevant; (3) the docwnents in the cells might not have fallen 
in tl-ie areas of intersection. For example, suppose all the documents in 
the cell 12 are ''actually" in the unshaded area. Since "operationally" 
they are interpreted to be occupying the entire cell 12, the system will 
retrieve even those docuinents. Apparently, they fail to meet the relevance 
judgment of the user; (4) it is never possible to have mutually exclusive 
cells in operating IS. These factors which we have enumerated can be seen 
to affect the performance of IS. They are especially encountered in the 
case of inverted. files where 11matching" is done between tenns, considering 
each term as a "class". We have also to encounter problems of synonymy, 
genus-species relationships, etc. 
.. Now let us consider a direct file. If a user poses a query dq: 
<ti, t2, t3, t 4, t 5) and if he manages to examine all the documents, he 
is able to get 100% 'recall ·'and high precision (because of the process of 
selection). Now let us pose the question: "Is it. possible to simulate this 
" . •, ~. 
1 11iiatching" in this context may be interpreted as "intersecting" of the 
operational and actual conceptual spaces • 
. . ;, ·. 
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..:._ -· .. 
.. 
' 
' 
,'4·.· 
~ I, ' •• 
,. 105 
human retrieval pattern on a computer?" We suggest that it is possible 
provided there e.xists an effective method to match ea.ch query against each 
. document. Since such a process of examining each document is extremely time 
consuming (and expensive), certain other measures shouJ.d be accepted. So, 
let us suggest that as the first step in :betrieval, all cells (in. toto) in 
the conceptual space of the system which do not at all intersect ,d th the 
terms (cells) of the query should be ignored. later all the documents in ,6 
(the set of cells ·which at least partially match 'Witl1 the cells of the query) 
should be individually matched against each query. The ordering of terms 
---/ 
in the query and the retrieved documents should be considered during this 
procedure. In the light of this discussion we infer that a combination of 
indirect file and direct file organization can yield best results -- indirect 
files to narrow the search area and direct files to identify the partic11l ar 
(relevant) documents within the mrrow- area. 
The first part of the above-discussed. operation will be in accord 
with general present-day notions about pertinence and recall. Let Pl be 
the relevant (Subj Rel) documents and _p2 the irrelevant documents for a 
query dq. 
~ ,.AP2 
C . ~--.---::)(" _ - --1-t---------~ 
~-. e:r 
Chart 2. Recall-precision ratio 
Let us assume that in response to a query dq the system gives (p1 -d + er) 
documents, where d is the set of relevant documents missed and 0- , the 
irrelevant documents retrieved. It may be said that P1 -cf ta; IS_ where 
Pl 
~ is a constant. The system may be said to give the maximum performance 
n 
when ~ Ki, ... mere n is the number of queries, is maximum. However, it 
i=l 
is not possible to anticipate all queries that would be posed to the system.. 
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n 
So., attempt should be JIBde to maximise E JS. by analyzing a "representative" 
i=l set of queries. It is likely that consideration of the p-r point (the level 
at which recall is 100% and precision is maximmn) for each query (in the 
"representative" set) will be useful for calculating K:i_. We conclude our 
study with the remark that it is not always theoretical perfection but 
operational efficiency that is most important in any operating IS; however 
measures for operating systems at higher levels of efficiency can in general 
be d~ved from theoretical investigations • 
. } 
:; 
,. 
[Al] 
[A2] 
[A3] 
[A4] 
[A5] 
[Bl] 
[B2] 
[B3] 
,, 
I. 
, I 
I I, 'I 
BIBLIOGRAPHY 
Achinstein, Peter, "Models, analogies, and theories" 
(Phil. of Sc. 31:4, 328-350); Oct. 1964). 
--
107 
Ackoff, Russell L., "Towards a behavioral theory of 
humap communication" (Management Sc •. 4: 3, ··218-234; 
Apr. ~1958). --
Akhmanova, o.s., "Can linguistics become an exact science" 
(in Akhmanova, o.s., et al: Exact methods in lin~istic 
research. Berkeley, Univ. of California Press, 193, 
p. 1-18). 
Arthur D. Little Inc.,. Automatic message retrieval: 
studies for the desigp. of an English command and 
control language syste~lfinal report). Nov, 1963. 
ESD-TDR-63-673. 
, Centralization and documentation: Final 
report to NSF. July 1963. C-64469. 
Baker, Frank B., "Information retrieval based upon latent 
class analysis" (J ACM. 9, 512-521; 1962). 
Bar-Hillel, Yehoshua, " A logician's reaction to recent 
theorizing on information search systems {Amer. Doc. 
8, 103-113; 1957). 
, Language and information: selected essays 
on their theory and application. Addison-Wesley Pub., 
1964. 
[B4] Barnes, Robert F., "Language problems posed by heavily 
structured data" (Comm. ACM.5, 28-34; 1962). 
[B5] , "Mathematica-logical foundations of 
retrieval theory: general concepts and methods". 
Bethlemen,. Center for Inf. Sc., Lehigh Univ.·, Nov.1965._ 
[B6] Baxendale, P. B., "Machine-made index for technical 
literature -- an experiment" (IBM J.2, 354-361; Oct.1958) .. 
W, 
[B7] Becker, Joseph & .Hayes,, Robert M., Information s_torage and 
retrieval: tools, elements, theories. John Wiley,195'3' • 
.[B8] Berul, Lawrence, Information storage. and retrieval: a 
state-of-the art report... Philadelphia, Auerbach Corp., 
Sept. 1964. 
,. 
(B8a] 
108 
Bonner, R.E., "On some clustering techniques" (IBM·J.8: 
1, 22-32; Jan. 1964). 
[B9] Booth, Andrew D., "Characterizing documents: a trial in 
an automa·tic method ( Comp. & Aut. 14: 11, 32-33; Nov. 1965). 
- . 
[BlO] Borke, Harold, "The construction of an empirically based 
mathematically derived classification system". Santa 
Monica, Systems Development Corp., Oct. 1961. SP-585. 
(Bll] Borke, Harold & Bernick, Myrna, "Automatic document 
classification" (!!_. ACM. 10, 151-162; 1963). 
[Bl2] Braithwaite, R.B.,"Models in the empirical sciences"(in 
Logic, methodology and philosophy of science; 
proceedings of the 1960 International Congress, ed. by E.Nagel et. al. Stanford Univ. Press, 1962, 
p. 224-231). 
[Bl$·] Bryant, E.C.; Searls, D.T.; Shumway, R.H., "Some theoretical 
aspects of the improvement of document screening by 
associative transformations". Denver, Westal Research 
Analysts, Inc. Nov. 1965 (AFOSR-66-0171). AD628191. 
:fB14]; .. Bushaw, D., Elements£!. General topology. John Wiley,1963. 
:[ Cl]· 
fC.3-] 
:.[C4J 
(Dl] 
[D2] 
[D3] 
Case Institute of Technology, "Measurement of value of 
recorded information". July 1961.. AD260734. 
~ 
Cherry, Colin, "On human communication: a review,. a survey 
and a criticism". MIT, 1957. 
Cleverdon, C.; Mills, J.; 'Keen, M., "Factors determining 
the performance of indexing systems." 2 pts. Cranfield, ASLIB Cranfield Research Project, 1966. 
Cooper, William s., "Fact retrieval and deductive question-
answering information retrieval systems 11 ( J ACM. 11: 2, 
117-137; Apr. 1964). 
-
Damerau, F.J. "An experime·nt in automatic indexing". New York, IBM, 1963. 
Datamation. May 1966. [Newsbriefs], p. 65-66. 
Dolby, J.-L.; Resnikoff, H.L. & Hart, L.W., "Automatic 
syllabification of English words (Proc. IEEE. 51: 10, 
1371-1372; Oct. 1963). ~, 
; .i . 
I 
r 
i 
i 
109 
[El] Edmundson, H.P. & Wyllys, R.E., "Automatic abstracting 
and indexing·: survey and recommendations" ( Comm. ACM. 4: 
5, 226-234; May 1961). 
[E2] Elliott, Roger William, A model for a fact retrieval 
system Ph.D. Thesis -- Univ. of Tex~s, May 1965. 
[E3] Ellis, Brian, "on the nature of dimensions" (Phil. of Sci. 
31:4, 357-380; Oct. 1964).· 
[Fl] Fairthorne, Robert A., "Some basic comments on retrieval 
testing" (.l Doc. 21: 4, .267-270J Dec. 1965). 
[F2] , Towards information retrieval. Butter-
worths, 1961. 
[.Gl] Gill, Arthur, Introduction to the theory of finite-state 
machines. McGraw Hill,~962. 
[G2] Giuliano, Vincent E. & Jones, Paul E., · "Linear associative 
inf·ormation retrieval" (in Howerton, P. & Weeks, D., 
ed.: Vistas in information handling, Vol. 1. Spartan 
Books, 1963. Ch.2). 
[G3] Green, B.F.,Jr.; wolf, A.K.; Chomsky, c. & Laughery, K., 
"Baseball: an automatic question answerer" (in 
Feigenbaum, E.A. & Feldman, J., ed.: Computers and 
Thought. McGraw Hill, 1963, p. 205-216). 
(G4] Gregory, Robert H. & van Horn, Richard L., Automatic data-
processin~ systems: principles and procedures. 2nd ed. 
Belmont, adsworth Pub. Co., 1964. 
.. 
[G5] Grems, Mandalay, "A surve7i. of languages and systems for 
information retrieval' (Comm. ACM. 5: 1, 43-46, 
Jan. 1962). 
['G6 .. J Guilbaud, G. T., What, is cybernetics? London, Heinemann, 
1959. 
[HO] Halmos, P.R., Measure theory. Van Nostrand, 1950. 
[Hl] Harlow, Jacques & Abrahams, Paul W.,. "An investigation of 
the techniques and concepts of information retrieval: 
research in information retrieval" ( final report) . 
Paramus, I.T.T. Data & Information Systems Div., 
Jan. 1960. AD461099. 
I \, 
[H2.] Hillman, Donald J., "The analysis of relevance" Bethlehem, 
Center for Inf. Sc., Lehigh Univ., 1965. (mimeographed) 
- -.- ,-. ·--
-.;. -~ .. ..:.-·.," -. ' , . ' 
. •! ~ I • 
[H3] 
[H4] 
[H4a] 
·[H5] 
:[H6] 
[H7] 
[Il] 
rr2·] 
110 
Hillman, Donald J., "Characterization and connectivity". Bethlehem, Center for Inf. Sc., Lehigh Univ., May 1966 (Document retrieval theory, relevance, and the 
methodology of evaluation, 1) 
, "Grammars and text analysis". Bethlehem, Center t·or Info Seo, Lehigh Univ., Aug. 1965. {Computationalj phonological and morphological linguistics .and retrieval studies, 1) 
, 
11 The measurement of simplicity" (Phil. of Sc. 29: 3, 225-252; July 1962). 
, "Problems, systems and methods~ Bethlehem, Center for Inf. Sc., Lehigh Univ. 1962. (Study of 
theories and models of information storage and 
retrieval, 1). 
, "The structure of documept relations". Bethlehem, Center for Inf. Sc., Lehigh Univ., Aug. 1964 (Study of theories and models of information 
storage and retrieval, BY:--. 
, "Two models for retrieval system design" {Amero Doc. 15: 3, 217-224; July 1964). 
IBM. Reference manual: index organization for information 
retrieval. New York, 1961. 
Isaac, A.M., "An experiment in content analysis based on frequency of occurrence of polysyllabic words". Bethlehem, Center for Inf. Sc., Lehigh Univ., Jan. 1966 ( unpub. ) • 
:[t3l · , "On some discrete problems connected with the design of information retrieval theory. " Bethlehem, Center f·or Inf. Sc., Lehigh Univ., May 1966 (unpub.) 
,:~ 
[I4] Ivie, Evan Leon, Search procedures based on measures of 
,[.Jl] 
[Kl] 
relatedness between documents. Ph.D. Thesis, MIT, 
May 1966. 
Jakobson, Roman, "Linguistics and communication theory" (in Proc. of the Symposium in Applied Maths. Vol. 12. Amer. Math. Soc., 1961, p. 245-252). w 
Karu.sh, W., "On the ·use of mathematics in behavioral 
research" (in Garvin, Paul L., ed.: Natural language 
and the computer. McGraw Hill, 1963. p. 67-83). 
[K2] Kasher, Asha, "Data-retrieval by computer: a critical 
survey. 11 Jerusalem, Hebrew Univ., Jan. 1966. (Tech. 
rep.22) AD631748. , 
' ,. 
I 
I 
l:;'.-
I 
lll 
[K3] Kelley, John L., General topology. Van Nostrand, 1955. 
[K4] Kochen, Manfred, 'Techniques for document retrieval research: state of the art." New York, IBM, Dec. 1963 (RC-947). 
[Ll] 
[L2] 
[MO] 
[Ml] 
[M2] 
Lindsay, R.K., "Inferential memory as the basis of piachines which understand natural language" (in Feigenbaum, E.A. & Feldman, J., ed.: Computers and thou&ht. McGraw Hill, 1963, p. 217-233)• 
Luhn, H.P., "Automatic creation of literature abstracts 11 
.(IBM J. 2, 159-165; Apr. 1958). 
Marczewski, E. & Steinhaus, H., "On a certain distance of. sets and the corresponding distance of functions" (Colloguium Mathematicum. 6, 319-327; 1958). 
Maron, M.E., "Automatic indexing: on experimental inquiry" (~ ACM. 8, 407-417: 1961). 
Maron, M.E. & Kuhns, J.L., "On relevance, probabilistic indexing and information retrieval 11 , ( J ACM. 7, 216-243; 1960). 
· -
[M3] Martin, James. Programming real-time computer systems. . Prentice-Hall, 1965. 
[M4] 
[M5] 
Mooers, Calvin No, [comments] (in Fairthorne, R.A.: Towards information retrieval. London, Butterworths, 1961, p. xxi-xxii). 
, "A mathematical theory of language symbols in retrieval" ( in Proceedings of the International Conference on Scientific Int·ormation, Washington, 1958. Vol. 2, p. 1327-1367)• 
[M6] Morris, Charles. Si&ns, language and behavior. Hall, 1946. Prentice-
[Nl] Needham, R.M. & Sparck-Jones, K., "Keywords and clumps" 
[Pl] 
[P2] 
[P3] 
(!!_. Doc. 20:l, 5-15; Mar. 1964). ~ 
Perreault, Jean M., "Documentary relevance and structural hiei:archyu (Amer. Doc. 17:3, 136-139; July 1966). 
Pervin, William J., Foundations of general topologyr9 Academic Press, 1964. 
Pryuves, Noah s. & Silver, Mil ton, "An information center 
iH 
for effected R & D management (Proceedings of the 2nd Congress on the Information System Sciences, ed. by· J. Spiegel & D.E. Walker. Spartan Books, 1965, p. 105-116). 
i· 
.....• u,-,~- ... - .. -~-~-..··-·-·,, I 
! 
' !
i 
·j 
I 
1]2 
{RI] Rabin, M.o., "Finite automata and their decision problems" (in Moore, E.F., ed.:. Sequential machines: selected papers. Addison Wesley, 19G4, p. 63-91). 
~--
1 [R2] Ranganathan, s.R., (concluding remarks at the Area 5 
,, . 
.:. 
·,. 
[R3] 
[R4] 
[R.5] 
fR6] 
[R_.8,] 
r 
[Sl] 
[S.2] 
panel discussion] (in Proceedings of the International Conference on Scientific Information. Washington, 1958. Vol. 2, p. 1267). . 
, Prolegomena to library classification._ London, Library Assn., 1957. 
Raphael, Bertram, SIR: a computer program for semantic information retrieval. Ph.D. Thesis, MIT, 1964. 
Rees, Alan M., "The evaluation of retrieval systems". Cleveland Center for Doc. and Comm. Research, Western Reserve Univ., July 1965 {CSL:TR-5)· 
Resnikoff, H.L. & Dolby, J.L., "Automatic determination of parts of speech of English words" (Proc. IEEE. 51:7, 1029; July 1963). 
Rial, J.F., A pseudo-metric for document retrieval systems. Bedford,Mitre Corp., Jan. 1962 (Working paper W-4595, contract AF33(600)39852). 
Rosenbli th, W .A., "The quantification of neuroelectric activity" ( in Rosenbli th, W. A., ed. : Processing of neuroelectric data. MIT Press, 1962, p. 1-11). 
Sal ton, Gerard, "The evaluation of automatic retrieval procedures: selected test results using the SMART system" (Amer. Doc. 16:3, 209-222; July 1965). 
Salton, Gerard & Sussinguth, Edward H., Jr. "Some flexible information retrieval systems using structure matching procedures" ( Proceedings of the Spring; Joint Computer Conference, 1964, P· 5 7-597r:- · 
Sanders, Jerry, "Document association and classification based on L-languages" (J. ACM. 12: 2, 24,9-253; Apr. 1965). 
-
[S.4] Shannon, Claude E. & Weaver, Warren, The mathematical theory of communication. Urbana, Univ. of Illinois Press, 1949) 
[S5] Simmons, R.F. "Answering English questions by computer: a survey" (Comm. ACM. 8:1, 53-69; Jan. 1_965). 
_(. 
,I 
I 
fl 
,, 
.J 
r, 
', 
.. . 
[S6] 
[S7] 
[S8] 
[S9] 
[S10] 
[Sll] 
i;: 
[S12] 
['J.1.1] 
[T2] 
[T3] 
1fv1] 
[V2] 
[Wl] 
[W2] 
113: 
Snyder, M.B., Schumacher, A.W.; Mayer, s.E.; Havron, M.D., 
"Methodology for test and evaluation of document 
retrieval systems: a critical review and _recommenda-
tions." McLean {Virginia), Human Science Research 
Inc., Jan. 1966. (HSR-RR-66/6-SK). 
Stevens, Mary Eli,zabeth, "Automatic indexing: a state-of-
the-art report". Washington, National Bureau of 
Standards, Mar. 1965 (NBS monograph, 91). 
Stiles, H.E., "The association factor in information 
retrieval" ( J ACM. 8, 271-279; 1961). 
---
, "Automatic indexing and association factor". 
October 1963 (mimeographed). 
Swanson, D.R., "Library goals and the role/. of automation" 
(Spec. Lib. 53, 466-471; 1962). · 
, "Searching natural language text by computer" 
{Science. 132, 1099-1104; 1960). 
p 
Swets, John A., "Information retrieval systems-~' ( Science 
141, 245-250} July 1963). 
Tanimoto, T.T., "An elementary mathematical theory of 
classification and prediction". New York, IBM, 
Nov. 1958. 
Thompson, F.B., DEACON breadboard summary. Santa Barbara, 
TEMPO,GE,1964 (RM 64-TMP-9)· 
Travis, Larry E., "Analytic information retrieval 11 ( in 
Garvin, Paul E., ed.; Natural language and the computer. 
McGraw-Hill, 1963, p. 310-353)· · 
Verhoff, J.; Goffman, w. & Belzer, Jack, "Inefficiency of 
the use of Boolean functions for information retrieval 
systems" (Comm. ACM. 4~ 12, 557-559)· 
Vickery, B.c., On retrieval system theory. 2nd ed. London, 
Butterworths, 1965. 
Wiener, Norbert, The human use of human beings cybernetics 
and society. New York, Doubleday, 1954). 
,.~. 
Williams, J.H. ,Jr., "Results of classifying documents with 
multiple discriminant functions." Rockville (Maryland), 
IBM, Mar. 1965. 
[W3] Williams, Thyllis M. ; Barnes, R. F.; Kinpers, J. W. , "Discuss ion 
of major features of a restricted logistic grammar for 
topic representation" Lexington (Mass.), Itek Labora-
tories, Feb. 1962. 
.,·.,. -. 
114 
VITA 
Akkanad Mathai Isaac, son of Koshy lwfathai and Bahelamma Mathai, was 
tiorn in Kerala, India, on February 22, 1935. He was graduated from St. 
Mary's English .High School, Alwaye in 1950. He was a student of the Union 
Christian College, Alwaye and received a Bachelor of Science DegreeCPhysics) 
from the University of Travancore in 1954. He was awarded a diploma in 
Librarianship by the Madras University in 1955 and a Certificate in Scien-
tific Documentation by the International Atomic Energy Agency in 1963. 
He was. a student of the Wilson College, Bombay during 1961-1963 for the 
Masters Program in Applied Mathematics. 
Mr. Isaac worked as Assistant Editor of the Indian National Biblio-
graphy prior to his appointment as Scientific Officer in the Atomic Energy 
Establishment Trombay. He is at present on leave from the Trombay Establish-
ment and is employed as a: research assistant in ihe Center for Information 
Sciences, Lehigh University. 
He is an Associate of the Institute or Information Scientists, In~a. 
He received a Fellowship from the International Atomic Energy Agency. in 
1963 and a grant from the Fulbright Foundation in 1965. 
His publications include: Information Processing for the Nuclear 
Scientist. Nuclear Science Literature in India: It's Availability, Adequacy, 
and Distribution. National Bibliographies. Role of Documentation in Social 
Science Research. School L:i.brari es: Prospects and Possibj l j ti es. Struc-
ture, VaJidity and Prospects of Classification Schemes. 
. . 
. , 
