We define the notion of the uniform reduct of a propositional proof system as the set of those bounded formulas in the language of Peano Arithmetic which have polynomial size proofs under the Paris-Wilkietranslation. With respect to the arithmetic complexity of uniform reducts, we show that uniform reducts are Π 0 1 -hard and obviously in Σ 0 2 . We also show under certain regularity conditions that each uniform reduct is closed under bounded generalisation; that in the case the language includes a symbol for exponentiation, a uniform reduct is closed under modus ponens if and only if it already contains all true bounded formulas; and that each uniform reduct contains all true Π b 1 (α)-formulas. Keywords: Length of proofs; propositional calculus; translations; bounded arithmetic.
In this paper we will take up this observation and restrict ourselves to uniformly given sequences only. The uniformity we will look at is given by a translation (the so called Paris-Wilkie-translation [PW85] ) of first order formulas of arithmetic to propositional ones. Given a first order formula ϕ(a) with one free first order variable a we will consider the sequence of translations of ϕ(n) for natural numbers n. A propositional proof system now induces its uniform reduct to be the set of those first order formulas such that the formulas in the sequence of translations have polynomial size proofs in the proof system. Now, the task of finding a uniform lower bound to the proof system transfers to showing that there is a true formula which is not in the uniform reduct of the proof system.
In the next section we will properly introduce proof systems and the Paris-Wilkie-translation, and define uniform reducts as described above. In Section 2 we will study the uniform reducts of a class of well studied proof systems based on Gentzen's calculus LK for propositional logic. These proof systems are called constant depth LK and are denoted by d-LK for d = 0, , 2, . . . . Utilising well known separations for constant depth LK we will obtain that the uniform reducts of them form a strictly increasing chain of sets of formulas. We will also look at uniform reducts of extensions of constant depth LK where the depth is allowed to grow (in a controlled way) with the size of the proof. In Section 3 and Section 4 we will investigate properties of uniform reducts. The former section deals with the complexity of uniform reducts, we will show that they are Π 0 1 -hard and in Σ 0 2 , whereas the set of all true (bounded) formulas is Π 0 1 . Observe at this point that a result of the kind "a given uniform reduct is not in Π 0 1 " would imply a superpolynomial lower bound of the underlying propositional proof system! In the latter section we study further properties of uniform reducts: we will show that under certain regularity conditions 1. each uniform reduct is closed under bounded generalisation,
a uniform reduct is closed under modus ponens if and only if it already
contains all true bounded formulas (for this result we assume that the first order language includes a symbol for exponentiation)
3. each uniform reduct contains all true Π b 1 (α)-formulas, that is formulas of the form (∀x < t)(∃y < |t|)ψ(x, y) where t is a term, ψ is a quantifier free formula, and | · | denotes a kind of integer logarithm.
We close with a final section on future work and open problems.
Uniform systems
Our exposition of proof systems follows Urquhart [Urq95] .
Let Σ be an alphabet, that is, a finite set. A word over Σ is a finite string build from elements in Σ. With Σ * we denote the set of all words over Σ. The length of a string w, denoted |w|, is the number of symbols that it contains. A computational language over an alphabet Σ is a subset of Σ * . We will use the symbol ≡ to denote identity between words.
Remark. We will consider languages in the computational sense, e.g., the set of words recognised by some Turing machine, as well as languages in the logical sense, used to define terms and formulas. We will use the somehow unusual distinction between "computational language" and "logical language", to be definit when considering logical languages as computational languages.
Definition 1. Let Σ 1 and Σ 2 be alphabets. A function f from Σ * 1 to Σ * 2 is in FP if it can be computed by a deterministic Turing machine in time bounded by a polynomial in the length of the input.
Before we give the abstract definition of a proof system from Cook and Reckhow [CR79] let us first fix a logical language for propositional logic which will be convenient for our studies. The set of propositional formulas should form a computational language over some alphabet, i.e., a finite set. To this end, we encode indices of variables as binary strings over the alphabet {0, 1}.
The logical language of propositional logic consists of a countable set V = {v s : s ∈ {0, 1} * } of variables, the negation symbol ∼, and the connectives and , plus parentheses (, ) as auxiliary symbols. Variables of propositional logic will mostly be denoted by p, q, possibly with subscripts.
The formulas of propositional logic are defined inductively as follows:
A literal is a variable p or a negated variable ∼ p. Each literal is a formula.
If Φ is a finite sequence of formulas, then the conjunction Φ and the disjunction Φ are formulas.
The set of propositional formulas F prop forms a computational language over the alphabet Σ pl = {v, 0, 1, ∼, , , (, )}. Negation for arbitrary formulas, denoted by ¬, is defined as a syntactic operation according to the de Morgan rules. For formulas ϕ and ψ, we also write ϕ ∧ ψ for ϕ, ψ , and ϕ ∨ ψ for ϕ, ψ . Also, if Φ = ϕ 0 , . . . , ϕ k−1 , then we write i<k ϕ i for Φ, and i<k ϕ i for Φ. Furthermore, we write ϕ → ψ for ¬ϕ ∨ ψ. We define the formulas T and F to be the conjunction, and disjunction respectively, over the empty sequence. Hence, T and F represent true and false, respectively.
Let TAUT denote the set of all tautological propositional formulas in F prop .
Definition 2. A proof system is a function f : Σ * → TAUT for some alphabet Σ, where f ∈ FP and f is onto. A proof system f is polynomially bounded if there is a polynomial p(n) such that for all ϕ ∈ TAUT, there is a w ∈ Σ * such that ϕ = f (w) and |w| ≤ p(|ϕ|).
The importance for studying proof systems in the above form lies in the following result of Cook and Reckhow [CR79] . This result has initiated a research enterprise called "Cook's Program" by some, whose task is to prove super-polynomial lower bounds for stronger and stronger proof systems. In order to show that some proof system f is not polynomially bounded, we need to find a hard sequence for f , that is, a countable sequence of tautologies which does not have poly-size f -proofs. A countable sequence of tautologies ϕ i : i ∈ I has poly-size f -proofs if there exists a positive constant c such that for all i ∈ I there exists an f -proof of ϕ i of size |ϕ i | c + c. In principle, hard sequences may be very complicated, e.g., they may code a complicated set, or may even be non-computable. But often hard sequences are given in a very uniform way. One important example is the Pigeonhole Principle which has first been used by Haken [Hak85] to give a hard sequence for the Resolution proof system, and later by Ajtai [Ajt88] to extend this to constant depth Frege proof systems.
Example 4. The Pigeonhole Principle formalises the tautology that if n + 1 pigeons are sitting in n holes, then there is a hole occupied by at least two pigeons. Let p i,j be a variable denoting whether or not pigeon i is sitting in hole j. Let PHP n denote the formula:
The sequence of propositional Pigeonhole Principle formulas PHP n : n ∈ N can be obtained from one first order formula PHP(α, a) with one free number variable a and one set parameter α by applying the so called Paris-Wilkie-translation [PW85] . Before we describe this translation let us first fix some first order language of arithmetic (which will be close to the language of Peano Arithmetic) and the set of bounded formulas to be translated. Let L be a language of arithmetic consisting of the constant 0, and unary function symbols s and |.|, binary function symbols + and ×, and binary relation symbols = and <, as well as a unary relation symbol α. The standard interpretation of these symbols (denoted by a superscript N) is given by (in the order they have been introduced) 0, the successor and the binary length function, addition and multiplication functions, equality and strictly less than relation; the symbol α does not have a standard interpretation, it can be interpreted by any subset of the domain of the model. The binary length function computes the length of the binary representation of its argument, it can be defined by |n| = log 2 (n + 1) . If we want some further symbols to be included in the language we explicitly mention them; e.g., when we write L(exp) we mean that a symbol for exponentiation to base 2 is present in the language. We say that an L-formula ϕ is true in the standard model N if the universal closure of ϕ is true in N for all interpretations of α.
The set of bounded L-formulas, denoted by ∆ 0 , can be defined inductively in the following way:
Every atomic formula is bounded.
If ϕ, ψ are bounded, then also ¬ϕ, ϕ ∧ ψ and ϕ ∨ ψ are bounded.
If ϕ is bounded, t is an L-term and x is a variable not occurring in t, then also (∀x < t)ϕ and (∃x < t)ϕ are bounded.
Let FV(ϕ) denote the set of free first order variables occurring in ϕ. A formula ϕ is called closed if FV(ϕ) is empty. With ϕ a (t) we denote the result of replacing every free occurrence of the variable a in ϕ by t.
The Paris-Wilkie-translation pw from closed bounded L-formulas to propositional formulas is given as follows. For a closed term t, let t N denote the value of t in the standard interpretation of the symbols.
1. Consider the atomic formula s < t. By assumption s and t are closed terms. We define
Similar for s = t:
2. Consider the atomic formula α(s). We define α(s)
Similar for (∃x < t)ϕ:
Example 5. The first order version of the Pigeonhole Principle PHP(α, a) mentioned after Example 4 can be defined as follows. When writing α(x, y) we mean α(p(x, y)) for some suitable pairing function p given by a term in L, e.g., let p be twice the Cantor pairing function C:
Then, we have that PHP(α, n) pw is very close to PHP n : they have similar size, and (after suitable renaming of variables) can be proved to be equivalent by short proofs.
We come now to the central definition of this paper: the uniform reduct of a proof system. Definition 6. Let f be a proof system, then we define the uniform reduct of f to be the set
Here we implicitly mean when writing ϕ( a) that FV(ϕ) ⊆ { a}, and then, that ϕ( n) denotes ϕ a ( n) . Uniform reducts of proof systems will also be called uniform systems.
Observation 7. If we can show for a proof systems f that U f differs from the set of all true ∆ 0 -formulas, then f is not polynomially bounded.
Proof. For a true ϕ( a) ∈ ∆ 0 \ U f , the sequence ϕ( n) pw : n ∈ N consists of tautologies, but it does not have poly-size f -proofs as ϕ( a) is not in U f . Hence, ϕ( n) pw : n ∈ N is a hard sequence for f .
Thus we obtain the following uniform version of Cook's Programme:
Observation 8. If we can find for any proof system f a true ϕ ∈ ∆ 0 which is not in U f , then NP = coNP.
In the following sections we will give some examples of uniform systems and study some properties of them.
Remark. At the moment we have no reason to believe that the NP vs. coNP question can be settled using uniform systems, i.e., we have no reason to believe the converse of Observation 8 is also true. However, there are two parameters in the definition of uniform systems where it would be natural to vary them. These are the translation together with the set of formulas being translated. A more general version of Observation 8 would be:
If we can find for any proof system f a set of (suitable closed) formulas Φ and a translation * of the closed formulas in Φ to propositional formulas such that the uniform reduct of f w.r.t. the translation * and the set of formulas Φ, U * f (Φ), differs from the set of true Φ-formulas, then NP = coNP.
The relative strength of proof systems can be compared by the notion of simulation:
Definition 9. Let f and f be proof systems. We say that f simulates f if every tautology ϕ has an f -proof of size polynomial in |p|, where p is a shortest f -proof of ϕ.
f and f are equivalent, if they simulate each other.
In the literature, one often finds the stronger relation of p-simulation, where it is required that an f -proof of ϕ is obtained from an f -proof by a polynomial time algorithm. In the context of uniform systems, the former notion is the more appropriate one.
Proof systems can also be compared using their uniform reducts:
Definition 10. Let f and f be proof systems. We say that f simulates f w.r.t. uniform reducts if U f ⊆ U f . f and f are equivalent w.r.t. uniform reducts, if they simulate each other w.r.t. uniform reducts, i.e., if U f = U f .
We obviously have that simulation implies simulation w.r.t. uniform reducts, but not necessarily the other way round.
Proof systems based on Gentzen's LK
In this section we will describe some well known proof systems based on (a version of) Gentzen's propositional LK. LK is equivalent (in the sense of Definition 9) to other well studied proof systems like the Frege proof system. In the LK proof system we consider finite sets of propositional formulas, which are called cedents. LK-derivations have the following axioms and inference rules:
Axiom:
,
The formula ϕ in the Cut-rule is called cut-formula. The constants T and F have already been defined as abbreviations of the empty disjunction and empty conjunction respectively. Observe that an introduction rule for T is implicit in the -rule. A derivation in LK is a finite tree of cedents such that for every cedent in the tree, the cedent together with its children forms an instance of one of the inference rules. If Γ is the cedent at the root of the tree we say that Γ has an LK-derivation.
Constant depth LK will be defined by restricting all cut-formulas in an LK-derivation to certain sets of constant depth formulas which we will define next. Fix a width parameter w. To calculate the depth of a formula it is common to count the depth of bottom-level connectives of logarithmically small fan-in, i.e., i<log w l i and i<log w l i for literals l i , only by We will measure the size of a derivation tree as the total number of symbols occurring in the tree. There are other ways to measure the complexity of derivations: by their dag-size, based on the number of different cedents in the derivation tree; and their tree-height, based on the length of the longest path from the root to some leaf, not counting the root. A comparison of the different measures can be found for example in [BB04] .
We will now introduce the Ordering Principle which can be used to give exponential separations between the d-LK-proof systems for different d's. The Ordering Principle expresses the fact that any irreflexive and transitive binary relation on a finite set possesses a minimal element: The lower bound is more involved, the interested reader is referred to [BB04] or [BJ04] . ,a,α (x, y) is defined by the formula
where either Q d or Q d+1 is ∃, depending on whether d is odd or even, respectively, and the other is ∀.
Now, for d ∈ . For n sufficiently large,
This shows that OP
)-LK , hence we have obtained
)-LK is a proper subset of U (d + 1)-LK . We have already introduced the Pigeonhole Principle and mentioned that it requires super-polynomial size d-LK proofs for any d, which was first proved by Ajtai [Ajt88] . Later, exponential lower bounds were proven independently by Krajíček et al. [KPW95] and Pitassi et al. [PBI93] . We repeat the latter results adapted to our situation (see for example [BJ04] for an exposition). , and assume for the sake of contradiction that PHP n has c log (2) -LK proofs of size n k for some constant k. Let d be c log (2) n k = c log log n k . Then by Theorem 18 we obtain that n k must be of size 2
for big n. Hence log log n ≥ 1 4 (log n)5
which cannot be as 1 − c log 5 > 0.
Using well-known balancing techniques (Spira [Spi71] and Brent [Bre74] ) of boolean formulas one can show that log-LK is equivalent to unrestricted LK, using that log-LK is equivalent to c log-LK for c > 0 by blowing up derivations polynomially. Thus, we can refine our picture to
. We end this section by formulating some "next" and one "big" open problem for uniform systems. Natural "next" open problems are the questions how do U log (3) -LK and U c log (2) -LK for different c fit into this picture. Can U log (3) -LK be separated from d U d-LK ? For which c is U c log (2) -LK a proper superset of U log (3) -LK , for which properly contained in U LK , if for any?
for 0 < c < 1 log 5 < c . The "big" open problem relates to the big task of proving super-polynomial lower bounds for the LK proof system. Its uniform variant is the question whether U LK is different from TRUE ∆ 0 or not.
Complexity of uniform systems
A reason for studying uniform systems is that this way we might be able to prove lower bounds by identifying properties which distinguish uniform systems from the set TRUE ∆ 0 . A property which immediately comes to ones mind is the arithmetic complexity of uniform systems. We will show that TRUE ∆ 0 is a Π 0 1 -set, and that for any proof system f , U f is in Σ 
Now we show that It is easy to see that any such Diophantine equation D = 0 can be transformed into the form s( x) = t( x) for some L-terms s and t. Hence we have
This shows that the complement of Solvable is many one reducible to U f . By the MRDP-Theorem, Solvable is r.e.-complete, hence it follows that U f is Π 0 1 -hard.
Properties of uniform systems
There are a lot of natural properties which can be studied for uniform systems. We will start by investigating whether uniform systems are closed under the typical inference rules of Hilbert style proof systems, i.e., under modus ponens and generalisation.
In order to be able to make statements in this direction we have to stipulate some regularity properties for the proof system in question. Let us call a proof system -regular if the following holds: If Φ is a tautology and all ϕ ∈ Φ have f -proofs of size s ϕ , then there is an f -proof of Φ of size O( ϕ∈Φ s ϕ ).
Theorem 23. If f is -regular, then U f is closed under bounded generalisation.
Proof. Suppose that f is -regular and ϕ(b, a) ∈ U f , then we have to show that also (∀x < t)ϕ(x) ∈ U f . Let ϕ i be the Paris-Wilkie-translation of ϕ b, a (i, n), then by assumption there is a c > 0 such that all ϕ i have fproofs of size |ϕ i | c + c. Utilising that f is -regular we obtain that (∀x
We now turn to closure under modus ponens. We can say something if the function symbol exp is part of the language, and our proof system under consideration fulfils some weak regularity condition.
Theorem 24. If the proof system f simulates cut-free LK, and if we are considering uniform systems with respect to L(exp), then the following holds: U f (exp) is closed under modus ponens, if and only if U f (exp) = TRUE ∆ 0 (exp) .
For the proof of this result and for later use we will first study a general upper bound for the size of proofs of tautologies. To this end let us identify some useful measures on propositional formulas: their length l and theirand -width w V and w W respectively. In the following let ϕ be a propositional formula (in F prop ), and let Φ and ∆ be cedents, i.e., finite sequences of propositional formulas.
We are going to show the following result on the size of cut-free LK proofs:
Proof of Theorem 24. The "if" part of the Theorem is obvious. For the "only if" part let ϕ(α, a) be a true ∆ 0 (exp)-formula. Let ϕ n be the Paris-Wilkietranslation of ϕ(α, n). Let s n be the size of ϕ n . By the previous Proposition we know that ϕ n has cut-free LK proofs P n of size 2 O(sn) . There is some c ∈ N such that s n ≤ 2 c (n) and |P n | ≤ 2 c (n), whereby 2 0 (n) = n and 2 k+1 (n) = 2 2 k (n) . Let ϕ (α, a) be the formula ϕ(α, a) ∧ (∃x < 2 c (a))0 = 0, and ϕ n be the Paris-Wilkie-translation of ϕ (α, n), i.e., ϕ n ≡ ϕ n ∧ i<2c(n) T. Then we obtain 2 c (n) ≤ |ϕ n |. Now consider the following derivations:
The sizes of Q n and R n are bounded by O(2 c (n)) = O(|ϕ n |). As f simulates cut-free LK the formulas ϕ n and ϕ n → ϕ n have also poly-size f -proofs, hence ϕ (α, a) and ϕ (α, a) → ϕ(α, a) are in U f (exp). But then our assumption that U f (exp) is closed under modus ponens shows that ϕ(α, a) is in U f (exp) as well.
Proof of Proposition 25. In order to prove Proposition 25 we will first describe a search procedure for finding proofs in an auxiliary proof system which we denote pseudo LK, from which we will easily obtain cut-free LK derivations. Pseudo LK consists of the following axioms and inference rules:
, for variables x Γ, ¬x, x
Pseudo LK is a proof system, i.e., it is correct and complete. Correctness is obvious. For completeness let ∆ be a cedent. A search sequence for ∆ is a finite sequence of trees (T i ) i<k satisfying the following conditions. T 0 is the tree consisting of one node labelled with ∆. All T i are pseudo LK derivation trees with the exception that the leafs of the trees need not to be axioms. I.e., all the inner nodes of the trees represent valid applications of the or inference rules. Tree T i+1 is built from T i by extending exactly one leaf of T i by one valid application of the or inference rule.
Claim. Let (T i ) i≤I be a maximal search sequence for ∆. Then we have: T I is a pseudo LK proof, i.e., all leafs in T I are axioms, if and only if ∆ is a tautology.
Proof of the Claim. The "only if" part follows from the correctness of pseudo LK inferences. The "if" part can be obtained as follows: Assume that T I contains a leaf labelled by Γ h which is not an axiom, and let Γ h , Γ h−1 , . . . , Γ 0 = ∆ be the path from that leaf to the root of T I . Define an assignment ξ as follows: A variable p is assigned true under ξ, if ∼ p is in Γ h , and it is assigned false under ξ, if p is in Γ h . Then it is easy to show that all formulas Γ h , Γ h−1 , . . . , Γ 0 = ∆ are evaluated to false under ξ. Hence ∆ is not a tautology.
Using the previously defined measures we obtain the following bounds to certain characteristics of pseudo LK proof trees T of a cedent ∆, which can easily be proved by induction on the height of the proof tree. The height of T is bounded by l(∆), and the fan-in to the nodes in the tree is bounded by w V (∆).
Let ϕ be a formula. We define T ϕ to be the last element of some maximal search sequence for ϕ. So we have that ϕ is a tautology if and only if T ϕ is a pseudo LK proof, and in this case that the height of T ϕ is bounded by l(ϕ), and that the fan-in to the nodes in the tree is bounded by w V (ϕ). Hence the number of nodes in T ϕ can be bounded by w V (ϕ) l(ϕ) . From T ϕ for a tautological ϕ we obtain a cut-free LK proof P ϕ by replacing each application of
Hence the number of nodes in P ϕ can be bounded by w W (ϕ) · w V (ϕ) l(ϕ) . Looking at the total size of such proofs we first observe that in a pseudo LK proof the size of a cedent decreases when following a path from the root to a leaf of a proof tree, and the above construction of cut-free LK proofs out of pseudo LK ones shows that the size of one of the new cedents is at most twice the size of one of the previously occurring cedents. This shows that the total size of P ϕ can be bounded by 2 · |ϕ| · w W (ϕ) · w V (ϕ) l(ϕ) , which finishes the proof of Proposition 25.
We will finish this section by the following result. Let Π b 1 (α) be the set of L-formulas of the form (∀x < t)(∃y < |t|)ψ(x, y) where t is a term and ψ is quantifier free.
Theorem 26. If a proof system f simulates cut-free LK, then U f contains all true Π b 1 (α)-formulas. Proof. Let ϕ(α, a) be a true Π b 1 (α)-formula. Hence there is a quantifier free ψ such that ϕ(α, a) is of the form (∀x < t(a))(∃y < |t(a)|)ψ(α, a, x, y). Let χ m,n be (∃y < |t(n)|)ψ(α, n, m, y) pw , then the size of χ m,n can be bounded by O(log(t(n))) independently of m. By Proposition 25 we know that χ m,n has cut-free LK proofs P m,n of size O |χ m,n | · w W (χ m,n ) · w V (χ m,n ) l(χm,n) = O log(t(n)) · log(t(n)) · 2 O(log(t(n))) = t(n)
In general, the size of this proof is exponential in |χ m,n |, but it is polynomial in |ϕ(α, n) pw | as obviously |ϕ(α, n) pw | ≥ t(n). We build the following proof:
P m,n χ m,n for m < t(n) ϕ(α, n) pw For this observe that ϕ(α, n) pw is the same as m<t(n) χ m,n . The latter proof has size t(n) O(1) as well, which is polynomial in |ϕ(α, n) pw |. As f simulates cut-free LK, we obtain that ϕ(α, n) pw has poly-size f -proofs, hence ϕ(α, a) is in U f .
Future work and open problems
At the end of Section 2 we already formulated some "next" and one "big" open problems, let us repeat them: Is there a proof system f such that U f = TRUE ∆ 0 ?
A positive answer to this question would show that following the proposed programme of uniform proof complexity it is not enough to study just the Paris-Wilkie-translation of ∆ 0 -formulas in the language L. In case of such a positive answer, a natural next step would be to investigate the same question for extended languages, e.g., ∆ 0 (exp).
A possible first step to approach this question is to show that for a more restricted language, say ∆ 0 in the language L of Presburger arithmetic, we can find proof systems f such that U f (L ) = TRUE ∆ 0 (L ) .
Here is an obvious problem with respect to the arithmetical complexity of uniform system.
Problem 3.
Show that U f is in Π 0 2 . We have no idea how to approach this question.
Another future task is of course to look for other properties which can be studied for uniform systems, and which might distinguish uniform systems from TRUE ∆ 0 .
