Regional to continental scale magnetic anomaly maps are becoming increasingly available from airborne, shipborne, and terrestrial surveys. Satellite data are commonly considered to fill the coverage gaps in regional compilations of these near-surface surveys. For the near-surface Antarctic magnetic anomaly map being produced by the Antarctic Digital Magnetic Anomaly Project (ADMAP), we show that near-surface magnetic anomaly estimation is greatly enhanced by the joint inversion of the near-surface data with Ørsted satellite observations compared to Magsat data that have order-of-magnitude greater measurement errors, albeit collected at much lower orbital altitudes. The CHAMP satellite is observing the geomagnetic field with the same measurement accuracy as the Ørsted mission, but at the lower orbital altitudes covered by Magsat. Hence, additional significant improvement in predicting near-surface magnetic anomalies can result as lithospheric magnetic anomaly data from the CHAMP mission become available. Our analysis also suggests that a further order-of-magnitude improvement in the accuracy of the magnetometer measurements at minimum orbital altitude may reveal considerable new insight into the magnetic properties of the lithosphere.
Introduction
Considerable efforts have been made to isolate and verify the crustal magnetic anomaly field from Earth-orbiting satellite magnetometer measurements (e.g., Regan et al., 1975; Langel et al., 1982; Langel, 1990; Cohen and Achache, 1990; Arkani-Hamed et al., 1994; Alsdorf et al., 1994; Ravat et al., 1995; Maus et al., 2002) . In general, crustal anomaly maps at satellite altitudes can be interpreted only for regional geologic features. However, for insight into the smaller scale magnetic geology, satellite altitude anomalies are typically downward continued to or near the Earth's surface. Additional insights can also result from comparing satellite altitude anomalies with upward continued magnetic anomaly surveys of the near-surface. Upward continuation transforms potential field anomalies to elevations further away from the sources and is a stable operation, while downward continuation is an unstable, noise-amplifying transformation of the anomalies towards the sources.
These continuations are commonly based on either global or local representations of the magnetic anomalies. For example, satellite altitude magnetic observations are often modeled using spherical harmonic expansions (e.g., ArkaniHamed and Strangway, 1985; Arkani-Hamed et al., 1994; Ravat et al., 1995; Copy right c The Society of Geomagnetism and Earth, Planetary and Space Sciences (SGEPSS); The Seismological Society of Japan; The Volcanological Society of Japan; The Geodetic Society of Japan; The Japanese Society for Planetary Sciences; TERRA-PUB.
al., 2002). However, these models require global data sets that may incorporate substantial data errors due to the uneven quality of the data measurements and their reductions for core and external field components over different regions of the Earth. Hence, the downward continuation of satellite magnetic anomalies from spherical harmonic expansions can be limited by the enhancement of these data errors in the near-surface predictions.
Local representations from equivalent source models (e.g., Dampney, 1969; Mayhew, 1982; von Frese et al., 1981b; Purucker et al., 1996; can more fully account for the local data qualities and errors in the magnetic observations. Excepting the long wavelength magnetic anomalies over Canada Pilkington and Roest, 1996; Ravat et al., 2002) , however, comparisons of downward continued satellite magnetic anomalies with nearsurface survey data, or upward continued near-surface survey anomalies with satellite anomalies have mostly yielded poorly correlated and inconsistent results (e.g., von Frese et al., 1982; Sexton et al., 1982; Schnetzler et al., 1985; Grauch, 1993; Whaler, 1994; Ravat et al., 1998) . Figure 1 shows an example of the inconsistencies of continuing individual anomaly fields over great altitude differences. This example considers independently mapped aeromagnetic data low-passed filtered for roughly 400 km and larger anomalies and Magsat magnetic anomalies over Kursk, Russia that are associated with massive quartz ironore formations . Comparing these maps and 400 km (C, D) centered on Kursk, Russia. Equivalent point dipole inversion was used to downward continue the Magsat data to 2 km (C) and upward continue the aeromagnetic data to 400 km (D) in spherical Earth coordinates. Grid spacing was approximately 100 km for the individual maps. Statistics given for the anomaly maps include the amplitude range (AR) of (min, max)-values, the amplitude mean (AM), standard deviation (STD) and the contour interval (CI). Correlation coefficients between the satellite and aeromagnetic anomaly maps are 0.3 at 2 km and 0.6 at 400 km.
and their statistics shows that both the upward and downward continuations are relatively marginal in representing the amplitude and phase properties of the observed magnetic anomalies.
The mismatch in the continuations of independently observed magnetic anomaly data sets can reflect a variety of factors including data measurement and reduction errors. These factors may conspire, for example, to greatly limit or totally negate the sensitivity of satellite altitude measurements for the relatively weak magnetic effects of shallow crustal sources that at the near-surface integrate into strong regional anomaly patterns (e.g., von Frese et al., 2004) . On the other hand, measurement and data reduction errors can strongly bias the near-surface anomalies to the regional effects of the shallow sources at the expense of the deeper crustal source effects that may predominate at satellite altitudes. Thus, the different biases of satellite and near-surface observations for the disparate anomaly interference effects can greatly complicate matching the magnetic anomaly fields by simple single surface continuations. These biases may also contribute to the apparent lack of spectral overlap in the 400-900 km range of anomaly wavelengths that has been observed between individually continued satellite and nearsurface magnetic anomaly fields (Grauch, 1993; Whaler, 1994; Hildenbrand et al., 1996; Langel and Hinze, 1998) .
Hence, in the absence of measurements in the intervening altitudes to constrain the nonunique continuation estimates, there seems to be little recourse but to consider the continuations of these anomalies in the context of anomaly models that jointly satisfy both the satellite and near-surface measurements. This joint inversion approach was initially implemented over Canada by weighting the satellite and aeromagnetic anomalies to adjust the inversion for the different survey error levels (Ravat et al., 1998 (Ravat et al., , 2002 . However, simple unweighted inversions of near-surface and satellite magnetic anomalies have also yielded geologically plausible results, such as for the Weddell Sea region of Antarctica where magnetic anomaly error levels were poorly constrained at all altitudes (von Frese et al., 1999a) .
In this paper, we investigate the utility of the joint inversion of satellite and available near-surface magnetic data for augmenting regional gaps in coverage in near-surface anomaly compilations of terrestrial, airborne, and shipborne magnetic surveys. The nature of the problem is shown by the near-surface magnetic anomalies that were compiled by the Antarctic Digital Magnetic Anomaly Project (ADMAP) in Fig. 2 (A) (Golynsky et al., 2002) . Only satellite magnetic observations are available at present to constrain anomaly estimates in these coverage gaps. The available satellite magnetic data reflect disparate measurement accuracies and mission parameters that affect the utility of the various missions for augmenting near-surface magnetic survey data. The Magsat mission, for example, obtained data over 350-550 km altitudes with roughly 3-6 nT measurement accuracies (Langel and Hinze, 1998) . However, this short 7-month mission was flown over Austral summer and fall when external field activity over the Antarctic was relatively severe and disruptive of the core and lithospheric geomagnetic components. The new multiyear Ørsted and CHAMP missions, by contrast, include min-imally disturbed Austral winter observations with an orderof-magnitude improvement in measurement accuracy (∼0.3 nT). However, the observational altitudes of the new generation missions are vastly different, with Ørsted operating over 650-850 km orbits while CHAMP is providing data over 300-450 km elevations.
In the sections below, we develop an approach for using the satellite magnetic data to fill-in coverage gaps in the nearsurface data based on the joint inversion of the two data sets. Specifically, we use simulations to study the relative utilities of the Magsat, Ørsted, and CHAMP observations for this application. In our simulations, we invoke the ideal condition of no anomaly reduction errors so that the anomaly errors reflect only the measurement accuracy of each mission. Our analysis finds that the CHAMP data will be particularly suitable because the measurement errors are an orderof-magnitude smaller than Magsat's and the orbital altitudes are much lower than Ørsted's. We also develop and contrast magnetic anomaly estimates for the ADMAP coverage gaps from the Ørsted comprehensive lithospheric magnetic anomalies (Kim, 2002) .
Magnetic Anomaly Inversion
Effective inversion requires an appropriate representation or forward model for the regional magnetic anomalies. Accordingly, we consider the regional anomalies in terms of the magnetic effects of crustal prisms using Gauss-Legendre quadrature integration (von Frese et al., 1981a) . Specifically, the total magnetic effect ( T ) in spherical coordinates (r, θ, φ) of a crustal prism with uniform intensity of magnetization s may be evaluated by:
where R is the distance between the source-point coordinates (primed) and observation-point coordinates (unprimed), u is the unit vector in source coordinates (r , θ , φ ); u is the unit vector in observation coordinates (r, θ, φ); (∇ , ∇) are the gradient operators in source and observation point coordinates, respectively; and (A i , A j , A l ) are the Gauss-Legendre quadrature weights (Stroud and Secrest, 1966) .
, and (r ia , r ib ) are the lower (a) and upper (b) boundaries of the prism, respectively, in the l-th coordinate of longitude (φ), the j-th coordinate of co-latitude (θ ), and i-th radial coordinate (r ). Note that in the crustal model we can adjust u and s for each prism to account for variations of crustal magnetization. Similarly, we can adjust u at each observation point to accommodate the inclination and declination variations of the core field.
By Eq. (1), the magnetic anomaly due to a spherical prism is evaluated by summing at each observation point the anomalous effects of nl × nj × ni equivalent point dipoles (von Frese et al., 1981b; . Here, each differential point source anomaly is appropriately weighted by Gauss-Legendre quadrature coefficients and the volume coordinate limits of the anomalous body being modeled. The accuracy of the solution depends on the number of nodes or point sources within the prism used in the integration. In particular, maximum accuracy is obtained when the distance between the point sources (i.e., the node spacing) is smaller than the distance to the observation point (Ku, 1977; von Frese et al., 1981a) . Now, the linear least squares inversion problem for regional magnetic anomalies can be generalized in matrix notation by:
Here, the n × m coefficients of the design matrix A for any specified distribution of crustal prisms are completely determined in Eq. (1) by setting s = 1, while X is the m × 1 column matrix containing the solution of magnetization intensities for the prisms, and B is an n × 1 column matrix of the magnetic anomaly observations. Hence, the least squares solution of Eq. (2) can be simply calculated by:
In practice, errors in computing the coefficients in A due to limitations of the forward modeling algorithm and the computer's working precision may yield an unstable solution X with large and erratic values, and hence large variance. In this case, the solution can be useless for predicting anything other than the original observations in B. To obtain a more stable and better performing solution, we commonly evaluate the system in Eq. (2) for the damped least squares solution given by:
where I is the identity matrix, and the scalar EV is variously called the damping factor, Marquardt parameter, or error variance (e.g., von Frese et al., 1988) . The damped least squares approach requires choosing an EV-value that is just large enough to stabilize the solution for meaningful predictions (e.g., anomaly continuation, interpolation, etc.), yet still small enough to maintain an acceptable match to the observations B. In any application, we can construct trade-off diagrams that are very effective for determining an "optimal" EV-value. As described in Section 3.1 below, the diagrams compare the statistical properties of the predictions against the errors of fit to the observations for solutions obtained from a range of EV-values (von Frese et al., 1988; Ravat et al., 1991) .
Near-Surface Magnetic Anomaly Simulations
To test the use of satellite magnetic data to fill-in coverage gaps in near-surface surveys, we constructed a model of crustal magnetization variations for controlling the anomaly estimates from 5 km to satellite altitudes. We developed the model to conform to the regional components of Fig. 3(A) , which shows the near-surface ADMAP magnetic anomalies of the Weddell Sea sector. We low-pass filtered these anomalies for 400 km and larger wavelength components that are likely to be detected at satellite altitudes of 400 km and higher (Ravat et al., 2002) . We then used damped least squares matrix inversion to relate the low-pass filtered anomalies to the induced magnetization contrasts of an array of crustal prisms across the study area modeled by spherical coordinate Gauss-Legendre quadrature integration. For the inversion, we assumed the low-pass filtered anomalies at 5 km altitude and dimensioned each prism 150 km on side, and 20 km thick with its top prism at 30 km below sea level. The aeromagnetic effect of each prism was evaluated at 5 km above sea level using an nl × nj × ni = 32 × 32 × 8 equivalent point dipole quadrature formula. Here, we used the Ørsted99c core field model (Olsen et al., 2000) to set the core field attitudes of the unit vectors u and u in Eq. (1). The inversion effectively solved for the volume magnetic susceptibility k of each prism assuming the magnetization intensity contrast is given by s = Fe k, where Fe is the inducing field intensity from the core field model. Figure 3 (C) gives the magnetic anomaly predictions at 5 km altitude from the crustal prisms with magnetic effects that matched the input low-pass filtered magnetic anomalies with negligible error. Figure 3(B) shows the locations of the simulated regional aeromagnetic observations at 5 km altitude, as well as the crustal prisms used for the anomaly inversions.
With this inversion model, we now consider the problem of estimating near-surface anomaly values within the coverage hole or gap outlined by the white border in Fig. 3(C) at the locations marked by the open circles in Fig. 3(B) . For example, Figure 3(D) shows the anomaly predictions from a conventional interpolation of the near-surface data by minimum curvature (Briggs, 1974; Smith and Wessel, 1990) . The interpolated values compare relatively poorly to the 'true' values of Fig. 3(C) . Table 1 also lists quantitative measures of the fit that include the root-mean-squared (RMS) difference and correlation coefficient (CC) between the 'predicted' and 'true' anomaly values within the gap.
To test the use of satellite magnetic observations to predict the near-surface anomalies within the coverage gap, we evaluated our crustal prism model for simulated satellite anomalies using the disparate observation parameters of these mis- sions. Figure 4 (A), for example, gives our simulated Magsat anomalies at 400 km altitude that we evaluated from the inversion model to the nearest 3 nT to simulate the magnetometer measurement errors. Maximum accuracy in modeling the satellite altitude magnetic effects was achieved using an nl × nj × ni = 4 × 4 × 4 equivalent point dipole quadrature formula for each crustal prism. We then obtained gap predictions by joint inversion of the simulated satellite anomalies with the near-surface anomalies outside the gap located at the positions marked by the black dots in Fig. 3(B) . Details for the joint inversion of these magnetic anomalies are given in the next section.
Joint inversion of magnetic anomalies
The term "joint inversion" in geophysics refers to the inversions of independently observed data sets (e.g., Ravat et al., 1998 Ravat et al., , 2002 Li and Oldenburg, 1990; von Frese et al., 1999a) . For this application, the design matrix is given by
T , where A aero and A sat are submatrics of respective orders (n aero × m) and (n sat × m) that reflect the geometric relationships between the crustal prism source coordinates and the respective aeromagnetic and satellite observation coordinates. Additionally, the observation vector log(EV) log(EV)
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C. T includes the subvectors B aero and B sat of respective orders (n aero × 1) and (n sat × 1) that represent the aeromagnetic and satellite magnetic anomaly observations, respectively.
The accuracy of the anomaly estimates for the coverage gaps obtained by joint inversion from Eq. (4) is controlled by the accuracy of the input anomaly data and the choice of the error variance (EV). Input magnetic anomaly errors largely result from anomaly reduction errors due to inaccurate estimates of the core and external field components in the magnetometer measurements, whereas the magnetometer measurement errors control the minimum size of the input anomaly errors. For our simulations, we assumed the optimal condition of minimum input anomaly errors by evaluating all anomalies to the nearest value that each satellite magnetometer measured. However, to obtain the most effective anomaly predictions in each coverage gap, we established trade-off diagrams to find the "optimal" EV-value and solution X.
Figures 5(A) and (B) illustrate the EV trade-off diagrams for obtaining the gap anomaly estimates in Fig. 4 (B) that were derived from the joint inversion of the simulated nearsurface anomalies outside the gap and the Magsat anomaly simulations in Fig. 4(A) . Here, the correlation coefficients (CC) and root-mean-square (RMS) differences from the predictions of solutions for various EV-values are compared. These results are plotted for the near-surface anomalies outside and within the gap by the solid gray and dashed black curves, respectively. In actual applications, we can only estimate the trade-off diagram for near-surface anomalies outside the gap, but these results closely mirror the performance of the solution within the gap as suggested by Fig. 5 . Specifically, the Magsat data predictions in Fig. 4(B) , obtained using EV = 10 6 as indicated by the trade-off diagram in Fig. 5(A) , have minimal RMS difference and maximum CC relative to the near-surface anomalies.
The comparison of the gap predictions in Fig. 4(B) with the 'true' gap values of Fig. 3(C) is given in Table 1 . These results clearly favor the use of the Magsat data over minimum curvature for estimating the gap anomalies. Relative to the minimum curvature errors, the Magsat-based prediction errors are reduced in amplitude, but higher frequency to reflect the improved phase properties of the predictions.
The measurement errors of Ørsted's magnetometers are roughly an order-of-magnitude smaller than 3 nT measurement errors of the Magsat data. Hence, we evaluated our crustal inversion model at 700 km altitude to the nearest 0.3 nT for the simulated Ørsted total field magnetic anomalies in Fig. 4(C) . The simulated satellite anomalies were then combined with the near-surface anomalies outside the gap by EV-optimized joint inversion using the trade-off diagrams in Fig. 5(B) .
From these trade-off diagrams in Fig. 5(B) , an 'optimal' EV = 10 4 was selected for a solution that yielded the improved gap predictions shown in Fig. 4(D) . Table 1 compares these gap predictions with the 'true' gap values of Fig. 3(C) . The results strongly favor the use of the Ørsted data over the Magsat data and minimum curvature for filling in regional gaps in near-surface survey coverage.
The CHAMP satellite also carries Ørsted's magnetometers, but at significantly lower altitudes. Accordingly, Figure 4(E) gives the simulated CHAMP anomalies evaluated to the nearest 0.3 nT at 350 km altitude from our crustal magnetization model. These CHAMP anomalies were combined with near-surface anomalies outside the gap by EVoptimized joint inversion based on the trade-off diagrams in Fig. 5(C) . An "optimal" EV = 10 5 was chosen from the trade-off diagrams for a solution that gives the significantly improved gap predictions in Fig. 4(F) . Table 1 compares these gap estimates with the 'true' gap values from Fig. 3(C) . These results suggest that the CHAMP lithospheric anomalies will be particularly well suited for estimating near-surface anomalies because measurement accuracy is an order-of-magnitude greater than Magsat's and the orbital altitudes are much lower than Ørsted's.
The correlation coefficients (CC) in Table 1 provide estimates of the noise content in the gap predictions using the noise (N)-to-signal (S) ratio (e.g., Foster and Guinzy, 1967; Kim, 1995) given by (N/S) ≈ [(|CC|) −1 − 1] 1/2 . Accordingly, the gap predictions from minimum curvature have a noise level of roughly 72%, while using the Ørsted data reduces the noise level to about 12%. The upper triangular portion of the four right columns in Table 1 gives the relative reductions in prediction noise for the four approaches. For example, the Ørsted-based predictions represent roughly an 83% reduction of the minimum curvature noise.
Table 1 also suggests that the new-generation satellite data offer significant advantages over the Magsat data for estimating near-surface magnetic anomalies. For example, a maximum reduction of about 70% in the noise level of the Magsat-based predictions can result with the use of the Ørsted data. This reduction reflects the order-of-magnitude increase in measurement accuracy of the Ørsted data even though they are at much higher altitudes. The use of the lower altitude, high-accuracy CHAMP lithospheric magnetic anomalies, on the other hand, can reduce noise levels in the Magsat-based predictions by roughly 90%. Hence, further significant improvements in estimating near-surface magnetic fields in unsurveyed regions can result as the accuracy in estimating the lithospheric anomalies in the lower altitude CHAMP data improves. Indeed, an extension of our analysis shows that increasing the measurement accuracy in the magnetic observations a further order-of-magnitude (i.e., 0.03 nT) at CHAMP altitudes could reduce noise levels by a maximum of nearly 99% relative to the Magsat-based predictions. This accuracy might be realized from magnetic gradient measurements such as those to be obtained by the multi-satellite SWARM mission (Olsen et al., 2004) .
ADMAP Coverage Gap Predictions
To date, we have processed only the Magsat and Ørsted mission data fully for magnetic anomalies of the Antarctic lithosphere. For filling in coverage gaps in the ADMAP compilation of near-surface magnetic surveys shown in Fig. 2(A) , the above simulations clearly favor the use of Ørsted data over the Magsat observations. Hence, in the present section, we develop near-surface anomaly estimates for the ADMAP coverage gaps from the joint inversion of the available near-surface anomalies and the comprehensive Ørsted lithospheric magnetic anomalies shown in Fig. 6 (B) (Kim, 2002) .
For the joint inversion, we considered the ADMAP anomalies low-pass filtered for 400 km and larger wavelengths shown in Fig. 6 (A) that likely may be detected at satellite altitudes of 400 km and higher. The regional ADMAP anomalies were then resampled in spherical coordinates at roughly a 200 km interval. The resampling greatly reduced the number of ADMAP data in the analysis with essentially no loss of regional anomaly detail.
Near-surface magnetic surveys are lacking in the large numerically labeled areas in Fig. 6(A) . These coverage gaps are located in on-and off-shore Marie Byrd Land (#1) and off-shore Thurston Island (#3) in West Antarctica, and east of the Shackleton Range (#2), the Aurora Subglacial Basin (#4) and in the vicinity of Wilkes Land (#5 and #6) in East Antarctica. The central void south of 83
• S was not considered in our analysis because it lacks satellite coverage due to the 83
• inclination of the Ørsted mission orbits. We separately modeled each gap for a set of anomaly predictions. In each case, the inversion model consisted of 20 km thick spherical prisms with sides 150 km and tops at 30 km below sea level over the study area. The effects of these prisms for each inversion were modeled by GaussLegendre quadrature integration. Figure 7 gives the "optimal" EV-values that were selected for developing the best anomaly predictions in each coverage gap. In every case, the "optimal" EV-value maximized the correlation coefficient between the inversion predictions and the observed anomaly values around the coverage gaps. Figure 8(A) gives the regional ADMAP magnetic Table 1 . Performance statistics for using minimum curvature (MC in Fig. 2(D) ) and Magsat (Fig. 3(B) ), Ørsted (Fig. 3(D) ), and CHAMP (Fig. 3(F) ) magnetic anomalies to fill a simulated gap in aeromagnetic anomaly coverage. The prediction statistics include the root-mean-square (RMS) difference, the correlation coefficient (CC), and related noise (N) levels. In the right four columns, the upper triangular portion gives the relative noise reductions for the gap predictions from the various constraints. anomalies where each coverage gap was filled by the related joint inversion using the Ørsted lithospheric anomaly data ( Fig. 6(B) ). For comparison, Figure 8 (B) gives the gridded regional ADMAP anomalies with the coverage gaps filled in by minimum curvature that the absence of satellite magnetic data might have necessitated. Gap #6 over Wilkes Land in East Antarctica shows the most prominent differences in the minimum curvature and the Ørsted predictions. The geological implications of the differences are difficult to assess because the region is covered by an ice sheet up to roughly 3 km thick (e.g., von Frese et al., 1999b) . Radar sounding data suggest that the Wilkes Subglacial Basin and its salients may constitute a major intracratonic zone of sedimentation where the edge of the basin probably marks the limit of the orogenic activity responsible for the Transantarctic Mountains (Steed and Drewry, 1982) . These results also identify a probable major fault block running along longitude 135
Constraint
• E that correlates with a positive magnetic anomaly which is relatively subdued and broken up towards the coastline in the Ørsted-based predictions of Fig. 8(A) . However, the positive anomaly in the Ørsted-based predictions tends to resolve relatively well the subglacial plateau at Dome C (75 • S, 127
• E). Originally discovered from seismic refraction and gravity data, the plateau is composed of crystalline bedrock covered by little or no sedimentary rock (Bentley et al., 1983) . Modeling of the ground-based magnetic measurements also showed that the plateau is characterized by strong positive magnetization with a Koenigsberger ratio greater than unity and hence minimal apparent remanence (Bentley et al., 1983) . Other gaps where the two sets of predictions are conspicuously different include gap #2 east of the Shackleton Range and gap #1 off the Marie Byrd Land coast. For gap #2, the minimum curvature predictions suggest a deep closed minimum relative to the smaller amplitude minimum that trends SW/NE through the gap in the Ørsted-based predictions. The minimum curvature predictions reflect the straightforward extrapolation of boundary observations into the gap, whereas the Ørsted-based predictions tend to honor the regional SW trend of minima outside the gap that extends to a slightly positive magnetic anomaly over the high-grade metamorphic rocks of the Shackleton Range (Hunter et al., 1996; Kleinschmidt and Buggisch, 1994) . Additional geological implications for these predictions are difficult to develop because of the gap's ubiquitous cover of snow and ice.
Similarly, the geological implications for the predictions in gap #1 are difficult to ascertain because the gap is covered by seawater. Here, however, the minimum curvature predictions appear more strongly biased to the minima along the western boundary of gap #1 than are the Ørsted-based predictions.
According to our Weddell Sea simulations, the Ørsted-based gap predictions in Fig. 8(A) provide the best representation currently available for the 400 km and larger ADMAP components. Superposing the residual hi-cut filtered ADMAP components with wavelengths shorter than 400 km on Fig. 8(A) yields Fig. 2(B) that at present represents our best compilation of the near-surface magnetic anomalies of the Antarctic. We are currently working, however, to improve lithospheric magnetic anomaly estimates from the CHAMP magnetic and gravity observations (e.g., Kim et al., 2002; Kim et al., 2004) . Hence, further significant improvements in the gap predictions may be possible as these lithospheric magnetic anomaly estimates become available from the lower altitude CHAMP mission.
Our approach of using anomaly simulations to test the utility of satellite data for making near-surface magnetic anomaly predictions in the coverage gaps of the ADMAP compilation can be readily extended to other applications. We did not try to adjust our gap predictions for errors in the Antarctic magnetic observations because they are very poorly characterized at present. Thus, we produced gap predictions from the direct inversions of the satellite and nearsurface observations. Obviously, the direct inversion biases the predictions to the near-surface or satellite anomalies and related errors where the spatial scale of the near-surface coverage gap is respectively small or large relative to the resolution limit of the satellite anomalies. However, given effective estimates of the observational errors, we can also weight the observational data sets to manage their relative contributions in making gap predictions (Ravat et al., 1998; 2002) .
In general, our gap predictions are clearly not unique because they are based on highly simplified crustal models and imperfectly distributed and measured anomaly observations. Hence, our predictions must be used with caution for geological applications because they can only be as good as the data and assumptions used in deriving them.
Summary and Conclusions
The simulations show the important role that satellite magnetic observations can play in estimating magnetic anomalies in regional coverage gaps of near-surface survey compilations. Unfortunately, anomaly errors and the non-uniqueness of any continuation process profoundly limit the direct downward continuation of satellite magnetic anomalies for this application (e.g., von Frese et al., 2004) . However, joint inversion of the satellite data and available near-surface anomalies surrounding the coverage gap can yield effective gap predictions.
As shown in Table 1 , the greatly improved measurement accuracy of the Ørsted data over the Magsat data clearly favors the use of the higher altitude data for supplementing coverage gaps in the ADMAP compilation. Accordingly, Figure 2 (B) gives our best current estimate of the Antarctic near-surface magnetic anomaly field. Here, we filled the gaps in the ADMAP compilation of terrestrial, shipborne, and aeromagnetic surveys (Fig. 2(A) ) with the near-surface gap predictions (Fig. 8(A) ) from the joint inversion of the Ørsted lithospheric anomalies (Fig. 6(B) ) and the regional ADMAP components (Fig. 6(A) ).
However, further significant improvements in these nearsurface estimates are likely by including the lower altitude CHAMP magnetic anomalies of the Antarctic lithosphere. By Table 1 , for example, the use of the CHAMP data can reduce the noise levels in the Magsat-and Ørsted-based gap predictions by about 90% and 67%, respectively. The noise reduction relative to Magsat-based predictions simply reflects the order-of-magnitude increase in measurement accuracy of the CHAMP data, while the signal enhancement over the Ørsted-based predictions is due to the lower altitudes of the CHAMP data.
Of course, these results are limited in practice by the errors in reducing magnetic observations for their lithospheric components. These reduction errors can be especially severe in the polar regions where strong and highly dynamic external magnetic fields operate and the core field attributes are very poorly constrained. However, improving measurement accuracy can greatly facilitate the reduction of magnetic observations for non-lithospheric effects because of the enhanced correlation that can result between near-surface and satellite magnetic anomalies of the lithosphere.
