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Zusammenfassung
Inhalt der vorliegenden Arbeit sind Untersuchungen der rubidiumbedeckten Oberfla¨che
des halbleitenden U¨bergangsmetalldichalkogenids Wolframdiselenid (WSe2) durch Pho-
toelektronenspektroskopie (PES) und Photoemissionselektronenmikroskopie (PEEM).
Vielfa¨ltige, Rb-induzierte Effekte mit Auswirkungen auf elektronische, strukturelle und
mechanische Eigenschaften sind von diesem System bekannt.
Diese Arbeit ist der Untersuchung des Oberfla¨chenpotentials als Folge des Ladungs-
transfers bei der Adsorption von Rb gewidmet. Wie gezeigt werden wird, ko¨nnen durch
ein theoretisches Modell unterstu¨tzte Messungen des Potentials im thermischen Gleich-
gewicht (’Bandverbiegung’) und im lichtinduzierten, stationa¨ren Nichtgleichgewicht (’sur-
face photovoltage’(SPV)-Effekt) in Abha¨ngigkeit von der Lichtintensita¨t zur Bestim-
mung einer Reihe von Materialkonstanten, insbesondere des unbesetzten Oberfla¨chen-
zustands, herangezogen werden. Die Wirksamkeit spezieller Maßnahmen zur Integration
einer Sekunda¨rlichtquelle in einen konventionellen PES-Aufbau wird anhand von Simu-
lationsrechnungen und Kalibrierungsmessungen belegt. Umfassende Anpassungen eines
bestehenden Modells des SPV-Effekts an das untersuchte System werden diskutiert.
Anhand von experimentellen Daten wird die Gu¨ltigkeit des Modells demonstriert.
Das selbstorganisierte Wachstum von Rubidiumdoma¨nen bei Raumtemperatur konnte
mit Hilfe von ortsaufgelo¨ster XPS-Spektroskopie am PEEM-Experiment an der Beam-
line UE49/PGMa an der Synchrotronstrahlungsquelle BESSY II beobachtet werden. Die
hier vorgestellten Daten lassen auf die Existenz von Rb-Oberfla¨chengittern schließen.
Neben den beobachteten, relativ großen Doma¨nen auf der Mikrometerskala wurden aus-
gedehnte Netzwerke linearer Nanostrukturen spektroskopisch vermessen. Ein Ansatz
zur chemischen Charakterisierung dieser Strukturen mittels Ro¨ntgenabsorptionsspek-
troskopie wird hier pra¨sentiert. Ausgehend von der Annahme, dass die beobachteten
Strukturen Spannungsrisse der Oberfla¨che repra¨sentieren, wurde eine statistische Anal-
yse geometrischer Eigenschaften durchgefu¨hrt und mit den Voraussagen eines zu diesem
Zweck entwickelten, stark vereinfachten Modells der Rissverteilung verglichen. Eine ers-
te U¨bereinstimmung der daraus abgeleiteten Aussagen mit den experimentellen Daten
gibt Hinweise auf die Gu¨ltigkeit der hierfu¨r gemachten Annahmen.
Besondere Aufmerksamkeit wurde technischen Aspekten der Datenverarbeitung von
PEEM-Daten gewidmet. Einige neue Ansa¨tze wurden entwickelt, um den Einfluss
wohlbekannter Sto¨rungen in den Daten zu quantifizieren und zu entfernen. Wie an-
hand zahlreicher Beispiele unter realistischen Bedingungen gezeigt wird, gelingt dies mit
einer derartigen Effizienz, dass die Vergleichbarkeit aller parallel gemessenen Spektren
im Detektorbild sichergestellt ist. Obwohl die Information eines einzelnen Datenkanals
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fu¨rgewo¨hnlich eine relativ schlechte Qualita¨t aufweist, ermo¨glicht die große Zahl parallel
gemessener Spektren neue Ansa¨tze zur Klassifizierung der erworbenen Daten. Hier wird
ein Konzept aus dem Gebiet des ’Data Mining’ auf spektroskopische Daten u¨bertragen
und unter anderem zur Strukturerkennung anhand von spektraler Information einge-
setzt.
ii
Abstract
The rubidium-covered surface of the semiconducting transition metal dichalcogenide
tungsten diselenide (WSe2) is examined using photoelectron spectroscopy (PES) and
photoemission electron microscopy (PEEM). Adsorbed Rb is known to induce a variety
of effects in this system concerning electronic, structural, and mechanical properties.
In this work, the surface potential created by charge transfer upon Rb deposition is
examined in thermal equilibrium (band bending) and stationary non-equilibrium (surface
photovoltage (SPV) effect), which is induced by the absorption of light. It will be shown
that combined measurements and numerical simulations of the SPV effect as a function
of the photon flux can be exploited for the estimation of many material parameters of the
system, especially of the unoccupied adsorbate state. Issues of extending a conventional
photoelectron spectrometer setup by a secondary light source will be discussed in the
context of simulations and calibration measurements. The customization of an existing
theoretical model of the SPV effect for the WSe2 : Rb system is introduced and a
comprehensive validation of the obtained predictions will be given in the context of
experimental data.
In addition, the self-organized formation of Rb domains at room temperature was
examined by application of spatially resolved XPS spectroscopy using the PEEM setup
at the end station of beamline UE49/PGMa at the BESSY II synchrotron facility. From
the obtained results, the arrangement of Rb in surface lattices can be concluded. Fur-
thermore, an X-Ray absorption study of self-organized nanostructure networks, aiming
at the chemical characterization, is presented. Based on the interpretation of the exam-
ined structures as tension-induced cracks, a statistical approach to analyzing large-scale
features was pursued. First accordance with the predictions made by a primitive, me-
chanical model of crack creation developed here gives gives some evidence for the validity
of the proposed structure creation mechanism.
A detailed analysis of technical aspects of processing spatially resolved photoemis-
sion data was carried out during this work. Several novel methods were developed as
compensation for well-known technical limitations of the experimental setup. As will
be shown, specific perturbations of PEEM data can be eliminated efficiently hereby, so
comparability of all data channels in a detector image is granted. Extensive tests with
actual experimental data prove the great applicability of the approaches made here.
Though usually having low individual quality, the large number of data channels allows
for novel approaches to the classification of spectroscopic data. A concept originating
from the field of data mining was ported to work with photoemission spectra and is
applied here as an aid to the recognition of spatial structures from spectral features.
iii
Contents
Zusammenfassung i
Abstract iii
I. Surface photovoltage effect 5
1. Introduction 7
2. Tungsten Diselenide (WSe2) 10
3. Theoretical Aspects 16
3.1. Theory of Photoemission . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
3.2. Theory of the surface photovoltage effect . . . . . . . . . . . . . . . . . . 20
4. Experimental setup 40
4.1. Basics of the experimental setup . . . . . . . . . . . . . . . . . . . . . . . 40
4.2. PHOIBOS analyzer and detection system . . . . . . . . . . . . . . . . . . 44
4.3. The experimental station for ARPES experiments . . . . . . . . . . . . . 48
4.4. Extensions to the setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
5. Design of a beam guide for auxiliary light sources 60
5.1. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
5.2. Constructional detail . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
5.3. Mechanical stability . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
5.4. Electrostatic compatibility . . . . . . . . . . . . . . . . . . . . . . . . . . 65
5.5. Layout of the optical components . . . . . . . . . . . . . . . . . . . . . . 67
5.6. Calibration measurements . . . . . . . . . . . . . . . . . . . . . . . . . . 69
5.7. Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
6. Results 73
iv
Contents
II. Spatially resolved photoemission spectroscopy 85
7. Introduction 86
8. The (S)PEEM experimental station at beamline UE49/PGMa at BESSY II 88
8.1. Beamline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
8.2. Photoemission Electron Microscopy (PEEM) . . . . . . . . . . . . . . . . 91
8.3. Environment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
9. Raw Data Processing 100
9.1. Removal of hot pixels . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
9.2. MCP normalization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
9.3. Beam profile normalization . . . . . . . . . . . . . . . . . . . . . . . . . . 102
9.4. Calibration of the lateral variation of the photon energy . . . . . . . . . . 105
9.5. Drift correction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
10.Data classification scheme for PEEM data 114
10.1. Separating Hyperplane . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
10.2. Data Reduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
10.3. Data Clustering . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
11.PEEM spectroscopy of WSe2 : Rb 125
11.1. Experiment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
11.2. Results: The clean surface of WSe2 . . . . . . . . . . . . . . . . . . . . . 128
11.3. Discussion: Clean surface . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
11.4. The Rb covered surface of WSe2 . . . . . . . . . . . . . . . . . . . . . . 134
11.5. Discussion: Rb covered surface . . . . . . . . . . . . . . . . . . . . . . . . 142
11.6. Laterally confined adsorption of Rb . . . . . . . . . . . . . . . . . . . . . 145
12.Absorption spectra of self-organized nanostructures 148
12.1. Data Processing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 151
12.2. Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 152
12.3. Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 158
v
Contents
III. Analysis of nanostructure networks 161
13.Introduction and experiment 163
14.Data processing techniques 165
14.1. Composing survey images . . . . . . . . . . . . . . . . . . . . . . . . . . 165
14.2. Contrast-enhancing image filter . . . . . . . . . . . . . . . . . . . . . . . 168
14.3. Skeletonization of monochrome bitmaps . . . . . . . . . . . . . . . . . . . 171
14.4. Vectorization of bitmapped data . . . . . . . . . . . . . . . . . . . . . . . 174
15.Results 177
16.Simple theoretical model of crack creation 183
16.1. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 183
16.2. Definitions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 185
16.3. General solutions of the system . . . . . . . . . . . . . . . . . . . . . . . 186
16.4. Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 187
16.5. Limiting cases . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 189
16.6. Match with experimental data . . . . . . . . . . . . . . . . . . . . . . . . 190
17.Discussion 194
Summary and Outlook 198
vi
Contents
Appendix 204
A. Optical characterization of the SPECS UVS300 He discharge lamp 205
B. Some remarks concerning the SPV simulation code 208
C. Calibration of the light source for the SPV experiment 213
D. Pulsed MCP operation for the PHOIBOS analyzer 217
E. High power laser light supply 221
F. Joypad control for ASPHERE 226
G. ASBridge: Synchronous operation of ASPHERE and SPECSLAB 231
H. Compact laser alignment system for PHOIBOS 235
I. Shape preserving smoothing window for noisy data 239
J. Automated operation of the FUG power supply 243
Back Matter 250
List of Publications 251
Bibliography 259
Experimental data used in this work 259
Acknowledgment 279
vii
Preface
Functionalized surfaces and interfaces of solids constitute a major field in materials sci-
ence. Their specific behavior is of crucial interest for the deployment of a material in
areas related to optics or chemistry, as they are, due to their exposed location, espe-
cially important for the interaction with the environment. A solid understanding of
physical processes at surfaces is essential for modern applications. Surface properties of
materials, in particular of crystals, commonly show large deviations from the bulk at
the atomic scale, which is a consequence of the associated discontinuity. Most promi-
nently, the existence of electronic surface states or structural reconstructions are induced
hereby. Moreover, the presence of intentionally deposited foreign atoms can lead to com-
plex reorganization processes with various physical implications. New effects emerge in
substrate-adsorbate systems: The interaction with the substrate can lead to a com-
plex self-organized arrangement of the adsorbate, and adsorbate-induced morphological
changes of the substrate are known. Effects observed with semiconductor substrates
are of specific interest, as surface modifications can lead to considerable effects on the
electronic configuration here and, hence, of macroscopic electrical parameters.
This work is dedicated to a study of the Rb-covered surface of the layered semicon-
ductor tungsten diselenide (WSe2) using photoemission spectroscopy (PES) and pho-
toemission electron microscopy (PEEM). The objective is to gain a deeper insight into
aspects of charge transport near the modified surface and the self-organized creation
of structures by measurements of the electronic structure. Electron spectroscopic tech-
niques such as PES and PEEM are especially well-suited for this task. Because of their
capabilities to probe the binding energy and the dispersion of electronic states along
high-symmetry directions in the surface and the bulk of crystalline specimen, they are
well-established tools for numerous applications in surface science. Photoemission data
potentially allow for the quantification of the chemical composition of a sample and
give a microscopic insight into electronic properties that constitute a broad spectrum
of macroscopic material parameters. In case of a semiconductor, PES can be used to
provide information on electric potentials, i.e., barrier heights or band bending effects,
especially in the vicinity of interfaces. These effects can be quantified by the associated
energetic shift of photoelectron spectra.
The basically two-dimensional structure of layered crystals from the class of transition
metal dichalcogenides, such as WSe2, results in extremely low perturbations near the
surface, so it is usually considered representative for the bulk. A low defect density is
found at cleaved surfaces ofWSe2. Defects at surfaces and adatoms introduce additional,
localized electronic states to the system. The transfer of electric charge between those
1
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states and the bulk induces a surface potential, which can be tuned in magnitude by
the adsorbate concentration [1]. Adsorbed alkali metals and in particular rubidium are
known to donate electrons to the WSe2 substrate. Large induced surface potentials,
nearly spanning the complete bandgap, have been observed for p-type WSe2, so the
bulk doping is virtually turned into n-type at the surface in this case.
The effect of absorbed light on the surface potential, the so-called surface photovolt-
age (SPV) effect, has been explored since the 1980s. Demuth et al. [2] demonstrated
a photovoltage of ≈ 0.5 V for the cleaved Si(111) surface at a temperature of 20 K,
which was revealed in a photoelectron spectrum using UV light with a photon energy of
21.22 eV . Some years later, similar observations were made with the clean [3] surfaces
of III−V compound semiconductors as well as with Schottky contacts at metal covered
specimen [4]. Especially Alonso et al. [5] examined the silver-covered (110)-surface of
gallium phosphide and found a surface photovoltage of ≈ 1 V . Measurements of the
photovoltage as a function of photon flux were carried out by Aldao [4], for instance.
Some attempts of a theoretical explanation of the processes at the surface were based on
a transfer of the concepts of charge transport in a Schottky contact [6]. This interpre-
tation could partially explain the observations, but neglected the effect of charge carrier
recombination. Those were treated by alternative approaches [7], but showed up to be
valid only for small photon flux. Noticeable work on experiments and theory of the SPV
effect has been performed by Trares-Wrobel [8] and Adelung [9]. A theoretical model
that holds for arbitrary light intensity was developed. Good agreement with experimen-
tal data originating from the (110)-surface of gallium arsenide was found for the results
of a related numerical simulation. The possibility to determine the density and energy
level of the surface state by comparative simulations was demonstrated [10].
In this work, a comprehensive discussion of the adaptation of this model to the actual
configuration of the WSe2 :Rb system will be given. It will be shown that, besides
the mentioned parameters, much more information on the surface can be gained from
measurements of the SPV effect. The long-term objective of this project is to carry out
spatially resolved measurements of the SPV effect using a photoelectron spectrometer
in order to obtain local information from the vicinity of defects and interfaces. Here, the
feasibility of this approach, particularly of the theoretical model, is demonstrated by a
combined experimental and theoretical study of the WSe2 :Rb system.
Lateral accumulations of the adsorbate are common structural features observed at
surfaces. Even when deposited homogeneously, adsorbates tend to form self-organized
entities such as islands. Various growth modes are known in the literature for arbitrary
adsorbate-substrate systems. Although Rb on WSe2 is generally expected to have a
high room temperature-mobility, the spontaneous formation of structures cannot be ex-
cluded a priori. A dedicated PEEM study of the WSe2 :Rb system with the intention to
characterize structure formation processes will be presented here. Earlier work applying
spatially resolved spectroscopies to this system has not been reported yet.
Complex self-organized morphological modifications of the substrate have been re-
ported for the WSe2 :Rb system. Adelung [11],[12] revealed the creation of nanostruc-
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ture networks upon Rb deposition in a scanning tunneling microscopy (STM) study. The
microscopic processes that constitute such structures have been discussed extensively,
and a definite explanation has not been given yet. Some evidence was revealed that the
network is established by cracks which might be filled up with the adsorbate at higher
concentration. In this work, the spatial resolution provided by the PEEM technique is
applied for dedicated measurements of the electronic structure of the networks. Using
a synchrotron light source, spatially resolved XPS data can be acquired, which allows
for a characterization of the chemical composition of the networks. The hypothetical
stress-induced network growth mechanism is expected to have accentuated implications
on the observed features. In this context, large-scale surveys of the network are ana-
lyzed statistically. A theoretical approach to interpreting the experimental data will be
discussed.
This work is segmented as follows: Part I covers measurements and numerical sim-
ulations of the SPV effect. An overview of the research with the WSe2 substrate and
a compilation of crucial properties that are relevant in the scope of this work is given.
The fundamentals of SPV measurements in photoemission spectroscopy are introduced
in detail. These include an introduction to the theoretical model based on earlier develop-
ments [8]. Since the existence of an inversion layer at the surface of theWSe2 :Rb model
system requires a strongly modified version, a detailed discussion of the adaptation of
the model for high adsorbate concentration and large band bending follows. The photo-
electron spectrometer operated in the workgroup in Kiel was used for the experiments.
An introduction to the experimental station is given with a focus on new features that
have been developed during this work. The design of the essential part, a beam guide
supplying in-situ illumination of a sample in the vacuum chamber is documented in a
dedicated chapter. A comprehensive analysis of the measured SPV effect is given with
respect to the results of numerical simulations under variable photon flux and adsorbate
concentration.
In part II, the experiments concerning self-organized growth of surface structures upon
Rb deposition are presented. The discussed data were acquired during several beam-
times at the experimental end station of beamline UE49/PGMa at the synchrotron
radiation facility BESSY II, Berlin. The setup including a photoemission electron mi-
croscope (PEEM) deployed there is introduced in detail. Extensive interpretations of the
presented experimental data obtained for the WSe2 :Rb system are given. Methodical
approaches developed for the treatment of PEEM data are introduced and discussed.
Widespread networks of nanostructures as already reported from earlier experiments
[11] can also be imaged in a PEEM experiment. Part III is dedicated to an analysis of
large-scale statistical features of the network. A set of methods that are designed for this
task is introduced. An attempt is made to support the interpretation of the structures as
tension-induced cracks by means of a simple theoretical model. Both surface cracks and
the suspected subsequent accumulation of adsorbates is expected to have a large impact
on the local SPV effect, so a basic understanding of these features is highly desirable for
the interpretation of upcoming SPV measurements.
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Part I.
Surface photovoltage effect
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1. Introduction
Since the invention of the transistor in the 1940s [13], the application of semiconductors
has lead to a revolution in electrical engineering. Nowadays, semiconductor components
are essential parts of electronic devices. In parallel to this remarkable evolution, the
physical understanding of microscopic processes in this class of materials has been de-
veloped, so semiconductor parts can be designed from scratch today. A major part of the
fundamental research was addressed to the dynamics of charge transport, based on the
theory of the electronic band structure. Much attention was paid to interfaces in semi-
conducting heterostructures, as it showed up that many technically relevant effects are
induced by charge carriers crossing these interfaces. An important field of applications
is optoelectronics, which exploits specific effects of light interacting with semiconduc-
tors. Optoelectronic devices are used for the generation of electrical power (solar cells),
emission of light (LEDs, semiconductor lasers), or light detection (photodiodes, CCD
chips). As electromagnetic radiation usually has a finite penetration depth in matter,
the surface of semiconducting substrates plays an important role in this field.
Semiconductor surfaces often show a deviation from the electrical properties with re-
spect to the bulk, which is basically caused by the discontinuity of the crystal structure.
A special treatment of the surface is required here, explicitly taking the related inhomo-
geneities into account. In this context, the surface can be regarded as a special case of
an interface. A common feature observed in such systems is a significant deviation of
the charge carrier densities from its bulk values as a result of the presence of additional
electronic states. In this case, differences of the electric potential with respect to the
bulk and an associated electric field are observed. Stationary illumination of the surface
at considerable flux leads to a significant perturbation of this configuration as a conse-
quence of the creation of electron-hole pairs by light absorption. In this case, a strong
reduction of the surface potential can be observed, which is caused by a separation of
mobile charges in the electric field. This effect is known as surface photovoltage (SPV)
effect.
The intention of this work is to give a quantitative analysis of this effect by means
of measurements and a numerical model (chapter 3.2). The model has been formulated
in earlier work [8] and was refined here. It is based on the well-known semiclassical
equations for all relevant processes of charge carrier dynamics, i.e., the generation and
recombination of electron-hole-pairs, and transport by drift and diffusion.
Measurements of the SPV effect were carried out using valence band photoelectron
spectroscopy (PES). To this end, the experimental setup (chapter 4) was extended by
an external light source (chapter 5) for controlled illumination of a specimen. Special
7
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attention was paid to creating a small light spot on the surface with the intention to
provide an option for spatially resolved studies by scanning a sample. Similar techniques
for the inspection of functional semiconductor surfaces are well-known from the literature
[14]. Common methods are the laser beam induced current (LBIC, [15],[16],[17]) and
the electron beam induced current (EBIC,[18], [19], [20]) technique. Both methods use a
scanning beam of light (LBIC) or electrons (EBIC) in order to provide spatially resolved
information of charge carrier dynamics. The approach pursued here is explicitly meant
to involve the PES setup and thus to allow for combined measurements of the electronic
structure and charge carrier dynamics. Equivalent approaches have not been reported
in the literature.
The numerical model is to be validated by a comparative study involving experimental
data acquired in this work. For the simulations of the SPV effect, precise knowledge of
crucial material parameters is required. Tuning the simulation results with the intention
to reproduce the experimental data is therefore expected to provide a quantification of
these parameters, which would not be accessible by exclusive application of PES.
Tungsten diselenide (WSe2) was chosen as model system for this work (chapter 2).
Caused by its special crystal structure, no surface potential is observed here. Instead, it
can be tuned continuously by the controlled adsorption of Rb. This option makes WSe2
especially interesting, as it allows for validation of the model for a broad range of config-
urations. Besides this, WSe2 is a promising candidate for many proposed applications,
which highly encourages fundamental research with this material.
The SPV effect is well known as a side effect in spectroscopies. Combined mea-
surements of the occupied (valence band) and the unoccupied (conduction band) band
structure (CARPIP, [21]) are biased by stationary modifications of the surface potential
[22], so measurements of the band gap can include a systematic offset. As the surface
potential is a function of incident light intensity, PES applied to a semiconductor surface
using high-brilliance excitation sources potentially results in blurred spectra caused by
inhomogeneous illumination due to the finite spot size.
While the SPV effect occurred as a perturbation during these experiments, it is gen-
erated intentionally here. It will be shown that a systematic study backed with a solid
theoretical model can be exploited to gain crucial parameters of the charge transport
near semiconductor surfaces with a considerable surface potential. Earlier simulations
[8] predicted an unexpected, non-linear surface photovoltage effect with extreme sensi-
tivity to the photon flux at a distinct excitation level. An improved model of this effect,
and surface photovoltage in general, offers a variety of potential applications in the field
of sensor design, for instance.
This part of the work is organized as follows: Some fundamental properties of tungsten
diselenide are summarized in chapter 2. Theoretical foundations used in this work are
introduced briefly in chapter 3, before the numerical model is presented in detail. Based
on the work of Nils Trares-Wrobel [8], wide modifications of the model will be discussed,
which are attributed to the specific configuration prepared in this work.
In chapter 4, detailed documentation of the experimental station operated in the
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workgroup is presented. Numerous new features have been implemented prior to the
experiments and are discussed there. Additional technical reference is given in the ap-
pendix. Chapter 5 is focussed on the integration of a versatile additional light source into
the PES setup. Besides constructional details, the results of simulations and calibration
measurements are shown there.
A comprehensive study including all results derived in this part were summarized in
a publication (in preparation). It is reproduced as chapter 6 in its current state here.
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2. Tungsten Diselenide (WSe2)
Tungsten Diselenide (WSe2) belongs to the class of transition metal dichalcogenides
(TMDC). TMDCs are composed of at least one atomic species out of Ti, Zr, Hf, V, Nb,
Ta, Mo, W and (at least) one out of S, Se, Te. In general, the stoichiometry of such
compounds is TX2, where T is the transition metal and X is the chalcogen. All TMDCs
condensate in a layered, basically two-dimensional structure that is constituted by a
central layer of transition metal atoms surrounded at the top and bottom by a layer of
chalcogens. Chemical bonds are all saturated within one triple-layer. The bulk crystal is
made up by stacking these layers, where different polytypes with different stacking order
and periodicity are known. Because of the in-plane saturation of all valence electrons
in a layer, the layers are coupled just by relatively small van der Waals-forces. Thus,
TMDC surfaces parallel to the planes can easily be prepared by cleaving. The resulting
surfaces are found to be highly chemical inert.
Much attention was paid to this class of crystals in the past decades. The paper
by Wilson and Yoffe [23] gives an overview. Among the TMDCs, metals, half-metals,
semiconductors and insulators can be found. Some TMDC are subject to recent work
on strongly correlated electrons in a low-dimensional system and especially supercon-
ductivity [24],[25].
The crystal structure usually induces extreme anisotropy of physical properties such as
electron mobility [26] or heat conductivity [27],[28], so they were used as model systems
for experimental studies of low-dimensional systems in many cases. Surfaces that are
basically inert are interesting to electrochemical applications, where elaborate passiva-
tion techniques would be required otherwise [29],[30]. Highly hydrophobic surfaces could
be created by deposition of the precursors of WSe2 on a glass substrate [31]. Charge
density waves with a complex phase transition behavior could be observed (see [32] and
references therein) and, for some cases, even structural transformations of the crystal
structure are well known [33],[34]. This large variety of physical properties makes the
members of this crystal class interesting for basic research and much-proposed candidates
for special applications.
Besides the mentioned topics, particularly WSe2 was considered for various applica-
tions in a wide range of fields. An overview of the literature is given here. Numerous
references concerning material parameters that are relevant for the simulations of the
SPV effect were accumulated. A compilation of parameter values originating from liter-
ature is shown in the table in figure 2.3 at the end of this chapter. The actual crystal
structure of 2H −WSe2 is shown in figure 2.1. As for all TMDCs, the unit cell shows
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Figure 2.1.: Left : Crystal structure of 2H −WSe2. The stacking order in c-direction
of this polytype has a periodicity of 2. The covalent bonds inside a crystal
layer are depicted by bars. The hexagonal units cell and included atoms
are highlighted. Upper left : First Brillouin zone of WSe2. Points of high
symmetry are indicated and labeled with their common names as used in
electron spectroscopy. Lower left : Compilation of relevant parameters of
the units cell of WSe2 as stated in [35].
hexagonal symmetry in the ab-plane. Especially the 2H polytype consists of two trig-
onal prismatic unit cells, rotated against each other by 180◦ and stacked up along the
crystallographic c-direction. This is known to be most common structure for WSe2, but
different unit cell configurations and stacking orders are known for TMDCs in general.
The transformation of the unit cell into reciprocal space (or k-space) gives the first
Brillouin zone, which is also shown in figure 2.1. It is usually used to depict the electron
dispersion relation E(~k), which has the same symmetry as the Brillouin zone. Typical
points of high symmetry and their common notation for this crystal structure are shown
in the figure.
Features of the electronic band structure of tungsten diselenide that are relevant in
the scope of this work are summarized here. Comprehensive reference data can be
found in [36] and [37]. WSe2 has an indirect band gap of 1.2 eV . While the valence
band maximum is found at the Γ-point, the conduction band minimum is located at
11
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Figure 2.2.: Occupied band structure of WSe2 along high symmetric directions of the
first Brillouin zone. Dark areas depict high density of states, from which the
energy bands can be identified. The dispersion E(~k) of the band structure
near the valence band maximum EV is shown here. The data was acquired
with angular resolved photoelectron spectroscopy (ARPES, introduced in
chapter 3.1) using the PHOIBOS experimental setup and a photon energy
of hν = 21.22 eV (Details are presented in chapter 4).
≈ 0.55 · ΓK (see data in figure 2.2). Along the direction ΓA, almost no dispersion
of the energy bands is found. This is typical for transition metal dichalcogenides and
manifests the reduced dimensionality in the electronic structure. From the dispersion
relation at the valence band maximum and the conduction band minimum, the effective
mass of holes and electrons can be derived. For a precise discussion of this relationship,
see chapter 3.2.1. The observed anisotropy of the dispersion relation leads thus to the
expectation of strong anisotropy of the material constants for charge transport, i.e., the
mobilities of electrons and holes.
In the following, an overview of the literature on WSe2 is given without claiming the
completeness of the covered subjects. Many of the references cited here are directly rele-
vant for the numerical model of the surface photovoltage effect, which will be introduced
in chapter 3.2.
WSe2 is usually grown using the chemical vapor transport (CVT) technique [40]. The
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precursors, elemental Tungsten and Selenium, and a transport gas at low partial pressure
are therefore encapsulated in an evacuated ampoule. The two ends of the ampoule are
kept at high, but slightly different temperature in a furnace for some days up to some
weeks. Typical parameters are temperatures of 930 ◦C and 850 ◦C for a period of 25
days. At the hotter end, where the precursors are located, the transport gas will react
with the precursor to give a volatile derivative that is decomposed after diffusing towards
the cold end, where the compound crystal grows. The iodine acts as a catalyst here.
Some of the transport agent will always be embedded, resulting in a doped crystal.
Especially for semiconductors, the presence of foreign atoms cannot be ignored, as a
considerable shift of the Fermi level with respect to band edges results even for a small
concentration. Different halogens were applied as transport agents by several groups.
As reported in the literature, the application of iodine results a p-doped crystal [36],[41].
Alternatively, Rhenium or Bromine can be used to achieve n-doping [26],[42].
The mobility µ of charge carriers is a fundamental material constant for electronic
applications. Hence, several studies have been carried out in the past to determine
this parameter for electrons and holes in WSe2 with various dopant concentrations.
Remarkable results have been reported by Podzorov [43] for the mobility inside the
crystallographic ab-plane, finding values up to µh = 500 cm
2/V s for holes. An extremely
high anisotropy of this value is stated by [26], giving ratios in the range 40 ≤ µe,||/µe,⊥ ≤
1205 for the mobilities parallel (µe,||) to the ab-plane and perpendicular (µe,⊥). The large
interval holds for a variety of different doping-induced carrier concentrations between
7.3 · 1015 cm−3 and 1.02 · 1017 cm−3, where increasing dopant concentration results in a
smaller anisotropy.
The relative dielectric constant E of a material affects the formation of space charge
layers near potential gradients. In addition, carrier drift transport is characterized by its
value. Thus, it is a parameter to the numerical model discussed in chapter 3.2. Davey
and Evans [42] report an in-plane(ab) value of E = 16, derived from optical measure-
ments. To our knowledge, publications on direct measurements for the c-direction do
not exist. Common WSe2 crystals grow as thin platelets with their ab-plane oriented
parallel to the macroscopic faces. For only a few cases, the thickness of the crystals
exceeds 100 µm, a typical value is about 30 µm. For such thin specimen, the dielectric
constant cannot be determined in this direction with common techniques . The strongly
anisotropic crystal structure leads to the expectation of anisotropic dielectricity, so it
can be expected that the value in the c-direction differs from that in the ab-plane.
Frindt [39],[44] published data on the optical absorption of WSe2 in the UV − V IS
range, revealing onset of optical absorption at a photon energy of 1.45 eV , a value slightly
larger than the indirect bandgap. An absolute absorption coefficient of 3.9 · 107 m−1
is reported for a wavelength of the green laser pointer (532 nm) that is used for the
experiments in Part I. His data is used as reference throughout this work.
The thermal conductivity of WSe2 has been subject for studies [27],[28]. It turned
out that the thermal conductivity in the crystal c-direction shows a large anomaly and
is even much smaller than thermal conductivity of most solid disordered systems, which
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is not expected at all for a crystal.
Many TMDCs show complex phase transitions and structural transformations, but
few experiments were reported for WSe2. To mention one WSe2-related work in this
field, high-pressure studies were carried out by Vaidya et al. [34] while monitoring the
electrical resistivity, but effects indicating a phase transformation were revealed.
The transition metals and the chalcogens all show similar chemical behavior, so that
the same similarity among their compounds, the TMDCs, can be expected. This subject
was explored by growing crystals with mixtures of either the metal (WxMo1−xSe2, [45])
or the chalcogen (WSexS2−x,[46]). It turned out that all observed physical properties in
the study varied continuously as a function of x, indicating that no substantial changes
in the electronic structure occur at the transition MoSe2 → WSe2 → WS2, which is
especially interesting for bandgap engineering.
Motivated by the special properties ofWSe2, several applications of this material have
been proposed in the past.
The low coupling between the layers of TMDCs eases lateral shearing and provides low
adhesion, so the whole class has been considered as solid state lubricant for specialized
applications. Such lubricants might prove their superiority under extreme conditions,
i.e., at high temperature or in high-mechanical-load applications. The chemical inertia
of TMDC surfaces makes them well-suited in a chemically reactive environment. WS2,
which is closely related to WSe2, has been considered as a substitute for common lubri-
cants [47],[48]. In a recent work, Yang et al. [49] studied the properties of conventional
HV 1500 oil with additive WSe2 nanorods and found considerable improvement of the
overall performance.
Despite their crystal structure, thin layers of tungsten diselenide are remarkably flex-
ible. Combined with the excellent electronic properties of WSe2 single crystals and its
capability to be tuned by dopants, it has often been proposed as substrate for flexible
electronics. Podzorov et al. [43] reported the properties of a WSe2-based FET device
and found excellent in-plane carrier mobilities.
In another interesting field, tungsten diselenide is used as electrode material for pho-
toelectrochemical solar cells (PEC) [50],[51]. PEC consist of a semiconducting pho-
toanode and a metal cathode, immersed in an electrolyte. When irradiated with elec-
tromagnetic radiation, namely visible light, water is split up into gaseous hydrogen and
oxygen by electrolysis. Prasad [52] reported a conversion efficiency of 17.1% for this
material, which was the highest value ever achieved when published in 1988.
A brief, subjective overview of some interesting topics in research withWSe2 was given
in this chapter. Numerous properties of WSe2 have been studied, explicitly aiming at
technical applications. A large variety of physical effects was observed with WSe2, as
with TMDCs in general, so it is still subject to fundamental research. From a large
number of publications in this field, reference data of crucial material parameters is
obtained, which is used as starting point for further investigations in this work. Though
well-understood in essential properties, many amazing effects observed with this complex
material are still to be studied.
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Quantitity Symbol Value Unit Ref. Note
Band gap EG 1.2 eV [36]
1
Effective density of
states in valence
band
NV 10
19 cm−3 [10]
Effective density of
states in
conduction band
NC 10
19 cm−3 [10]
Acceptor energy
level
EA 0.03 eV [10]
Hole mobility µh,‖ 236 cm
2 (V s)−1 [38] 2
Electron mobility µe,‖ 105 cm
2 (V s)−1 [38] 2
Anisotropy of
carrier mobility
µ‖/µ⊥ 40 ... 1205 [26]
3
Relative dielectric
constant
ǫs 16 [38]
2
Optical absorption
coefficient
α 3.9 ·107 m−1 [39] 4
1Indirect band gap
2In crystallographic ab-plane
3Depending on doping concentration
4Found for λ = 532 nm
Figure 2.3.: Compilation of relevant reference data found for tungsten diselenide (WSe2)
in the literature. The stated values originate from the mentioned references.
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3. Theoretical Aspects
The experimental techniques applied in this work, i.e., photoelectron spectroscopy (PES)
and photoemission electron spectroscopy (PEEM), are based on the photoelectric effect.
During the past decades, a strong theoretical background of this effect was developed,
and sophisticated quantum mechanical approaches are known in the literature today.
These theoretical models have been reproduced in many theses with more or less detail
([53], [35], [8], [54],[55], and [12], to mention just a few), and various textbooks are
dedicated to this subject, such as [56]. Theoretical considerations of the photoemission
process will be outlined briefly in section 3.1. Some technical issues as exploited in
modern electron spectroscopies will be discussed. Chapter 4 is dedicated to developments
of instrumentation in this field.
The major part of this chapter covers a theoretical model of the surface photovoltage
(SPV) effect, which is observed at semiconductor surfaces. First, a summary of the
pioneering work of Trares-Wrobel [8] is given. Based on his derivations, the necessity of
crucial modifications of the model for the system examined in this work,WSe−2 : Rb, is
discussed. In contrast to earlier work, rather large surface potentials were prepared here,
and a large magnitude of the SPV effect was observed. The extreme configuration of
the associated space charge layer near the surface requires the novel approach presented
here: While the exclusive treatment of charge carriers of only one type was justified
well in the earlier model, both types, i.e. electrons and holes, must be accounted for
in this work. A detailed discussion of the modifications is given in section 3.2. The
results derived there were used for a numerical simulation of the SPV effect. Technical
considerations of the implementation are given in appendix B. As will be shown in
chapter 6, the model is in good agreement with experimental data. As an extension of
a PES setup, combined experimental and theoretical studies of the SPV effect allow for
the estimation of a variety of material parameters of semiconductor surfaces.
3.1. Theory of Photoemission
3.1.1. The Photoelectrical Effect
When a crystal surface is irradiated with ultraviolet light, bound electrons are enabled
to leave the crystal with characteristic kinetic energy Ekin which is found to scale with
the photon energy hν of the incident light, but not with intensity. This observation
was first made by Hertz and Hallwachs in 1887 [57] and is known as photoelectric effect
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today. In his work that was awarded the Nobel prize in 1921, Einstein [58] explained
this phenomenon with the assumption that the energy of an absorbed photon gets en-
tirely transferred to one electron. Given the binding energy of an electron and obeying
conservation of energy, the kinetic energy of the free photo-electron can be found. The
transition in figure 3.1 gives the following equation:
Ekin = hν − EB − Φ. (3.1)
Here, the work function Φ of the crystal is introduced. The binding energy EB of a
photoelectron in its initial state, i.e., prior to photoemission, can be determined by
measuring the kinetic energy Ekin and claiming energy conservation, which results the
above equation. Here, the binding energy EB of an electron is given in relation to the
Fermi level EF .
At given photon energy, photoelectrons with a distinct distribution of kinetic energy
will be emitted from the crystal surface. This distribution is mainly governed by the
energy distribution of bound electrons in the crystal. Therefore, the energetic structure
of the electrons in a solid can be probed by analyzing the distribution of photoelectrons.
Experimental techniques exploiting the photoelectric effect are summarized under the
term ’photoelectron spectroscopy’ (PES) today. Over the past decades, this approach
has found a vast range of applications.
3.1.2. Photoelectron Spectroscopy (PES)
The quantum mechanical wave function of an electron bound in a crystal is described
by Bloch functions, introducing the crystal periodicity to the electron density of states.
An electron occupying a state in the crystal can be assigned a momentum eigenvector ~k.
The energy dispersion E(~k) is found to be periodic with the crystallographic primitive
unit cell transformed into inverse space, or k-space. The k-space equivalent of the crystal
unit cell is called Brillouin zone.
The photo-induced emission of an electron can be modeled as a three-step process:
• Absorption of a photon
• Transport of the photoelectron to the surface
• Escape of the electron into vacuum
The first step is usually modeled by a perturbation of the stationary system. For the
most simple case, the dipole approximation holds for the transition Hamiltonian [59].
When a quantitative analysis of photoelectron yield is demanded, the photon-energy
dependent absorption cross sections have to be considered. For pure elements, this data
is tabulated [60] and can also be applied to compound materials in many cases. For a
complete description of the derivations done here, refer to the excellent book of Hu¨fner
[56].
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Quantity Eqn.
EV valence band max-
imum
EC conduction band
minimum
3.6
EG band gap
hν photon energy
3.1
EB binding energy 3.1
Ekin kinetic energy 3.1
Φ work function
3.1
χ electron affinity
Ei intrinsic Fermi
level
EF Fermi level 3.8
EA acceptor level 3.12
NV /
NC
eff. density of
states (valence/
conduction band)
3.10,
3.9
n0/
p0
charge carrier
concentration (va-
lence/ conduction
band)
3.7,
3.8
Figure 3.1.: Qualitative energy diagram for the photoemission process. The absorption
of a photon with energy hν leads to the emission of an electron with distinct
kinetic energy (transition marked with red arrow). The shown configuration
depicts a semiconductor. The center region is the band gap with a negligible
density of electronic states. Commonly used quantities are depicted.
The radiation used to create photoelectrons penetrates the crystal into a mean depth
before it is absorbed. In average, a photoelectron has to be transported this distance
towards the surface before it is emitted. During transport, it suffers inelastic scattering
with a mean free path defined by its kinetic energy. For the relevant photon energy
and kinetic energy range, the mean free path for the scattering process shows up to
rigidly limit the distance from the surface of which unscattered electrons can be found
in emission. In general, this makes photoemission techniques extremely sensitive to the
surfaces of solids. A general relationship has been found experimentally for the mean
free path of excited electrons and was tabulated for a wide energy range [61]. Its global
minimum is found near Ekin = 30 eV . The mean escape depth of an electron amounts
to just a few Angstroms (A˚) here.
Taking the angular distribution of photoelectrons into account, information on the
momentum distribution of electronic states in the Brillouin zone can be gained. Therefor,
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Figure 3.2.: Common quantities in angular resolved photoemission spectroscopy
(ARPES) as used in the text. The components of the momentum vector
of the initial state can be reconstructed when the emission angles (ϑ, ϕ) of
a photoelectron with respect to the normal of the sample surface and its
kinetic energy Ekin are known. These quantities can be measured using a
photoelectron spectrometer as introduced in chapter 4.1
.
the photoemission process has to be modeled with regard to momentum conservation.
Let ~ki and ~kf be the momentum of the initial and final state of the electron, i.e. of the
bound electron and the free photoelectron, respectively. Then, ~kf = ~ki + ~G must hold
for the photoemission process. Here, the introduction of a reciprocal lattice vector ~G
is a consequence from the periodicity stated above. The momentum of the absorbed
photon can be neglected for the following discussion.
To derive the relation between angular distribution of the photoelectrons and crystal
momentum in the initial state, a separation of momentum vector parallel ~k‖ and a scalar
component perpendicular k⊥ to the crystal surface is necessary.
Consider a photoelectron with kinetic energy Ekin that is emitted at a polar angle ϑ
and an azimuthal angle ϕ from the sample (figure 3.2). Then, the momentum can be
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written as
K⊥ =
√
2me
~2
Ekin · cos ϑ (3.2)
~K‖ = ~k‖ =
√
2me
~2
Ekin · sin ϑ
(
cos ϕ
sin ϕ
)
(3.3)
When the electron escapes into vacuum, the momentum parallel to the surface is con-
served: ~K‖ = ~k‖. For the determination of the perpendicular component of the crystal
momentum, a constant offset V0 has to be introduced, which is a phenomenological
parameter and must hence be estimated. Therefore, the normal components reads:
k⊥ =
√
2me
~2
(Ekincos2ϑ+ V0). (3.4)
Using these relations, the origin of a photoelectron in momentum space can be deter-
mined completely. Measurements of the photoelectron yield I (hν, Ekin, ϑ, ϕ) with
incident light of a given photon energy and well-defined flux results a measure for the
density of electronic states in the crystal. Therefore, angular resolved photoemission
spectroscopy allows for a complete determination of the dispersion E(~k) of bands in the
electronic structure of a specimen.
3.2. Theory of the surface photovoltage effect
This section covers the theoretical model of the surface photovoltage effect. It is based
on well-known, general equations for the treatment of semiconductors. The theoretical
background summarized here has been implemented as numerical simulation code [8],
which was reviewed and modified to reflect the actual system treated in this work. Some
annotations concerning the implementation of the code can be found in appendix B. The
model is derived from generally accepted equations of semiconductor physics, so it should
be referred to standard textbooks for derivations. Some specialized formula have been
developed in ref. [8], so detailed information can be found there.
Experiments with WSe2 will be discussed throughout this work, which has a known
p-type doping as a result of the growth conditions (see chapter 2 and references given
there). The cleaved surface of WSe2 shows no significant concentration of electronic
states, so its density can be tuned by intentional adsorption of alkali metals, for instance.
The Rb adsorbed during the experiments had shown donor-like behavior. The theoretical
model will be introduced in the context of this configuration, but could easily be modified
to work with arbitrary n-type semiconductors and arbitrary surface states.
The model can be divided into two major parts: The first one to be introduced (section
3.2.3) deals with semiconductor thermodynamics and will give the equations that are
required to find bulk and surface charge concentrations. All derivations given here are
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based on generally accepted semi-classical semiconductor physics, as found in [62],[63],
for instance. Based on this, an implicit solution for the resulting surface potential
(’band bending’) is derived from Poisson’s equation. Similar models can be found in
[64]. The model is extended to stationary non-equilibrium then. These efforts result in
a generalized description of space charge, the so-called space charge function.
In the second part (section 3.2.5 and the following), dynamics of charge carriers at
given non-equilibrium found before will be discussed. The loss of mobile charge carriers
by recombination and transport has to be compensated by the generation of electron-
hole pairs, i.e. absorption of light, as was realized in the experiments discussed in
chapter 6. While the space charge function is used to find the band bending at given
non-equilibrium conditions, the solution of the transport equation is required to find the
photon absorption rate that is required to upkeep the given stationary state. Finally, the
equations have to be adapted to the actual conditions found at the WSe2 : Rb surface,
which will be presented in section 3.2.7.
3.2.1. Semiconductor basics
The existence of an energy interval with zero (or negligible small) density of electronic
states around the Fermi level, the so-called band gap, is crucial for a semiconductor.
Electrons with a ground state in the highest occupied energy band, the valence band,
can be transferred into the lowest unoccupied energy band, the conduction band, by
thermal excitation, for instance, leaving behind a positively charged unoccupied state,
referred to as hole. Here, speaking about an electron in a semiconductor implicitly
states that it is in an excited state in the conduction band. In this excited state, the
electron and hole can be considered independent quasi-particles, that are mobile with
an individual mobility and opposite sign of electric charge. Figure 3.1 gives an overview
of commonly used quantities in semiconductor physics.
In a semiconductor, transport of electric charge and particles is made up by electrons
in the conduction band and holes in the valence band exclusively. Due to the fact that
charge carriers tend to relax to minimum energy, electrons are basically concentrated
at the global energy minimum of the conduction band EC and holes are found at the
valence band maximum EV , which are usually referred to as band edges.
Both types of charge carriers can be assigned an effective mass m∗ that is derived
from the dispersion relation E(~k) at the edges of the associated energy band:
m∗ = ~2 ·
[
∂2E
∂k2
]−1
, (3.5)
assuming that E =
~
2
2m∗
∣∣∣~k∣∣∣2 .
Here, the approximation of a quasi-free particle is made, which implicates the parabolic
dispersion relation. In an anisotropic crystal, the band dispersion will not only depend
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on
∣∣∣~k∣∣∣, but also on the orientation of the wave vector ~k. For this case, the effective mass
becomes a tensor withm∗x,m
∗
y,m
∗
z on the main diagonal (in principal axis representation).
When the approximate parabolic dispersion relation is used to compute the effective
density of states in the energy bands, the elements of the effective mass tensor can be
reduced to give a single, isotropic effective mass.
m∗ =
(
m∗x ·m∗y ·m∗z
) 1
3
For the density of states in the conduction band of a semiconductor
DC(E) = 2πMC
(
2m∗
h2
)
·
√
E − EC (3.6)
can be found, when parabolic dispersion (E ∝ k2) is assumed. An analog expression can
be derived for the valence band. The cumulative charge concentration in such a band is
given by the product of density and occupancy obeying Fermi statistics. The resulting
integral cannot be solved analytically and is performed numerically by the space charge
simulation code [8]. The electron density n0 and hole density p0 as used in the following
are:
n0(z) =
2√
π
NCF 1
2
(
EF − EC
kBT
)
(3.7)
p0(z) =
2√
π
NV F 1
2
(
EV − EF
kBT
)
(3.8)
with
NC = 2
(
2πm∗ekBT
h2
) 3
2
MC (3.9)
NV = 2
(
2πm∗hkBT
h2
) 3
2
MV (3.10)
NC and NV are called ’effective density of states’ of the conduction band and the valence
band, respectively. In general, electrons and holes have different effective masses me and
mh. Fj(η) denotes the Fermi integral of order j
Fj(η) =
∫ ∞
0
xj
1 + exp(x− η) dx (3.11)
No analytical expression of the Fermi integrals are known, but there exists a collection
of analytical expansions for certain orders j = −1/2, 1/2, 3/2 and different ranges of
the argument η ([65], [66]) in the literature.
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The charge carrier concentration in a semiconductor can be influenced drastically by
the existence of extrinsic states inside the band gap, usually energy levels of dopants. In
this work, only acceptor states will be introduced to the model, as only p-doped crystals
will be treated. Consider an unoccupied energy level EA with bulk concentration NA just
a few meV above the valence band maximum. Because of the small energy difference
to the valence band, electrons are very likely to be excited into this state, again leaving
behind a hole. The electron is usually regarded as being ’trapped’, i.e. not mobile in that
state, but the hole created here fully contributes to the concentration of mobile charges.
Thus, dopants introduce huge modifications of the charge concentration, even though
their concentration is usually held clearly below 1 % in the crystal. For a non-degenerate
energy level, the density of ionized acceptors can be found by
N−A0 =
NA
1 + exp ((EA − EF ) /kBT ) (3.12)
An analog expression holds for the concentration of ionized donors.
The donor concentration ND could be introduced to the equations in an identical
manner in order to handle n-type doping. Summarizing the contribution from the energy
bands and the acceptor level, the total charge in the bulk crystal amounts to
ρ0 = −e0
(
n0 − p0 +N−A0
)
(3.13)
The Fermi level is included implicitly in this equation. For a given semiconductor config-
uration, it can be computed by claiming charge neutrality for the bulk crystal (ρ0 = 0)
and solving the equation numerically.
3.2.2. Model of the surface state
The presence of additional electronic states near the surface can significantly influence
the bulk equilibrium derived above. In general, such states could originate from dangling
bonds that exist wherever the perfect symmetry of the crystal lattice is broken. As is
well-known from the literature, for the special structure of transition metal dichalco-
genides, these states do not exist at surfaces parallel to the ab-plane (see chapter 2).
Another reason for the existence of surface states is the coverage of adsorbates, as in-
tended in the experiments presented in this work. Here, Rb is adsorbed on the cleaved
surface in a controlled manner such that a defined coverage with a homogeneous density
NT is achieved.
In analogy to foreign atoms in the bulk, surface atoms can either be acceptors or
donors. Depending on the energy level ET , an electron can be transferred to the surface
from an occupied atomic state if ET > EF , or an unoccupied atomic state can absorb
an electron from the conduction band if ET < EF . For Rb atoms, the first possibility is
realized. Therefore, the adsorbed Rb atoms can either have a positive charge of +e0 or
be neutral. This surface charge density strongly biases the charge neutrality condition
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in equation 3.13. For a quantitative analysis, the energetic structure of the surface state
has to be defined. For simplicity, a Gaussian density of states with mean energy ET
and variance σT is assumed to model the density of states. NT denotes the areal density
of states. If at most one electron per atom is transferred and no degeneracy has to be
considered, NT equals the density of adsorbate atoms.
DT (E) =
NT
σT
√
2π
exp
(
−(E − ET )
2
2σ2T
)
(3.14)
Again, Fermi statistics rules the occupancy of these states, so the surface charge density
can be expressed as follows:
QT0 = e0
∫ ∞
−∞
DT (E)

1− 1
1 + exp
(
E−EF
kBT
)

 dE (3.15)
All quantities introduced here can be depicted in an energy diagram of the semicon-
ductor surface. The resulting configuration as a consequence from adsorbing donor-type
adatoms is shown in figure 3.3.
3.2.3. The space charge layer
The presence of positively charged adatoms leads to the accumulation of conduction
band electrons near the surface, so locally constrained non-zero charge density results.
The total space charge QSC can be found from eqn. 3.13: QSC =
∫∞
0
ρ0(z)dz.
To find the electric potential of this charge configuration, Poisson’s equation has to
be solved. For the bulk (z → ∞), a constant potential can be assumed. Inserting the
expression for QSC and implementing this boundary condition, the Poisson’s equation
can be simplified and reads:
LD
(
du0(z)
dz
)
= F (u0(z), ub) (3.16)
⇒ QSC,0 = 2e0niLDF (us0, ub) (3.17)
The abbreviations are
us0 =
EF − Eis0
kBT
; ub =
EF − Eib
kBT
ni =
2√
π
NV F 1
2
(ωV,i) ; Intrinsic charge car-
rier concentration
(3.18)
ωϑ,ϕ =
Eϑ − Eφ
kBT
; for arbitrary symbols
ϕ, ϑ
LD =
√
ǫskBT
2e20ni
; Debye length (3.19)
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Quantity Eqn.
ET trap level 3.14
NT trap density 3.14
σT width of trap
level
3.14
Vs band bending
z∗ length of inver-
sion layer
3.20
W length of deple-
tion layer
3.36
Figure 3.3.: Band diagram of the space charge layer on a p-type substrate. The positive
charge of adsorbed donors (here: Rb atoms) is screened by electrons in the
substrate. At high adsorbate concentration, an inversion layer constitutes
at the surface, so it appears virtually n-type. The interface between re-
gions with majority charge carriers of opposite charge includes a depletion
region. The simulation of charge carrier dynamics is carried out separately
in three separate regions [(I)-(III)] , which are assumed to be homogeneous.
Consistency of the solutions is granted by choosing appropriate boundary
conditons (see text).
F is called ’space charge function’ [67] and is proportional to the total charge density
modification in the crystal when the reduced Fermi level u0 at the surface is shifted
towards its bulk equilibrium analogue ub. For thermal equilibrium, which is treated
here, the Fermi level remains constant over the complete system. Thus, the relative
shift of the Fermi level has to be interpreted as shift of the band structure of the crystal
in the opposite direction, caused by the electric surface potential.
Poisson’s equation has not been solved explicitly here, and to find its complete solu-
tion, i.e., for all z, is not required. Sufficient information is gained by finding a solution
that satisfies the demand for overall charge neutrality in the complete surface region by
claiming QSC + QT = 0. Inserting equations 3.17 and 3.15, u0 can be determined nu-
merically to comply with the boundary condition. From the solution, the band bending
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Figure 3.4.: Simulated equilibrium surface charge carrier concentration as function of
adsorbate concentration for p-type WSe2 : Rb with a bulk acceptor density
NA = 6 · 1021 m−3. With increasing adsorbate concentration, depletion is
reached in a narrow range of the trap level density. At even higher Rb
coverage, the surface becomes virtually n-type. These conditions have been
prepared during this work.
Vs = kBT (ub−u0) = Eib−Eis is found. Once the band bending at the surface is known,
equation 3.16 can be resolved for z
z∗ = LD
∫ ub
us
1
F (u, ub)
du (3.20)
The solution z∗ is the length of the space charge layer. It will be used later when modeling
charge transport. Some technical remarks concerning the numerical determination of z∗
are discussed in appendix B.
The derivations given up to now allow for simulations of the surface potential as a
function of adsorbate coverage. An exemplary case is shown in figure 3.4. The Rb-
covered surface of WSe2 was taken as model system here. Actual material parameters
originate from the literature given in chapter 2 or could be determined during this
work. An extensive discussion of the simulations is given in chapter 6. The equilibrium
concentrations of holes and electrons shown in the figure clearly indicate the formation
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of an inversion layer at sufficient adsorbate density, so the majority of charge carriers
near the surface is represented by electrons. This finding is essential for the treatment
of charge transport near the surface.
3.2.4. The space charge layer in non-equilibrium
The surface photovoltage (SPV) effect is observed when the charge arrangement derived
before is perturbed by the generation of mobile charge carriers near the surface. During
the experiment, electron-hole-pairs are created when laser light with photon energy
exceeding the bandgap is absorbed at a constant rate. Therefore, the model of space
charge layers developed above needs to be extended for stationary non-equilibrium. A
common approach to introduce non-equilibrium is to split up the system into interacting
subsystems that are assumed to be in individual thermal equilibria. Then, the complete
system is denoted to be in quasi-equilibrium and individual quasi-Fermi levels have to
be introduced for each subsystem.
For the system discussed here, a separate treatment of holes and conduction band
electrons is justified, as the carrier recombination lifetime τ shows up to be in a typical
range of µs, whereas the decay constant for a ’hot’ electron relaxing to the conduction
band minimum usually occurs within ps or less. The same holds for holes. The subsys-
tems of charge carriers of one type can thus be considered to be in individual thermal
equilibrium. A surface state is segregated in the same way, so it can be treated as a
third subsystem.
In a modified version of the surface band diagram in figure 3.3, the stationary non-
equilibrium state can be visualized including the symbols to be introduced therefor (see
figure 3.5). The extension for non-equilibrium is performed by replacing the Fermi level
EF by the quasi-Fermi levels for electrons EFn and holes EFp in the space charge function
in equation 3.17. For details, refer to the work of Trares-Wrobel [8]. The modified version
of the space charge function is stated there in equation 2.32. By introducing quasi-
Fermi levels, it gains two additional arguments such that F = F (us, ub, δun, δup) with
δun = (EFn−EF )/kBT and δup = (FFp−EF )/kBT . To find an adequate representation
of a non-equilibrium state, EFn has to be determined as function of a given EFp (or vice
versa) with respect to bulk space neutrality. Once again, this task can only be performed
numerically and is implemented in the space charge simulation code.
3.2.5. Recombination of carriers
Now that the stationary states are modeled thermodynamically, a connection to their
origin, the carrier generation rate G0, needs to be established. Thus, temporal dynamics
of charge carriers will be discussed here and in the subsequent sections. The interaction
between virtually separate pools of particles ( electrons, holes and charge in the adsorbate
state) is given by recombination of carriers. The charge concentration, Fermi level etc.
found for equilibrium can be thought of making up the stage for the carrier concentration
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Figure 3.5.: Schematic of the dynamic processes involved in the model. The rate of gen-
eration (1) by light absorption and recombination (2) of electron-hole-pairs
depends on the actual carrier concentrations. In region (I), an alternative re-
combination channel (3) including the surface state significantly contributes
to the total recombination. Drift transport is limited to the depletion region
(2) in this setup. Due to the low equilibrium charge carrier concentration
in (2), a very low recombination rate results.
found in excess here. That is, not the absolute density of charge carriers will be treated,
but the deviation from thermal equilibrium, i.e. ∆n = n − nb and ∆p = p − pb. The
nomenclature implies that the crystal is in equilibrium for z →∞. The subscript ’b’ is
used here to denote bulk and equilibrium concentration, which is equivalent if not stated
explicitly.
In a transition of an electron from the conduction band to the valence band, an
electron-hole pair is annihilated, dissipating the excess energy. The according band-to-
band recombination rate Ub is given by [8]
Ub(z) = n(z) · p(z) · rCV
{
1− exp
(
EFp − EFn
kBT
)}
, (3.21)
which can be simplified for the case of a non-degenerate semiconductor, i.e., EV ≤ EF ≤
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EC to give
Ub(z) = rCV · {n(z) · p(z)− n0(z) · p0(z)} (3.22)
Here, the transition probability rCV ([rCV ] = cm
−3 · s−1) of an electron per unit volume
and time is introduced. Assuming that the deviation from equilibrium is small (∆p≪ p,
∆n ≪ n) and charge neutrality is retained (∆p = ∆n), the equation can be simplified
to
Ub(z) =
∆p(z)
τ
(3.23)
with τ = [(nb + pb) · rCV ]−1 (3.24)
with the average carrier lifetime in the bulk τ . The approximation made here is crucial
for setting up the carrier transport equation in section 3.2.6, because it offers a way to
separate the equations for electrons and holes and renders both of them linear.
At the surface, an alternative recombination path involving the surface state is pos-
sible. An equation for the recombination rate including an extrinsic state had first
been derived for the bulk by Shockley and Read [68], [69] . Later work showed that
the results can easily be transferred to surface states [70],[71]. In this case, the surface
recombination rate for a donor state UDs reads
U(E) = DT (E) · rCT rTV ps · ns − p1 · n1
rCT (ns + n1) + rTV (ps + p1)
, (3.25)
with
n1(E) = ns · exp
(
E − EFn
kBT
)
p1(E) = ns · exp
(
EFp − E
kBT
)
⇒ p1 · n1 = ... = n2i
where ps and ns are the particle densities in the valence band and the conduction band,
respectively. Trares-Wrobel generalized the equation for a state of finite width by in-
troducing the surface density of states (Here: eqn. 3.14) and integrating over binding
energy
Us =
∫ +∞
−∞
U(E)dE (3.26)
The complete derivation of equation 3.25 can be found in reference [8], chapter 2.4 and
the article by Shockley and Read [68].
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3.2.6. Carrier transport equation
Because of the finite penetration depth of light, the generation of mobile charges and
thus the non-equilibrium is restricted to an interval near the crystal surface. Electrons
and holes are not constrained to this region and are transported mainly by two processes:
Drift and diffusion. Drift motion is observed for charged particles in an electric field.
Charge carriers accelerated by the field suffer various scattering processes so that a
stationary average ’drift velocity’ results. Drift motion is parametrized by the mobility
µ ([µ] = m2/(V · s)) of a particle. For the drift velocity ~v in a given electric field ~E ,
~v = µ · ~E holds.
The second transport mechanism is diffusion, driven by a gradient of charge carrier
concentration ∇ · ∆n. The relation between particle flux density and a given gradient
is ~j = ∇ ·∆n ·D with the diffusion coefficient D ([D] = m2 · s−1). D can be expressed
in terms of the particle mobility by the Einstein-Smoluchowski-relation D = kBT/e · µ.
Now, the one-dimensional transport equation for minority carriers can be posed, in-
cluding the mentioned transport mechanisms and the recombination model from the
preceding section. The stationary state to be found is driven by light being absorbed at
a rate G(z) that depends on the distance z from the crystal surface:
G(z) = G0 · exp (−αz) (3.27)
α is the absorption coefficient of the bulk material at given wavelength. In this formula-
tion, G0/α equals the total absorbed photon flux, ([G0] = cm
−3 · s−1). In the following,
the generation of one electron-hole pair per absorbed photon is assumed, so the absorp-
tion rate in eqn. 3.27 is equal to the generation rate of electron-hole-pairs. Starting with
the continuity equation and the claim for stationarity
∂
∂t
∆n = ∇ ·~j − Ub +G != 0 (3.28)
and inserting the above terms for transport and recombination, we find the equations
for excess minority electrons ∆n or holes ∆p. Which one is to be applied depends on
the actual equilibrium charge carrier concentration.
D · ∂
2∆p
∂z2
+ µE · ∂∆p
∂z
− 1
τ
∆p = −G0 · e−αz (3.29)
D · ∂
2∆n
∂z2
− µE · ∂∆n
∂z
− 1
τ
∆n = −G0 · e−αz (3.30)
As discussed above, the equation requires constant ’background’ charge densities p and n.
The application to the realistic configuration of the space charge layer will be discussed in
the following section. Up to now, surface recombination is not included in the equation.
This effect naturally only affects the surface. Thus, the treatment of the surface state
is implemented below when discussing boundary conditions the solution has to meet.
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In the above equations, the dynamic constants µ and D are not identical in general, as
they refer to holes (eqn. 3.29) and electrons (eqn. 3.30), respectively.
Equations 3.29 and 3.30 are ordinary inhomogeneous partial differential equations
which can easily be solved using an ansatz made up by a combination of exponential
functions. A particulate solution of the inhomogeneous solution is given by
∆pinh. = A
+ · e−αz ; ∆ninh. = A− · e−αz (3.31)
where the coefficient A+ is determined by the boundary conditions. Inserting equation
3.31 into the differential equation 3.29, A+/A− can be expressed in terms of the system
parameters and the yet unknown carrier generation rate G0.
A+ = − G0
Dα2 − αµE − 1/τ ; for holes (3.32)
A− = − G0
Dα2 + αµE − 1/τ ; for electrons (3.33)
The general solution of the system is given by a linear combination of particulate solution
and general solution of the homogeneous equation. As the equation is of second order,
the homogeneous solution consists of two independent solutions. The complete solution
for holes reads:
∆p = B+/− · eλ+/−1 z + C+/− · eλ+/−2 z + A+/− · e−αz
where (3.34)
λ+1 = −a · (1 + b) ; λ+2 = −a · (1− b)
a =
µE
2D
; b =
√
1 +
ǫ
a2
ǫ =
1
Dτ
⇒ λ+1 > 0 ;λ+2 < 0 ;
∣∣λ+1 ∣∣≫ ∣∣λ+2 ∣∣
An analog expression can be formulated for electrons. The signs of λ+1 and λ
+
2 hold for a
negative electric field E , as is the case for WSe2 : Rb. In conjunction with the coefficient
of the inhomogeneous solution A+, B+, and C+ must also be found by an appropriate
choice of boundary conditions.
3.2.7. Solving the transport equation in the current setup
The formation of the space charge layer leads to surface charge carrier concentration
(ps, ns) that easily deviate from the bulk values (pb, nb) by some orders of magnitude.
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Results of the numerical space charge simulation (fig. 3.4) using realistic parameters of
p-type WSe2 show the existence of an inversion layer at the surface, i.e. the electron
density exceeding the hole density by far. The surface can thus be considered virtually n-
type here. For high adsorbate coverage, the simulation predicts that the surface electron
density will even exceed the bulk hole concentration (ns > pb). When comparing the
simulated band bending (upper panel in fig. 3.4) with that prepared experimentally
(chapter 6), the existence of an inversion layer is expected for most of the experimental
data.
The junction between two regions with majority charges of different sign is not abrupt,
but rather accompanied by the formation of a depletion layer. Electrons and holes
near the transition are likely to recombine, resulting in a drastically lowered charge
concentration on both sides near the junction. For reference, see beginner’s textbooks
on semiconductor physics such as Sze [63].
To find an exact solution of carrier dynamics for this charge configuration, a sophisti-
cated treatment of the depth-dependent charge distribution would be necessary. Here,
a simplified approach will be made to solve the transport equations 3.29 and 3.30 for
excess carriers by separating the surface into distinct depth intervals and finding indi-
vidual solutions. Homogeneous charge densities will be assumed within each interval, as
is required for the transport equations to hold.
Figure 3.3 gives an impression of the segmentation made here. Perpendicular to the
surface , the space charge layer is modeled in a sequence of three regions. Using this
scheme, some individual simplifications can be made before solutions of the transport
equations (3.29, 3.30) for each region are derived.
The top layer(I) is the inversion layer mentioned above. It ranges from the crystal sur-
face to the end of the space charge layer (0 ≤ z ≤ β ·z∗), determined using equation 3.20.
Within this region, the carrier concentration and electrostatic potential are extrapolated
constantly from the surface values found from the simulation. The coefficient β > 0 is
introduced here to compensate errors introduced by this approximation and is used as
a free parameter when simulation results are fitted to experimental data (chapter 6).
Basically constant values β ≈ 1 are found for common cases there, so the proceeding is
justified. In the inversion layer, the majority of mobile charges is made up by electrons,
so eqn. 3.29 for excess holes is applicable here.
The constant electric potential yields zero electric field and thus zero drift current.
Therefore, the parameters of the solution ∆ps(z) in eqn. 3.34 simplify to
λs1 = +
1√
Dsτs
; λs2 = − 1√
Dsτs
As = − G0
Dα2 − 1
τ
(3.35)
These values inserted into equation 3.34 make up the excess hole concentration ∆ps(z)
for the inversion layer (I).
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Region (II) basically represents the depletion layer. It ranges from β · z∗ < z <
β · z∗ +W , where W is the width of the depletion region found for an arbitrary p-n-
junction [63]
W =
√
2ǫs
e0
· pb + ns
pb · ns · Vs (3.36)
As with the built-in potential of a p-n-junction, the electric potential falls off linearly
within this region, so a constant electric field E = Vs/W results. It is directed such
that majority carriers cannot pass the depletion layer, but minority carriers can. In the
depletion layer, only a small amount of mobile charges is present. Here, the intrinsic
concentration for electrons and holes is assumed:
ni = pi =
√
NC ·NV · e
−EG
2kBT (3.37)
This formula is an approximation to the precise expression. The band-to-band recom-
bination rate rCV becomes extremely small here, though different from zero. Unfortu-
nately, the role of minority and majority carriers is not defined here, as pi = ni holds,
so the deviation from equilibrium concentration has to be taken into account for both
carrier species. According to equation 3.35, the parameters to the solution of eqn. 3.34
for holes read:
λ+d1 = a(1 + b)
λ+d2 = a(1− b)
A+d = −
G0
Dα2 − αµE − 1
τ
(3.38)
and for electrons
λ−d1 = −a(1 + b)
λ−d2 = −a(1− b)
A−d = −
G0
Dα2 + αµE − 1
τ
(3.39)
The layered arrangement is terminated by the bulk (III) for z > β · z∗ +W , which
represents the part of the crystal that is undisturbed by the surface charge. For the
penetration depth of the light, 1/α ≪ β · z∗ + W holds, i.e. the generation rate of
mobile charges can be neglected in the bulk. The electric potential is assumed to be
constant here, so in analogy to (I), no drift transport is included. The parameters for
the distribution of excess electrons in the bulk hence reads
λb1 = −a(1 + b)
λb2 = −a(1− b)
Ab = − G0
Dα2 − 1
τ
(3.40)
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Now that all expressions are derived for the three zones, a globally consistent solution
must be found by introducing appropriate boundary conditions, so a detailed discussion
follows. Up to now, the model discussed here is identical to that developed in reference
[8], but the segmentation into zones (I) to (III) done here requires a new strategy to find
a solution. No more simplifications will be made, so we have a total of four solutions for
excess carrier concentration in regions (I) to (III) (Note that in the depletion layer (II),
both electrons and holes must be treated!). This gives 12 coefficients to be determined
from boundary conditions plus the unknown carrier generation rate G0. In the following,
all coefficients of the solution in a specific region have a subscript (one out of {s,d,b}
for ’surface’, ’depletion’ and ’bulk’). The majority of the conditions is based on particle
flux and current density. The combined particle flux driven by drift an diffusion is found
from the general expression for particle concentrations ∆n and ∆p:
Fn = −µE∆n−D∂∆n
∂z
(3.41)
Fp = µE∆p−D∂∆p
∂z
(3.42)
The different sign here is a consequence of the opposite drift velocity due to opposite
sign of the charges. For the current density,
jn = −e0 · Fn
jp = e0 · Fp
is found.
Due to the fact that none of the mobile charges can leave the crystal, i.e. the photoe-
mission current is neglected here, the total particle flux towards the surface must equal
the surface recombination rate UDs :
−Fp != UDs (3.43)
⇒ λs1Bs + λs2Cs − αAs = U
D
s
D
The expression below results when the solution for excess holes in (I) is inserted. Here,
recombination involving the surface state is introduced to the system, so the model is
completed by this boundary condition.
The surface charge concentration ∆Ps is determined from the simulation. The general
solution 3.34 has to meet this criterion:
∆ps(z = 0)
!
= ∆Ps (3.44)
⇒ Bs + Cs + As = ∆Ps
The next condition can be seen to be rather trivial and implements the crucial as-
sumption that the bulk crystal far from the surface is not affected by adsorbates or
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light absorption. For the excess carriers, this simply means that the concentration must
vanish for z →∞:
∆n(z →∞) != 0 (3.45)
⇒ Bb = 0
Some more conditions are found from the inhomogeneity of the region specific solutions
in equations 3.35, 3.38, 3.39, and 3.40. Ab = 0 can be claimed here, as the light
penetration depth is much smaller than the combined width of layers (I) and (II) here.
While the equations stated up to now apply to only one of the solutions, some more
equations relate the solutions to each other at the boundaries of the zones.
First of all, continuity is required for ∆p at the border between (I) and (II), i.e. at
z = zsd. The same holds for electrons at the border between depletion layer (II) and
bulk (III) at z = zdb:
∆ps(z = zsd)
!
= ∆pd(z = zsd) (3.46)
⇒ Bs + Cs + As −B+d − C+d − A+d = 0
∆nd(z = zdb)
!
= ∆nb(z = zdb) (3.47)
⇒ B−d + C−d + A−d − Cb = 0
Physically speaking, this claims finite particle flux created by drift and diffusion, which
are proportional to the first and the second derivative of the carrier concentration, re-
spectively. Equation 3.47 has already been reduced using the boundary conditions 3.45
and the approximation of small light penetration depth.
As there are no particle generation or destruction mechanisms except for generation
and recombination, the total number of particles must be constant in a stationary state.
The following equation assures particle conservation for the region borders by claiming
conservation of particle flux across the border
Fp,s(z = zsd) != Fp,d(z = zsd) (3.48)
Fn,d(z = zdb) != Fn,b(z = zdb) (3.49)
Once again, the equations apply to excess holes at the border between (I) and (II) and
to excess electrons at the border separating (II) and (III). The extra subscripts ’s’,’d’,
and ’b’ of the flux F indicate the region from which the solution has to be inserted
into the flux equation 3.48 and 3.49. Inserting the general solutions into the boundary
conditions gives lengthy expressions. For better readability, they have been moved to
the end of this chapter (see eqns. 3.54 and 3.55).
In zones (I) and (III) only dynamics of the minority carriers is taken into account.
The majority carrier concentration is assumed to follow small perturbations of minority
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charges easily because of its huge majority. For instance, every excess electron in (III)
can be seen to be traced by a hole, so no charge accumulation and, in equivalence,
no total charge transport occurs. Treating electrons and holes in the depletion layer
separately opens up the possibility of a non-vanishing current density. The system is
designed to be free of current sources and drains and especially no current except for the
(neglected) photocurrent can cross the surface. Therefore, the stationary state sought
after here requires the current density to vanish locally. For the depletion layer (II), this
is granted by the demand that the current density must vanish at the borders to regions
(I) and (III). The particle flux across the boundary is already equalized by equations
3.48 and 3.49, such that here, only the particle flux of electrons and holes inside the
depletion layer (∆nd and ∆pd) need to be balanced. Writing down for z = zsd and
z = zdb gives
−Fn,d(z = zsd) + Fp,d(z = zsd) != 0 (3.50)
−Fn,d(z = zdb) + Fp,d(z = zdb) != 0 (3.51)
The expression derived from this boundary condition when the actual solution is inserted
can be found at the end of this chapter (eqn. 3.55).
All equations required to find a unique solution of the system are formulated hereby.
Fortunately, all of them are found to be linear combinations of the unknown coefficients
Ax, Bx, Cx, ;x ∈ {s, d, b} such that all equations can be compiled as inhomogeneous
system of linear equations and can be solved using standard techniques like matrix inver-
sion. A non-zero determinant of the coefficient matrix is essential here, indicating that
all boundary conditions are linearly independent. A deeper analysis of the determinant
would be desirable, as single boundary conditions might already be included implicitly
by others. As a profound mathematical discussion cannot be given here, practitioners
should be aware of possible ill-conditioned cases that might occur. Nevertheless, practice
shows no difficulties in solving the system and physics requires all of the stated equations
to be included, so the system can be considered complete.
3.2.8. Approximate solutions of the model
Having developed a model and a complete strategy to find a solution, some special issues
need to be discussed now. Though simple in detail, no straightforward and intuitive,
comprehensive discussion of the complete system can be given. Significant simplification
of the system of equations is found under special circumstances. In order to provide a
better understanding of the complete system, some limiting cases will be discussed now.
Another point makes the formulation of approximations to the system even more
crucial. When studying realistic configurations of the system, the resolvability might
be restricted by floating point precision. Whereas 16 digits of numerical precision (64
Bit floating point arithmetic, ’double precision’) might appear outstandingly high, the
user finds himself confined to a small range of parameters, as many values appear in
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the argument of exponentials here. As, basically, a linear system of equations is to be
solved here, errors due to computational precision might not only degrade the results,
but also make the equations impossible to resolve. Thus, analytical expressions are
required for the cases where finding a solution is denied by computational precision.
Some approaches for special cases will be discussed now.
In general, the linear system derived above cannot be split up into independent sub-
systems, so an analytical expression for the generation rate G0 is expected to be lengthy
and non-illustrative. The coupling between the equations is annulled for some limiting
cases: Two of them concern the band-to-band recombination rate, parameterized by
the transition probability rCV . When the recombination is considered the dominating
process in the system, i.e., rCV is large, it can be simplified as follows: τx ≈ 0 results for
the recombination lifetime in all regions. As a consequence, a small value of the Debye
length LD =
√
Dτ is obtained. If the average carrier lifetime is small, recombination is
the major process in the system. In this case, the parameters λ in the depletion layer
are affected as follows:
b ≈ 1
LDa
λ+d1 ≈ −
1
LD
; λ+d2 ≈ −λ+d1
λ−d1 ≈ +
1
LD
; λ−d2 ≈ −λ−d1
Specific attention has to be paid to equations 3.35 and 3.43: Cb is dropped out of the
system as its prefactor vanishes. At the same time, the prefactor of Bs approaches
infinity, requiring Bs to tend towards zero. In addition, the rest of equations 3.46 and
3.48 becomes nearly equivalent. Thus, both equations must be replaced by
Bs = 0
Cb = 0
With these modifications, the system can be solved as before.
Switching to the opposite extreme rCV → 0, i.e., very low band-to-band recombina-
tion, a very simple expression for G0 is found. Throughout the system, rCV → 0 yields
τx → ∞. Inserting τx into the abbreviations ǫ and b in equations 3.35, 3.38, and 3.39,
the effect on the coefficients λ is derived:
λs1,2 → 0 ; λb1,2 → 0
λ+d1 → −2 · a ; λ+d2 → 0
λ−d1 → +2 · a ; λ−d2 → 0
This partially cancels the coupling between the equations, so G0 can be found explicitly
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from the simplified versions of equations 3.35 and 3.43
As +
1
Dα2
·G0 = 0
−α · As = U
D
s
D
Here, As can be eliminated and G0 simply reads
G0 = αU
D
s , (3.52)
i.e., the recombination rate becomes independent of the actual configuration of the space
charge layer.
The next case to be discussed here is especially interest for the numerical solution of
the system at high excitation levels, i.e., at large SPV effect. Starting from the well-
known layered space charge configuration with surface inversion in thermal equilibrium,
large band back bending can lead to a situation in which the surface layer (I) shows
pronounced depletion of carriers. Following equation 3.36, a strongly enlarged depletion
layer thickness W results. For this case, the bulk solution must completely vanish
from the system. The boundary conditions at z = zdb are modified to claim thermal
equilibrium (∆nd → 0). The system can thus be solved in this situation by replacing
equations 3.47 and 3.49 by
Cb = 0
B−d = 0
A connection to the result derived earlier for the one-region-model [8] is established
by the limiting case zsd → ∞. Then, regions (II) and (III) completely vanish from
the system, and the remaining boundary conditions must comply with the solution
for surface excess minority carriers (here : ∆ps). In this case, the solution derived in
previous work (appendix E in [8]) is reproduced. The only difference is that the inversion
is still present so that holes should be handled here in consequence, whereas the one-
region approach would deal with electrons. Here, drift transport also vanishes from the
system, as a reasonable effect is found for the depletion layer exclusively. Then, the
equation stated in appendix E of [8] simplifies to
G0 = (LDα− 1) ·
(
UDs
LD
− ∆Ps
τ
)
(3.53)
when λs,2 = −1/
√
Dτs = −1/LD is inserted and the equation gets simplified.
This chapter dealt with the development of a simplified model of the surface space
charge layer in inversion, taking into account carrier transport by drift and diffusion as
well as recombination in the bulk or, involving the adsorbate state, at the surface. A
strategy to solving the system was discussed, and some special cases were treated in order
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to extend the system to the full range covered by the experiments done during this work.
Data found by a numerical simulation of the model will be matched to experimental data
in the following chapters, demonstrating the validity of the theoretical aspects discussed
here. The following section shows the complete expressions obtained for the boundary
conditions dealing particle flux(3.49) and current density(3.51) and may be skipped at
first reading.
3.2.9. Complete formulations of the boundary conditions
Starting from boundary condition 3.49 and using the expression for the particle flux in
equation 3.42, the solution of the differential equation 3.34 can be inserted. This results
in a linear relation between the unknown coefficients and is part of the system of linear
equations that is solved to find a solution of the model. Sorting for the coefficients in
the specific solutions, the boundary condition for excess holes at the border between
inversion (I) and depletion region (II) reads:
Bs · ( + λs1D) · eλs1zsd ...
+Cs · ( + λs1D) · eλs2zsd ...
+As · ( − αD) · e−αzsd ...
+B+d · ( −µE − λ+d1D) · eλ
+
d1zsd ... (3.54)
+C+d · ( −µE − λ+d2D) · eλ
+
d2zsd ...
+A+d · ( −µE + αD) · e−αzsd ...
= 0
An equivalent expression is found for the flux conservation of excess electrons at the
border between (II) and (III).
The boundary conditions claiming vanishing current density (equation 3.48) are equiv-
alent except for the argument z of the exponentials. Hence, a representation for electrons
at the border z = zdb can easily be found by replacing zsd by zdb in the equation below.
B+d · ( −µpE − λ+d1Dp) · eλ
+
d1zsd ...
+C+d · ( −µpE − λ+d2Dp) · eλ
+
d2zsd ...
+A+d · ( −µpE + αDp) · e−αzsd ...
+B−d · ( −µnE + λ+d1Dn) · eλ
−
d1zsd ... (3.55)
+C−d · ( −µnE + λ+d2Dn) · eλ
−
d2zsd ...
+A−d · ( −µnE − αDn) · e−αzsd ...
= 0
This is the only type of boundary condition that is mixing dynamic constants of electrons
and holes. The subscript ’p’ was introduced here for parameters of holes and ’n’ for
electrons.
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In this chapter, the actual implementation of the experimental setup for angular resolved
photoemission spectroscopy (ARPES) as designed in the workgroup will be outlined. It
is specified to work with modern soft X-ray sources as supplied by synchrotron facilities
such as HASYLAB at DESY, Hamburg. For laboratory applications, an optional XUV-
emitting plasma discharge lamp is available. All parts of the photoelectron detection
system and the XUV source are supplied by SPECS, a commercial manufacturer of
ARPES equipment.
The setup is still in a constant evolutionary process. The features reported here
represent a snapshot of the state during the experiments reported in this work. Before
going into detail, some principles of an ARPES experiment will be outlined. Basics of
the energy-resolved detection of photoelectrons are introduced in section 4.1. In section
4.2, the specifications of the main components, i.e. the electron analyzer and the XUV
source, are summarized. Measurements under well-defined conditions are ensured by a
variety of additional components of the experimental chamber such as the ultrahigh-
vacuum system or the sample manipulator. An overview of the general layout is given
in section 4.3. Numerous upgrades of the original setup allow for advanced modes of
spectrometer operation, more comfortable handling of the system, and a higher degree
of automation during the acquisition of data. Several features that have been designed
and implemented in the course of this work are discussed in section 4.4.
4.1. Basics of the experimental setup
The capability of detecting photoelectrons with sensitivity to their kinetic energy is
crucial to call ARPES a spectroscopic technique. In practice, this means selecting pho-
toelectrons within a small energy interval from the total energetic distribution that is
emitted simultaneous. Furthermore, the emission angle relative to the surface normal
must be determined with low tolerance. These requests are equivalent to finding the
complete momentum vector of photoelectrons. As was already described in chapter 3.1,
this information can be used to obtain information of the quantum mechanical state that
an electron occupied before emission. The emission rate of electrons with given momen-
tum is measured to give the photoemission intensity, which depends on the density of
states in the sample. Thus, a generic photoelectron detection systems consists mainly
of two parts: the electron analyzer and an electron detector.
The cross section of a typical hemispherical electron analyzer is shown in figure 4.1. It
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Figure 4.1.: Principle sketch of electron trajectories in the analyzer. Energy dispersion
is achieved by means of the hemispherical setup (light green, red, and blue
trajectory). Electrons emerging at different angles from the sample enter
the analyzer at different height and are imaged at a 1:-1 ratio in the detector
plane (green trajectories)
basically consists of two hemispherical capacitor plates with radii R1, R2 whose centers
are matched. When different voltages are applied to the plates, a radial electric field
results in the gap between the plates. For this setup, the trajectory of a charged particle
can be computed in analogy to the two-body problem with one body fixed at the center
of the hemispheres, so electrons follow Keplerian ellipses defined by their kinetic energy
and the electric field in the analyzer. Starting at the center radius between the two
plates R = (R1+R2)/2 in the entrance plane and directed tangentially, an electron will
reach the exit plane of the analyzer at an energy-dependent radius. If the entrance and
exit radius are delimited by apertures, only electrons with distinct kinetic energy can
enter the detector mounted in the exit plane. This energy is tuned by the potential
difference between the analyzer plates. The emission angle from the surface that is to be
detected is usually defined by the relative geometric orientation of the analyzer entrance
aperture and the sample normal. In earlier experimental setups, the emission angle was
selected by rotating the analyzer around the sample, while modern spectrometer designs
allow for parallel detection of emission angles to some extent.
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Figure 4.2.: Schematic of a two-dimensional electron detector with multi-channel plates
(MCP) and fluorescent screen. The analyzer provides angular and energy
dispersion of electron trajectories, so a signal can be assigned kinetic energy
and emission angle from its position in the two-dimensional detector plane.
Incident electrons are accelerated by high-voltage and emit secondary elec-
trons upon impact at the channel walls of the MCPs, giving an amplified
electron signal that is converted to visible light by means of the fluorescent
screen.
For a hemispherical analyzer, the theoretical energy resolution at given kinetic energy
can be defined as follows: The kinetic energy required for a circular orbit with radius R is
called the pass energy Ep. Consider electrons passing the analyzer, which are constrained
by slit apertures with a width S located in the entrance and the exit plane. The energy
resolution ∆E denotes the kinetic energy interval of electrons that are transmitted when
the analyzer accepts electron trajectories at a maximum angle of ±α towards the normal
to the entrance plane.
∆E = Ep ·
(
S
2 ·R +
α2
4
)
(4.1)
Electrons within this energy interval reach the exit plane at radius R. In the general
case of two different aperture sizes S1 and S2, S = (S1 + S2)/2 holds. When using a
two-dimensional image detector, no exit slit exists in the setup. Instead, its width is
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defined by the bin size in the image plane.
In addition to parallel detection of emission angles, modern analyzers allow for the
detection of more than one kinetic energy in parallel. For a known analyzer dispersion
relation r(Ep + E), i.e., exit radius of the electron trajectory for given kinetic energy, a
simultaneous detection of several kinetic energies becomes possible as the exit aperture
is replaced by a spatially resolving detector. The red, light green, and blue electron
trajectories drawn in figure 4.1 give an impression of the energy dispersion. Electrons
following the light green trajectory have pass energy, while the energies associated with
the blue and red trajectories are slightly larger or smaller, respectively.
The pass energy setting determines the performance of the electron analyzer con-
cerning energy resolution (eqn. 4.1), energy dispersion, and transmission, i.e., detected
signal over photoelectron flux. When recording a photoelectron spectrum I(Ekin), i.e.,
the flux of photoelectrons as a function of kinetic energy at constant photon energy, it
is desirable to keep these parameters constant.
Thus, an electrostatic lens system upstream the analyzer entrance plane is used to
accelerate or decelerate incoming electrons to the pass energy. It also serves to image
the sample surface to the entrance slit and therefore defines a maximum area and angle
from which electrons are accepted.
Up to now, the analyzer has only been discussed in terms of a two-dimensional cross
section. In a realistic analyzer setup, also trajectories in planes tilted towards the central
cross section are transmitted through the analyzer (dark green trajectories in figure
4.1) if allowed by the aperture design. The associated electrons emitted at an angle
against the mean accepted emission angle reach the detector plane at a position deviating
perpendicularly to the energy dispersive direction. Applying a two-dimensional detector,
the combined detection of an interval of the kinetic energy and emission angle becomes
possible.
While the preceding paragraphs dealt with the optical properties of the electron ana-
lyzer, the general concept of the electron detection system used here is presented now.
The schematic cross section of a detector arrangement is shown in figure 4.2. The basic
task is to detect the occurrence of a very small amount of charge being transmitted
through the detector per unit time. The integral emission current is found in the range
of 1 nA typically, distributed in the half-space over the sample surface and the total
energy spectrum. As a common electron analyzer might accept ≈ 0.1% of half-space
and a much smaller fraction of the total spectral range, it quickly comes to detecting
single electrons. High amplification of such small signals is required in order to detect
the signals using electronic or optoelectronic hardware.
A channeltron provides the capability of multiplying a single incident electron to a
macroscopic pulse of 105 to 106 electrons. This is achieved by accelerating the electron
by high voltage inside an insulating, twisted tube. Secondary electrons are emitted
by accelerated electrons hitting the tube walls, initiating a cascade of acceleration and
secondary electron emission. At the end of the tube, the particle avalanche can be read
out as voltage pulse. Downstream electronic hardware provides further amplification.
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The photoemission intensity is represented by the rate of detected pulses then.
For spatially resolved electron amplification, multi-channel-plates (MCP) are used.
Based on the same secondary electron emission principle, an MCP consists of a thin
(typical: 500µm) insulating disk with a close-packed grid of tiny holes, the channels.
A typical hole diameter is 10 µm at a center-to-center spacing of 12.5 µm giving an
areal coverage of ≈ 60% when arranged hexagonally. High voltage is applied between
the front and the back, making each channel a miniaturized version of a channeltron.
For an improved electron impact rate, the channels are tilted towards the face normals
by an angle of 12◦, for instance. The amplification can be increased by stacking up two
(’Chevron’ configuration) or more (’Z-stack’) MCPs. However, the expected power law
for the total amplification of multiple MCPs cannot be achieved in practice because of
channel mismatching and saturation effects.
An amplified electron pulse is confined within a channel, so spatially resolved ampli-
fication is gained. In advance, the pulses are accelerated towards a fluorescent screen
which converts the electrons into visible light. The resulting image is recorded by a
low-noise CCD camera. Dedicated software is used for a virtual segmentation of the
detector area into energy and angular channels such that real multi-channel detection is
possible.
For a segmented CCD-Detector, the area covered by a single virtual channel can be
considered as the exit slit, so its size can be inserted into equation 4.1 when calculating
the energy resolution of this setup.
Ultra-high vacuum (UHV) conditions are required for experiments involving the de-
tection technique discussed here. For the analyzer, vacuum is obligatory to grant a large
mean free path of the electrons as ballistic transport is required. If the components of
the detector unit would not be operated in vacuum, the applied high voltage would lead
to electrical breakdowns resulting in the destruction of the detector. The MCPs and the
screen are thus kept inside the vacuum system and the screen image is acquired from
outside the vacuum chamber through a window.
4.2. PHOIBOS analyzer and detection system
While the preceding section dealt with general detection techniques for photoelectron
spectroscopy, the actual implementation of the experimental setup will be discussed
here. The detection components and the radiation source are supplied by SPECS, a
commercial manufacturer of surface science equipment.
The electron analyzer model is a PHOIBOS 150, with a hemispherical layout as
described in the previous section. Its inner and outer hemisphere has radii of S1 =
112.5 mm and S2 = 187.5 mm, giving a mean radius S = 150 mm. The electron lens
system is designed for a working distance of 40 mm and is enveloped by a cone with
44◦ opening angle, so only a small fraction of the half-space above the sample surface is
occupied, leaving much space for the excitation light source and auxiliary components
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Figure 4.3.: Interior view of the main chamber of the ARPES setup including the PHOI-
BOS 150 electron analyzer. The photograph illustrates the state of the ex-
periment during the measurements carried out in spring 2009. The sample
holder does not carry an actual sample, whose surface normal would point
to the right in the image. The numbered components are (1) Opening of
electron analyzer, (2) Manipulator head, (3) Sample holder, (4) Focussing
capillary of the XUV source, (5) Tip of the beam guide (chapter 5), (6)
Evaporator for organic molecules (background, Ref. [72]), (7) Tip of optical
fiber (Ref. [72]).
for various techniques as can be seen in figure 4.3.
Different modes of operation are possible for the electron imaging system, giving the
non-energy dispersive analyzer direction either angular or spatial dispersion. Additional
modes achieve optimal transmission for given areas of photoelectrons emerging. Besides
well-defined retardation of electrons, the optics’ purpose is to image the sample surface
to the entrance slit of the hemispherical capacitor. The entrance slit can be chosen from
a set of fixed slit apertures with width ranging between 0.2 mm and 7 mm. In angular
dispersive lens modes, the acceptance angle of the analyzer can be tuned continuously
using an iris aperture located in the plane of an intermediate image in the lens system.
The electron analyzer is designed for UPS and XPS measurements, covering a wide
range of kinetic energy of the particles between ≈ 10 eV and up to the low keV range.
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This requires precise adjustment of lens and analyzer voltages over a vast range. To
ensure this, the analyzer voltage supply is equipped with specialized digital-to-analog
converters for voltages between 0 V and a maximum of 40, 400, 1500, and 3500 V .
Amplification of photoelectrons in the detection unit is performed by two MCPs
in a Chevron configuration. They are provided by the tectra GmbH (Serial number
DB8056002-33). The high quality level ’imaging grade’ is required for spectroscopic ap-
plications, and especially the low lateral variance of the gain factor is crucial. Tectra
states a gain factor of ≈ 1.9 · 104 at the maximum operation voltage of 1000 V . An
outer diameter of 50 mm of the substrate and a minimum active diameter of 40 mm are
specified for the MCPs. All other specifications roughly match the values given in the
previous section.
The conversion of charge pulses to light pulses is realized by a luminescent screen.
It basically consists of a glass substrate and an active phosphor layer of about 100 µm
thickness. Different compositions of the active substance are known for special applica-
tions, differing in typical properties such as light emission and temporal behavior. The
specimen used here was manufactured by Proxitronic and follows the P43-phosphor
specification, for which light emission in the spectral range λ = 360 nm to λ = 680 nm
is found. The maximum is reported at λ = 545 nm, giving the overall emission a green
color. Another important characteristic of a phosphor screen is its decay time, i.e., the
time constant of light emission falling off after impact of a charge pulse. For a P43
screen, a decay time of 1 ms from 90% to 10% intensity is reported. Considerably faster
coatings can be found, but a trade-off between speed, emitted spectrum and quantum
efficiency has to be found. Basically, the major emission of the screen should be adapted
as good as possible to the spectral sensitivity of the CCD detector.
The ’Sensicam qe’ manufactured by PCO serves as detector for the luminescent light.
It is based on a 2/3” monochrome CCD detector with 1376 × 1040 pixels. For noise
reduction, the detector is automatically cooled down to a constant operating temperature
of −12◦C. Intensity information is acquired at 12-Bit precision with < 1% non-linearity
and excellent dark noise level. The maximum of the spectral sensitivity is located at
λ = 520 nm, so a fairly good match with the maximum of spectral emissivity of the
phosphor screen is given. The maximum quantum efficiency amounts to ≈ 60% at this
wavelength. The camera can be operated with variable frame rate and exposure times
up to infinity, making it best-suited even for low intensity measurements. All data cited
here originate from the data sheet appended to the camera manual [73].
A typical signal obtained from the detector system introduced here is shown in figure
4.4. It demonstrates parallel detection of photoelectrons emitted in an interval of kinetic
energy and at angles of ±13circ against the sample normal of a WSe2-sample. The
excitation source used here is described below.
The experiment was designed for and has successfully been operated at different soft
X-Ray sources like beamline BW3 at HASYLAB or beamline PG2 at FLASH, both
located at DESY, Hamburg. For laboratory applications, the plasma discharge lamp
SPECS UVS300 is available. In the lamp, ultraviolet radiation is produced by a plasma
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discharge that is established when electrons emerging from thermionic emission at the
cathode are accelerated towards the anode by an electric field in a rare gas atmosphere.
The manufacturer recommends the lamp for operation with Helium, Neon, Argon, or
molecular hydrogen (H2).
During this work, Helium was chosen as process gas, giving high-flux, nearly mono-
chromatic emission from the He Iα line at a photon energy of hν = 21.22 eV . Typical
operational parameters were a He partial pressure of ≈ 4 · 10−5 mbar and a cathode
heating current of 1.5 A. Under these conditions, SPECS states a photon flux in the
range of 1015(s · sr)−1. Light emitted by the He Iα transition is best-suited for photoe-
mission experiments as it has a very small natural line width of just a few meV for the
operating parameters used here. For a pure He Iα-spectrum, the contribution of the
spectral width of the UV radiation to the total energy resolution of the photoemission
setup can be ignored here.
In practice, a small emission from the He Iβ satellite and from atomic transitions of
non-Helium atoms in the discharge section of the lamp are observed. These undesired
spectral components cannot be ignored in general. When the lamp is driven with Helium
partial pressure considerably below 3.5 · 10−5 mbar, an enhanced emission of He II-line
with photon energy hν = 40.8 eV results, which can also be exploited for photoemission
measurements, as a noteworthy fraction of the He I photon flux can be achieved.
As an optional extension, the UV source is completed by the plane-grating monochro-
mator SPECS TMM 302. It is designed for high transmission of the photon energy
range between 41.2 eV (30 nm) and 5.1eV (240 nm). Because of the quite low energy
resolution of E/∆E ≈ 70, it should rather be seen as kind of energy filter than as a
full-featured monochromator. At least, experience gives the strong suspicion that the
real resolution is even worse than the value suggested by SPECS. The monochromator
will not contribute to generating a narrow excitation line, as it already consists of rather
discrete spectral components. Anyway, as it comes to the suppression of undesired spec-
tral components, it performs satisfactorily. When working with the He II line, this
capability is crucial to suppress the He I-line, which dominates the emission spectrum
under all circumstances.
Here, a substantial drawback of the monochromator design could be revealed: Re-
ferring to the documentation, the monochromator can be adjusted for transmission of
the second to the fourth diffraction order of He Iα radiation. First of all, this con-
tradicts the claim for optimal transmission, as the intensity of higher diffraction orders
decays with the order. Second, even higher diffraction orders are required for He II-
radiation to be transmitted in such a setup. When trying to adjust the monochromator
for maximum transmission of He II at minimum transmission of He I, it is found that
the monochromator is not capable of separating He II orders m = 4, 6, 8... from He I
orders n = 2, 3, 4, ... as these are found relatively close to each other. An acceptable
separation could also not be achieved for the remaining odd diffraction orders m, which
presumably show sufficient coincidence with transmission of higher diffraction orders of
He Iβ radiation with photon energy hν ≈ 23 eV . Because of the fundamental difficulties
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faced here, the experiments were carried out with exclusive usage of He Iα at the second
diffraction order of the monochromator.
The monochromatized UV radiation is guided into the main chamber through a capil-
lary. Its small cross section gives a good insulation of the vacuum in the main chamber to
He escaping from the discharge section of the lamp. Whereas the pressure in the mono-
chromator is typically in the 10−7 mbar regime during lamp operation, the pressure in
the main chamber clearly remains below 1 · 10−9 mbar. The capillary inner surface has
an ellipsoidal shape and reflective coating. The aim of this measure is to provide a small
focus at the sample position, i.e. in the working distance of 10 mm from the end of
the capillary. For the needs in the actual setup, an extra-ordinary monochromator-to-
sample distance of 594 mm was specified, so an elongated layout of the capillary needed
to be installed here. The theoretical focus diameter of 50 µm (which was revised later to
500 µm by the manufacturer) was to be verified experimentally. Experiments done with
this intention are discussed in appendix A. In summary, no focussing could be demon-
strated at all, and the beam diameter amounts to constant 1.7± 0.2 mm, independent
from the distance from the capillary.
Figure 4.3 shows the general arrangement of all components described above in the
main vacuum chamber of the experiment. The manipulator cryostat is mounted ver-
tically with the sample holder located at the center of the chamber. The analyzer is
mounted horizontally such that the center trajectory of transmitted electrons is found
in the experiment’s horizontal plane. Therefore, energy dispersion is found in the hori-
zontal direction in the exit plane of the analyzer, whereas the angular dispersive direction
is vertical. Defined by the layout of the main chamber, the analyzer points at the ge-
ometrical center of the chamber so that a sample located there is located exactly at
working distance of the analyzer. The angle of incidence of the UV radiation amounts
to 45◦ towards the analyzer mount as can be seen from the end of the focusing capillary.
The He lamp setup including the monochromator is mounted to an individually movable
chassis such that the beam can be directed precisely to match the analyzer focus. Posi-
tioned above the end of the capillary at an elevation angle of 45◦, the end of the beam
guide for the auxiliary light source is found, giving a total angle of 60◦ towards the axis
of the analyzer flange. At the current stage of expansion, some more components used
for the in situ preparation of molecular thin films [72] can be seen in the figure, which
will not be discussed here.
4.3. The experimental station for ARPES experiments
The preceding sections discussed basic experimental hardware for photoemission spec-
troscopy as it is applied in the setup. Here, some more features of the experiment will
be introduced.
Precise positioning of the sample is required for successful operation of a photoemission
experiment. The main task is proper alignment of the sample surface in the center
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Figure 4.4.: Raw data image as acquired with the PHOIBOS 150 system using the
UV S300 He lamp with monochromator. The signal originates from aWSe2
sample at different mean emission angles (center: normal emission), repre-
senting high-symmetric points of the Brillouin zone (see chapter 2). Settings:
hν = 21.22 eV, Epass = 40 eV , Analyzer Slit No. 2 (width 0.5 mm, length
20 mm), Wide Angle Mode (WAM, accepted angles ±13◦) [74].
of the UHV chamber to grant best photoelectron transmission in the analyzer and to
exclusively illuminate the sample surface with UV light in order to suppress undesired
emission from surrounding parts as, for instance, the sample holder. For this purpose,
the sample holder is mounted to a VG manipulator cryostat that is capable of positioning
the sample inside the chamber with full six degrees of freedom, i.e., three-axis translation
combined with rotation about the sample surface normal and the experiment’s up axis
as well as a tilt about a horizontal axis. The manipulator head is designed to have
good thermal contact to the built-in cryostat that is specified for operation with liquid
nitrogen for sample cooling down to 90− 100 K. The minimum achievable temperature
with liquid nitrogen cooling of 77 K is easily achieved for the cooling head, but cannot
be conducted to the sample holder as this is contacted by some centimeters of copper
cord to the sample holder. Lower temperatures can be achieved optionally by driving the
cryostat with liquid He. Temperature monitoring is performed by two resistive probes
(PT100 resistors), located at the cooling head and at the sample holder. Both are
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Figure 4.5.: Standard symbols used in vacuum technology (excerpt) as defined in
DIN28401 (Ref. [75]).
read out simultaneous by a Scientific Instruments Model 9700 temperature controller.
The device is also capable of controlling the integrated counter-heating of the cryostat,
achieving stable temperature setpoints up to 350 K.
The manipulator is equipped with an insulated conduct that can be contacted by
specialized sample holders. Usually, the photoemission current emerging from the sample
is probed with this line in order to provide flux monitoring of the excitation source. In
this work, it was also used in alternative applications where an electrical conduct is
required, such as in situ beam characterization applying a photodiode (chapter 5.6 and
appendix A).
Photoemission spectroscopy is a surface-sensitive technique that must be carried out
in ultra-high vacuum. One reason has already been stated when discussing the analyzer
hardware: The components of the detector can only be operated in vacuum. Further-
more, ballistic flight of the photoelectrons with long mean free path is crucial for the
analyzer to work. The main reason concerns the samples. Unbiased information on the
sample surface can only be gained as long as no significant contamination by adsorbed
residual gas atoms is found on the surface. It is well-known that a pressure as low as the
10−10 mbar regime is prerequisited in order to retain clean surfaces for typically some
hours to some days of measurements. As a consequence, the complete system, starting
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Figure 4.6.: Chart of the vacuum system for the PHOIBOS experiment.
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with the sample cleaving stage, must be kept under constant ultra-high vacuum.
Figure 4.6 shows a schematic of the vacuum environment, including all components
of the experimental setup. All included symbols comply with DIN 28401, ’Symbols in
vacuum technology’. An excerpt of that standard is shown in figure 4.5. The shaded
box in the center of the figure contains the components that are mounted directly to
the main chamber. Vacuum is kept up by three complementary types of pumps: A
turbomolecular pump is used to pump down the chamber before and during bake-out.
For operational safety, the upstream valve is closed during operation and pumping is
performed by an ion getter pump and a titanium sublimation pump with cooling option.
Using this setup, a base pressure between 3 · 10−10 mbar and 5 · 10−10 mbar is achieved.
The molecular evaporation section (shaded red) used in [72] is implemented as a separate
subsystem that can be operated independently from of the main chamber.
The yellow shaded section depicts the separate vacuum system of the UV source and
monochromator as designed by SPECS. Gas supply ducts have been incorporated. The
diagram depicts the lamp and its attached components as can be derived from the user’s
manual, though no precise layout is given there.
Some extra chambers are required for transferring samples into the system and prepa-
ration. Here, a fast load lock chamber with small volume is used to transfer up to three
samples at once into the experiment without the need of bake-out. A sample storage
chamber also serves as a buffer between the main chamber and the relative high pressure
found in the load lock. When avoiding frequent sample transfer, the base pressure in the
storage section is as good as in the main chamber, so samples can be cleaved or stored
here. This allows for working with different samples sequentially, which is especially
advantageous in a multi-user environment.
Prevacuum is provided to the experiment by a dedicated roughing pump stage (shaded
blue in the figure), that is designed to work with several turbomolecular pumps. All
connections between roughing pump and recipients can be interrupted by stop cocks
separately, so venting a single section of the setup does not affect the rest. This is
exploited when using the fast load lock stage. The vacuum system was designed that
way in order to minimize the total number of roughing pumps in the lab, such that
mechanical vibrations are reduced to a minimum level. This is especially important for
the application of sensitive optical arrangements like the optical bench setup described
in section 5.5. Integrating the roughing pumps of the UV source into the roughing pump
stage design is not feasible with the current layout. Experience shows that these pumps
have a large Helium gas ballast during operation of the Helium lamp, as the discharge
section is flooded with a Helium partial pressure of up to 1 · 10−4 mbar then. When
integrated into the pumping stage, the Helium could reach the experimental chambers
via the prevacuum ducts, degrading the total gas pressure there.
The photoemission experiment is integrated in the lab environment of the workgroup
by a connection to the central sample transport pipe. This gives full access to all
supplementary experimental techniques that are driven in the lab, among them LEED,
STM, and inverse photoemission (IPES) as well as several sample preparation stages.
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Figure 4.7.: Wiring diagram of all hardware and software components involved in the
data acquisition process. Details are presented in the text. New features
that have been implemented during this work are highlighted (bright orange
boxes).
The closed UHV system connecting all experimental stations through the central transfer
pipe allows for combined measurements using a single sample.
4.4. Extensions to the setup
The basic components of the photoemission setup have been discussed above. During
this work, various expansions were made in order to customize the experiment for the
surface photovoltage measurements and to establish some more experimental options.
At the same time, the system was upgraded for experiments with molecular thin films
[72], so special care had to be taken that none of the new and old components interfere.
Most of the new features are directly relevant to this work, some give general support
and have been applied in different related photoemission experiments, as presented in
[72],[76]. Here, all new features shall only be introduced briefly. For comprehensive
documentation, most of the topics are covered in dedicated appendices. To give an
impression of all components that are involved in a measuring process, figure 4.7 shows
a general wiring diagram of the experiment. Current upgrades are highlighted.
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• Combined scanning and manipulator motion
In the actual photoemission experiment, the electron analyzer is mounted at a
fixed position. For angular resolved studies, full access to the half space above the
sample surface is required. This can be achieved by rotating the sample relative
to the analyzer using the degrees of freedom provided by the sample manipulator.
For k-space mapping, spectra at equidistant angular steps must be taken. In
order to automate the measuring process, combined motorized motion of several
manipulator axes is crucial. While the rotational axes were equipped with stepper
motors by the manufacturer, the translational ones were not, so an upgrade was
designed. All motors are controlled by stepper motor drivers developed in the
workgroup and are therefore accessible via the automated data acquisition software
ASPHERE [53]. Manual operation of these axes is not degraded hereby as the
motors actuate the existing micrometer screws. The distance per motor step was
calibrated for each manipulator axis and the mechanical performance of the setup
was tested excessively during this work. Small backlash was revealed for all axes,
but showed up to be within an acceptable range. The calibration results are listed
in the table in figure 4.8.
• Linking SPECSLAB to ASPHERE
Photoemission spectra are usually acquired using SPECSLAB, a specialized inte-
grated analyzer hardware driving and data acquisition tool provided by SPECS. A
comfortable solution to scanning the manipulator is given by ASPHERE, which,
among other features, allows for scripting motor positions. For combined angular
scanning by the motorized manipulator and data recording, synchronized action of
both applications has to be granted. For this purpose, a dedicated software module
was developed in this work. A detailed description can be found in appendix G.
• Remote operation of the manipulator
Manual operation of the manipulator is often complicated by the dimensions of
the experimental setup, so that most of the turning knobs and micrometer screws
are not easy to access. Once the manipulator is equipped with stepper motors, all
degrees of freedom can also be operated remotely. For easy direct access to the
manipulator position, a commercial gaming joypad was integrated into the AS-
PHERE framework such that all motors can be operated from arbitrary locations
in the lab. Another software module allows for real-time readout and precise input
of motor positions. Both are discussed in detail in appendix F.
• Rb evaporation
In this work, Rubidium is deposited on crystal surfaces. For this purpose, a UHV
evaporation source had to be implemented and integrated into the experiment.
The Rb is evaporated from a commercial SAES Getters Rb dispenser. The applied
Ohmic heating current is dosed to give a defined, reproducible flux. During the
actual experiments, constant steps of Rb coverage on a surface were achieved by
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driving the dispenser with defined current for a fixed time and at a defined distance
from the sample surface. The heating current is provided by a standard lab power
supply, extended by the option for remote PC controlled operation. The software
module developed to run the supply is documented in appendix J.
• Powerful laser light supply for the ARPES lab
In cooperation with the workgroup of Prof. Bauer, the experiment is planned
to be driven with an ultrafast higher-harmonic-generation laser excitation source
([77],[78]). With this intention, a commercial high-power Nd : Y LF laser was
purchased to serve as seeding laser. This laser source might also be used as an
additional light source for conventional photoemission, opening up various options
for sample treatment with high-power laser pulses. As the laser is set up in the
neighboring laser laboratory, a long-range beam guide based on a high-power opti-
cal fiber needed to be constructed in order to provide laser light to the PHOIBOS
setup. Constructional details on this topic are found in appendix E.
• Triggered MCP operation
When operating pulsed sources in general, triggered operation of the photoelectron
detector is desirable to suppress unwanted inter-pulse noise or to establish kind of
rough temporal selectivity of the signal. An approach to supply this new feature
to the photoemission experiment is presented in appendix D. Some technical
difficulties faced here might be avoided by the implemented design, but a general
demonstration of feasibility is still subject to future work.
The upgrades realized here basically enable two measuring modes for angular resolved
photoemission. The principle drawings in figure 4.9 show how the k-space is scanned
using these modes. The first one is based on a sample alignment providing that the
Γ-point of the first Brillouin zone, i.e., emission perpendicular from the sample surface,
is projected to the center of the detector. All angular channels detected in parallel are
arranged on a radial section through the Brillouin zone and centered around the Γ-point.
By rotation about the sample normal, a distinct high-symmetric direction such as ΓM
or ΓK may be adjusted. Stepwise rotation about the up axis of the manipulator is used
in advance to scan a two-dimensional equidistant grid on the hemisphere over the sample
surface, gathering a stripe through the Brillouin zone.
In principle, this technique could be used to cover the full polar angle of ±90◦ over
the sample in scanning direction, if the sample could be illuminated in all orientations.
The ’width’ of the stripe is limited by the acceptance angle of the analyzer. Thus, only a
constrained area around the Γ-point can be covered in that direction. The angle between
emission from the Γ-point and the high-symmetric pointsM andK and the border of the
Brillouin zone (as depicted in figure 4.9) is defined by the photon energy and the lattice
constants of the crystal structure. For typical lattice constants found for transition metal
dichalcogenides and an excitation source with photon energy of 21.22 eV , it can easily
be seen that the maximum acceptance angle of the analyzer of ±13◦ is not sufficient
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Figure 4.8.: Step size calibration of the stepper motors driving the axes of the manip-
ulator cryostat. All degrees of freedom are illustrated to the left using the
vacuum side of the sample manipulator as reference.
to cover the full Brillouin zone in one sweep. Combining scans at different polar angle
γ (see fig 4.8) are not feasible with this geometry, because it is constrained to a small
range between ≈ −10◦ to ≈ +15◦ relative to the horizontal by specification.
Substantial drawbacks of this mode are caused by the varying angle of incidence
of the UV light. Combined effects of finite penetration depth of the light and finite
escape depth of the photoelectrons makes spectra taken at different angles of incidence
of the light hardly comparable. At finite beam diameter, the total illuminated area on
the sample surface varies significantly, so the emission signal does not originate from
a constant surface region over one sweep. Combining radial sweeps taken at different
angle α (figure 4.8) might be combined to cover the complete Brillouin zone, creating a
large overhead of data points near the emission at the Γ-point. The problem is worsened
by a constructional fault of the manipulator: The sample surface cannot be aligned in
the center of the up-axis rotation, so its position must be kept constant by additional
translation when scanning. As ASPHERE allows only for linear tracking, this measure
is limited to an approximate correction of the sample position.
Furthermore, the signal-to-background ratio of the photoelectrons is influenced by a
change in the experimental geometry. This complicates quantitative analysis of data
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Figure 4.9.: Two-dimensional mapping of angular channels can be achieved using the
shown scanning modes. Left: As the up axis of the manipulator is rotated
between subsequent spectra, a stripe of the k-space gets covered. Right:
Rotation about the sample normal axis gives access to a circular area around
the Γ-point.
acquired using this mode. Nevertheless, as long as the user is aware of these limitations,
the mode can be applied successfully. The valence band map depicted in figure 4.10
was acquired using this mode. The surface shown there represents the evolution of the
valence band maximum ofWSe2 inside the first Brillouin zone. The raw data consists of
two sweeps along the ΓK and the ΓM direction, respectively. Where both scans overlap,
each of the two data sets was truncated to cover a wedge-shaped area with an opening
angle of 15◦ at the Γ-point. The full Brillouin zone was reconstructed by repeating the
wedges periodically, so every of the six equivalent high symmetric points K and M is
found in the result. Some more sample data based on the scanning technique introduced
before can be found in [76].
Some of the difficulties faced here can be circumvented by using the scan mode depicted
right in figure 4.9. In this arrangement, the sample is tilted such that a radial section
through the Brillouin zone starting at the Γ-point is detected in parallel. Then, the half-
space over the sample surface is scanned by rotation about the normal angle α. Once
again, the maximum polar angle detected with this method is limited by the maximum
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Figure 4.10.: Angular resolved study of the valence band ofWSe2, recorded with PHOI-
BOS. The surface depicts the evolution of the valence band inside the first
Brillouin zone. Points of high symmetry are highlighted. The data was
assembled from two overlapping sweeps in ΓK- and ΓM - direction as de-
picted left in figure 4.9. The sweeps were recorded using a total acceptance
angle of ±13◦ (’Wide Angle Mode’), 27 angular channels, scanning step
size β = 0.5◦ (see fig. 4.8), hν = 21.22 eV .
acceptance angle of the analyzer. None of the outer high-symmetry points can be probed
in parallel with the Γ-point using the actual setup, so this mode shows up to be better
suited for higher photon energy, where the Brillouin zone is found to cover a significant
smaller solid angle. In general, such a scan could be combined with another taken at
higher tilt angle to cover the full Brillouin zone. In practice, this approach is denied
by the limited tilt angle γ. Once again, the grid scanned using this scanning mode
has an extremely inhomogeneous distribution of points with a high accumulation near
normal emission, so a large amount of redundant data is acquired. The advantage of this
scanning mode can be seen in the constant angle of incidence of the radiation. As long as
the beam is aligned to hit the sample at the center of rotation, emission from a constant
surface area is granted, avoiding the elaborate tracking procedure. Unfortunately, the
implementation of the rotary feedthrough does not guarantee continuous motion of the
surface normal rotation under all circumstances. When applying this mode, a feedback
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of the rotation angle is required.
Involving the new features that have been realized during this work, some more inter-
esting applications are possible.
The motorized translation stage of the manipulator allows for various scanning modes.
When using a small excitation source as provided by a microfocus beamline or upcoming
higher-harmonic-generation laser sources, a primitive imaging of the sample surface can
be achieved by scanning the focus of the radiation along the surface. Many applications
require precise knowledge of beam dimensions achieved in the vacuum chamber. In
combination with a specialized sample holder, calibration of various beam properties
was performed in this work. In appendix A, some results obtained from scanning the
UV beam are discussed. Characterization of the performance of an optical feedthrough
system using this technique is done in the subsequent chapter.
The extensions of the experimental station presented here have been applied with
great success during this work, and some more users could already benefit from the
additional options. The general design showed up to be extremely versatile with respect
to individual requirements, as proven by a variety of experiments carried out at this
setup during the past years. At the current state, the full potential of automated ARPES
measurements can be exploited, so finally, it can be considered complete and ready to
be combined with modern high-end light sources.
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5.1. Introduction
In the preceding chapter, the current state of the experimental station was presented.
Special attention was paid to various upgrades that were realized during this work.
Here, the approach to integrating an additional light source into the setup is discussed
in detail. Probing the surface photovoltage effect by photoemission spectroscopy in
situ requires a highly versatile illumination source. The demands for an appropriate
optical setup essentially include options of tuning the photon flux, spot diameter and
spot position inside the vacuum chamber over a wide range. Small spot diameters in the
low micrometer range as achieved with modern synchrotron beamlines must be reached.
A perfect match with the XUV or soft X-ray source for photoemission is prerequisited
here, so high mechanical stability must be granted.
The design has to be compatible to the UHV conditions met in the main chamber
of the experimental setup, so the choice of available materials is restrained. Special
construction principles have to be obeyed, especially with respect to avoiding cavities
and granting a sufficient pumping cross section. More constraints arise from the demand
for full compatibility to the photoelectron spectrometer. First, the free path between
sample surface and analyzer entrance must not be blocked. Second, the space between
the sample and the analyzer must remain free of electric and magnetic fields in order to
avoid biased electron trajectories.
The specification of a small focus requires a lens with the smallest feasible focal length,
so that is can be located as close as possible to the sample surface. Here, the design is
affected by further limitations: In a vacuum environment with free electrons, the electri-
cal insulating glass surface of a lens tends to accumulating fixed negative surface charge.
As a rule of thumb, the maximum potential of the lens is given by the maximum kinetic
energy of photoelectrons, which is limited by the photon energy hν of the excitation
source. As a first approach, the lens might get coated with a conductive gold film and
grounded hereby, which is a common measure for vacuum windows in a charge sensitive
environment. A conductive coating would strongly increase reflection losses, so this con-
cept has to be rejected. Sufficient screening of surface charges might also be achieved
using metal meshes that are available with a large range of mesh sizes. The rather low
open area ratio and a decrease of imaging performance due to scattering and diffraction
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Figure 5.1.: Constructional detail of the beam guide. Upper left: vacuum feedthrough
of the laser beam and fixation of the aluminum tube. Lower right: As-
sembly at the tip of the tube. Details see text.
would result, so this solution was also discarded. An acceptable approach satisfying the
demands for high transmission and good screening will be presented and discussed in
section 5.4.
Another competition is found for the mechanical layout of the device, which requires
free alignment of the lens and stability at the same time. Only limited space is avail-
able inside the vacuum chamber and the lens mount must not interfere with one of the
additional components located inside. When setting up the system, much space was
consumed by another project integrating in situ molecular thin film deposition in the
experiment [72]. Therefore, only a single CF 35 flange of the chamber, located approxi-
mately 25 cm from the chamber’s center at an elevation of 45◦ is occupied by the solution
presented here.
5.2. Constructional detail
A satisfactory solution to the task defined above could be realized during this work.
Detailed section views of the sensitive parts are shown in figure 5.1. The approach
prerequisites a well-collimated light beam that is guided into the vacuum chamber and
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then focused onto the sample surface by a plano-convex lens with a focal length of
40 mm. It is made of common borosilicate glass (BK7) and has no anti-reflex coating in
order to grant UHV compatibility. The lens-to-sample distance given hereby showed up
to be a good tradeoff between good focusing capability and low consumption of space
near the sample. The lens is located at the lower end of a radially mounted aluminum
tube and the beam is guided through the center of the tube. The outer diameter of the
tube amounts to 16 mm at a wall thickness of 1.5 mm. The diameter of the guided
beam is thus limited to 13 mm. The specification of a CF 35 mounting flange states a
clear inner diameter of the attached pipes of 35 mm, so the pipe can still be translated
within a circle of 19 mm diameter along the cross section of the flange. Two PTFE
(Teflon) retaining rings constitute an embedding for the lens. The tip assembly is kept
in position by a low-tolerance mount that is pressed over the outer tube wall and fixated
by radial spreading forces. No screws or pins are required here. The hollow truncated
cone at the end of the component was appended later for electrical screening. A detailed
discussion follows in section 5.4.
The upper end of the beam guide is depicted in figure 5.1(upper left). It is made
of a stub of CF 35 stainless-steel pipe. The window mounted on top acts as vacuum
feedthrough for the collimated light beam. Precise centering of the aluminum tube to
the inner wall of the steel pipe is achieved by the application of two aluminum clamping
disks. The beam guiding tube is fixated by worm screws inside the radial tapped bores.
The axial bore holes placed on the tangential slots are equipped with incomplete threads
such that screwing results in spreading the slots and bending the outer parts of the
clamping disks towards the inner wall of the pipe. All screws applied here are made of
full UHV-compatible stainless steel that is known to be hardly magnetic. As the lower
end of the beam guide is closed by the lens, the upper end requires a sufficiently large
pumping cross section. Special care was taken to avoid virtual leaks in the clamping
components. In the end, all vacuum components of the beam guide could be integrated
into the system without negative effect on the achieved base pressure. The mechanical
stability of the assembly was analyzed in detail using FEM simulation. All results are
presented in section 5.3.
The requested option for fine positioning of the light spot inside the vacuum chamber
is achieved by a manipulator with three translational axes onto which the combined
beam feedthrough and guide section is mounted. It allows for a lateral shift that is
only limited by the tube outer diameter, as mentioned above. By its maximum axial
translation of ≈ 50 mm, the lens can be completely retracted from the sample holder.
All optical components required for creating and shaping a collimated beam are lo-
cated outside the vacuum, so easy handling is granted and standard optical systems may
be applied here. The actual implementation of the optics will be discussed in section
5.5.
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Figure 5.2.: Table of vibrational modes of the beam guide. The optimized design has a
reduced wall thickness near the tip. A significant increase of the first vibra-
tional mode results, so resonant excitation by external sources is expected
to be less pronounced. A considerable degradation of the optical alignment
by static deformation can be excluded for both layouts. The reduction of
peak principal stress in the optimized design is expected to reduce long-term
plastic deformation of the tube.
5.3. Mechanical stability
The critical part concerning mechanical stability is the aluminum tube used for support-
ing the focusing lens. Because of the diagonal mounting position, the tube is expected
to suffer from self-loaded deformation. This leads to a systematic misalignment of the
focusing lens that has to be considered here. A comprehensive stress analysis of the alu-
minum tube was carried out using the 3D CAD environment Autodesk Inventor, which
includes a versatile simulation tool for static and dynamic load simulations of a struc-
tural part. Static deformation, tension and vibrational modes are determined by using
the finite element method (FEM).
The simulations were focused on the most sensitive part, the aluminum tube, in its
mounted position. Thus, a solid model integrating the tube and the clamping disks
was created in order to provide realistic boundary conditions to the simulation. A
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small additional load was applied to the tip of the pipe, simulating the mass of the
lens assembly. For the lens mount and the screening cap, masses of 7.25 g and 1.57 g
were determined by the CAD program, and a small contribution by the remaining parts.
Altogether, an additional load of 10 g is applied here to the tip of the tube. The part
was then virtually exposed to gravity, directed as in the realistic mounting position.
The basic design of the beam guide just consists of a tube of the above mentioned
dimensions. Its mechanical performance was obtained from simulation and is summa-
rized in the left column of figure 5.2. As could be expected, the static deformation of
the tube is found to be acceptable for this purpose. Static deflection is accompanied by
a small tilt of the pipe cross section at the tip, so a small angular misalignment of the
lens results. Assuming that the deflection can be approximated as a parabolic function
of distance from the mount, the tilt angle of the lens is given by the arc tangent of the
elevation at the tip:
y =
x2
ℓ2
·∆x,
⇒ αtip = arctan 2 · ∆x
ℓ
, (5.1)
where ∆x is the deflection of the tip and ℓ is the distance from the tip to the closest
clamping disk, where x equals zero. This expression is explicitly meant to be approx-
imate. When based on a hyperbolic cosine, a prefactor of 1.54 instead of 2 results for
the argument of the arc tangent, while a linear dependency gives a factor of 1. The true
tilt is expected inside this interval.
The tilt angles in figure 5.2 are obtained when inserting the actual dimensions (ℓ =
390 mm, ∆x as stated in the table) into the above equation. Such small angles can
easily be tolerated in the setup.
Besides static deformation, the setup was also optimized with respect to its dynamic
behavior in the context of an analysis of the vibrational modes of the tube, especially
of the low frequency range below 100 Hz. This region is of special interest because of
the presence of low frequency vibrations in the laboratory environment. These mainly
originate from mechanical roughing pumps and also from inevitable human activity near
the experiment. Both must be tolerated to some extent. In order to avoid resonance
with the beam guide as good as possible, its oscillation frequency should be as high as
possible. The analysis of the range between 0 Hz and 2000 Hz shows that the basic
design only has bending modes in this interval. It can be suspected that the first mode
found at 94.5 Hz is excited by external low-frequency vibrations.
Therefore, the tube design was optimized subject to high-frequency modes. At con-
stant outer dimensions and the given cross section, only the wall thickness can be mod-
ified. A considerably higher first vibrational mode is found for the optimized design
presented in the right column of figure 5.2. Here, the wall thickness near the free end of
the part was reduced to 1 mm and 0.5 mm, respectively. Near the fixed end, the basic
diameter was retained in order to provide maximum stiffness. Due to the optimized
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mass distribution along the tube, the maximum deflection is reduced. Mechanical stress
is delivered across the full length, reducing the maximum stress that is found near the
clamping disk. The color map texture on the parts on top of figure 5.2 indicate the stress
distribution by encoding the maximum principal stress, i.e., the maximum principal axis
of the stress tensor [79],[80].
Alternative materials were tested to realize the beam guide. Other metals like stainless
steel or titanium did not perform much better in the simulations. In addition, a major
problem with steel arises from the magnetic remanence
For this work, the optimized tube design was implemented using aluminum. Its sim-
ulated performance is found to be sufficient for the application, which is confirmed by
calibration measurements carried out with the complete optics system. These experi-
ments are discussed in section 5.6.
5.4. Electrostatic compatibility
As already mentioned, the surface of the glass lens tends to charge by capturing free
photoelectrons. The resulting electric field might reach into the space between sam-
ple surface and electron analyzer, where it would perturb the trajectories of the free
electrons. Charging cannot be suppressed here as the lens must necessarily cover a note-
worthy fraction of half-space over the sample and photoelectrons are emitted all over
there. In consequence, an efficient concept to suppress long-range electric fields without
blocking part of the beam cross section was developed. It simply consists of an extension
of the design by a conical aluminum cap that is mounted at the tip of the beam guide
(see figure 5.1) and is thus held at ground potential. The charged lens surface causes in-
duced charge of opposite sign in the cap to give a local compensation. Strong reduction
of the magnitude of the electric far field with respect to the unscreened arrangement is
expected.
This approach was tested by numerical simulations using the SimION software by
Scientific Instrument Services, a software package dedicated to the simulation of electric
fields and ion particle trajectories, especially for ion optics. It has been successfully
applied to optimization problems concerning design of the electron source for the inverse
photoemission technique applied in the workgroup [81]. For a brief summary of the
program, see also [82].
For the simulations, a CAD model of the beam guide tip including realistic dimensions
was imported into SimION. All metal parts, i.e. the tube, fixation parts and the screen-
ing cap where set to ground potential, while the lens was assumed to be homogeneously
charged to a potential of +10 V . For the following discussion, the sign of charge does
not matter, so the fact that the lens would in fact be charged negatively can be ne-
glected here. Two versions of the assembly were tested with these voltage settings: One
version without the cap (I) and a second including the cap (II). The resulting potential
arrays are shown in figure 5.3. As the complete arrangement is rotational symmetric,
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Figure 5.3.: Electrostatic simulation of the tip of the beam guide. The electrostatic far
field induced by trapped charges at the lens surface is reduced significantly
by the screening cap, so the demand for a field-free space between sample and
electron analyzer is satisfied. Left: Cross section of the simulated potential
distribution with (right half) and without (left half) screening cap. Right:
Axial electrostatic potential and electric field.
only a radial cross section is shown. The ’electrode’ geometry is shown as blue shape.
For configuration (I), the suspicion is confirmed that the potential modification by the
charged lens cannot be tolerated in photoemission spectroscopy.
This influence is drastically reduced by the screening cap, as can be seen in the right
half of the figure. Note that the equipotential lines drawn here belong to much smaller
potentials! For a quantitative analysis, the potential along the symmetry axis of the
assembly was extracted from the map (inset upper right). The absolute value of the
electric field strength was derived from this data by numerical differentiation, giving the
inset at the lower right of figure 5.3. At the intended position of the sample surface,
40 mm from the lens surface, an electric field strength of ≈ 3.7 · 10−2 V/m is found,
which is a factor of 64 smaller than for the setup without cap. As a result, it can be
concluded that, concerning the requirements of spectroscopic resolution, charging of the
lens can be tolerated to some extent when the screening cap is used in the system, while
integration of the beam guide into the ARPES experiment would just not be feasible
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without electrostatic screening.
The opening angle of the conical cap is designed to match the convergence of the
focused beam. Even better screening capabilities could hence be achieved when working
with a smaller beam diameter, such that the aperture on top of the cap could be laid
out with a smaller diameter. It is well known that aluminum surfaces tend to form an
insulating oxide layer when exposed to air, so the electrical contact to ground can be
degraded. Therefore, all surfaces of the beam guide exposed to free electrons were coated
with a conductive graphite film in order to grant low surface resistivity. The coating
also showed up to be a good absorber of stray light. In reality, the simulated potential
distribution will be influenced by the presence of further metal parts in the chamber
such as the vacuum side of the sample manipulator assembly. Thus, the considerations
made here should be seen as an approximation to the actual field configuration found
for the charged lens.
5.5. Layout of the optical components
While the preceding sections covered the integration of auxiliary optics components into
the ARPES experiment, the implementation of a simple optical bench system for beam
shaping is presented here. It is basically intended to provide versatile access to a laser
pointer source for the SPV experiments, but was later extended to work with various
light sources used in alternative projects.
All components are integrated in the Linos Microbench system, a high-precision build-
ing block-system for collinear optical arrangements. The bench assembly is flanged to
the outer side of the beam feedthrough described in section 5.2 and is translated by
the optics manipulator used for beam positioning. Figure 5.4 shows the optical setup
as realized in this work. For better stability, the complete bench is supported by an
aluminum construction profile with 50× 50 mm2 cross section.
For general light sources, the main task of the optical setup is to provide a well-
collimated light beam in order to minimize divergence loss in the UHV beam guide.
For good focussing performance of the plano-convex lens near the sample surface, a
collimated beam is also desirable.
During the SPV experiments presented in chapter 6, a green laser pointer (λ =
532 nm) with 5 mW output power was used. It is held by a specialized mount that
allows for rigidly constraining the laser housing in a defined, slightly deflected position
in order to align the laser beam to the bench geometry. The laser intensity is attenuated
by a pair of polymer polarizer foils that can be rotated independently. The extinction
coefficient of such polarizers is limited, but sufficient to cover roughly two orders of
magnitude of laser flux. The intensity calibration procedure is summarized in appendix
C.
The divergence of the laser beam is reduced by a Kepler-type beam expander, that
basically consists of two biconvex lenses with different focal length f1 (near the source)
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Figure 5.4.: Photograph of the implementation of the beam shaping optics with sev-
eral light sources mounted to the bench system. Light sources are selected
by the optional bending mirror inserted into the cube in the center of the
photograph. Attached to the cube: Ho¨nle PowerPen (foreground, [72]),
laser pointer assembly (right), and high-power optical fiber (background,
appendix E). The bench system is supported by an aluminum construction
profile and enclosed in a protective housing.
and f2 (far from the source) with f1 < f2. Here, the beam diameter is increased by a
factor f2/f1 and the divergence is reduced by the same factor, so a broadened, collimated
beam results. For fine adjustment of the distance, the remote lens can be moved with
micrometer precision via a lever system driven by a micrometer screw. This mechanism
can also be used for fine positioning the axial focus position, as a slightly misaligned
beam expander will have finite focal length.
An adjustable pinhole is located in the intermediate image plane of the beam ex-
pander to allow for a tradeoff between high transmission and even better collimation.
For electron microscopy applications, well-defined pinholes in a large range of diame-
ters down to some micrometers are available commercially (Plano GmbH, e.g.), so an
appropriate choice could be made here. The pinholes are available in a broad range of
materials. Among them, versions made of Molybdenum were tested, but showed up to
be corroded quickly when operated a high temperature in air. Alternatively, pinholes
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Figure 5.5.: A photodiode enclosed by a housing except for a small, defined aperture was
mounted on a standard sample holder. The photocurrent can be measured
in situ using the sample current line contacted by the pin.
made of Platinum-Iridium alloy were tested for high-power applications. These showed
up to reflect most of the blocked radiation and to be sufficiently inert to stand high heat
load in air.
The optics system has been extended to work with several light sources. The PowerPen
( Dr. Ho¨nle AG) used for switching conformational switching of molecular adsorbates by
UV-light [72] was equipped with a dedicated mount for the Microbench system including
a cooling fan to provide high stability continuous operation. The lens configuration is
currently subject to optimization for this purpose. The third optional light source is
pulsed laser radiation generated by the Empower 30 (Newport Spectra-Physics GmbH ).
In appendix E, the implementation of a high-power fiber guide system for the laser light
from a remote laboratory is presented. The fiber end station is integrated into the optical
bench. Several sources may be mounted to the system in parallel to different ports of
the cube. A specific radiation source can then be selected by an optional bending mirror
inserted into the cube (see fig. 5.4).
For protection of the sensitive optical components and to comply with laser safety
issues, the whole assembly is surrounded by a closed housing. The laser system was
successfully used in the Diploma thesis of Andrej Lang [76] for controlled, exclusive
heating of a sample surface.
5.6. Calibration measurements
After realizing the setup as described in the preceding sections, the optical performance
had to be checked under realistic conditions. Here, an approach to determine the focusing
capabilities is discussed and an example for the top performance reached so far is given.
In order to probe the focus at the sample position, a standard sample holder was
equipped with a housing for a photodiode. A photograph of the solution is shown in
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figure 5.5. It is designed to block visible light completely except for a well-defined small
aperture at the position where the sample surface would be found otherwise. Here, a
pinhole with a diameter of 150 µm (Plano GmbH) is applied. By using this design, the
experiment can easily be switched between photoemission measurements and calibration
without venting the system.
For monitoring the photocurrent, the photodiode is connected between the grounded
sample manipulator and the insulated sample current line, which is contacted by a pin
mounted to the sample holder. The Hamamatsu G1127-02 photodiode used in this
setting is well-suited for this task. The manufacturer states a spectral sensitivity of
0.17 A/W for the wavelength of the laser pointer (λ = 532 nm) and an excellent short
circuit current linearity over nearly ten decades of light intensity. In its original state,
the sensitive surface of the photodetector is enclosed by a sealed protective housing
with a glass window. This would introduce a virtual leak to the UHV environment,
so it was removed. Therefore, the beam probe is also suitable for detection of the UV
light from the He lamp, which would be absorbed by the quartz glass window otherwise.
Experimental results of scanning the spot profile of the He lamp are discussed in appendix
A. Although a maximum safe storage temperature of 70 ◦C is declared in the datasheet,
the photodiode showed no significant degradation after several cycles of mild bake-out
at 90 ◦C for up to 36 h.
The wiring diagram of the data acquisition setup is given in appendix A. As required
for optimal linearity, the photodiode is short circuited via 100 Ω, and the resulting
voltage is measured via an analog Keithley electrometer. Further components serve
to convert the analog voltage signal to a frequency of TTL pulses, which are required
to record the data using specialized hardware driven by ASPHERE [53]. With this
approach, ASPHERE can be driven as if the data originated from a channeltron detector.
At first glance, this appears to be a circumstantial solution, but it is justified by the
comfortable stepper motor control offered by ASPHERE.
The basic idea is to translate the pinhole across the beam cross section in defined
steps using the stepper motors of the sample manipulator. At each position, a signal
proportional to the photocurrent is recorded, giving information on the total light in-
tensity reaching the photodiode. As the best focal width of the laser spot is found to
be much smaller than the pinhole diameter, edge scans of the beam are acquired when
shadowing the beam partially. The result of an edge scan after optimization of the optics
and finding the correct working distance is shown in figure 5.6. In order to avoid local
saturation of the photodiode, the laser light intensity was reduced as much as possible
by the polarizers, so linear response of the detector is expected. The raw data was
smoothed by applying a binomial filter (appendix I). From the scanning geometry, a
flat top of the intensity curve would be expected. The elevation observed here can be
attributed to drift of the unstabilized laser source. When transmitted at the center of
the aperture, the two edge features should be distanced exactly by one diameter. Here, a
smaller distance is found, indicating that the laser beam was not centered to the pinhole.
An impression of the focal width can be extracted from the rising and falling flank,
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Figure 5.6.: Scan of the laser focus at the sample position acquired using the beam
probe (figure 5.5) mounted to the sample manipulator. The diameter of the
pinhole is much larger of the focus, so edge scans of the focus result when
the edges of the pinhole cross the beam. The full width at half maximum
of the focus amounts to < 3 µm.
i.e. that parts of the scan where the pinhole border crossed the laser focus. As the raw
data is cumulative intensity over the total pinhole area, information on the focal profile
is found from the first derivative of the signal. Its absolute value is depicted in the lower
panel of figure 5.6. From the data, a focal width in the range between 2 µm and 3 µm is
found. This result holds for a carefully adjusted optical bench with a pinhole of 30 µm
diameter located in the intermediate image plane of the beam expander. Using larger
apertures would significantly degrade the performance.
The small focus achieved here can also be used for precise determination of vibrational
modes that cause a displacement between the optical bench and the sample manipulator.
With this intention, the scanning aperture is positioned to shadow exactly half of the
laser beam, so vibrations in scanning direction cause fluctuations of the photocurrent,
which is recorded using an oscilloscope. Even small amplitudes below 1 µm can be
detected with this method. The procedure was done for different scanning directions
to test the effect of pump operation or human activity on the setup. The results can
be summarized as follows. Basically two vibrational modes are found for the system.
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One at a frequency of ≥ 100 Hz, which is around the expected eigenfrequency of the
beam guide (see section 5.3) and a second one below 10 Hz. The small frequency is
suspected to be a mode of the experiment’s supporting framework. At rest, i.e. at
normal pumping operation and no human activity, the amplitude of both frequencies
clearly amounts to less than 1 µm. When excited manually, the high-frequency vibration
shows up to decay within one second, whereas the low frequency mode requires much
more time to be damped.
From these results, it can be concluded that the optics design is appropriate for
the needs faced here. Its mechanical stability is sufficient for the environment it is
operated in. Limitations may originate from the design of the supporting framework. An
excellent focus diameter could be achieved in practice, which is much smaller than usually
required. These commissioning experiments clearly prove the feasibility of integrating a
high-performance optical bench into the ARPES experiment.
5.7. Summary
In this chapter, some difficulties of integrating optics parts into a photoelectron spec-
troscopy experiment were identified and an approach tolerating these problems was
presented. A detailed discussion of basic features was appended to show the feasibility
of the solution. Issues concerning static mechanical stability and dynamical properties
were covered and could be optimized by numerical simulations. It was demonstrated
how electrostatic charge in the system can be tolerated, again by performing a detailed
numerical analysis. A simple layout for a beam-shaping optics was introduced. During
the work, all components were realized and integrated into the experimental chamber. A
versatile method for probing arbitrary light beams at the measuring position of a sample
was developed. Extensive testing confirmed the great applicability of the optical setup.
The optical performance and the high mechanical stability qualify the device for well-
defined, spatially constrained illumination, potentially allowing for spatially resolved
experiments working in a scanning mode. By the integration of new light sources, some
further projects could already benefit from the setup ([72],[76]), and a high potential for
future work is expected.
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In the preceding chapters, the experimental setup of the photoelectron spectrometer
driven in the workgroup was introduced in detail. During this work, several upgrades
were implemented in order to provide more comfortable handling and to allow for more
flexibility and new operational modes. Chapter 5 was focussed on the development and
the calibration of a beam guide with an associated optical system that offers an option
of transporting a well-defined light beam to the sample surface in its measuring position.
All upgrades were introduced with the intention to carry out quantitative measurements
of the SPV effect.
A theoretical model of this effect was introduced in chapter 3.2. Though based on
earlier work [8], major changes had to be done in order to obtain an appropriate treat-
ment of an extended range of configurations of the space charge layer. As several new
features were introduced for this purpose, an experimental validation of the implications
is strongly required. The large number of material constants involved in the model make
quantitative measurements of the SPV effect a promising approach to the determination
of their actual values.
These topics are subject to the project presented in this part of the work. Using the
Rb-covered surface of p-type tungsten diselenide as a model system, an experimental
study of the SPV effect was carried out with the experimental setup introduced before.
All results are backed with numerical simulations applying a software implementation
of the theoretical model. The results obtained here are to be published in an extensive
paper which is still in preparation at the present date. It is reproduced in its current
state in the following.
Valence band photoemission spectroscopy is used for the quantification of the SPV
effect on the surface ofWSe2 : Rb. The results are reproduced by numerical simulations,
confirming the validity of the theoretical considerations for the examined conditions. In
combination with experimental data, the results of the simulation allow for an indi-
rect determination of various material parameters of the sample surface, which cannot
be probed by conventional PES. As the experimental station allows for tuning further
conditions, future studies extending this work are highly encouraged.
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Part II.
Spatially resolved photoemission
spectroscopy
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7. Introduction
Research with transition metal dichalcogenides (TMDC), especially WSe2, has a long
tradition, and many studies were focussed on alkali-adsorbed TMDC surfaces in the
past [83]. In most of the reported work, electron spectroscopic techniques using VUV or
soft X-ray radiation have been applied. Specific effects like the growth of self-assembled
nanowire networks were examined by STM [11],[12]. A broad range of alkali-covered
TMDCs was examined by Starnberg et al. ([83],[84], for instance), amongst others,
by applying spatially resolved photoemission spectroscopy at beamline 31 at MAXlab
(Lund, Sweden) [126],[85]. This and various other experimental stations provide spatial
resolution by scanning the sample with a focussed synchrotron beam.
Earlier work on alkali-covered TMDCs revealed a strong tendency of the adsorbate
to form self-assembled surface structures and to induce structural modifications of the
substrate. Specific effects are known for the WSe2 : Rb system [12]. While a later-
ally homogeneous distribution of the adsorbate was assumed in Part I, a considerably
more complex configuration can be expected from the findings in related systems. For
instance, a lateral accumulation of the adsorbate can be suspected, as it is a common
feature in substrate-adsorbate systems. A structured surface could cause interesting
implications with respect to the surface potential and the SPV effect. Chemical species
in the expected structures can be identified by spatially resolved X-ray photoemission
spectroscopy (XPS).
The modern photoelectron emission spectroscopy (PEEM) technique offers the oppor-
tunity to obtain spatially resolved data of a complete surface region in parallel. Although
well-established today, only few applications to TMDC substrates have been published
yet. No WSe2-related work using PEEM was reported, except for brief remarks in ref-
erence [86]. The Rb-covered surface of WSe2 shows a large variety of effects concerning
the electronic properties (see part I of this work) and self-organized structuring [11].
The possibility of spatially resolved XPS studies using synchrotron radiation allows for
tracing structure formation processes with chemical resolution and to reveal potential
interactions between all observed effects.
This part of the work is dedicated to PEEM studies of the surface ofWSe2 : Rb. First,
some experimental issues concerning the preparation of layered crystals for PEEM are
discussed (chapter 8). As no detailed experience with handling TMDCs in PEEM was
reported yet, it can be seen as a summary of the know-how that was achieved during
several beamtimes.
Some technical imperfections of the actual experimental setup usually degrading PEEM
data could be compensated prior to data processing, so the full information gathered
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during the experiments can be subject to evaluation. In the course of this work, several
data pre-processing routines were developed and are presented in detail in chapter 9.
The huge amount of data included in a single XPS spectrum acquired with PEEM re-
quires new approaches to data analysis. Some ideas originating from the field of machine
learning theory could be adapted to spectroscopic data. A detailed introduction is found
in chapter 10. Based on these techniques, data taken at different operational modes of
the PEEM could be processed with great success.
Before discussing Rb-induced effects, the clean surface of WSe2 was studied in detail
in order to provide a solid reference for the following measurements (chapter 11.2).
The large scale distribution of adsorbed Rb was probed with photoemission spectra
subsequently. Results are presented in chapter 11.4. Spatially constrained adsorption
of Rb was carried out in order to probe the mobility of Rb adatoms qualitatively. The
relevant finding are outlined briefly in chapter 11.6. Self-organized nanostructures were
subject to dedicated X-ray absorption measurements presented in chapter 12.
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8. The (S)PEEM experimental station
at beamline UE49/PGMa at
BESSY II
8.1. Beamline
The experiments discussed in this part of the work were carried out using soft X-ray
radiation at the BESSY II synchrotron facility. Its major component is a circular
storage ring of 240 m circumference, in which electron bunches at relativistic energy
(1.7 GeV/e− for BESSY II) are kept on a circular trajectory by strong magnetic fields.
As the storage ring is kept under ultra-high vacuum in the range of 1 · 10−10 mbar,
inclusion of electron bunches in this orbit succeeds with extremely low loss. Typical
decay constants range between 6 and 10 h. A crucial parameter of the storage ring is
the ’ring current’ made up by the orbiting electrons. At BESSY II, its maximum value
amounts to 300 mA.
Modern synchrotron facilities use dedicated devices, the undulators, to produce syn-
chrotron radiation. These are located along the circumference of the storage ring such
that the electron beam transits them longitudinally. An undulator consists of at least
two parallel rows of permanent magnets, aligned with alternating orientation of the
magnetization. Basic electrodynamics predicts the emission of electromagnetic dipole
radiation for a beam of charged particles crossing the alternating magnetic field created
by the magnetic structure [87]. Because the radiation is produced in the particle’s frame
of reference, an observer at rest observes the extremely Lorentz-contracted directional
characteristic of the radiation, so it appears strongly directed. Synchrotron radiation
has a broad spectrum, and its emission characteristic is determined by the parameters of
the undulator. The photon energy with highest photon flux grows as particle energy, the
periodicity of the magnetic structure, and the magnitude of the magnetic field increase
[88]. In practice, the undulator gap, i.e., the distance between the rows of magnets is
tuned to maximize the flux at the desired photon energy.
The data presented in this part was acquired at the end station PGMa of beamline
UE49, located at the BESSY II storage ring. It is equipped with an undulator of
the APPLEII-type [123],[89],[90],[91],[92]. This undulator design does not, as usual,
consist of two rows of permanent magnets with alternating magnetic orientation, but
four (figure 8.1). The purpose of this layout is to establish the capability of selecting
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Figure 8.1.: Magnetic structure of the APPLE II undulator design [123] as realized at
beamline UE49 (BESSY), for instance. The rows consist of permanent mag-
nets with periodically rotated magnetization (indicated by the arrows). The
phase difference of the magnet rows can be aligned free, so radiation with
arbitrary polarization can be produced.
a particular type of polarization of the synchrotron radiation. By altering the shift
between the rows as depicted in figure 8.1, the creation of linear polarized light with
arbitrary orientation is possible. In an alternative mode, the shift can also be configured
to create a helical magnetic field in the undulator gap, so circularly polarized light is
emitted. Both left-handed and right-handed orientation can be achieved here, as well as
intermediate states, i.e. elliptical polarization. Spin-resolving techniques such as X-ray
magnetic circular dichroism (XMCD) are based on the spin-dependent interaction of
circular polarized soft X-ray radiation with matter. The measurements presented here
were carried out using the linear horizontal polarization mode of the undulator.
The specifications achieved at the beam line including this undulator design are pre-
sented in the following. A compilation of crucial features is shown in the table in figure
8.2. When the storage ring is driven with typical parameters, a beam divergence as low
as 2.3 mrad horizontally and 0.79 mrad vertically are achieved at the beamline.
The beamline is equipped with a reflective plane-grating monochromator (PGM), so
monochromatic light is supplied to the experimental station. A grating with 1200 lines
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Figure 8.2.: Typical parameters of beamline UE49/PGMa at BESSY II (following
[124],[125])
per millimeter was used during the experiments. The width of the monochromator exit
slit can be tuned for an individual trade-off between photon flux and achieved energy
resolution. An energy resolution E/dE ≥ 13000 is found for a 30 µm slit in the relevant
photon energy range 90 eV ≤ hν ≤ 300 eV . When using these settings, the photon flux
exceeds 1011 photons·(s · 100 mA · dE)−1, referenced to a beam current of 100 mA kept
in the storage ring. In general, a photon energy range between 90 eV and 1800 eV is
accessible.
The size of the synchrotron light spot is focused down to ≈ 30 µm in the experimental
chamber using a reflective focussing mirror setup. It provides an image of the monochro-
mator exit slit at the measuring position, so the beam profile appears Gaussian in one
direction and has nearly boxcar-shape perpendicular to the exit slit. As a consequence,
the size of the synchrotron spot on the sample will vary as the monochromator slit width
is changed.
In electron spectroscopy, intensity monitoring of the incident beam is desirable for
referencing the acquired signal, basically because the ring current decays with time and
the synchrotron yield at the end station is a function of the desired photon energy. As
a direct measure of the total amount of incident photon flux, a reference specimen such
as a gold mesh, inserted into the beam, is normally used in photoemission spectroscopy.
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At constant spatial arrangement of all components, the photoemission current from the
reference is proportional to the incident photon flux at the sample. A direct measure
of the total photoelectron yield is given by the photoemission-generated current from
the sample holder to ground. Due to the high voltage applied to the sample with
respect to the ground, this would not be feasible for the PEEM setup, and a gold mesh
might disturb the microfocussing of the beam. Instead, the small amount of absorbed
radiation on the last bending mirror of the beamline is measured (the ’mirror current’)
by the resulting photoemission current. Referencing the flux at different photon energies
by the photoelectron yield is problematic in general, as the photoemission cross section
strongly varies with photon energy [60]. If this effect needs to be included, using a
well-known material like gold is indicated.
The high flux achieved by its small focus size and the vast energy range make the
beamline ideally suited for X-ray photoemission and absorption experiments. The op-
tional polarization is a crucial part of experimental methods probing magnetism like the
XMCD technique.
8.2. Photoemission Electron Microscopy (PEEM)
In this section, features of the photoemission electron microscopy setup at the end station
UE49/PGMa are summarized. As in conventional photoemission spectroscopy (PES)
(see chapter 4), photoelectrons emitted from a sample specimen are analyzed when
using PEEM. In contrast to a conventional photoelectron spectrometer, a photoemission
electron microscope includes an imaging stage such that the origin of photoelectrons is
imaged with nanometer resolution. It combines electron spectroscopy and microscopy
to provide spatially resolved PES spectra.
The actual PEEM setup is made up by the commercially available PEEM III
(Elmitec GmbH), which is also found today at various synchrotron facilities, among
them ELETTRA [93], SPring8 [95], and beamline 11ID-2(VLS-PGM) of the Canadian
Light Source (CLS) [127].
Figure 8.3 shows a principle sketch of the complete optical setup. The sample is
usually considered part of the optical system, so it was included in the image. Some
features of relevant components will be introduced now.
The sample is transported into the experimental main chamber on a dedicated clamp-
ing system, where it is fixated on the sample manipulator. Its surface must be aligned
precisely with respect to the microscope to grant best imaging quality. For this purpose,
the manipulator provides 5 degrees of freedom, 3 translational and a tilt mechanism to
match the sample normal with the optical axis of the imaging column. Distance gauge
heads give feedback about the transverse manipulator position with respect to the opti-
cal axis within micrometer precision. All components of the experiment are kept under
ultrahigh vacuum (UHV) conditions with a base pressure ≤ 5 · 10−10 mbar.
In measuring position, the synchrotron beam approaches the sample at an angle of 16o
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Figure 8.3.: General layout of the optical components of the Elmitec PEEM III photoe-
mission microscope (following [93],[94]).
towards the surface. For alignment tasks, a mercury-arc lamp illuminating the sample at
a photon energy of 4.9 eV at the same angle of incidence is used. During measurement,
the sample is usually held at a potential of −20 kV against the imaging column (and
ground), so the emerging photoelectrons are accelerated and redirected, so all trajecto-
ries approximately match the optical axis. The imaging column is made up by a set of
magnifying magnetic lenses and several stigmators (not shown in the figure) for image
correction. The lenses basically consist of coils and can be tuned by altering the current.
This layout has the side effect of rotating images when tuning the lenses, especially
when switching the total magnification. One out of a set of contrast apertures can be
inserted into the focal plane to limit the angular acceptance of the microscope [96]. This
measure is especially important for spectroscopic studies to provide defined energy reso-
lution [97]. Energy dispersion is achieved by means of the hemispherical energy analyzer.
For optimal energy resolution, the electrons are decelerated by the retarding lens to a
typical pass energy of Epass = 1250 eV . For spectroscopic applications, an exit slit in
the dispersive plane is set to define the energy resolution of the analyzer. After passing
the analyzer, the electrons are re-accelerated to 20 kV . The projective lenses perform
the last stage of magnification and project the image plane onto the detector. Incident
photoelectrons are detected by the familiar combination of stacked multichannel plate
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(MCP) in a Chevron configuration and phosphor screen (chap. 4.2). The intensified
image is digitalized by a low-noise CCD camera. For spin-resolved studies, the electrons
can be redirected to a dedicated spin detector using a set of deflectors (blue trajec-
tory in figure 8.4). Further information on design and performance of the PEEMIII
experiment can be found in [94],[93].
The data that is presented in this part of the work was acquired by using the operating
modes that are introduced in the following. The control software basically allows for
two different modes.
In the first case, a series of two dimensional images (’image stack’) of the surface is
recorded at constant photon energy and variable kinetic energy of the photoelectrons
(’analyzer scans’). The resulting data represents spatially resolved X-ray photoemission
(XPS) spectra. Here, photoemitted electrons emerging from a certain atomic core level or
the valence band of the sample are detected to give a measure of the density of electronic
states in the sample as a function of binding energy. The signal yield is rather low in this
case, as only electrons within a narrow kinetic energy range are detected at a time. The
energy resolution is defined by the analyzer settings here and is specified as ≈ 200 meV
[128], i.e., considerably worse than achieved with dedicated XPS spectrometers. The
best value at suitable flux found during the experiments was only slightly above this.
As the exit slit of the analyzer does not have a distinct position and must be removed
for sample alignment, offsets up to 1 eV on the kinetic energy scale are observed after
re-inserting or changing slits. Therefore, referencing energies is feasible only among
spectra taken at identical slit settings. When scanning large ranges of kinetic energy,
chromatic aberration must be taken into account. First, the focal length of the objective
lens changes as a function of kinetic energy. In consequence, the lens current must be
readjusted when scanning large intervals of kinetic energy. Such feature is not supported
by the data acquisition software. Reference [127] gives an impression of the magnitude
of correction that would have to be applied. Second, the magnification of the microscope
changes as a function of kinetic energy. If an image stack covers a wide range of kinetic
energy, pixels off the center of the image do not map a constant point of the sample
surface, which would make the data extremely elaborate to interpret. The mirror current
gives an acceptable reference of total photon flux in this case, but one should be aware
of additional noise being introduced to the data when normalizing. The current ranges
in the low nA range and thus includes relative high noise.
The second mode exploits the capability of the monochromator to continuously change
the photon energy (’monochromator scans’). The basic idea is to detect the absorptiv-
ity of the sample as a function of the photon energy. This would also give access to
the spatial distribution of chemical species across the surface, because elements can be
identified by their specific absorption edges.
As a measure of absorption, the total secondary electron yield is recorded. Secondary
electrons are created by inelastic scattering of a photoelectron traveling to the sample
surface, i.e. before emission from the sample. Part of these scattered electrons has suf-
ficient kinetic energy to escape from the sample and to give a characteristic energetic
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distribution (the ’secondary electron background’), a roughly exponential decay of in-
tensity with kinetic energy. The energy-integrated secondary electron signal is usually
much larger than that from direct photoemission. At constant incident photon rate, the
secondary electron yield is proportional to the total absorption coefficient of the sample.
Referencing the total photon flux by the mirror current appears to be problematic here
as the mirror itself is expected to show energy-dependent absorption. This does not
matter is case of XPS measurements, as the photon energy is kept constant there.
The major part of the emitted photoelectrons is included in the secondary electron
background. It has a characteristic, constant shape, so changes of its magnitude are also
found when detecting a constant interval in the distribution. As no specific features are
found in the secondary electron background, no particularly good energy resolution has
to be established in the electron analyzer.
Instead, the total resolution is defined by the monochromator. In this case, it is at least
as good as the resolution that could be achieved with the analyzer. Besides the larger
signal compared to XPS spectra, the drawbacks of aberrations in the imaging system
when scanning the kinetic energy do not occur here, because the imaging column is held
at constant settings during a scan. The creation of secondary electrons from absorption
of X-rays involves a complex mechanism that includes penetration depth of the sample
and escape depth of the photoelectrons, both depending on energy, so a quantitative
analysis is hindered for this case. However, the large signal obtained here makes it the
method of choice for relative measurements when using the PEEM setup.
8.3. Environment
The PEEM setup is born by a massive, solid aluminum plate to provide maximum
flexural stability and inertia. The plate is hooked up into the chassis at its four corners
by a combination of tension belts and pressure springs. This construction is meant to
grant maximum vibrational decoupling of the microscope from the ground. The chassis
consists of a framework made of heavy-load aluminum construction profiles built on an
ashlar of solid granite.
As the focus of the beamline measures only ≈ 30 mum, a stable alignment of the
sample position relative to the beamline has to be kept up during measurements. For
this purpose, the relative position of the experiment’s base plate is measured in real
time at the bellow connection between experiment and beamline by means of capacitive
sensors within nanometer precision. Optionally, an automatic feedback system can be
used to align the plate by readjustment of the belt tension.
An photograph of the experimental station and an appropriate schematic are shown
in figure 8.4. It is equipped with a dedicated sample preparation and storage cham-
ber. As commonly required for surface analysis, the chamber is kept under ultra-high
vacuum. A system of transfer rods allows for transferring samples under UHV into
the PEEM. Connected to the preparation chamber, a fast lock load chamber is used to
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Figure 8.4.: Left: Photograph of the experimental station with highlighted components
of the experimental chamber. Right: Schematic of electron trajectory inside
the vacuum chamber as seen in the photograph.
transfer samples into the vacuum system. Sample preparation techniques located in the
preparation chamber include sputtering, evaporation of various metals and a device for
switching magnetization of appropriate materials. For the experiments discussed here,
SAES Getters Rb dispensers were mounted to this chamber to give two options. The
first one allows for homogeneous Rb deposition on the full area of the sample surface.
Tim Riedel and Dirk Rahn designed a device for locally constrained adsorption of
Rb (see figure 8.7) and [98]). It is based on the standard SAES Getters Rb dispenser
that is enclosed by a housing such that most of the evaporated Rb is screened from the
recipient. From [99], it is known that Rb hitting a surface cannot desorb again if the
surface is cooled down well below room temperature. All components of the housing
are cooled by liquid nitrogen to assure that incident Rb atoms are captured. During
operation, the temperature is monitored by a PT100 resistor that s glued to the device
with thermal conductive epoxy, so good thermal contact is granted. The minimum
temperature that was achieved amounts to ≈ 100 K, as the heat is dissipated via a
flexible copper cord with reasonable thermal resistivity. Even during operation of the
dispenser, the temperature does not rise by more than a few K/min. When cooled
down, the only possibility for Rb to leave the housing is on a straight path from the
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Figure 8.5.: Sample holder system used with the PEEM system with individual modi-
fications. The sample holder has been rebuilt in a massive version to carry
platelets with TMDC samples glued on top. Samples prepared in this man-
ner are cleaved in ultra-high vacuum by shearing off the cleaving pin.
dispenser through the slit aperture at the tip of the housing. It is constrained by two
aligned silicon wafers with well-defined breaking edges. If broken along a high-symmetric
direction of the Si crystal, extremely sharp edges can be obtained [100].
The dispensers are known to evaporate from a well-defined region, which is recogniz-
able as a small trench on the side of the dispenser body. The aperture at the tip has a
width of ≈ 200 µm and is located ≈ 50 mm away from the source, so the setup gives
a narrow, low-divergent Rb beam. When aligned at most 500 µm from the aperture,
a defined region on the sample surface is exposed to Rb exclusively. Due to the small
Rb-emitting area at the dispenser, the flux density passing the front aperture is not at-
tenuated there. Considerable screening of the evaporating region is found by the circular
aperture close to the dispenser (See figure 8.7). The flux density obtained outside the
housing is therefore clearly reduced with respect to the unscreened evaporator.
Samples to be probed in the PEEM must be prepared to fit the sample holder system.
The systems to be tested here are usually prepared on substrate platelets which are
clamped between the body of the sample holder and a tin hat. An outline drawing of
the system is shown in figure 8.5. The tin hat is particularly necessary to screen sharp
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Figure 8.6.: Left: Photograph of the scalpel mounted to an improvised wobble stick.
The device allows for removal of flakes at the sample surface after cleaving.
Right: Prepared TMDC sample on the holder system. The cleaving pin on
top covers the sample and is sheared off in ultra-high vacuum.
edges of the substrate, as these could cause electric breakdown when exposed to the high
voltage in the PEEM. Receptacles for these samples consist of parallel rails, equipped
with latches to fit the lateral notches at the sample holder. Additional fixation is achieved
by the underneath elastic electrical contacts. The general design of the holder system
allows for various features, as four electric contacts can be addressed individually. An
available option is a dedicated high-temperature version of the sample holder. It is made
of tungsten and provides in situ electron-beam heating of the sample back side. This
holder is capable of standing short-term temperatures of 2000 K. For the experiments
presented here, some specimen of a simplified version of the sample holder system were
fabricated in the mechanical workshop of the Institute of Experimental and Applied
Physics (IEAP) at the University of Kiel.
Besides WSe2, experiments with further transition metal dichalcogenides have been
made at the PEEM experimental station in the past beamtimes [101], [102], [98]. Be-
forehand, the well-known in vacuo cleaving technique for surface preparation had to be
adapted to the PEEM sample holder system. An appropriate solution was found by
fixating the samples on sheet metal disks using UHV compatible, conductive epoxy and
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Figure 8.7.: Rb dispenser with slit aperture for spatially confined adsorption of Rb. The
device was designed and implemented by D. Rahn and T. Riedel. Upper
left: In situ photograph during evaporation. Lower right: Cross section
sketch showing the aperture setup. The slit aperture at the tip constrains
the Rb flux. Image by courtesy of T. Riedel.
gluing cylindrical cleaving pins on top (figs. 8.5 and 8.6(right)). The metal disks were
designed to fit into the clamping hats of the sample holder system. Several materials
were tested, including copper, tantalum, and phosphor bronze. The samples are cleaved
in vacuo by shearing off the cleaving pins.
Although simple in concept, the adapted cleaving technique requires careful prepara-
tion to give suitable results. Glue layers must be kept as thin as possible. Otherwise, the
crystal might be bent when pressing it on the metal plate. Bent surfaces significantly
reduce the maximum achievable spatial resolution in the microscope as long-range dis-
tortions of the accelerating electric field might occur. As the local sample normal must
be matched exactly to the optical axis, moving to another site at the sample becomes
an elaborate task when the sample is not flat. Despite its lack of flexural stiffness,
some specimen showed cracks at the micrometer scale and below after being exposed to
high flexure. When preparing samples, establishing a connection between the upper and
lower glue layer must be avoided at all costs, as this will cause irregular cleaving and
flakes remaining at the surface. Even when taking care of all these recommendations,
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small flakes are found quite often remaining at the surface, such that breakdowns in
the PEEM occur when ramping up the operating voltage. Small flakes can be removed
carefully using a knife edge that is located in the fast load-lock chamber and mounted
to an improvised wobble-stick (figure 8.6) without harming the homogeneous parts of
the surface.
Florian Kronast (BESSY, Berlin) defined a modified set of PEEM settings, so it can
work with a reduced operating voltage of only −10 kV . This measure showed up to
be crucial for samples prepared in the manner discussed before. Concerning spatial
resolution, the microscope finally showed up to perform almost as good as with the
−20 kV setting. Examples can be found in the following chapters. The main limiting
factor to achieving the design resolution of the microscope still originates from sample
homogeneity, flatness, and size.
When the mentioned topics are dealt with, the PEEM technique can be applied suc-
cessfully to transition metal dichalcogenides and satisfactory results are obtained.
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The capability of PEEM to provide photoemission data with spatial resolution results
huge amounts of data due to the fact that, potentially, one XPS spectrum is acquired
per detector pixel. While the evaluation of a small area in the detector image is sufficient
for many applications, the intention of this work is to evaluate as much of the acquired
information as possible. For studies exploiting spectral data from the complete detector
plane, it must be assured that the obtained signal is not degraded by imperfections of
the experimental setup. Though operating the experiment near its optimal settings,
some basic limitations cannot be circumvented at the stage of data acquisition.
The origin and the effect of several perturbations of the measured signal could be
identified in the experimental data. In this chapter, some methods aiming at the quan-
tification and elimination of these influences are presented. A significant improvement of
the data quality by applying these techniques prior to a quantitative analysis is demon-
strated. In many cases, the perturbations could be reduced below the threshold of
measurability. No further device-dependent, undesired effects were found in the spa-
tially resolved spectra. As a consequence, spectroscopic data from the complete detector
image was analyzed in the following.
Many of the methods apply to special circumstances, so they are not considered
mandatory. A discussion of the individual preliminaries is found in the correspond-
ing chapters. All methods introduced here were designed and implemented in the course
of this work.
9.1. Removal of hot pixels
The magnified and intensified photoelectron image is captured by a scientific CCD cam-
era system, the Sensicam built by PCO systems. Even such high-end devices do not
show perfectly uniform sensitivity to light over the detector area. As an effect of aging,
single pixels start pretending more or less constant, high incident light intensity, which
are usually called ’hot pixels’. They appear as artifacts in every PEEM image at a
constant position, so the first step in PEEM data processing is the equalization of these
pixels. Beforehand, a reliable identification scheme has to be defined in order to create a
list of hot pixels for the current state of the camera. Detecting the brightest hot pixels is
trivial, as they show full measured intensity at zero light intensity. A larger set of pixels
will show up only occasionally and not as clear as in the extreme cases. In other cases
a pixel might have a deviation of the yield factor, so the difference would only show up
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at non-zero incident signal. All relevant pixels can be identified from experimental data
when referencing the signal of a pixel by its direct neighborhood. A pixel is considered
’hot’ when its measured signal exceeds the average signal of the neighbors by a user-
defined threshold. In an image stack, if this criterion is met for a certain percentage of
all images by one pixel, it is identified as a hot pixel and is added to a list. Once on the
list, its measured intensity will be corrected in all images of a series without repeated
identification.
Correction of a hot pixel simply means replacing its intensity by the average signal
of the pixels in the next neighborhood on the CCD detector. There are two scenarios
in which this technique does not give sufficient equalization: First, a hot pixel might
virtually have such high incident intensity that the signal measured in the next neighbor-
hood is also increased, an effect called ’blooming’. Second, a locally increased intensity
might not originate from the CCD sensor, but from the multichannel plates showing
single hot channels, so the CCD detector works correctly, but the MCP stack does not.
In both cases, the corrupted intensity measurement is not localized on a single pixel.
Whenever several neighbored pixels are affected, this method cannot provide complete
validation and it is safest to exclude the affected detector region from further processing
by a modified region of interest. Reliable removal of hot pixels showed up to be a crucial
measure to prevent further data processing routines from failing. Especially all methods
involving data correlation, as applied during the removal of sample drift, for instance,
are extremely sensitive to single pixels with extreme measured signals.
9.2. MCP normalization
Besides inhomogeneities of the CCD detector as discussed in the previous section, the
image acquisition system shows a lateral variation of sensitivity on a larger scale and
a small-scale modulation in a regular pattern. This originates from large-scale inhomo-
geneity of the gain factor that is achieved with the MCP stack. The effect can easily
be seen when operating the microscope with unadjusted objective current such that the
imaging optics is unfocussed and a homogeneous incident signal is to be detected. Fur-
thermore, the hexagonal arrangement of the microchannels on the plate leads to a Moire´
pattern of variable gain factor if the MCPs are not rotated against each other at an
appropriate angle of ≈ 20◦. In order to achieve a homogeneous image, these effects have
to be removed by means of a normalization image before proceeding with data analysis.
For this purpose, an image is acquired with unfocussed optics from a region on the
sample that must not show large-scale structure. Appropriate images are best acquired
using the UV source as it has a very large spot diameter, so no lateral dependence of
photoelectron intensity can bias the determination of the lateral detector sensitivity.
Because of the strong, non-linear dependence of the MCP gain factor from the applied
operating voltage, the magnitude of its variation is expected to depend on that voltage.
Therefore, the actual data and the normalization image have always to be acquired at
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identical MCP voltage. Normalization can then be applied to each image by dividing the
measured intensity by the intensity in the normalization image pixel by pixel. Overall
brightness in the image is equalized hereby, except for one kind of artifact. As an effect
of wear, individual channels on the plate become ’hot’, i.e., they show a significantly
increased, roughly constant signal. These defects are usually recognized by an increased
measured intensity in an area of some neighbored pixels at constant position. As these
pixels do not reflect a real photoemission signal, normalization will not reliably equalize
the data. As the hot pixel-detection introduced in the preceding section is not capable
of detecting multi-pixel defects in the detected image, it is best practice to exclude such
areas from further processing by reduction the region of interest. Brightness equalization
was mandatory for all PEEM data presented in this work and has always been applied
before analysis unless stated otherwise.
9.3. Beam profile normalization
The microfocus beamline UE49/PGMa provides a synchrotron spot with dimensions in
the range of a few 10 µm At optimal alignment, the incident beam has a two-dimensional
Gaussian profile with a full width at half maximum (FWHM) of approximately 30 µm
at the measuring position of the sample. As the spot is made up by the demagnified
image of the monochromator exit slit, the Gaussian appears truncated in the vertical
direction. In the horizontal direction, the spot appears elongated because of the low
angle of incidence of only 16◦ towards the sample surface. Anyway, its Gaussian shape
is clearly visible when operating the PEEM with large field of view. Even at high
magnification, an inhomogeneous photoemission signal will be visible due to the beam
profile. When analyzing the complete detected image, the lateral brightness variation
has to be equalized before data evaluation in order to get a constant signal amplitude
from equivalent regions of the image. During acquisition of spatially resolved spectral
data, the situation might even get worse when relative motion of the experimental station
against the beamline causes a virtual shift of the beam position on the sample surface.
Usually, data including beam drift cannot be used for spectral analysis, as it would lead
to virtual distortion of spectra from small regions of interest.
9.3.1. Local approximation of the beam profile
In this section, a method will be presented to deal with the inhomogeneous distribution
of signal intensity and beam drift. It shows up to be applicable as long as both effects
are not too pronounced. Provided the microscope is operated at high magnification with
a field of view of 10 µm and below, and the beam drift does not affect the cumulative
signal in the image too much, the data can be homogenized.
As the synchrotron spot is much larger than the field of view in this case, the observed
photoemission intensity is modulated by only a small section of the two-dimensional
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Gaussian, which basically appears as roughly linear position-dependent intensity with a
small quadratic contribution. The exact beam profile is not known, because its param-
eters cannot be determined reliably here. For normalization, taking a reference beam
profile has shown up to be pointless, as beam damage will quickly degrade the local
emissivity of the sample, such that the spatially detected photoelectron distribution is
not proportional to the incident photon flux. As an alternative, a local approximation to
the Gaussian is proposed here. Given a region of the sample surface without large-scale
spectral features, the intensity distribution I0(x, y) can be approximated by fitting the
two-dimensional image data to the biquadratic function
I(x, y) = a1x
2 + a2y
2 + a3x+ a4y + a5xy + a6 (9.1)
by means of a least-squares minimizer. The complete image is equalized by dividing
the signal by the approximate large scale brightness function I then. Afterwards, the
complete image is renormalized by a factor such that Σx,y I(x, y) is retained. For a
spectroscopic image series, this guarantees that the shape of the spectrum from the
total image is retained. As the camera image usually consists of 512×512 pixels, a large
amount of noise in the signal of the individual pixel will be tolerated by this procedure.
I gives an acceptable approximation to arbitrary sections of a two-dimensional Gaussian
within the diameter of the applied field of view. Whenever the statistical noise level is
of importance, this procedure has to be handled with great care, as Poisson statistics
does not hold any longer for the normalized image. This limitation forbids treating large
brightness differences in an image.
As the brightness correction works for a single image, it can also be used well for
a spectroscopic image series by individual normalization of each image. The effect of
slight drift of the beam during a long term measurement can be ignored after brightness
correction.
Although several drawbacks of the procedure are known, and some of them are severe,
a method of image homogenization is mandatory for some steps of the data processing
chain. The drift correction for the sample (chapter 9.5) is based on cross correlation of
images. Whenever it cannot be granted that the image signal is stationary, i.e., no large
scale variation of the local mean image signal is found, determination of the relative
shift of two images by finding maximum correlation will give a biased result. Stationary
data is also required for the data classification scheme introduced in chapter 10 as it
tends to discriminate the most dominant features of a data set. This would be intensity
in case of unnormalized image data. The absorption spectra discussed in chapter 12
have proven to meet the prerequisites for the normalization method presented here. The
algorithm has been applied to that data successfully, so the extremely low contrast of
the included features could be classified well into regions near nanostructures near the
resolution limit and remote ones.
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9.3.2. Referencing at large field of view
Homogenization of the brightness distribution in a PEEM image can be extended to a
larger field of view under special circumstances. Then, a simple approximation of the
Gaussian profile by equation 9.1 has too low accuracy. A method of dealing with this
case will be introduced now. It is especially designed to tolerate moderate beam drift.
The demand for a constant position of the synchrotron spot and homogeneous photon
flux over the complete field of view cannot be satisfied in most cases, because of the
observed drift and a small, systematic shift of the beam position as a function of photon
energy. Nevertheless, the signal of two images or spectra acquired at slightly different
beam position can still be compared quantitatively when making some assumptions.
As stated above, the beam profile can be described by a two-dimensional Gaussian
I(x, y) =
IT
σxσy · 2π · exp −
1
2
(
(x− x0)2
σ2x
· cos2 Θ + (y − y0)
2
σ2y
· sin2 Θ
)
(9.2)
with IT denoting the ’total’ flux which is defined by the beamline and monochromator
settings. Values for the complete photon energy range are tabulated and also supervised
in situ by recording the ’mirror current’ (see chapter 8.1). ’True’ values of σx, σy cannot
be stated unless the microscope’s field of view is calibrated precisely. According to
actual data, the main axes of the beam profile are assumed to have a tilt Θ against the
coordinate axes of the image. Finding these parameters in the image might be subject
to an appropriate fitting routine, but showed up to have low accuracy and poor overall
convergence.
In the following, it is assumed that the beam dimensions are constant, and only the
magnitude and center changes between two images. Again, the sample surface has to
show up low variation, especially at large scale, so the signal from most of the image
area can be considered equivalent.
The task is to find the ratio of intensity-normalized signals I01/I
0
2 from two images or
spectra with lateral resolution given the ratio of measured intensities Im1 /I
m
2 . Assume
the synchrotron spot has shifted by the vector (x, y) = (2α, 2β) between the acquisition
of two images. Then the required relation reads:
Im1
Im2
=
I01
I02
· I1(x− α, y − β)
I2(x+ α, y + β)
. (9.3)
Inserting the definition of I from equation 9.2 and simplifying the resulting expression,
the beam profile-dependent part of the equation can be written as
I1(x− α, y − β)
I2(x+ α, y + β)
= exp
(
2α cos2 Θ
σ2x
(x− x0)
)
· exp
(
2β sin2 Θ
σ2y
(y − y0)
)
. (9.4)
Note that the quadratic contributions to the exponent cancel, so the lateral intensity
modulation caused by a mismatch between the beam center positions leads to an expo-
nential trend in the signal ratio as function of the coordinates (x, y). Finding the profile
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parameters x0, y0, σx, σy, α, β, I
T
1 , I
T
2 , Θ is elaborate and not necessary here, as only
the prefactors 2α cos(Θ)/σx and 2β sin
2(Θ)/σy need to be determined from equivalent
regions in the data. Rewriting equation 9.4 as below (eqn. 9.5), it can be treated as an
optimization problem such that optimal values of a, b, C are found. Due to the large
number of pixels that are typically used here, a certain amount of measuring uncertainty
will be tolerated.
log
I(x− α, y − β)
I(x+ α, y + β)
= ax+ by + C (9.5)
with a =
2α cos2 Θ
σ2x
b =
2β sin2 Θ
σ2y
C = ax0 + by0
Define s = log
I01
I02
In this representation, a linear relationship between quantities representing measured
data and normalized photoemission yield (s) is obtained. Fitting a linear function is
naturally much more effective than fitting a Gaussian profile with many more free pa-
rameters. The number of degrees of freedom of the fit function is reduced strongly, as
the parameters of the Gaussian are united in only three parameters (a, b, C). As a
consequence, the true values of the parameters of the Gaussian in equation 9.2 cannot
be determined from the fit result. Once the parameters in equation 9.5 are known, all
signal ratios in the image can get referenced by normalizing the signal-to-signal ratio
with the factor below
I01
I02
(x, y) =
Im1
Im2
· I
T
2
IT1
· exp(−ax− by − C) (9.6)
to derive information on the relative photoelectron yield at normalized flux. This method
showed up to be especially useful to recognize relative changes of the chemical compo-
sition of a surface by means of the XPS emission signal ratio of core levels of different
atomic species. With this intention, removal of the beam profile from the data was
applied to the data presented in chapter 11.2.
9.4. Calibration of the lateral variation of the photon
energy
Synchrotron radiation has a broad photon energy distribution when produced in an
undulator. Spectroscopic techniques based on the photoemission process require mono-
chromatic light, so a narrow interval of the broad spectrum has to be picked by means
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Figure 9.1.: The dispersion of the monochromator causes a small lateral variation of
the photon energy, which results in a small virtual shift of substrate core
levels across the detector image. After the magnitude and direction of the
gradient has been estimated from actual data (upper right), this effect
can be eliminated from experimental data assuming a linear dispersion. A
certain amount of structures, as seen in the raw data image (upper left),
is tolerated by the procedure. Bottom: Cross correlation function of the
measured binding energy of a core level with the position in the detector
image as a function of the direction (see text). Raw data: XPS spectrum of
W 4f core level, hν = 147 eV , FOV ≈ 25 µm.
of a monochromator. In the case of beamline UE49/PGMa, a plane grating with a line
density of 1200 mm−1 is used as dispersive element. Incident at a small angle versus the
grating surface, the ’white’ light is split into its spectral components by diffraction, so
the mean photon energy of the diffracted beam becomes a function of its angle versus
the grating surface. The width of the exit aperture defines the small photon energy
range, i.e. a small fraction of the total photon flux, that is transmitted through the
monochromator. Adjusting the width allows for finding an individual tradeoff between
monochromacity of the transmitted beam and the flux.
As the size of the radiation source is finite, a photon energy distribution with finite
width is found for every diffraction angle at the grating. Its dependency from the exit
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angle causes a slight variation of the mean transmitted photon energy across the exit
slit. As already discussed before, a demagnified image of the exit slit is projected on
the sample surface, so the synchrotron spot includes noteworthy dispersion. Therefore,
a small virtual shift of the resulting photoelectron spectra with position is observed.
At a mean photon energy of 150 eV and a moderate slit width of 0.5 mm, a variation
of ≈ 200 meV is found across the synchrotron spot. This value is in the range of the
analyzer resolution. For studies at small regions of interest, when only an excerpt from
the total detector image is processed, or when working at high magnification, it can
easily be ignored. Otherwise, a correction technique that is presented in the following
might be applied.
The observed dispersion includes only a small percentage of the photon energy, so it
can be assumed linear here. Although the orientation of the slit apertures can clearly
be identified in the image, the photon energy gradient is not necessarily perpendicular
to the edges of the aperture, which would be the ideal case. Thus, both the direction
and the magnitude of the monochromator dispersion have to be calibrated from photoe-
mission data. Given a spatially resolved core level spectrum of an arbitrary substrate
core level, its peak kinetic energy is determined with one-pixel spatial resolution using
the data reduction and reconstruction technique introduced in chapter 10.2. Assuming
lateral homogeneity of the sample surface, the peak kinetic energy only depends on the
excitation photon energy.
The direction of the dispersion gradient is determined as follows: After data recon-
struction, the lateral distribution of peak kinetic energy (Ej at positions (xj, yj) )
is known for typically N = 45000 data points (at 256 × 256 pixel resolution of the
detector image). Although the reconstruction technique is known to provide smooth
spectra, even at low signal, a remaining amount of statistical uncertainty of Ej has
to be tolerated. Therefore, correlation is a suitable measure here. The direction α∗
of the gradient is found by maximizing the correlation coefficient between Ej and
pj(α) = xj · cos(α) + yj · sin(α) subject to α. The huge number of data points re-
sults in an extremely smooth estimate of the correlation coefficient as a function of α
with pronounced maximum, so the experimental direction α∗ of the gradient can be de-
termined within a precision of ≤ 1◦. Once α∗ is known, the magnitude of the dispersion
is found by fitting the data points (pj(α
∗), Ej) by a linear function using least-squares
minimization.
The statistical approach of maximum correlation showed up to be suited well for
realistic cases. No dedicated calibration spectra are required to apply this method and
even a non-homogeneous signal in the image will be tolerated as long as the sample does
not show a large-scale gradient of binding energy for the chosen core level. For instance,
the spectra discussed in chapter 11.4 were corrected using the presented method. They
were acquired during a beamtime in December 2008, when the beamline had a known
misalignment. For this data, the photon energy variation as found from the fit procedure
is shown in figure 9.1. The calibration data was acquired at an exit slit width of 500 µm,
a field of view of the microscope of ≈ 25 µm, and an acceleration voltage of −10 kV .
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Here, a direction of the photon energy gradient against the positive horizontal of 158.7◦
was found. The magnitude derived from the data amounts to 8.46 · 20−4 eV · pix−1 for a
reduced resolution of the raw data image of 256×256 pix. As can clearly be recognized,
the dispersion direction is tilted by some degrees against the normal of the slit edges.
The magnitude of the dispersion is correct only for the photon energy of hν = 147 eV
used here. The direction can be considered constant as it presumably originates from
the relative alignment of the monochromator grating and slit aperture.
Single-pixel data discussed in the following chapters was corrected with a kinetic
energy offset as found from the linear dispersion calibration data. Whenever a set of
pixels is accumulated, the mean shift of all participating pixels is used as offset. Before
intensities are summed up to the total signal, the individual offsets are rounded to
the discrete steps of the energy scan. The error introduced hereby potentially affects
spectral properties such as the measured full width at half maximum of peaks. This
effect is considered negligible for the data discussed in this work, as the energy steps
usually amounted to 100 meV , while the combined energy resolution of the beamline
and the electron analyzer ranges between ≈ 200 meV and ≈ 500 meV , depending on
the actual settings.
9.5. Drift correction
Acquisition of large sets of PEEM images takes a rather long time. For spatially resolved
spectra, it takes between 30 and 90 minutes to gather sufficient signal for an appropriate
number of energy steps, even at moderate magnification. The signal per unit detector
area obtained at smaller fields of view require even longer acquisition time. During this
interval, the sample position usually cannot be kept constant with respect to the imaging
column within the required precision of some 10 nm. The reasons for the drift of the
sample can be found when the mechanical setup of the sample manipulator is taken
into account. As the system can never be decoupled completely from the environment,
even small external mechanical shocks transmitted via the chassis to the PEEM setup
can lead to minimal misalignment of the sample. Hence, long scans are recorded with
much higher stability during night shifts, when the operation of large machines like the
overhead crane is reduced to a minimum level. Second, and even worse, another reason
for sample drift is found when switching between the photoemission light sources. The
UV arc lamp has a nominal power of 100 W . Even though only a small amount of
this is irradiated in the UV range, and transmission of the light into the experimental
chamber is constrained by an iris aperture, the small heat load at the sample and its
holder by UV absorption is suspected to cause small, yet visible thermal deformation
of the manipulator. Strong drift occurring after switching the UV source on or off,
i.e., changing the stationary heat load of the sample holder system, gives a strong hint
for the significance of this mechanism. When spectroscopic data is to be evaluated at
one-pixel precision, the drift motion of the sample has to be corrected before extracting
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Figure 9.2.: Cumulative raw data images of a series (83 images) detected under identical
settings of the system (UV source, hν = 4.9 eV , FOV ≈ 25 µm). Drift
removal by tracing distinct features clearly improves the match between the
single images. A clear reduction of the blur and an enhanced contrast of the
cumulative intensity result.
the signal from single pixels in the data. The mechanical drift motion can hardly ever
be suppressed completely, so an approach to find and correct the motion of the sample
is motivated here. For this task, specialized algorithms have been developed and are
presented in the following.
9.5.1. Feature tracing
Whenever the signal from the sample has sufficient spatial structure, i.e., the signal
includes low statistical noise and features such as point defects, step edges etc. can be
identified in every single image of a stack, the following algorithm is best suited. Small
particles on the surface are quite common, so the technique will be introduced assuming
point defects as reference. First of all, the position of a feature has to be identified
within each image, so the relative shift can be nullified by the correction algorithm. A
feature is made up here by a locally confined deviation of the signal amplitude from
the surrounding region. Combined contrast enhancement and smoothing by applying
a linear image filter (section 14.2) showed up to result stable discriminators for feature
identification.
A feature is identified by simply applying a custom brightness threshold, turning the
gray-scale image signal monochrome. In this representation, a feature consists of a
cluster of interconnected pixels of one color. Artifacts originating from statistical noise
can be suppressed by claiming a minimum cluster size. The feature position is found
by computing the center of mass of all pixels in a cluster and is thus a real number. In
the general case of more than one feature per image, a criterion for assigning features of
two subsequent images is required. Here, the lowest possible shift between two images
is assumed. Hence, between members of two sets of features from two images, clusters
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Figure 9.3.: Left: Trajectory of the features shown in figure 9.2. Each data points
originates from one image in the raw data series. Removal of this drift
results highly improved contrast in the cumulative raw data. Right: The
data from both features shows up to be highly redundant, as nearly identical
information is obtained from both trajectories.
with the smallest Euclidean distance are assigned and considered to represent the same
feature in both images.
Applying this technique to an image stack gives the individual drift trajectory of every
feature. Neglecting tolerances of the data processing procedure and noise in the data, all
trajectories are assumed to include identical relative shift, so the information in a single
trajectory would be sufficient for drift removal. The conclusion is valid provided that a
constant magnification factor is found for the complete field of view. This preliminary
might be violated when using a large field of view with diameter ≥ 50 µm. Here,
a considerable distortion of the image is usually found with increasing distance to the
optical axis, i.e., the center of the image. Under these circumstances, the drift correction
found for one feature is not valid for the complete image.
When applied to data with negligible imaging error, the technique is highly redundant
and proved to be stable even for noisy data, when not every feature can be detected
reliably in every image. The spread of several feature trajectories might be analyzed to
gain an impression of the uncertainty of the results. As relative shifts (∆xj,∆yj) between
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subsequent images j and j+1 in a series of N images are determined by this procedure,
the actual drift correction is done by shifting images j + 1, ..., N by (−∆xj,−∆yj). As
the interpolation between pixels should be avoided, the relative shift is always rounded
to integer values.
An example of the performance of the algorithm is depicted in figure 9.2. It was
applied to a series of 83 images taken at constant PEEM settings using the UV source.
In the left panel of the figure, the cumulative intensity of the uncorrected data is shown.
The right panel shows the result after correcting the images by the drift trajectory
shown in figure 9.3, which has been derived by tracing a single feature (see inset of
the figure). Comparing the images before and after drift correction, it is clearly found
that all structures get more pronounced and reveal sharper boundaries as the drift is
compensated. Although there is no proof that the drift is removed completely from the
data, the example at least indicates a strong reduction.
9.5.2. Drift correction for low signal level
The algorithm presented in the preceding section requires a rather large signal, such
that features are recognizable within every single image of a scan. Here, an alternative
method of drift correction is introduced, that is also capable of dealing with low-signal
images. Whenever a region of the sample does not show localized structures, the sta-
tistical approach made here is still feasible. Even at a high level of statistical noise in
the data, the cross correlation between the pixels of two images as a function of the
relative shift will still have a sharp maximum with a typical full width at half maximum
(FWHM) of ≤ 2 pixels at the most likely shift. In oder to derive meaningful values of
the cross correlation function, the statistically distributed intensity of pixels mapping
equivalent regions of the sample surface should have constant expectation value and
standard deviation throughout all images in a series. This is of particular interest for
intermediate to large fields of view, where the spot profile of the synchrotron radiation
usually gives a brightness gradient. Finding the largest correlation would yield a fit of
the spot profile, not of the structures found on the sample. Therefore, the data must
be referenced to its direct environment by a linear filter as discussed in chapter 14.2.
The result of applying the filter to the raw data can be regarded as kind of smoothed
second derivative. Assuming that the brightness gradient caused by the spot profile
it much smaller than the gradients found by structures on the surface, the effect of
inhomogeneous brightness can be reduced to a tolerable level.
Once the beam profile is eliminated from the data, the cross-correlation function is
computed for finite, integer steps of relative image shift −N ≤ ∆x ≤ N,−N ≤ ∆y ≤ N .
For improved stability, the optimal shift is found by the weighted mean of the shift
values showing highest values of the cross correlation function. The weights are found
as a function of the cross correlation coefficients. As this technique is designed to work
with low signal, the significance of correlating two subsequents images in a series might
be too low for a reliable determination of the shift.
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Figure 9.4.: Result of drift correction by image cross correlation for low intensity image
stacks. The data consists of a series of images acquired under constant
conditions using the UV source (hν = 4.9 eV ) and a FOV of ≈ 10 µm .
The shown images represent the cumulative intensity of the complete series.
Both images were filtered (section 14.2). The drift corrected data set clearly
shows pronounced structure and enhanced contrast.
Instead, the following strategy is pursued: The drift trajectory of the sample can be
assumed continuous and in common cases, it will show monotonous behavior. Here, an
approach operating on the complete image series can be made to reduce, not remove,
the drift motion stepwise. The significance of cross correlation can be enhanced by cor-
relating the cumulative intensity of images 1, ..., j and j + 1, ..., N and then correcting
the relative shift of images j+1, ..., N . Arbitrary drift trajectories can be found succes-
sively when repeating this process for an alternative choice of values of 2 ≤ j ≤ N − 1.
After having removed the drift partially by correction for a single value of j, the overall
sharpness of the cumulative images for the alternative choice is increased, so a smaller
FWHM value of the cross correlation function is found as the procedure is repeated.
Thus, the precision of relative drift determination is increased in subsequent steps. The
current implementation of the algorithm uses a series of j = N · (1
2
, 1
4
, 3
4
, 1
8
, 3
8
, 5
8
, ...
)
. In
practice, all segmentations j of the image series must be tested in several repeated runs
until the determined shift has converged.
One type of artifact in the data has shown to be remarkably important for proper drift
correction: Although most of the camera’s hot pixels can be identified and removed by
the dedicated hot-pixel removal algorithm (section 9.1), the most probable reason for
this drift correction algorithm failing is the presence of hot pixels with only slightly
increased intensity or just occurring occasionally. Both cases have been observed when
using the Sensicam CCD camera. Naturally, these pixels always appearing at a constant
position on the detector leads to an artificially pronounced correlation between images
at zero shift. This effect showed up to bias the drift correction technique significantly,
so the correlation coefficient at zero shift has to be excluded from computing the most
likely shift.
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A profound validation of the method presented here was carried out with the dedicated
measurement of an image series at constant settings of the PEEM. As no further side
effects were expected here, the effect of drift compensation becomes clear. Referring
to figure 9.4, the contrast of the cumulative intensity of the image stack is increased
significantly and the sharpness of the structures is improved strongly by applying the
algorithm. The correction technique could be applied successfully to the XPS absorption
spectra presented in chapter 12, although the high magnification applied there lead to a
pronounced effect of the drift and a very low average signal level. The imaged structures
were found to have extremely low contrast, such that an identification with the naked
eye is almost pointless. Nevertheless, application of the drift correction routine discussed
here gave a robust estimation of the sample drift, so that the structures could easily be
identified in the corrected data.
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In comparison to conventional XPS spectroscopy, the PEEM technique potentially yields
much more information by supplying spatial resolution down to a theoretical resolution
of 20 nm in case of the Elmitec PEEM III. Using standard settings, the detector system
acquires images at a resolution 512× 512 pixels, giving ≈ 200.000 data channels within
the circular region of interest, which is defined by the outline of the MCP stack. From
each pixel, a complete spectrum can potentially be extracted, so a huge number of data
channels is usually detected in parallel.
The total amount of information found in the set of data channels might not be
obvious. Although the microfocus beamline UE49/PGMa supplies very high flux, the
signal found in a one pixel-channel will usually have an insufficient signal-to-noise ratio
for quantitative evaluation. The usual way to increase the signal quality is to introduce a
binning of the signal from channels that are considered equivalent. In general, this casts
the new complication of recognizing equivalent regions. A novel strategy dealing with
the extremely high number of data channels with rather low quality is pursued here.
As will be shown, it is especially suited to exploit the full potential of spatially resolved
electron spectroscopy. An approach originating from the field of machine learning theory
is presented in this chapter. It works for XPS and absorption spectra as well as for
arbitrary multichannel data. The results derived from actual experimental data (chapter
12) were found using this technique and several application examples can be found there
besides the demonstration data discussed in this chapter.
Here, the case of XPS spectroscopy will be treated, but the equivalent holds for an
absorption spectrum. The considerations are based on an alternative representation of
the image stack, i.e., the spatially resolved spectra, which is introduced in the following.
As a spectrum consists of a series of signal values I(Ei) at distinct kinetic energy Ei, i =
1..N , it can also be represented as a vector in N -dimensional space with components
(I(E1), I(E2), ..., I(EN)). Then, the information gained from all M pixels during a
scan is represented by a set of M discrete points in that space, called ’spectral’ space
in the following. Without further constraints, this space includes all possible spectral
distributions with no respect to their physical origin. The data in channel k is denoted
by Ik (k = 1, ...,M) below.
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Figure 10.1:
Determination of a hyperplane in pa-
rameter space such that a set of data
points is separated along the axis of max-
imum variance. The features show the
configuration before an iteration step
(light colors) and after (dark). The pro-
cedure can easily be generalized to pro-
cess an arbitrary number of dimensions.
10.1. Separating Hyperplane
Although the low signal-to-noise ratio of the individual data channel makes the inter-
pretation of its spectrum nearly impossible, valuable information can be obtained by
referencing its position in spectral space to the distribution of all M data channels. The
first thing to do is to figure out the vector in spectral space with maximum dynamic
range of the projection of all data points to this vector. Geometrically speaking, this
means to find the main axis of the distribution of points. This task is performed by a
simple iterative algorithm, whose pseudo code representation is shown below. Assume
the data is enclosed by the N -dimensional interval
Q =
{
x ∈ RN ∣∣min{Ikj , k = 1, ...,M} ≤ xj ≤ max{Ikj , k = 1, ...,M}} (10.1)
for all j = 1, ..., N , i.e., Q is the bounding box of the complete data set with edges
aligned to the coordinate axes. The algorithm reads:
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(1) r0, s0 : random vectors out of Q
R0, S0 = {} // empty set
i = 0
(2) find Hessian representation of affine hyperplane
(x− b) ·m = 0
with
b = (ri + si)/2
m = (si − ri)
(3) separate all points into two sets Ri, Si such that
(Ik − b) ·m < 0 if k ∈ Ri
(Ik − b) ·m > 0 if k ∈ Si
(4) if
(
Ik ∈ Ri
)⊕ (Ik ∈ Ri−1) for all k = 1, ...,M
⇒ done
(5) set ri+1 = center of gravity of points in Ri
set si+1 = center of gravity of points in Si
(6) increment i
proceed with (2)
Starting at random positions, an affine hyperplane H in spectral space, the so-called
separating hyperplane, is found. For two dimensions, the separating hyperplane is de-
picted in figure 10.1, but the following holds for an arbitrary number of dimensions. It is
oriented such that the vector mi = si−ri is perpendicular to the plane and a supporting
vector is given by b = (ri + si)/2. The Hessian representation of H, (I − b) ·m = c is
used then to separate the data points into two subsets which can be interpreted to be
located ’left’ (c < 0, elements of R) and ’right’ (c > 0, elements of S), respectively, of H
(c = 0). Then, the procedure is iterated with updated r and s until the assignment of
points to the sets R and S has converged. Convergence is reached when the sets R and
S did not change during an iteration step. The ⊕ in step (4) represents logical exclusive
disjunction (XOR). The algorithm is likely to separate the data along the direction of
maximum variance [103].
After converging, the vectors r and s, representing the cumulative spectra from the
two subsets R and S, can be seen as a solution of the problem of partitioning a set of M
points into two disjunct subsets such that the difference between the sets is maximized.
in general, such problems are extremely difficult to solve by an combinatorial approach,
as this potentially requires to check 2M configurations. With respect to the problem of
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identifying regions with equivalent signals, the solution found here can be regarded as a
reduction of that problem.
As r and s contain the combined signal of approxM/2 data channels, they will usually
be very smooth. This property can be exploited when evaluating spectroscopic data.
Some implications on the application are discussed in the following.
10.2. Data Reduction
The concept of finding the main axis of a distribution of data points in spectral space
can be generalized to find a system of main axes. To find further main axes by means of
the algorithm introduced in the preceding section, a reduced representation of the data
set needs to be derived. Therefore, each data point (i.e. spectrum) Ik ∈ Q, k = 1, ...,M
is transformed to the combination of its projection Ik(1) onto the first main axis m1 and
its projection Jk(1) into the N − 1 dimensional hyperplane H1.
Ik = m1 · Ik(1) + Jk(1)
Jk(j) = m(j+1) · Ik(j+1) + Jk(j+1)
Then, a separating hyperplane H2 is found for all data points J
k
(1); k = 1, ...,M , which
are elements of H1. As the separating hyperplane H1 is perpendicular to the first main
axism1, the two main axesm1 andm2 ∈ H1 are also perpendicular. When this procedure
is iterated j ≤ N times, j main axes mj are determined. For j = N steps, a new affine
basis with orthogonal base vectors of spectral space is made up by the vectors mj, so the
data can be represented in an equivalent way using this basis without loss of information:
Ik = b+
N∑
j=1
mj · Ik(j) (10.2)
It can be shown that the supporting vector b is constant for all projections and represents
the center of gravity of all Ik. As stated above, the separating hyperplanes found in each
step will be oriented such that maximum variance of the data points is found along the
accordant main axis.
For actual data, the variance of the projections Ik(j) shows up to decrease rapidly
with j (assumed the vectors mj are normalized to unity), so higher terms of the linear
combination in equation 10.2 do not contribute much to the sum. This can be exploited
to derive an approximate representation of the data points in spectral space by neglecting
higher terms. This approximate representation has some remarkable properties: Spectral
space usually has a huge number of dimensions in the order of 102, making data handling
quite laborious and overestimating the number of degrees of freedom in a spectrum by
far. Taking into account only the first few terms in equation 10.2 (in practice: N ≤ 5)
reduces the dimensionality a lot, but still gives a good estimate of the original data
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Figure 10.2.: Left: Mean XPS spectrum of W 4f as found on the cleaved surface of
WSe2 (chapter 11.2). The mean spectrum appears in the mathematical
description as the supporting vector b. Right: First base vectorsm1, ...,m4
of the basis determined by the data reduction algorithm. As the full signal
is involved in the determination of the base vectors, they show very low
noise. Here, an interpretation of the feature modified in the first directions
can be given : 1. Amplitude, 2. Peak kinetic energy, 3. Extra feature from
step edges as discussed in chapter 11.2 plus peak broadening.
point. As seen above, the base vectors of the main axes system are differences of points
in spectral space (r, s) including the sum over half of the data set each. As a consequence,
the base vectors include extremely low noise and the approximate representation of a
data point will also be rather smooth.
This allows to create an individual reconstruction of the signal from a single data
channel (i.e. pixel) from only a few coefficients Ik(j) by exploiting properties of the
complete data set. The reconstruction is a point in a low-dimensional hyperspace,which
is made up by the first main axes, so the amount of data to be processed is reduced
strongly. As an orthogonal system is determined from the procedure, each representation
in reduced spectral space is found to be the optimal approximation in reduced space.
Representing a data point by a linear combination of a small number of smooth base
vectors (i.e. difference spectra) can be regarded as the ’optimal’ smoothing algorithm
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Figure 10.3.: Representation of single-channel (2 × 2 pixel) spectra including the first
three components of the basis shown in figure 10.2. The reconstruction
works well for a wide variety of spectra (variation shown here: total inten-
sity). As only general properties of all spectra can be reconstructed here,
smooth representations of the raw data are found. The statistical noise
included in the individual channel is eliminated by reducing the number of
dimensions of the ’spectral’ space.
with respect to the individual data set.
Figure 10.2 shows an application example for the data reduction technique developed
here. The dataset was acquired using XPS spectroscopy from tungsten diselenide, as
it is also discussed in chapter 11. Here, selected properties of the basis of main axes are
presented. The left panel of the figure shows the supporting vector of the affine subspace
found for the core level photoemission from the W 4f core level. As can be seen from
the equations given above, it is the mean spectrum derived from all pixels found in the
image. In the right column of the figure, the components of the first four base vectors
are depicted.
In this case, the main axes can directly be interpreted as spectral features. The first
base vectors representing the strongest variation in the image just gives a change in
magnitude when added to the base vector. The data set was acquired at quite low
magnification, so the spatially resolved photoemission data is modulated by the profile
of the synchrotron beam making the largest variation in the data set. Second, a small
lateral change of photon energy can be observed at the beamline (see section 9.4), giving
a small shift in the peak emission intensity. This feature is represented by the second
base vector. The third main axis contains information on lateral variation of the sample
surface : For some reason, a small extra feature is found near the W 4f7/2 emission line,
and the appearance of this feature is accompanied by a small growth in peak width.
Figure 10.3 shows the typical signal obtained from a single pixel in the emission spectrum
of W 4f . In addition, the reconstruction of the spectrum from the first four components
of the reduced representation is shown, giving the optimal shape-preservative smoothing.
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10.3. Data Clustering
One crucial step when analyzing large amounts of heterogeneous data is to find an
appropriate classification of the data sets by means of typical properties. At first, it is
necessary to identify properties that allow for reliable discrimination among those that
don’t. In the previous section, a method was introduced to reduce the amount of data
required to represent a single instance of a large set of photoemission spectra. A single
data point is represented by typically 4 − 6 real numbers (i.e. the coordinates in the
reduced space) then, which are made up by the components of a vector in a real vector
space with the appropriate number of dimensions. This space is called ’parameter space’
in the following. Whenever an abstract numerical representation of the data is given as
defined in the previous section, classification of data points is equivalent to identifying
joint regions in the parameter space that make up a class. Data points found inside
these regions are considered members of the associated class. When the segmentation
of the parameter space into classes cannot be given a priori, the configuration has to be
determined from the experimental distribution of data points.
Deriving an appropriate class assignment from actual data is a basic problem in ma-
chine learning theory. To some extent, it can be considered complementary to the
problem of generalizing the class assignment from a given set of data points with known
class affiliation for the complete parameter space, which is known as ’supervised learn-
ing’. The term ’supervised’ indicates that the group assignment of data points is known.
Here, the generalization for the complete parameter space means finding kind of a scalar
function of all parameters such that, for instance, two classes can be discriminated by
the function value. The simplest example of an appropriate function is the separating
hyperplane (see previous section) in the Hessian representation. A variety of methods
also deals with non-linear functions [104]. When the segmentation of the parameter
space is known, arbitrary new data points can be assigned to a class. In this context,
the process of finding a discriminator for classes is called ’learning’ and the experimental
data used here is referred to as ’training set’.
Machine learning techniques have successfully been applied to a large variety of prob-
lems. It proved great performance whenever an imitation of primitive cognitive tasks
is required. Learning algorithms are applied in the large field of data mining or for
highly specialized tasks like overhead character recognition (OCR), where the identifi-
cation of characters from noisy, bitmapped data is performed automatically and with
high tolerance.
The problem to be solved for the reduced representation of spectroscopic data as
derived in section 10.2 is to find a meaningful segmentation of parameter space in order
to reveal features of large data sets that would not be accessible otherwise. An unbiased
classification of data channels (i.e. pixels in the detector image) is to be found by means
of the included spectral data. Here, the classification aims at an objective recognition
of data channels from the vicinity of surface structures.
The critical properties of the reduced representation have to be worked out first as well
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as the actual number of classes to be created. An algorithm that is well known in machine
learning theory is capable of finding solutions of this problem, provided the parameter
space is real, i.e., the data can be completely expressed as a set of real numbers. Details
of an individual implementation of this algorithm will be described in the following.
First, some basic concepts of the algorithm are introduced. As mentioned above, a
class is defined by a well-defined region of the parameter space. In the algorithm, the
primitive representation of a class is given by a point in that space, the ’class center’. It
does not represent kind of geometrical center, but is used to find the associated volume
for a given configuration of cluster centers.
Given two data points r0, r1 in N-dimensional parameter space (i.e. R
N), the space
can be subdivided into two associated regions by the N − 1-dimensional hyperplane
H, x ∈ H where (x− b) · m = 0 with m = r1 − r0, b = 12 (r0 + r1). This definition is
equivalent to that of the separating hyperplane used in the previous section and can
easily be interpreted as a plane oriented perpendicularly to the vector r0r1 and dividing
the distance between the two points into identical parts.
In order to generalize this concept for an arbitrary number of points, knowledge of
next-neighbor-relations between the points is required. For an irregular configuration
of points, this relationship can be defined by the edges of the Delaunay tessellation
[105], [106]. A simplex is the most primitive body in N-dimensional space with non-zero
volume, which is the convex hull of N + 1 non-collinear points. These points are called
vertices. For a set of k ≥ N +1 vertices, the Delaunay tessellation algorithm determines
a set of simplices such that no vertex is found in the interior of any simplex. The result
can be interpreted as a graph that has edges between all pairs of vertices that share
at least one contribution to a simplex. All vertices with a direct interconnection are
considered next neighbors with respect to the total configuration here.
The region associated with a point is therefore made up by the intersection of all
segmentations of space given by the separating hyperplane between that point and its
next neighbors. The graphical representation of the class borders derived here is called
Voronoi diagram [105]. For the two-dimensional case, an example is shown in figure
10.4. Based on its definition, it can be regarded as a generalization of the Wigner-Seitz
cell for an irregular set of points. The faces of a cell in the Voronoi diagram are made
up by separating hyperplanes. As the region around a point is the intersection of convex
subsets of parameter space, the region is convex. A region does not necessarily have
finite volume.
Using these definitions, every point in parameter space can be assigned uniquely to
a class. Precisely speaking, this does not hold for data points located on the border of
a region, but, as the parameter space is quasi-continuous in reality, this case appearing
is unlikely and has thus no practical relevance. Two preliminaries to a set of points
used to derive a classification scheme exist. First, the convex hull of the set must have
non-zero volume. Second, the set must include at least N + 1 data points, which is an
implication of the first preliminary. No simplex can be formed with less than N + 1
points. Given exactly N + 1 points, exactly one simplex can be formed and every point
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Figure 10.4:
Demonstration of an iteration step of the
data clustering algorithm. Starting with
the configuration depicted by the light
components, every cluster center is shifted
towards the center of gravity of all data
points found inside its associated cell of
the Voronoi diagram. The borders of the
Voronoi diagram are defined in analogy
to the separating hyperplane as shown in
figure 10.1.
is a next neighbor of any other.
Routines for handling simplices in N -dimensional space are part of a dedicated MAT-
LAB toolbox which basically is a wrapper of the QHull library [129], [107]. Here, al-
gorithms for the determination of the Delaunay tessellation, the Voronoi diagram, and
convex hulls are implemented. It also provides routines for the runtime-efficient search
of point-to-simplex and face-to-simplex relationships. The library is designed to work
with any number of dimensions N ≤ 10. Runtime of these algorithms grows exponen-
tially with N , so the data sets discussed later (chapter 12) showed up to best processed
using at most 6 dimensions. In that case, the runtime was limited to a few minutes
when handling ≈ 45000 data points on a 2 GHz single-core machine. The need to keep
the number of dimensions small pronounces the importance of figuring out the essential
properties of the data by reduction as shown before.
Now that a representation of classes has been derived for N -dimensional data, an
algorithm can be formulated to provide kind of ’optimal’ segmentation of training data,
i.e., to implement the learning process. The aim of the algorithm presented now is to
reveal the inherent structure of a given data set, i.e., to place class centers wherever
a concentration of data points is found, so separate regions with high density of data
points can be distinguished by their class. In terms of the actual data, this means to
separate clusters of data points with relatively low variance from the rest. The technique
implemented here is well-known in the literature on machine learning [103],[130]. Though
accepted in general, it is found with several variations in detail.
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Basically, the distribution of data points inside a class is analyzed for a given configu-
ration of class centers. Depending on the result, the cluster center is modified by means
of simple rules described below and the process is iterated. It is completed when no
data points have changed their class after an update. The topology of the next-neighbor
network and the spatial segmentation are potentially affected at each step, so all have
to be recomputed at each step. Modifications of the class configuration are based on
operations on single class centers. One of three rules is applied at each iteration step to
every class center:
First, if the size of a region exceeds a user-defined threshold, the class will be split
by introducing a new class center somewhere inside the associated region. In the actual
implementation, a measure for the ’size’ is given by the maximum distance of a data
point associated with the class from its center. New class centers are placed at the
coordinates of the most-distant data point.
Second, if two class centers approach each other to less than a user-defined threshold,
it is not suitable to treat the data points in both classes separate. In that case, two
classes are united by removing the class centers from the configuration and introducing
a new one located in the center of the old positions.
These two measures are meant to implement a certain variability with respect to
the given data. By introducing these two rules, no assumption about the final number
of classes is required a priori. The actual adaptation of the structure in the data is
introduced by the third operation:
The class center point r as introduced above does not necessarily match the center of
gravity C of the data points located in the associated volume. The center of gravity is
considered as the ’optimal’ point for the definition of a class center in this context.When
a class is not split or united during an iteration step i, its center is shifted along the
vector Cr in order to find an improved representation of the data points of the current
class (see also figure 10.4):
r(i+1) = r(i) + ǫ · (C(i) − r(i)) (10.3)
Here, the ’learn rate’ ǫ ∈ [0, 1] is introduced. It is a measure of the ’speed’ by which
the optimal representation of the data points by a class center is approached, where
ǫ = 0 would obviously result in no updating at all. The maximum learn rate ǫ = 1 is not
suitable in common cases, as updating the cluster centers affects the segmentation of the
parameter space. This implicates that data points located at the border of a class might
change class membership upon shift of the class centers. As class membership needs
to be recomputed at each iteration, the center of gravity C of a class is not constant
throughout the process (indicated by the superscript ’(i)’ in equation 10.3). In practice,
ǫ ≈ 0.3 showed up to be a good choice.
Given a set of constant parameters, the algorithm is applied to training data until
a class configuration is found such that no data point changes membership during an
iteration step. This implicitly requires that no classes were created or combined during
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this step. Finding suitable parameter settings for the learning rules discussed above
requires some assumptions about the actual data set and the expected structure of
the occupied volume in parameter space. Hence, a subsequent analysis of the class
configuration determined by the algorithm is obligatory. Especially the number of classes
to detect strongly depends on the actual distribution of data points. When the data is
classified into a large number of sets, every data point will be represented well by means of
the class centers, as low variance inside the class results. On the other hand, introducing
a large number of classes does not give a good generalization and interpretation of the
result is complicated. When the number of classes is chosen too small, the variance
of the actual data associated with a class increases, and no proper discrimination of
qualitatively different data points might result.
The number of classes to cover the parameter space is restricted by the choice of
further parameters of the algorithm such as minimum distance between class centers.
Therefore, the approximate volume occupied by the actual data must be known and the
settings need to be modified for the individual case. As the classes are represented by
convex sets with approximately equal length in all dimensions, more complex structures
usually need to be represented by sets of classes. Choosing an appropriate subset of the
classes in this case is up to the user and requires additional assumptions about the data.
More sophisticated machine learning techniques were developed for these cases [104].
Typical approaches make use of non-linear transformations of the parameter space in
order to find a linear data separation in the imaged space.
The question if a class configuration found by the machine learning algorithm contains
significant information can be decided by analyzing the results of several independent
runs with slight modifications of the parameter set or with random start values. For
the cases discussed later (chapter 12), great reproducibility was found despite the low
difference between structures and the background.
As the machine learning technique introduced here is basically intended to provide a
generalization of arbitrary data, the classification scheme determined this way might also
be applied to repeated recordings of data of the same type without further modification.
For instance, recognition of nanowire structures as shown in chapter 12 from a new
region of the sample should be possible using the classes in parameter space that have
been determined from a training set before.
Machine learning is a powerful technique whenever structure needs to be extracted
from large amounts of data. In the context of this work, it was introduced for the
analysis of large amounts of spectroscopic data (absorption of nanowire structures in
chapter 12). In that case, the recognition of structures ’by eye’ showed up to be extremely
difficult. Machine learning is an unprejudiced method that does not require sophisticated
assumptions on the expected result a priori. Here, it could be used with great success
in order to detect structures only by grouping data points with relative high similarity.
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Besides crucial effects on carrier transport dynamics (see Part I of this work), Rb ad-
sorbed on the cleaved surface of WSe2 leads to further effects, which can be probed
with photoemission electron microscopy (PEEM). Here, electron spectroscopic studies
of the self-organized arrangement of Rb atoms are presented. From spatially resolved
XPS data, a deeper insight into the microscopic interaction between the adsorbate and
the substrate will be derived. Applying the methods introduced in chapters 9 and 10,
a profound analysis of the observed spatial structures will be given. It will be demon-
strated that the algorithms can be applied for an unbiased identification of spatial and
spectroscopic structures and provide an efficient way of data refinement. Hence, the full
detector image can be processed here without a loss of resolution.
The data presented here was acquired during several beamtimes at the PEEM experi-
mental setup at beamline UE49/PGMa at BESSY II (Berlin), which has been introduced
in detail before (chapter 8). Details of the experimental procedure are given in section
11.1. Prior to the results obtained from the Rb-covered surface in sections 11.4 and
11.5, a comprehensive PEEM study of the bareWSe2-surface is presented and discussed
(sections 11.2 and 11.3) and acts as a reference for the conclusions given later.
11.1. Experiment
At the beginning of each beamtime, the PEEM setup based on a reduced sample high
voltage of −10 kV was refreshed using a reference specimen. This procedure becomes
necessary as the optimal settings of the PEEM are expected not to be exactly constant
over the period of up to 6 months between two beamtimes. Especially the magnetic
lenses of the imaging column are known to show a small hysteresis. Large changes of the
lens currents are only necessary when switching the PEEM between standard operation
and the −10 kV setup, so effects of hysteresis are expected to occur in particular then.
Furthermore, modifying the lens currents strongly means changing the heat load and
thus potentially affects the mechanical alignment of the imaging system, so readjustment
of the system after some hours of re-equilibration becomes necessary.
The WSe2 samples were prepared in the way discussed in section 8.3. The samples
show up to stand the reduced high voltage of −10 kV of the PEEM when larger flakes
have been removed manually. After being transferred into the main chamber of the
PEEM, the sample was adjusted by means of tilt angle and distance to the imaging
column. This procedure was monitored by the photoemission signal obtained from the
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UV lamp in real time. Details can be found in [127]. A UV survey of the complete
sample surface was carried out with optimized settings using the lateral shift option
of the sample manipulator. The general sample quality and its overall flatness were
estimated and the best candidates were chosen for the measurements.
The Rb dispenser was mounted to the preparation chamber one week before the beam-
time. After bakeout, it was degassed carefully by ramping up the heating current, start-
ing at ≈ 0.5 A up to 2.5 A over up to 18 h. Each time the current is increased, a
considerable rise in pressure is observed, indicating desorption of contaminants from the
dispenser and its support. After reaching 2.5 A, further degassing is carried out by
repeated short-term (2−3 min) increases of the heating current. This strategy is meant
to avoid excessive heating the dispenser support, so the pressure rise in the vacuum
chamber is limited. During the last step, the peak current was increased stepwise to a
maximum of 6 A . At the operational current of 5 A, the well-degassed dispenser did
not produce a significant rise of the base pressure inside the preparation chamber, which
usually resides in the low 10−10 mbar region.
After alignment of the sample in the PEEM, XPS spectra were acquired from theW 4f
and Se 3d substrate core levels and the valence band and, after evaporation, also from
the Rb 3d core level. Within the used photon energy range between 110 eV and 225 eV ,
the mentioned core levels are known to have the largest photoionization cross sections
[60], so they are expected to give the largest signals. For imaging, an approximate field of
view of 25 µm was chosen such that the photoemission signal covers nearly the complete
detector area. As the width of the monochromator exit slit defines the synchrotron spot
dimensions (section 8.1) in one direction, it was set to 300 µm, giving a contribution to
the total energy resolution of the system of 147 meV . With these settings, the mirror
current (see section 8.2) amounts to 2.47 nA at a storage ring current of ≈ 300 mA and
a photon energy of 169 eV . The small measured mirror current indicates a relatively low
photon flux, which was chosen intentionally to reduce cumulative beam damage and/or
localized carbon contamination originating from synchrotron-cracked carbon compounds
found in the experimental chamber [108]. In order to have a sufficient signal level, the
large contrast (70 µm) aperture of the imaging column was set. The energy resolution of
the electron analyzer is basically defined by the width of its exit aperture, so the smaller
one (12 µm) was chosen. The MCP image intensifier was operated near the maximum
voltage between 1300 V and 1375 V and each image was acquired with an exposure time
between 2 s for the substrate core levels and 5 s for Rb 3d.
In common XPS spectroscopy, a photoelectron spectrum of the sample would be
acquired using a fixed photon energy and scanning the measured kinetic energy over
the full available range. When using PEEM spectroscopy, the chromatic error of the
imaging optics has to be taken into account. First, a variation of the focal distance
as function of the energy of the transmitted photoelectrons is found [127], the so-called
longitudinal chromatic aberration. For a fixed objective current, this means that a sharp
image of the surface is found for only one discrete kinetic energy. Second, the lateral
chromatic aberration results in an energy-dependent image magnification. Missing cal-
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ibration measurements of these effects make an individual correction for each kinetic
energy impossible, and the automated data acquisition software does not provide a re-
lated feature. Reference [127] gives an impression of the magnitude of correction required
here. Furthermore, readjustment of the objective current, would have severe side effects.
Imaging by means of a magnetic lens always involves a current-dependent rotation of
the image, so a point on the sample surface would not be imaged to a constant position
on the detector screen unless located on the optical axis.
In order to minimize the imaging errors during the acquisition of spatially resolved
XPS spectra, only small kinetic energy intervals can be scanned. Therefore, every core
level spectrum was acquired using an individual photon energy, so the resulting photo-
electrons were always found in a fixed kinetic energy interval 100 eV ≤ Ekin ≤ 120 eV .
The photon energy was chosen with respect to the tabulated binding energy [109], so the
expected peak photoemission signal is found around Ekin = 110 eV . Here, hν = 147 eV
was chosen for W 4f , hν = 169 eV for Se 3d, and hν = 225 eV for Rb 3d. This ensures
that the pixels in photoelectron spectra from core levels with large difference in binding
energy still map identical positions on the sample surface.
For Rb evaporation, the sample had to be transferred into the preparation chamber
and back, requiring a complete realignment of the manipulator afterwards. For the
data presented in section 11.4, the sample surface was moved into a position 2 − 3 cm
apart from the dispenser. The dispenser was driven at a heating current of 5 A for
a duration of 4 min. As the Rb emission is not directed significantly, a homogeneous
coverage of the surface was achieved this way. Compared to the evaporation time used
for the experiments in chapter 6, the surface Rb concentration achieved here exceeds
the amount needed for the saturation of surface band bending by far. For the locally
constrained Rb adsorption discussed in chapter 11.6, the dispenser equipped with a slit
aperture was operated at a heating current of 5 A for 4 min, i.e., identical settings as
above.
Prior to evaluating the experimental data, standard preprocessing routines were ap-
plied. All procedures are presented in the methodical chapter 9. For the actual data
discussed in this part, this includes
• clipping the camera image such that only the active, circular detector area remains,
• removal of hot pixels (section 9.1),
• MCP normalization (section 9.2),
• normalization of the spectra by the photon flux (i.e. the mirror current),
• data downsampling by binning square regions.
As the chosen field of view is rather large in this case, no explicit beam profile normal-
ization could be applied. Furthermore, the drift of the manipulator is negligible for low
magnification, so no drift correction was made. Potential intensity-dependent shifts of
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the core level positions, like charging or the SPV effect, complicate the safe determi-
nation of the monochromator dispersion here, so the reader should be aware of a small
lateral photon energy variation included in the data.
11.2. Results: The clean surface of WSe2
After cleaving in ultra-high vacuum, the WSe2 sample was aligned in the microscope
and a survey scan of the surface was made. Typical samples show very low emission
at the homogeneous surface when illuminated with the UV lamp, which is expected for
semiconductor specimen. Defects, especially step edges and small particles remaining
from the cleaving process, are the only features that were found on the clean surface.
On a well cleaved crystal, these defects have a very low density, so that it is easy to
find regions with areas of several thousands µm2 without a single defect that is visible
in PEEM. At a closer look, a small unspecific variation of photoelectron yield is found
for sharply bounded areas of the approximate dimensions of some 10 µm.
The origin of this contrast is to be clarified, as it might help getting a deeper insight
into the structure formation processes after Rb deposition as discussed in section 11.4.
The basic question is if absorbates of arbitrary origin might also be found prior to
Rb deposition. A potential source for non-crystalline adsorbates is the crystal itself,
as it is known that layered dichalcogenides tend to intercalate its precursors during
growth. Intercalated excess material is expected to be located in the van der Waals-
gap, so it would be found at the surface after cleaving. Especially tungsten diselenide
crystals grown with iodine as transport gas are known to have p-type doping, which
is an effect of the transport gas getting partially incorporated into the crystal during
growth. Furthermore, potential contamination of the surface might also originate from
the vacuum system.
The intention of the reference measurements presented here is to estimate potential
deviations of the surface from ideal stoichiometry and to reveal potential precursors
of the Rb-induced structures presented in section 11.4. For the experiment, a sample
position was chosen that includes both contrast levels in order to provide comparable
data. At this site, core level spectra of the substrate levels Se 3d and W 4f were
acquired in a field of view of ≈ 25 µm. The same, small contrast is found from the total
photoelectron yield (upper left panel in figure 11.3) when using synchrotron radiation.
The photoemission data was binned in square regions of 8× 8 pixels, giving an image of
64× 64 data channels, of which ≈ 3200 contain data.
The cumulative signal of each channel was fitted by a theoretical profile of the pho-
toemission line. For both core levels, the signal is composed of two spin-orbit split lines
with fixed difference in binding energy and amplitude ratio. Although tabulated values
are available for these parameters, they were held variable during the fit. Atomic physics
requires that these values are constant for all data channels, so the results can serve as a
criterion to check the consistency of the theoretical profile with the experimental data.
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Figure 11.1.: Core level photoemission spectra from selected points in a detector image
(see figure 11.3, FOV ≈ 25 µm) on the cleaved surface of WSe2. No major
modifications of the peak parameters are found, except for a small extra
feature near the W 4f core level doublet. This feature is found exclusively
in regions near step edges (red lines).
Especially the realistic amplitude ratio is known to show a strong deviation from the
values expected from theory, i.e. 2 : 3 for the Se 3d3/2/Se 3d5/2 spin-orbit doublet and
3 : 4 forW 4f5/2/W 4f7/2, so it would have to be determined from the data anyway. The
profile of the individual photoemission line is known to be composed of an intrinsic and a
device-dependent contribution. The intrinsic line shape can be modeled by a Lorentzian
function in case of a semiconductor. The device dependent part of the peak profile is
usually given by a Gaussian function, introducing the effect of finite combined energy
resolution of radiation source and electron analyzer to the peak profile. The actual line
shape is obtained by a convolution of both profiles, giving the Voigt profile. In the
general case, a suitable approximation of this function is required, because a general an-
alytical expression is not known. Here, the Gaussian part of the theoretical peak profile
dominates the intrinsic Lorentzian contribution in width, so the experimental profile is
approximated well by a Gaussian. Both peaks were assumed to have identical width,
which was determined by the fitting routine.
The binding energy of electrons in a certain core level are known to be affected by
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changes of the chemical environment of the associated atomic species. In XPS spec-
troscopy, this effect is usually used to identify the environment, so the kinetic energy
of peak photoemission includes valuable information and is thus the most important
feature to find from fitting.
The experimental spectra include an energy-dependent background of inelastically
scattered photoelectrons. The standard procedure of subtracting a Shirley background
[110] from the data prior to fitting requires a large interval of background recorded
around the emission line. Due to the limited stability of the system and the need to
scan relatively small kinetic energy intervals, spectra must be kept as short as possible.
Instead of removing the background from the experimental data, it was estimated by
applying Shirley’s approach to the theoretical line shape. When derived from real data,
the background function still has to be scaled, so the Shirley contribution was designed
to have unit amplitude and an additional prefactor that was subject to optimization
during the fit.
By this approach, only the fraction of inelastically scattered photoelectrons emitted
from the currently scanned core level is found. In the Shirley model, also inelastically
scattered photoelectrons emerging from levels at lower binding energy contribute to the
total background. For the spectra covering a limited kinetic energy range around the
substrate core levels, such electrons are found as a constant offset of the signal. This
offset scales with total photon flux, so an individual treatment for each data channel is
required. Especially at low signal levels, another small offset is introduced by the noise
of the detector unit which is assumed not to depend on the total photon flux. Both
influences are implemented in the theoretical spectrum by an additional fit parameter.
Using this model of the experimental data, the actual values of all parameters were
determined by least-squares fitting the experimental data from each channel. The table
in figure 11.2 gives an overview of the average parameters found for all data channels.
The parameters of the spin-orbit doublet, splitting and amplitude ratio, were found with
low variance, so it can be concluded that the theoretical profile is in good agreement
with the data. As could be expected, the Gaussian width of both core levels is found to
be almost identical. Low variance was found over the complete sample.
In figure 11.1, the XPS spectra from five selected data channels are shown. No ob-
vious difference in their features could be found, except for a small modification of the
background at the high kinetic energy side of the W4f core level for spectra 1 and 4.
These two were taken from positions that show modifications of the surface, which can
be interpreted as step edges. As no obvious evidence for variations of the homogeneous
part of the surface is found, the parameters determined by fitting are evaluated in detail.
In the panels of figure 11.3, the data obtained for the individual data channels is trans-
formed back into a low-resolution representation of the raw data image. The spectra
shown in figure 11.1 originate from the positions marked by green circles. Some artifacts
of the fit procedure can be seen in the image. These can easily be identified by vertical
stripes of relative strong deviation from the channels in the environment.
The stripes originate from the fitting algorithm that processes all channels in the order
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Figure 11.2.: Optimal parameters of the simulated peak profile for both substrate core
levels foud by least-squares fitting to all ≈ 3200 data channels. The pro-
file consists of a spin-orbit pair of Gaussian profiles with simulated Shirley
background. The given standard deviation of the parameters was deter-
mined from the complete image, so a certain contribution to its magnitude
is owed to variations of the sample surface.
of appearance in the image column by column. In order to optimize the performance of
the algorithm, the start parameters of the fit are given by the fit result of the preceding
channel. The algorithm is known to converge incorrectly on occasion, so invalid start
parameters are passed to the next iteration, increasing the likelihood of the fit failing
once more. All shown images reveal a strong contrast at the imperfections of the surface
and a more or less pronounced contrast between homogeneous areas. All color scales of
the panels in figure 11.1 are normalized to the mean values of the fit found in table 11.2.
The homogeneous parts of the surface can be classified by the Gaussian width of the fit,
where slightly increased values are found for the upper and lower parts of the image.
A physical reason for an increased peak width is not expected. Due to the rather low
energy resolution of the electron analyzer, the broader structure could be explained by
the superposition of two or more spectra with small energetic shift.
Further information is found from the spatial dependence of the relative secondary
electron yield of a specific core level. It is found by computing the ratio of the com-
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Figure 11.3.: Spatially resolved analysis of the clean surface of WSe2: hν = 151 eV
(W 4f), hν = 173 eV (Se 3d), FOV ≈ 25 µm. Upper left: Raw data
image of the cleaved surface of WSe2. Lower left: Lateral distribution of
secondary electron yield found for XPS photoemission for both substrate
core levels. Upper right: Lateral distribution of the Gaussian width with
systematic broadening in the regions off the image center. Lower right:
Photoemission yield ratio of Se 3d over W 4f . Using the beam profile
normalization technique from chapter 9.3, it can be concluded that the
stoichiometric ratio of W and Se is constant within a precision of 2% .
The small deviation possibly reveals a small excess of W in the region
around point # 2.
bined photoemission amplitude and the prefactor to the Shirley part of the simulated
spectrum. Again, a pronounced correlation with the step edges is found, revealing a
lowered likelihood of photoelectrons emerging from the W 4f core level suffering inelas-
tic scattering. For Se 3d, no clear statement can be given. The broad stripe of virtual
high secondary electron yield at the lower boundary of the image is assumed to be an
artifact obtained from the low signal level found there. Step edges are not pronounced
here, and although a systematic spatial variation is found, the classification obtained
from the map of Gaussian width is only reproduced roughly.
In order to find potential deviations from perfect stoichiometry, the ratio of the total
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emission signals obtained from the substrate core level was analyzed as a function of
position in the image. When a constant position of the incident synchrotron beam is
assumed, the magnitude of the local photon flux would cancel out and the ratio can be
interpreted. Here, the modulation of the result by a small offset of the beam position
between the two spectra had to be removed by using the technique described in chapter
9.3. This is known to work only for a Gaussian beam profile, so the peripheral parts
of the image are corrupted by normalizing and should be ignored. In the valid area, a
very small change of the signal-to-signal ratio between the larger regions identified by
the Gaussian width map can be suspected.
A map of the peak positions was also created for both core level spectra. The suspected
presence of adsorbates should be detectable by the resulting modification of the chemical
environment of surface atoms. Determination of the precise peak position requires that
the influence of the excitation source can be ruled out. This concerns both the lateral
variation of the photon energy and the effect of high photon flux, which might result
in a small charging of the surface or, in case of an adsorbate-covered semiconductor, a
surface photovoltage effect (see chapter 3.2 in part I). For the current case, these effects
cannot be separated reliably from a suspected chemical shift.
11.3. Discussion: Clean surface
From the results presented in the preceding section, some qualitative statements about
the cleaved surface of WSe2 can be derived. First of all, the surface is found to be
homogeneous except for small deviations found in regions like the one presented before.
The abundance of these regions was found to vary with the specimen, but showed up
to be typical features. A detailed analysis was motivated by the fact that these small
deviations are structured and are found concentrated in specific areas. The analysis of
the spatially resolved XPS spectra revealed a systematic variation of spectral features
over the sample surface. An interpretation of the observed effects will be given here.
The most pronounced variation was found for the Gaussian width of the fitted peak
profile. Here, the examined region can clearly be divided into two parts with relatively
narrow (point # 3 in fig. 11.3) and relatively wide (points #2, #5) photoemission lines.
Due to the low energy resolution of the electron analyzer, this finding is attributed to the
existence of a small chemical shift for part of the substrate atoms found in regions with
wide peaks. For Se, atoms located directly at the surface contribute to the photoemission
signal as well as those located in the second layer. A small shift affecting the topmost
layer might be caused by a small concentration of adsorbate atoms, so some evidence for
a lateral variance of adsorbate concentration is given here. The effect is less pronounced
forW , as its first layer is not exposed directly to the surface. This leads to the conclusion
that the region around point #3 has no, or relatively low contamination. In general,
the existence of a chemical shift should be visible directly when the binding energy of
the emitting core level is analyzed. The precise determination of binding energy for
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the individual spectrum is biased by the linear lateral variation of photon energy of up
to 150 meV across the image. Although eliminated for the most part (chapter 9.4),
some artifacts remain. In addition, a potential slight intensity-dependent shift caused
by charging should be taken into account. The existence of an adsorbate could also
potentially lead to band bending and an SPV effect-induced shift in case of a charge
transfer from the adsorbate to the substrate. If present, the magnitude of such effects
is limited to less than 100 meV . No additional level shifts above the magnitude of the
mentioned effects could be observed. Thus, it can be concluded that adsorbates either
have very low density or are uncharged.
XPS spectra of an adsorbate-covered surface are expected to reveal an enhanced sec-
ondary electron background at the substrate core levels. As can be seen in figure 11.3,
no clear correlation of this effect can be found with the suspected adsorbate coverage.
While no contrast is found for theW 4f core level, there is an effect for Se 3d for part of
the examined region. The fact that the secondary electron background is only partially
affected by adsorbates could only be explained if the concentration of foreign atoms is
assumed very small, however, the clear effect on the chemical shifts indicates a consider-
able concentration of surface atoms. Therefore, it might be concluded that the surface
is partially covered by unbounded atoms of the same species as the substrate, i.e., W or
Se. Unbounded atoms are expected to show a slightly different electronic configuration,
which might explain the observed variation of binding energy. Indeed, a small deviation
of the stoichiometry is indicated by small lateral variations of the signal-to-signal ratio
(figure 11.3), although many artifacts are included there. Assuming that the ratio found
around point #3 represents the exact stoichiometry of the substrate, a small excess of
W atoms is found near points #2 and #5. A considerable higher contamination of the
surface cannot be excluded here, as long as the contamination is assumed to have the
stoichiometric ratio of the crystal. The adsorbates found here are assumed to originate
from the growth process. It is well known that transition metal dichalcogenides show a
tendency to intercalate excess material when the exact stoichiometric ratio of transition
metal and chalcogen is not kept up during growth. After cleaving the crystal, the surface
is made up by a former van der Waals-gap, where intercalates are assumed to be located
in the bulk crystal.
11.4. The Rb covered surface of WSe2
After deposition of Rb, theWSe2 surface turns extremely inhomogeneous. As was found
in an UV survey, it is textured with sharply bounded areas of very high photoemission
yield compared to the rest, whereas low variation is found inside these areas. The parts
of the structure have typical dimensions of some 10 µm up to several 100 µm. To give an
overview, part of the surface is imaged in figure 11.4. The image was assembled of 19 raw
data images using the method introduced in chapter 14.1. In general, the bright areas
are found to have one side with a straight border and another where it is serpentine. The
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Figure 11.4.: Overview image of the Rb covered surface of WSe2. Assembled from 19
raw data images acquired using the UV source (hν = 4.9 eV ) and a field of
view of ≈ 25µm. The contribution of the raw data images is indicated by
the colored map to the upper right. The brighter part of the surface texture
is covered by a microscopic network. Here, only issues of the large scale
texture are presented. For a discussion of the observed network structure,
refer to chapters 12 and 15.
straight borders suggest that the ’bright’ regions are delimited by step edges there, which
were also found to have relatively straight sections, but no favored direction at a larger
scale. As can be seen from figure 11.3, the bright areas have a distinct substructure. This
is assumed to be a network of Rb induced nanostructures. These were also examined
using the PEEM technique in subsequent experiments. Results are reported in chapter
12 and 15. Although these structures only become visible within the bright areas here,
they are supposed to exist on the complete surface. For the darker regions, auxiliary
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experiments proved that the structures can also be found there. It can be concluded
that the formation of the surface texture is independent of the nanostructure creation
process.
The measurements presented in this chapter are indented to unveil spectroscopic fea-
tures that show the difference between the two observed types of domains. A represen-
tative region of the surface was chosen, and a set of core level spectra was obtained. A
raw data image showing the borders of the image is shown in figure 11.5. It was acquired
at a photon energy hν = 169 eV and a kinetic energy Ekin = 111 eV , so the emission
signal originates from the vicinity of the Se 3d core level. The identical shape is found
throughout the spectrum, though with attenuated contrast. A set of XPS spectra was
acquired from this surface region, again covering the major components of the photoe-
mission signal. In order to provide best spatial resolution, an alternative approach was
made when processing the data. The raw data was binned into channels of only 2×2 pix-
els here, resulting an image of 256× 256 pixels with ≈ 45000 including a photoemission
signal.
The spectra obtained in these data channels include much statistical noise, such that
a direct interpretation is pointless. Instead, the data reduction technique introduced
in chapter 10.2 was applied to the complete data set. Using the basis of the reduced
data, a smooth representation of the spectrum in every data channel was derived, so
a detailed analysis of the spectral components became possible for a signal taken from
only 4 pixels.
Prior to spectral analysis, the actual shape of the island was determined by applying
the automated classification algorithm discussed in chapter 10.3 to the data. For this
purpose, each data channel was represented by its most obvious features, the signal-to-
background ratio of the photoemission spectra of W 4f , Se 3d, and Rb 3d, which was
determined from the reconstructed spectra with low error. Data channels containing
signals from one type of surface showed up to be well separated from channels belonging
to the other type in that parameter space, so a precise and self-consistent assignment
of the data channels to the surface type was derived. The results can be seen in figure
11.5. The red regions, denoted with (I), indicate the part with high overall photoemission
signal.
For every data channel, the Euclidean distance to the nominal border found this way
was determined. Using the distance to classify the data, gradual variations of the features
discussed below are expected to become visible if existent. The distance to the border
is used as a measure to provide binning of multiple data channels that are expected to
contain equivalent spectra. Cumulative raw data spectra created from binning channels
within small distance intervals were obtained from the regions indicated as stripes in
figure 11.5. The results are shown in figure 11.6. Note that the spectra are sorted by
mean distance of the contributing channels in the waterfall plot. In order to obtain an
increasing scale, a minus sign was assigned to the distance of bins inside region (I). From
the raw data spectra, it can be seen that the high photoemission signal inside region
(I) (figure 11.5) is not limited to certain spectral features. In general, a relatively high
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Figure 11.5.: Left: Raw data image of the textured surface. XPS signal from the
Se 3d core level, field of view ≈ 25 µm, hν = 169 eV,Ekin = 111 eV .
Right: Data binning by distance from border between bright and dark
regions. The border was determined using the data classification algorithm
presented in chapter 10. Here, the signal-to-background ratio found in the
XPS spectra of all three core levels was processed giving a reliable and self-
consistent representation of the border. Settings: FOV ≈ 25 µm, 256 ×
256 pix, 1 pix ∼= 90 nm.
cumulative signal is found for the substrate core levels, while a lower signal is found for
Rb.
Strong spectral differences are found between the two types of texture. These are
analyzed in detail during the following paragraphs. Here, the reconstructed represen-
tations of the spectra were processed in order to keep up the high spatial resolution.
All results were plotted versus the distance to the border of the structure. The results
are shown in figures 11.7 and 11.8. Every gray point represents one data channel. For
better orientation, the median of the distribution for data points within distance bins
was added to the figures. The intervals drawn for each interval range from the 25%
quantile to the 75% quantile of the distribution, i.e., the central 50% of the data points
are found inside the marked interval.
In figure 11.7, the kinetic energy of maximum photoemission is drawn for all core
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Figure 11.6.: Spatially resolved core level spectra. Derived by binning data from pixels
with nearly constant distance from the border as shown in figure 11.5. A
clear variation of spectral features is found near the border. No modifica-
tions were applied to the data, except for normalization of the bin size.
levels examined here. A clear evolution of the peak position of W 4f with distance
to the border can be found, indicating a lower binding energy on the center region in
the image. Variation is predominantly limited to the region around the border. A
small trend on a larger scale is supposed to originate from a small remaining lateral
variation of photon energy. As the incident photon flux falls of with increasing distance,
a small synchrotron-induced SPV effect might also be found in the data, but the observed
trend is too small for a quantitative analysis. The binding energy of the Se 3d core
level virtually shows significant evolution along the total scale, but the spectrum shows
significant modifications with respect to the spectra obtained from the clean surface,
so a more sophisticated analysis had to be performed here and is presented below. Up
to now, it can be suspected that the measured spectrum consists of a superposition of
Se 3d doublets with relative chemical shift. From figure 11.7, it can only be concluded
that a variation of the weights in such combination is likely. No evolution was found for
the Rb 3d core level except for the side effects discussed above.
The total rate of photoelectrons emitted from a certain core level depends on the
concentration of the associated atomic species, the photoionization cross section of the
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Figure 11.7:
Results from evaluation of reconstructed
XPS spectra (W 4f, Se 3d and Rb 3d core
levels) for every pixel (10% of ≈ 45000
data points shown). The gray dots mark
the results obtained from the individual
data channels. The solid line indicates
the median value found at certain dis-
tance from the border (1 pix ∼= 90 nm).
The colored intervals reach from the 25%
quantile to the 75% quantile, such that
the center 50% of the distribution is found
inside this interval. Shown here: Kinetic
energy of maximum photoemission signal.
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atomic orbital [60], and the average depth in the sample. In general, the depth sen-
sitivity of XPS is governed by a combination of the penetration depth of the exciting
radiation, i.e., the photoionization cross section, and the escape depth of photoelectrons
that depends on the kinetic energy [61]. Here, the effect of finite escape depth domi-
nates, and the information depth of XPS amounts to ≈ 7.5 A˚ for photoelectrons with a
kinetic energy of 110 eV . As the unit cell of WSe2 measures ≈ 6.8 A˚ in the c-direction
(chapter 2), most of the photoemission signal originates from the topmost layer of the
crystal here. Furthermore, the rather low absorption of the radiation means that all
atoms of one specific species can be assumed to emit photoelectrons at the same rate,
regardless of their individual distance from the surface. As the experimental setup was
configured to acquire all spectra inside the same range of kinetic energy, the value stated
for the information depth is assumed to hold throughout the data discussed here.
Therefore, the ratio of cumulative photoemission signal from different core levels orig-
inating from the same spot on the sample surface is proportional to the ratio of densities
of atomic species. The ratio of photoionization cross sections is part of the proportion-
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Figure 11.8.: Spectral features found for all data channels (continued). The meaning of
the depicted features is identical to figure 11.7 (Parameters of the experi-
mental data found there). Left: Ratio of cumulative photoemission signal
of the examined core levels. Right: Secondary electron yield of electrons
being emitted from specific core levels.
ality factor, and for the crystalline substrate, a correction factor owed to the spatial
configuration of the unit cell would have to be introduced for a quantitative analysis.
Here, only the ratio of the cumulative signals is presented (figure 11.8). Beforehand, a
Shirley background was subtracted from the spectra. The effect of a shifted synchrotron
beam was eliminated using the technique presented in chapter 9.3 for a large field of
view.
As the substrate is composed of a fixed ratio of W and Se atoms, a constant relative
signal is expected here, independent of adsorbate coverage. The upper left panel of
figure 11.8 clearly shows a systematic deviation from a fixed ratio, clearly indicating a
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non-stoichiometric composition at either part of the surface texture. As could also be
seen from the spectra in figure 11.8, a lower concentration of Rb is found for region (I)
(fig. 11.5), independent of the reference.
The probability of a photoelectron suffering inelastic scattering increases with the
distance it has to travel through the sample before it can escape. Thus, the amount
of inelastically scattered electrons emerging from a certain core level can be used as a
measure of the average escape depth. As the surface is covered with an adsorbate, the
secondary electron background of substrate core levels is expected to increase. Because
electrons never gain kinetic energy when scattered, the Shirley background function
always shows steps at the energy of atomic levels and is nearly constant in between.
Thus, the height of a step in the Shirley function is a level-specific measure for the rate of
scattered photoelectrons. Using these assumptions, the individual signal-to-background
ratio can be computed for a core level. In the actual data, the only pronounced effect
that can be correlated with the border is found for W 4f (see figure 11.8).
As mentioned above, the strong deviation of the spectrum obtained from the Se 3d
core level from a doublet spectrum requires a special analysis. Here, the spectrum will
be interpreted as a linear combination of an a priori unknown number of doublets with
chemical shift, indicating a mixed environment of the Se atoms contributing to the
photoemission signal. The spectra obtained from the clean surface (section 11.9) are
fitted well by a theoretical profile with the parameters found in table 11.2, so a valid
model of the pure doublet structure is known for the current experimental setup.
From these findings, a fit template can be derived which is used to decompose the spec-
trum into a linear combination of energy-shifted versions thereof. This task is technically
identical to the decomposition of photoemission spectra including a mixed magnitude of
SPV effect, so the algorithm presented in chapter 6(part I) can also be applied here. In
the upper left panel of figure 11.9, the fit template for the Se 3d doublet is shown. Here,
a modified Gaussian width of 520 meV was used instead of the tabulated value. The
increased width was introduced here because the observed spectrum is not expected to
consist of discrete components, but found to be distributed with finite width around a
set of shifted energy levels.
The decomposition algorithm was applied to the spectra seen in figure 11.6. The
results are found in the lower left panel of figure 11.9. The gray dots mark non-zero
components of a spectrum found at given mean distance to the border (x-axis) and at
given energy shift (y-axis). In consequence, a measured spectrum is found to be the
combination of all components arranged vertically, i.e., at constant distance in the plot.
The magnitude of a component is represented by the size of a dot. The binding energy is
referenced to the binding energy of the Se 3d doublet(i.e., the maximum of the Se 3d7/2
component) of the clean surface.
In this overview, basically three components of the Se 3d core level can be identified
(A-C). At ’negative’ distance to the border (i.e. in region (I) of figure 11.5), the spectrum
clearly consists of only two components (A,C) with at relative shift of ≈ +1.1 eV and
≈ −0.9 eV . No evolution of these two levels is found across the surface. At positive
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distance, a third component appears (B) at a relative binding energy of ≈ +0.3 eV .
No clear evolution can be identified for this feature, too. Note that the magnitude of
this component is very small at ’negative’ distance, so the effect seen at the border is
considered virtual.For a detailed analysis, all components were binned into the relative
binding energy ranges A to C. The right panels of figure 11.9 show the mean binding
energy of the binned components and the relative weight of these regions. Here, a
substantial difference is found between the types of the surface texture, indicating a
larger variety of chemical environments of Se in the blue regions (fig. 11.5).
11.5. Discussion: Rb covered surface
From the results derived in the preceding section, it can be concluded that the Rb-
covered surface can be classified into two types. Except for the observed border between
the regions (I) and (II) (fig. 11.5), a closer examination of the spectral features of the
substrate and the adsorbate resulted no further lateral variation that could be attributed
to the sample. All spectral features evaluated here show a smooth change when crossing
the border, which is delimited to an interval of 5-10 pixels, equivalent to 500− 1000 nm
for the actual settings. A certain tolerance level must be accounted for when deriving
the border from the raw data, so the true width of the intermediate region is expected
to be ≤ 500 nm.
A clear deviation of the stoichiometric ratio of the substrate on at least one of the
regions is indicated by the change of the signal-to-signal ratio of W and Se. This
difference is much more pronounced than found for the clean substrate in chapter 11.2.
Furthermore, the regions can be discriminated by the relative Rb coverage, regardless
of the used reference (W or Se). From the signal ratio, relative coverages between the
regions (I) and (II) may be derived. Depending on the reference, a value near 1 : 3 (Se)
or 1 : 4 (W) is found.
From the raw data in figure 11.6, no modification of the XPS spectrum of Rb 3d is
found, so it is well approximated by a typical spin-orbit split doublet for the complete
surface. At low concentration, Rb adsorbed on WSe2 is known to donate its valence
electron to the substrate, creating a space charge layer near the surface (see part I).
Unless the binding energy of the valence electron is smaller than the conduction band
minimum of the substrate, the ionization of adsorbed Rb is expected to saturate at
higher density. Neutral Rb atoms should be distinguishable from ionized ones by means
of the chemical shift of its core levels. As the core level apparently consists of only
a single component, all atoms of the adsorbate must be ionized. At saturation of the
Rb-induced band bending, this configuration is only possible for a valence level located
at a smaller binding energy than the conduction band minimum ofWSe2. This confirms
the results found from numerical simulations of space charge layer formation discussed
in part I.
The intercalation of alkali metal adsorbates is well known for a wide variety of tran-
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Figure 11.9.: Detailed analysis of the measured XPS spectrum of Se 3d (hν = 169 eV ,
FOV ≈ 25 µm). Upper left: Selected raw data spectrum and simulated
template derived from fitting the spectrum obtained from the clean sample
(fig. 11.3) including an increased Gaussian width of 520meV . Lower left:
Decomposition of the components. The spectra found at distinct distance
to the border consist of of a linear combination of shifted copies of the fit
template with coefficients as indicated by the gray dots. The size of a dot
represents the magnitude of its associated component (vertical position of
the dot). Basically three separated contributions (A-C) can be identified.
Upper right: No variation of the basically three components (A-C) is
found with distance to the border. Lower right: Regions (I) and (II) in
figure 11.5 can be distinguished by a change of contributions from regions
A-C.
sition metal dichalcogenides [83], [84], [111]. Usually, intercalated atoms show a clear
chemical shift with respect to atoms located at the surface of a substrate and can thus
be identified easily. The information depth defined by the inelastic mean free path of
photoelectrons is expected to include at least the first van der Waals-gap of the crystal,
so intercalates would potentially be detectable, though at an attenuated signal level. As
no additional components of the Rb 3d core level can be found here, intercalation of
Rb in WSe2 does not occur at room temperature. This result is in agreement with the
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findings in [54].
Component A of the spectrum of Se 3d in figure 11.6, which is the major component
of the spectrum in region (I) is found at the common binding energy for WSe2. It has
a relative shift between 1 and 1.2 eV with respect to the position found for the clean
substrate. This shift is caused by the electrostatic potential of the Rb-induced space
charge layer near the surface, which is known to have a maximum magnitude around
1.1 eV when saturated (see part I). The thickness of the space charge layer is known
from simulation (chapter 3.2) and has typical values in the range of some 10 nm up to
100 nm. As the information depth of the XPS technique is considerably smaller, the
depth-dependence of the potential cannot be seen here.
The spectral components B and C have lower binding energy, revealing the existence of
Se specimen with reduced oxidation state. In region (II), the relatively high abundance
of reduced Se is accompanied by a higher oxidation state of W, as can be seen in figure
11.7. Taking the increased surface density of ionized Rb atoms in region (II) into account,
an explanation of these results can be proposed. Usually, the Se atoms basically have
covalent bonds with the W atoms of the same crystal layer. Here, the presence of positive
charges in the direct vicinity of the Se atoms might cause a polarization of the bonds
such that negative charge is shifted from the W atoms towards Se effectively.
For the complete surface, only distinct oxidation states without lateral variation are
found. Especially the increased Rb density in region (II) does not increase the chemical
shift in magnitude, but causes a transfer of relative weight between the distinct states
(figure 11.9). The existence of discrete shift levels here can be explained when Rb is
assumed to occupy special sites of the surface lattice of Se atoms preferentially. At
low Rb concentration, as found in region (I), only equivalent sites are occupied and a
chemical shift as found for the spectral component C results. At higher concentration
(region (II)), an additional type of adsorption site gets occupied (component B). As
the surface potential of the substrate is periodic due to the periodic arrangement of the
topmost layer of Se atoms, the Rb atoms are expected to form a periodic lattice as well
when located at well-defined positions. For TiSe2, the formation of a periodic adsorbate
lattice was reported by Starnberg [83], so a defined adsorbate lattice can be postulated
for WSe2 as well.
For the estimated escape depth of the photoelectrons, a contribution of approximately
one third of the total Se emission signal is expected to originate from the back Se layer
of the first crystal layer. As intercalation was excluded for this system, this contribu-
tion is expected to show an unmodified binding energy and therefore to be found in
peak component A. Attenuation of the signal by the adsorbate affects all photoelectrons
equally, so the stated fraction is kept up for the covered surface. In region (II), the total
contribution of component A is hardly greater than the contribution expected from the
back Se layer, so almost no unmodified Se is found in the topmost layer there. This
means coverage of at least one monolayer of Rb for region (II). The coverage in region
(I) is found well below this value.
As a consequence of lattice formation, the mobility of Rb atoms is expected to be
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lowered drastically compared to the individual atom. Thus, lattice formation might be
the reason for the observed stability of the border between the regions. Furthermore,
the Rb stripe deposited on a clean surface (chapter 11.6) could get stabilized by this
mechanism. In that case, no impurities of the surface were found to explain the sharp
limitations of the adsorbed stripe.
An ultimate answer to the question why the observed structures have this good sta-
bility, even though basically consisting of mobile Rb, cannot be given here. The reason
for the existence of regions with well-defined Rb density is regarded to be a result of
lattice formation. In that case, two different types of sublattices would coexist on the
surface.
The actual type of lattice formed at a certain position might be determined by the
density of excess atoms found there after cleaving. The results in sections 11.2 and 11.3
proved the existence of sharply-bounded regions with deviating stoichiometry of the sub-
strate, presumably made up by excess tungsten. The drastically increased concentration
gradient found for the Rb-covered sample poses the question of the origin of the extra
material and the reason for its accumulation. Tungsten atoms might get superseded
from the high-density Rb-superlattice, so an outward increase in concentration results,
but as no further information about the deposition process can be extracted from the
data, this hypothesis cannot be tested here.
The self-assembled inhomogeneous distribution of Rb at a concentration near one
monolayer has been shown here. Basically two distinct types of the surface were found
and typical spectral features could be identified. Basic components of the structure
formation mechanism could be identified, but not all were explained with absolute cer-
tainty, so parts of this section must be considered postulates. The existence of stable
conglomerates of individually mobile atoms results in a fascinating system allowing for
many more exciting experiments. Some evidence was found for the formation of superlat-
tices of adsorbate atoms. Future experiments, providing spatially resolved information
on the crystal structure, especially LEEM (low energy electron microscopy), are highly
motivated by the results presented here.
11.6. Laterally confined adsorption of Rb
The Rb adsorbed surface of WSe2 has revealed pronounced surface structures at the
scale of some 10 µm, as was presented in detail in chapter 11.4. In order to gain a better
insight in the structure formation process, some basic questions concerning the behavior
of Rb atoms adsorbed on the surface of WSe2 need to be answered. Here, a statement
about the room temperature mobility of the adsorbate is of special interest.
AWSe2 sample was prepared as usual (see chapter 8.3), cleaved in ultra-high vacuum
and transferred into the PEEM. No unusual features were found for the clean sample.
Afterwards, the sample was exposed to Rb flux using the dispenser equipped with a
slit aperture. The sample was positioned at an approximate distance of 300 µm from
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Figure 11.10.: UV image (hν = 4.9 eV ) showing a sharply-bounded stripe of increased
photoemission signal on WSe2. Created by using a Rb dispenser with
slit aperture as presented in chapter 8.3. At room temperature, the sharp
contrast is kept up for at least some hours after deposition, although part
of the adsorbed Rb is expected to be mobile.
the tip of the dispenser housing. Then, a heating current of 5 A was applied to the
dispenser for a duration of 4 min. Identical parameters were used for the experiments
discussed in chapter 11.4. During treatment and measurements, the sample always had
room temperature (≈ 300 K). After realigning the sample in the manipulator, a PEEM
survey of the surface was made using the UV source and a large field of view of ≈ 70 µm
in diameter.
The sample was found unchanged over the better part of the surface. The part of the
sample that had been unscreened during evaporation could be identified easily: A broad
stripe of relatively high photoemission signal could be found over a length of ≈ 2.5 mm.
A series of images with large overlap was taken at subsequent steps crossing the stripe
by moving the sample manipulator. The rather high abundance of point-like defects
allowed for unequivocal determination of their relative positions, so the complete series
could be assembled to a single overview image showing the full width of the stripe. For
details of the image assembling technique, refer to section 14.1. The result is shown in
figure 11.10.
A closer examination reveals that the stripe matches the dispenser slit in orientation
and also, though roughly, in width. The actual slit width, which was stated to be
≈ 200 µm, cannot be found exactly in the data, as length measurements were referenced
to the diameter of the field of view here. Unfortunately, the nominal values are not
achieved precisely for the −10 kV setup. Because there is no reason to expect a Rb
stripe with smaller width than the slit aperture, the stated value of 185 µm should be
explained by a somewhat larger field of view. The stripe width found using the position
monitor of the manipulator also indicates a larger value.
The stripe was found to remain stable for at least some hours, and even its well-defined
border showed up to remain as sharp as shown. Although Rb is usually assumed to have
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very high room temperature mobility at surfaces, this clearly indicates that part of the
deposited material is immobilized. First absorption measurements carried out at the
border of the stripe reveal that Rb can also be found in the regions next to the stripe,
but a quantitative statement cannot be given. From this result, it can be concluded
that the adsorbed Rb remains mobile immediately after adsorption with a mean free
path exceeding some µm. No evidence was found that the Rb will ever settle at room
temperature. Finding the long-range surface Rb distribution as a function of distance
from the stripe edge might answer this question and is an interesting subject of future
XPS studies.
At the current stage, it cannot be excluded that the stripe is formed by contaminants
from the dispenser. During similar experiments using TaS2 as substrate [112],[98], the
stripe could be reproduced several times. Furthermore, typical Rb induced features
were found exclusively on the stripe, though a small surface concentration could also be
detected in the vicinity as well.
This gives rise to the conclusion that the formation of the stripe is a consequence
of direct Rb exposure and the achieved Rb concentration at least contributes to the
stripe. On the TaS2-substrate, it is well-known that Rb is immobilized by intercalation
[112], which is not expected for tungsten diselenide [54]. in accordance, no evidence
for Rb intercalation was found in the XPS spectra recorded during this work. Further
experiments will have to reveal the actual distribution of elements and find hints for a
potential mechanism of Rb immobilization for a WSe2 substrate.
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self-organized nanostructures
Besides the large-scale texture of the Rb-covered surface of WSe2, further Rb-induced
structures can be identified in the UV survey shown in figure 11.4. At least on the
part of the surface that shows a relatively high photoemission signal, a network of linear
nanostructures is found. Similar features have been reported by Adelung to occur in this
system [11],[12], and were denoted as nanowires there. In the STM study discussed in
that paper, basic properties were examined, revealing insight into the creation process.
At an early stage of nanowire growth, a network of trenches was found as a precursor.
These were interpreted as cracks, induced by adsorbate-induced lateral tension, located
in the topmost crystal layers. After further deposition of Rb, the trenches appeared to be
partially filled up with material. Although it can be suspected easily that this material
mainly consists of adsorbed Rb, no experimental proof of this hypothesis could be given,
as the STM technique does not provide information on the chemical composition of a
specimen.
In the cited work, nanowire networks showed up to have mesh sizes in the large
range between some 10 nm up to ≈ 1 µm. The observed width of the wires amounts
to a few nanometers. The network structures found in figure 11.4 are considered to
correspond to the largest components of a nanowire network as reported by [11] and
motivate a spectroscopic study dedicated to the composition of nanowires. Even the
largest reported nanowire width was found to be clearly smaller than the best spatial
resolution of the photoemission microscope (20 − 30 nm). Nevertheless, an attempt
is made here to obtain specific spectroscopic data from features of the wire network,
unavoidably including its close vicinity.
The signal obtained from direct photoemission is expected to be very low when operat-
ing the microscope with an appropriate magnification. As an alternative, spectroscopic
data was acquired in the form of absorption spectra here. In contrast to common XPS
spectroscopy, the electron analyzer is configured for detection of electrons at low kinetic
energy between 2 eV and 3 eV constantly and the photon energy is tuned by means of the
monochromator. The signal in this kinetic energy range is dominated by the background
of inelastically scattered photoelectrons. Because the escape depth of photoelectrons is
confined to a small range beneath the sample surface, the signal level obtained from the
secondary electrons is a function of the rate of photoelectrons created near the surface.
The obtained spectra therefore basically represent the absorption coefficient of the sam-
ple as a function of photon energy. The major advantage of this technique is a much
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Figure 12.1:
Principle sketch of the photoelectron
signal near the secondary electron cut-
off. The detected kinetic energy for
the absorption spectra is chosen such
that stationary modifications of the
surface potential (SPV effect) do not
bias the measured spectrum much.
stronger signal compared to XPS, so the PEEM can be operated at high magnification.
The data presented here was acquired using a field of view of ≈ 10 µm. In gen-
eral, absorption spectra are obtained by detecting electrons near the maximum of the
secondary electron background near the low-energy cutoff in order to maximize the mea-
sured signal. The shape of the secondary electron background is expected not to change
its shape, so an equivalent signal can also be obtained at alternative kinetic energy in
the background spectrum. As a finite kinetic energy interval is detected, small shifts of
the background spectrum caused by charging or the SPV effect can lead to a variation
of the detected signal when the secondary electron cutoff is included in that interval. As
scanning the photon energy also yields variable photon flux, the influence of such effects
needs to be suppressed by choosing an energy range with sufficient energetic distance
from the cutoff (see figure 12.1). As the signal is meant to represent a constant frac-
tion of the total secondary electron yield, no particularly good energy resolution of the
electron analyzer is required here, so the measurements were carried out using the large
analyzer aperture (width: 60 µm). In this configuration, the total energy resolution of
the system is defined by the monochromator. Its exit slit was chosen such that an energy
resolution of ≈ 150 meV was obtained, a value well below the common scanning step
size of 0.25 eV . At the resulting photon flux, no synchrotron beam-related modifications
of the examined position at the sample surface could be observed after some hours of
data acquisition. Large energy ranges were scanned so that specific absorption features
of many core levels of the substrate and the adsorbate are covered. An overview of the
core levels found in the scanned range is given in the table in figure 12.2.
All absorption spectra were preprocessed using the common techniques, i.e., normal-
ization of the MCP sensitivity and masking of the active area of the detector. The
resolution of the raw data images was reduced by binning areas of 2 × 2 pixel. Due to
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Figure 12.2.: Top: Table of core levels found in the scanned energy range. The binding
energy was taken from [109]. The maximum values of the photoionization
cross sections originate from [60] and are found at photon energies as given
in the table. Bottom: Raw data absorption spectra from two different
photon energy intervals (cumulative signal at FOV≈ 25 µm). Left, basi-
cally the Rb 3d core levels are covered. A clear effect is seen upon higher
Rb coverage. Numerous core levels of the substrate are found in the right
panel, revealing only unspecific features.
the relatively large step size and the small field of view, the effect of lateral variable
photon energy is negligibly small here, so no related correction was applied.
While the network can easily be identified in images acquired using the UV excitation
source, very low contrast is found in the X-ray absorption spectra. Even at long ac-
quisition time, contrasts exceeding the level of statistical noise can hardly be achieved,
so a safe visual identification fails. In the following sections, it will be shown that the
application of the data classification scheme introduced in chapter 10 provides a robust
discrimination of the structures from the spaces in between. As a result, part of the
network structure is recognized by the algorithms with single-pixel precision by means
of properties of the individual absorption spectra.
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Figure 12.3.: Flux diagram for processing of absorption spectra. The requirements of the
correction techniques are met by treating the data in two parallel branches.
This layout allows for a minimum number of operations being applied to the
data when deriving the absorption spectra. Lower branch: The smoothed
and differentiated data is used to find and correct the drift trajectory of
the manipulator. Further processing steps provide the cluster assignment
map, from which pixel groups representing nanowires can be identified.
Upper branch: The image of the preprocessed data is normalized for
brightness. Intermediate results derived from the differentiated data are
applied. Integration over the groups gives the final absorption spectra.
Optionally, a smoothed and differentiated representation of the absorption
spectra is derived.
12.1. Data Processing
In order to identify regions near nanowires, the absorption spectra were treated as shown
in the scheme in figure 12.3. As the signal contained in a single detector image (i.e.,
at distinct photon energy) has rather high statistical noise, direct identification of the
nanowire structures in the absorption spectra is not possible. In order to obtain a
smoothed image with enhanced contrast, the spatial filter presented in chapter 14.2 was
applied to each image. Large-scale inhomogeneities, in particular the beam profile, can
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be ignored then, so the drift correction technique from chapter 9.5 can be applied to the
data. The following steps aim at the identification of features in the image representing
nanowire structures.
A reduced representation of the absorption spectrum in every pixel of the image was
determined for each absorption spectrum using the algorithm introduced in chapter 10.2.
The signal at every data point in the spectrum is meant to contribute equally to the
reduced representation, so every image was z-transformed before finding the reduced
representation of the data. In this context, applying the transformation to an image
means subtraction of the mean signal in the image and normalization by the standard
deviation. Subtraction of the mean value is redundant, as the two-dimensional image
filter is supposed to yield zero-centered values. Normalization of the standard deviation
becomes necessary, because the pixel-resolved data has considerable statistical noise. As-
suming Poisson statistics, the standard deviation of the data grows as the absolute signal
grows. As a consequence, images (i.e. data points in each absorption spectrum) recorded
at high flux would dominate during the data reduction process if not normalized.
Using the reduced representation of the data, the clustering algorithm (see chapter
10.3) combines the absorption spectra from each pixel into groups with relative ho-
mogeneity. As the pixels are colored according to their associated group, the lateral
arrangement of the groups becomes visible and groups representing nanowire structures
can be identified by the shape of the covered region.
The actual absorption spectra are derived from the raw data with a minimum of
processing steps. The beam profile can be approximated here using the technique for
a small field of view as discussed in chapter 9.3 and a corresponding correction was
performed for the complete data. In order to suppress a potential bias in drift correction
by remainders of the beam profile, the drift trajectory determined from the differentiated
data is applied here. The cluster assignment map, derived following the lower branch of
the flux diagram in figure 12.3, is used to group pixels of the raw data. Integration of the
data in the clusters gives the resulting spatially resolved absorption spectra. As these
show relatively low variation throughout the examined region, differential absorption
spectra are determined from this result by binomial smoothing and subsequent numerical
differentiation.
12.2. Results
Absorption spectra were acquired for the clean surface of WSe2 and two levels of Rb
coverage. For the first deposition, the cleaved WSe2 surface was exposed to Rb flux
from the dispenser driven at a heating current of 5 A for 2 min. For the second step,
an evaporation time of 4 min at the same heating current was chosen. After the first
deposition step, 30 − 50% of the sample surface was found covered with a network of
nanowire-like structures. The reference images seen in figure 12.4 of the inspected regions
were acquired for both steps using the UV source. In contrast to the data presented
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Figure 12.4.: Filtered UV images (hν = 4.9 eV ) of the examined sites showing pro-
nounced nanowire structures. Both images were acquired from the same
sample at different positions and at different nominal Rb coverage. The
data was smoothed and the contrast was enhanced by application of the
spatial filter introduced in section 14.2. The shaded structures of the
right image are reproduced by spectral features, as will be discussed in
the following.
in figure 11.4, the network appeared to have a relatively large fraction of open ends. If
this can be interpreted as an intermediate step towards a closed network covering the
complete surface, as reported in [11], could not be clarified, as no more evaporation steps
were made. From the data presented here, no statement about a possible evolution of
the nanowire network can be derived.
The energy range of the absorption spectra was chosen such that as many core levels as
possible were covered. The table in figure 12.2 shows the binding energy and maximum
photoionization cross section of all core levels of the substrate and the adsorbate that are
found inside the scanning range of 91..131 eV (Rb 3d) and 210..270 eV (substrate core
levels) respectively. Larger cross sections are found especially for some substrate core
levels at lower binding energy, where the photon flux of the beamline is not sufficient for
absorption spectroscopy. Most of the stated core levels are found in the binding energy
interval 210..270 eV . The region between 91 eV and 131 eV binding energy is dedicated
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to the Rb 3d core levels, so a clear effect related to the Rb concentration is expected
there.
Raw data spectra for the different levels of Rb coverage are shown in figure 12.2.
The major part of the dynamics seen in the spectra is caused by the change of photon
flux with photon energy during the scans. Normally, this effect could be normalized
by referencing the signal to the measured mirror current, but difficulties are faced here.
First, a high cumulative carbon contamination of all parts of the beamline exposed
to synchrotron radiation is expected, especially for the last mirror where the mirror
current is acquired. The main absorption feature of carbon is usually found near hν =
280 eV , with some unspecific effect in a broad range, so part of the substrate absorption
spectrum might be affected. As the mirror current measurement is based on absorption,
a strong overestimation of the photon flux is expected for photon energies near the
carbon absorption edge. Generally speaking, the determination of the photon flux is
always biased by the specific absorption spectrum of the mirror. In contrast to XPS
spectroscopy, where a constant photon energy is used, this effect cannot be neglected in
the photon energy range applied here.
Another reason for the mirror current being an inappropriate reference here is the
low photon flux. In order to minimize the beam damage on the sample, as low flux as
suitable was chosen here. As a result, the measured mirror current showed up to be very
noisy and biased by a systematic, alternating deviation from the true signal. Therefore,
referencing the signal to the mirror current was not applied here and substrate-specific
features in the spectra are always superimposed by the variation of the photon flux. In
the following, local changes of the absorption spectra will be analyzed with respect to
the environment, so further normalization is not necessary.
A sample-specific feature can clearly be identified in the Rb 3d absorption spectrum
by comparing the spectra with and without Rb coverage. Two edges in the spectrum
at hν ≈ 107 eV and hν ≈ 115 eV get more pronounced as the Rb surface density is
increased. No specific changes in features of the substrate absorption spectrum were
found. The unsystematic deviation between spectra at different Rb concentrations at
higher photon energy are presumably an effect of beam drift, as the beam profile normal-
ization algorithm is only capable of equalizing the brightness of one image, but cannot
compensate collective brightness variation.
The spatially resolved absorption data discussed here was acquired from the same
sample specimen, but at different locations, which were found to be representative for
the overall state of the surface at the current stage. The best choice would be to observe
the same region of the sample surface at different stages. After long-term measurements
at the same region of the sample, unspecific modifications of the radiation-exposed part
of the surface are usually observed and cannot be suppressed completely, even when
working with low photon flux. This is commonly explained by synchrotron-assisted
cracking of hydrocarbons in the residual gas of the vacuum chamber with subsequent
deposition of free carbon on the nearby surface [108]. Indeed, a carbon contamination of
the surface can usually be found. During data acquisition, this effect has to be tolerated
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Figure 12.5.: Assignment of pixels to groups as found by the data classification algo-
rithm. The discrete color encodes the group of a pixel. Derived from
combined absorption spectra in photon energy ranges 91..131 eV and
210..270 eV at a field of view of ≈ 25 µm. Left: No laterally structured
segmentation of the data was found at low Rb coverage of the sample.
Right: At high Rb density, part of the network seen in figure 12.4 can be
reproduced from absorption data.
and the observed structures are obviously not harmed by this process. Growth processes
during Rb adsorption are potentially biased in presence of a contaminant, so examining
the same region twice was avoided.
For the following steps, the data from several scans was combined to obtain an en-
hanced signal. A reduced representation of the absorption spectra (chapter 10.2) was
computed in both energy ranges and for both adsorbate concentrations. After match-
ing the sample position in all scans, the total data per pixel is given by the first three
components of the reduced representation from the absorption spectrum in each energy
range, i.e., the image data is found as a set of points in a six-dimensional parameter
space. As the reduced representation is computed from the energy-differentiated data, a
demonstrative interpretation of the base vectors in ’spectral’ space, as shown in chapter
10.2, for instance, cannot be given here.
The data clustering algorithm was configured to separate the data into 30 sets. The
results for both adsorbate concentrations are depicted in figure 12.5. In the map shown
there, pixels in the detector image are colored according to the group they were assigned
to. The actual color of the pixels of a set was determined by the Euclidean distance
of the cluster center to the center of a reference cluster in the parameter space. Here,
the ’most uncommon’ set was chosen as reference, i.e., the one with the largest mean
distance to all other sets. It turned out that the structures are represented by this set.
Most of the sets are found to be distributed homogeneously across the detector image
and to show no pronounced structure. They represent the unstructured part of the
sample surface between the edges of the nanowire network. The fact that the members of
these sets are scattered throughout the image indicates that no large-scale inhomogeneity
155
12. Absorption spectra of self-organized nanostructures
90 95 100 105 110 115 120 125    
0.98
0.99
1
1.01
1.02
hv / eV
n
o
rm
a
liz
ed
 s
ec
. e
−
 
yie
ld
 
 
low Rb concentration,  Rb 3d core levels
90 95 100 105 110 115 120 125    
0.98
0.99
1
1.01
1.02
hv / eV
n
o
rm
a
liz
ed
 s
ec
. e
−
 
yie
ld
 
 
high Rb concentration,: Rb 3d core level
Figure 12.6.: Relative absorption spectra of the Rb 3d core level. Spectral data from
regions as depicted in figure 12.5 is normalized by the signal obtained from
the rest of the examined surface region. Top: Low Rb surface concentra-
tion. Although nanostructure networks can be identified on the surface,
no significant spectral features can be identified, i.e., no group assignment
representing the structures can be derived. Bottom: At higher Rb concen-
tration, the network can be identified by means of the associated absorption
spectra using the data classification algorithm.
is left in the image after all data processing steps. For some subsets (shown in the
right image of the figure) of the data derived from absorption at high Rb adsorbate
concentration, a local concentration of the associated pixels is found. The structures
formed by these pixels can easily be correlated with part of the network found in the
UV reference image in figure 12.4 and are highlighted there by means of the shaded
areas. A large drift of the manipulator between acquisition of the UV reference and the
absorption spectra must be taken into account here (see chapter 9.5).
The signal obtained from the covered region is concluded to contain spectroscopic
data with a major contribution from the wire structures. Although network structures
are also found in the reference image obtained from the sample with low Rb coverage, it
cannot be reproduced by the classification of spectral data (see figure 12.5). Some virtual
accumulation of pixels from one group is considered to be an artifact of the filtering
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Figure 12.7.: Relative absorption spectra of selected substrate core levels (see table
in fig. 12.2). Top: Low Rb concentration. No locally confined spectral
features were found. Bottom: High Rb concentration. The data was
separated into groups as shown in figure 12.5. One of them representing
the neighborhood of the nanostructure network clearly differs from the rest.
process. No visible correlation of these groups with the observed network structure is
found.
For a closer analysis, spatially resolved absorption spectra were created by means
of the cluster assignment derived before, so one absorption spectrum per pixel group
including the cumulative signal of all members resulted. A cluster consists of 1000−2000
data points, so the statistical noise of the cumulative absorption spectrum is drastically
reduced with respect to the signal from a single pixel. The data clustering technique used
here is known to group data with relatively high similarity and to separate contrasts.
As a result, the maximum difference between all signals in the image is reflected by the
clustered absorption spectra. All spectra found here show very low deviation from the
average spectra in figure 12.2, so a representation showing the relative deviation was
chosen.
The results are depicted in figures 12.6 and 12.7 for both energy ranges and adsorbate
concentrations. For each cumulative signal, the data was divided by the average absorp-
tion curve of all other pixel groups, so each curve is referenced by the rest of the image.
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The actual data points are represented by the open circles. As a measure of significance,
the ’error bars’ show the statistical uncertainty of each data point. It is derived from the
standard deviation of the mean value obtained from all single-pixel signals contributing
to the cumulative signal of a group. Subsequent application of Gaussian error propaga-
tion accounts for the error introduced by referencing. The solid thick line is meant to
provide a guide to the eye and represents data points after binomial filtering along the
photon energy axis.
No significant difference between most of the sets could be found. Basically, the
spectra obtained from the regions are identical except for small, unspecific differences
with a maximum between±0.4 % and±2 %, depending on the examined case. According
to the fact that no structure of the surface could be revealed by means of spectroscopic
features, no systematic deviation of any absorption spectrum from the average was found
in the data acquired at low adsorbate density.
At higher Rb concentration, one single cluster of pixels can be distinguished from the
others (the red curve in figures 12.6 and 12.7). In the Rb 3d absorption spectrum, it
can clearly be separated from the rest by its features and its reduced signal level. The
nearly linear trend found for this region in the substrate absorption spectra is unique
among all clusters. A small absorption edge near hν = 123 eV might also be used for
discrimination. The data originates from the core region of the wire-like structures found
in the map in figure 12.5. Therefore, a fingerprint of absorption of nanowires and their
closest vicinity is found in this data.
Features found in the absorption spectrum are supposed to be pronounced when ex-
amining the discrete derivative of the data, derived as shown in the data processing
schematic in figure 12.3. The data can indeed potentially be interpreted by means of
its derivative. However, a reliable discrimination of the groups is not possible with the
given data due to the increased statistical uncertainty caused by error propagation.
The group assignment was checked intensively during many runs of the algorithm,
covering a large variety of settings. Although initialized with random start positions
(see chapter 10.3), the algorithm turned out to converge always to the shown cluster
configuration. As artifacts of the processing routine can be excluded here, the found
pixel classification is regarded as a true feature of the data. The maximum deviation
found here amounts to only some percent for the single data point, but a statistical
error analysis gave a strong hint for the significance of the determined effect. A detailed
discussion of the observed features follows.
12.3. Discussion
The creation of network structures at the surface was observed at a relatively low Rb
coverage. At this stage, the structures cannot be explained by spectroscopic features,
although the applied technique showed up to be extremely sensitive to small changes in
the signal. In conclusion, no evidence was found indicating that the creation of these
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structures is necessarily accompanied by the accumulation of material, particularly Rb.
The nanowires reported by Adelung [11] are expected to be too narrow to be imaged
directly here. Instead, the observed width of the structures exceeds even the broadest
wires found by STM, which is attributed to the finite resolution of the PEEM and
considerable broadening by image filtering.
In cases when no spectroscopic signature of the structures could be derived, the origin
of the contrast seen when using the UV source remains unexplained. Presumably, a small
sensitivity of the PEEM to the topography of the surface must be taken into account
here. Deviations of the electric near-field might bias the electron trajectories, so electrons
emerging from structures would virtually originate from the vicinity. Assuming that, at
least at an early stage, the networks are constituted by cracks, the contrast might be
explained by this. An increased sensitivity to local changes of the work function due to
the low photon energy of 4.9 eV was suggested [108].
Part of the network could be separated from the unmodified surface spectroscopically
after increasing the density of the adsorbate. From the differences found in the absorp-
tion spectra, it can be concluded that some material was accumulated near the crack
network. As basically connected parts of the network are found, earlier findings [11] that
the cracks are filled up subsequently are confirmed in general. The obvious conclusion
that rubidium is accumulated in the cracks can neither be confirmed nor denied from
the absorption spectra as no clear modification of the absorption edge is found in the
according region. The significance of a small effect found in the photon energy range
from 110 eV to 115 eV can be speculated about, and associating the edge found near
hν = 123 eV with the Rb 3d core levels would require highly oxidized Rb. Nevertheless,
the absence of a specific change of the Rb 3d absorption edge does not necessarily mean
that no Rb is concentrated in the cracks. The spatial resolution of the PEEM is expected
to be clearly above the width of the nanowires, so the contribution of the actual crack
might be too low for a distinguished signal.
It could be shown that networks of extremely thin cracks can be observed using pho-
toemission electron microscopy. Although the structures cannot be resolved directly, a
sufficient influence on the photoemission signal is found to allow for the identification
of the network structure. Even though an extremely small contrast was observed, the
application of sophisticated data classification routines proved high reliability. Hereby,
part of the network could be distinguished from the environment by spectroscopic means.
Significant, but unspecific changes were found here, so a deviation of the chemical compo-
sition of the nanowires is likely, but cannot be quantified using the shown data. Because
of the lack of pronounced features in the spectra, it can be suspected that the absorption
is dominated by unconsidered atomic orbitals at lower binding energy. Especially for
the W 4f, Se 3d and Rb 4p core levels, high absorption cross sections are known [60], so
extending the experiments to photon energies between 10 and 100 eV using an appro-
priate radiation source is highly motivated. The high potential of the concept developed
here has been proven, so a clear impact on future PEEM projects can be expected.
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Part III.
Analysis of nanostructure networks
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The earlier parts of this work dealt with spectroscopic experiments with the aim of
revealing the microscopic structure of the networks observed on the surface of WSe2
after the deposition of Rb. A crucial result was that the accumulation of material near
the edges of the network is basically independent from its formation. A deviation from
the stoichiometric composition of the Rb-covered surface was not found at low adsorbate
density, and possibly, the creation of the network does not imply any accumulation of
adsorbates at all. It was proposed that nanowire structures are basically created as a
network of cracks [11], but little is known about the suspected mechanism in this system.
In this part, a complementary approach to the characterization of the observed nanos-
tructure networks is pursued. Using the PEEM setup (chapter 8) and the UV source,
mainly topographic effects allow sharp and high-contrast imaging of the crack networks
direct after creation. They are usually found covering the complete sample surface, so
large-scale studies are motivated. The work presented here aims at the quantification
of structures of the complete network using statistical means. From the analysis of ge-
ometrical features, a deeper insight into the microscopic structure creation process is
expected, especially with respect to the hypothesis of stress-induced crack creation. In
this context, a first attempt is presented to derive a theoretical explanation of the ob-
served features. A spatially resolved analysis of the crack density and orientation might
reveal the presence of intrinsic stress in the bulk material, caused by imperfections of
the crystal. Due to the crystal structure, globally preferred directions of crack propaga-
tion are expected for a single crystal. Local deviations might hence be exploited for the
identification of grain boundaries.
The statistical approach requires data from a sufficiently large region on the surface in
order to obtain an adequate sample of the network with low statistical uncertainty. As
the field of view of the microscope is limited to only a few micrometers at considerable
magnification, large sets of neighbored regions were imaged separately and assembled to
a single, large-scale survey image afterwards. When merging overlapping PEEM images,
a careful analysis of imaging errors and image brightness has to be carried out to ensure
that the consistency of the data in overlapping regions is not violated. Related effects
and compensation techniques are discussed in detail in chapter 14.1.
In this part of the work, the data extracted from two surveys acquired at different
settings will be analyzed. The first one has already been shown in figure 11.4. It consists
of 19 images at a field of view of ≈ 25 µm. As the sample is covered with the large
scale texture there, nanostructure networks could only be extracted from part of the
image. For the second survey, the single images were taken using the 10 µm field of
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view of the microscope. The PEEM was operated in the modified setup using −10 kV
sample-to-objective voltage (see chapter 8). The imaged region was shifted using the
’Object Align X/Y’ settings of the imaging column, which provides well-reproducible,
stable motion with no need for mechanical intervention. A grid of 7 × 7 images was
used here. All applied processing techniques were developed during this work and are
discussed in detail in chapter 14.1.
From the survey scans, features of the network could be recognized in an unbiased way
by means of dedicated image processing algorithms. The required routines for conver-
sion of the bitmapped PEEM images to a vectorized representation of the nanostructure
network are inspired by well-established algorithms in image processing. Detailed doc-
umentation of the applied techniques is found in sections 14.3 and 14.4.
Part of the findings from the statistical network analysis are compared with the results
of a simple theoretical model of surface crack creation. Details of the model are discussed
in chapter 16. Compared to experimental findings, the results give evidence that the
proposed tension-induced crack creation mechanism holds to some extent.
After introducing of some basic data processing steps in chapter 14, the results de-
rived from the experimental data are presented (chapter 15). Throughout this part, the
applicability of all steps in the data processing scheme is demonstrated by numerous
examples derived from artificial and experimental data. Particular interest is directed
towards the theoretical model developed here (chapter 16), as it relies on ample simpli-
fications, which are motivated with full details. Results of a numerical simulation based
on this model are compared to the experimental data in chapter 17.
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Deriving morphological features from a network of nanostructures in PEEM data re-
quires specialized image processing routines, which are introduced in this chapter. As
the network is to be analyzed in a large region of the sample surface, a method to merge
PEEM images was developed. Special attention was paid to PEEM-specific limitations of
this approach. A suitable solution is presented in section 14.1. An unbiased, automatic
way of extracting the network structure from the merged image is highly desirable. The
essential steps are performed using well-known image processing techniques, but con-
siderable individual modifications are necessary here. Automatic structure recognition
requires a robust separation of desired and undesired information which can be achieved
by image filtering. An individual implementation of a linear filter is presented in section
14.2 with a focus on the performance, especially for certain structure sizes. Sections 14.3
and 14.4 are dedicated to methods of extracting a vector representation of the network
from the filtered, bitmapped data. The results discussed in chapter 15 were obtained
after applying the presented techniques to the experimental data.
14.1. Composing survey images
In a photoemission electron microscope, a small region of a sample surface is imaged
to the detector. The diameter of the region, called field of view (FOV), is defined by
the settings of the imaging column of the microscope. For the Elmitec PEEM III, the
predefined settings allow for FOV ranging between 70 µm and 1 µm. As the image in the
detector plane has a constant size, the FOV setting defines the total magnification. In
cases when objects to be imaged are larger than the FOV at the desired magnification,
the object has to be imaged part by part by shifting the surface region using the sample
manipulator.
When a survey scan of a connected area is acquired in this way, it is desirable to
extend the field of view virtually by assembling all acquired images to one. This requires
a homogeneous illumination over the complete FOV. Thus, the methods outlined here
can only be applied properly to data acquired using the UV source of the experiment.
The small focus of the synchrotron radiation will give strongly inhomogeneous brightness
(i.e. photoelectron yield) over the imaged part of the surface at larger FOV (≥ 10 µm),
which can only be normalized under special circumstances (see chapter 9.3).
PEEM images usually include aberrations at large FOV, even at optimal alignment.
A reasonable field of curvature can be found, which causes objects located far from the
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Figure 14.1.: Upper Left: Images are acquired such that a large connected region of the
sample surface is covered. Lower Left: Considerable overlap between the
images ensures correct determination of the relative shift. Upper Right:
When assembling images, pixels in the overlapping region are chosen from
raw data with the lowest imaging error. For this purpose, the distance of
each pixel to the borders of the source image is evaluated. Lower Right:
The overlapping region is separated into contributions from the two source
images and merged.
optical axis to appear smeared out radially. Furthermore, features far from the optical
axis are usually found to be imaged sharp at a different objective current than objects
on the axis, i.e., in the center of the detector plane. Two images can only be aligned
with certainty when they have considerable overlap. The presence of imaging errors will
cause the data to be inconsistent in the overlapping region. Therefore, matching two
images works best using intermediate magnification at a field of view of 25 µm or 10 µm.
For the −10 kV setup, data acquired with these settings showed no significant errors
over the full magnified area. At large FOV, the outer regions have to be truncated, so,
finally, not more area is covered per image. The matching of images is expected to work
better the smaller the FOV is chosen.
In the following paragraphs, some prerequisites and details of a semi-automatic algo-
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rithm for the assembly of images are discussed. Starting with two images, the approxi-
mate relative shift between them has to be known. A defined shift cannot be achieved
with sufficient precision at the stage of data acquisition. The obvious option by shifting
the manipulator against the microscope is always biased by mechanical tolerances. The
second option to tune the imaging column by the ’Object Align X/Y’ settings gives
better results, but is applicable only for a limited range. Both methods will shift the
image along axes that do not necessarily match the axes of the rasterized camera image,
because the image is always rotated by the magnetic lenses of the microscope.
Usually, the shift must be determined by identifying the position of features in both
images by eye. In the algorithm that was developed and implemented in the course of
this work, this approximate shift is used as starting point for an automated procedure
that finds the optimal shift. As the pixel information is scalar (gray scale data, no RGB
channels), a numerical measure for the fit of two images is given by the least-squares
sum of brightness differences of the pixels in the overlapping region. The size of the
overlapping region varies with the applied shift, so an adequate normalization factor has
to be introduced here. Alternatively, the optimal shift might be found subject to the
correlation coefficient in the overlap. Minimizing the least-squares sum as a function of
the relative shift has proven to yield an optimal result that shows up to be consistent
with the values found from other image pairs in a grid of images.
Having determined the relative shift, the pixel information can be merged. If located
in the overlapping region, a quantitative measure is required to decide from which image
a pixel value is taken . The panels in figure 14.1 give an overview of the steps performed
here. Especially when merging a new image to a set of readily-assembled ones, the
overlapping regions can have extremely irregular shape. Hence, the obvious measure of
taking a pixel value from the source image where it is found at the ’most central’ position
is not suitable in general. Instead, a complementary measure is used by equalizing ’most
central’ with ’least peripheral’: Data originating from the precursor where the pixel has
the largest distance to the border contributes to the assembly. The right panels of figure
14.1 give an impression of the strategy pursued here.
Both images to be merged always have an associated binary mask indicating the posi-
tions of valid image data, the so-called region of interest (ROI). The overlap is determined
by simply applying Boolean logic to both ROIs. The overlapping part has borders with
the non-overlapping regions of both precursors (called ’A’ and ’B’ in the figure). Inside
the overlap, the minimum distance to each border is computed for every pixel. Image
information is used from that source where the pixel is located most distant from the
border. This measure assures that however irregular two source images are shaped, they
will contribute their inner pixels to the merged image. Potential imaging errors from
the outer regions of an image will be truncated automatically by this procedure, so the
assembly is always made up by the best available data in a set of images.
Using this technique, the overall quality achieved for the merged image only depends
on the quality of the source data. Even when using well-truncated precursors and ap-
plying the standard preprocessing techniques such as normalization by the sensitivity of
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the multichannel plates (chapter 9.2), a large-scale brightness gradient is still found in
the data, so an unstructured surface would appear at different brightness at opposing
sides of the image. The reason for this is presumably caused by slightly inhomogeneous
illumination or laterally variable transmission of the microscope. Usually, this effect
is small with respect to the contrast found at features of the sample surface. When
assembling large surveys, this variation results in annoying steps that become visible
clearly at the distinct borders between the elements of the combined image. Assum-
ing that all images mainly consist of unstructured, homogeneous areas with a rather
small amount of features at moderate contrast, an unjustified, yet effective method of
brightness equalization can be applied.
As long as there is no pronounced periodicity found in the data, the features cancel
upon superposition of all raw data. This results another normalization image which
can be applied to the original data before merging. This method has proven to be an
effective way to remove the remainders of inhomogeneous brightness in the images.
Application examples of the routines outlined here can be found in figures 11.4, 11.10,
and 15.2. This method gives the opportunity to analyzing large-scale structures such as
the nanowire networks discussed later in this part. Merging PEEM data has proven to be
a suitable technique to accumulate sufficient data for a statistical analysis of structural
features within a connected region.
14.2. Contrast-enhancing image filter
The signal level acquired in PEEM images is very low in common cases, so raw data
generally includes a significant amount of statistical noise. An improved signal-to-noise
level can be achieved when the image information is accumulated over several neigh-
bored pixels, but the excellent spatial resolution of the microscope would be degraded
artificially by this measure. In order to retain the full spatial information, the signal
level of each pixel can be estimated by computing the sliding average of the neighbor-
hood of each pixel under the assumption of an equivalent signal. Near the border of
structures, a systematic error introduced hereby must be tolerated. The computation of
the two-dimensional sliding average can be performed by a discrete convolution with an
N ×N matrix (N odd) with subsequent resizing of the result to the size of the image.
The elements of the matrix define the neighborhood of pixels that contribute to the
estimate of a pixel’s signal value.
When the result is truncated symmetrically, the neighborhood is symmetric around
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the center point. For instance, convolution with the matrix
M =
1
6
·


· · ·
0 0 0 0 0
... 0 0 1 0 0
...
... 0 1 2 1 0
...
... 0 0 1 0 0
...
0 0 0 0 0
· · ·


(14.1)
would result the weighted mean of a pixel (weight 2) and its four next neighbors (weight
1). In analogy to a one-dimensional smoothing window, the neighborhood to include
in the average is defined by non-zero, positive matrix elements in the most simple case,
whereas all other elements are set to zero. In order to obtain an estimate of the mean
value of all involved pixels, the matrix elements must sum up to 1.
Due to the selectivity of spatial frequencies achieved by this method, it is also referred
as spatial filtering. During this work, matrices with approximate circular symmetry were
applied in order to have an isotropic filter characteristic. The actual image information
from the microscope is confined to a circular region inside the rectangular camera image.
The useful part of the image is usually separated from the rest by means of a binary
mask, the ’region of interest’ (ROI). Arbitrary shapes of the ROI are possible in general.
When an irregularly-shaped mask is used, special measures have to be taken in order
to validate the filtered data near the borders, i.e., when part of a pixel’s neighborhood
is located beyond the ROI. Without special treatment near the borders, the filtered
data needs to be truncated by shrinking the region of interest. Thus, part of the image
information is lost when applying a spatial filter.
The methods developed in this chapter aim at the reliable identification of spatial
structures. Filtering is a crucial step to enhance the image information with certain
selectivity to the expected shapes. The filter applied in the following chapters is designed
to pronounce contrasts. From the field of image processing, a well-known approach to
edge detection is known. It is based on the implementation of the discrete Laplacian as
a matrix
∆ =

 0 −1 0−1 4 −1
0 −1 0

 , (14.2)
which is applied to the data by convolution as well. The Laplacian is defined as the sum
of the second partial derivatives ∆ = ∂
2
∂x2
+ ∂
2
∂y2
of the coordinates x and y. Applying
this filter can therefore be interpreted as computing the discrete second derivative of the
image information. Gaussian error propagation causes the derivative to have an even
increased noise level, so the need for smoothing becomes even more crucial. Smoothing
and differentiation can be performed by a special filter design in one step. Applying
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Figure 14.2.: Upper Left: Schematic of the matrix representing the two-dimensional
convolution window that is applied throughout this work as a linear image
filter. Contrast enhancement in the data is achieved by inherent numeri-
cal differentiation and smoothing. Lower Right: Result of applying the
filter to a gray scale image with artificial structures. A pronounced size
selectivity is found. Edges are pronounced by the filter (large structures).
The approximate circular symmetric design results an isotropic filtering
characteristic (circles).
∆ to rasterized data basically results the difference of a pixel value and the average
of its next neighborhood. In order to provide an improved mean value estimation, the
neighborhood of the pixel is extended strongly, as can be seen in the design of the filter
matrix (’referencing region’ in figure 14.2). The signal of the pixel is estimated by the
pixels in the ’filter kernel’. As the kernel includes a relatively small number of pixels,
the noise level of the result is dominated by the number of kernel pixels. The elements
of the filter matrix have only two different non-zero values, a positive one in the kernel,
and a negative one in the referencing region. Both values are scaled in such a way that
the complete matrix sums up to 0, as featured by the implementation of the discrete
Laplacian.
Figure 14.2 provides sample data to illustrate the effect of filtering an monochrome
image. As seen from the larger structures at the bottom, high magnitude is found espe-
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cially at the edges of structures. The filter shows a pronounced selectivity for structure
size, so the group of intermediate sized bars is enhanced best, while the fine bars are
clearly suppressed. The filter is designed to have an isotropic characteristic, which can
only be achieved approximately when handling discrete, gridded data. The circular
structures to the right show that sufficient isotropy is achieved by the design.
The fact that certain structure size is ’preferred’ by the filter requires a customized
version for the expected structure size. Thus, a generally optimal filter design cannot
be stated here. Various application examples are found throughout the work. Filtering
is a crucial step for the automated detection of network structures. An impressive
intermediate step of this process, i.e., after the filter had been applied to the data, is
shown in figure 15.2.
14.3. Skeletonization of monochrome bitmaps
The common representation of image information is a matrix containing brightness in-
formation in one (gray scale) or three (color) channels. Whenever this information is
to be interpreted with the intention to identify objects, a method to extract primitive
geometrical features,i.e., points and lines, from the rasterized image is required. Before
proceeding with the actual vectorization of bitmaps in the following chapter, an algo-
rithm that is capable of reducing the image to lines is introduced here. It is a crucial part
of the processing chain applied for the automated recognition of the Rb-induced networks
on WSe2 and provides data to which the vectorization algorithm can be applied.
The starting point is a monochrome (not grayscale!) image resulting from raw data
processing. Here, a monochrome representation of the gray scale map is derived from
applying a brightness threshold to the preprocessed data as it results from the procedures
discussed in chapter 9. In the following, a pixel is called ’white’, when its gray scale
brightness exceeds this threshold, otherwise it is called ’black’. What appears to the
human eye as curvy lines, is a lengthy cluster of white pixels that are interconnected
directly or indirectly via next-neighbor relations. In the input data, the lines have an
irregular width of > 1 pixel, so stepping from one pixel to its next neighbor does not
necessarily result in stepping along the line.
Furthermore, applying a brightness threshold may not be suitable for all areas of the
filtered image. This results in gaps between the pixels of a line occurring occasionally.
The first step is to close these gaps. Throughout this chapter, a 4-pixel next neighbor-
hood is considered, i.e., the pixels above, below, to the left, and to the right. In order
to close small gaps in a line, it is sufficient to simply expand clusters of white pixels
until their borders coincide. This is achieved by the simple rule of converting a black
pixel into white, if at least one of its next neighbors is white. Figure 14.3 shows the
result obtained after 2 iterations of this procedure applied to real data. In the field of
image processing, this rule is known as ’dilation’ [113]. The actual number of iterations
to apply depends on the individual data quality and, in this case, the size of the mesh in
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pixels, because excessive use of this measure will give undesired interconnections inside
the mesh.
Dilation will modify the topology of the mesh, as it potentially connects pixels that
did not have at least an indirect next-neighbor relation. While this effect was taken into
account intentionally in order to tolerate small defects, the next step is explicitly meant
to be topology-preserving. The main task is to reduce the width of lines in the mesh to
1 pixel by successive removal of redundant white pixels at the border of a broad line.
Again, the algorithm is meant to operate locally, i.e., only on next-neighbor relationships.
As the pixels of the bitmap can only be black or white, only 24 configurations of the
direct neighborhood are found. For each configuration, a pixel is considered redundant,
when two of its neighbors also have an alternative connection among each other. All
configurations can be enumerated and be tested individually, as is shown in figure 14.3.
For instance, when the left and upper neighbor are white, the central pixel is redundant
if the pixel to the upper left is white, i.e., a connection exists via this pixel. Hence, the
central pixel is turned black. In case three next neighbors exist, two diagonal neighbors
have to be evaluated. If all four neighbors are white, this indicates that a pixel belongs
to the interior of the line and must be kept white. The global behavior of the algorithm
can be tuned by the way pixels with one white neighbor are handled. The primitive
steps discussed here are usually denoted as erosion. The algorithm is iterated until it
has converged, i.e., no further redundant pixels can be removed.
The width of all lines is reduced to 1 pixel then, so a common point in a line has
2 white neighbors, except for junctions (nodes) of a network. Pixels having only one
white neighbor are considered end points of a line. Removing these pixels will thus
result in removal of nodes in the mesh that have only one edge attached. Otherwise,
the algorithm tends to create branched, reduced lines from broad, fuzzy lines. This
behavior may not give acceptable results, as it tends to overestimate the complexity of
the structure and result an inappropriate reduction. Another special case is found when
an all-black neighborhood is detected. Such pixels originate from isolated islands without
mesh structure, so if these pixels are considered ’features’ or ’redundant’ depends on the
user’s policy. In image processing, this algorithm is known as skeletonization [113] of a
bitmap, and its result is called the skeleton of the input data.
For the actual PEEM data that is meant to be processed with the methods introduced
here, removal of white pixels with one or less white neighbor was selected. As the line
width of the structures is rather constant here, a defined number of steps of the algorithm
is applied to the data instead of iterating until convergence, so open ends are trimmed,
but preserved in general.
In the following paragraphs, some implementation-specific features are discussed. It
can be thus be skipped at first reading.
Simply by counting the number N of white next neighbors in the skeleton, every white
pixel can easily be identified as part of a line (N = 2), an end section of a line (N = 1),
or a node (N = 3, N = 4). As a node has only four next neighbors in this lattice, it
can have a maximum of four edges attached to it. Using this simple discriminator, the
172
14.3. Skeletonization of monochrome bitmaps
Figure 14.3.: Left: Next neighborhood of pixels to be processed when thinning lines.
Only configurations shown below (and rotated/mirrored equivalents) con-
tribute to the skeletonization process. After convergence, the network is
made up by elements show in the upper part. Upper Right: Processing
order of pixels during skeletonization. One iteration of the process is made
up by 4 runs. This strategy avoids interference between pixels without
need for double buffering the image. Lower Right: Light colors indi-
cate ’white’ pixels of the monochrome bitmap after two steps of dilation.
The dark pixels make up the skeleton. The excerpt originates from real
experimental data (figure 11.4).
network structure can be extracted and analyzed easily.
The direct neighborhood contains one bit of information per pixel, so the complete
configuration can be encoded in the lower four bits of a byte to give a unique numerical
code for each neighborhood, by which the required connectivity tests can be identified.
To simplify the code, the encoding for all pixels can be performed at once by a discrete
convolution of the bitmap with the matrix M
M =

 0 1 02 0 4
0 8 0

 (14.3)
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and cutting the result appropriately to the former dimensions. Here, white pixels must
be represented by 1, and black pixels by 0. Pixels at the border of the image must be
excluded from the skeletonization algorithm, as a proper determination of the code will
fail here. The actual implementation will therefore never remove pixels located at the
border of a bitmap. As a workaround, the user might want to define the ’exterior’ of
the image to be black or white by extending the bitmap with a frame of the appropriate
color.
To avoid excessive removal of pixels, the neighborhood needs to be updated after
modifying a single pixel. Computing the neighborhood relationship for the complete
bitmap as discussed in the preceding paragraph would be in vain. Instead, one step
of skeletonization is subdivided into four substeps. In each substep, the pixels of the
sublattices depicted in figure 14.3 are tested for redundancy and removed if possible.
The lattices are chosen such that the direct neighborhoods of elements on the lattice do
not interfere. Thus, updating the next-neighbor analysis becomes necessary only after
one substep is completed. As long as the sublattices are processed in an appropriate
order, so that the treatment of neighbored pixels does not take place in descending or
ascending order, the algorithm will contract a thick line to its center. Although the
algorithm has long been published and has become member of specialized toolboxes like
the Image Processing Toolbox of the MATLAB data processing software, an individual
implementation was created here to grant full access to all optional behavior as stated
before.
After the skeletonization algorithm has converged, i.e., no more data points can be
removed from the bitmap, the network structure can be identified easily by analysis
of next-neighbor relationships. The survey image of the nanostructure-covered surface
as presented in figure 11.4 was processed up to this stage in order to determine the
inter-structure area (i.e. fragment size). The skeleton is used as starting point for the
determination of a vectorized representation as discussed in the following section.
14.4. Vectorization of bitmapped data
Once the skeleton of the bitmap is found, a vector representation can be determined.
As mentioned before, every line in the skeleton has distinct starting and ending points,
which are identified by the number direct neighbors of the same color (6= 2, see previous
section). Lines are traced by stepping from a pixel to its next neighbor successively,
starting at an end section or a node. The resulting series of points at discrete coordinates
can be approximated by linear segments within given tolerance. A method performing
this task will be introduced now. It must provide an approximation of the given data
points by a series of linear segments that need to fit the pixel positions locally. A variable
number of segments must be assumed in order to process lines of arbitrary complexity,
but should be kept as low as possible for an effective reduction of the data.
A suitable solution to the problem is provided by an iterative algorithm. It is based
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Figure 14.4.: Left: Vectorization of monochrome bitmapped data by approximation
of pixel trajectories by linear sections. The method requires the skeleton
of an image (section 14.3). Right: Result of vectorization applied to
the nanostructure network. The skeleton is shown black, the result of
vectorization is shown as green line. Vertices are highlighted by circles.
on the fit of linear functions to subsets of the data consisting of subsequent pixels (see
figure 14.4). At each iteration step, one out of three rules is applied to each interval:
The current interval is divided into two parts if the maximum deviation of a point from
the fit exceeds a given threshold value. If the fits to two subsequent intervals have an
angle below a certain threshold, they are united. If points at the end of an interval
show up to be approximated better by the fit to the neighbored interval, the points are
reassigned to that interval. Intervals including less than five points are united with a
neighbor, because no reliable local fit can be found for such small amount of supporting
points.
This procedure is iterated until a stable state is achieved, i.e., no thresholds are
exceeded and no data points were reassigned throughout one run. Then, the vertices
of the vectorized representation are determined by computing the intersection between
neighbored intervals. Special rules apply to the ends of a pixel series. In order to upkeep
junctions when vectorizing a network of structures, the coordinates of the first and the
last point in a series are always included as vertices.
Figure 14.4 shows a detail view of a PEEM survey image from a sample with nanos-
tructure network (see chapter 12). The data was filtered and skeletonized (black pixels).
A light environment of the skeletonized pixels was added in order to provide better vis-
ibility. The vectorized representation is shown as green lines in the figure. Every vertex
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is highlighted by an open circle.
The vectorized representation of rasterized images allows for the identification of ge-
ometrical features in the data, so an analysis of structural properties becomes possible.
Similar algorithms are known in fields like computer vision [114]. Using the routines
introduced in this chapter, large data sets can be processed automatically. In the fol-
lowing, they will be applied to the nanostructure networks presented before. Hereby, a
completely new point of view with a focus on structural properties is achieved.
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The survey image obtained from raw data at relatively large field of view (fig. 11.4) was
filtered using the convolution window presented in chapter 14.2 in order to enhance the
contrast of the nanostructure network. The result was converted into a monochrome
bitmap by applying a brightness threshold to the gray-scale data. The topology of the
network is represented well by the monochrome bitmap, but its edges appear rather
broad, so skeletonization (chapter 14.3) was applied. After treating the data with the
mentioned methods, the network is represented by ’white’ pixels separating the imaged
surface into conglomerates of connected ’black’ regions, the intermediate spaces of the
network.
In regions where the network can be traced using these methods, it shows up to be
closed, i.e., with a very low amount of open ends. Due to the crystal structure of the
surface, propagation of cracks along directions of high symmetry is expected to occur
preferably. Hence, a sixfold symmetric distribution of the crack direction is expected
here. No such feature can be derived from the data, presumably because of the rather
low resolution of the bitmapped data. Note that the fragments have dimensions of only
a few pixels here, so a considerable amount of uncertainty is introduced by the discrete
grid. Further errors might occur in the data processing chain.
Assuming that the network is made up by cracks, the intermediate areas represent
fragments of the top crystal layer. From the treated data, the size distribution of the
fragments can be extracted. To this end, an algorithm working analogous to the ’bucket
fill’ tool of common graphics applications is applied to all intermediate spaces, so con-
nected areas are identified by their ’color’ and the size is determined by simply counting
the number of appropriate pixels.
All fragment sizes that could be registered by this procedure were histogrammed.
The result is shown in figure 15.1. A total of 5048 fragments contributes to the observed
distribution. As can be seen in the figure, most of the fragment sizes range between an
area of 30 pix2 and 130 pix2 with a maximum at ≈ 60 pix2. As a raw data image has
512×512 pixels and the field of view measures ≈ 25 µm in diameter, 1 pix2 corresponds
to an area of ≈ 2.5 ·10−3 µm2. A considerable part of the smallest fragments is expected
to be lost during processing, especially during the dilation step (see section 14.3), when
gaps between the structures are closed. Therefore, it can be assumed that the abundance
of small fragments is underestimated by the procedure.
Due to the low overall signal from part of the texture, no structures could be identified
there. Later measurements suggest the existence of similar structures on that part, but
statements on structural features found there cannot be derived from the survey. Hence,
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Figure 15.1.: Histogrammed distribution of inter-structure area size from experimental
data, as derived from the survey image shown in figure 11.4 after con-
trast enhancement. Assuming the network represents cracks, the size of
fragments is given hereby.
possible interactions between texture formation the nanostructure creation cannot be
identified here. Except for a region with relatively large fragments at one border of the
survey, no long-range effects are found. The mentioned region was mapped at rather
low imaging quality, so the finding is considered to be an artifact. On the remaining
part of the survey, no local deviations from the overall fragment size distribution can be
identified.
A closer analysis of the aspect ratio (i.e. the ratio of length and width) of the fragments
should reveal potential anisotropic stress during crack formation, as more cracks per unit
length are expected in directions with high mechanical stress. From the analysis of the
fragments in the survey data, no associated effect can be found, neither global nor
locally constrained. A precise determination of the shape of the fragments is limited by
the rather low image resolution, so data taken at higher magnification is desirable.
Figure 15.2 shows the survey scan of Rb-covered WSe2 acquired at a field of view
of 25 µm. The filtered data with an artificially pronounced contrast is depicted there.
It was acquired from another, identically prepared sample in a later beamtime. The
network structures are reproduced in general, and some differences are found in details.
The data originates from a sample that showed no tendency to form a surface texture,
so a homogeneous background was found for the complete sample surface. In contrast to
the first survey, no cracks were created on several regions. Especially near the boundaries
of these unaffected regions, the network shows a rather large amount of open ends, so
fragments of the surface are not separated completely in many cases. Therefore, the
fragment size distribution cannot be derived from this data set. The total coverage of
the surface with crack networks was estimated to be 50− 70%.
The clearly improved resolution of the image with respect to the former survey allows
for a more detailed evaluation of the observed structures. After filtering, a skeletonized
representation of the network was derived as before and the complete network was
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Figure 15.2.: Nanostructure network on WSe2 after deposition of Rb. The survey was
assembled from 7 × 7 raw data images showing a circular region on the
sample surface with a diameter (field of view) of ≈ 10 µm each. The data
was acquired using the UV source with hν = 4.9 eV . The contrast of the
shown data was increased by the application of a two-dimensional filter
(section 14.2).
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Figure 15.3.: Vectorization of the nanostructure network in figure 15.2. General geo-
metrical features of the linear edge segments. Top: Length distribution of
linear segments in the network. Bottom: Direction of linear segments.
transferred into a vectorized representation applying the methods introduced in chapter
14. After vectorization, the network is represented as a graph whose nodes are connected
by the curvy edges. In the vectorized representation, the edges are approximated by a
sequence of connected linear segments. Having reduced the data into points and lines
allows for evaluating geometric properties of the crack network. Several representative
features were determined and summarized in histograms representing the complete data
shown in figure 15.2. The results are found in figures 15.3, 15.4, and 15.5.
First, the analysis is focussed on the properties of the smallest units, i.e., the linear
segments that make up the edges of the network. The upper panel in figure 15.3 shows
the length distribution in pixels. At the chosen magnification, a distance of one pixel
is equivalent to ≈ 200 nm. As the diameter of the field of view was not calibrated
exactly for the modified PEEM setup, some uncertainty is introduced to the physical
length scales. No specific features are found in the experimental length distribution. As
already found from the survey at large field of view discussed above, no evident local
deviations from the overall distribution are found in the image.
The lower panel in figure 15.3 shows the distribution of the absolute direction of
the linear edge segments in the network. Zero degrees is equivalent with the positive
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Figure 15.4.: Vectorization of the nanostructure network in figure 15.2 (continued).
Local orientation of linear network components relative to neighbored fea-
tures. Top: Angles between segments of network edges. Bottom: Angles
between edges at nodes.
horizontal direction. The histogram shows a slightly increased concentration at multiples
of 45◦. This effect is not considered to be intrinsic, but has to be interpreted as an artifact
of the gridded data. With respect to the interval of negative angles from −180◦ to 0◦, an
increased amount of edges in the interval of positive angles is caused by the processing
order during vectorization. Both intervals basically contain identical information, as an
angle α is equivalent to α + 180◦ here. Besides the artifacts caused by the pixel grid,
a small modulation at multiples of 30◦ plus a small positive offset is found in the data,
which indicates only a weak tendency of the cracks to propagate along high-symmetric
directions of the sample.
An impression of the relative orientation of the network elements is seen in the panels
of figure 15.4. The histogram in the upper panel shows the distribution of angles found
from the data between adjacent segments in all edges of the network. An angle of
zero degrees between two segments means that they are parallel, i.e., the edge is not
bent at all between them. As the vectorization algorithm requires a minimum bend in
order to approximate a trajectory of pixels by two segments instead of one (see chapter
14.4), a small, systematic underrepresentation at small bend angles in the experimental
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Figure 15.5.: Vectorization of the nanostructure network in figure 15.2 (continued).
Overall linearity of edges consisting of more than one linear segment. For
the definition of the linearity measure S, see text.
distribution is likely. A small amount of angles near 180◦, i.e. nearly anti-parallel
segments originate from occasional artifacts produced by the vectorization procedure
and are ignored. The broad distribution of bend angles between 10◦ and 50◦ show that
rather smooth directional changes along the cracks dominate.
In the lower panel of figure 15.4, the angles between the edges are analyzed at the nodes
of the network. The results confirm the impression that acute angles are very unlikely
to occur at crack bifurcations. Most of the nodes have three edges attached to it, so the
mean angle near 120◦ which is found here basically indicates uniform segmentation of
the full circle. Again, no clear preference of certain angles is found.
Common edges range nearly linear from one node of the network to another. Low
deviation from the direct connection from node to node is found. In order to quantify
this statement, a numerical measure for the non-linearity of a edge is required. Let P
and Q be the end points of a curvy edge. The total length of the vectorized edge is
given by the cumulative length L of its linear segments. Then, the normalized deviation
from the shortest connection between P and Q is S =
(
L− ∣∣PQ∣∣) / ∣∣PQ∣∣. As can easily
be seen, S becomes zero for a straight connection and has no upper limit if arbitrary
complexity of edges is presumed. This measure has been computed for every edge in the
network and is shown in figure 15.5. A considerable part of the edges consisting of more
than one segment is found to have very low non-linearity parameters. This indicates
that the total curvature of edges is usually small.
Having quantified some geometrical features of the crack network which are considered
to be crucial, some statements on the creation mechanism and mechanical properties of
the sample surface can be derived. These are discussed in the following.
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In addition to spectroscopic properties of the network structures observed on WSe2 :
Rb presented in part II of this work, some statistical properties of the morphology
were determined from the large-area overview images shown in chapter 15. The results
presented in chapter 12 give some evidence that the creation of network structures is
not necessarily accompanied, though followed, by the accumulation of a certain atomic
species. Earlier work on this subject [11] showed that the observed nanostructures are
made up by trenches, and the formation of tension cracks across the top crystal layer
was proposed as a creation mechanism. Here, the adsorbed Rb is assumed to induce a
slight reduction of the equilibrium lattice constant of at least the top crystal layer and
therefore create lateral tension.
In this chapter, a simple mechanical model of tension-induced crack creation is de-
veloped. The analysis of the network structure in chapter 15 suggested that the crystal
structure of the material can be neglected at the relevant length scale, so the model is
based on continuum mechanics. An extensive discussion of further assumptions made
here is given. From simplified expressions of the involved potentials, equations for the
stress and strain are derived for the one-dimensional case. A heuristic generalization
into two dimensions can be made as shown in section 16.6. The results of a numerical
simulation based on this model will be compared to the statistical data derived from the
large-scale experimental data at the end of this chapter.
16.1. Introduction
Modifying the lattice constant of a TMDC’s topmost layer means modifying its equi-
librium next-neighbor distance, while the in-plane potentials of the underlying layers
are assumed to be unaffected by alkali adsorption. The result is a competition between
the two potentials determining mechanical stress in the surface layer. These are the
in-plane potential with its reduced equilibrium lattice constant and an additional po-
tential modeling the interaction with the misfit underlying layers (called ’substrate’ in
the following). The general layout is depicted in figure 16.1. Note that the circles are
explicitly meant to model finite, continuous elements of the crystal, not atoms!
TMDC have a strong covalent intra-layer bonding and a rather small coupling by van
der Waals-forces across the crystal planes, giving the inter-layer potential a relatively
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Figure 16.1.: Competing harmonic potentials introduced by adsorption of Rb onWSe2.
The elements depicted by circles here are not meant to represent atoms,
but small elements of a continuous material. Reductions of the equilibrium
distances between the surface elements are a consequence of the reduced
lattice constant of the crystal.
small contribution to the total elastic energy. For simplicity, the calculations will be done
in only one dimension, neglecting cross-dimensional stress-strain effects, i.e., Poisson’s
ratio is assumed to equal zero in the top layer. An average of some ten to some hundred
nanometers has been reported for the mesh size of nanowire networks and thus for the size
of the resulting fragments of the top layer that are surrounded by wires. Hence, assuming
a homogeneous material and hereby neglecting the atomic structure is justified here.
Even small strain will cause the crystal layer to break, so there is no need to model the
realistic elastic potentials given by the crystal lattice geometry and the chemical bond.
Instead, harmonic potentials are used here, which can be thought of approximation to
the realistic potentials around the equilibrium position.
First, the one-dimensional analytical model will be derived. Some implications of the
result will be discussed, giving evidence for the plausibility of the assumptions made
during development of the model. A heuristic generalization in two-dimensions is in-
troduced afterwards. Finally, results of a simulation implementing the model will be
compared to the experimental data.
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16.2. Definitions
The aim is to model the distortion of a perfectly elastic one-dimensional rod with
free ends and with arbitrary, but constant cross-section under substrate-induced stress.
Points on the rod are addressed by a unitless parameter τ ∈ [−1; 1] running across the
length of the rod, from the ’left’ end at τ = −1 to the right one at τ = 1. The function
ℓ(τ) gives the position of the rod element τ . Therefore,
L(τ) :=
∂ℓ
∂τ
(τ)− ℓ˙0 (16.1)
with the ’equilibrium’ length ℓ˙0 (defined below) is the local, differential strain. Note
that the total length of the rod equals ℓ(1)− ℓ(−1), i.e., the unstrained rod has a length
of 2 · ℓ˙0!
The interaction of the top crystal layer with the substrate is given by means of a
harmonic potential. In equilibrium, a certain atom is stuck to the next local minimum
of a potential that must follow the crystal periodicity on a larger scale, but displacements
of individual atoms are assumed to be small all over the rod, compared to the lattice
constant. As a continuous medium is assumed here, each length element of the rod is
exposed to the potential
Φs(ℓ) := αs(ℓ(τ)− ℓs0 · τ)2 (16.2)
which can be seen as a harmonic approximation at the minimum of the true potential.
The constants introduced here are:
αs : Elastic constant, [αs] =
N
m
ℓs0 : equilibrium unit length of the rod when in-plane potential
would be dominated by the substrate potential,
[ℓs0] = m
The in-plane potential includes the energy that is required to stretch or compress the
rod. Hence, it is a function of the strain (eq. 16.1):
Φ0(ℓ˙) := α(ℓ˙− ℓ˙0)2 (16.3)
with α : in-plane elastic constant, [α] =
N
m
ℓ˙0 : equilibrium unit length when in-plane
potential dominates,
[
ℓ˙0
]
= m
The reduced lattice constant of the top layer implicates that ℓ˙0 < ℓ
s
0. This choice
constitutes the competition between both potentials, as the minima of potential energy
are not commensurate then.
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Using the symbols defined above, the total potential energy of the system can be
written down:
W =
∫ 1
τ=−1
Φs(ℓ) + Φ0(ℓ˙) dτ (16.4)
Claiming equilibrium implicates ℓ(τ) to be an extremal solution of this equation, so that
the potential energy is minimized globally.
16.3. General solutions of the system
Equation 16.4 gives an expression for the total energy of the system as a function of the
unknown ’length function’ ℓ and its first derivative. Rewriting the problem as
Min!
∫ 1
τ=−1
Φ(ℓ(τ), ℓ˙(τ), τ) dτ, (16.5)
it can easily be seen that it belongs to a well-known class of problems in variational
calculus, which can be solved using the Euler-Lagrange equation [115]:
∂
∂τ
(
∂Φ
∂ℓ˙
)
=
∂Φ
∂ℓ
(16.6)
Solutions of this differential equation are known to provide extremal solutions of the
minimization problem in equation 16.4. First, a parameterized general solution will be
derived. From this family of curves, the actual solution of the problem will be determined
by boundary conditions in the following.
Inserting equations 16.2 and 16.3 for the potential Φ = Φs + Φ0 into equation 16.6
gives the inhomogeneous differential equation
α
αs
ℓ¨− ℓ = −ℓs0τ,
and
α
αs
ℓ¨− ℓ = 0
for the homogeneous equation. It can be solved by using the the ansatz
ℓhom = c1e
λτ + c2e
−λτ (16.7)
with λ =
√
αs
α
(16.8)
The complete solution of the inhomogeneous equation is hence given by
ℓ(τ) = c1e
λτ + c2e
−λτ + ℓs0τ (16.9)
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The parameters c1 and c2 can be determined from physical boundary conditions now.
Due to the symmetry of the involved potentials, symmetry for the solution ℓ(τ) and
ℓ(0) = 0 in particular can be claimed:
ℓ(0) = 0 ⇒ c1 = −c2 =: c
2
⇒ ℓ(τ) = c · sinh(λτ) + ℓs0τ (16.10)
Until now, the constant c is not determined according to the fact that the solution ℓ(τ)
still contains all possible strains of the rod. The ’ground state’ of the rod, i.e., the strain
curve ℓ0 at minimum total energy, must be found from the general solution. Thus, c can
be determined by evaluating the following expression:
∂
∂c
∫ +1
τ=−1
Φ(ℓ(τ)) dτ
!
= 0. (16.11)
Inserting eq. 16.10 and using
αλ2 = αs,
ℓ˙(τ) = cλ · cosh(λτ) + ℓs0,
cosh 2λτ = sinh2 λτ + cosh2 λτ
gives an explicit expression for c via the following intermediate steps:
⇒
∫ +1
τ=−1
cλ · cosh 2λτ + (ℓs0 − ℓ˙0) · cosh λτ dτ = 0
c
2
· sinh(2λτ) + (ℓ
s
0 − ℓ˙0)
λ
· sinh(λτ)
∣∣∣∣∣
+1
−1
= 0
⇒ c = 2 · (ℓ˙0)− ℓ
s
0
λ
· sinh λ
sinh 2λ
(16.12)
The order of differentiation and integration has been swapped here. Using this result,
an explicit formulation of the function ℓ(τ) can be given for the actual case.
16.4. Results
By inserting eq. 16.12 into eq. 16.10, the ’length function’ ℓ0(τ) for the minimum energy
can be rewritten as
l0(τ) =
(
ℓ˙0 − ℓs0
)
· coshλ(τ + 1)− coshλ(τ − 1)
λ sinh 2λ
+ ℓs0τ (16.13)
using
sinh(a) · sinh(b) = 1
2
· (cosh(a+ b)− cosh(a− b))
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Equation 16.13 gives the position at minimum energy of the rod element τ . The aim
is to derive a formulation of the local stress from the potentials and the length function
ℓ0(τ) with minimum total energy. This will help to predict where the rod is likely to
collapse. The total energy of the rod is given by
W (ℓ) =
∫ +1
−1
Φs(ℓ(τ)) + Φ0(ℓ˙(τ)) dτ (16.14)
To compute the stress at τ0 ∈ [−1, 1], a small displacement ∆ℓ is defined, by which part
of the rod with τ ∈ [τ0, 1] is shifted towards the rest of the system. The energy of this
configuration can be computed with
W (ℓ,∆ℓ) =
∫ τ0
−1
Φs(ℓ(τ)) + Φ0(ℓ˙(τ))
+
∫ +1
τ0
Φs(ℓ(τ) + ∆ℓ) + Φ0(ℓ˙(τ)) dτ (16.15)
Note that the in-plane contribution to the total energy is not affected according to the
fact that the first derivative of ℓ is not modified. The stress σ(τ0) at a certain rod
element τ0 can be expressed as differential energy gain ∆W per unit displacement ∆ℓ of
the rod segment:
σ(τ0) := lim ∆ℓ→0
W (ℓ,∆ℓ)−W (ℓ, 0)
∆ℓ
=
∂W
∂∆ℓ
Inserting the expression in eqn. 16.13 for the minimum energy and eqns. 16.2, 16.3 into
this, the stress is given by:
σ(τ0) =
∂
∂∆ℓ
∫ +1
τ0
Φs(ℓ+∆ℓ)− Φs(ℓ) dτ
= ...
=
2cαs
λ
· (cosh λ− cosh λτ0)
= 4 · α (ℓs0 − ℓ˙0)︸ ︷︷ ︸
[·]=N !
· sinh λ
sinh 2λ
· (cosh λ − cosh λτ0) (16.16)
The distribution of mechanical tension along the rod will be used in section 16.6 to
estimate probable locations of cracks. As the derivations made here are based on strong
simplifications, some basic features of the solution will be checked first in order to provide
some evidence for the plausibility of the model.
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16.5. Limiting cases
In this section, two important conditions the function ℓ0(τ) has to meet will be checked.
Keeping in mind that equation 16.13 is the solution of the rod length function for two
competing harmonic potentials with different elastic constants and different equilibrium
distances. Here, two limiting cases are discussed for which the solution can easily be
checked for plausibility. When one of the two potentials is absent, i.e., its elastic constant
is reduced towards zero, ℓ0 must become linear with the elevation equal to equilibrium
length of the other potential. The elastic constants α and αs contribute to ℓ0 implicitly
(I) α→ 0 : lim λ→∞ ℓ0(τ) != ℓs0 · τ
(II) αs → 0 : lim λ→0, λ>0 ℓ0(τ) != ℓ˙0 · τ
Case (I) requires the λ-dependent part of ℓ0 tending towards zero. With |τ | ≤ 1 in
general and τ ≥ 0 in particular, (I) can be estimated as:
0 ≤ lim λ→∞ sinh λ · sinh λτ
λ sinh 2λ
≤ lim λ→∞ sinh
2 λ
λ sinh 2λ
= lim λ→∞
1
2
· cosh 2λ− 1
λ sinh 2λ
≤ lim λ→∞ 1
2
· cosh 2λ
λ sinh 2λ
= lim λ→∞
1
2
· (λ tanh 2λ︸ ︷︷ ︸
<1 ∀ λ, >0 for λ>0
)−1
= 0, qed.
An analogous result can be derived for τ ≤ 0. Case (II) requires the λ-dependent part
to tend towards τ :
(II) → lim λ→0, λ>0 sinh λ · sinh λτ
λ sinh 2λ
!
= τ,(16.17)
which can be shown using L’Hoˆspital’s rule:
lim λ
f(λ)
g(λ)
= lim λ
∂f
∂λ
(λ)
∂g
∂λ
(λ)
= lim λ
∂2f
∂λ2
(λ)
∂2g
∂λ2
(λ)
. (16.18)
Applying the rule once still yields the case 0
0
, but evaluating the second derivatives of
the nominator and denominator gives the correct result.
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16.6. Match with experimental data
The stress distribution along a one-dimensional rod derived in the previous sections will
be used here to simulate the length distribution of fragments obtained from a strained
rod. Therefore, the maximum stress σ0 a rod element can bear before breaking has to
be introduced into the system as a free parameter. Given a rod with length L, and the
parameter λ (see eqn. 16.8) of the involved potentials, the mechanical stress along the
rod is given by equation 16.16. In order to simulate fragment creation in one dimension,
the solution is assumed to hold for a rod of arbitrary length, i.e., for arbitrarily high
stress, so the stress function can be computed for the complete rod. At sufficient length,
this results in a finite interval at the center where the maximum stress introduced above
is exceeded. Consequently, the rod is assumed to collapse somewhere inside this interval.
Given the stress function in eqn. 16.16, the interval is defined by all values of τ0
with σ(τ0) > σ0, so σ(τ0,max) = σ0 holds for the maximum value τ0,max. In order to
derive an analytical expression for τ0,max, the hyperbolic sine and cosine are replaced by
a polynomial expansion up to second order terms. This results
τ0,max =
√√√√√1− σ0
2αs ·
(
ℓs0 − ℓ˙0
) (16.19)
for the maximum position of a crack for a rod with the length 2 · ℓs0. The absolute
length of the interval in which a crack is likely to occur is given by 2 · L, where
L = ℓs0 · τ0,max =
√
(ℓs0)
2 − ξ · ℓs0 (16.20)
with ξ =
σ0
2αs ·
(
1− ℓ˙0
ℓs
0
) > 0.
The abbreviation ξ has the unit of a length (used below: pixels) and includes all free
parameters of the system. It is a constant of the modeled material, because the intrinsic
and the relaxed length of the rod, ℓs0 and ℓ˙0, are assumed to have a constant ratio. As a
reduced lattice constant of the top crystal layer was introduced in section 16.2, ℓ˙0/ℓ
s
0 < 1
and thus ξ > 0 for arbitrary, meaningful values of the remaining constants. Equations
16.19 and 16.20 give real results in cases when the maximum stress σ0 is exceeded.
Otherwise, no tension-induced crack will appear.
In a numerical simulation, a rod with a starting length ls0 ≫ ξ is virtually exposed to
tension. A break is introduced at a random, uniformly distributed position inside the
interval [−L,L]. Then, the stress inside the two fragments is computed. This procedure
is iterated until the maximum stress in any fragment is found to have relaxed below σ0.
Hereby, a specific length distribution is found, as can be seen in the upper left panel of
figure 16.2.
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The maximum stable fragment size is given by 2 · ξ, as the radicand in the stated
equations becomes negative for ℓs0 < ξ. In larger pieces, the tension near the center
would exceed σ0, so another iteration would be performed. The minimum length of a
fragment created in a step with given rod length can be estimated by
Lmin = ℓ
s
0 − ℓs0 · τ0,max = ℓs0 ·
(
1−
√
1− ξ
ℓs0
)
. (16.21)
For ℓs0 > ξ, the following approximation holds:
ξ
2
≤ Lmin ≤ ℓs0
(
1− 1
2
(
1− ξ
ℓs0
+ 1
))
= ξ
and (without proof) lim ℓs
0
→∞ Lmin =
ξ
2
.
In order to obtain a sufficiently high number of fragments, ls0 ≫ ξ must be chosen for
the starting parameter. Though lim (ℓs0 →∞) τ0,max = 1, the minimum fragment size
is confined to the interval stated above and no arbitrarily small pieces can be created.
Hence, it can be assumed that the length distribution of the fragments is not affected
by the choice of the starting length and ξ is the only free parameter in the system.
The simulated length distribution shown in figure 16.2 was derived using ξ = 0.5 ·√
330 pix2 ≈ 9.08 pix, a value that is motivated in detail below. The starting length of
the rod amounted to 1 · 107 pix, and ≈ 9 · 105 fragments resulted from the simulation.
All physical parameters introduced above are contained exclusively in ξ. It can be tuned
to arbitrary values 0 < ξ < ∞ by any of the included symbols, provided all of them
are chosen to be positive, which is a preliminary arising from physical considerations.
As a consequence, it is not possible to derive values of certain model parameters from ξ
without further assumptions.
In order to derive a distribution of the area of two-dimensional cracks, further as-
sumptions have to be introduced. As already stated before (section 16.1), the Poisson
number of the material is assumed to be zero here, such that no transversal contraction
of the material under stress appears. This allows to handle the stress in each dimension
independently and the previously determined fragment length distribution is assumed
to hold for each direction individually. Therefore, the fragment area distribution can be
derived by creating products of randomly chosen members of each distribution. Here,
the actual fragment size series was multiplied with a random permutation of itself mem-
ber by member. The histogrammed fragment area can be seen in the upper right of
figure 16.2.
The parameters of the simulation were chosen to give a good match with the experi-
mental fragment area distribution in figure 15.1.
Two attempts to reproducing the experimental data by the simulation are shown
in the lower panel of figure 16.2. For the given data, the required value of ξ can be
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Figure 16.2.: Upper Left: Distribution of one-dimensional fragments as derived from
the simulation for ξ = 0.5 ·
√
330 pix2. Upper Right: Simulated two-
dimensional fragment distribution derived from the one-dimensional results
of the model (see text). Bottom: Distribution of the fragment area, de-
rived from the data shown in figure 11.4. Relative good agreement of the
observed data and the theoretical model is found here.
estimated by the maximum observed size of the fragments with considerable abundance,
Amax = 190 pix
2, by using ξ = 0.5 ·√Amax. The maximum of the simulated distribution
is found to be in good agreement with the experiment, but a large overall deviation
results. Especially at the tail, a systematic deviation from the simulation result is
likely. A considerable bias of the experimental distribution in this interval probably
originates from an peripheral region of the survey image with low sharpness, where
extraordinary many large fragments were detected. This is considered to be an artifact
of the skeletonization algorithm (compare section 15), caused by the low data quality
found there.
Special difficulties arise from the presence of very small fragments, which cannot
be reproduced in principle by the model at its current stage. The suspected origin
of the small features is found in the data processing chain: The crack structures are
identified by their contrast, i.e., by their edges. After filtering, the borders of very broad
structures might appear as two separate features with a small enclosed area. These
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would misleadingly be identified as fragments, so the relatively high abundance of very
small features in the experimental data results. A similar undesired effect is observed
with the larger structures of the demonstration data found in figure 14.2.
The observed fragment distribution is reproduced well in the complete range by choos-
ing ξ = 0.5 ·
√
330 pix2. The associated result shown in figure 16.2 has an offset of
−38 pix2. Assuming that the correct distribution was determined from the raw data,
the observed width can only be simulated by choosing a large value of ξ, which auto-
matically leads to a larger value of the maximum position. The data can be matched
only when the stated offset is introduced, indicating that the fragment sizes are overesti-
mated by the theoretical model in general, or that the data processing routines provide
underestimated sizes.
Nevertheless, the results derived from the vectorization approach presented in chap-
ter 15 motivate a closer analysis of the nanostructure data in the context of a more
sophisticated numerical model. Up to now, only part of the experimental data can be
reproduced by the simulation, as only a strongly heuristic approach was made to obtain
two-dimensional fragments. The fragment sizes showed up to be comparable to exper-
imental data, so this aspect confirms the interpretation that the observed structures
are a direct consequence of mechanical stress introduced to the top region of the WSe2
crystal during Rb deposition. A detailed interpretation of the derived results is hindered
by the remaining discrepancy between experiment and theory. An extensive review of
the applied techniques and the theoretical model is indicated in order to eliminate the
remaining contradictions. The model at its current state should not be taken too serious,
as it includes a variety of rough assumptions. The first agreement with experimental
data can only be a stepstone towards a realistic stochastic model of nanocrack creation.
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Large amounts of information about the nanostructure network became available to
quantitative evaluation by gathering information from a set of raw data images. High
reliability of the techniques developed here was demonstrated for the actual data. It
was shown that data from large connected regions of the sample surface can be com-
bined to consistent survey images. The method allows for a large-scale study of the
observed structure networks, avoiding the limitations of the microscope’s field of view.
No considerable mismatch of the observed structures between two raw data images in
the complete survey was found, so cracks could easily be traced across borders. As the
structures showed high intrinsic contrast, automated evaluation of the included features
became possible after enhancing the contrast by application of a dedicated filter. The
high quality of the resulting data allowed for conversion of the bitmap into a vectorized
representation, so geometrical features of the network could be evaluated statistically.
The algorithms developed for this purpose showed great performance and low error rate.
Despite the overall suitability of the methods presented before, some attention has
to be paid to limitations of these techniques. The network structure revealed in the
survey images is expected to represent only part of all self-assembled structures created
at the crystal surface. Earlier work showed that much smaller cracks are created which
cannot be resolved by the PEEM. Furthermore, image filtering is a crucial measure for
semi-automated processing, but shows up to be rather size-selective, so structures with
a less pronounced brightness gradient might be suppressed by the filter. For the current
studies, the filter kernel had to be tuned individually to give the desired result. In this
case, a closer examination of the unfiltered data did not show additional features that
failed to pass the filter. From the data presented here, no statement on the width of
the observed structures can be given, as no sharp boundaries are found, and the borders
were defined as an arbitrary signal threshold of the filtered data. Furthermore, the filter
is known to bias the detected width of small structures considerably.
Large-scale survey scans have been acquired from two specimen. The conditions during
Rb deposition on the cleaved sample surface were intended to be identical, but certain
deviations between the two cases are expected. On both samples, pronounced linear
nanostructures had grown. A difference between the two cases is found in topological
properties of the created networks. While a basically closed structure is found in the
first survey shown in figure 11.4, an increased fraction of open ends of the cracks is found
on the second (fig. 15.2). Completely separated fragments are found only in the first
case, so an analysis of the fragment size can only be carried out using that data. It is
suspected that the second case shows the crystal surface at a stage of crack propagation
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that has not been saturated yet, presumably due to a smaller amount of deposited Rb.
As the sample needs to be transferred to the preparation chamber of the experimental
setup for Rb adsorption, the evolution of crack networks could not be studied in situ, so
a proof that the survey in figure 15.2 shows an intermediate state of structure growth
cannot be given in the scope of this work. The constitution of CV T -grownWSe2 crystals
is not reproduced exactly in every run. Hence, a certain variation of the substrate
character must be taken into account. A potential influence of the substrate purity on
the mechanical properties of the bulk crystal have still to be explored.
The statistical analysis of geometrical features of the network was carried out with
the intention to reveal potential regularities that can be attributed to the crystalline
structure of the substrate. A basically uniform distribution was found for the directional
alignment of the cracks. Only a small concentration was found with differences at
multiples of 30◦ with questionable significance. From the lateral crystal symmetry, a
pronounced concentration of structures is expected with relative angles of 60◦, provided
that cracks have an increased likeliness of propagating along high-symmetric directions
of the crystal. A certain amount of error is introduced to the determination of the
absolute direction of a crack by the discrete grid of pixels. Most of the linear segments
in the network have a length of ≥ 10 pix. As the circumference of a circle of this radius
is ≥ 60 pix, angular steps of ≤ 6◦ are resolved in the grid by guarantee. As a matter of
fact, it can be concluded that the network does not include the expected symmetry.
This conclusion is confirmed by the observed distribution of bend angles between ad-
jacent segments of an edge. The result shown in figure 15.4 does not include preferred
angles. The major part of angles is found well below 40◦, so the bend is rather smooth
and distributed uniformly along the edges instead of having straight sections with dis-
crete bucklings. In general, even short edges usually have considerable bend, as can be
seen from the distribution found for the non-linearity S (see chapter 15.5). The absence
of long, straight sections gives more evidence that the crystalline structure of the sub-
strate does not contribute to the formation of the crack network at the observed, rather
large length scale. Treating the substrate as a continuous, laterally isotropic material is
thus suitable. This finding motivated the simple model of crack creation introduced in
chapter 16.
At the nodes of the network, average angles of ≈ 120◦ are found between attached
edges. In the common case, three edges per node are found, indicating that the crack
creation process occurs in a hierarchical manner such that initially formed large frag-
ments are split up further by minor cracks emerging from kinks of a fragment. The
preferred angle found here is considered to be a consequence of the lateral distribution
of mechanical stress, because, in a homogeneous, isotropic material, peak stress is found
at kinks. This conclusion is in agreement with the finding that edges opposing each
other at 180◦ are very unlikely, as can be seen in figure 15.4. Assuming hierarchical
crack creation, new cracks emerging from straight sections of an existing crack would
result in contributions near 180◦ and around 90◦.
The results obtained from a simple theoretical model of surface fragmentation pro-
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vide some evidence that the observed structures are a direct consequence of adsorbate
induced lateral stress. It was shown that its free parameter ξ, can be tuned so that part
of the experimental data, i.e., the distribution of fragment size, is matched. Therefor,
the distribution of the fragment area in two dimensions was generalized from the ba-
sically one-dimensional model. As this approach does not include the actual geometry
of the observed fragments, a more sophisticated model would be required to compare
theoretical predictions with network-specific features obtained from vectorization. In
the context of the comparable data, it can be concluded that lateral tensile stress is the
driving force of structure creation. The origin of the stress can only be speculated about.
A close relationship to the large, perpendicular electric field at the adsorbate-covered
surface (see chapter 3.2) is suggested.
In general, the findings from this part of this work clearly show that, at the observed
length scale, crack creation is not biased by the crystal structure of the substrate and
the material can thus be treated as a continuum. The methods developed here show the
great potential of large survey images for the statistical interpretation of self-organized
surface structures. Especially at small field of view, the imaged area in the microscope
can be extended virtually by assembling raw data. High consistency was usually found
in overlapping raw data images. As effects of inhomogeneous illumination can be also
be neglected for the synchrotron spot when using a small field of view, the technique
has the potential to be applied to spectroscopic data. With the background of these
extensions, future work on large-scale conglomerates of nanostructures using PEEM is
motivated. For the current system, studies of the evolution of crack networks could
reveal further information on the microscopic processes involved here.
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Summary and Outlook
In this work, effects of Rb deposition on the cleaved surface of WSe2 were studied with
a focus on charge carrier dynamics and morphological aspects. Modifications of the
cleaved surface of WSe2 upon controlled deposition of Rb were examined by the ap-
plication of photoemission spectroscopy (PES) and photoemission electron microscopy
(PEEM). The effect of the surface potential created by charge transfer between adsor-
bate and substrate on the dynamics of charge carriers near the surface was quantified
in the context of the surface photovoltage (SPV) effect by experiments and simulations.
Spatially resolved measurements revealed the self-organized growth of Rb domains and
networks of nanostructures, which were probed by core level photoemission and absorp-
tion spectroscopy. The demand for highly-precise, unbiased access to the information
contained in PEEM data led to the development of novel data processing methods,
whose great efficiency was shown. Basically three scientific studies are reported here,
structuring the work into three parts. They can be summarized as follows:
Part I was dedicated to a combined experimental and theoretical study of the SPV
effect. This concept was pursued for a characterization of charge carrier dynamics in
the p−WSe2 :Rb system, and estimations of crucial parameters, especially of the unoc-
cupied adsorbate state, were obtained. Numerical simulations were carried out using
a customized semi-classical model based on earlier work. As it turned out that an in-
version layer is created here, a special theoretical treatment was necessary and led to
a new formulation of the model as given in this work. It was shown that handling the
surface as three separate regions gives a correct description of the system in presence
of a large surface potential as prepared during the experiments. The surface potential
is predicted by the model as a function of absorbed photon flux, which was validated
in a comprehensive experimental study using valence band photoelectron spectroscopy.
To this end, an optical system was designed to provide versatile in situ illumination of
the sample surface by an auxiliary light source. Special measures were taken in order to
guarantee full electrostatic compatibility of the device with the electron spectrometer.
In the course of this work, numerous minor upgrades of the experimental setup were
realized, supplying enhanced efficiency during operation and a higher degree of automa-
tion. All new components were tested extensively prior to the subsequent experiments
and were found to perform satisfactorily.
The SPV effect was probed at variable adsorbate density and over a wide range of
light intensity. Subsequent simulations of the actual conditions gave a solid validation of
the numerical model. Especially the basic assumption of a ’local’ effect, i.e., neglecting
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lateral charge transport showed up to be appropriate for the chosen setup. By matching
the simulated SPV effect with the experimental results, the actual values of several
material constants could be estimated within the stated error margins. As predicted
by the simulation, a pronounced sensitivity of the magnitude to the surface potential,
the ’resonance’, was found for a well-defined range of photon flux. The good agreement
between experiment and theory allowed for an indirect characterization of the adsorbate
state. A rather broad state, essentially located above the conduction band minimum
of the substrate, could be identified. The observed SPV effect requires that it plays a
major role in the recombination of electron-hole-pairs near the surface.
The overall success of the combined study presented here motivates future experi-
ments: The integrated optical setup provides a small focus, so the SPV effect can be
probed with spatial resolution by scanning the surface. An even more promising future
project is the integration of the secondary light source into a PEEM setup to acquire
spatially resolved data in parallel. Furthermore, an appropriate device to exploring the
SPV effect in the time domain has been implemented during this work, which potentially
allows for a direct observation of charge carrier recombination processes. Extending the
capabilities of PES by measurements of the SPV effect with spatial resolution leads to a
combined characterization of the chemical composition and electronic activity of struc-
tured semiconductor surfaces. An impact on technical applications is expected hereby.
In part II, PEEM studies of self-organized structures at the Rb-covered surface of
WSe2 are reported. Spatially resolved XPS and absorption spectroscopy was applied to
this system with the intention to provide evidence for the physical effects participating
in the creation of Rb domains and networks of nanostructures. The measurements and
data evaluation required a variety of preparatory measures, which are summarized briefly
below. All presented data were acquired at beamline UE49/PGMa at the synchrotron
radiation facility BESSY II during several beamtimes. As far as known, more detailed
PEEM studies of layered crystals have not been reported in the literature.
Crystal surfaces were prepared using the well-known cleaving technique, which had to
be adapted to the local conditions first. The high voltage applied when using PEEM de-
mands a high quality of the cleaved surfaces, which could be achieved with the presented
method. As the PEEM method provides spatial resolution, large amounts of data are
obtained in parallel. A direct quantitative evaluation of the acquired spectra is hindered
by technical limitations of the optical system and mechanical components. In order to
exploit the full potential of PEEM data, special attention was directed to the quantifi-
cation of side effects such as drift of the sample, inhomogeneous incident photon flux,
and lateral variable photon energy. The design of algorithms compensating these effects
was discussed in detail. High suitability of the strategies was demonstrated by means of
experimental data. No further undesired influences were revealed in the processed data,
so the information from the full detector image is available for quantitative analysis after
the treatment. The related procedures are therefore suggested as mandatory parts of
future work.
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IV. Summary And Outlook
Compared to common XPS spectroscopy, the availability of a large number of data
channels with rather low individual signal level requires an alternative approach to the
interpretation. In this work, some basic concepts from the field of data mining were
applied to PEEM data successfully. Deriving a representation of the individual spectra
with a strongly reduced number of degrees of freedom showed up to be the key measure
when handling large sets in the range of 104 members. It was demonstrated that an
appropriate application can be exploited for the separation of intrinsic features in a
spectrum from statistical noise without degrading the spatial resolution in the data.
Complications occurring with smoothing techniques could be circumvented here. Based
on the reduced representation of spectra, data sets could be classified into groups by
means of spectroscopic features. Hereby, an unbiased identification of surface structures
resulted. It was shown that the method is extremely sensitive to features that could
hardly be identified otherwise. The capabilities of the developed processing techniques
were demonstrated using data sets from all discussed topics.
After depositing Rb at the surface, the formation of a large-scale texture was ob-
served, which was subject to a dedicated XPS study using synchrotron radiation. Some
conclusions concerning the chemical composition of the texture as well as the chemical
environment of the adsorbed Rb were derived: The adsorbate is found to cover the com-
plete surface with a heterogeneous density. The surprising result is that two discrete
levels of the Rb concentration are found, so the surface can basically be classified into
two types. From a closer analysis of the substrate, especially of the top Se layer that is
directly exposed to the adsorbate, implications on the electronic structure were revealed.
The observations might be explained by the arrangement of the rubidium atoms in two
distinct types of a surface lattice.
Further experiments showed that the adsorption of Rb can be confined to a discrete
region on the sample, indicating that it has a low room temperature mobility on WSe2.
In contrast to other alkali metals or transition metal dichalcogenides, no intercalation
was observed for this system. The presence of fixed surface Rb at room temperature is
in contradiction to the general expectation that the individual adatom is highly mobile.
This finding motivates further experiments with the intention to reveal potential immo-
bilization mechanisms of conglomerates of Rb. An interesting phase-transition behavior
is expected for two-dimensional, stable collectives of mobile individuals.
PEEM measurements using the UV source revealed the presence of pronounced net-
works of linear surface structures. From earlier work, these were expected to represent
lateral cracks induced by Rb adsorption. Using X-ray absorption spectroscopy with
monochromatic synchrotron radiation, a spectral signature of the suspected accumula-
tion of adsorbates in the cracks was to be detected. Although very low deviation from
the average signal was expected for the vicinity of the features, the observed structures
could clearly be identified by means of absorption spectra using a dedicated data clas-
sification algorithm. A direct identification of Rb from spectroscopic features could not
be achieved here, but part of the observed network structure is undoubtedly reproduced
hereby.
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The microscopic creation process of the observed nanostructures has been discussed
extensively in the literature, and a definite answer has not been found yet. Since cracks
introduced by lateral tensioning are expected to reveal a typical statistical distribution,
a dedicated analysis of morphological network features was carried out and discussed
in part III. Typical WSe2 :Rb samples showed an almost complete coverage with nano-
structures. Data taken from large connected areas of the surface could be merged to give
survey images, where the routines developed for this task proved great suitability. From
the bitmap data, a vectorized representation of the structures was derived by using well-
known image processing techniques for the skeletonization and subsequent vectorization.
Morphological features characterizing the network would be extracted from the results,
proving the feasibility of the approach. An analysis of microscopic features was carried
out for the complete network. Assuming tension as the reason for structure creation,
and interpreting the structures as cracks, leads to the conclusion that the material can
be assumed as a continuum at the examined length scale of some micrometers. With this
background, a first attempt was made to derive a theoretical model of surface fragmen-
tation. Although based on strong simplifications, statistical features of the experimental
data could be reproduced. These first results strongly encourage further development of
the model in order to allow for a more detailed comparative study.
In summary, the technical upgrades introduced to the experimental station of the
workgroup proved to be suitable in general. In particular, measurements of the SPV
effect using a photoelectron spectrometer could be carried out using the enhanced setup.
The theoretical model of the SPV effect could be validated and was applied successfully
to the experimental data, so the general understanding of the participating processes
could be improved significantly. It was shown that, in combination with theory, the
capabilities of PES are extended by an option to determine parameters of charge carrier
dynamics that would not be accessible otherwise.
The pioneering work made in the field of PEEM data analysis is considered to improve
the efficiency of this experimental technique significantly and allow for many highly-
ambitioned upcoming projects. The high applicability of the correction and classification
methods was demonstrated when characterizing adsorbate-induced structures at differ-
ent length-scales. A comprehensive analysis of the observed spectromicroscopic features
gave a profound insight into physical effects at the atomic level in large areas and at
high spatial resolution.
The fact that all observations discussed here are made with the same system moti-
vates prospective work on crucial relations between all effects, based on the findings
documented in this work. Since a considerable effect of the surface structures on the
local SPV characteristic can be expected, spatially resolved measurements of the SPV
effect near the boundaries of structures might contribute to a complete understanding
of the nature of the observed processes.
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A. Optical characterization of the
SPECS UVS300 He discharge lamp
The SPECS UV S300 He discharge lamp is optionally equipped with a focussing capillary.
The focus is defined by its ellipsoidal interior surface. A theoretical spot diameter of
50 µm (FWHM) has been specified by SPECS (and was revised to 500 µm later). Its
actual focusing capabilities are to be reviewed here. The PHOIBOS setup as used
during this work requires a non-standard capillary length to bridge the large exit flange-
to-sample distance of L = 594 mm. Precise knowledge of the focus position inside
the experimental chamber as well as the true focus diameter and beam divergence are
required in order to establish an optimal alignment of the radiation source, sample holder
and electron analyzer geometry.
Here, an approach to find general beam properties is presented. As the Hamamatsu
G1127-02 photodiode [131] used for laser focus scanning also shows weak sensitivity to
UV radiation, the scanning setup from chapter 5.6 can be reused. A wiring diagram of
the setup is shown in figure A.1. Here, a larger pinhole (diameter: 150 µm) is required
to obtain a sufficiently high signal level. This should be no substantial drawback for size
determination as the beam diameter is still expected to be considerably larger then the
pinhole.
After manual optimization of the sample holder-mounted photodiode inside the ex-
perimental chamber, using highest photocurrent as indicator, the beam cross section
was scanned using the motorized sample manipulator. A two-dimensional photocurrent-
over-position map with point-to-point spacing of ≈ 50 µm vertically, and ≈ 70 µm
horizontally, was acquired in this way. In order to avoid artifacts created by temporal
inertia - especially of the analog Keithley device- the sample position was kept con-
stant for 2 s before a data point was acquired. Mechanical vibrations are assumed to
be decayed after this time. This procedure was repeated for a set of cross sections at
variable distance and spacing of ≈ 1.4 mm to the end of the capillary, centered around
the specified focal distance of 10 mm from its end.
An excerpt of the resulting data is shown is figure A.2. The two-dimensional cross
section of the beam can clearly be identified in the center. A slightly increased intensity
on top of the image probably is an artifact created by the scanning mode: The data was
acquired column-by-column, crossing the beam at each return of the photodiode to the
upper position.
Temporal inertia should give a virtually increased signal then, because the high mea-
sured signal when retracting the manipulator has not decayed completely upon the start
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Figure A.1.: Wiring diagram of the setup used for the focus scanning measurements.
The voltage acquired over the short-circuit resistor is converted in several
steps into a rate of TTL pulses. The digitalized signal is recorded by a PC
counting card driven by ASPHERE [53].
of the new column. The findings from the data set can be summarized as follows:
• The best focus that could be found using the scanning technique is much bigger
than the (theoretical) value stated by the distributor and can be nominated to
1.5...1.8 mm (full width at half maximum, FWHM)).
• No information on the beam divergence can be gained from the data. The FWHM
value of the cross section shows no pronounced global minimum, even though the
wide scanning range should include the nominal focal distance of 10 mm.
• The signal obtained from the out-of-focus region is not high enough to give a final
statement about the actual focus profile function. As confirmed by SPECS, it
appears to be clearly non-Gaussian with a slowly decaying tail such that a relatively
small fraction of the total flux is concentrated inside the FWHM interval.
These findings give rise to the idea that under realistic conditions, the capillary might
not focus the radiation at all. Therefore, the experimental setup needs to be reviewed
critically, assuring integrity and proper alignment of the capillary. Final data should
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Figure A.2.: Result of scanning the beam profile with the beam probe (see figure 4.8).
The data was taken at ≈ 8 mm distance from the end of the capillary
using He Iα radiation (hν = 21.22 eV ) in the second diffraction order
of the monochromator. The nominal focus diameter of 500 µm cannot be
achieved using the current setup including the elongated focussing capillary.
be recorded using a Faraday cup instead of the photodiode. The use of state of the
art-electronics is highly recommended here, so the Keithley picoamperemeter should be
replaced by a newer version. Perhaps a more sophisticated capillary mount could help
finding a setup that really provides something sort of a focus. But anyway, it can be
doubted that SPECS specifications can ever be reached in a real-world ARPES setup.
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B. Some remarks concerning the SPV
simulation code
The numerical model of the SPV effect presented in chapter 3 has been implemented in a
simulation program in order to provide appropriate simulation results for a comparative
study (chapter 6). It is based on previous work by Trares-Wrobel, but was modified to
fit the requirements found in this work. Major changes and new features are summarized
here. Comprehensive documentation is prepended to the newest version of the code (last
change: Sep 15, 2009).
• Structure
The complete code was extended from the C specification to C + +. The code
was rearranged in several modules. The simulation code was tested for p-type
substrates for the first time. Several bugs were identified and fixed in the course.
• Three-region model
Initially intended for debugging, much of the code concerning charge carrier dy-
namics has been ported to MATLAB. In the current version, only space charge
configurations are computed using this code, though the full functionality is re-
tained. For an implementation of the three-region model, refer to the MATLAB
code.
• Output file format
The format of the output file was modified, so tab-delimited ASCII tables are
returned now. One line per data point is included in these files, so data import to
alternative applications is eased. The order of entries corresponds to that defined in
[8], (appendix A). Floating point numbers are exported with seven digit-precision,
not five.
• Precision
The complete code was updated to operate with double-precision floating point
numbers internally. Working with single precision often resulted severe problems
due to low precision.
• Fermi functions
A new implementation of approximate Fermi functions was created, including data
derived by [116], [65], [66]. Clearly improved approximation resulted. Part of these
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functions is approximated by spline functions. A new approach ensures continuous
differentiability at the border between the spline and the analytical approximation.
Furthermore, much higher computation speed could be achieved.
• Physically correct computation of z∗
The numerical integration of equation 3.20 is required to determine the width of
the space charge layer. The approximation in early versions of the simulation
code is not accordable with basic mathematics and, hence, physics. An alternative
strategy is introduced below.
• Adaptive step size
Common series of data points are simulated much faster by adaptive step sizes.
Details are discussed at the end of this section.
• Compiler switches
Optional behavior of the program was introduced to the code by defining a set of
compiler switches. These include the definition of the output file format, selecting
the quantities to be computed, as well as switching to early versions of the program
for compatibility reasons. A detailed discussion is given by the developer’s diary
prepending the actual code.
Some of the mentioned points have long-range implications, so they will be discussed in
detail now.
In appendix A of [8], the length of the space charge layer z∗ is determined by computing
the integral of the inverse space charge density function. Precise knowledge of this
quantitity is crucial for the interpretation of the simulation results, because it is used
to estimate the strength of the electric field at the surface using |E| = (Eis − Eib)/z∗
(eqn. 6.17 in [8]) and thus determines the drift part of the total charge carrier transport.
Here, Eis is the intrinsic equilibrium Fermi level at the surface, and Eib is its analogue
in the bulk. Thus, the nominator in the above equation is equal to the band bending
Vs. The integral to be solved numerically reads
z∗ = LD ·
∫ us
ub
1
F(u, ub, δun, δup)du;us ≤ ub (B.1)
with the reduced quasi-Fermi-levels δun, δup and the reduced equilibrium bulk and sur-
face Fermi levels ub and us respectively (see chapter 3 and [8]). F gives the amount of
excess charge that is concentrated in a layer beneath the semiconductor surface in an
arbitrary non-equilibrium state defined by the four arguments. For further discussion in
terms of the complete simulation framework, see [8]. Computational aspects of equation
B.1 are discussed here..
A major problem results from the fact that F approaches zero for us = ub, i.e. the
integrand in B.1 has a singularity at one of the integration limits. There are two questions
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emerging from this point. First, does the integral exist at all? Second, how can a
numerical quadrature algorithm deal with the singularity?
In [8], the first question is not answered by a formal discussion. The physical inter-
pretation only requires that
lim Vs →0
Vs
z∗
= 0, (B.2)
meaning that the electric field at the surface must vanish when there is no band bending
and thus no accumulation of space charge. Avoiding an answer to the second question,
reference [8] states to perform the integration inside the interval [us, ub − ǫ] with finite
ǫ = 0.005 · (ub − us). There is no approximation of the error introduced here, and no
proof that the error will at least be a constant fraction of the result found this way. In
the following, it will be shown that the integrand can be well approximated near the
singularity such that the integral exists and can be evaluated analytically, avoiding the
singularity at the limit of the integration interval.
First of all, the structure of F has to be explored to derive an approximate expression.
Following [8], eqn. 2.32, F is given by
F(x, · · · ) = (B.3)
sign(ub − us)√
ni
·
{
NA ln
1 + α1e
x+b1
1 + α1eb1
+ ND ln
1 + α2e
−x+b2
1 + α2eb2
+
4
3
√
π
NC
(
F 3
2
(x+ b3)−F 3
2
(b3)
)
− 4
3
√
π
NV
(
F 3
2
(b4)−F 3
2
(−x+ b4)
)} 12
,
(B.4)
using the abbreviations
x = us − ub
b1 = ub + δup − ωA,i
b2 = ωD,i − ub − δun
b3 = ub + δun − ωC,i
b4 = ωV,i − ub − δup
α1 = 1/gA
α2 = gD
(B.5)
for the general case without further assumptions about doping levels and adsorbate
concentration (computation method called ’exakt’ there). The meaning of the constants
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appearing in the equation can be found in [8]. The function F 3
2
(η) is the Fermi-Dirac
integral of order 3
2
. To find an approximate solution of the integral B.1 near us = ub
(i.e. x ≈ 0 in B.3), an analytical expression for this function is derived.
Many approaches, predominantly polynomial expansions, of the Fermi-Dirac-integral
are known from the literature (see [65] and references herein), which usually hold for
a limited argument range, except for values η ≤ −2, where the function values are
well reproduced by exponentials [116] over a wide range.Coefficients are tabulated in
[66], for instance. The implementation of the SPV simulation used in [8] computes the
function values over the full argument range by tabulated function values with spline
interpolation. Inserting the definitions of the symbols used in eqn. B.3, one can easily
see that the argument η to the Fermi-Dirac integral becomes much smaller than −2,
so the exponential approximation is sufficient for this purpose. Hence, the function Fj,
defined by
Fj(η) :=
∫ ∞
0
xj
1 + exp(x− η)dx (B.6)
can be written as (for j = 3/2)
F 3
2
(η) ≈ 3
2
5∑
n=1
an−1e
nx ; η ≤ −2. (B.7)
Using the coefficients an from [66], the error to the approximation is as good as 5 · 10−6.
Now, the expression under the square root in eqn. B.3 can be expanded up to linear
terms in x ≈ 0 using
F 3
2
(x+ b)−F 3
2
(b) ≈ x · 3
2
4∑
n=1
an−1 · n · enb︸ ︷︷ ︸=: Σb (B.8)
and
ln
1 + αex+b
1 + αeb
≈ x, (B.9)
eqn. B.3 can be rewritten as
F 3
2
(x) =
sign(−x)√
ni
·
{
NA +ND +
2NC√
π
Σb3 −
2NV√
π
Σb4
} 1
2
· √x (B.10)
Inserting this result into B.1, the integral can be solved analytically. The expression
derived here is explicitly meant as an approximation to the charge function in the vicinity
of its singularity (ub = us). It gives appreciable precision in this region. When computing
the integral in eqn. B.1 over a larger range, a combination of the numerical solution and
the approximation derived here is suitable.
The following topic covers crucial issues concerning the applied strategy of computing
non-equilibrium configurations. In reference [8], all basic equations modeling charge
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accumulation in non-equilibrium are given. All features have been implemented as a
numerical simulation program, which was applied successfully to some cases. When
handling the inversion layer on WSe2 : Rb, some limitations of the implicit assumptions
made during the implementation of his code are revealed. In an early version of the
simulation code, i.e. in the state as it had been archived in 1995, the surface potential
and the quasi-Fermi levels are computed sequentially.
As the quasi-Fermi levels are parameters to the space charge function, they must be
known when computing the band bending in a non-equilibrium configuration by claiming
neutrality for the excess charges in the space charge region (eqn. 2.35 in [8]). Here, a
specific value of one quasi-Fermi level is claimed, and the second is determined such
that the equation is satisfied. Both values are referenced to the bulk Fermi level here,
so no surface potential and the changed relative position to the band edges is taken
into account. Note that the band bending cannot be determined prior to finding the
quasi-Fermi levels!
Large surface potentials, especially at inversion, lead to great modifications of band
occupancy and, of course, large changes of ∂F/∂EFn,p (see eqn. 2.32, [8]). Therefore,
these quasi-Fermi levels are invalid in presence of a surface potential. Basically, both
equations stated above must be solved in parallel as a coupled system. The current
implementation of the simulation code includes a workaround. In common runs, the
program is initialized with a given substrate configuration and the task is to compute
a sequence of data points, starting at thermal equilibrium and stepping towards larger
perturbations. This is exploited to give ’nearly self-consistent’ solutions by computing
the quasi-Fermi levels using the band bending found in the previous step. This approach
is problematic in general, as it must be guaranteed that the step size does not get too
large.
Due to the demand for short computation time, redundant steps must be avoided as
good as possible. With this intention, the step sizes are chosen adaptively so that a low
density of data points is computed in regions with low dynamics. As the elevation of
one of the computation results exceeds a threshold, the step size is reduced, so high-
dynamic regions are computed with the required high precision. As a rough estimate of
the elevation of the currently computed curve, only the last two data points are used.
The general design of the code requires careful operation and critical inspection of the
results.
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C. Calibration of the light source for
the SPV experiment
The surface photovoltage effect was measured at variable generation rate of electron-
hole pairs, which are created when photons with energy exceeding the direct bandgap of
the semiconducting sample are absorbed. In the PHOIBOS photoemission spectroscopy
setup, laser light from a green laser pointer is used as additional light source, providing
an estimate power of 5 mW at a wavelength of λ = 532 nm, corresponding to a photon
energy of hν ≈ 2.32 eV . The partially polarized output is attenuated by a pair of
polarization filters with variable rotation angle. This chapter deals with the calibration
of the generation rate at the sample surface in dependence of the polarizer angle
The first polarizer was aligned such that it has maximum transmission of the laser
light and is held at a constant angle throughout the experiments and the calibration
procedure. The second, mounted between laser and the first polarizer, is the one to be
rotated for attenuation.
An International Radiation Detectors SXUV 20HS1 photodiode [132] was used to
measure the light intensity at the end of the optical bench where the beam would oth-
erwise enter the vacuum chamber. Its short circuit current was measured by a Keithley
Instruments Model 6485 picoamperemeter, giving precise and stable readings down to
the low nA range. For the wavelength used here, the photodiode has a sensitivity of
0.23A/W [132].
Figure C.1 shows the photocurrent as a function of the rotation angle δ. The expected
behavior is given by Malus’ law I = I0 ·cos2 δ for the transmission of an ideal polarization
filter. For a real polarizer, the law must be modified to
I = I0 ·
(
β + (1− α− β) cos2 δ) (C.1)
with the absorption of the filter at maximum transmission α and the minimum trans-
mission β. The calibration data in figure C.1 fits this law very well which confirms the
correctness of the procedure described here. Especially nonlinear response of the photo-
diode can be excluded. For the fit of equation C.1, the parameters I0, α, and β have to
be replaced by
a = β ·
√
I0,
b = (1− α− β) ·
√
I0
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to obtain a set of independent fit variables. Arbitrary offset angles between the polar-
ization angle of the laser light and the maximum transmission angle of each of the single
filters have to be introduced giving the function
I(1),(2) (ω) = I
(1),(2)
0 ·
(
a+ b · cos2 ω) ,
I
I0
= I(1)(−ω + δ) · I(2)(ω − θ). (C.2)
Unfortunately, this means that there is no possibility to determine an absolute value
for the laser output power I0. Nevertheless, the fit results inserted in equation C.2 give
robust information on the polarizer transmission. Additional controlled attenuation of
the laser intensity can be achieved by inserting a dielectric bending mirror into the beam,
transmitting only 0.5% of the light. Calibration data for this was also recorded, but
cannot be fit by a simple law, probably caused by a polarization-selective transmission
of the mirror. Thus, a spline function is used in this case.
To find an estimate of the total photon flux that is absorbed at the sample surface,
the reflection losses on the optical path after the position of the photodiode have to
be estimated. Approximately 4% of the intensity is reflected at each of the 4 glass-
vacuum/air-surfaces of the vacuum feedthrough and the focusing lens, giving a total
transmission to the sample surface of 85%. More intensity (roughly 50± 10%) is lost as
it is reflected by the sample itself.
In the next step, the spot size of the laser at the sample position has to be approxi-
mated. The focus was intentionally misaligned to cover most of the spot of the UV source
for photoemission, which has a FWHM diameter of approximately 1.8 mm (app. A).
According to the fact that the photoemission spectra include components without SPV
shift, the laser spot diameter is supposed to be reasonably smaller than the diameter of
the area the photoelectrons originate from.
Considering the approximate Gaussian shape of both intensity distributions with
width σ, this should be satisfied by choosing σ(Laser) ≤ 0.5 · σ(UV ). The lateral
intensity distribution is not rotational symmetric because of the 60◦ angle of incidence
of the laser beam towards the sample normal. Thus, the lateral intensity profile reads
I(x, y) =
1
2πσxσy
· exp
(
−1
2
(
x2
σ2x
+
y2
σ2y
)
)
with σy =
σx
cos 60◦
.
⇒ I(x, y) = 1
4πσ2x
· exp(. . . ),
giving Imax = I(0, 0) =
1
4πσ2x
.
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Figure C.1.: Calibration data of the polarizer pair. The photon flux was probed as
a function of the polarizer rotation using a photodiode with well-known
sensitivity. The theoretical curve was derived from an extension of Malus’
law taking care of finite absorption at maximum transmission and non-zero
minimum transmission. The parameters introduced here were determined
by fitting the experimental data.
Then the maximum generation rate G0 per volume can be computed by
G0,max =
α
4πσ2
· T · λ
hc
· 1
η︸ ︷︷ ︸ ·Idiode (C.3)
= 5.453 · 1031 m−3s−1A−1
where I0 is the measured diode current, η is the conversion efficiency of the photodiode
of 0.23A/W , T is the ratio of absorbed photon rate and photon rate detected by the
photodiode (T = 0.964 · 0.5), and α = 3.9 · 107 m−1 is the absorption coefficient for
WSe2 at λ = 532 nm [39]. The proportionality factor given in equation C.3 results for
an estimated laser spot size of σ = 750 µm.
215
C. Calibration of the light source for the SPV experiment
This proportionality factor was used throughout the work in order to determine the
actual rate of absorbed photons at the sample surface from the polarizer configuration.
The absolute value of G0 has a rather large error, as many parameters must be estimated
here. Nevertheless, exploiting the good fit to the extension of Malus’ law gives a robust
measure of the relative photon flux, so the G0-scale of the SPV measurements presented
in chapter 6 are expected to be free of nonlinearities. As was shown there, the absolute
flux has been estimated reasonably.
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D. Pulsed MCP operation for the
PHOIBOS analyzer
When using pulsed sources (or when time-resolved information is required), it might be
desirable that the activity of the electron detector becomes synchronized with the source.
In common cases, the inter-pulse spacing is found to be much longer than the pulse
duration, so the detector would be likely to collect much noise in times without signal.
The easiest approach to time-resolved detection would be using a high-speed camera
with very short shutter time. Unfortunately, the highly sensitive CCD cameras used for
acquiring images from phosphor screens do not support frequent high-speed snapshots
at an acceptable frame rate. In addition, the time-sensitivity would be restricted by
the decay time of the luminescent screen, which amounts to 1 ms for the actual model
used in the PHOIBOS experiment. Even though fast screens have clearly shorter decay
times of down to 100 ns, the screen would still be the major limiting factor to such an
approach.
The solution presented here is based on synchronous modulation of the MCP supply
voltage. In the past, this approach has not been feasible due to the lack of high-speed
switches capable of interrupting sufficiently high voltages. New products have opened up
the opportunity to switch the detector voltage on demand. The device presented here is
based on a Behlke HTS 41-06-GSM ’power switch’ [133]. An excerpt from the data sheet
can be found in the table in figure D.2. The switch is based on a fast semiconductor
component and is able to switch voltages up to 2 × 4 kV . At considerable smaller
voltages rise times in the range of 10 ns are found. These voltages are far too small
for the operation of a Chevron-configured MCP stack, which is 1500 V in the current
setup. Here, the exponential dependence of the MCP gain factor on the supply voltage
is exploited: Reducing the voltage by 300 V for instance, will result in strongly reduced
amplification, so that the MCPs can be considered ’off’.
So¨nke Harm developed a device that is capable of creating a constant voltage of up
to 400 V . The integrated fast switch is then used to create high voltage, externally
triggered boxcar pulses with excellent rise time. The ’floating triggered high-voltage
module’ has successfully been tested under laboratory conditions and was found to match
its specifications excellently. It provides flexible shaping of the boxcar pulses, including
variable pulse duration between some 100 ns up to several ms. The same holds for the
delay with respect to the trigger pulses. The pulse amplitude is not fixed and can be
modified by tuning a potentiometer on the main board. The device is operated ’floating’
on a constant base voltage of 1100 V , provided by the common analyzer and detector
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controller HSA 3500.
For operational safety, the high-voltage MCP support lines are usually equipped with
an upstream voltage limiter (wiring diagram found in [74]) with high-voltage diodes con-
nected in parallel to the MCPs to avoid reverse or excessive voltage being applied to the
detector plates. The device also provides low pass filtering for voltage stabilization. As
could be expected, the filter characteristic results in blurred flanks of the voltage signal
and, even worse, drastically reduces the amplitude of the pulses. As a consequence, this
measure of safety has to be removed from the system to grant acceptable performance.
When operating the detector in pulsed mode, frequent total loss of the amplification
was observed. Even after switching back to constant supply voltage, normal operation
could not be restored then. A close examination of the design of the detector assembly
revealed the probable reason of the failure. All components are mounted into an axial
hole of the support of the detector assembly, stacked up and secured at the top and at
the bottom by retaining rings. For electric insulation, the support is made of PTFE, a
material used for UHV bearing applications because of its low friction coefficient even
under vacuum conditions. Surprisingly, there a no notches found to fix the retaining
rings axially. So what presumably happened is that mechanical vibrations were induced
to the detector plates when operated at triggered high-voltage with a repetition rate of
3 kHz. The resonance frequency of the MCPs was found in this range by simulations
applying the finite element method (FEM). Anyway, some component of the broad
frequency spectrum of the boxcar pulses should match. Mechanical vibrations of one
or more detector components are likely to cause a subsequent loosening of the stacked
components. As no elasticity in the fixation is found, the components, once loose, lose
electric contact and therefore amplification. Simple decomposition and re-assembly of
the parts restores normal operation, indicating that none of the components was harmed.
Here, a complete re-design of the detector support is indicated to approve proper
fixation of the elements. Figure D.1 shows an exploded view of the solution. All outer
dimensions of the support comply to the original layout by SPECS, making the new
part completely compatible to the PHOIBOS analyzer.
First of all, the retaining rings were replaced by solid rings with azimuthal toothing
such that they can be locked in the upper and lower notch inside the axial bore by
rotation. The previous axial positions of MCP stack and phosphor screen are retained
using PTFE (Teflon) spacers. This design makes the setup flexible for spare parts with
dimensions deviating from those of the actual parts. The MCPs are still located precisely
in th exit plane of the analyzer, so no degradation of the imaging quality is expected.
The retaining rings are toleranced large as they have to be rotated when latched in
the notches. Furthermore, they are not intended to constrain the components directly.
MCPs have to be handled with extreme care, so small and well-adjustable fixating forces
must be provided by the design. For this reason, axial forces are applied to the stack
using spring plunges (H. Kipp Werk KG) placed on the bottom ring. They are made
of 1.4305 stainless steel, that is known to be full UHV compatible and non-magnetic
except for a small remanence from machining.
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Figure D.1.: Section view of the novel MCP mounting unit
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Figure D.2.: Excerpt from the data sheet of the Behlke HTS 41-06-GSM fast high-voltage
switch
Once moved into the mounting position, rotation of the toothed rings is avoided by
means of two axial through pins placed on the radius of the teeth. For electrical insu-
lation, they are made of MACOR, a robust and well-machinable ceramic. No further
modifications are required to use this new design with the PHOIBOS 150 electron ana-
lyzer. The existing high-voltage feedthroughs are connected as usual.
The new design has been created in the mechanical workshop of the institute and is
ready to be tested in an environment where pulsed operation of the radiation source at
relatively low repetition rate makes pulsed operation of the detector desirable. When
probing light-induced effects such as the SPV effect, triggered MCP action should open
up the possibility for time-resolved measurements, as charge carrier dynamics takes
places at a quite large timescale in the µs-range, which is easy accessible with the
switching speed achieved here. Direct measurement of surface carrier lifetime should
thus be possible in the current ARPES setup.
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The Empower 30 (Newport Corp.) is an integrated laboratory laser source for high-
power applications. It is based on a Nd:YLF crystal that is applied to produce laser
light at a basic wavelength of 1054 nm, which is internally frequency-doubled to give the
output wavelength of 527 nm. By specification, the laser module emits pulses with a
maximum energy of 12.6 mJ at a repetition rate of typically 3 kHz and a FWHM pulse
duration between 400 ns and 800 ns (measured values at end of fiber, see figure E.3)
depending on the mean output power. These characteristics lead to an average power
of 38 W . The laser mainly acts as seed for a femtosecond higher-harmonic generation
(HHG) source in a dedicated setup that is developed and maintained by the workgroup
of Prof. Bauer (for reference, see [78]).
High-power laser radiation might also get used for sample manipulation and prepa-
ration. This motivates the plan to provide laser light to various experimental stations
of the workgroup, among them the PHOIBOS experiment. Because the laser is located
in a remote lab and integrated into the HHG setup permanently, a suitable solution
for transporting the laser light over a distance of approximately 25 m had to be found.
Here, not only efficiency issues had to be taken into account, but also safety, as the laser
is classified in group IV . A multi-mode optical fiber was chosen for the transport of the
radiation that is especially suitable for guiding high laser power. Some specifications
can be found in the table in figure E.1. Special care has to be taken of the fiber ends,
onto which the free beam usually gets focussed for optimal coupling. Small deviations
from the ideal alignment might result in the destruction of a common fiber when its
coating is not designed to stand high absorbed power. Therefore, the fiber is equipped
with modified SMA connectors with a free-standing fiber core.
An adjustable coupling stage was implemented on an alternative beam path. The
laser beam can be switched between fiber coupling and HHG stage using a mirror on a
precision flip mount. The fiber end is fixated on an adjustable mount with three trans-
lational axes and a two-axes precision goniometer to grant optimal coupling efficiency.
The laser beam is focused to the fiber end by a biconvex lens that can be aligned to
match the beam center with two more translational axes. The laser beam has consid-
erable divergence, so part of the light is lost on the distance to the coupling stage. To
reduce heat load induced by absorbed light at the components of the coupling stage,
the beam is partially shadowed by two iris apertures. These also define the optical axis.
In a well-adjusted state, no light is absorbed at the mounts of the focussing lens or the
fiber end. Great long-term stability of the transmitted laser power could be observed in
this case.
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Figure E.1.: General specifications of the high-power optical fiber used for transporting
laser light with a power of up to 11 W (measured at end of fiber) to several
experimental stations.
The beam shows large divergence at the fiber end station, so a suitable fiber collimator
is necessary to reduce divergence. Both fiber end and collimator are integrated in the
optical bench assembly described in chapter 5. When using the beam guide to transport
laser radiation into the main chamber of the PHOIBOS experimental station, the beam
divergence has to be reduced further by the beam expander in the optical bench. All
components of the optical fiber setup at both ends were enclosed in a protective housing
to avoid dust contamination and assure laser safety.
Due to rather high loss caused by divergence in the system, the total transmission of
the fiber coupling system is limited to a maximum of 11 W , measured at the end of the
fiber with a conventional calorimetric power meter. Most of the loss faced here results
from the large distance between laser source and coupling stage. A highly recommended
future upgrade is the replacement of one of the planar bending mirrors near the laser
source by a parabolic mirror. Such mirrors with appropriate focal length are available
commercially today. For high power applications, lens surfaces cannot be covered with
anti-reflective coatings because of their relatively low damage threshold, so a certain
amount of reflection loss is inevitable. No significant absorption losses inside the optical
fiber were found. The maximum achievable transmission of the 25m long fiber was found
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Figure E.2.: Empower pulse shape, depending on diode current. Recorded attenuated
beam with fast photodiode at end of optical high-power fiber.
to be identical to that of a specimen with the length of 2 m and identical specification.
Remote control of the laser unit is realized by simply establishing a Windows ’Remote
Desktop’ connection to the laser control computer using the TCP/IP network. The
optical fiber is guided through the labs in an opaque, mechanically stable cable duct.
A standard BNC cable and an RS232 compliant data line are also guided through the
duct for optional data transmission. The BNC line was used to transmit the trigger
output of the Empower 30 for diagnostic purpose and synchronization with the laser
pulses as required for triggered operation of the photoelectron detector (appendix D, for
instance). The RS232 cable is required for remote operation of a power meter or a fast
shutter device in a future upgrade. It might also serve as data line for a safety interlock
system that is yet to be designed.
A fast photodiode (Intl. Rad. Detectors SXUV 20HSI) was integrated into the op-
tical bench in order to probe the pulse structure of the transmitted laser light during
normal operation. It is mounted at the rear side of a bending mirror, so it detects the
small amount of transmitted light. Nevertheless, two neutral density filters with approx-
imately 10 % transmission each are required to attenuate the light to a non-overdriving
level. The resulting signal is visualized by an oscilloscope measuring the voltage over a
short-circuit resistance of 100 Ω between the diode terminals. Using the rising flank of
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Figure E.3.: Characteristics of Empower pulses as a function of output power (tuned
by laser diode current). An intensity-dependent offset with respect to the
trigger pulse is found here. The obtained pulse width has a minimum at
intermediate emitted flux. The expected quadratic increase of the output
power cannot be observed here, presumably due to a shifted beam position
at higher flux and a resulting reduced coupling efficiency.
the TTL trigger output from the Empower module as trigger signal, the laser intensity
over time was measured at different laser diode current settings. The laser diode current
is set by the laser control software and is used to control the output power of the laser.
The pulse shape found for different laser diode settings is shown in figure E.2. Time is
referenced to the trigger signal. The signal shows significant evolution of delay, duration
and peak power. Some characteristics are shown in figure E.3. A noticeable result is
found for the pulse duration, no matter what measure is applied. Evaluation of the
pulse shape clearly shows a minimum at a diode current of ≈ 15 A, i.e. at a stage of
≈ 25% of the full laser power. All data were recorded without intermittend realignment
of the coupling stage. Due to a known, systematic beam shift at higher output power,
the overall performance of the beam guide might still be increased remarkably.
The laser light supply established in this work opens up various options for new ex-
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periments. High-power laser light might be applied for controlled sample decomposition
or controlled evaporation of materials. Experiments involving charge carrier dynam-
ics might benefit from the high available power and the pulsed structure as well. In
combination with triggered operation of the photoelectron detector, even kind of direct
time resolution might be introduced to the experiments. For two possible applications,
Andrej Lang demonstrated feasibility in his Diploma thesis [76]. Using laser light, the
thermally induced phase transition between polytypes of tantalum disulphide (TaS2)
could be observed. Furthermore, gentle cleansing of sample surfaces contaminated with
rest gas atoms could be achieved using controlled heating of the surface by absorbed
laser light.
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F. Joypad control for ASPHERE
After all axes of the manipulator cryostat had been equipped with stepper motors, com-
pletely remote and partially automated operation of the experiment becomes possible.
ASPHERE [53] implements a simple script language for automated scanning operations
during long-term measurements and has been upgraded to work as an auxiliary module
when the actual data acquisition is done by other programs such as SPECSLAB (ap-
pendix G). In addition, interactive control of the stepper motors during sample transfer
or alignment is desirable. The integration of direct motor control using a commercially
available joypad is presented in this section. Besides this new feature, an auxiliary
program module is introduced for precise, interactive control of motor positions.
The novel joypad control was designed as a stand-alone module that fits well into
the framework of the ASPHERE measuring software. It was implemented in Delphi, so
the communication with the stepper motor drivers could basically be reused. A general
interface to joypad hardware is part of the OpenGL specification [134]. In this case, a
Delphi wrapper of the OpenGL libraries, namely the ’JEDI SDL’ [135] was used in order
to import the software interface into the Delphi environment.
Both of the new software modules are accessed from the ASPHERE main window.
Screenshots of the graphical user interfaces are shown in figure F.1. The joypad control
window basically consists of six segments, each representing one manipulator axis with
its motor. It includes the assignment between physical motor and joypad buttons or
analog axes. Each motor is assigned an individual maximum frequency. When a motor
is operated via digital buttons, it will always move at the given frequency, while analog
axes allow for setting the speed continuously between zero and the maximum value.
The stepper motor driver supports two operating modes. When the first one is used,
absolute motor positions are passed to the controller and its integrated microcontroller
takes responsibility of proper motor control. This mode is used when ASPHERE works
in script mode. For more dynamic applications, the second mode allows for setting the
motor speed directly. Once a speed setting is accepted, the motor will drive until a new
command stops it. Here, potential difficulties arise when the connection is disrupted by
some reason during motor movement. As the joypad control drives the motors using
this mode of operation, the user should always be aware of this danger and grant a
sufficiently stable connection to the stepper driver.
The joypad control module allows for saving and restoring the settings of all motor
segments in the file JoystickMappingConfig.dat. Several configurations can be main-
tained by replacing this file. Motor control settings can be defined by an interactive axis
definition tool which is accessible via the ’Define Axes’ button in the main window of
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Figure F.1.: Screenshots of the graphical user interfaces to the joypad control (upper
right) and the precise stepper position I/O control (bottom).
the joypad control.
The panel for precise input and output of motor position is also shown in figure F.1. In
its basic configuration, it provides real-time monitoring of the internal position registers
of the stepper driver for up to six motors in parallel. The position control can be driven
in the background when joypad control is activated. Using the individual segments in
the window, the current motor position can also be redefined. In this case, the motor
will not be driven, and the current position will just be assigned a new number. By
selecting the appropriate mode, motion to a user defined position can be achieved. The
text boxes will also act as edit boxes here. The current frequency settings as made by
ASPHERE or the joypad control, depending on the last one to be active, will be used
for motion. Therefore, it’s up to the user to upkeep valid settings. A motor may be
chosen from more than one of the combo boxes at once, so surveillance and driving at
the same time is possible.
After discussing the user interface, some details of the implementation will be outlined
now. The code is organized in terms of an object-oriented approach. The different
hardware components are mapped to instances of classes that implement basic I/O
issues, while other encapsulated code maintains the logical assignments of joypad axes
to manipulator degrees of freedom (DOF). The interface of the Jedi SDL provides a
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callback mechanism. All input from the joypad is passed to the program in an event-
driven manner, such that a user-side callback routine is called upon a state change of
the joypad, i.e. moving the sticks, pressing or releasing a button etc. A dedicated data
structure with event-specific information is passed then. Some classes that are directly
involved in the event processing scheme are introduced now. For full reference, the
reader should refer to the actual code and the documentation found therein.
• TStepperMotor
This class provides basic communication with the stepper controller including mo-
tion and position readout. An instance represents a physical motor and the associ-
ated hardware connection, so it keeps information on the COM port of the driver,
the command strings to be created, the current frequency setting etc.
• TJoystickDOF
According to the preceding class, this class represents a physical switch of the
joypad, i.e. a button, an axis of an analog stick, or a direction of the coolie hat.
It keeps information on the class of events it will process. The key feature of this
module is maintaining assignments between TJoystickDOF and TStepperMotor
objects. Whenever a matching event occurs, an instance of this class is triggered
and sends a motor command to the instance of TManipulatorDOF it is linked to.
• TJoyList
Implements a list of instances of TJoystickDOF. Whenever an operation is to
be performed with all objects of that class, the interface of this class wraps that
operation. For instance, event dispatching is done this way. All instances ever
created in the program are stored in this list.
• TManipulatorDOF
This class is a representation of a manipulator axes at a higher level than
TStepperMotor is. It also implements control of the associated edit boxes. When
a drive command is issued from TJoystickDOF, it computes the stepper distance
and speed from the data given in the event structure and the values stored in the
edit boxes. The logical motor can be assigned a joyad button for each direction of
motion, so it is referenced from two TJoystickDOF objects.
• TManiList
A list of instances for several logical manipulator axes is implemented in this
class. It is conceptual equivalent with TJoyList and implements basically the
same features, but storing TManipulatorDOF references instead of TJoystickDOF
references as list members.
• TJoystickMapping
This class is the glue between all specialized features of the program. It maintains
TJoyList and TManiList instances and contains the code to create, upkeep, and
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modify cross-references between logical joypad axes and the motor axes. It can
be regarded as the entry point for event processing. Some service routines like
loading and saving of configuration files and the interactive axes definition are
implemented here. Besides the graphical user interface, this class is the only one
to be instantiated explicitly when using the joypad control.
Customization of the available motors etc. is done by an outsourced procedure
named InitJoystickMapping. For further steps when integrating the module
into an application, see the documentation given in the code.
The flow chart in figure F.2 illustrates the full control flow path in the program.
When called by Jedi SDL’s event handler, the user-defined callback function passes
the event data to the TJoystickMapping object. Low-level filtering of events is done
at this stage. For instance, the combined motion of the coolie hat to the upper left
direction needs to be excluded from further processing as unintended combined motion
of the motors associated with the upper and the left direction is likely. An alternative
implementation would have to separate the event into two virtual events indicating ’left’
and ’up’ individually. When passed to TJoystickMapping, the event data is compared
with the patterns stored in the instances of TJoystickDOF. Further action is triggered
exclusively for the first matching object in the list. As a consequence, the assignment of
events to virtual axes does not necessarily have to be unique, but the order in this list
does matter. Processing the event at the stage of TJoystickDOF basically means passing
the data to the associated TManipulatorDOF with an indicator for the desired direction
of movement. In case of an analog axis, events indicating a low amplitude are rejected,
so unintended motion is avoided. Finally, TManipulatorDOF updates its associated edit
boxes to indicate action and passes control to the associated instance of TStepperMotor,
which creates and sends the actual command string to the stepper controller.
Using two layers of abstraction for the motor communication seems elaborate at a
first glance. At last, this approach was realized to maintain optimal flexibility when
integrating the code into a graphical user interface. None of the displayed controls need
to be present in an alternative solution, or the motor configuration might change, to
mention just a few potential changes in the environment. All modifications could be
adapted easily by only small changes in the program structure, and even modifications
of the hardware-representing program parts at runtime should be easy to implement
using the object-oriented layout of the application.
The joypad control with its attached position surveillance has found great acceptance
among users of the PHOIBOS experiment and showed up to be astonishingly well usable
and stable during operation, so long lifetime of this extension is expected.
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Figure F.2.: Flow chart of event processing in the joypad control module230
G. ASBridge: Synchronous operation
of ASPHERE and SPECSLAB
In the PHOIBOS experiment, various pure and combined photoemission techniques
can be performed once the capability of moving the sample manipulator during data
acquisition is established. Although the analyzer allows for a parallel detection of several
angular channels covering a range of up to ±13◦ in ’Wide Angle Mode’ [74], the full
Brillouin zone can only be accessed by rotating and tilting the sample in measuring
position. Using an appropriate combination of parallel detection and sample motion,
electron emission can be probed along a broad ’stripe’ in momentum space (see sec 4.4
for scanning modes). An exemplary result of applying this technique is presented there.
It has also been applied in [76], for instance.
Photoelectron emission can be detected with respect to a small region of interest on
the sample surface, either by constraining the acceptance area of the analyzer or by
using an excitation source with a small focus. In this configuration, kind of imaging of
the sample becomes possible by scanning the probed region, i.e., when the surface is
shifted laterally. Further tasks include the characterization of the optical performance
of the setup developed in chapter 5, for instance. The general approach made here was
to use a modified sample holder in order to probe the beam diameter of the UV source
(appendix A) and the laser beam (appendix 5.6). All mentioned measuring modes are
based on scanning the sample manipulator.
In the course of this work, all degrees of freedom of the manipulator have been
equipped with high-resolution stepper motors (as documented in section 4.3) that are
controlled via four-channel stepper controllers developed in the workgroup and applied
for many years. The data acquisition software ASPHERE [53] provides comfortable ac-
cess to a set of motorized axes by implementing a script language to define scan grids
for measuring applications. The joypad control for random access to motor positions
has been implemented to fit in the framework of ASPHERE (appendix F). Although
designed as an all-in-one solution for driving experiments (originally only for the AS-
PHERE photoemission experiment at the HONORMI end station of DORIS III, DESY,
Hamburg), it can also be configured to perform only specialized tasks such as motor
operation.
SPECS provides SPECSLAB as data acquisition tool to work with its analyzer hard-
ware, including control of analyzer voltages, detector supply voltage, data readout from
the CCD detector and basic data processing, as well as a quite comfortable data han-
dling system. Its architecture is based on the middleware CORBA [136], an open source
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TCP/IP-based communication protocol that is meant to enable inter-process commu-
nication across the boundaries of address space and operating system. Communication
between processes is not limited to the exchange of data packages, but a framework
to provide true ’remote procedure calls’ is set up by an implementation of the CORBA
specification. Therefore, program modules located on a remote machine may be called as
if they were included as a library in the local program. Several projects are dedicated to
the implementation of the abstract interface definitions on different platforms. SPECS
applies the CORBA implementation ’OmniORB’ [137] for its application architecture,
which provides a Win32/C++ front end of the CORBA specification. SPECSLAB
implements several independent modules, starting with low-level device operation and
ending up with the user front end. All modules are designed to communicate via the
CORBA protocol, potentially allowing for distributed operation of the components on
different computers that are connected via TCP/IP. For easy extensibility, SPECSLAB
implements the option to call third-party modules at defined stages of the data acqui-
sition process via a given CORBA interface, enabling automated operation of arbitrary
devices during measurement.
In this scope, the software module ASBridge was designed as a stepstone between
the interfaces offered by the programs SPECSLAB and ASPHERE. Some details of the
implementation will be discussed in the following.
For the desired application, the SPECSLAB-related efforts reduce to implementing a
child class of the interface IRemote. Some sample code concerning the external interfaces
of SPECS software are shipped with SPECSLAB. ASBridge itself is based on the ’IRe-
mote’ example that is found in the subfolders of the software. SPECSLAB’s CORBA
interfaces are exported for customized applications by using the ’Interface Definition
Language’(IDL), so the abstract interface definitions must be converted into an actual
programming language by means of an IDL compiler. This project was realized using
the C ++ programming language [117] and the Microsoft V isual Studio 6.0 IDE (’In-
tegrated Development Environment’). As the SPECS software is based on OmniORB
natively, this CORBA implementation was also used for ASBridge. Although differ-
ent implementations should be completely compatible in interaction among each other,
potential compatibility problems are minimized by this decision.
Objects implementing specific interfaces must be registered at CORBA’s object relo-
cation system after creation in order to publish their availability. This service is offered
by a SPECSLAB module named ’ObjectServer’. When registered, the instance of the
object can be located and configured in the SPECSLAB graphical user interface, so no
further steps are necessary here. Detailed information on setting up ASBridge can be
found in a dedicated manual shipped with ASPHERE, version 2.75 and above [118].
As the intended synchronization between acquisition of spectra and motor motion
basically affects ASPHERE script execution, the script language had to be extended
by some dedicated commands covering synchronization issues. The major command,
WAIT FOR SYNC, is inserted into the script code to define changes between script execution
and SPECSLAB activity.
232
Figure G.1.: Control flux in ASBridge DLL 233
G. ASBridge: Synchronous operation of ASPHERE and SPECSLAB
The implementation of the IRemote interface and the actual processing of the new
ASPHERE script commands were encapsulated in a Windows DLL (Dynamic Link Li-
brary) that links with ASPHERE, version 2.74 and above. Upon startup, an instance
of the IRemote implementation is created and registered, so ASBridge is available to
SPECSLAB henceforward. The interface to the DLL is documented in the manual of
ASBridge. Further information is found in the detailed reference of the source code.
The basic idea of combined operation of SPECSLAB and ASPHERE is to ensure strict
separation of moving motors and data acquisition. Hence, the operation mode should
be called ’anti-synchronous’. Inside the DLL, the code for this mode is implemented. In
figure G.1, the control flow inside ASBridge.DLL during anti-synchronous operation is
shown. The left column of the chart shows the common actions of SPECSLAB, while
ASPHERE is found in the right column.
The library is designed to be multi-threaded, and both programs use their individual
entry points in parallel. The algorithm applied here is rather trivial : It basically consists
of two waiting loops. One is for a thread originating from SPECSLAB and the second one
is called from script execution in ASPHERE. Once one of the waiting loops is entered,
the thread will only proceed when the other side enters its waiting loop, indicating it
has finished its current part of the job. Communication between the two loops is done
by sharing library-internal flags. The rest of the flow chart includes code to ensure that
neither of the programs can ever lock the other just because it is not doing any job at
the moment.
ASBridge showed up to ease acquisition of large amounts of data, which would be
extremely elaborate otherwise. It was applied for the various jobs mentioned in the
introduction of this chapter and has also been adapted by co-workers to acquire multi-
dimensional photoemission data. Apart from usability issues of the graphical user in-
terface, the basic architecture of SPECSLAB shows up to be very well suited for user-
extensions. The object-oriented interface design using the CORBA specification requires
solid coding skills and might be daunting to the less-ambitioned user, but shows up to
be a well-standardized and well-implemented approach with great versatility.
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H. Compact laser alignment system
for PHOIBOS
In a photoemission setup, a precise and reproducible sample alignment is desirable.
Although the axes of the manipulator cryostat can be considered stable, full control of
the sample position is not approved in general. Absolute position measurements cannot
be made using stepper motor positions as these are stored internally in the stepper
driver’s volatile memory. Tolerances and modifications of the sample holder introduce
an offset to position measurements by the manipulator, so it would have to be calibrated
individually for each sample holder. In addition, the motorized transmission of motion
suffers a non-negligible lag, especially for the V G manipulator that was integrated into
the experimental setup during this work. Therefore, an absolute reference point inside
the vacuum chamber needs to be defined, enabling the user to restore the sample position
in relation to the analyzer exactly. The focus of the electron analyzer is adjusted to the
center of the vacuum chamber by default. This points is traditionally marked with two
laser beams aligned to intersect exactly in the chamber’s center. An angle of typically 60◦
to 90◦ between the beams is established for precise definition of the intersecting point.
When setting up the laser beams, the geometry of the chamber is exploited: They are
aligned to enter and exit the chamber through opposing window flanges pointing radially
towards the center of the experimental chamber, so only the paraxial alignment to the
flanges needs to be granted.
The approach presented here is basically not a fundamentally new idea. It can rather
be seen as re-design from scratch avoiding some difficulties experienced with the opera-
tion of the previous setup. The cross section view in figure H.1 gives an overview of the
new design. The complete device is mounted directly to a CF 35 UHV window flange at
the experimental chamber. By the low tolerance of the mounting unit, the laser beam is
automatically centered to the window. The unit is fixated to the flange rigidly by three
radial clamping screws requiring no tools for mounting and unmounting. The compact
design and the good fixation make an undesired deadjustment of the device unlikely.
All optical components are integrated into the LinosMicrobench optical bench system.
This makes the construction variable for extensions. All components are auto-aligned
axially by the system with very low tolerance, achieved by precise the H7/g6 fitting of
the bore holes and rods. The rods are made from hardened steel, so an excellent stiffness
can be achieved in small assemblies. The system allows for compact and time-saving
development and was hence chosen for the implementation.
The laser beam is provided by a minituarized, low-cost laser module with 1 mW
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Figure H.1.: Section view of the alignment laser. The mechanical components are based
on the Linos Microbench system. Beam steering is performed using two
independently rotatable wedge prisms.
output power at a wavelength of 635 nm. The beam diameter at the edge of the module
housing amounts to ≈ 1 mm. Considerably smaller spot sizes at the desired reference
point are achieved by means of a tunable collimation lens that is integrated into the
module.
In order to match both laser beams exactly, and to enable the user to aim at an
arbitrary point, though within a limited volume, a precise and stable beam steering
device is integrated into the laser alignment system. It consists of a pair of wedge prisms
in a rotary mount, so that they can be rotated about the beam direction individually.
The front and back surfaces of the actual prisms are titled at an angle of β = 1.93◦
towards each other. When passing a prism, the beam is refracted by an angle α, found
by using Snell’s law
α = arcsin (n · sin β) . (H.1)
With the index of refraction of the glass substrate n ≈ 1.515 (BK7-glass for λ =
635 nm), a deviation of α ≈ 2.9◦ is found for the single prism. The envelope of the beam
refracted at arbitrary rotation angle δ of the prism is a cone surface with half opening
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angle α. Combining two prisms with independent rotation angles, every direction within
a cone with half opening angle 2 ·α can be adjusted. Due to the fact that all angles here
can be considered small, the precise formula for the refraction at the second prism with
non-perpendicular incident beam can be neglected. Instead, the same angle of refraction
α is assumed for both prisms.
Precisely speaking, the finite distance between the prisms and the vacuum feedthrough
leads to an offset of the beam position. This is found not to affect the overall positioning
performance much and is ignored here. Consider a plane at the working distance L of the
alignment laser, i.e., where the reference spot is located. Let the plane be perpendicular
to the optical axis, i.e., to the unrefracted beam and let the origin be defined by the
intersection of the plane with the optical axis. Then the Cartesian position of the laser
spot is given by (
x
y
)
= D ·
(
cos δ1 + cos δ2
sin δ1 + sin δ2
)
, (H.2)
where D = L · sin α is the radius of the circle described by the beam as a single prism is
rotated. The rotation angles of both prisms δ1, δ2 are counted towards the x-axis here.
Steering the beam by moving a single prism often leads to unexpected, contra-intuitive
motion of the spot in the working plane, because the center of the circular trajectory is
not necessarily known a priori. Hence, the prism pair is best operated at simultaneous
parallel or anti-parallel motion of both prisms. When transformed to polar coordinates,
the spot position reads
R = 2 ·D · sin
(
1
2
(δ1 − δ2)
)
, (H.3)
Φ =
δ1 + δ2
2
. (H.4)
As can be seen easily, anti-parallel operation will move the spot radially in the working
plane. Moving the prisms in parallel results azimuthal motion. The origin of the working
plane can be determined by positioning the prisms at an angular difference of 180◦.
The rotary mounts cannot be accessed directly. Instead, the rotation of the turning
knobs is transmitted to the prisms via worm gears, giving a gear reduction ratio of 1 : 10.
Special interest is dedicated to the overall positioning accuracy that can be achieved
with the alignment device. An expression for the spot displacement ∆R at given angular
error ǫ of one of the prism angles can be formulated and reduced as below:
∆R =
∣∣∣∣
(
x(δ1 + ǫ, δ2)
y(δ1 + ǫ, δ2)
)
−
(
x(δ1, δ2)
y(δ1, δ2)
)∣∣∣∣
= ...
= D ·
√
2 · (1− cos ǫ)
≈
√
2 ·D · ǫ.
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In the last step, it was assumed that the deviation ǫ is small. The surprising result is
that the positioning accuracy does not depend on the actual spot position. Compiling
all results derived here, an equation for the positioning accuracy can be given:
∆R
ǫ
=
√
2π
180◦
· n · L · A · sin β = 0.07 mm
deg
. (H.5)
Here, the gear reduction ratio A = 1/10 is introduced. The result is found for the
device parameters stated above and a typical working distance in the PHOIBOS setup
of L = 40 cm.
The design has proven its applicability at various experimental stations inside the
workgroup, among them the PHOIBOS ARPES setup and the combined photoemission
and inverse photoemission (CARPIP) experiment. Even when mounted to a rotating
analyzer in the new PETRA III setup, excellent stability could be achieved, once more
demonstrating its superior design.
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I. Shape preserving smoothing window
for noisy data
Experimental data in general and spectroscopic data in particular is usually superim-
posed by noise which arises from statistical uncertainty when registering a rate of un-
correlated events, as given by photoelectrons hitting the detector within a defined time
interval. In this case, the distribution of registered events follows a Poisson distribu-
tion with variance
√
N at an expectancy value of N . Therefore, measuring uncertainty
can be reduced by a large measuring interval. In cases where this is not applicable,
the estimation of the expectancy value may be improved by smoothing, i.e., correlating
neighbored data points that are assumed to have nearly identical expectation values. For
spectroscopic data, this is usually done by computing the moving average of a spectrum.
In practice, it is obtained by convolution of the discrete experimental data An with a
so-called convolution window bn. Depending on the application and the desired degree
of smoothing, the number of points in the discrete window and its actual values can be
chosen individually. The simplest case is a window with N points and values bn = 1/N ,
the so-called boxcar window. The degree of reduction of noise in the experimental data
depends on the number of points and becomes better as N increases. Unfortunately,
this procedure introduces an error to the data when neighbored data points do not have
the same expectancy value. For a peak in a spectrum, this error results in a systematic
overestimation of the peak width, no matter which measure is applied, and a systematic
underestimation of the peak height. For the individual case, an acceptable trade-off
between noise reduction and smoothing error has to be found. Several modifications
to the boxcar window are well-known in order to achieve optimal performance, but all
suffer from general limitations of data smoothing.
A somewhat more sophisticated approach to the design of an appropriate convolution
window is introduced here. Typical experimental data consists of equidistant samples of
the smooth relation between two physical quantities such as photoelectron yield inside
a narrow interval of kinetic energy. Hence, the function the measuring signal is based
on can be assumed to vary slowly between subsequent samples. Its statistical nature
implies that the noise is not correlated between neighbored data points. This is, the true
spectral data is found at rather low frequency-components in frequency space, whereas
the noise is found to have a ’white’ spectrum. In conclusion, a well-suited smoothing
window should provide an enhanced suppression of high-frequency components in the
signal in order to retain the true signal.
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Basic smoothing is performed by a narrow convolution window with ’triangular’ shape
b =
1
4
· [1 2 1]
Smoothing is not performed on the signal alone, but also on its derivatives. For this
purpose, the data is differentiated numerically, the window is applied, and the smoothed
data is integrated afterwards, retaining the constant of integration. Smoothing of higher
derivatives is achieved in an iterative process:
smooth signal
differentiate
smooth 1. derivative
differentiate
smooth 2. derivative
...
integrate
integrate
Differentiation can also be expressed as convolution using the window function δ =
[ −1 1 ]. This operation is reversed by computing the cumulative sum for the data points
An
a = A⊗ [ −1 1 ]
⇒ A =
n∑
j=1
aj
and removing the additional an 6= 0 created by the convolution. This operation is
equivalent to the convolution with a step function Σ = [ 1...1; 0...0 ], so the complete
algorithm can be summarized to convolution with one window. An exemplary case
including smoothing up to the second derivative is shown below. Given the signal A,
the smoothed signal A˜ is found by
A˜ = Σ⊗ Σ⊗ (b⊗ δ ⊗ (b⊗ δ ⊗ (b⊗ A)))
=
1
64
· [1 6 15 20 15 6 1]⊗ A.
The performance of this algorithm is now demonstrated using artificial data. It was
applied to a data set of 106 Gaussian random numbers with variance σ = 1. Figure
I.1 shows the Fourier transform of the results for different settings. After transforming
the data, it was summarized into 1000 frequency bins with number proportional to
frequency. The artificial data shows the expected behavior of white noise. As a reference,
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Figure I.1.: Frequency domain behavior of the filtering procedure described in the text.
Random Gaussian data (white noise) was filtered using the convolution win-
dows described in the text. 106 data points were used here, and the spectrum
was binned into 103 bins. High frequency components are suppressed well,
while the low frequency regime is not bothered. Compared to the conven-
tional, boxcar-smoothed data, the actual shape of a spectrum is expected to
be retained better, because low-frequency parts of the data are less affected.
Here, a boxcar window consisting of 11 elements was applied.
the performance of a box-car smoothing window with N = 11 is shown in the figure.
As is well-known, it shows up to remove spectral power of the signal over a wide range.
Even worse, periodic dips indicate a pronounced frequency-selective filtering behavior
at distinct frequencies. The smoothing window derived here shows up to perform worse
in the low frequency regime and is thus expected to introduce only a small error to the
estimation of the true spectrum. In comparison to the boxcar window, high frequency
noise components are suppressed much better. The smoothed data involving the second
derivative even shows a broad interval of suppressed noise.
Although it would be desirable to extend the smoothing to arbitrary high derivatives of
the data, this technique is limited by floating point precision. Nested computation of the
cumulative sum when re-integrating the data introduces a small summation error to the
data, giving a polynomial trend of the order N − 1 when occurring at the integration of
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the N -th derivative. Precomputing a convolution window for the complete process such
as in the equation above would help to work around these difficulties, if effects caused
by the finite length of the experimental data can be circumvented. This smoothing
procedure was successfully applied to photoelectron spectra (chapter 6) and some other
cases found throughout this work.
The coefficients in the basic smoothing window b also appear in the second row of
Pascal’s triangle. As the combined integration and differentiation operations form linear
combinations of this window, iterated application directly leads to line number 2 · N
in Pascal’s triangle at step N . Hence, the considerations made here are in accordance
with the binomial filters derived by Marchand [119] earlier, though with a different
background. There, the frequency behavior of such filters is analyzed in detail, generally
confirming the results found here. The advantages of this filter design compared to
the performance of alternative techniques like the smoothing algorithm by Savitzky and
Golay [120] is discussed there in the frequency domain as well. With the arguments found
there, it can be concluded that this technique has general relevance and its application
is justified well.
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J. Automated operation of the FUG
power supply
The lab power supplies by FUG used in the workgroup are versatile devices that are
capable of supplying experiments with currents up to 35 A at a maximum voltage of
20 V . Among common tasks, oven heating and the operation of evaporation sources
is found. For remote operation, the devices are equipped with an analog programming
line. Modern laboratory applications make remote operation via a control PC and a
standard digital communication channel desirable. A solution that meets this demand
was implemented by Jo¨rg Neubauer using a microcontroller integrated into the device
housing. It is capable of controlling the variable current and voltage limitation of the
supply and provides readout of the operational parameters such as current, voltage, and
device temperature. Communication with the microcontroller is performed using the
RS232 serial interface. Its software implements a simple communication protocol for
command and data transmission, so driving the device from arbitrary software is easy
to implement.
In this section, the implementation of a stand-alone driver software for the power
supply is presented. Using this software, full control of the FUG power supply is provided
by a graphical user interface (GUI). Its basic code is designed to be easy reusable, so
the software might be extended to work with more devices in the future. The program
code has completely been developed in MATLAB. It might be driven in the MATLAB
environment, but is also available in a compiled stand-alone version, so no MATLAB
license would be required in this case.
The program code is separated into several modules that implement basic or special-
ized functionality. Each module has a software interface providing its functionality to
other program parts by calls to standard MATLAB functions. For configuration and
basic operation, each module has an individual GUI that can be accessed using the main
bar in a window that opens after the program has started. Screenshots of the GUIs are
shown in figure J.1. The functionality of the modules will be outlined in the following.
The ’SerialComm’ module provides basic access to arbitrary devices with RS232 in-
terface. For operating a device with the program, the appropriate COM interface has to
be reserved system-wide using the controls found here. This allows for parallel operation
of several programs occupying different serial interfaces at the same computer. A text
console allows for sending basic command strings and monitoring the data traffic on the
interfaces.
The actual communication with the microcontroller is done in the ’FUG module’.
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Figure J.1.: User interface of the power supply control
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It requires an existing connection in the ’SerialComm’ module and the correct COM
port assignment to be selected in the GUI. The low-level communication protocol is
summarized in table J.2. Once a connection to the power supply is established, the
program will record the current and voltage settings at a user-defined rate. The module
may be driven for surveillance purpose only. When current and voltage control are
desired, the mode must be enabled explicitly by clicking the ’Enable prog.’ button.
Only in this mode, setting the power supply parameters via the GUI is possible. Note
that the turning knobs at the device housing are disabled under these circumstances.
The user should always be aware of the meaning of the parameters entered here. Both
current and voltage settings are upper limitations. The actual values that are achieved
by a certain setting are determined by the load resistance. Although the power supply
is capable of providing currents up to 35 A, it is limited to a maximum of 7 A by the
software. This ensures safe operation of the dispenser sources used in this work. Not all
controls can be introduced in detail, but with the background given here, they should
be rather self-explanatory.
The low-level access implemented in the ’FUG module’ is used by the ’Dispenser
module’ to perform specialized operations when driving the SAES Getters Rubidium
dispenser. The GUI mainly consists of two sections. The first one is applied for degassing
the dispenser. Starting at a given base value, the current is increased linearly with time
up to a given maximum value. Slowly increasing the current to its maximum value avoids
keen degradation of the vacuum when atoms evaporate that contaminate the vacuum
parts of the dispenser assembly. A pressure limit can be defined for the degassing period,
but full access to the Pfeiffer pressure gauge controller had not been implemented in the
current program version, so disabling this option is highly recommended. After some
runs, the dispenser may abruptly be switched on. In order to evaporate a defined amount
of Rubidium, the dispenser has to be driven with a defined current for a defined period
of time. These parameters can be defined by the user in the second part of the panel
and step-wise evaporation can be executed there.
The software described here was used successfully during the experiments discussed
in chapter 6. Especially the option to drive current ramps showed up to save much
time compared to manual operation of the power supply. An unexpected application
was found at the inverse photoemission experimental setup (IPES). The Ohmic heating
of an electron-emitting cathode applied there requires careful ramping of the heating
current when switched on and off. This procedure usually lasts several hours to avoid
destruction by thermally induced mechanical stress.
The framework developed here is designed for easy integration of communication mod-
ules for further devices such as pressure gauges, sublimation pumps, temperature probes
etc. Long-term automated surveillance of vacuum conditions is desirable for a modern
experimental setup, which might be implemented in the scope of the presented frame-
work.
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Figure J.2.: Communication protocol for external control of the FUG power supply246
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Experimental data used in this work
Here, a complete list of the experimental data used in this work is given. References to
the lab journals do not include the volume, so the date of acquisition must be checked
to find the actual journal entries. Results obtained with the PEEM experiment during
night shifts might be found in folders of the following day.
Data from chapter 2
data ARPES raw data images ofWSe2
seen in figure 2.2
lab journal,
page (beam time) PHOIBOS, p. 143, p. 147 (Kiel)
acquisition date Mar 30, 2009; Apr 2, 2009
file(s)
090330PH001.sh5,
090330PH001.sh5,
090402PH001.sh5
data
2D angular resolved scan in Γ-K
direction
seen in figure 4.10
lab journal,
page (beam time) PHOIBOS, p. 144 (Kiel)
acquisition date Mar 30, 2009
file(s)
090330PH012.xml,
...,
090330PH024.xml
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Experimental data used in this work
data
2D angular resolved scan in Γ-M
direction
seen in figure 4.10
lab journal,
page (beam time) PHOIBOS, p. 143 (Kiel)
acquisition date Mar 30, 2009
file(s)
090330PH002.xml,
...,
090330PH011.xml
Data from chapter 4.4
data
2D angular resolved scan in Γ-K
direction
seen in figure 4.10
lab journal,
page (beam time) PHOIBOS, p. 144 (Kiel)
acquisition date Mar 30, 2009
file(s)
090330PH012.xml,
...,
090330PH024.xml
data
2D angular resolved scan in Γ-M
direction
seen in figure 4.10
lab journal,
page (beam time) PHOIBOS, p.143 (Kiel)
acquisition date Mar 30, 2009
file(s)
090330PH002.xml,
...,
090330PH011.xml
260
Data from chapter 6
data
Valence band spectra showing
SPV effect
seen in figure ??
lab journal,
page (beam time) PHOIBOS, p. 185 (Kiel)
acquisition date May 13, 2009
file(s) 090513PH004.xml
Data from chapter 9.4
data XPS spectrum, W 4f core level
seen in figure 9.1
lab journal,
page (beam time) PEEM, p.29 (Dec 2008)
acquisition date Dec 14, 2008
file(s) AnalyzerScan 075.txt
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Experimental data used in this work
Data from chapter 9.5
data
Series of PEEM images under
identical conditions (UV lamp,
FOV ≈ 25 µm)
seen in figure 9.2
lab journal,
page (beam time) PEEM (Jul 2009)
acquisition date Jul 28, 2009
file(s)
WSE2C 000566,
...,
WSE2C 000648
data
Series of PEEM images under
identical conditions (UV lamp,
FOV ≈ 10 µm)
seen in figure 9.4
lab journal,
page (beam time) PEEM (Jul 2009)
acquisition date Jul 28, 2009
file(s)
WSE2C 000480,
...,
WSE2C 000565
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Data from chapter 11.2
data XPS spectrum, W 4f core level
seen in figure 11.1
lab journal,
page (beam time) PEEM, p. 24 (Dec 2008)
acquisition date Dec 13, 2008
file(s) AnalyzerScan 071.txt
data XPS spectrum, Se 3d core level
seen in figure 11.1
lab journal,
page (beam time) PEEM, p.24 (Dec 2008)
acquisition date Dec 13, 2008
file(s) AnalyzerScan 070.txt
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Experimental data used in this work
Data from chapter 11.4
data
Grid of connected UV images
showing surface texture
seen in figure 11.4
lab journal,
page (beam time) PEEM, p.73 (Dec 2008)
acquisition date Dec 19, 2008
file(s)
WSe2D 000144.dat,
...,
WSe2D 000164.dat
data XPS spectrum, W 4f core level
seen in figure 11.6
lab journal,
page (beam time) PEEM, p.29 (Dec 2008)
acquisition date Dec 14, 2008
file(s) AnalyzerScan 075.txt
data XPS spectrum, Se 3d core level
seen in figure 11.6
lab journal,
page (beam time) PEEM, p.30 (Dec 2008)
acquisition date Dec 14, 2008
file(s) AnalyzerScan 085.txt
data XPS spectrum, Rb 3d core level
seen in figure 11.6
lab journal,
page (beam time) PEEM, p.29 (Dec 2008)
acquisition date Dec 14, 2008
file(s) AnalyzerScan 076.txt
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Data from chapter 11.6
data Connected series of UV images
seen in figure 11.10
lab journal,
page (beam time) PEEM, p. 99 (Jul 2009)
acquisition date Jul 28, 2009
file(s)
WSe2D 000006.dat,
...,
WSe2D 000022.dat
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Experimental data used in this work
Data from chapter 12
data
Absorption spectrum, Rb3d core
level, clean surface
seen in figure 12.4
lab journal,
page (beam time) PEEM, p. 88 (Jul 2009)
acquisition date Jul 28, 2009
file(s) MonochromatorScan 051.txt
data
Absorption spectrum, substrate
core levels, clean surface
seen in figure 12.4
lab journal,
page (beam time) PEEM, p.87 (Jul 2009)
acquisition date Jul 28, 2009
file(s) MonochromatorScan 049.txt
data
Absorption spectrum, Rb3d core
level, low Rb concentration
seen in figure 12.4
lab journal,
page (beam time) PEEM, p. 85 (Jul 2009)
acquisition date Jul 28, 2009
file(s)
MonochromatorScan 043.txt,
MonochromatorScan 044.txt,
MonochromatorScan 045.txt,
MonochromatorScan 046.txt
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data
Absorption spectrum, substrate
core levels, low Rb concentration
seen in figure 12.4
lab journal,
page (beam time) PEEM, p.85 (Jul 2009)
acquisition date Jul 28, 2009
file(s)
MonochromatorScan 035.txt,
MonochromatorScan 036.txt,
MonochromatorScan 037.txt,
MonochromatorScan 038.txt
data
Absorption spectrum, Rb3d core
level, high Rb concentration
seen in figure 12.4
lab journal,
page (beam time) PEEM, p. 95 (Jul 2009)
acquisition date Jul 28, 2009
file(s)
MonochromatorScan 077.txt,
MonochromatorScan 078.txt,
MonochromatorScan 079.txt
data
Absorption spectrum, substrate
core levels, high Rb concentration
seen in figure 12.4
lab journal,
page (beam time) PEEM, p. 94 (Jul 2009)
acquisition date Jul 28, 2009
file(s)
MonochromatorScan 073.txt,
MonochromatorScan 074.txt,
MonochromatorScan 075.txt,
MonochromatorScan 076.txt
267
Experimental data used in this work
Data from chapter 15
data
Grid of connected UV images of
the nanowire network
seen in figure 15.2
lab journal,
page (beam time) PEEM, p. 71 (Jul 2009)
acquisition date Jul 25, 2009
file(s)
WSe2C 000052.dat,
...,
WSe2D 000100.dat
Data used in the appendix
data
Appendix A: Scans of the beam
profile of the SPECS UVS300 He
discharge lamp
seen in figure A.2
lab journal,
page (beam time) PHOIBOS (Kiel)
acquisition date May 16, 2008
file(s)
080516PH007.dat,
...,
080516PH015.dat
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