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1. Introduction
A triangulated category is an additive category C equipped with an automorphism
Σ :C → C , called the suspension functor, and a class of diagrams in C of the form
A → B → C → ΣA, called the (exact) triangles satisfying the axioms (Tr1)–(Tr4) of [13,
Chapitre II, Définition 1.1.1, pp. 93–94].
Triangulated categories were introduced by Grothendieck and Verdier in the early six-
ties as the proper framework for doing homological algebra in an abelian category. Since
their introduction, they have turned out quiet useful in algebraic geometry and homological
algebra. Examples for this can be found in duality theory (Hartshorne [8] and Iversen [9])
or in the fundamental work on preverse sheaves by Bernstein, Beilinson and Deligne [3].
Hochschild has developed relative homological algebra in categories of modules. After-
wards Heller, Butler and Horrocks developed it in more general categories with a relative
abelian structure. Its main theme consists of a selection of a class of extensions. Trian-
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algebra is developed in a triangulated category C with triangles ∆. It is parallel to the ho-
mological algebra in an exact category in the sense of Quillen. To develop the homology,
a class of triangles ξ ⊆ ∆, called proper class of triangles is specified. This class is closed
under translations and satisfies the analogous formal properties of a proper class of short
exact sequences. Moreover, ξ -projective objects, ξ -projective resolution, ξ -projective di-
mension and their duals are introduced [4, Section 4].
At the other extreme, in the category of modules, there is a natural generalization of the
class of finitely generated projective modules over a commutative Noetherian ring, due to
Auslander and Bridger [1], that is the notion of modules in Auslander’s G-class (modules of
Gorenstein dimension zero). To make the analogy complete, Enochs and Jenda introduced
Gorenstein projective modules that generalize the notion of G-dimension 0 modules to
the class of not necessarily finitely generated modules. Using this class, they developed a
relative homological algebra in the category of modules.
Motivated by this, Beligiannis [5] defines the concept of an X -Gorenstein object of C
in an additive category C and contravariantly finite subcategory X of C such that any
X -epic has kernel in C . This notion is a natural generalization of a module of zero Goren-
stein dimension in the sense of Auslander and Bridger.
Our aim in this paper is to contribute in developing the above mentioned homologi-
cal algebra in triangulated categories. More precisely, based on the works of Auslander
and Bridger [1], Enochs and Jenda [6] and Beligiannis [4], we introduce and study ξ -
Gorenstein projective (ξ -Gprojective) objects.
Let GP(ξ) denotes the full subcategory of ξ -Gprojective objects of C . As an immediate
consequence of the definition, it will follow that the category GP(ξ) is full, additive, closed
under isomorphisms, direct summands and Σ-stable, i.e. Σ(GP(ξ)) = GP(ξ). Moreover,
there is an inclusion of categories P(ξ) ⊆ GP(ξ) where P(ξ) denotes the full subcategory
of ξ -projective objects of C .
Using this class, we relate an invariant called ξ -Gorenstein projective dimension
(ξ -G pdA for short) to any object A of C . We show that this invariant is finer than ξ -
projective dimension and we have equality when ξ -pdA is finite. Moreover, the full sub-
category of ξ -Gprojective objects of C , GP(ξ), has a resolving property, in the sense that
in any triangle A → B → C → ΣA in ξ with C ∈ GP(ξ), we have A ∈ GP(ξ) if and
only if B ∈ GP(ξ). Towards the end of Section 3, we shall investigate some more results
concerning ξ -Gprojective dimension. It seems that this class of objects are able to play an
important role in the classification of triangulated categories, as it can be seen in [5, 5.7].
In the last section, we introduce the concept of GP(ξ)-approximation of objects of
finite ξ -Gprojective dimension. Then we use a pitchfork construction (originally used
by Auslander and Buchweitz to construct a maximal Cohen–Macaulay approximation of
modules over commutative Gorenstein rings) to construct for any object A of C of finite
ξ -Gprojective dimension a triangle K → G → A → ΣK in ξ , where G is ξ -Gprojective
and ξ -pdK = ξ -G pdA− 1.
A general convention used in the paper is that the composition of morphisms f :X → Y
and g :Y → Z in a given category K is denoted by fg. Our additive categories have finite
direct sums.
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This section is devoted to recall the definitions and elementary properties of triangulated
categories. The basic reference for triangulated and derived categories is the original article
of Verdier [13]. Also Hartshorne [8], Bernstein, Beilinson and Deligne [3] and Iversen [9]
give introductions to these concepts. For terminology we shall follow [4].
Let C be an additive category and Σ :C → C be an additive functor. Let Diag(C,Σ)
denotes the category whose objects are diagrams in C of the form A → B → C → ΣA, and
morphisms between two objects Ai → Bi → Ci → ΣAi , i = 1,2, are triple of morphisms
α :A1 → A2, β :B1 → B2 and γ :C1 → C2, such that the following diagram commutes:
A1
f1
α
B1
g1
β
C1
h1
γ
ΣA1
Σα
A2
f2
B2
g2
C2
h2
ΣA2.
A triangle (C, ξ,∆) is called a triangulated category, where C is an additive category, Σ
is an autoequivalence of C and ∆ is a full subcategory of Diag(C,Σ) which satisfies the
following axioms. The elements of ∆ are then called triangles.
(Tr1) Every diagram isomorphic to a triangle is a triangle. Every morphism f :A → B in
C can be embedded into a triangle A f−→ B g−→ C h−→ ΣA. For any object A ∈ C , the
diagram 0 → A 1A−→ A → 0 is a triangle, where 1A denotes the identity morphism
from A to A.
(Tr2) A f−→ B g−→ C h−→ ΣA is a triangle if and only if B g−→ C h−→ ΣA −Σf−−−→ ΣB is so.
(Tr3) Given triangles Ai fi−→ Bi gi−→ Ci hi−→ ΣAi , i = 1,2, and morphisms α :A1 → A2
and β :B1 → B2 such that αf2 = f1β , there exists a morphism γ :C1 → C2 such
that (α,β, γ ) is a morphism from the first triangle to the second.
(Tr4) (The Octahedral Axiom) Given triangles
A
f−→ B i−→ C′ i′−→ ΣA, B g−→ C j−→ A′ j ′−→ ΣB, A fg−→ C k−→ B ′ k′−→ ΣA,
there exist morphisms f ′ :C′ → B ′ and g′ :B ′ → A′ such that the following diagram
commutes and the third row is a triangle:
Σ−1B ′
Σ−1k′
Σ−1g′
A
1A
f
A
fg
Σ−1A′
Σ−1j ′
B
i
g
C
j
k
A′
j ′
1A′
ΣB
Σi
C′
i′
f ′
B ′
g′
k′
A′
j ′Σi
ΣC′
ΣA
1ΣA
ΣA.
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Throughout the paper, we fix a triangulated category C = (C,Σ,∆), Σ is the suspension
functor and ∆ is the triangulation.
Remark 2.1. In [4, 2.1], some equivalent formulations for the Octahedral Axiom are given.
We use these equivalent conditions instead of Octahedral Axiom, when it is more conve-
nient.
Proposition 2.2 (see [4, 2.1] and [11]). Let C be an additive category equipped with an
autoequivalence Σ :C → C and a class of diagrams ∆ ⊆ Diag(C,Σ). Suppose that the
triple (C,Σ,∆) satisfies all the axioms of a triangulated category except possibly of the
Octahedral Axiom. Then the following are equivalent:
(a) Base change. For any triangle A f−→ B g−→ C h−→ ΣA ∈ ∆ and morphism ε :E → C,
there exists a commutative diagram
0 M
=
α
M
δ
0
A
‖
f ′
G
β
g′
E
ε
h′
ΣA
‖
A
f
B
g
γ
C
h
ζ
ΣA
0 ΣM
=
ΣM 0
in which all horizontal and vertical diagrams are triangle in ∆.
(b) Cobase change. For any triangle A f−→ B g−→ C h−→ ΣA ∈ ∆ and any morphism
α :A → D, there exists a commutative diagram
0 N
=
ζ
N
δ
0
Σ−1C
−Σ−1(h)
‖
A
f
α
B
g
β
C
‖
Σ−1C
−Σ−1(h′)
D
f ′
η
F
g′
ν
C
0 ΣN
=
ΣN 0
in which all horizontal and vertical diagrams are triangles in ∆.
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commutative diagram
A
f1
‖
B
g1
f2
X
h1
α
ΣA
‖
A
f1f2
f1
C
g3
‖
Y
h3
β
ΣA
Σf1
B
f2
C
g2
0
Z
h2
h2(Σg1)
ΣB
0 ΣX
=
ΣX 0
in which all horizontal and the third vertical diagrams are triangles in ∆.
Remark 2.3. By making heavy use of the Octahedral Axiom in [10, Section 2], it is shown
that one of the axioms in the definition of a triangulated category (Tr3) is in fact redundant
and is implied by the remaining three axioms.
In the following proposition, we collect some basic properties of triangles in a triangu-
lated category (see, for example, [7]).
Proposition 2.4. Let C be a triangulated category.
(a) Let A f−→ B g−→ C h−→ ΣA be a triangle; then fg = gh = 0.
(b) Let (α,β, γ ) be a morphism between two triangles. If α and β are isomorphisms, then
so is γ .
(c) Let A f−→ B g−→ C h−→ ΣA and A′ f ′−→ B ′ g′−→ C′ h′−→ ΣA′ be triangles. If β :B → B ′ is
a morphism such that fβg′ = 0, then there exists a morphism (α,β, γ ) from the first
triangle to the second.
We also need the following. For the proof consult [2, 1.6].
Lemma 2.5. Let C be a triangulated category. A diagram
A⊕A′
(f 0
0 f ′
)
−−−−→ B ⊕B ′
(g 0
0 g′
)
−−−−→ C ⊕C′
(
h 0
0 h′
)
−−−−→ ΣA ⊕ΣA′
is a triangle if and only if both diagrams
A
f−→ B g−→ C h−→ ΣA and A′ f ′−→ B ′ g′−→ C′ h′−→ ΣA′
are triangles.
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A
(1 0)−−−→ A⊕C
(0
1
)
−−→ C 0−→ ΣA.
It is easy to see that (T ) is split if and only if f is a section or g is a retraction or
h = 0. The full subcategory of ∆ consisting of the split triangles will be denoted by ∆0.
The following seems to be well known.
Lemma 2.6. If a triangle A f−→ B g−→ C h−→ ΣA is split, then B ∼= A⊕C.
Following definitions are quoted from [4, 2.2]. A class of triangles ξ is closed under
base change if for any triangle A f−→ B g−→ C h−→ ΣA ∈ ξ and any morphism ε :E → C as
in Proposition 2.2(a), the triangle A f
′−→ G g′−→ E h′−→ ΣA belongs to ξ . Dually, a class of
triangles is closed under cobase change if for any triangle A f−→ B g−→ C h−→ ΣA ∈ ξ and
any morphism α :A → D as in Proposition 2.2(b), the triangle D f ′−→ F g′−→ C h′−→ ΣD
belongs to ξ . A class of triangles is closed under suspension if for any triangle A f−→ B g−→
C
h−→ ΣA ∈ ξ and any integer i ∈ Z, the triangle
ΣiA
(−1)iΣif−−−−−−→ ΣiB (−1)iΣig−−−−−−→ ΣiC (−1)iΣih−−−−−−→ Σi+1A
is in ξ . A class of triangles ξ is called saturated if in the situation of base change in Propo-
sition 2.2, whenever the third vertical and the second horizontal triangle is in ξ , then the
triangle A f−→ B g−→ C h−→ ΣA is in ξ .
Definition 2.7. A full subcategory ξ ⊆ Diag(C,Σ) is called a proper class of triangles if
the following conditions hold:
(i) ξ is closed under isomorphisms, finite coproducts and ∆0 ⊆ ξ ⊆ ∆.
(ii) ξ is closed under suspensions and is saturated.
(iii) ξ is closed under base and cobase change.
It is known that ∆0 and the class of all triangles ∆ in ξ are proper classes of triangles.
Remark 2.8. Note that if in the situation of Proposition 2.2(c), we know that the triangle
B
f2−→ C g2−→ Z h2−→ ΣB belongs to ξ , then it follows from the base change diagram
0 B
=
B 0
A
‖
X ⊕C C ΣX
‖
X Y Z ΣX
0 ΣB
=
ΣB 0
and the saturation that the triangle X α−→ Y β−→ Z h2(Σg1)−−−−−→ ΣX lies in ξ .
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Definition 2.9. Let C be a class of triangle in C (not necessarily proper) and let A f−→ B g−→
C
h−→ ΣA be a triangle in ξ. Then the morphism g :B → C is called an ξ -proper epic.
Definition 2.10 (see [4, 4.1]). An object P ∈ C , (respectively I ∈ C) is called ξ -projective
(respectively ξ -injective) if for any triangle A → B → C → ΣA in ξ , the induced se-
quence
0 → C(P,A) → C(P,B) → C(P,C) → 0
(respectively 0 → C(C, I) → C(B, I) → C(A, I) → 0)
is exact in the category Ab of abelian groups.
The symbol P(ξ) (respectively I(ξ)) will denote the full subcategory of ξ -projective
(respectively ξ -injective) objects of C . It follows easily from the definition that the cate-
gories P(ξ) and I(ξ) are full, additive, closed under isomorphisms, direct summands and
Σ-stable.
C is said to have enough ξ -projectives if for any object A ∈ C there exists a triangle
K → P → A → ΣK in ξ with P ∈ P(ξ). Dually one defines when C has enough ξ -
injectives.
The following lemma is quoted from [4, 4.2].
Lemma 2.11. Let C has enough ξ -projectives. Then a triangle D → F → C → ΣD is
in ξ if and only if for all P ∈ P(ξ) the induced sequence 0 → C(P,D) → C(P,F ) →
C(P,C) → 0 is exact.
The ξ -projective dimension ξ -pdA of an object A ∈ C is defined inductively. When
A = 0, put ξ -pdA = −1. If A ∈ P(ξ) then define ξ -pdA = 0. Next by induction, for an
integer n > 0, put ξ -pdA  n if there exists a triangle K → P → A → ΣK in C with
P ∈ P(ξ) and ξ -pdK  n− 1.
We define ξ -pdA = n if ξ -pdA  n and ξ -pdA  n − 1. If ξ -pdA 	= n, for all n 0,
we set ξ -pdA = ∞.
Finally, we recall the notion of an ξ -syzygy. Let K → P → A → ΣK be a triangle in
ξ with P ξ -projective. Then object K is called a first ξ -syzygy of A. An nth ξ -syzygy of
A is defined as usual by induction. By Schanuel’s lemma [4, 4.4] any two ξ -syzygies of A
are isomorphic modulo ξ -projectives.
3. Complete resolutions and ξ -Gprojective objects
We keep the notation of previous section. In particular ξ is a proper class of triangles in
the triangulated category C . We always assume that category C has enough ξ -projectives.
J. Asadollahi, Sh. Salarian / Journal of Algebra 281 (2004) 264–286 271Definition 3.1. An ξ -exact complex X• is a diagram
· · · −→ X1 d1−→ X0 d0−→ X−1 d−1−−→ X−2 → ·· ·
in C , such that for each integer n, there exist triangles
Kn+1
gn−→ Xn fn−→ Kn hn−→ ΣKn+1
in ξ and a differential is defined as dn = fngn−1 for any n.
Definition 3.2. A triangle A → B → C → ΣA in ξ , is called C( ,P(ξ))-exact, if for any
Q ∈P(ξ), the induced complex
0 → C(C,Q) → C(B,Q) → C(A,Q) → 0
is exact in Ab.
Definition 3.3. A complete ξ -exact complex X• is a diagram
X•: · · · → X1 d1−→ X0 d0−→ X−1 → ·· ·
in C such that for all integer n, there exist C( ,P(ξ))-exact triangles
Kn+1
gn−→ Xn fn−→ Kn hn−→ ΣKn+1
in ξ where a differential dn, for any integer n, is defined as dn = fngn−1.
Definition 3.4. A complete ξ -projective resolution is a complete ξ -exact complex
P •: · · · → P1 d1−→ P0 d0−→ P−1 → ·· ·
in C such that Pn, for any integer n, is ξ -projective.
Remark 3.5. Let P • be a complete ξ -projective resolution. So for any integer n, there
exists a C( ,P(ξ))-exact triangle
Kn+1
gn−→ Pn fn−→ Kn hn−→ ΣKn+1,
in ξ , such that for any Q ∈P(ξ), the induced complex
0 → C(Kn,Q) → C(Pn,Q) → C(Kn+1,Q) → 0
is exact in Ab. Now one can paste these short exact sequences together to obtain the long
exact sequence
· · · → C(P−1,Q) → C(P0,Q) → C(P1,Q) → ·· ·
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hand, it follows from [4, 4.8], that every complete ξ -projective resolution in C is also
C(P(ξ), )-exact. So if we set X = P(ξ), in view of [4, 4.8], one can see that our defini-
tion of a complete ξ -projective resolutions is compatible with the complete X -resolutions
defined in [5, 5.5].
Definition 3.6. Let P • be a complete ξ -projective resolution in C . So for any integer n,
there exists a triangle
Kn+1
gn−→ Pn fn−→ Kn hn−→ ΣKn+1
in ξ . The objects Kn for any integer n, are called ξ -Gprojective.
We denote by GP(ξ) the full subcategory of ξ -Gprojective objects of C. It follows
directly from the definition that the category GP(ξ) is full, additive and closed under iso-
morphisms.
Lemma 3.7. Every ξ -projective object is ξ -Gprojective. In particular, there is an inclusion
of categories P(ξ) ⊆ GP(ξ).
Proof. Let P be an ξ -projective object of C . Consider the diagram
P •: · · · → 0 0−→ P 1P−→ P 0−→ 0 → ·· ·
in C . Since ξ is proper, it contains ∆0. In particular,
P
1P−→ P 0−→ 0 0−→ ΣP and 0 → P 1P−→ P → 0
are triangles in ξ . Now it is easy to check that P • is a complete ξ -projective resolution and
so P is an ξ -Gprojective object. 
Let C be an object of C . For any integer n  0, the ξ -extension functor ξxtnξ ( ,C) is
defined to be the nth right ξ -derived functor of the functor C( ,C), that is
ξxtnξ ( ,C) :=RnξC( ,C).
Proposition 3.8 (see [4, 4.12]). Let A → B → C → ΣA be in ξ . Then for any X ∈ C we
have a long exact sequence
0 → ξxt0ξ (C,X) → ξxt0ξ (B,X) → ξxt0ξ (A,X) → ξxt1ξ (C,X) → ·· · .
Lemma 3.9. Let G be an ξ -Gprojective object of C . Then for any ξ -projective object Q,
ξxt1(G,Q) = 0.ξ
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K → P → G → ΣK
in ξ, where P is ξ -projective. Consider the long exact sequence of ξxtξ ( ,Q) arising from
the above triangle
0 → ξxt0ξ (G,Q) → ξxt0ξ (P,Q) → ξxt0ξ (K,Q) f−→ ξxt1ξ (G,Q) → ξxt1ξ (P,Q) → ·· · .
Since the above triangle is C( ,P(ξ))-exact, the map f is zero map. Moreover, since P is
ξ -projective, ξxt1ξ (P,Q) = 0. So ξxt1ξ (G,Q) = 0. 
Remark 3.10. The above lemma, in view of Proposition 3.8, implies that if A f−→ B g−→
C h−→ ΣA is a triangle in ξ such that C is ξ -Gprojective, then it is C( ,P(ξ))-exact.
Theorem 3.11. Let C has enough ξ -projectives. Let A f−→ B g−→ C h−→ ΣA be an exact
triangle in ξ such that C is ξ -Gprojective. Then A is ξ -Gprojective if and only if B is
ξ -Gprojective.
Proof. First assume that A is ξ -Gprojective. We will show that B is also such. To this end,
we show that B is a syzygy of a complete ξ -projective resolution. Since ξxtiξ (A,Q) =
0 = ξxtiξ (C,Q) for all i > 0 and all ξ -projective object Q, we get ξxtiξ (B,Q) = 0 for all
i > 0 and all ξ -projective objects Q. In view of this, it is easy to see that the ξ -projective
resolution of B works exactly as half of the resolution we need and so it is enough to
construct the other half. That is, we have to construct a complex
B → P 0B → P 1B → P 2B → ·· ·
with appropriate properties. Let
A α−→ P 0A → P 1A → P 2A → ·· · and C γ−→ P 0C → P 1C → P 2C → ·· ·
be appropriate complexes for A and C. By previous lemma, ξxt1ξ (C,P
0
A) = 0 and so clas-
sical homological algebra methods can be applied to get a map β :B → P 0A ⊕P 0C such that
the first two squares of the following diagram is commutative:
A
f
α
B
g
β
C
h
γ
ΣA
Σα
P 0A P
0
A ⊕P 0C P 0C ΣP 0A.
In order to show that the last square is also commutative, we must show that h(Σα) = 0.
To this end, consider the commutative diagram
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Σ−1h
A
f
α
B
β
P 0A
i
P 0A ⊕ P 0C.
We easily deduce that (Σ−1h)αi vanishes. Since i is a split monomorphism, (Σ−1h)α
also vanishes. Hence the last square is also commutative.
Using (Tr2), we have the following diagram, in which the first square on the top, is
commutative:
Σ−1C A B C
Σ−1P 0C P 0A P
0
A ⊕P 0C P 0C
Σ−1K0C K0A
C ΣA.
Now one can apply the 3 × 3 Lemma [10, Lemma 2.6] and then (Tr2), to find an object
L and complete the above diagram to have all the rows and columns triangles, and all the
squares are commutative except one marked “∗”, which commutes up to the sign −1:
A B C Σ−1A
P 0A P
0
A ⊕ P 0C P 0C ΣP 0A
K0A L
∗
K0C ΣK
0
A
ΣA ΣB ΣC Σ2A.
The first and third vertical triangles are, by our construction, in ξ. The second horizontal
one is split, and so belongs to ξ . Hence they are C(P(ξ), )-exact. Now, by a simple diagram
chasing, one can shows that the third horizontal one is also C(P(ξ), )-exact and so, in
view of Lemma 2.11, belongs to ξ . By the same type argument, we may deduce that the
second vertical triangle also belongs to ξ. Now, to construct the desired complex, one
should consider the triangle K0A → L → K0C → ΣK0A and follow the same procedure.
Now iterate the argument to complete the proof.
J. Asadollahi, Sh. Salarian / Journal of Algebra 281 (2004) 264–286 275Now suppose B is ξ -Gprojective. Similarly to the previous case, it is easy to see that
the ξ -projective resolution of A works exactly as half of the resolution we need and so it is
enough to construct the other half. That is, we have to construct a complex
A → P 0A → P 1A → P 2A → ·· ·
with the desired properties. Consider the appropriate resolutions over B and C, i.e.:
B → P 0B → P 1B → P 2B → ·· · and C → P 0C → P 1C → P 2C → ·· · .
Consider morphisms A → B and B → P 0B. By Proposition 2.2(c), there exists a diagram
A
‖
B C ΣA
A P 0B
‖
Y ΣA
B P 0B Z ΣB
0 ΣC ΣC 0
in which all horizontal and the third vertical diagrams are triangles in ∆.
Since the C( ,P(ξ))-exact triangle B → P 0B → K0B → ΣB exists in ξ , we can deduce,
using Proposition 2.4(b), that the third horizontal triangle is isomorphic to it and so not
only Z (which isomorphic to K0B ) is ξ -Gprojective but also the triangle is in ξ . Now since
ξ is proper, Remark 2.8 implies that C → Y → Z → ΣC is a triangle in ξ . Now, a sim-
ple diagram chasing shows that the second horizontal triangle is C(P(ξ), )-exact and, by
Lemma 2.11, lies in ξ . On the other hand, since C and Z are both ξ -Gprojective, we may
use the previous case to deduce that Y is ξ -Gprojective. Also by Remark 3.10, the triangle
A → P 0B → Y → ΣA is C( ,P(ξ))-exact. To complete the proof, it is enough to paste
corresponding resolution of Y , i.e.
Y → P 0Y → P 1Y → P 2Y → ·· ·
to the triangle A → P 0B → Y → ΣA. The proof then is complete. 
Remark 3.12. Let
0 → A → B → Cn → ·· · → C0 → 0
be an ξ -exact complex in C such that C0, . . . ,Cn are ξ -Gprojective. Then there exist trian-
gles
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Kn+1 → B → Kn → ΣKn+1 and 0 → A → Kn+1 → Σ0,
where K0 = C0. Using the above theorem, it is easily seen that A is ξ -Gprojective if and
only if B is so.
It is clear that GP(ξ) is closed under countable direct sums. In the following, we use
Eilenberg’s trick to show that GP(ξ) is also closed under summand.
Proposition 3.13. GP(ξ) is closed under direct summand.
Proof. Let G be an object of GP(ξ) and H be a direct summand of G. So G = H ⊕ H ′,
for some object H ′ of C . Set
K = H ⊕H ′ ⊕H ⊕H ′ ⊕ · · · (direct sum).
Since K = G ⊕ G ⊕ · · · and GP(ξ) is closed under countable direct sum, K belongs to
GP(ξ). We have K ∼= H ⊕ K and so H ⊕ K also belongs to GP(ξ). Now consider the
split exact triangle
H → H ⊕K → K 0−→ ΣH
in ξ to conclude, from the previous theorem, that H belongs to GP(ξ). 
Now we aim to introduce a new invariant for an object A of C , namely its ξ -Gprojective
dimension, ξ -G pdA. We define it inductively. When A = 0, put ξ -G pdA = −1. If A ∈
GP(ξ), then we define ξ -G pdA = 0. Let n > 0. We define ξ -G pdA = n if ξ -G pdA 
n − 1 and there exists a triangle K → G → A → ΣK in ξ such that G is ξ -G projective
and ξ -G pdK  n − 1. Finally if ξ -G pdA 	= n, for all n 0, we set ξ -G pdA = ∞. Since
P(ξ) ⊆ GP(ξ), ξ -G pdA ξ -pdA for all object A of C .
Theorem 3.14. Let C has enough ξ -projectives. Let A → B → C → ΣA be a triangle in
ξ such that A 	= 0 and C is ξ -Gprojective. Then ξ -G pdA = ξ -G pdB .
Proof. The result is clear from Theorem 3.11 if one of the A or B is ξ -Gprojective. Let
ξ -G pdA = n > 0. So there exists a triangle KA → GA → A → ΣKA in ξ where GA
is ξ -Gprojective and ξ -G pdKA = n − 1. Since C is ξ -Gprojective, there exists a triangle
KC → PC → C → ΣKC in ξ where PC is ξ -projective and where KC is ξ -Gprojective.
Using these triangles and applying similar to that used in the proof of [4, 4.11], we have
the following commutative diagram:
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A B C ΣA
ΣKA ΣK ΣKC ΣKA,
in which the first three vertical and horizontal diagrams are triangles. The second horizontal
triangle is split, and so belongs to ξ . Since GA and PC are both ξ -Gprojective, it follows
from Theorem 3.11 that P is also ξ -Gprojective. In view of the fact that the third horizontal
and also the first and third vertical triangles are in ξ , a simple diagram chasing shows that
the first horizontal and also second vertical triangles are C(P(ξ), )-exact and so belong
to ξ . Now consider the triangle KA → K → KC → ΣKA in ξ , in which ξ -G pdKA = n−1
and use induction to deduce that ξ -G pdK = n− 1 and hence ξ -G pdB = n.
Now suppose ξ -G pdB = n > 0. So there exists a triangle KB → GB → B → ΣKB
in ξ , where GB is ξ -Gprojective and ξ -G pdKB = n − 1. Using (Tr2) and also Proposi-
tion 2.2(a), we get the following commutative diagram:
KB KB 0 ΣKB
G GB C ΣG
A B C ΣA
ΣKB
=
ΣKB 0 ΣKB,
in which all horizontal and vertical diagrams are triangles. Since the third horizontal and
second vertical triangles are in ξ , one can show that the first vertical and second hori-
zontal triangles are C(P(ξ), )-exact and so belong to ξ. Hence by Theorem 3.11, G is
ξ -Gprojective because both GB and C are so. Induction now completes the proof. 
Proposition 3.15. Let the following be a commutative diagram such that rows are triangles
in ξ :
X Y Z ΣX
X′ Y ′ Z ΣX′.
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X Y Z ΣX
X′ Y ′ Z ΣX′
so that X → X′ ⊕ Y → Y ′ → ΣX is a triangle in ξ .
Proof. Using (Tr2) we can shift the rows of the above diagram to get a commutative dia-
gram as follows:
Σ−1Z X Y Z
Σ−1Z X′ Y ′ Z.
The proof of [12, 1.4.3] shows that this may be completed to a morphism of triangles
Σ−1Z X Y Z
Σ−1Z X′ Y ′ Z
such that X → X′ ⊕Y → Y ′ → ΣX is a triangle. Now let Q ∈ P(ξ). Apply C(Q, ) to the
completed diagram
X Y Z ΣX
X′ Y ′ Z ΣX′
and note that both rows are triangles in ξ . So we get the following commutative diagram
in Ab:
0 C(Q,X) C(Q,Y ) C(Q,Z) 0
0 C(Q,X′) C(Q,Y ′) C(Q,Z) 0
with exact rows. Hence its mapping cone
0 → C(Q,X) → C(Q,X′ ⊕ Y ) → C(Q,Y ′ ⊕Z) → C(Q,Z) → 0
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complex
0 → C(Q,X) → C(Q,X′ ⊕ Y ) → C(Q,Y ′) → 0
is also exact.
On the other hand, if we apply the functor C(Q, ) on the triangle X → X′ ⊕ Y →
Y ′ → ΣX, the resulting complex is isomorphic to the above complex. Hence X → X′ ⊕
Y → Y ′ → ΣX is C(P(ξ), )-exact and so by Lemma 2.11, lies in ξ . The result now is
complete. 
Proposition 3.16. Let C have enough ξ -projectives. Let A be an object of C . Then the
following are equivalent:
(i) ξ -G pdA n.
(ii) In any ξ -exact sequence
0 → B → Gn−1 → ·· · → G0 → A → 0,
if Gi ’s are ξ -Gprojective, then so is B .
Proof. (i) ⇒ (ii). There exists a triangle K → G0 → A → ΣK where G0 is ξ -Gprojective
and ξ -G pdK  n− 1. Since C has enough ξ -projectives, there exists a triangle L → P →
A → ΣL in ξ with P , ξ -projective. So we can construct a morphism of triangles:
L P A ΣL
K G A ΣK.
Now consider the diagram
L P A ΣL
K G A ΣK
where the rows are triangles in ξ . By Proposition 3.15, we may complete it such that
L → K ⊕ P → G0 → ΣL is a triangle in ξ. Since G0 and P are ξ -Gprojective, we
can conclude, by using Theorem 3.14, that ξ -G pdK = ξ -G pdL. The proof now can be
completed by induction.
(ii) ⇒ (i). Since C has enough ξ -projectives, there exists a ξ -exact complex
0 → B → Pn−1 → ·· · → P0 → A → 0,
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sult. 
Our next theorem compares ξ -Gprojective dimension and ξ -projective dimension.
Theorem 3.17. Let C has enough ξ -projectives. Let A ∈ C be of finite ξ -projective dimen-
sion. Then ξ -G pdA = ξ -pdA. In particular, we have the equality GP(ξ) ∩ P˜(ξ) = P(ξ),
where P˜(ξ) denotes the full subcategory of C whose objects has finite ξ -projective dimen-
sion.
Proof. Set n = ξ -G pdA ξ -pdA< ∞. Let
0 → B → Pn−1 → ·· · → P 1 → P 0 → A → 0
be an ξ -exact complex in C where P i ’s are ξ -projective. By Proposition 3.16, B is ξ -
Gprojective. Since ξ -pdA< ∞, we have ξ -pdB < ∞. Let
0 → Qm → ·· · → Q0 → B → 0
be a ξ -projective resolution of B . So there exist triangles
Kj+1 → Qj → Kj → ΣKj+1 0 j m− 1,
where K0 = B and Km = Qm. We now aim to show that Ki ’s are ξ -projective. To this end,
we use a descending induction on j . Km = Qm is by assumption, ξ -projective. Suppose
inductively that Kj , for some j > 0, is ξ -projective. Consider the ξ -exact sequence
0 → Kj−1 → Qj−2 → ·· · → Q0 → B → 0.
Taking into account the corresponding triangles, it follows that
ξxt1ξ
(
Kj−1,
) ∼= ξxtjξ (B, ).
By induction assumption, Kj is ξ -projective. So by Proposition 3.9, ξxt1ξ (Kj−1,Kj ) ∼=
ξxt
j
ξ (B,K
j ) = 0. That is, the triangle Kj → Qj−1 → Kj−1 → ΣKj is split. Hence
Kj−1 is a direct summand of Qj−1 and so is ξ -projective. Therefore ξ -pdA n. 
Proposition 3.18. Let C has enough ξ -projectives. Let ξ -G pdA  1 and ξxt1ξ (A,P ) = 0for all P ∈P(ξ). Then A is ξ -Gprojective.
Proof. Since C has enough ξ -projectives, we have a triangle K f−→ P g−→ A h−→ ΣK in ξ,
where P is ξ -projective. By using Proposition 3.16, K is ξ -Gprojective. So it admits a
complete ξ -projective resolution
· · · → P1 → P0 → P 0 → P 1 → ·· · .
J. Asadollahi, Sh. Salarian / Journal of Algebra 281 (2004) 264–286 281By (Tr2), we have the triangle Σ−1A −Σ−1h−−−−→ K f−→ P g−→ A. Now consider a map
α :K → P 0 and use cobase change, to get the triangle Σ−1A −Σ−1h′−−−−−→ P 0 f ′−→ X g′−→ A.
Another use of (Tr2) gives P 0 f
′−→ X g′−→ A h′−→ ΣP 0, that belongs to ξ. By assumption,
ξxt1ξ (A,P
0) = 0. So the above triangle is split. Hence, X ∼= P 0 ⊕ A. So it is enough for
us to show that X is ξ -Gprojective. Consider the diagram
0 K P 0 P 1 P 2 · · ·
0 P P 0 0 · · · .
Using similar method as the one in the proof of Proposition 3.16, we see that the above
diagram induces an ξ -exact sequence
0 → K → P ⊕ P 0 → P ⊕ P 1 → P 2 → ·· · ,
which is C( ,P(ξ))-exact, because both sequences are C( ,P(ξ))-exact. Furthermore, by
definition we have a triangle K → P ⊕ P 0 → L → ΣK (∗) in ξ . On the other hand,
consider the diagram
K P A ΣK
P 0 X A ΣP 0.
By Proposition 3.15, this diagram can be completed in such a way that K → P ⊕P 0 →
X → ΣK is a triangle in ξ . Comparing this with triangle (∗), we deduce that these triangles
are isomorphic and hence X is isomorphic to L. Therefore X is a syzygy of the following
complete ξ -projective resolution:
· · · → P2 → P1 → P0 → P ⊕ P 0 → P ⊕ P 1 → P ⊕ P 2 · · · .
So the proof is complete. 
Proposition 3.19. Let C has enough ξ -projectives and A ∈ C be of finite ξ -Gprojective
dimension. Then ξ -G pdA  n if and only if ξxtiξ (A,Q) = 0 for all i > n and all Q offinite ξ -projective dimension.
Proof. Let ξ -G pdA n. So there exists a ξ -Gprojective resolution
0 → Gn → ·· · → G1 → G0 → A → 0
of A of length n. But now in view of Lemma 3.9 and using the corresponding triangles, we
see that ξxtiξ (G
n,Q) ∼= ξxti+nξ (A,Q) = 0 for all i > 0.
The converse follows from a simple induction argument in view of the previous propo-
sition. 
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dimension. Then
ξ − G pdA = sup{ i ∈ N0: ∃Q with ξ -pdQ< ∞, such that ξxtiξ (A,Q) 	= 0
}
.
4. GP(ξ)-approximation
Our aim in this section is to present, for any non-zero object A of C of finite ξ -
Gprojective dimension, a triangle K → G → A → ΣK in ξ such that G is ξ -Gprojective
and ξ - pdK = ξ -G pdA − 1. This triangle will be called a GP(ξ)-approximation of A.
Moreover, we introduce the notion of an ξ -Gprojective resolution of A. In a theorem, we
state the relation between these notions.
Definition 4.1. Let A be an object of C . A morphism G → A where G is ξ -Gprojective is
called a ξ -Gprojective precover of A if it can be completed to an C(GP(ξ), )-exact triangle
K → G → A → ΣK in ξ .
Note that this is equivalent to say that there exists a triangle K → G → A → ΣK
in ξ , where G is ξ -Gprojective and for any triangle K ′ → G′ → A → ΣK ′ in ξ with G′
ξ -Gprojective, there exists a morphism (α,β,1) of triangles from K → G → A → ΣK to
K ′ → G′ → A → ΣK ′.
Definition 4.2. An ξ -Gprojective resolution of A ∈ C is an ξ -exact complex
G• : · · · → Gn+1 dn+1−−−→ Gn → ·· · → G1 → G0 → A → 0,
such that Gn ∈ GP(ξ) and for any n ∈ N0, in the relevant triangle Kn → Gn → Kn−1 →
ΣKn (n  0) Gn → Kn−1 is the ξ -Gprojective precover of Kn−1. The resolution is said
to be of length n if Gn 	= 0 and Gi = 0 for all i > n.
Definition 4.3. Let 0 	= A ∈ C. The triangle K → G → A → ΣK in ξ is called a GP(ξ)-
approximation of A, whenever G is ξ -Gprojective and ξ -pdK < ∞.
Remark 4.4. Let K → G → A → ΣK in ξ be a GP(ξ)-approximation of A. Since
ξ -pdK < ∞, it follows from Proposition 3.19 that ξxt1ξ (G′,K) = 0 for all ξ -Gprojective
object G′. So any GP(ξ)-approximation is in fact C(GP(ξ), )-exact. This in particular
implies that G → A is a ξ -Gprojective precover.
Construction 4.5. For any object A of C with finite ξ -Gprojective dimension, say n, we
construct a GP(ξ)-approximation K → G → A → ΣK such that G is ξ -Gprojective and
ξ -pdK = n − 1. If A itself is ξ -Gprojective, then 0 → A → A → 0 is the desired GP(ξ)-
approximation. Note that ξ -pd 0 is defined to be −1. So assume that ξ -G pdA = n > 0.
Consider the ξ -exact sequence
0 → K → Pn−1 → ·· · → P 0 → A → 0,
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we have an ξ -exact sequence
0 → K → Q0 → Q1 → ·· · → Qn−1 → G → 0,
where Qi ’s are ξ -projective and G is ξ -Gprojective. Moreover, there exist C( ,P(ξ))-exact
triangles
Li−1 → Qi−1 → Li → ΣLi−1, 1 i  n,
where L0 = K and Ln = G. Now inductively one can construct the vertical maps fi :Qi →
Pn−1−i , 0 i  n− 1, such that the following diagram is commutative:
0 K Q0 Q1 · · · Qn−1 G 0
0 K Pn−1 Pn−2 · · · P 0 A 0.
As a result, we get a map f :G → A making commutative the last square on the right.
Here we claim that without loss of generality, we can assume that f and fi ’s are ξ -proper
epics. To see this, consider the commutative diagram
Ln−1 Qn−1 G
f
ΣLn−1
Kn P 0 A ΣKn
where the rows are triangles in ξ . Using Base Change for triangle Kn → P 0 → A → ΣKn
and map f :G → A, we get a triangle Kn → T 0 → G → ΣKn in ξ and a map θ :T 0 →
P 0 such that the diagram
Kn T 0
θ
G ΣKn
Kn P 0 A ΣKn
is commutative. Now consider the commutative diagram
Kn T 0 G ΣKn
Kn P 0 A ΣKn
where rows are triangles in ξ . By Proposition 3.15, we can complete this diagram so that
T 0 → G⊕ P 0 u−→ A → ΣT 0 is a triangle in ξ .
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Ln−1 Qn−1 ⊕P 0 G⊕P 0
u
ΣLn−1
Kn P 0 A ΣKn.
Since Qn−1 ⊕P 0 is ξ -projective, there are maps ϕ :Qn−1 ⊕P 0 → P 0 and ψ :Ln−1 →
Kn such that the following diagram commutes:
Ln−1 Qn−1 ⊕P 0 G⊕P 0
u
ΣLn−1
Kn P 0 A ΣKn.
In order to continue the process, one should replace ψ :Ln−1 → Kn with f :G → A and
follow the same argument.
Therefore we can (and do) assume that all fi ’s are ξ -proper epics. So we obtain the
following diagram, where the vertical triangles all belongs to ξ :
0 T n T n−1 · · · T 1 α T 0 0
0 K Q0 Q1 · · · Qn−1 G 0
0 K Pn−1 Pn−2 · · · P 0 A 0
0 0 ΣT n ΣT n−1 · · · ΣT 1 ΣT 0 .
Since the P i ’s are ξ -projective, all the vertical triangles, except the last one on the right,
are split and so T i ’s, as direct summand of Qi ’s, are ξ -projective. Since all the vertical
triangles belong to ξ and the second and the third rows of the above diagram are C(P(ξ), )-
exact, it follows that the first row is also C(P(ξ), )-exact. So by [4, 4.8], it is an ξ -projective
resolution of T 0. Therefore ξ -pdT 0  n − 1. Now, if we consider the composite map
T 1 → T 0 → G, we obtain an ξ -exact sequence
0 → T n → T n−1 → ·· · → T 1 → G → A → 0,
where G is ξ -Gprojective and all T i ’s are ξ -projective. Moreover, since ξ -pdT 0 ∞,
T 0 → G → A → ΣT 0 is an ξ -Gprojective approximation of A. Hence by Remark 4.4,
G → A is a ξ -Gprojective precover. By the same reason, one can conclude that the above
resolution is in fact an ξ -Gprojective resolution of A.
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Theorem 4.6. Let C has enough ξ -projectives. Then for any object A of C and any integer
n 0, the following are equivalent:
(i) ξ -G pdA n.
(ii) A has an ξ -Gprojective resolution of length  n.
(iii) A has a GP(ξ)-approximation, K → G → A → ΣK , such that ξ -pdK  n− 1.
(iv) Every nth syzygy of A is ξ -Gprojective.
Note that, as referee informed us, the above result can be obtained in just a few lines. Our
argument is longer, but it shows exactly how one can construct an ξ -Gprojective resolution
of length  n for A.
Remark 4.7. Similar (or rather dual) to the way that we define ξ -Gprojective objects,
one can define ξ -Gorenstein injective (ξ -Ginjective) objects of C . It is easy to see that
GI(ξ), the full subcategory of ξ -Ginjective objects is full, additive, closed under iso-
morphisms, direct summands and Σ-stable, i.e. Σ(GI(ξ)) = GI(ξ). Moreover, there is
an inclusion of categories I(ξ) ⊆ GI(ξ) where I(ξ) denotes the full subcategory of ξ -
injective objects of C . Similarly, ξ -Ginjective dimension can be defined. It is finer than
the ξ -injective dimension and we have equality when the latter one is finite. The proofs in
Sections 3 and 4 dualize perfectly, so all the results in these sections have valid analogs
in terms of ξ -Ginjective objects. In particular, for any non-zero object A of C of finite ξ -
Ginjective dimension, there exists a triangle A → I → L → ΣA, where I is ξ -Ginjective
and ξ -injective dimension of L is one less than ξ -Gorenstein injective dimension of A.
Acknowledgments
The authors thank Professors Edgar Enochs and Apostolos Beligiannis for their valuable
advices and helpful comments, and also thank the referee for his/her useful comments that
improved the paper.
References
[1] M. Auslander, M. Bridger, Stable Module Theory, Mem. Amer. Math. Soc., vol. 94, 1969.
[2] P. Balmer, M. Schlichting, Idempotent completion of triangulated categories, J. Algebra 236 (2) (2001)
819–834.
[3] A.A. Beilinson, J. Bernstein, P. Deligne, Perverse sheaves, in: Analysis and Topology on Singular Spaces, I,
Luminy, 1981, in: Astérisque, vol. 100, 1982, pp. 5–171.
[4] A. Beligiannis, Relative homological algebra and purity in triangulated categories, J. Algebra 227 (1) (2000)
268–361.
[5] A. Beligiannis, The homological theory of contravariantly finite subcategories: Auslander–Buchweitz con-
texts, Gorenstein categories and (co-)stabilization, Comm. Algebra 28 (10) (2000) 4547–4596.
[6] E.E. Enochs, O.M.G. Jenda, Gorenstein injective and flat dimensions, Math. Japan 44 (2) (1996) 261–268.
286 J. Asadollahi, Sh. Salarian / Journal of Algebra 281 (2004) 264–286[7] D. Happel, Triangulated Categories in the Representation Theory of Finite-dimensional Algebras, London
Math. Soc. Lecture Note Ser., vol. 119, Cambridge University Press, Cambridge, UK, 1988.
[8] R. Hartshorne, Residues and Duality, Lecture notes of a seminar on the work of A. Grothendieck, given at
Harvard 1963/64, Lecture Notes in Math., vol. 20, Springer-Verlag, Berlin, 1966.
[9] B. Iversen, Octahedra and braids, Bull. Soc. Math. France 114 (2) (1986) 197–213.
[10] J.P. May, The additivity of traces in triangulated categories, Adv. Math. 163 (1) (2001) 34–73.
[11] H.R. Margolis, Spectra and the Steenrod Algebra, North-Holland Math. Library, vol. 29, North-Holland,
Amsterdam, 1983.
[12] A. Neeman, Triangulated Categories, Ann. Math. Stud., vol. 148, Princeton Univ. Press, Princeton, NJ, 2001.
[13] J.L. Verdier, Catégories dérivées: état 0, in: SGA 4 12 , in: Lecture Notes in Math., vol. 569, Springer-Verlag,
Berlin, 1977, pp. 262–311.
