The accuracy of the results obtained with Finite Element Methods depends on the basis functions employed to approximate the displacement fields. If the beam is very thin, there can be shear locking and the numerical approximation leads to erroneous solutions. In this work, shear locking is analyzed by calculating expressly the curves of the transverse deflection, the cross-section rotation, and the shear strain in different approaches. The influence of the ratio between the shear stiffness and the bending stiffness is explicitly shown when force and moment loads are applied. It is concluded that the locking behavior at nodes is not the decisive factor to assess the quality of the solution. The important point is to analyze the entire curves when the ratio between the stiffnesses is varied. It is verified that the mixed interpolation and the discrete shear gap approaches are superior to the pure displacement and to the field consistency approaches.
Introduction
Shear locking (SL) is a well studied phenomenon in the conventional displacement approach of Finite Element Methods (FEM). The problem is caused by the use of the same interpolation functions for all the generalized displacement fields. When there is SL, the computations cannot reproduce the real behavior of slender structures (Leitão et al., 2007) . Babuska and Suri (1992) provide a quantification of the tendency for finite elements to exhibit SL.
If transverse displacements are coupled with section rotations in Euler-Lagrangian equations and low order interpolations are adopted, then SL occurs (Yunhua, 1998) , which is a significant problem when using FEM (Steiner et al., 2016) . The increase of the degree of interpolation functions can alleviate the locking effects in traditional FEM, but it does not completely eliminate the SL (Garcia et al., 2000; Wong et al., 2018) . The convergence rate of the approximation is not optimal as the number of nodes increases and gives rise to spurious oscillations in the shear forces (Prathap, 1993) .
There are a number of possible ways to circumvent, or at least alleviate SL: (i) reduced/selective integration, (ii) mixed formulations, (iii) method of incompatible modes. More recently, a fourth method has been gaining popularity: the absolute nodal coordinate formulation (Shabana, 1997) , originally proposed to accurately model large deformation and rotation effects in non-incremental type of solutions. It (Wilson et al., 1973; Wilson and Ibrahimbegovic, 1990; Bathe, 1996; de Sá et al., 2002; Sussman and Bathe, 2014) . In comparison to traditional elements that do not rely on incompatible modes, these elements are not prone to SL and pass patch tests (Bazeley et al., 1966) . A disadvantage of elements based on incompatible modes is that they may be unstable in large strain analyses (de Souza Neto et al., 1995; Wriggers and Reese, 1996; Pantuso and Bathe, 1997) . These elements can also be viewed as an special case of the enhanced strain elements. As will become clear in the following sections, the key proposal of this work is the use of a pseudo-shear strain field that can also be interpreted as enhanced strain.
The present work is based on Timoshenko beam theory to represent the kinematics of deformation, which is equivalent to a shear deformable Reddy beam of infinite order (Polizzotto, 2015) . The difference among diverse Timoshenko beam finite elements is in the choice of the interpolation functions used for the transverse deflection and rotation angle, or in the weak form to develop the model (Reddy, 1997) . A reformulation of the classical Timoshenko beam was presented by Kiendl et al. (2018) , resulting in a single differential equation. The isogeometric collocation scheme to solve the problem numerically is completely locking-free and they do not depend on the approximation degrees selected for the unknown fields (Veiga et al., 2012) .
The SL origin in plate and shell elements can be traced back to the incapacity of those elements to accurately fulfill the requirement of null transverse shear strains and simultaneously maintain a minimal number of degrees of freedom to describe other modes of deformation (Zienkiewicz et al., 2013a,b) . It is known that the null transverse shear strains condition is reached asymptotically as the thickness of the element goes to zero (Fox et al., 1993) . The SL appears whenever the only mathematically possible solution is the one where no transverse deformations occur in the plate or shell element. In practice, as the thickness tends to zero, an unrealistic and dramatic increase of the element stiffness is observed.
Given the relevance of SL, alternative interpolation functions and schemes have been devised to hinder it. The most popular schemes derive from the Hu-Washizu principle, and consist in explicitly interpolating the transverse shear field using nodal midpoints on the edges of the element. The CQUAD4 element, initially developed by Macneal (1978) under the name of T1 element, is a good example of this type of scheme. Subsequently, other researchers sharpened and enhanced this element (Hughes and Tezduyar, 1981; Macneal, 1982; Dvorkin and Bathe, 1984) .
Meshfree methods, based on moving least squares approximants, can be found in the literature (Belytschko et al., 1996; Liu et al., 1997) . They have been applied in beam, plate, and shell analysis. Alternative meshfree methods, based on maximum-entropy approximants, have been introduced for the solution of problems in structural mechanics (Arroyo and Ortiz, 2006) .
Other mixed approaches (Soh et al., 1999 (Soh et al., , 2001 ; Nguyen-Xuan, 2017) start from the Timoshenko's beam assumption and then develop plate elements which are free of SL. The SL observed in plates and shells is not addressed in the following sections. However, as an extension to higher dimensions, a curved beam is considered.
In order to analyze SL in one dimension, the curves of the transverse deflection, the cross-section rotation, and the shear strain are obtained within different approaches. Specifically, it is seen how the curves are modified when the ratio between the shear stiffness and the bending stiffness varies. This paper is organized as follows. Initially, the beam equations are reviewed and the concept of pseudo shear strain is presented to differentiate from the conventional shear strain. Then the displacement fields when a cantilever is subjected to external loads (force and moment) are determined in different numerical approaches and they are compared with exact results. Typical features of the stiffness matrices are established and it is seen how the matrix in the PD can be decomposed. The calculations are carried out first with a varying number of nodes and thereafter the conclusions are generalized for increasing number of elements.
Methods
In the first part, the basic equations governing the deformation of beams are reviewed. Then the existence of the matrix inverse is established according to the linear dependence of the functions. At the end, the dimension of the basis to represent the pseudo shear strain is determined.
Review of beam equations
Consider a one-dimensional beam of length subjected to force loads (of density = ) and to moment loads (of density = ). The beam has bending stiffness and shear stiffness , where represents the shear correction factor (a function of the cross-section geometry and of the Poisson ratio). The purpose is to determine the transverse deflection and the cross-section rotation angle of the beam as a function of the coordinate . The boundary conditions are = 0 and = 0 at = 0.
The static solution can be found using the principle of virtual work, which is equivalent to the minimization of the total potential energy
The first integral represents the bending strain energy, the second integral represents the shearing strain energy, and the last two integrals represent the potential energy of the loads. Furthermore, the shear strain is given by
In thin beams is much bigger than ∕ 2 and the minimum occurs when is close to zero. Small ''numerical errors'' in the second integral of Eq. (1) are multiplied by a large number compared to the first integral, resulting in SL (Oesterle et al., 2018) .
In order to obtain a numerical solution (NS), it is assumed that and can be approximated by polynomials. Using a basis  = { } of dimension , the transverse deflection and the rotation angle are written as
==̂(

3)
where the vectors are defined by
Moreover, it is convenient to define
Considering an arbitrary variation̂, the condition for an extremum of in Eq. (1) results in the following linear system = +
where the stiffness matrix is given by
and
Matrix inverse
Instead of the coordinate , the basis functions are commonly written in terms of the dimensionless variable . When there is only one element, the two variables are related by
with −1 ≤ ≤ 1. Hence, the Jacobian becomes
The accuracy of the NS depends on the dimension of the space spanned by the basis. A convenient choice of basis functions is the Lagrange basis  = { ( )} of degree 1 = − 1. The Lagrange polynomials have the property
where is the Kronecker delta and 1 < 2 < ⋯ < are the nodes with 1 = −1, = 1. In this way, the coefficients and in Eq. (3a) are the values at = of and respectively. Moreover, it can be shown that
for all . In particular, if 1 = 2 = ⋯ = = (a constant) it follows that ( ) = , i.e. a uniform translation results if each node is displaced by the same amount.
Lemma 1. Let  = { ( )} be a set of functions and define
The matrix has an inverse if, and only if, the set  is linearly independent.
Proof. Consider the linear combination 1 1 ( ) + 2 2 ( ) + ⋯ + ( ) = 0 (10)
Multiplying Eq. (10) by 1 ( ) and integrating in the interval [−1, 1], it follows that 1 11 + 2 12 + ⋯ + 1 = 0 Repeating this procedure with 2 ( ), ⋯, ( ), a system of linear homogeneous equations is obtained, which can be put in matrix form 
has an inverse.
Pseudo shear strain
The pseudo shear strain * is defined in the Lagrange basis  1 = { * ( )} as follows (Bathe, 1996) 
Remark that the sum in Eq. (13b) starts at = 2 because according to the boundary conditions 1 = 0 and 1 = 0.
It will now be shown why the dimension of the Lagrange basis used to expand the shear strain in Eq. (13a), can neither be greater nor lower than 1 .
Lemma 2. Let  = { ( )} be a Lagrange basis for polynomials of degree − 1. Consider a polynomial ( ) defined by
where ( ) is an arbitrary polynomial. If the degree of ( ) is lower than , then ( ) = ( ), otherwise the polynomials are different.
Proof. Since the polynomial ( ) is a linear combination of ( ), it follows that the degree of ( ) cannot be greater than −1. Thus, when the degree of ( ) is greater than or equal to , the polynomials ( ) and ( ) are different. Now consider the case when the degree of ( ) is lower than . Since the Lagrange polynomials have the property ( ) = , from Eq. (15) it follows that ( ) = ( ) for = 1, 2, … , . Because the polynomials ( ) and ( ) are equal at points and their degree is lower than , they must be identical. □
The degree of the polynomials ( ) in the Lagrange basis  is equal to 1 , and so the degree of d ∕d is 1 −1. Moreover, the degree of * ( ) in the Lagrange basis  1 is equal to 1 −1. From Eq. (14b) and Lemma 2, it follows that ( ) = d ∕d and ( ) ≠ ( ). In particular, the set { 1 , 2 , … , 1 } coincides with the set  1 and so the matrix defined by
is equal to the matrix (Eq. (12b)).
Lemma 3. If the dimension + of the Lagrange basis  + is greater than 1 , then the pseudo shear strain * becomes identical to the shear strain in the pure displacement approach.
Proof. If  1 is replaced by  , then ( ) = d ∕d and ( ) = ( ) because the degree of the new Lagrange basis is − 1 = 1 , which is greater than the degree of d ∕d and equal to the degree of ( ). Thus, using Eq. (14a) * =
In general, this result holds if  1 is replaced by  + for any + > 1 . □ Therefore, when the number of tie points is greater than 1 , the functions used to evaluate the matrix integral representing the shear strain energy are the same functions as in the PD.
Lemma 4. If the dimension − of the basis 
− is lower than 1 , then the matrix becomes singular.
Proof. If  1 is replaced by  2 with 2 = 1 − 1, then the degree of the polynomials ( ) will be 2 − 1 = 1 − 2. Hence, the set { 1 , 2 , … , 1 } is not LI and now the matrix of dimension 1 × 1 defined in Eq. (16), does not have an inverse (Lemma 1). In general, will not have an inverse if  1 is replaced by  − for any − < 1 , i.e. when the number of tie points is less than 1 . □ Since the matrix becomes singular when − < 1 , zero energy modes appear. Finally, from Lemmas 3 and 4 it is concluded that Theorem 1.
The only way to obtain a feasible pseudo shear strain representation is to use 1 tie points * and a basis  1 = { * ( )} for polynomials of degree 1 − 1.
In the reduced integration approach, using less points in the numerical integration is equivalent to decrease the degree of the polynomials being integrated. The effect is similar to change the basis from  to  1 , where the degree of the polynomials decreases. Hence, the reduction in the integration order should be two, because the integrand is the product of two polynomials and the degree of each polynomial decreases by one.
Results
In order to analyze SL, a few basic results are reviewed and it is seen how SL manifests. In particular, the outcomes are discussed in terms of the dimensionless parameter which measures the relative importance of the shear energy and of the bending energy. The calculations are carried out first with polynomials of degree one and then with polynomials of degree three. As an extension to higher dimensions, a curved beam with cubic interpolation of the displacements is considered. Distinctive features of the matrices in the PD and in the MI are established, and finally the results are generalized for an arbitrary number of elements.
Exact solution
The simplest example is a cantilever loaded with a force and with a moment (Fig. 1) . In order to simplify the notation, the equations will be written using the dimensionless variable =
When the loads are at the point = , the ES of the problem is • transverse deflection
In general, the functions ( ) and ( ) are continuous at = , but ( ) is discontinuous if ≠ 0. Furthermore, the derivatives d ∕d and d ∕d are discontinuous if ≠ 0 and ≠ 0 respectively. The ES is not an analytic function if ≠ 1 and the numerical approximation cannot give the ES with basis functions (polynomials) of any degree. Hence, the loads at = 1∕2 and at = 1∕3 are suitable to test the different NS.
The average values of and in the interval 0 < < 1 are for = 1
In particular, the limit of ⟨ ⟩ when the shear rigidity becomes very small
and when the shear rigidity becomes very large ≫ ∕ 2 is
The second case is the one of interest, because in thin beams ≲ 1, ≲ ∕2, and ≫ ∕ 2 .
Two nodes analysis (tip load only)
In this section, the outcomes of the numerical approaches are given for the PD and for the MI when the basis is linear. In particular, it is seen how the shear energy changes between the two approaches.
Pure displacement
The Timoshenko beam finite element with linear interpolation of and is the simplest element. As remarked previously 1 = 0, 1 = 0, and so these components can be dropped from the vector̂in Eq. (3a). In order to simplify the equations further, , , and̂are replaced by
where 2 = (1+ )∕2 = is a Lagrange polynomial of degree one. Moreover, the following dimensionless physical parameter is introduced
which can be linked to the parameter = 1∕4 of Reddy (1997) or to the parameter = 3∕ of Friedman and Kosmatka (1993) . If the loads are applied at the tip, then
and after a few algebraic manipulations Eq. (4) becomes
Solving for 1 and 2
where, in general, is defined by
Noting that 2 ∕4 = 1∕ , the curves calculated within the numerical approximation are
Furthermore,
Thus the averages are
On the one hand, for ≪ ∕ 2 i.e. → 0 and 3 → 1
which is of the same order of magnitude as in Eqs. (19) and (19a). On the other hand, for ≫ ∕ 2 i.e. ≫ 1 and 3 ≈ ∕3
which is much smaller than Eqs. (19) and (19b) by a factor of . The approximation is poor and this phenomenon is known as SL. The locking is due to the inconsistency of the interpolations used for and , since a state of constant shear strain cannot be obtained if d ∕d is a polynomial of degree zero and is a polynomial of degree one (see Eq. (26)).
Mixed interpolation
To overcome locking, equal interpolations for both and may be used, but a lower-order polynomial of degree 1 − 1 = 0 is used for the shear strain (Section 2.3). Specifically, is substituted by the pseudo shear strain * = * ̂( 28a)
and 1 * = 1. Moreover, the stiffness matrix in Eq. (4a) is replaced by
and Eq. (22) is replaced by
Solving for 1 and 2 1 = 2 2 = + 2 2 + 2 2 2 = 2 = + 2 2 (31)
Using 2 = 2 = , the curves calculated within the numerical approximation are
and the averages are
The functions in Eq. (32) are different from Eqs. (18a) and (18b) which is identical to the ES in Eq. (18c). In particular, the ES is a constant and so the polynomial 1 * of degree zero is sufficient to fit the solution. On the other hand,
Note that * is different from except at = 1∕2, the point at which it is tied.
Energy
It is interesting to compare the energy in the PD and in the MI. On the one hand, substituting = 2 2 and = 2 2 in Eq. (1), the potential energy becomes
On the other hand, substituting = 2 2 , = 2 2 , and * = 1 * 1 * in Eq.
(1), the potential energy becomes
Putting 2 = 2 and 2 = 2 = 0 , the difference between and is
The bending energy remains the same but the shear energy decreases, so that a new equilibrium is found where shearing becomes less relevant.
In thin beams the shear strain energy is much bigger than the bending energy (Eq. (35a)) and the minimization forces both 2 , 2 to be very small, giving rise to SL in the PD. But in the MI a polynomial of degree zero is used to determine the shear strain, which is the same degree as the ES. Additionally, there is one degree of freedom to minimize the bending energy.
Although the NS is substantially improved in the MI, an accurate answer cannot be obtained with polynomials of degree one. Henceforth, the computations with linear basis functions will no longer be considered.
Cubic polynomials
A number of different approaches using polynomials of degree three as basis functions, can be employed to solve the problem. The difference is how the shear strain is calculated. With the purpose of comparing the approaches, the expansion coefficients and the curves are obtained for each one. Moreover, the concept of function locking (FL) is introduced, which will be used in the analysis.
Pure displacement
In order to have polynomials of degree three, the Lagrange basis  4 = { } with nodes at 1 = −1, 2 = − 1 3 , 3 = 1 3 , and 4 = 1 is considered. The results of the calculations for three different cases, which include an applied force and an applied moment, are given below. must be 1 = 4 − 1 = 3 (Theorem 1), the three tie points are chosen at 1 * = − 2 3 , 2 * = 0, and 3 * = 2 3 . 1d Tip load = 1
The coefficients are equal to in Eq. (36) and, as before, the curves , coincide with the ES. Furthermore, * is a linear combination of and substituting * in * = 1 * 1 * + 2 * 2 * + 3 * 3 *
reproduces Eq. (18c) when = 1. Hence, * = not only at the tie points but in the whole interval −1 ≤ ≤ 1.
Note that if the tie points are replaced by the usual Gauss points G1 * = − √ 3 5 , G2 * = 0, and G3 * = √ 3 5 , then the same curves are obtained.
2d Center load = 1∕2
The calculated expansion coefficients are (
If the tie points are the Gauss points G1 * , G2 * , G3 * , then G * = * (Eq. (40b)) but the other curves are slightly different
A calculation reveals that the deviation of G to the exact transverse deflection curve is smaller than the deviation of . But the deviation of G to the exact rotation angle curve is bigger than the deviation of . 
Finally, if the tie points are the Gauss points G1 * , G2 * , G3 * , then G * = * (Eq. (42b)) but the other curves are slightly different )( 1 2
A calculation reveals that the deviations of G and G to the exact curves are smaller than the deviations of and . Indeed, the Gauss points (actually called Barlow points) usually provide the best accuracy when computing the strain (Carrera et al., 2017) .
Field consistency
An approach based on a two-node Timoshenko beam was developed by Friedman and Kosmatka (1993) . The method is equivalent to the field consistency (FC) approach introduced later by Yunhua (1998) . It uses four cubic basis functions ℎ to expand the transverse deflection , which is the same degree of the ES when the cantilever is loaded at the tip. Furthermore, it uses four quadratic basis functions ℎ to expand the rotation angle , which also coincides with the degree of the ES.
Specifically, the displacement fields are given by
where the factors ∕2 and 2∕ have been introduced in order to make ℎ 3 , ℎ 4 and ℎ 1 , ℎ 2 dimensionless. Using the variable instead of and replacing → 3∕ , the basis functions read
In the limit → ∞ the functions become the Hermite cubics. Furthermore,
At the borders = ±1 the basis functions do not depend on .
But inside the open interval −1 < < 1 the basis functions depend on the parameter which incorporates element material properties. Moreover, the functions contain the denominator 3 which also appears in the PD when two nodes are considered (Section 3.2.1).
The boundary conditions at = −1 are = 1 = 0 and = 1 = 0. As before, three loads are considered. Bletzinger et al. (2000) introduced the discrete shear gap (DSG) approach, which results in locking free finite elements. The pseudo shear strain is given by * =
Discrete shear gap
The shear gap at node represents the difference between the actual displacement − 1 and the displacement resulting from pure bending (Wong and Sugianto, 2017) .
1f Tip load = 1
The calculated expansion coefficients are identical to (Eq. (36)) and the curves coincide again with the ES.
2f Center load = 1∕2
The calculated expansion coefficients are 
3.3.5. Analysis Tip load. In cases 1c, 1d, 1e, and 1f , the NS always coincides with the ES. The key point is that the basis functions are polynomials of degree three, which is the same degree of the ES for . Any basis of degree three gives invariably the same result, i.e. the specific choice of the basis functions is not relevant. Furthermore, the basis functions for are polynomials of degree two or three, which is equal to or greater than the degree of the ES. Finally, the shear strain is a polynomial of degree zero and, for example in the case of the MI, a basis of degree two as { 1 * , 2 * , 3 * } is sufficient to match the ES.
Coefficients. The coefficients ( = , , , ) are linear combinations of ∕ , 2 ∕ , and 2 ∕ = 4 ∕ . Since a pure moment cannot generate a shear strain and the shear modulus is associated with the shear strain, ∕ = 4 ∕ shall never appear (see however Eq. (23) in the limit ≫ 1, where linear basis functions have been used).
In the MI ( = ), in the FC ( = ), and in the DSG ( = ) the coefficients do not depend on 35 . Furthermore, in the PD the coefficients 3 = 2 4 ∕ (the transverse deflection at the tip) and 6 = 4 (the rotation angle at the tip) do not depend on 35 . In general, using polynomials of degree three or higher, the transverse deflection and the rotation angle at the tip never depend on 35 (there is no SL at the borders of an element). But, for example in Eq. (37a), the number multiplying 2 ∕ in 4 = 2 (the rotation angle at = ∕3) changes from ( 7 2 + 1 3 ) 1 36 = 23 216 to 7 2 1 36 = 7 72 as 35 varies between 1 and ∞.
Curves. The exact shear strain is independent of the moment . However, ∕ appears in the shear strain of the PD (Eq. (38b)) and of the FC (Eqs. (46b) and (47b)). Although the moment also appears in the shear strain of the MI (Eq. (42b) ) and of the DSG (Eq. (50b) ), it never appears in * which is the meaningful shear strain.
The polynomials in the square brackets of Eqs. to 0. Furthermore, the polynomials in the square brackets of the curves and vanish at the points = 0 and = 1. There is no SL at the borders of the element because the curves at these points do not depend on 35 . However, when ∈ (0, 1) the functions representing the transverse deflection and the rotation angle do depend on 35 i.e. on . Hence, there is an ''internal'' SL and herein this phenomenon will be designated as FL.
The FL is also observed in the FC: case 2e (Eq. (46b)) if ≠ 0 and case 3e (Eq. (47b)) if ≠ 0 or ≠ 0. Although 1 and 2 are independent of 35 (Eqs. (46a) and (47a)), what matters physically are the ''final'' curves and not the ''intermediate'' expansion coefficients.
It is remarkable that the FC is ''more sensitive'' to the moment than to the force (case 2e). Note that the effective shear force and bending moment are calculated with the integrals
and then the transverse deflection and rotation angle are determined by solving the Euler-Lagrange equations
In the FC the curves and are approximated by polynomials of degree three and two respectively. Hence, the left side of Eq. (52a) is a polynomial of degree two and the left side of Eq. (52b) is a polynomial of degree one. There are less degrees of freedom to fit than to fit . In this way, the phenomenon of FL which is associated with low order interpolation, manifests stronger in Eq. (51b) (where both and contribute) than in Eq. (51a) (where only contributes).
There is no FL in the MI (Eqs. (40b) and (42b)) and in the DSG (Eqs. (49b) and (50b)). Observe that in the MI * = for = 1 6 , = 1 2 , = 5 6 (the tie points) and in the DSG * = for = 1
. This suggests that the DSG is equivalent to the MI with tie points at ′ 1 * = − √ 5 3 , ′ 2 * = 0, and ′ 3 * = √ 5 3 . Indeed, the stiffness matrix in the DSG is equal to the stiffness matrix which would be obtained in the MI with ′ 1 * , ′ 2 * , and ′ 3 * as tie points. Graphical comparison. The curves of case 2c (Eq. (37b) ) and of case 2d (Eq. (40b) ) are shown in Figs. 2-4 . The NS depends on 35 only if ≠ 0, but in case 3c (not shown in the figures) the NS also depends on
When is small (e.g. = 0.1) the curves become virtually identical ( ≈ and ≈ ≈ * ) or at least more similar ( ∼ ). However, for large values of (e.g. = 10) differences become evident.
The best fitting of the rotation angle in Fig. 3 is the red curve , which corresponds to the MI. But the differences between the exact shear strain and the calculated = d ∕d − (see Fig. 4( ) ) are bigger for the red curve than for the blue curve . Hence, improving the calculation of in the MI worsens .
Observe that * is closer than to the exact shear strain. The calculated * is the best approximation which can be achieved for the shear strain with polynomials up to the second degree. It gives always the same outcome (independent of ) and so * represents the meaningful shear strain.
Comparing Fig. 3( ) and ( ), it can be seen that only the blue curve depends on the parameter . This happens because in Eq. (37b) the function multiplying 2 ∕4 contains a term inversely proportional to 35 , which does not appear in Eq. (40b). A similar conclusion can be drawn for , but here the ratio between 3 ∕4 and ∕ = 3 ∕4 also depends on . However, if the functions multiplying 3 ∕ and ∕ are considered separately, the shape of the curves varies in the PD but not in the MI. A similar conclusion can be drawn for the FC and for the DSG, where the shape of the curves varies in the FC but not in the DSG.
Curved beam
In order to analyze FL in higher dimensions, a two-dimensional curved beam is considered (Fig. 5 ). In this case, the horizontal displacement and the vertical displacement must be calculated in order to obtain the normal strains = = and the shear strain
Using the same Lagrange basis  4 = { } as in Section 3.3.1, the displacements can be written as
where 2 = 15 • , 3 = 30 • , and 4 = 45 • . The coordinate ∈ [−1, 1] is tangent to the neutral axis of the beam and the coordinate ∈ [−1, 1] is in the radial (orthogonal) direction. The purpose of the calculation is to determine the coefficients of the expansion , , ( = 2, 3, 4) and the details can be found e.g. in Bathe (1996) . In particular, in order to mimic the analytic results of the previous sections, the element was divided in a 15 × 15 mesh of quadrilaterals. Each one was integrated using a 4 × 4 Gaussian quadrature, i.e. the calculations avoid the reduced integration. The is applied and in ( ) only a moment is applied. The black curve is the ES, the blue curve corresponds to the solution obtained with the PD (case 2c), and the red curve corresponds to the solution obtained with the MI (case 2d). In ( ) and ( ) the red curve overshadows the blue curve. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.) relevant parameters employed in the numerical calculations are the Poisson ratio = 0.3 and the shear correction factor = 5∕6 which corresponds to a rectangular cross section.
In the one-dimensional beam, when there is FL, the ratios 1 ∕ 1 , 2 ∕ 2 , 4 ∕ 4 , and 5 ∕ 5 between the coefficient in the PD approach (Eqs. (37a), (38a)) and the coefficient in the MI approach (Eqs. (40a), (42a)) depend on the thickness, especially as the beam becomes thin. Note that in all cases 3 ∕ 3 = 6 ∕ 6 = 1, which means that the ratio of the coefficients determining the deformation at the tip cannot be used to conclude if there is FL. Furthermore, if the NS coincides with the ES (as in cases 1c and 1d) , all ratios are equal to one because both approaches give the same outcome. Finally, FL appears whenever the coefficients contain the term 1∕ . This will be the case in Eq. (37a) if ≠ 0 and the case in Eq. (38a) if ≠ 0 or ≠ 0. Hence, FL is more sensitive to force loads than to moment loads. Figs. 6-9 show the ratios between the calculated coefficients for the curved beam. The thickness varies from 0.001 to 0.5 , where represents the beam radius. In Figs. 6 and 7 , the moment and the force, respectively, are applied at the tip and it is the two-dimensional analogous of cases 1c, 1d. In Figs. 8 and 9 , the moment and the force, respectively, are applied at the center and it is the two-dimensional analogous of cases 2c, 2d.
In general, the blue curve in Figs. 6-9 (associated with the displacements at the tip) has the closest value to one. However, for < 10 −2 locking also becomes evident at the tip, showing that in the twodimensional case locking is more severe (there can be SL and membrane locking). Furthermore, the red curve (associated with the second node located at 2 = 15 • ) always displays the strongest decrease at ∼ 10 −3 . It is important to highlight that in Fig. 9 the ratios depend on the thickness even at moderate values ∼ 10 −1 . Comparing Fig. 8 with Fig. 9 , it can be concluded that FL is more sensitive to force than to moment loads, as pointed previously in the one-dimensional case.
In summary, when the thickness becomes large, the calculations performed within the PD approach and within the MI approach give similar results. However, when the beam becomes thin, the coefficients calculated within the PD approach are smaller, giving rise to FL. In this case, the second node shows the most significant reduction of the displacements.
Necessary and sufficient conditions
Assuming a general structure for the stiffness matrices, it will now be analyzed under what conditions a solution of the form found in the PD and of the form found in the MI can be obtained. Strikingly, the PD contains the MI as a special case.
Mixed interpolation. In general, using a basis  of degree 1 , the linear system to be solved can be written as (see Section 2.3 and Eq. (30) for an example) 
The vectors in Eq. (55) are of dimension 1 , because the components 1 and 1 are equal to zero and have been eliminated from the problem. Also, the matrices and m are symmetric. Fig. 6 . Curved beam with a moment 1 applied at the tip (see Fig. 5 ). The ratios of the coefficients ( ) , ( ) , ( ) in the PD approach and in the MI approach are given as function of the logarithm of the element slenderness ∕ . The red, green, and blue lines correspond to = 2, = 3, and = 4, respectively. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
The question to be answered is whether the general solution̂has the form proposed in Eq. (54b) for arbitrary inputs , , and . From Eq. (55) it follows that
Eq. (56c) must be valid for any 2 because and in Eq. 
showing that Eq. (57) is not only necessary but also sufficient. By performing explicit calculations of , m , and m up to 1 = 30, it has been verified that the matrices in the MI satisfy Eq. (57). J.A. Baier-Saip et al. Fig. 7 . It is similar to Fig. 6 but with a force 1 applied at the tip (see Fig. 5 ).
Furthermore, the stiffness matrix in the DSG also has the form displayed in Eq. (54a) and the Eq. (57) is satisfied again. Finally, the matrix in the FC is
which is different from Eq. (54a) because of the division by 3 . However, the inverse matrix is
and so the general solution coincides with Eq. (54b). In summary, the coefficients in the MI, in the DSG, and in the FC do not show locking.
Pure displacement. The linear system to be solved is identical to Eq.
Note that the matrix in the upper left corner is the same as in the lower right corner, because the first functions in the vector − are equal to the last functions in the vector (see Eqs. (3a) and (3b)). Furthermore, since the lower right corner is calculated with the same basis functions in the PD and in the MI, the matrix in Eq. (54a) is equal to the matrix in Eq. (60a). However, p ≠ m and p ≠ m because, as shown in Section 2.3, ( ) = d ∕d and ( ) ≠ ( ). Fig. 9 . It is similar to Fig. 6 but with a force 0 applied at the center (see Fig. 5 ). and simplifying
It was shown in Section 2.2 that the inverse of always exists, but it can be verified that p and p do not have an inverse except for 1 = 1. 
According to Eq. (62a), 2 must be an eigenvector of the matrix with eigenvalue −1 . If p = p −1 p , then = , 2 = , and 1 = , i.e. the solution becomes identical to the MI given previously.
From Eq. (61f) it follows that 2 = − 2 (63a) Values of and vectors 1 , 2 , 3 for the firsts 1 .
=
( 1 ) According to Eq. (63b) the vector is arbitrary because and are arbitrary. Thus, it is necessary that
By performing explicit calculations of up to 1 = 30, it has been verified that the matrix indeed satisfies Eq. (66).
The inverse matrix −1 and the matrix are relevant for the determination of 2 , 2 , and subsequent calculations of 1 , , 1 . In particular, the matrix can be decomposed in the form (68) unchanged, i.e. there is one degree of freedom in the determination of 1 and 2 . The arbitrary constant has been chosen so that the last component of 1 is equal to one.
The result of 2 = −1
is a vector parallel to 2 . Additionally, Eq. (62a) implies that the vector 2 must be parallel to 2 . If ⟂ represents a vector perpendicular to 1 , then ⟂ = , i.e. ⟂ belongs to the kernel of . Since the dimension of 1 is 1 , the number of LI vectors perpendicular to 1 is 1 − 1. Thus the dimension of the kernel is 1 − 1 and for 1 > 1 the matrix has no inverse. This is consistent with the fact that the last component of 2 vanishes and so the last line of is equal to zero. Moreover, the last component of 2 also vanishes because it is parallel to the vector 2 . Hence, the rotation angle does not shear lock at = if 1 > 1, i.e. if the element has more than two nodes. In this case, is approximated by a polynomial of degree two or larger. In the specific case of 1 = 1, it has been explicitly shown in Eq. (23) that 2 locks (the ''last line'' of the matrix = 1 3 2 1 = ( 1 3 ) is different from zero).
It is also interesting to investigate the properties of 1 , because this vector is related to the locking of in the same way as 2 is related to the locking of . From Eqs. (61c) and (64)
It can be verified that the matrix can be decomposed in the following form (see Table 1 
and for 1 > 1 1 3 = 0 (71)
Hence, 2 coincides with the null matrix. The vector 1 = 3 ( 1 )∕ 2 is parallel to 3 . One important point is that the last component of 3 is equal to zero for 1 > 2 and so the last component of 1 is zero. Hence, the transverse deflection does not shear lock at = if 1 > 2, i.e. if the element has more than three nodes. In this case, is approximated by a polynomial of degree three or larger.
Generalizations to multiple elements
First, general aspects of the NS are discussed for increasing number of elements. Then the decomposition of the matrices D and E of the PD is taken into account and, in particular, it will be analyzed when locking occurs.
Consider the instance where the beam is divided into e = 2 elements. If the calculations corresponding to the tip load ( Fig. 1( ) ) are performed using third order polynomials (i.e. = 4 nodes per element), then the NS coincides with the ES. The same result is also found for the center load ( Fig. 1( ) ). In particular, FL is suppressed in the PD. The key point is that one set of polynomials of degree three is sufficient to match the ES in the interval 0 < < ∕2, and another set of polynomials of degree three is sufficient to match the ES in the interval ∕2 < < . However, in the off-center load (Fig. 1( ) ) the ES is not an analytic function at = ∕3. The NS coincides with the ES in the interval ∕2 < < , but they are different in the interval 0 < < ∕2.
The analysis can be extended to a higher number of elements. For example, with e = 3 elements and considering the tip load, the NS coincides with the ES. However, in the center load the ES is not an analytic function at = ∕2, and the NS does not coincide with the ES in the interval ∕3 < < 2 ∕3. But even so, in the intervals 0 < < ∕3 and 2 ∕3 < < the NS coincides with the ES. Finally, in the off-center load the NS coincides with the ES in the entire interval 0 < < .
The results of Section 3.5 remain valid if 1 is substituted by e 1 (the dimension of the vectors and of the matrices increases by the factor e ). Moreover, Eqs. (67) 
Note that the first three components of 11 , 21 , and 31 are equal to the components of 1 , 2 , and 3 in Table 1 ( ), respectively. It can be observed that there is a pattern between the 1 vectors and also a pattern between the 2 vectors. In general, the components of 1 different from zero coincide with the coefficients of 1 − in the binomial expansion of ( − ) 1 1 ! ! ( 1 − )! (−1) 1 − However, in 11 the first component ( = 0) should be equal to −1, but it is missing. This happens because the components 1 and 1 have been dropped out from thêvector. Hence, two components are removed from the force-moment vector, as well as two lines and two columns are removed from the stiffness matrix. The dimension of the original matrices , p , and p decreases by one, and this is the missing component in the vectors 1 and 2 . In order to recover the ''full pattern'', the calculations could be repeated without removing the first line and the first column of the original matrices , p , and p . Nevertheless, the matrix becomes singular (see Section 2.2) and the matrix does not exist. Another interesting point is that the 3rd, 6th, and 9th components of the vectors 2 and 3 are zero. Then there are only zeros in the 3rd, 6th, and 9th lines of the matrices and . Hence, the corresponding components of the 2 and of the 1 vectors are zero, which means that and do not shear lock at the boundary between the elements. In general, does not shear lock at the boundary if 1 > 1, i.e. with polynomials of degree two or larger. Also, does not shear lock at the boundary if 1 > 2, i.e. with polynomials of degree three or larger. On the other hand, in the internal nodes there can be SL.
Conjectures. Some results in the previous sections have been stated but no proof has been given. They include:
• The formula for (Eq. (60c)).
• The decomposition of the matrices and (Eqs. (72a) and (72b)).
These results have been established by performing explicit calculations with 1 up to 30 and with e up to 5.
Conclusions
The shape of the curves representing the transverse deflection and the rotation angle in the PD and in the FC depend on the value of = 2 ∕4 , which represents the ratio between the strain and the bending energies. The FL is characterized by the presence of the denominator = 1 + ∕ in the curves. Locking effects can be detected by analyzing the curves, but they are not evident if only the borders of the elements are studied.
In the PD, the coefficients depend on but the basis functions are independent of . In the FC, the coefficients are independent of but the basis functions depend on . The locking is transferred from the coefficients in the PD to the basis functions in the FC. Neither the PD (when > 3 nodes) nor the FC exhibit SL at the borders of the element.
Combining the coefficients and basis functions results in FL both in the PD and in the FC. In particular, FL is observed in case 2e (center load) if ≠ 0 and in case 3e (off-center load) if ≠ 0 or ≠ 0. Thus, the FC shows a better performance with force loads than with moment loads.
The DSG is equivalent to the MI but with different tie points, and no one shows FL. When * ≠ the virtual shear strain gives a better approach to the exact shear strain. The outcomes with the MI are better than with the PD, because using * in place of lowers the shear strain energy and locking becomes less relevant. Furthermore, the degree of the polynomial * decreases by one, and there are more degrees of freedom to match the -and the -curves.
The necessary and sufficient condition that the matrices must fulfill in order to have the proposed solution in the MI (Eq. (54b)) and in the PD (Eq. (60b)), have been obtained (Eqs. (57) and (66) respectively). In both cases, the condition depends solely on the matrix associated with the shear strain energy. In particular, it has been confirmed that locking is never observed at the borders of the elements when the polynomial degree of is at least three and when the polynomial degree of is at least two.
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