Abstract. In this paper, a nonlinear third-order impulsive dynamic system with boundary value conditions is studied on time scales. Some sufficient conditions for the existence of solutions are obtained by using Schauder's fixed point theorem.
Introduction
In recent years, much work has been done on the existence and uniqueness of solutions to boundary value problems for differential equations (see [12, 14, 21, 25] ). Some theory and methods of nonlinear functional analysis, for example, the upper and lower solutions method and monotone iterative technique, fixed point theorem, the continuation method of topological degree, variational method and critical point theory, have been applied to those problems. At the same time, boundary value problems for impulsive differential equations and impulsive difference equations have received much attention [3-7, 9, 10, 15-19, 23] due to the potential applications in many fields such as physics, biology, engineering. Most boundary value problems for impulsive differential equations studied and used can be classified as either continuous or discrete. In order to unify the study of differential and difference equations, the theory of time scales was first introduced by Stefan Hilger [11] in 1990. Since then the theory of dynamic equations on time scales has become a new important branch (see, for example, [1, 2, 8, 20, 22, 24, 26] ). In fact, both continuous and discrete systems are very important in implementing applications. Therefore, it is meaningful to study dynamic systems on time scales which can unify differential and difference systems.
In this paper, we will study the existence of solutions for the following boundary value problem for the nonlinear third-order impulsive dynamic system on time scales: where λ ∈ R, λ = 1, Ω = {t 1 ,t 2 ,... ,t m } , and
Throughout this paper, we assume that:
is continuous and the functions
In order to define the solutions of system (1.1), we introduce and denote the Ba-
with the norm u 0 = sup
, where · is the usual Euclidean norm.
In a similar fashion to the above, we define
with the norm u 1 = max{ u 0 , u Δ 0 } , and
are Banach spaces with the norm u 1 , u 2 , respectively.
Our purpose of this paper is by employing Schauder's fixed point theorem to obtain some sufficient conditions for the existence of solutions of system (1.1) on time scales.
The organization of this paper is as follows. In Section 2 , we introduce some notations and definitions and state some preliminary results needed in later sections. In Section 3 , We establish our main results for the existence of solutions of system (1.1). In Section 4 , an example is given to illustrate that our results are feasible and more general.
Preliminaries
In this section, we shall recall some definitions and lemmas which are used in what follows. 
T and so on, we will denote time scale intervals
where a, b ∈ T with a < ρ(b).
The function f : T → R is called rd-continuous provided that it is continuous at each right-dense point and has a left-sided limit at each point, write f ∈ C rd (T) = C rd (T, R).
, is the number (provided it exists) with the property that given any ε > 0 , there is a neighborhood U ⊂ T of t such that
LEMMA 2.1. (see [1] ) Assume that f , g : T → R are differentiable at t ∈ T k , α, β be two constants, we have:
Consider the following impulsive BV P on time scales:
where λ ∈ R and λ = 1.
If h(t) ∈ PC([0, T ] T , R n ), then u is the unique solution of the BV P(2.1) if and only if
where for 0 s t σ 3 (T ),
and for 0 t < s σ (T ),
Proof. Assume that u(t) is a solution of (2.1), then by integrating
step by step from 0 to t , we have
Similarly, we integrate u Δ 2 (t) and u Δ (t), t = t k , (k = 1, 2,...,m) from 0 to t step by step to get
and
And substituting (2.5) into (2.4) to get
..,m), (2.7) and (2.8), so we have from (2.6) that
Then we substitute (2.7), (2.8) and (2.9) into (2.6) to obtain
(t) h(s)Δs
The proof of this lemma is complete. 2
Recall that a mapping between Banach Spaces is compact if it is continuous and carries bounded sets into relatively compact sets.
We now introduce a mapping Φ : s) are defined the same as those in Lemma 2.3.
Proof. From (2.10) we know that
Then the continuality of f , I k , J k and L k imply that Φ is a continuous map. On the other hand, for any bounded subset
. By (2.12), we also hava that {(Φu) Δ 2 (t) : u(t) ∈ A} is bounded. It follows from Lemma 2.4 in [24] that Φ is a compact map. The proof of this lemma is complete. 2 From Lemma 2.3 , we can easily derive the following lemma.
THEOREM 2.1. (Schauder's Fixed Point Theorem). Let E be a Banach space, C ⊂ E be a nonempty bounded closed convex subset and T : C → C be a continuous compact mapping. Then T has a fixed point in C .

Main results
In this section we state and prove our main result. For convenience, we introduce the following notations:
where
Proof. By Lemma 2.4 it is sufficient to show that Φ has at least one fixed point in
By (H 3 ) we can choose a positive number N such that
Similarly, there exist positive constants E k , F k and H k , (k = 1, 2, ···, m) such that
Then, by (2.10), (3.1), and (3.7)-(3.10), we have
Similarly, differentiating both sides of (2.10), we can easily get
are two constants. Consequently, by (3.11)-(3.13) we have (Φu)(t) 2 = max{ (Φu)(t) 0 , (Φu)
Examples
In this section, we give an example to demonstrate the efficiencies of our result. It follows from Theorem 3.1 that the system (4.1) has at least a solution.
