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BOOTSTRAPPING COINTEGRATION TESTS 
UNDER STRUCTURAL CO-BREAKS: A ROBUST EXTENDED ECM TEST. 
MIGUEL A. ARRANZ AND ALVARO ESCRIBANO 
ABSTRACT. The aim of the papel' is the analysis of ECM bootstrap cointegration tests under 
strllctura! breaks. Classical ECM tests depend on some nuisance parameters, which is an undesirable 
fcature for empirical applications. This problem is overcome by llsin~ tlw bootstrap ECl'vI test, which 
shows good size and power properties when there are no breab. In this papel' we study the small 
sample properties of alternative bootstrap ECM tests und()!' differ<~nt cobreaking situations. ECM 
test statistics are made robust to partial cobreaking by using extended error correctiou models or 
by imposing a common factor restriction. 
1. INTRODUCTION 
Coilltc¡!.;ration tests are affected by nuisance paralllcters C:Olllillg fmm havinp; structural breaks 
in the series, fmm the timing of the break, and also frolll tlw size of the break. (see for example 
Kremcrs (~t aL, 1992, Campos et aL, 1996). Howevel', it is COllunon to make tlw assumption that 
the strnctural breaks affect both series so that the short-rnu l'elationship is uot affected by any of 
the breaks, showing full cobreaking, as exposed in Clcmeuts aud Heudry (1999). 
Arrallz aud Escribano (2000a) study the small sample effeets that structural bl'(~aks have on coin-
tegration tests based on single equation error correction models (ECM cointegration test) under 
differcllt lcvels of cobreaking. They provide further evÍ<kuc(~ that critical valllcs of the test de-
pended ou the size of the jump and the contemporancolls corl'clatiou in the short-nm conditional 
relatiouship even under simultaneous co-breakillg, aud that thosc dependeucies iucl'ease when there 
is ollly partial co-breaking. They found that the ECM test is lllade mbust to SOllW standard breaks 
by USillg extended error correction models. 
COlllpnting intensive methods, such as the bootstrapl, basecl ou extended error c:orrection models, 
could therefore provide good small sample properties for ECM tests. The bootstl'ap technique has 
beell traditionally considered in iid situations, but it can also be applied to time series (see Li and 
Maddala. 1996, Kiviet, 1984, Berkowitz alld Kiliau, 1996, Giersbergen and Kiviet, 1996, Buhlmanll, 
Dat/:: TlJis draft: July 25, 2000. 
Key !lI()7'ds a:nd phmses. Bootstrap, structural breaks, cointcgration testing, extended error correction model, co-
breaks. 
lSee Davidson and Hinkley (1997), Hall (1992), Efron and Tibshirani (1993), Hall (1994), Shao and Tu (1995) and 
Horowitz (2000) . 
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1999). It has recently been stated (Mantalos and Shukur, 1998) that the bootstrap ECM test has 
good size and power properties. Our purpose is to check wlwther that conc1usion is preserved in 
the case of co-breaks. In particular, we are concerned about the analysis of ECM cointegration 
tests under structural breaks when the critical values are obtained by bootstrapping the residuals 
of the short-run dynamic model. In this paper, we analyze several resampling scllemes in order to 
obtain the most reliable bootstrap critical values for testing t11e null hypothesis oi' no cointegration 
vs. cointegration. We analyze both the size and the power of the ECM test under alternative cases 
of structural co-breaks: simultaneous co-breaking, co-breaking in levels but not in differences, and 
finally co1>reaking in differences but not in levels. 
The paper is organized as follows. The concepts of simultaneous co-breaking, co-breaking in 
levels and co-breaking in differences are briefiy reviewmi iu Section 2. Section 3 discusses the 
implementation of the alternative bootstrap resampling tc)chniques and bootstrap statistics for 
hypothesis testing. We also make several remarks and guiclelines about the different resampling 
schenws aud bootstrap statistics applied in dynamic regression models (see Li aud Maddala, 1996, 
1997). Sc)ction 4 analyzes the results of our Monte Cado simulatiou study, under no breaks, and 
Sectioll 5 inc1udes the Monte Carlo simulation results uuder partial co-breaking. Conc1usions and 
directious of future research are given in Section 6. 
2. ERROR CORRECTION MODELS WITH CO-BREAKS IN LEVELS AND IN DIFFERENCES 
Consicler the following bivariate error correction model (ECM) 
!:::.Yt = et + a,!:::.Zt + b(Yt-1 - nZt- J ) + 7/'1 t (2.1a) 
(2.1 b) 
(2.1c) 
(2.1d) 
where V,),! = E(y¡), ¡"¿z,t = E(z¡) are, given valid initial conclitions, the correspollding unconditional 
means2 aud therefore they inc1ude all possible determiuistic components of 1/t aud the exogenous 
variable Zt like: constant terms, deterministic trends, dummy variables, segmentecl trends, outliers, 
etc. The stochastic errors 'lJ,lt and 'lJ,2t are jointiy, and serially independent, zero mean, normally 
distributc)d white noise processes with constant variances v(J:"('U.lt) = (Ti and V(/,7' ( 1L2¡) = (T~. In 
2Rigol'ousl~' speaking, they are the conditional expectations (collditional means) where the conditional variables are 
the initial conditions yo and Zo, respectively. From now on, we will say that E(¡¡t) = fLy,t and E(zt) = fLz,t given 
valid illitial conditions, 
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equation (2.1d) S is the parameter value that measures the size of the break, amI Dj,t is a dummy 
variable that takes the value °before the break and the value 1 at the break and after the break, see 
Section 5.1 for more details. In this papel' we investigate tlle dI'ects oI' having alternative structural 
breaks in Ct when applying the ECM test fOl' non--coint<~gration (b = O) by bootstrap methods. 
Three main possible co-breaking situations are considered in the following definitions: 
Definition 2.1. Let E(yt} = J-l,y,t and E(Zt) = lLz,t given valid initial conditions, we say that the 
time series Yt and Zt have co-breaks in dillerences if 611. y,l - a611'z,t = C(/, wltere c(/ is a finite 
constant parameter. 
Definition 2.2. Let E(Yt) = ll'y,t and E(Zt) = Pz,f. given valid initial conditions, we say that the 
time series 1}t and Zt llave co-breaks in levels if Ji.y,!. - rvll.z,l = q, where q is a finite constant 
parameter. 
Definition 2.3. Let E(Yt) = Ji.y,t and E(Zt) = ll'z,t given valid initial conditioIlS, we say that the 
time series 1}t and Zt llave simultaneous co-breaks if 611,,/,1 - a611.z,i - b(ll.y,t - (l'll",t} = cs , where Cs 
is a finit.e constant parameter. 
It. is dear tllat when Yt and Zt llave co-breaks in lcvds arul 'á/. rli.fj'er'ences (full m-break), there is 
also simultaneous co-breaking. 
In tlle case of simultaneous co-breaking, the intercept Cf hom (2.1c) is constallt, Ct = c and the 
error correction model from (2.1a) becomes the standard conclitional ECM modd where the only 
detenninistic regressor is a constant term, c. 
6Yt = c + a6zt + bÜJt-1 - rvZf-l) + 'lJ,11. (2.2) 
S(~wral possible intermediate cases of interest in empirical applications are specially studied in 
our Monte Carlo experimento 
Case 2.1. Cobreaks in levels but not in differences. 
Cobreak in levels implies J-l,y,t - aJ-l,z,t = C¡. Taking first difI'erences, we have 611' y,t - a6J-l,z,t = 0, 
and equation (2.1a) becomes 
6Yt = -bCl + (a - a)sD,j,t + a6z f + lJ(:IJt-1 - ÜZt- d + Ul,t (2.3) 
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Remo,r-r.: 2.1. Hence, the breaks in the marginal process of !:lz, affect t.he error correction model, and 
threfore t.he ECM test, under the null hypothesis amI under t.he alternative, unkss the COMFAC 
restric:t.ion (a = a) is satisfied. 
Remm·r.: 2.2. Notice that co-breaks in levels implies cobreaks in differences (and thus full co~ 
breakillp;) when t.he COMFAC restrict.ion (a - n = O) is met. (se(~ Arrallz alld Escribano, 20000,). 
Case 2.2. Cobr-eak in differences but not in levels. 
Cobreak in differences implies that !:l¡"¿y,t - a!:lJLz,t = Cd . F'rom equation (2.1a) 
!:lYt = Cm + bCdt - b(a - a)J/'z,t-l + a!:lz¡ + lJ(:/ft-l - aZt-¡) + HU (2.4a) 
t 
JLz,t = J/'z,o + S L Dj,i (2.4b) 
i=l 
where c", is a constant equal to Cm = Cd - b(p,y,o - (\P'z,o) + he". 
Rerna,'rk 2.3. The break in thc marginal process of z, affect.s t.1w (-~lTor correct.ion model only under 
the altel'1lative hypothesis, H1 : b < O. 
Rerna,'rk 2.4. Notice that. co-break in diff'erences would imply co--break in levels only in the case 
t.hat. t.lw COMFAC restriction (a - a = O) is sat.isfiec1 amI Cd = () (see Arranz alld Escribano, 20000,). 
Depcllding on t.he type of dummy variable considered, Dj.!, w(~ could have segmellted t.rends in 
t.he nlOrlel (2.1a) with one or several breaking point.s, se(~ sedion 5 for more det.ails. 
Tlw ext.ended error correction model (ext.ended ECM) is the following., 
(2.5) 
One important feature of the ECM-test. analyzed hy Arranz ancl Escribano (20000,), is that when 
USillg an extended error correction model (Dolado and Lut.kepohl, 1996, Toda and Yamamoto, 1995), 
the critical values are robust (stable) in the sense t.hat. t.hey do not. clepend so llluch on nuisallce 
paramet.ers, and the power of the test increases over the st.andard one when there is at least partial 
cobrcakinp;. However, the results were clearly st.ated with sample sizes of at least 200 observations. 
That. led us to search for an alternative testing procedure t.hat can be used with smaller sample 
sizes aud t.hat do not depend so much on t.he type of co-breakillg process considcrcd, and bootstrap 
seelllS a good candidate. 
------------------,------------------------
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3. BOOTSTRAPPING ERROR CORRECTION MODELS 
The first two resampling schemes that we are using here were first proposed by Giersbergen and 
Kiviet (1993, 1994) when discussing two rules suggested by Hall and Wilson (1991) in the context 
of hypothesis testing in dynamic regression models. To darify our n~sampling schemes, we discuss 
them in the context of the ECM test that we will use in 8(~ctions 4 and 5. 
Consicler the following dynamic regression lIlodel in error correction form, wlwre a = 1, 
D.Yt = e + aD.Zt + bÜJt- 1. - Zt- 1. + El· (3.1 ) ) 
We are interested in testing the null hypothesis Ho : b = O (no cointegration) vs. H 1 : b < O 
(cointegration), with the t-ratio of b, t(b), statistic. Let ó" b, and e be the OL8 estimators of a, b, 
and e, respectively, and let Ef be the bootstrap residuals obtained by resampling the OL8 residuals, 
Et, or tlw centered OL8 residuals in the case that no constant term (e) is inc111ded in the OL8 
regression. N B indicates the number of bootstrap resamples. 
Consicler two alternative sampling schemes 51, amI 8'2 for p;enerating the bootstrap samples: 
(3.2) 
(3.3) 
Both procedures use Ef but differ in the way yf is p;enerated. For each samplinp; scheme consider 
two tstatistics 
t1 :t(1») = (1)* - b)/5E(i/) (3.4) 
t2 :t(bo) = 1>* /5E(b*) (3.5) 
where i¡* is the OL8 estimator of b* in 
A * * * A b* ( * ) * (3.6)UYt = e + a UZt + Yf-I - ZI_I + El 
and 5E(b*), the standard error of b*, is calculated fi'om the empirical distribution of b*, that is, 
after the N B resamplings are done or from every estimated regression with the usual textbook 
formula. The bootstrap critical value is obtained by looking at the 5% lower tail of the empirica} 
distrilmtion of t(b) or t(bo), when using t1 or t2, respectivdy. 
Tll1ls four versions of the t-statistic can be defined. Hall and Wilson (19!Jl) only consider 
samplillg scheme 51 and suggest using t1 only. They do not collsider tIre samplillg scheme 52 which 
is tIre appropriate one for t2. Giersbergen and Kiviet (1993) sllggest, on the basis of a Monte Carlo 
~-~~~----~--~--- -------------------------------
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study of an AR(1) model, the use of t2 under sampling scheme S2 instead of ti under S l, Their 
main condusions are the following: 
1. Inference based on t 2 under SI has low power, and its size is close to zero. Similarly, tI under 
S2 should not be used. Therefore the resampling schellle ShOllld mimic thc null distribution 
of the test statistic to be bootstrapped. 
2. Using tI under SI and t2 under S2 are equivalent inllon-dynamic models. However, in dynamic 
models this equivalence breaks down in finite samples. Giersbergen and Kiviet suggest using 
t 2 llllder S2. 
3. The limiting distributions of tI under SI and t2 llnder S2 are identical even with dynamic 
models. The conclusion that t2 under S2 is suggested within this context is hased on the small 
sample performance. 
Giersb(~rgen and Kiviet (1994), and Li and Maddala (199ü, 1997) propose a different resampling 
schemc, based on the OL8 residuals of the restricted moelel, EO = f:!..y* - 21' + /V f:!..;:'t, and 0,1', b1' , and 
21', are tlw OL8 estimates of the ECM model under H o : b = 0, 
f:!..Yt = e + af:!..zl + '{j,1 (3.7) 
(3.8) 
where E~ is the bootstrap sample from EO. Noticc that both SI allCI S2 procedurcs use resampling 
basecl Oll the OL8 residuals under H l : b < 0, f.. If the null H() : b = O is true but tlle OL8 estimator 
of b is far from 0, the empirical distribution of the residuals will suffer from a poor approximation 
of the clistribution of the errors under the nul!. The intllition behind the 8:1 procedure is the 
followiug: if the null hypothesis is true, EO is exactly the tnw clistribution of tlw regression errors, 
and hypothesis testing based on this will give (approximatdy) the correct size of the test. If tIte 
null is not true, then EO is different from the true distrihution of the erron;. Hypothesis testing 
based on tI or t2 will have good power depending on how fal" the null is away fmm the true value 
of b. Therefore, we would expect that t2 under S3 ShOllld work bütter than using tI under SI 01' t 2 
under S2. 
Another set of resampling schemes are based on the previolls ones by employing bias corrected 
estimators. In particular, for the SI case, we first simulate say H samples ofy* where cj,aj,bj,j = 
1, ... H the bootstrap estimates of e, a, b. Then, the bias corrcr:ted estimators a1'(~ 
. (J,,'¿ H ) _ , (' "H b: )¿~1 Cj) 0.=0,+ b- ~II/c=c_ '+ ('C-='-"'=--'::"  0.- ¡El} /)= b+ } (3.9)
H ( 
_._------------------------------------------------------
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and the resampling scheme Sr is defined as 
(3.10) 
Bias corrected procedures S~ and Si are derived analogously llsing resampling schemes S2 and S3. 
4. MONTE CARLO SIMULATION EXPERIMENT 1. N O BREAKS 
Consic1er the fo11owing bivariate data generating process (DGP), 
(4.1a) 
(4.1b) 
where 
['Ult] ([O] [1 O] ) (4.1c) 'U2t '" JIN O O 8 2 . 
Our (~xperiment is a fu11 factorial clesign with (), = 0.0,0.5,1 (contemporallcous correlation), 
lJ = 0.0 (uo cointegration) ,-0.05, -0.1, -0.25, -0.5, -0.75 (coiut<~gration), oS = 1, 6. 16, N = 25, 50, 
100, 200, 500, 1000 (sample size). 
To ohtain the empirical size of the test we simulate i.hc :t}, allC! Zt series following the DGP 
(4.1a) -(4.1c) with b = O ancl we estimate equation (3.1). The lower 5% tail 0[' the distribution 
of the hootstrap t(b) statistic is the empirical critical vahw. The empirical power of the test is 
ca1clllatec1 analogously by simulating the series with the other vallles of lJ (b i=- O), ancl obtaining the 
pen:elltages of rejections. For simplicity and without loss of g(~nerality, e consider the cointegrating 
vector as known, (1, -a.) = (1, -1). 
The Monte Carlo results of the bootstrap procedures are based cm M = 10000 replications. In 
each Monte Carlo replication, the bootstrap critical vallle is calculated by generating N B = 200 
bootstrap replications of the test statistic. Whcm doing bias correetion, we take H = 200 in (3.9). 
In a11 of the experiments, the first 50 observations of the silllulat(~cl series are dropped to generate 
ranclolIl initial conditions. 
We start by estimating the same model as Mantalos and Shukur (1998), equation (4.1a), and the 
results, are included in Table 1. Mantalos and Shukur (1998), llsing a parameter space which is a 
subset of ours, obtained that the size of the test was arollnd its nominal value with sample sizes as 
sma11 as 20 observations the bootstrap t-statistic obtained Ü'om every regressioll with resampling 
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SI, tI S2, t2 S3, t2 
N a s-l s-6 s-16 s-l s=6 s=16 s=l s=6 s=16 
0.0 5.67 5.25 5.34 4.89 5.25 5.36 5.15 5.25 5.47 
25 0.5 6.36 5.17 5.31 4.96 5.11 5.30 5.08 5.09 5.35 
1.0 6.60 6.60 6.60 5.21 5.21 5.21 5.14 5.14 5.14 
0.0 5.59 4.96 5.11 5.03 4.98 5.12 4.91 4.94 5.11 
50 0.5 6.24 5.14 4.99 5.09 4.97 5.10 5.05 4.85 5.03 
1.0 7.03 7.03 7.03 5.42 5.42 5.42 5.35 5.35 5.35 
0.0 5.80 5.12 5.11 4.88 5.01 5.13 4.92 5.13 5.21 
100 0.5 6.28 5.14 5.14 4.95 4.88 5.10 4.92 4.94 5.20 
1.0 6.56 6.56 6.56 5.33 5.33 5.33 5.26 5.26 5.26 
0.0 5.61 4.80 4.68 4.84 4.78 4.70 4.89 4.85 4.78 
200 0.5 5.87 5.03 4.73 4.55 4.86 4.65 4.51 4.90 4.69 
1.0 6.37 6.37 6.37 4.92 4.92 4.92 4.96 4.96 4.96 
TABLE 1. Size of the bootstrap test, t-stat. No breaks. No intercepto Model (4.1a)-(4.1c) 
scheme 8 2 - t2, with 10000 Monte Carlo replications and basee! on N B =200 bootstrap samples. As 
we can see in Table 1, our conclusion is similar for S2, t2, ancl S:3, t2. However, f(¡r the resampling 
scheme SI, tI we need somewhat larger sample sizes to get aronnd its nominal vallle (5%). We also 
find that the results are not sensitive 1,0 the choice of N B. Fnrthennore, we fOlllld no difference in 
llsing the bias corrected version of the bootstrap. Howcver, we fOllnd that if we use the empirical 
distribution of b* 1,0 estimate its standard deviation, the empirical size of the tpst is inadequate. 
In most of the Monte Carlo simulations it is common to illdude a constant tenn in the regression 
in arder 1,0 make the results insensitive to initial conditions of the variables. Also, in most of the 
empirical applications a constant term is included 1,0 tak(~ care (Jf the mean values of of the regression 
variables ;l}t and Zt. Does it make any difference to illclude a11 intercept in bootstrap analysis? To 
answer that qllestion, we estimate the following ECM model, 
6.Yt = e + a6.zt + b(Yt-l - Zt-l) + 11.t (4.2) 
and the simulation results are included in Table 2.1. As we can see, the inclusion of an intercept 
in the model creates important size distortions, especially fOl' S1, ir, and S2, t2, getting sizes of the 
test values up 1,0 around 25%. In the case S3, t2, the largest c1eparture from the 5% nominal size of 
the test is around 6% for sample size equal 1,0 25. This result provides strong evidence in favor of 
the bootstrap method based on S3, t2. 
We estimate the extended ECM model 
(4.3) 
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SI, tI S2, t 2 S3, t2 
N a 8=1 8=6 8=16 8=1 8=6 8=16 8=1 8=6 8=16 
0.0 12.06 5.45 4.92 15.60 5.71 4.97 5.34 5.08 4.89 
25 0.5 17.25 6.73 5.23 21.55 7.48 5.35 5.50 5.06 4.97 
1.0 21.20 21.20 21.20 26.32 26.32 26.32 6.20 6.20 6.20 
0.0 11.78 5.40 5.08 14.79 5.64 5.01 5.34 4.96 5.04 
50 0.5 16.41 6.57 5.26 20.63 7.13 5.31 5.48 4.87 4.!l8 
1.0 20.41 20.41 20.41 25.47 25.47 25.47 5.93 5.93 5.!!3 
0.0 12.09 5.49 4.92 14.02 5.45 4.91 5.00 4.82 4.D3 
100 0.5 16.67 6.70 5.17 20.35 6.79 5.28 5.52 4.91 4.R6 
1.0 19.87 19.87 19.87 23.90 23.90 23.90 6.01 6.01 6.01 
0.0 12.18 5.32 4.66 13.43 5.27 4.63 5.03 4.80 4.64 
200 0.5 16.34 6.41 5.05 18.89 6.59 4.90 5.40 4.91 4.75 
1.0 20.53 20.53 20.53 23.36 23.36 23.36 5.89 5.89 5.89 
Table 2.1: Estimated model (4.2). ECM 
SI, tI S2, t 2 S:l, t2 
N a 8=1 8=6 8=16 8=1 8=6 8=16 8=1 8=6 8=16 
0.0 8.88 5.08 4.98 8.09 5.04 4.83 5.18 5.14 4.!!9 
25 0.5 10.81 5.81 4.21 8.34 5.41 4.07 5.66 4.99 5.04 
1.0 13.48 13.49 13.45 11.10 11.30 11.25 6.10 6.10 6.10 
0.0 7.09 4.83 4.66 6.90 4.66 4.62 4.85 5.27 5.08 
50 0.5 9.07 4.97 3.81 8.12 4.93 3.76 5.31 G.08 5.23 
1.0 10.56 10.61 10.63 9.79 9.79 !l.81 5.70 5.70 5.70 
0.0 6.28 4.99 4.94 6.10 4.91 4.97 4.84 4.66 4.75 
100 0.5 7.59 4.79 4.10 7.11 4.63 4.05 5.19 4.61 4.70 
1.0 8.46 8.48 8.50 8.12 8.21 8.23 5.22 5.22 5.22 
0.0 5.96 5.20 5.17 5.92 5.18 5.19 4.88 4.78 4.89 
200 0.5 6.64 4.48 4.17 6.46 4.54 4.07 5.08 4.63 4.80 
1.0 7.13 7.12 7.14 7.03 7.03 7.02 5.19 G.19 5.19 
Table 2.2: Estimated model (4.3). Extended ECM 
TABLE 2. Size of the bootstrap test. Simulatecl moclel (4.1a)-(4.1c). No bl'eaks. 
to see whether the bootstrap ECM test is robust to the pl'esence of a constant tnrm in the moclel. 
The l'esults are clisplayecl in Table 2.2 and show that with aH l'esampling schemes we get sizes closel' 
to the nominal value. The largest size distortion is reclucecl from 24% to 11%, and once again, 83, t2 
clearly clominates. With 8 3 , t2 we never get a size of the test lal'ger than 6.1 % fol' sample sizes of 25 
observations. This is an interesting resulto We have shown that, even in a mode! without breaks, 
if we are uncertain about including a an intercept in the moclel, we should use the extenclecl ECM 
moclel (4.3) in order to make sure that the sizes of the test are dose to the nominal values. 
- ......------_._----------------------------------------
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On the other hand, when we omit the intercept in the case that DGP includes it, the bootstrap 
test is not adequate, even with the extended ECM model, since the model is misspecified. Therefore 
in appliecl work we recommend to include an intercept and estimate model (4.3) instead of (4.2). 
Bias correction improves the results ony if we calculate the t--stat using the empirical standard 
deviation of the bootstrap estimates instead of the usual t-stat, but the gain is really small, and 
therefore we will no report the results (results are available npon request). 
Estimated model ECM, eq.(4.2) Extended ECM, eq. (4.3) 
N a s-l 8-6 8-lG 8-1 8-G 8-16 
0.0 100.00 100.00 100.00 23.(jO DDAS 100.00 
25 0.5 100.00 100.00 100.00 IG.GO 77.7S D9.95 
1.0 100.00 100.00 100.00 13.fiO l:3.50 13.50 
0.0 100.00 100.00 100.00 48.9fi 100.00 100.00 
50 0.5 100.00 100.00 100.00 :32.0" (l8.30 100.00 
1.0 100.00 100.00 100.00 25.:3" 25.:35 25.35 
0.0 100.00 100.00 100.00 80.DO 100.00 100.00 
100 0.5 100.00 100.00 100.()O Gl.10 100.00 100.00 
1.0 100.00 100.00 100.00 "O.fiO fiO.50 50.50 
0.0 100.00 100.00 100.00 D8.1fi 100.00 100.00 
200 0.5 100.00 100.00 100.00 (JO.Bi) 100.00 100.00 
1.0 100.00 100.00 100.00 In."o In.fin 83.50 
TABLE 3. Power of the bootstrap test, 8 3 , t 2 . Simulated model (4.1a)-(4.1c). b = 
-0.2. No breaks. 
:,: . 
1- 1ECM 
. "- EXI..nded ECM ECM 1 
- - - E><lend..d ECM 
Figure 1.1: N=25 Figure 1.2: N=50 
FIGURE 1. Power of the ECM and Extended ECM bootstrap test.  
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Given our previous evidence, we will concentrate on the bootstrap procedure S:'l, t2, that considers 
the re~mmpling residuals estimated under Ha : b = O. 0111' oh,iective is to analyze the power of the 
test for models (4.2) and (4.3). The power of the test is ohtained fmm the perC(~lltage of rejections 
of Ha with N B = 5000 bootstrap samples. When there are no breaks, the results are displayed in 
Table 3. The highest power is obtained for model (4.2). When there is no common factor (a =1= 1), 
model (4.3) has high power for moderate sample sizes (N > 50). However, when the eommon factor 
restriction holds, we need more than 200 observations in order to get a power of 90% or aboye. 
Figure 1 Hhows the power of the bootstrap ECM teHt, t(b), for the usual ECM model, equation 
(4.2), and the extended ECM model, equation (4.3), with (l, = 0.0,8 = 1, and different values of b. 
The power of the standard ECM test is never smaller than that of the extended ECM test, but for 
values of b lower than b = -0.1, both tests perform equally well (power close to 100%). 
5. MONTE CARLO SIMULATION EXPERIMENT II: CO-BREAKS 
5.1. ECM with Simultaneous Co-breaks . Our data generating process (DGP) is based on 
Arranz amI Escribano (2000a), which is an extension of the one usecl by KremerH et al. (1992) and 
Campos et al. (1996). It is a linear first-order vector autoregn~ssion with normal disturbanees, 
with Granger causality in only one direction (z -7 y), and several structural breaks in the strongly 
exogenous variable, /lzt, when the parameters of interest are those of equation (5.1a). Consider 
the fóllowing model, 
/lYt = a/lzt + b(:lJt-l - nz/_ I ) + '(J, 1/. (5.1a) 
(5.1b) 
where 
(5.1e) 
Notiee that under simultaneous co-breaking there are breaks in the marginal proeess of /lZt, equa-
tion (4.11», but not in the conditional process, equation (4.1a). We allow tluce kinds of dummy 
variahles in order to simulate a single break in the c1eterministic trend (segmented trends), at two 
differellt points (N/4 or N/2) where N is the sample size, 
t~N/4 {1 t ~ N/2 D 2f. = 
otherwise O otherwise 
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and two breaks at points N/4 and 3N /4. 
N/4:S t:S 3N/4 
otherwise 
DI D2 D:l 
N a 8=1 8=6 8=16 8=1 s=6 s=16 s=l 8=6 s=1ú 
O 5.32 5.14 5.09 5.12 5.12 5.13 5.06 5.16 5.17 
25 0.5 5.01 5.26 5.08 5.58 5.05 5.10 4.81 5.20 5.18 
1 6.43 6.43 6.43 6.56 6.56 6.56 6.45 6.45 6.45 
O 4.97 4.84 4.88 5.13 5.01 4.97 4.80 4.76 4.74 
50 0.5 4.78 4.85 4.88 4.90 4.99 5.05 4.76 4.70 4.78 
1 5.70 5.70 5.70 5.94 5.94 5.94 5.81 5.81 5.81 
O 4.36 4.44 4.43 4.55 4.60 4.71 4.64 4.62 4.63 
100 0.5 4.17 4.39 4.42 4.40 4.51 4.68 4.24 4.71 4.62 
1 5.97 5.97 5.97 6.05 6.05 6.05 5.97 5.97 5.97 
O 4.88 4.97 4.96 4.74 4.86 4.89 4.73 4.81 4.8G 
200 0.5 4.71 4.95 4.97 4.59 4.79 4.87 4.62 4.93 4.84 
1 5.83 5.83 5.83 5.69 5.Ga 5.G9 5.94 5.94 5.94 
Table 4.1: Estimated model (4.2). ECIV[ lllodel. 
D j D2 Da 
N a 8=1 8=6 8=16 8=1 s=6 s=16 s=l 8=6 8=16 
O 5.39 5.06 5.08 5.23 5.23 5.25 5.18 5.05 4.91 
25 0.5 5.10 5.14 5.14 5.22 5.31 5.20 5.14 5.08 5.04 
1 6.15 6.15 6.15 6.20 6.20 6.20 6.09 6.09 6.09 
O 4.86 4.89 5.12 4.73 5.22 5.21 4.85 5.01 5.11 
50 0.5 4.71 4.98 4.94 4.63 5.09 5.23 4.61 4.89 5.03 
1 5.79 5.79 5.79 5.81 5.81 5.81 5.88 5.88 5.88 
O 4.50 4.60 4.79 4.68 4.90 4.94 4.42 4.65 4.66 
100 0.5 4.46 4.63 4.70 4.27 4.80 4.8G 4.46 4.43 4.60 
1 5.14 5.14 5.14 5.30 5.30 5.30 5.27 5.27 5.27 
O 4.62 4.77 4.77 4.83 4.69 4.93 4.78 4.74 4.84 
200 0.5 4.99 4.87 4.82 4.84 4.62 4.78 4.93 4.74 4.72 
1 5.36 5.36 5.36 5.38 5.38 5.38 5.30 5.30 5.30 
Table 4.2: Estimated model (4.3). Extended EC1VI Model 
TAI3LE 4. Empirical size, bootstrap procedure S:~, t2. Simultaneous co-brea.ks, t-stat. 
Basecl on (5.1a)-(5.1c), the size of the test, see Table 4 (b = O), and the power (b :1 O) of the test 
are obtailled by Monte Carlo simulation experiments. Without loss of generality, we take a~ = 1 
and (Y = 1. Thus, the experimental design variables are the parameters a, b, s (notice that a2 = s), 
where 8 is the coefficient of the dummy variable Dj,f (jf ([>.lb), and the sample size, N. 
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DI D2 D3 
N a 8=1 8=6 8-16 8=1 s-G 8=16 8=1 8=6 8=16 
O 61.70 99.95 100.00 60.75 100.00 100.00 56.15 99.95 lOO.OO 
25 0.5 25.40 99.50 100.00 25.55 n~uo 100.00 23.85 98.80 100.00 
1 14.65 14.65 14.65 15.15 15.15 15.15 l4.80 14.80 J;I.80 
O n6.95 100.00 100.00 97.80 100.00 LOO.OO ¡)G.75 100.00 [00.00 
50 0.5 68.60 100.00 100.00 70.GO 100.00 100.00 G6.65 100.00 lOO.OO 
1 34.80 34.80 34.80 .34.40 :11.40 :l:I.40 :l4.nO 34.90 :~ L90 
O 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 
100 0.5 99.35 100.00 100.00 99.:~5 100.00 100.00 99.25 100.00 LOO.OO 
1 86.25 86.25 86.25 85.65 85.G5 8r-l.(;!) 85.50 85.50 1':;.50 
O 100.00 100.00 100.00 100.00 100.00 lOO.OO 100.00 100.00 lOO.OO 
200 0.5 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 
1 100.00 100.00 100.00 99.95 9~J.!J5 nn.D5 100.00 100.00 lOO.OO 
Table 5.1: Estimated model (4.2). ECM model 
DI D2 D3 
N a 8-1 8-6 8-16 8-1 s-6 s-In 8-1 8-6 8-16 
O 26.15 99.95 100.00 27.50 ~H).8.~ lOO.OO 26.75 99.!J0 100.00 
25 0.5 16.50 83.35 100.00 17.40 84.40 100.00 lG.R5 85,,~5 10000 
1 13.65 13.65 13.65 14.35 14.:l5 14.:\" 14.:35 14.35 H.:\5 
O 53.45 100.00 100.00 55.25 100.00 100.00 !i4.20 100.00 100.00 
50 0.5 33.05 99.25 100.00 .35.25 9D.'J5 100.00 :33.35 99.45 100.00 
1 25.65 25.65 25.65 25.75 2".75 25.7é, 25.GO 25.GO 25.fiO 
O 84.95 100.00 100.00 86.:l0 100.00 100.00 8G.05 100.00 100.00 
100 0.5 64.55 100.00 100.00 65.40 lOO.OO 100.00 65.90 100.00 100.00 
1 50.30 50.30 50 ..30 !i0.1O !iO.JO 50.LO !i0.15 50.15 50.15 
O 98.90 100.00 100.00 99.00 100.00 100.00 ¡)9.10 100.00 100.00 
200 0.5 91.75 100.00 100.00 92.40 100.00 100.00 92.10 100.00 100.00 
1 83.50 83.50 83.50 83.60 R:~.fiO S:J,GO 8:3.15 83.35 8:L~5 
Table 5.2: Estimated model (4.3). Ext(~l1ded EClVI model. 
TAIILE 5. Power, bootstrap procedure 5;>" t2. Simultancous co-breaks, t-stat, b = -0.2 
The si~es of the bootstrap ECM test when the series exhibit simultaneous co-breaks and we 
estimatc the usual ECM model (4.2) are largo, especially whell the COMFAC restriction holds for 
sample sizes of 200 observations or less, see see Table 4.1. This problem is again caused by the 
inclusion of an intercept in our estimated regression. Once agaill, this size distortion problem is 
diminished by using the 53, t2 resampling scheme. 
For tlw extended ECM model (4.3), the sizes of the test are displayed in Table 4.2. We can see 
that tlw sizes of the test are around its nominal value, i.e. there is a marginal improvement in the 
extended ECM model (4.3) over the ECM model (4.2). 
111 tenns ofpower, under simultaneous co-breaks, model (4.2) performs better than model (4.3), 
see Table 5. Both procedures behave well under moderate sample sizes, say N ~ LOO. As expected, 
the lowcst power is obtained when a = 1, due to the common factor restrict.ion. Recall that when 
a = 1 the limiting distribution of t(b) is the Dickey--Fllller distribution and, it is thus not affect.ed 
......._--------------.,---------------------------------------
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1- 1ECM
- - - EMtended ECM 
FIGURE 2. Power of the test with simultancons co-I>rcaks, for D3, N = 25, a. = O, 
aJl(i s = 6. 
by tlw type of dummies (DI, D2 , D3 ) analyzed nor by thc sizc of the jump under simultaneous 
co-brcaking. 
Wlwn (J, =f 1, the power of the test increases with thc jUlllll (8), since it incrcases the signal to 
noÍ::ie ratio q, where q = (1 - a.)s/al' 
Finally, Figure 2 shows that the powcr of thc bootstrall test is high (close to 100%) for both 
modds. the ECM, equation (4.2), and the extcnded ECM, c<lnation (4.3), Wh<~ll the parameter b 
takcs valncs lower than b = -0.15, and there are simultaneons c:o-bn~aks. 
5.2. ECM under Partial Co-breaks . Partial co-·brcaking is characterized by having breaks 
in the marginal process ¡),. zt, equation (2.1d), that affccts the <:onditional process, equation (2.1a), 
from the two alternative sources that affect Ct, equation (2.1<:): cither through ¡)"Py,t - a.¡)"JLz,t (not 
cobreakiu/l; in differences) 01' through (fl.y,t-l - (y.I},z,t-d (not cobreakillg in levels). 
OUl' DGP is based on the following time varying error corrcctioll model, 
¡)"Yt = Ct + a.¡)"Zt + b(Yt-l - Z¡-l) + 'U,lt (5.2a) 
(5.2b) 
(5.2c) 
(5.2d) 
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DI D 2 D 3 
N a 8=1 8=6 8=16 8=1 8=6 8=16 8=1 8=6 s=16 
O 5.46 5.18 5.07 5.62 5.33 5.26 5.19 5.10 4.91 
25 0.5 5.54 5.23 5.13 5.40 5.40 5.27 5.12 5.00 5.06 
1 4.55 4.55 4.55 4.79 4.79 4.79 4.70 4.70 4.70 
O 4.57 4.81 5.12 4.92 5.30 5.17 4.62 5.05 5.11 
50 0.5 5.22 5.03 4.97 4.86 5.21 5.20 5.00 5.01 5.03 
1 5.09 5.09 5.09 5.07 5.07 s.m 4.90 4.90 4.90 
O 4.53 4.58 4.78 4.78 5.03 4.94 4.57 4.66 4.65 
100 0.5 4.82 4.64 4.69 4.88 4.73 4.89 4.62 4.42 4.63 
1 4.60 4.60 4.60 4.67 4.67 4.67 4.69 4.69 4.69 
O 4.72 4.77 4.78 4.79 4.72 4.90 4.78 4.73 4.83 
200 0.5 5.08 4.87 4.80 4.74 4.54 4.78 5.17 4.72 4.74 
1 4.89 4.89 4.89 4.92 4.92 4.92 4.99 4.99 4.99 
Table 6.1: Empirical size 
D¡ ])2 Da 
N (J, 8=1 8=6 8=16 8=1 s=G s=)(; s=1 8=6 8=1G 
O 10.70 39.10 43.30 17.90 4GAO 50.:15 [(;.75 :37.60 41.75 
2.5 0 ..5 1.5.60 28.3.5 40.90 6.GO :35.fjO 118.'15 8.80 28.70 40.05 
1 1.95 1.95 1.95 2A5 2.45 2.'1" lo!)!) 1.55 1.5G 
O 9.25 39.45 41.95 15.G5 «(UO ¡1~1.15 U.40 39.95 42.20 
.50 0 ..5 21.30 31.75 40.3.5 2 ..50 ;38.Gi'í ¡17.8i'í 7AO :33.25 41.:3:' 
1 0.40 0.40 0.40 0.8.5 O.S5 O.S:, 0.30 0.30 0.30 
O 9.15 33.95 36.30 12.75 :{~U)O «1.~j5 11.25 :{4.35 3.5.85 
lOO 0.5 9.2.5 28.10 34.8.5 0.85 :3/J.O(J 111.20 2.50 2(1.55 ::\5.50 
1 0.10 0.10 0.10 0.20 0.'20 0.20 (l.00 0.00 0.00 
O 7.25 34.10 36.1.5 9.GO :3S.0i'í ·lfU5 9. L5 ::\4.05 ::\6.05 
200 0.5 3.GO 28.75 :{5.1.5 O.SO :\I.i'lO :\!UO O.!J5 2S.70 :14.!JO 
1 0.00 0.00 0.00 0.00 (J.(jO (J.(jO (l.00 0.00 0.00 
Table 6.2: Power of tIre test, f¡ = -0.2 
TABLE 6. Bootstrap procedure 83 , f2. Co--breaking in differences, no1. m levels. 
E8timated model (4.2), ECM model. 
where Di'! are the dummies used in our previous simulation exerci8e, see SectioIl 5.1. To generate 
cobreaks in differences and not in levels, we make b:../l'y,1 - u.b:..¡J.z,t = Cd = 0.5. \iVhen we want to 
generate a set of series with cobreaks in levels and not in differences, we make b:..¡J.y,t - al:i.j.Lz,t = O 
(recall that we take a = 1). 
5.2.1. Co-break in differences, but not in levels. In this case, equation (5.2a) can be written as 
t 
b:..Yt = Cm + bCdt - b(a - a)s L Dj;i. + ab:..z¡ + lJ(:IJt-1 - aZt-d + '/1.\,t (5.3) 
":=1 
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D 1 D2 D 3 
N a s=l s=6 s=16 s=l s=6 s=16 s=l s=6 8=16 
O 5.46 5.18 5.07 5.62 5.33 5.26 5.19 5.10 4.91 
25 0.5 5.54 5.23 5.13 5.40 5.40 5.27 5.12 5.00 5.0G 
1 4.55 4.55 4.55 4.79 4.79 4.79 4.70 4.70 4.70 
O 4.57 4.81 5.12 4.92 5.30 5.17 4.62 5.05 5.11 
50 0.5 5.22 5.03 4.97 4.86 5.21 5.20 5.00 5.01 5.03 
1 5.09 5.09 5.09 5.07 5.07 5.07 4.90 4.90 4.90 
O 4.53 4.58 4.78 4.78 5.03 4.D4 4.57 4.66 4.65 
100 0.5 4.82 4.64 4.69 4.88 4.73 4.89 4.62 4.42 4.63 
1 4.60 4.60 4.60 4.67 4.67 4.67 4.69 4.69 4.69 
O 4.72 4.77 4.78 4.79 4.72 4.90 4.78 4.73 4.83 
200 0.5 5.08 4.87 4.80 4.74 4.54 4.78 5.17 4.72 4.74 
1 4.89 4.89 4.89 4.92 4.92 4.92 4.99 4.99 4.99 
Table 7.1: Empirical size 
D¡ D2 D;j 
N a. 8-1 8-6 8-16 8-1 .,=(; 8=1(; 8-1 8-6 8-1(; 
O 10.50 48.10 64.70 15.45 4X,45 (;2.10 14.:35 52.35 67.30 
25 0.5 14.70 25.75 5.5.60 HU5 27.!)0 54.70 LUi5 29.25 58.75 
1 6.60 6.60 6.60 6.!)0 (i.90 (i.!)() 5.Dfí 5.95 G.9G 
O 16.95 68.80 79.45 21.85 (i5.7!í 7(;.20 19.40 69.45 78.10 
50 0..5 25.00 45.25 74.70 12.75 'Jé1.70 70.X5 14.25 49.10 74.00 
1 9.25 9.25 9.25 9.30 fl.:lO fUO X.!)O 8.90 8.90 
O 31.45 89.75 93.40 3:3.25 8(i.25 !ll.:.W :1:UO 85.7.5 89.45 
100 0.5 30.70 74.50 91.50 22.20 (;9.75 XX.'lO 21.:{5 72.25 87.50 
1 18.00 18.00 18.00 18.:30 IX.:{O IX.:\O J7.45 17.45 17.45 
O 56.50 98.80 99.30 57.45 9X.25 !lflA5 ,1}{iJj,f) 97.00 98.40 I 
200 0.5 48.40 !J:3.95 99.15 42.!)O 92.XO !lX.!)O '11.10 n.15 !)7.4:i 
1 34.70 M.70 34.70 34.25 :{4.25 :{4.25 :{4.40 34.40 :14.40 
Table 7.2: Power of the test, /1 = -0.2 
TABLE 7. Bootstrap procedure 53, t2. Co-bl'eaks in diffc1'ences, not in levels. Esti-
lllated model (4.3). Extended ECM moclel. 
The extended error correction model (4.3) approximatcs wcll cquation (5.3) if 
t. 
(Yt-2 - aZt-2) ~ bIt + b28 L Dj,i,  (5.4) 
i=1 
and this is likely possibility when there is no co-break in levPls. 
Tlw Monte Carlo results of the bootstrap ECM test based on 53, t2 are reported in Table 6. 
Tabh~ 6.1 shows that there are no size distortions, but Table 6.2 shows important reductions in 
powel' l'elative to simultaneous co-breaking. The wo1'st case occu1's with the power close to zel'o 
undel' thc COMFAC restriction (a = 1). We can see (-'hat in some cases the powCJ' of the bootst1'ap 
ECM dcncases when the sample size is increascd. 
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As expected, the results obtained by the extended ECM test represent an important improve-
ment, see Table 7. Table 7.1 shows the size (Jf the bootstrap extended ECM test and they are 
always dose to the nominal size. Table 7.2 shows important increases in pow()r relative to the 
usual ECM test. The worst power results are obtained Oliec again when there is a common factor 
restriction (a = 1), but the power of the test always increases with the sample size. 
-----------------, 
E ECM I~ e><.le"dod ECM 
1- 1ECM
• •• E><t..nd..d ECM 
Figure 3.1: No break Figure 3.2: D3 
FIGURE 3. Power of the ECM and Extended ECM bootstrap test. Cobreaks m 
clifferences, not in levels. N = 50. 
Figme 3 shows the power of the bootstrap ECM and bootstrap extended ECM test for a sample 
size of SO observations with no break and with a clouble break in the trend (dummy variable D~1,t). 
In both cases, the power of the extended ECM test is highcr than the power of the usual ECM 
test for values of b lower than b = -0.15. Figure 3.2 shows that the power of the of the ECM 
test dccrcases with Ibl, while the power of the extended ECM test test display the usual behavior, 
increasin¡.!; with Ib¡. These results show that the approximatioIl (5.4) is working well. 
5.2.2. Co-break in levels, but not in diflerences. In this case, equation (5.2a) becomes 
b.Yt = -be¡ + (a - a) sDj,t + ab.z¡ + 1J(:I/I~ I - nZI_d + 1/.1,t (5.5) 
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DI D2 D3 
N a 8=1 8=6 8=16 8=1 s=6 s=16 s=l 8=6 s=16 
O 13.13 31.37 32.32 17.99 37.20 37.91 10.78 21.47 22.50 
25 0.5 8.24 27.52 31.76 9.27 35.09 37.65 7.54 19.33 21.94 
1 6.43 6.43 6.43 6.56 6.56 6.56 6.45 6.45 6.45 
O 21.46 38.71 39.44 30.03 42.65 43.07 16.04 28.46 2D.17 
50 0.5 11.55 36.01 38.97 13.70 41.85 42.87 9.85 26.30 28.84 
1 5.70 5.70 5.70 5.94 5.94 5.94 5.81 5.81 5.81 
O 32.37 43.48 44.10 40.44 46.16 46.36 23.39 35.11 36.04 
100 0.5 18.30 42.01 43.82 23.71 45.24 4G.13 14.15 33.02 3G.35 
1 5.97 5.97 5.97 6,()5 6.05 6.05 5.97 5.97 5.97 
O 40.13 45.66 45.89 45.59 47.23 47.32 32.27 40.52 41.02 
200 0.5 28.37 45.25 45.71 36.26 46.87 47.31 21.10 39.53 40.83 
1 5.83 5.83 5.83 5.69 G.69 G.69 5.94 5.94 5.94 
TABLE 8. Empirical size, bootstrap procedure. S:~, t'2' Co-breaking in levels, not in 
differences. Estimated model (4.2). ECM mode1. 
In tlw case of co-breaks in levels but not in differences, tlle extended error corn)ction model might 
not be a ¡.!;ood approximation, since 
(Yt-'2 - aZI-'2) """ (n - a)sDj,1 
Tabk i) shows the important. size distort.iolls obt.ailled wit.ll t.lle boot.st.rap ECM t.est. based on 
morId (4.2). The oversize can reach levels near 47% whell tlle nominal size oI' t.lle test. is 5%. 
FIGURE 4. Power oI' t.he boot.st.rap test. Cobreaks in levels, not. in diffen)IlCeS, D3. 
Extended ECM model (4.3). 
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DI D 2 D 3 
N a 8=1 8=6 8=16 8=1 8=6 8=16 s=l 8=6 8=16 
O 6.45 11.50 12.59 7.68 17.18 18.75 7.34 12.68 13.20 
25 0.5 6.05 9.29 12.14 6.64 13.63 17.87 6.45 11.08 12.89 
1 6.15 6.15 6.15 6.20 6.20 6.20 6.09 6.09 6.OD 
O 6.30 12.78 14.29 7.88 16.69 18.45 7.47 12.04 12.G9 
50 0.5 5.41 10.29 13.47 6.28 13.41 17.18 6.19 10.55 12.'10 
1 5.79 5.79 5.79 5.81 5.81 5.81 5.88 5.88 5.88 
O 6.80 12.92 14.60 7.76 15.76 17.57 7.19 11.48 12.()9 
100 0.5 5.90 10.19 13.67 6.54 12.39 16.66 6.30 9.91 11.75 
1 5.14 5.14 5.14 5.30 5.30 5.30 5.27 5.27 5.27 
O 6.97 13.09 14.71 7.78 15.10 1G.81 6.96 11.18 11.78 
200 0.5 6.10 9.85 13.67 6.96 11.93 15.76 6.26 9.86 11.G5 
1 5.36 5.36 5.36 5.38 5.38 5.38 5.30 5.30 5.30 
Table 9.1: Empírícal síze 
DI D2 D3 
N a 8=1 8=6 8=16 8=1 8=(i 8=J(; 8=1 8=6 8=16 
O 23.25 58.80 61.45 24.70 "1.2,, 5¿.,tG 23.4" 50.40 ,,2.no 
25 0.5 16.50 48.40 59.6.5 17.80 4".'10 51.!).') 17.(;" 44,45 :,2.10 
1 13.65 13.65 1:Ui5 14.:~" 1<1.:~" L'l.:l:, 14.:~:, 14.% 14.:~f) 
O 46.25 80.25 02.30 47.:~5 80.0;, H2.!);) 4rLDG 81.J5 82.7[', 
50 0.5 33.35 80.35 00.80 35.SG 7·I.:J" 81.8;, :H.2G 73,40 82.0" 
1 25.65 25.65 25.65 25.75 2!>.7G 2:>.7" 25.GO 25.60 2".riO 
O 77.50 99.80 99.95 77.75 ~)(1.20 'l~J.70 7G.~)5 08.75 D~J.'25
 
100 0.5 62.25 08.45 09.DO G2.:,5 D(i.()[', 'l~l.;)O G2.70 D6.55 D'l.05 
1 50.30 50.30 50.30 50.10 50.10 :10.10 ,,0.15 50.15 50.15 
O 96.85 100.00 100.00 D6.GO 100.OO 100.00 ()7.15 100.00 100.00 
200 0.5 DO.50 100.00 100.00 90.40 100.00 100.00 ()0.70 100.00 100.00 
1 83.50 83.50 83.50 83.GO 8:UiO 8HiO 8:U5 83.35 8:LlG 
Table 9.2: Power of tlw t<~st, /1 = -0.2 
TABLE 9. Bootstrap procedure S3, t2. Co-breaks in levds, uot in differeuces. Esti-
lllated model (4.3). Extended ECM model. 
If we do the bootstrap t-test based on the extended ECM model, equation (4.;¡), the results are 
reported iu Table 9. Table 9.1 shows that the largest size distortions are reduced fonn 47% to 18% 
but is is still oversized. This problem does not exist wheu tlw COMFAC restriction holds (a = 1), 
because we have full co-breaking in that particular case, se(~ Table 9.2. Figure 4 shows the power 
of the bootstrap extended ECM test as a function of the parameter b. It shows that for values of 
b lower than b = -0.15 the power is close to 100%. it also shows that the powel' with the sample 
size raugiug from 25 to 50 observation. 
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A solution based on imposing the COMFAC restriction. Following Arranz and Escribano (2000b), 
equation (5.5) becomes 
(5.6) 
where Vl,! = (o. - a) (.6.zt - sDj,t) + Ul,t = (o. - a)u'2,t + 'lJ.l,t and therefore the brcaks in differences 
disappear from the testing equation 
We can therefore use the following two equations to perfonn the ECM test based on the usual 
ECM model or the extended ECM model: 
(.6.Yt - a.6.zd = e + lJ(:IJt-l - Zt-l) + tI, (5.7) 
(.6.Yt - a.6.zd = e + b(Yt-l - Zt-d + d(:IJt-2 - Zt-2) + tt (5.8) 
Table 10 summarizes the main results of the ECM test fOl" the case of co-breaks in levels, but 
not in differences, and impose the COMFAC restriction. As we can see the size of the test when 
using (G. 7) is bigger than 6% when the sample size is as small as 25 observations, and even when 
the sample size is 200 there are sorne cases when the size of the bootstrap test is close to 6%, see 
Table HU. 
The si~e of the test is closer to the nominal size when wc use equation (5.8). As we can see in 
Table 10.2, the size of the test is slightly larger than 6% only when the sample size is 25 and the 
COMFAC restriction holds. Taking samples of size equal or larger than 50 wc get a size of the 
bootstrap test which is not significantly different from the nominal size. 
Notice that this happens only in the case that there i::; ca-breaks in levels, but not in differences. 
We also tried sorne other specifications such as simultaneous co-breaking, finding this approach 
inaclequate (Results are available upon request. 
6. CONCLUSIONS 
We have analyzed the behavior of different bootstrap ECM--testi:> under structmal breaks . In the 
cases of no breaks or with simultaneous co-breaks, we have found that the inclusion of a constant 
term in the regression test might lead to high size distortions in the usual bootstrap ECM test 
provided that there is not a constant term in the DGP. This problem is solved by using extended 
ECM models to calculate the bootstrap test. As a drawback, we have found that the only valid 
resampling scheme is what we call 83 , t2. this procedure is based on resampling the estimated 
restricted model under the null hypothesis b = O. 
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DI D'l D3 
N a 8=1 8=6 8=16 8=1 8=6 s=16 8=1 8=6 8=16 
O 5.26 5.58 5.54 5.26 5.58 5.54 5.26 5.58 5.54 
25 0.5 5.37 5.57 5.60 5.37 5.57 5.60 5.37 5.57 5.60 
1 6.27 6.27 6.27 6.27 6.27 6.27 6.27 6.27 6.27 
O 5.71 5.52 5.55 5.71 5.52 5.55 5.71 5.52 5.55 
50 0.5 6.03 5.17 5.65 6.03 5.17 S.G5 6.03 5.17 5.6S 
1 5.97 5.97 5.97 5.97 :).07 S.!)7 S.97 5.97 5.97 
O 5.58 5.43 5.74 5.58 5.43 5.74 5.58 5.43 5.74 
100 0.5 5.75 5.46 5.52 5.75 5.46 5.S2 5.75 5.46 5.52 
1 5.88 5.88 5.88 5.88 5.88 5.88 5.88 5.88 5.88 
O 5.95 5.67 5.43 5.95 5.67 5,4:1 5.95 5.67 5,43 
200 0.5 5.83 5.80 5.61 5.83 5.80 5.Gl 5.83 5.80 5.61 
1 5.82 5.82 5.82 5.82 5.82 S.82 5.82 5.82 5.82 
Table 10.1: ECM lllodel. 
DI D'2 D:~ 
N a 8=1 8=6 8=16 8=1 s=G s=lG s=l s=6 8=lG 
O 5.24 5.81 5.79 5.24 5.81 5.70 5.24 5.81 5.79 
25 0.5 5.68 5.72 5.73 5.68 5.72 5.73 5.68 5.72 5.73 
1 6.02 6.02 6.02 6.02 G.02 (i.()2 G.02 6.02 6.02 
O 5.26 5.52 5.36 5.26 5.52 5.36 5.26 5.52 5.3G 
50 0.5 5.33 5,45 5.38 5.33 5,45 5.~18 5.33 5,45 5.38 
1 5.62 5.62 5.62 5.62 5.62 5.G2 5.62 5.62 5.62 
O 5.11 5.33 5.35 5.11 5.33 5.35 5.11 5.33 5.35 
100 0.5 5.21 5.06 5,44 5.21 5.06 5.44 5.21 5.06 5,44 
1 5.15 5.15 5.15 5.15 5.15 5.15 5.15 5.15 5.15 
O 5.09 4.92 5.06 5.09 4.92 5.0G 5.09 4.92 5.0G 
200 0.5 5.43 5.12 5.07 5.43 5.12 5.07 5.43 5.12 5.07 
1 5.27 5.27 5.27 5.27 5.27 S.27 :).27 5.27 5.27 
Table 10.2: Extended ECM lllO<lc1 
TABLE 10. Bootstrap procedure 8 3 , t2. Co-bl'eaks in levels, not in cliffel'ences, im-
posing COMFAC restriction.. 
F1l1'thennore, in the case of co-breaks in differences and not in levels, the usual bootstrap ECM 
test woulcl render no power. This is also solvecl by using (~xt(-)llded ECM lllodels. 
In the case of co-breaks in levels and not in differences, extended ECM lllodels would bring the 
size of tIte bootstrap ECM test close to the nominal size, lmt keeping them still high. This problem 
is solved by imposing the COMFAC restriction. 
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