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STRONG CONVERGENCE FOR DISCRETE NONLINEAR SCHRO¨DINGER
EQUATIONS IN THE CONTINUUM LIMIT
YOUNGHUN HONG AND CHANGHUN YANG
Abstract. We consider discrete nonlinear Schro¨dinger equations (DNLS) on the lattice hZd
whose linear part is determined by the discrete Laplacian which accounts only for nearest neigh-
bor interactions, or by its fractional power. We show that in the continuum limit h → 0,
solutions to DNLS converge strongly in L2 to those to the corresponding continuum equations,
but a precise rate of convergence is also calculated. In particular cases, this result improves
weak convergence in Kirkpatrick, Lenzmann and Staffilani [17]. Our proof is based on a suitable
adjustment of dispersive PDE techniques to a discrete setting. Notably, we employ uniform-in-h
Strichartz estimates for discrete linear Schro¨dinger equations in [10], which quantitatively mea-
sure dispersive phenomena on the lattice. Our approach could be adapted to a more general
setting like [17] as long as the desired Strichartz estimates are obtained.
1. Introduction
In applications, a discrete equation is often introduced as a simplified model for a given physical
equation. Indeed, spatial discretization would be a first step to implement finite difference methods
(FDM), transferring an equation on a continuum domain to that on a lattice domain. If the domain
is unbounded, taking Dirichlet cut-off for finitization, the equation becomes suitable for numerical
simulation by the method of lines (MOL), or it could be simplified further by time discretization.
Therefore, both in theory and practice, important is a rigorous proof of convergence from solutions
to a discrete equation to those to a continuum equation as the distance between lattice points (or
the size of grid) gets smaller and smaller. This convergence is referred to as a continuum limit.
In this paper, we consider a class of nonlinear dispersive equations, in particular, a nonlinear
Schro¨dinger equation (NLS) with power-type nonlinearity,
i∂tu = (−∆)
αu+ λ|u|p−1u (1.1)
on the Euclidean domain Rd, where 0 < α ≤ 1, α 6= 12 , p > 1, λ ∈ R/{0} and
u = u(t, x) : R× Rd → C.
Here, the fractional Laplacian (−∆)α is the Fourier multiplier operator with symbol |ξ|2α. The
standard NLS (α = 1) is derived as a mean-field equation for Bose-Einstein condensates, and it also
appears in nonlinear optics to describe wave propagation in a weakly nonlinear medium [24]. The
fractional NLS (12 < α < 1) was introduced by Laskin to describe fractional quantum mechanics
[19]. A model for dispersive wave turbulence also has a fractional dispersion relation [21]. The
case d = 1 and α = 14 is considered as a simplifed model equation for the two-dimensional water
wave equation [11].
1
2 YOUNGHUN HONG AND CHANGHUN YANG
As a discretization of the equation (1.1), we consider a discrete nonlinear Schro¨dinger equation
(DNLS)
i∂tuh = (−∆h)
αuh + λ|uh|
p−1uh (1.2)
on the lattice hZd, where
uh = uh(t, x) : R× hZ
d → C.
Indeed, there are several natural ways to define a Laplacian operator on a lattice, but we here
restrict ourselves to the simplest but perhaps the most important one given by
(∆hf)(x) =
d∑
j=1
f(x+ hej) + f(x− hej)− 2f(x)
h2
, ∀x ∈ hZd, (1.3)
which accounts only for nearest neighbor interactions. A nonlocal fractional Laplacian is then
properly defined by means of functional calculus. The discrete model (1.2) formally converges to the
continuummodel (1.1) as h→ 0. It should be noted that not only for numerical experiments, DNLS
is also physically important by itself for optical lattices and for charge transport in biopolymers
like the DNA [7, 8, 22]. There is a huge physics literature on this topic, and we refer to [5, 15, 16]
for overview. Thus, conversely, NLS (1.1) can be introduced to describe the limiting dynamics of
a physical discrete model [17].
The goal of this paper is to develop a general strategy to give a rigorous proof of the continuum
limits of discrete nonlinear dispersive equations. Indeed, continuum limits for ground state solitons
[6, 12, 13] and those for solutions near soliton manifolds [1] are now relatively well-understood in
various contexts. Nevertheless, as for continuum limits of general solutions, to the best of the
authors’ knowledge, the only known result is due to Kirkpatrick, Lenzmann and Staffilani [17]. In
this important work, it is proved that solutions to a one-dimensional cubic DNLS, including a very
large class of long-range interactions, weakly converge to solutions to the corresponding fractional
NLS as h→ 0.
Our main result asserts that restricting to the particular choice of the Laplacian (1.3) and its
fractional power, weak convergence in the previous work [17] can be improved to strong conver-
gence. Furthermore, a precise rate of convergence is calculated. Our approach is based on a
suitable adjustment of dispersive PDE techniques to problems on lattices in consideration of their
limits, which involves “uniform-in-h” Strichartz estimates for discrete linear Schro¨dinger equations
(see Theorem 1.2 below).
For the statement, the following definitions are needed to relate functions on a lattice to those
on the whole space. Given f ∈ L2(Rd;C), we define its discretization fh : hZ
d → C by
fh(xm) :=
1
hd
∫
xm+[0,h)d
f(x) dx, ∀xm = hm ∈ hZ
d. (1.4)
Conversely, we define the linear interpolation operator ph sending a function f : hZ
d → C on the
lattice to a function on Rd,
(phf)(x) := f(xm) +
d∑
j=1
f(xm + hej)− f(xm)
h
(x − xm)j , ∀x ∈ xm + [0, h)
d, (1.5)
where xj denotes the j-th component of x ∈ R
d. The main theorem of this paper then reads as
follows.
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Theorem 1.1 (Continuum limits). In the NLS case (α = 1), we assume that d = 1, 2, 3 and
max
{
d− 2
d+ 2
, 0
}
<
1
p
< 1 when λ > 0 (defocusing),
d
d+ 4
<
1
p
< 1 when λ < 0 (focusing).
(1.6)
In the fractional NLS case (0 < α < 1), we assume that d = 1, 13 < α < 1 and α 6=
1
2 , and
max
{
1− 2α
1 + 2α
, 0
}
<
1
p
< 1 when λ > 0 (defocusing),
1
1 + 4α
<
1
p
< 1 when λ < 0 (focusing).
(1.7)
Let h ∈ (0, 1]. Given initial data u0 ∈ H
α(Rd), let u(t) ∈ C(R;Hα(Rd)) be the global solution to
NLS (1.1) (see Proposition A.1), and let uh(t) be the global solution to DNLS (1.2) whose initial
data uh,0 is the discretization of u0 (see Proposition 4.1). Then, there exist constants A,B > 0,
independent of h, such that for all t ∈ R,
‖phuh(t)− u(t)‖L2(Rd) ≤ Ah
α
1+α eB|t|
(
1 + ‖u0‖Hα(Rd)
)p
.
Remark 1. (i) As for NLS (α = 1), the assumptions (1.6) are almost optimal in one to three
dimensions in the sense that the full range for global well-posedness of the continuum equation
(1.1) is covered except the defocusing energy-critical nonlinearity, i.e., λ > 0, d = 3 and p = 5.
Higher dimensions d ≥ 4 are excluded due to a technical reason (see Remark 4).
(ii) As for the fractional NLS (0 < α < 1), the assumptions (1.7) are also almost optimal in
one dimension in that such conditions are currently required for global well-posedness of the
continuum fractional NLS. Multi-dimensions d ≥ 2 are not included here because of lack of
uniform Strichartz estimates at this moment (see Remark 2 (iii) below).
As mentioned above, the key new analysis tool of this paper is the following Strichartz estimates
for discrete linear Schro¨dinger equations, which hold uniformly in h > 0. We denote by e−it(−∆h)
α
f
the solution to the discrete linear Schro¨dinger equation i∂tuh = (−∆h)
αuh with initial data f . We
say that (q, r) is admissible if 2 ≤ q, r ≤ ∞,
2
q
+
d
r
=
d
2
and (q, r, d) 6= (2,∞, 2), (1.8)
and that (q, r) is resonance admissible if 2 ≤ q, r ≤ ∞,
3
q
+
d
r
=
d
2
and (q, r, d) 6= (2,∞, 3). (1.9)
We define the Lebesgue space Lph on the lattice as the Banach space equipped with the norm
‖f‖Lp
h
:=

{
hd
∑
xm∈hZd
|f(xm)|
p
}1/p
if 1 ≤ p <∞,
sup
xm∈hZd
|f(xm)| if p =∞,
(1.10)
and define the fractional derivative |∇h|
s as the Fourier multiplier of symbol |ξ|s via the discrete
Fourier transform (see Section 2).
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Theorem 1.2 (Uniform Strichartz estimates on a lattice). Suppose that 1 ≤ d ≤ 3, h > 0 and
0 < α ≤ 1 with α 6= 12 . Then, there exists C > 0, independent of h > 0, such that the following
hold.
(i) If d = 1, 2, 3 and α = 1 or if d = 1 and 12 < α < 1, then for any resonance admissible pair
(q, r), we have
‖e−it(−∆h)
α
f‖Lqt(R;Lrh) ≤ C‖|∇h|
3−2α
q f‖L2
h
. (1.11)
(ii) If d = 1 and 0 < α < 12 , then for any admissible pair (q, r), we have
‖e−it(−∆h)
α
f‖Lqt (R;Lrh) ≤ C‖|∇h|
2(1−α)
q f‖L2
h
. (1.12)
Remark 2. (i) For fixed h > 0 and α = 1, Strichartz estimates on the lattice hZd are established
in Stefanov-Kevrekidis [23]. However, their constants blow up as h → 0, so they cannot be
directly applied to continuum limit problems. In our previous work [10], developing harmonic
analysis tools on the lattice hZd, it is first observed that such inequalities may hold uniformly
in h > 0 paying additional fractional derivatives on the right hand side. Extending this
result, in this paper, we obtain uniform Strichartz estimates for the one-dimensional discrete
fractional Schro¨dinger equation, i.e., the case d = 1, 0 < α < 1 and α 6= 12 .
(ii) The admissible conditions (1.9) are different from those for the continuum equation (1.8). It
is because the phase function in the integral representation of the solution e−it(−∆h)
α
f via
the discrete Fourier transform may have degenerate Hessian, and thus it only enjoys weaker
dispersion. Such a phenomenon is sometimes referred to as lattice resonances. Therefore,
to compensate weaker dispersion, additional fractional derivatives are required on the right
hand side for uniformity of Strichartz estimates. Interesting is absence of lattice resonances
when interactions are more nonlocal, i.e., 0 < α < 12 (see the proof of Theorem 1.2 (ii)).
(iii) Due to technical difficulties, fractional Schro¨dinger equations in multi-dimensions, that is,
0 < α < 1 and d ≥ 2, are not included in Theorem 1.2. Indeed, the oscillatory integral
associated with the fundamental solution of (1.2) also may have degenerate Hessian. However,
the phase function having degenerate Hessian is much more complicated to deal with in multi-
dimensions (see [2] for instance).
The argument to justify the continuum limit (Theorem 1.1) can be summarized as follows.
First, as a direct consequence of the Strichartz estimates in Theorem 1.2, we get a “time-averaged”
uniform-in-h L∞h -bound on solutions to discrete linear Schro¨dinger equations (Corollary 3.2). Then,
appying it to the nonlinear problem (1.2), we show that nonlinear solutions also satisfy a similar
uniform L∞h -bound (Proposition 4.2). Having a better uniform bound at hand, we directly estimate
the difference between two solutions in integral forms,
u(t) = e−it(−∆)
α
u0 − iλ
∫ t
0
e−i(t−s)(−∆)
α
(|u|p−1u)(s)ds
and
phuh(t) = phe
−it(−∆h)αuh,0 − iλph
[∫ t
0
e−i(t−s)(−∆h)
α
(|uh|
p−1uh)(s)ds
]
,
with some error estimates concerning the linear interpolation operator ph (see Proposition 5.4 and
5.7). Then, Theorem 1.1 follows by the standard Gronwall’s lemma.
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Remark 3. (i) The argument in [17] relies on the uniform Sobolev inequality ‖f‖L∞
h
. ‖f‖Hα
h
(see Proposition 2.4) and a uniform Hαh -bound on solutions to DNLS, which comes from the
conservation laws. However, if α ≤ d2 , then such a Sobolev inequality fails, since so does
‖f‖L∞(Rd) . ‖f‖Hα(Rd). Hence, the assumptions d = 1 and
1
2 < α ≤ 1 had to be imposed.
Nevertheless, it turns out that thanks to dispersion, solutions to DNLS can be bounded
uniformly in L∞h in a time-average sense even when α is smaller or in multi-dimensions. This
observation not only allows us to extend the range of d and α, but also improves convergence
in the continuum limit.
(ii) We believe that our stategy is robust, and it can be applied to other continuum limit prob-
lems. Indeed, the restriction to the choice of the Schro¨dinger operator (−∆h)
α in this paper
comes only from that uniform Strichartz estimates are currently available only in this case.
Therefore, rigorous derivation of the fractional NLS (with a precise rate of convergence) in
a more general setup as in [17] could be reduced to proving uniform Strichartz estimates for
the corresponding discrete linear flow.
1.1. Organization of the paper. The organization of this paper is as follows. In Section 2, we
recall basic analysis tools on a lattice from [3, 17, 10]. In Section 3, we prove uniform Strichartz
estimates (Theorem 1.2), which is the key inequality in this paper. Then, in Section 4, we show that
nonlinear solutions also satisfy a time-averaged uniform L∞h -bound. In Section 5, we discuss some
important properties of discretization and linear interpolation. Finally, in Section 6, collecting all,
we prove the main theorem (Theorem 1.1).
1.2. Notations. We denote A . B if there is a constant C > 0, independent of h > 0, such that
A ≤ CB, and denote A ∼ B if A . B and B . A. With abuse of notation, we denote by uh(t) the
solution to DNLS (1.2) with initial data uh,0, which is the discretization of u0. Thus, uh(t) does
not mean by the discretization of the solution u(t) to NLS (1.1).
1.3. Acknowledgement. This research of the first author was supported by Basic Science Re-
search Program through the National Research Foundation of Korea(NRF) funded by the Ministry
of Education (NRF-2017R1C1B1008215). The second author was supported in part by Samsung
Science and Technology Foundation under Project Number SSTF-BA1702-02.
2. Preliminaries
In this section, we briefly review basic analysis tools on the lattice domain from [3, 17, 10].
2.1. Basic theory. Let h > 0 and p ≥ 1. On the lattice hZd, the natural Lebesgue space Lph
is defined by the collection of complex-valued functions on hZd equipped with the norm (1.10).
This function space is more or less the ℓp-space of sequences having d indices, because ‖f‖Lp
h
=
hd/p‖f‖ℓpx . Indeed, the Riemann sum for |f(x)|
p on Rd is given by hd
∑
x∈hZd |f(x)|
p. Thus,
putting hd/p in the norm is natural in the context of the continuum limit h→ 0. It is easy to see
from its connection to the ℓp-space that we have Ho¨lder’s inequality
‖fg‖Lp
h
≤ ‖f‖Lp1
h
‖g‖Lp2
h
, 1p =
1
p1
+ 1p2 ,
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and the standard duality relation
‖f‖Lp
h
= sup
‖g‖
L
p′
h
≤1
hd
∑
x∈hZd
f(x)g(x), 1p +
1
p′ = 1.
On the lattice hZd, the definitions of the Fourier and the inverse Fourier transforms are reversed
to those on a periodic box. For f ∈ L1h, its discrete Fourier transform is defined by
(Fhf)(ξ) := h
d
∑
x∈Zd
h
f(x)e−ix·ξ
on the periodic box 2πh T
d = [−πh ,
π
h )
d. On the other hand, the discrete inverse Fourier transform
of f ∈ L1(2πh T
d) is defined by
(F−1h f)(x) =
1
(2π)d
∫
hTd
f(ξ)eix·ξdξ
on the lattice hZd. For rapidly decreasing functions f and g on hZd, the Plancherel theorem
hd
∑
x∈hZd
f(x)g(x) =
1
(2π)d
∫
2pi
h
Td
(Fhf)(ξ)(Fhg)(ξ)dξ
holds. Then, by the standard duality argument, both the discrete Fourier and the discrete inverse
Fourier transforms are extended to L2h (respectively, L
2)-functions.
2.2. Sobolev spaces and the Littlewood-Paley theory. On the lattice hZd, the homogeneous
differential operator |∇h|
s is defined by Fh (|∇h|
sf) (ξ) = |ξ|s(Fhf)(ξ) on
2π
h T
d, while the inho-
mogeneous differential operator 〈∇h〉
s is defined by Fh(〈∇h〉
sf)(ξ) = (1 + |ξ|2)
s
2 (Fhf)(ξ). The
Sobolev space W s,ph (respectively, W˙
s,p
h ) is defined as the Banach space equipped with the norm
‖f‖W s,p
h
:= ‖〈∇h〉
sf‖Lp
h
(
respectively, ‖f‖W˙ s,p
h
:= ‖|∇h|
sf‖Lp
h
)
. (2.1)
In particular, when p = 2, we denote
Hsh :=W
s,2
h and H˙
s
h := W˙
s,2
h .
Indeed, there are several other natural ways to define the Sobolev spaces. In [10], developing the
Calderon-Zygmund theory on a lattice, they are shown to be equivalent.
Proposition 2.1 (Norm equivalence [10]). For any 1 < p <∞, we have
‖f‖W˙ s,p
h
∼ ‖(−∆h)
s
2 f‖Lp
h
∀s ∈ R
and
‖f‖W˙ 1,ph
∼
d∑
j=1
‖D+j;hf‖Lph,
where D+j;hf(x) :=
f(x+hej)−f(x)
h .
Contrary to the whole space Rd, differential operators on the lattice hZd are bounded operators.
A high Sobolev norm is bounded by a lower one even though the implicit constant blows up as
h→ 0.
Lemma 2.2. Let h > 0 and 0 ≤ s ≤ 1. Then, ‖f‖H˙1
h
. h−(1−s)‖f‖H˙s
h
.
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Proof. By the Plancherel theorem, we prove that
‖f‖H˙1
h
=
1
(2π)d/2
‖|ξ|(Fhf)‖L2( 2pi
h
Td) .
h−(1−s)
(2π)d/2
‖|ξ|s(Fhf)‖L2( 2pi
h
Td) = h
−(1−s)‖f‖H˙s
h
,
where in the inequality, we used that ξ ∈ 2πh T
d. 
Let φ : Rd → [0, 1] be a radially symmetric smooth bump function such that φ(ξ) = 1 for |ξ| ≤ 1
but φ(ξ) = 0 for |ξ| ≥ 2, and let ψ := φ−φ( ·2 ). For a dyadic number N ∈ 2
Z with N ≤ 1, we define
the Littlewood-Paley projection operator PN = PN ;h as the Fourier multiplier operator given by
Fh(PNf)(ξ) = ψ(
2πhξ
N )(Fhf)(ξ). (2.2)
Here, with abuse of notation, ψ(2πhξN ) denotes the function ψ(
2πhξ
N ) restricted to the frequency
domain 2πh T
d. Then,
∑
N≤1 PN = 1, because
∑
N≤1 ψ(
2πξ
Nh ) ≡ 1 on
2π
h T
d.
The following Litttlewood-Paley inequalities are useful in our analysis in that it allows us to
handle different frequencies separately.
Proposition 2.3 (Littlewood-Paley inequalities [10]). For 1 < p <∞, we have
‖f‖Lp
h
.
∥∥∥∥∥∥
{∑
N≤1
|PNf |
2
}1/2∥∥∥∥∥∥
Lp
h
. ‖f‖Lp
h
.
As applications, one can derive the Gagliardo-Nirenberg and the Sobolev inequalities [3, 17, 10].
Proposition 2.4. [10] Let h > 0. Suppose that 1 ≤ p < q ≤ ∞ and s > 0.
(i) (Gagliardo-Nirenberg inequality) If 1q =
1
p −
θs
d and 0 < θ < 1, then
‖f‖Lq
h
. ‖f‖1−θ
Lp
h
‖f‖θ
W˙ s,p
h
.
(ii) (Sobolev inequality) If 1q =
1
p −
s
d and q <∞, then
‖f‖Lq
h
. ‖f‖W s,p
h
.
If q =∞ and s > dp , then
‖f‖L∞
h
. ‖f‖W s,p
h
.
3. Uniform Strichartz Estimates (Proof of Theorem 1.2)
As mentioned in the introduction, uniform Strichartz estimates for the discrete linear Schro¨dinger
equation (Theorem 1.2) will play a crucial role in our analysis. When α = 1, such uniform Strichartz
estimates have been established in our previous work [10, Theorem 1.3]. In this section, adapting
the strategy and the harmonic analysis tools in [10] to the fractional Schro¨dinger case, we establish
uniform Strichartz estimates which are not covered in the previous result, that is, the case d = 1,
0 < α < 1 and α 6= 12 . Indeed, the desired uniform Strichartz estimates follow from the dispersive
estimates.
Proposition 3.1 (Frequency localized dispersive estimates). Suppose that d = 1, 0 < α < 1 and
α 6= 12 . For each dyadic number N ∈ 2
Z with N ≤ 1, let PN be the Littlewood-Paley projection
given in (2.2). Then, the following hold.
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(i) (Non-resonance case) If 0 < α < 12 , then∥∥∥e−it(−∆h)αPNf∥∥∥
L∞
h
.
(
N
h
)1−α
1
|t|1/2
‖f‖L1
h
.
(ii) (Resonance case) If 12 < α < 1, then∥∥∥e−it(−∆h)αPNf∥∥∥
L∞
h
.
(
N
h
)1− 2α3 1
|t|1/3
‖f‖L1
h
.
Proof of Theorem 1.2 when 0 < α < 1, assuming Proposition 3.1. Let P˜N be the Fourier multi-
plier operator with symbol ψ˜(hξN ), where ψ˜ ∈ C
∞
c , ψ˜ ≡ 1 on supp ψ, and ψ is the smooth cutoff
in the definition of PN . Indeed, the proof of Proposition 3.1 does not rely on a particular choice
of a frequency cut-off in PN (see below), and thus Proposition 3.1 holds with another projection
operator P˜N .
Suppose that 12 < α < 1 so that∥∥∥e−it(−∆h)α P˜Nf∥∥∥
L∞
h
.
(
N
h
)1− 2α3 1
|t|1/3
‖f‖L1
h
.
Then, it follows from the interpolation argument in Keel-Tao [14] that∥∥∥e−it(−∆h)α P˜Nf∥∥∥
Lqt (R;L
r
h
)
.
(
N
h
)(1− 2α3 )( 12− 1r )
‖f‖L2
h
=
(
N
h
) 3−2α
q
‖f‖L2
h
for all resonance admissible pairs. Inserting PNf with PN = P˜NPN , we get∥∥∥e−it(−∆h)αPNf∥∥∥
Lqt (R;L
r
h
)
.
(
N
h
) 3−2α
q
‖PNf‖L2
h
. ‖PN (|∇h|
3−2α
q f)‖L2
h
.
Therefore, by the Littlewood-Paley inequalities (Proposition 2.3), we show that
‖e−it(−∆h)
α
f‖2Lqt(R;Lrh)
.
∥∥∥∥∥∥
{∑
N≤1
|e−it(−∆h)
α
P˜Nf |
2
}1/2∥∥∥∥∥∥
2
Lqt (R;L
r
h
)
≤
∑
N≤1
‖e−it(−∆h)
α
P˜Nf‖
2
Lqt (R;L
r
h
)
.
∑
N≤1
‖PN (|∇h|
3−2α
q f)‖2L2
h
. ‖|∇h|
3−2α
q f‖2L2
h
.
If 0 < α < 12 , repeating but using Proposition 3.1 (ii), one can show Theorem 1.2 (ii). 
Proof of Proposition 3.1. By the discrete Fourier and the discrete inverse Fourier transforms, we
write (
e−it(−∆h)
α
PNf
)
(xm)
=
1
2π
∫ pi
h
−pi
h
e−it{
4
h2
sin2(hξ2 )}
α
eixmξψ(hξN )
h ∑
ym∈hZ
f(ym)e
−iymξ
 dξ
= h
∑
ym∈hZ
KN,t(xm − ym)f(ym),
where
KN,t(xm) =
1
2π
∫ pi
h
−pi
h
eiϕt,xm (ξ)ψ(hξN )dξ
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and
ϕt,xm(ξ) = xmξ − t
{
4
h2 sin
2
(
hξ
2
)}α
= xmξ −
4αt
h2α sin
2α
(
hξ
2
)
.
Hence, we have
‖e−it(−∆h)
α
PNf‖L∞
h
≤ ‖KN,t‖L∞
h
‖f‖L1
h
,
and thus it is enough to estimate the oscillatory integral KN,t.
We observe that the second derivative of the phase function in KN,t is given by
ϕ′′t,xm(ξ) = −
4αt
h2α
2α
{
(2α− 1) sin2α−2
(
hξ
2
)
cos2
(
hξ
2
)
− sin2α
(
hξ
2
)} h2
4
= −
2α4α−1th2−2α
sin2−2α
(
hξ
2
) {(2α− 1) cos2 (hξ2 )− sin2 (hξ2 )}
=
2α4α−1th2−2α
sin2−2α
(
hξ
2
) {1− α− α cos(hξ)},
and that ϕ′′t,xm(ξ0) = 0 if and only if cos(hξ0) =
1−α
α . If 0 < α <
1
2 , then there is no ξ0 such that
ϕ′′t,xm(ξ0) = 0. Moreover, the second derivative of the phase function satisfies the lower bound
|ϕ′′t,xm(ξ)| & |t|
h2−2α
N2−2α on supp ψ(
h·
N ), because
h|ξ|
2π ≤ | sin(
hξ
2 )| ≤
h|ξ|
2 . Therefore, van der Corput’s
lemma implies that |KN,t(xm)| . (
N
h )
1−α|t|−1/2.
If 12 < α < 1, then there exists a unique ξ0 > 0 such that ϕ
′′
t,xm(±ξ0) = 0. However, in the
case N is too small, ξ0 is not in supp ψ(
h·
N ), because cos θ → 1 as θ → 0. In this case, one can
get the bound |KN,t(xm)| . (
N
h )
1−α|t|−1/2 as above. Then, interpolating with the trivial bound
|KN,t(xm)| .
N
h , we prove that |KN,t(xm)| . (
N
h )
1− 2α3 |t|−1/3. Suppose that N is not too small,
in other words, N ≥ N0 for some dyadic number N0 > 0. Then, differentiating the phase function
once more, we observe that
|ϕ′′′t,xm(±ξ0)| =
∣∣∣∣∣∣2α
24α−1th3−2α
sin2−2α
(
±hξ0
2
) sin(±hξ0)
∣∣∣∣∣∣ &N0 |t|h3−2α
if ξ0 ∈ supp ψ(
h·
N ). Hence, by continuity, we have that on supp ψ(
h·
N ), either |ϕ
′′
t,xm(ξ)| & |t|
h2−2α
N2−2α
or |ϕ′′′t,xm(ξ)| & |t|h
3−2α. Therefore, by Van der Corput’s lemma again, we prove that
|KN,t(xm)| .N0 max
{(
N
h
)1−α
|t|−
1
2 ,
(
N
h
)1− 2α3 |t|− 13} .
Finally, interpolating with the trivial bound |KN,t(xm)| .
N
h as in the previous case, we get the
desired bound |KN,t(xm)| . (
N
h )
1− 2α3 |t|−1/3. 
Combining the uniform Sobolev inequality (Proposition 2.4 (ii)) and the uniform Strichartz esti-
mates (Theorem 1.2), we deduce a time-averaged uniform L∞h -bound on discrete linear Schro¨dinger
flows.
Corollary 3.2 (Uniform L∞h -bounds on discrete linear Schro¨dinger flows). Suppose that d = 1,
0 < α < 1 and α 6= 12 or that d = 2, 3 and α = 1. For sufficiently small δ > 0, let
q∗ =

∞ if d = 1 and 12 < α ≤ 1,
4α
1−2α+δ if d = 1 and
1
3 < α <
1
2 ,
4
d−2+δ if d = 2, 3 and α = 1.
(3.1)
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Then,
‖e−it(−∆h)
α
f‖Lq∗t (R;L∞h ) . ‖f‖H
α
h
.
Proof. When d = 1 and 12 < α < 1, the corollary immediately follows from the uniform Sobolev
embedding Hαh →֒ L
∞
h (Proposition 2.4 (ii)) and unitarity of the linear propagator on H
α
h . If d = 1
and 13 < α <
1
2 , then we apply the Sobolev inequality and Strichartz estimates (Theorem 1.2) to
get
‖e−it(−∆h)
α
f‖
L
4α
1−2α+δ
t (R;L
∞
h
)
. ‖e−it(−∆h)
α
f‖
L
4α
1−2α+δ
t (R;W
3α−1−(1−α)δ
2α
, 2α
3α−1−δ
h
)
. ‖f‖Hα
h
for sufficiently small δ > 0. By the same way, one can show the desired inequality in the case
d = 2, 3 and α = 1. 
Remark 4. High dimensions d ≥ 4 are not covered in this paper, because q∗ = 4d−2+δ in Corollary
3.2 is required to be ≥ 2.
4. Uniform L∞h -bound for Nonlinear Solutions
We consider solutions to DNLS (1.2). It turns out that they exist globally in time, are unique,
and obey the mass and the energy conservation laws.
Proposition 4.1 (Global well-posedness). Suppose that d ∈ N, α ∈ R and p > 1. Then, for
any initial data uh,0 ∈ L
2
h, there exists a unique global solution uh(t) ∈ C(R;L
2
h) to DNLS (1.2).
Moreover, it conserves the mass
Mh(uh) := ‖uh‖
2
L2
h
and the energy
Eh(uh) :=
1
2
‖(−∆h)
α
2 uh‖
2
L2
h
+
λ
p
‖uh‖
p
Lp
h
.
Proof. The proof follows as in [10, Proposition], where the case α = 1 is considered. Indeed,
for fixed h > 0, local well-posedness in L2h (as well as the conservation laws) can be proved by
the trivial inequality ‖uh‖L∞
h
≤ h−d/2‖uh‖L2
h
on a short time interval depending on h > 0. The
interval of existence is then extended by the mass conservation law. 
As observed in the previous section, discrete linear Schro¨dinger flows satisfy a time-averaged
uniform L∞h -bound (Corollary 3.2). The purpose of this section is to show that nonlinear flows
obey a similar bound at least locally in time.
Proposition 4.2 (Uniform L∞h -bound for nonlinear solutions). Suppose that d, α, p and λ satisfy
the hypotheses in Theorem 1.1, and let q∗ be given by (3.1). Then, the global solution uh(t) to
DNLS (1.2) with initial data uh,0 ∈ H
α
h , constructed in Proposition 4.1, satisfies
‖uh‖Lq∗t ([−T,T ];L∞h ) . 〈T 〉
1/q∗‖uh,0‖Hα
h
, ∀T > 0. (4.1)
The proof is similar to that of local well-posedness of the continuum equation (1.1), but the
following nonlinear estimate is employed.
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Lemma 4.3 (Nonlinear estimate). Suppose that p > 1 and 0 ≤ s ≤ 1. Then,∥∥|∇h|s(|uh|p−1uh)∥∥L2
h
≤ C‖uh‖
p−1
L∞
h
‖|∇h|
suh‖L2
h
. (4.2)
Proof. For the case s = 1, we refer [10, Lemma 6.2]. Thus, we may only consider the fractional
case 0 < s < 1. We claim that if 0 < s < 1, then
‖|∇h|
sf‖2L2
h
∼ hd
∑
ym∈hZd,ym 6=0
‖f(·+ ym)− f‖
2
L2
h
|ym|d+2s
,
where the implicit constants are not independent of h > 0. Indeed, by the Plancherel theorem, we
may write the right hand side as
hd
(2π)d
∑
ym∈hZd,ym 6=0
‖(e−iym·ξ − 1)Fhf(ξ)‖2L2
ξ
( 2pi
h
Td)
|ym|d+2s
=
1
(2π)d
∫
2pi
h
Td
hd ∑
ym∈hZd,ym 6=0
|e−iym·ξ − 1|2
|ym|d+2s
 |Fhf(ξ)|2dξ.
In consideration of the Riemann integration and by changes of variables, we get
hd
∑
ym∈hZd,ym 6=0
|e−iym·ξ − 1|2
|ym|d+2s
−→
h→0
∫
Rd
|e−iy·ξ − 1|2
|y|d+2s
dy = |ξ|s
∫
Rd
|e−iy·
ξ
|ξ| − 1|2
|y|d+2s
dy
= |ξ|s
∫
R
· · ·
∫
R
|e−iy1 − 1|2
|y|d+2s
dy1 · · · dyd ∼ |ξ|
s.
Thus, the claim follows.
To show the lemma, we observe that by the fundamental theorem of calculus,
|u|p−1u− |v|p−1v =
∫ 1
0
d
ds
(
|su+ (1− s)v|p−1(su+ (1 − s)v)
)
ds
=
p+ 1
2
{∫ 1
0
|su+ (1− s)v|
p−1
ds
}
(u− v)
+
p− 1
2
{∫ 1
0
|su+ (1− s)v|
p−3
(su+ (1− s)v)
2
ds
}
u− v.
(4.3)
Hence, by the claim and (4.3), we prove that
∥∥|∇h|s(|uh|p−1uh)∥∥2L2
h
∼ hd
∑
ym∈hZd,ym 6=0
∥∥|uh|p−1uh(·+ ym)− |uh|p−1uh∥∥2L2
h
|ym|d+2s
≤ 2p‖uh‖
2(p−1)
L∞
h
· hd
∑
ym∈hZd,ym 6=0
‖uh(·+ ym)− uh‖
2
L2
h
|ym|d+2s
∼ ‖uh‖
2(p−1)
L∞
h
‖|∇h|
suh‖
2
L2
h
.

Proof of Proposition 4.2. First, we will show that the proposition holds on a sufficiently small
interval. Let I = [−τ, τ ] be a sufficiently small interval to be chosen later, and define
Γ(uh) := e
−it(−∆h)αuh,0 − iλ
∫ t
0
e−i(t−s)(−∆h)
α (
|uh|
p−1uh
)
(s)ds
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on the set
X :=
{
uh : hZ
d → C : ‖uh‖Ct(I;Hαh ) + ‖uh‖L
q∗
t (I;L
∞
h
) ≤ 2(1 + c)‖uh,0‖Hαh
}
equipped with the norm ‖ · ‖Ct(I;L2h). Here, c > 0 denotes the uniform-in-h constant in Corollary
3.2, that is,
‖e−it(−∆h)
α
uh,0‖Lq∗t (R;L∞h ) ≤ c‖uh,0‖H
α
h
.
Note that X is a complete metric space. Indeed, if {vh,n}
∞
n=1 is a Cauchy sequence in X , then
it converges to vh in Ct(I;L
2
h) as n → ∞. However, since ‖uh‖Ct(I;Hαh ) + ‖uh‖L
q∗
t (I;L
∞
h
) .h
‖uh‖Ct(I;L2h), we have vh,n → vh in Ct(I;H
α
h ) ∩ L
q∗
t (I;L
∞
h ), and so vh ∈ X .
We claim that Γ is contractive on X . Indeed, by unitarity, we have
‖Γ(uh)‖Ct(I;Hαh ) ≤ ‖uh,0‖H
α
h
+ |λ|‖|uh|
p−1uh‖L1t(I;Hαh )
and by Corollary 3.2,
‖Γ(uh)‖Lq∗t (I;L∞h ) ≤ c‖uh,0‖H
α
h
+ c|λ|‖|uh|
p−1uh‖L1t (I;Hαh ).
Thus, applying the nonlinear estimate (Lemma 4.3) and the Ho¨lder inequality in time, we show
that if uh ∈ X ,
‖Γ(uh)‖Ct(I;Hαh ) + ‖Γ(uh)‖L
q∗
t (I;L
∞
h
)
≤ (1 + c)‖uh,0‖Hα
h
+ (1 + c)|λ|(2τ)1−
p−1
q∗ C‖uh‖
p−1
Lq∗t (I;L
∞
h
)
‖uh‖Ct(I;Hαh )
≤ (1 + c)‖uh,0‖Hα
h
+ (1 + c)|λ|(2τ)1−
p−1
q∗ C
(
2(1 + c)‖uh,0‖Hα
h
)p
= (1 + c)‖uh,0‖Hα
h
{
1 + (1 + c)|λ|(2τ)1−
p−1
q∗ C
(
2(1 + c)‖uh,0‖Hα
h
)p−1}
.
On the other hand, by (4.3), we obtain
‖Γ(uh)− Γ(vh)‖Ct(I;L2h) = |λ|
∥∥∥∥∫ t
0
e−i(t−s)(−∆h)
α (
|uh|
p−1uh − |vh|p−1vh
)
(s)ds
∥∥∥∥
Ct(I;L2h)
≤ |λ|‖|uh|
p−1uh − |vh|p−1vh‖L1t (I;L2h)
≤ |λ|(2τ)1−
p−1
q∗ p
(
‖uh‖Lq∗t (I;L∞h ) + ‖vh‖L
q∗
t (I;L
∞
h
)
)p−1
· ‖uh − vh‖Ct(I;L2h)
≤ |λ|(2τ)1−
p−1
q∗
(
2c‖uh,0‖Hα
h
)p−1
‖uh − vh‖Ct(I;L2h),
provided that uh, vh ∈ X . Then, since q∗ is selected so that 1− p−1q∗ > 0 (see (3.1)), one can make
Γ contractive on X taking sufficiently small τ > 0 depending on ‖uh,0‖Hα
h
but not on h > 0.
By the claim, it follows from the Banach fixed point theorem that Γ has a fixed point in X ,
which is, by uniqueness (Proposition 4.1), the solution uh to DNLS (1.2). Therefore, we conclude
that
‖uh‖Lqt ([−τ,τ ];L∞h ) . ‖uh,0‖Hαh . (4.4)
In order to extend the time interval arbitrarily, we show that ‖uh(t)‖Hα
h
is bounded globally-
in-time. Indeed, by the mass conservation law and the norm equivalence (Proposition 2.1), it is
enough to show that ‖(−∆h)
α
2 uh(t)‖L2
h
is bounded globally in time. When λ > 0, the energy
conservation law implies that ‖(−∆h)
α
2 uh(t)‖
2
L2
h
≤ 2Eh(uh(t)) = 2Eh(uh,0) for all t. When λ < 0,
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we use both the mass and the energy conservation laws as well as the uniform Gagliardo-Nirenberg
inequality (Proposition 2.4 (i)) to get
1
2
‖(−∆h)
α
2 uh(t)‖
2
L2
h
= Eh(uh(t)) +
λ
p+ 1
‖uh(t)‖
p+1
Lp+1
h
≤ Eh(uh(t)) + C‖uh(t)‖
p+1− d(p−1)2α
L2
h
‖(−∆h)
α
2 uh(t)‖
d(p−1)
2α
L2
h
≤ Eh(uh,0) + CMh(uh,0)
p+1
2 − d(p−1)4α ‖(−∆h)
α
2 uh(t)‖
d(p−1)
2α
L2
h
.
(4.5)
By the assumption, we have d(p−1)2α < 2. Thus, we can use Young’s inequality to bound ‖(−∆h)
α
2 uh(t)‖
2
L2
h
in terms of the mass Mh(uh,0) and the energy Eh(uh,0).
Because ‖uh(t)‖Hα
h
is bounded uniformly in time, (4.4) can be iterated with new initial data
u(τ), u(2τ), ... with the bounds (4.4) on the intervals [τ, 2τ ], [2τ, 3τ ], ... to cover an arbitrarily long
time interval [−T, T ]. Therefore, summing up, we obtain (4.1). 
5. Some Properties of Discretization and Linear Interpolation
In the previous two sections, we have discussed about time-averaged uniform L∞h -bounds for
solutions to the discrete linear and nonlinear Schro¨dinger equations. We now turn to our attentions
to the continuum limit problems.
We recall that a locally integrable function f : Rd → C is discretized by
fh(xm) :=
1
hd
∫
xm+[0,h)d
f(x)dx, ∀xm ∈ hZ
d. (5.1)
On the other hand, a function f : hZd → C on a lattice domain becomes continuous by linear
interpolation
(phf)(x) := f(xm) + (D
+
h f)(xm) · (x− xm), ∀x ∈ xm + [0, h)
d, (5.2)
where D+h = (D
+
h;1, · · · , D
+
h;d) is the discrete gradient operator, and
(D+h;jf)(xm) :=
f(xm + hej)− f(xm)
h
is the discrete j-th partial derivative. In this section, we collect some important properties of
discretization and linear interpolation, which will be conveniently used in the proof of the main
theorem.
We begin with boundedness of discretization and linear interpolation (see [17]).
Lemma 5.1 (Boundedness of discretization). If f ∈ Hα(Rd) with 0 ≤ α ≤ 1, then its discretization
fh satisfies ‖fh‖H˙α
h
(hZd) . ‖f‖H˙α(Rd).
Proof. By (complex) interpolation, it suffices to show the lemma with α = 0 and α = 1. Indeed,
by the definition (5.1) and the Cauchy-Schwarz inequality, we get the bound,
‖fh‖
2
L2
h
(hZd) = h
d
∑
xm∈hZd
|fh(xm)|
2 = hd
∑
xm∈hZd
∣∣∣∣∣ 1hd
∫
xm+[0,h)d
f(x)dx
∣∣∣∣∣
2
≤
∑
xm∈hZd
∫
xm+[0,h)d
|f(x)|2dx = ‖f‖2L2(Rd).
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Similarly when α = 1, we write
‖Dh;jfh‖
2
L2
h
(hZd) = h
d
∑
xm∈hZd
∣∣∣∣fh(xm + hej)− fh(xm)h
∣∣∣∣2
= hd
∑
xm∈hZd
∣∣∣∣∣ 1hd+1
∫
xm+[0,h)d
f(x+ hej)− f(x)dx
∣∣∣∣∣
2
≤
∑
xm∈hZd
∫
xm+[0,h)d
∣∣∣∣f(x+ hej)− f(x)h
∣∣∣∣2 dx.
Then, it follows from the fundamental theorem of calculus
f(x+ hej)− f(x)
h
=
1
h
∫ 1
0
d
ds
(f(x+ hsej)) ds =
∫ 1
0
(∇xjf)(x+ hsej)ds
that
‖D+h;jfh‖
2
L2
h
(hZd) ≤
∑
xm∈hZd
∫
xm+[0,h)d
∫ 1
0
∣∣(∇xjf)(x+ hsej)∣∣2 dsdx
=
∫
Rd
∫ 1
0
∣∣(∇xjf)(x+ hsej)∣∣2 dsdx = ‖∇xjf‖2L2(Rd).
Thus, summing in j, we prove the inequality with α = 1. 
Lemma 5.2 (Boundedness of linear interpolation). If 0 ≤ α ≤ 1, then ‖phfh‖H˙α(Rd) . ‖fh‖H˙α
h
(hZd).
Proof. By (complex) interpolation again, it suffices to consider the endpoint cases α = 0 and α = 1.
For α = 0, we write
‖phfh‖
2
L2(Rd) =
∑
xm∈hZd
∫
xm+[0,h)d
∣∣∣fh(xm) + d∑
j=1
fh(xm + hej)− fh(xm)
h
(x − xm)j
∣∣∣2dx
. hd
∑
xm∈hZd
{
|fh(xm)|
2
+
d∑
j=1
|fh(xm + hej)|
2
}
= (d+ 1)‖fh‖L2
h
(hZd).
For α = 1, we observe that
‖∇xj (phfh)‖
2
L2(xm+[0,h)d)
= ‖(D+h;jfh)(xm)‖
2
L2(xm+[0,h)d)
= hd
∣∣∣(D+h;jfh)(xm)∣∣∣2 .
Thus, summing in xm and j, we prove the desired inequality. 
Next, we show that linear interpolation is almost a reverse action to discretization up to small
error. Moreover, the error can be precisely estimated in a lower regularity norm.
Proposition 5.3 (Linear interpolation vs. discretization). Suppose that f ∈ Hα(Rd) with 0 ≤
α ≤ 1, and let fh : hZ
d → C be its discretization (see (1.4)). Then,
‖phfh − f‖L2(Rd) . h
α‖f‖Hα(Rd).
Proof. We claim that the proposition with α = 1, that is,
‖phfh − f‖L2(Rd) . h‖f‖H1(Rd), (5.3)
holds for smooth functions. Indeed,
‖phfh − f‖
2
L2(Rd) =
∑
xm∈hZd
‖phfh(x) − f(x)‖
2
L2x(xm+[0,h)
d). (5.4)
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For each term in the sum, we observe from the definitions (5.1) and (5.2) that if x ∈ xm + [0, h)
d,
then
|(phfh)(x) − f(x)|
=
∣∣∣{fh(xm) + (D+h fh)(xm) · (x− xm)}− f(x)∣∣∣
=
∣∣∣ 1
hd
∫
xm+[0,h)d
{
(f(y)− f(x)) +
d∑
j=1
(f(y + hej)− f(y))
(x− xm)j
h
}
dy
∣∣∣
.
1
h
d
2
{∫
|x−y|≤
√
dh
|f(x)− f(y)|2 +
d∑
j=1
|f(y + hej)− f(y)|
2dy
} 1
2
,
where the Cauchy-Schwarz inequality is used in the last step. Hence, inserting this bound in (5.4),
we get
‖phfh − f‖
2
L2(Rd) .
1
hd
∫
Rd
∫
|x−y|≤√dh
|f(x)− f(y)|2 +
d∑
j=1
|f(y + hej)− f(y)|
2dydx.
Then, applying the fundamental theorem of calculus
f(x)− f(y) =
{∫ 1
0
∇f(y + s(x− y))ds
}
· (x− y),
we show that
‖phfh − f‖
2
L2(Rd)
. h2−d
∫ 1
0
∫
Rd
∫
|x−y|≤√dh
|∇f(y + s(x− y))|2 +
d∑
j=1
|(∇xjf)(y + hsej)|
2dxdyds
= h2−d
∫ 1
0
∫
|x|≤
√
dh
∫
Rd
|∇f(y + sx)|2 +
d∑
j=1
|(∇xjf)(y + hsej)|
2dydxds
∼ h2‖∇f‖2L2(Rd).
If f is just in Hα(Rd), then we decompose
f = flow + fhigh,
where f̂low(ξ) = 1[−pi
h
,pi
h
)d(ξ)fˆ(ξ) and fhigh = f − flow. For the low frequency part flow, which is
smooth, we apply (5.3) to get
‖ph(flow)h − flow‖L2(Rd) . h‖flow‖H1(Rd) . h
α‖f‖Hα(Rd).
On the other hand, for the high frequency part, by trivial estimates and Lemma 5.2 and 5.1, we
have
‖ph(fhigh)h − fhigh‖L2(Rd) ≤ ‖ph(fhigh)h‖L2(Rd) + ‖fhigh‖L2(Rd)
. ‖(fhigh)h‖L2
h
(hZd) + ‖fhigh‖L2(Rd)
. ‖fhigh‖L2(Rd) . h
α‖f‖Hα(Rd).
Therefore, summing up, we complete the proof. 
As an application of Proposition 5.3, we show that the linear interpolation of the discrete linear
Schro¨dinger flow is almost like it continuum flow.
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Proposition 5.4 (Linear interpolation of the discrete Schro¨dinger flow). If u0 ∈ H
α(Rd) and
uh,0 ∈ H
α
h (hZ
d) with 0 ≤ α ≤ 1, then
‖phe
−it(−∆h)αuh,0 − e−it(−∆)
α
u0‖L2(Rd)
. h
α
1+α |t|
{
‖uh,0‖Hα
h
(hZd) + ‖u0‖Hα(Rd)
}
+ ‖phuh,0 − u0‖L2(Rd).
In particular, if uh,0 is the discretization of u0, then by Lemma 5.1 and Proposition 5.3,
‖phe
−it(−∆h)αuh,0 − e−it(−∆)
α
u0‖L2(Rd) . 〈t〉h
α
1+α ‖u0‖Hα(Rd).
For the proof, we need the following lemmas.
Lemma 5.5 (Symbol of the linear interpolation operator). The interpolation operator ph is a
Fourier multiplier operator in the sense that
p̂huh(ξ) = Ph(ξ)(F˜huh)(ξ), ∀ξ ∈ R
d,
where Ph : R
d → C and F˜h denotes the [−
π
h ,
π
h )
d-periodic extension of the discrete Fourier trans-
form Fh, that is, (F˜huh)(ξ
′) = (Fhuh)(ξ) for all ξ′ ∈ ξ + 2πh Z
d.
Proof. We decompose the Fourier transform of phuh into integrals on small cubes,
p̂huh(ξ) =
∑
xm∈hZd
∫
xm+[0,h)d
(phuh)(x)e
−ix·ξdx.
By the definition of ph (see (1.5)) and by simple changes of variables, each integral can be written
explicitly as∫
xm+[0,h)d
(phuh)(x)e
−ix·ξdx
=
∫
xm+[0,h)d
{
uh(xm) +
d∑
j=1
uh(xm + hej)− uh(xm)
h
(x− xm)j
}
e−ix·ξdx
= uh(xm)e
−ixm·ξ
∫
[0,h)d
e−ix·ξdx+ e−ixm·ξ
d∑
j=1
uh(xm + hej)− uh(xm)
h
{∫
[0,h)d
xje
−ix·ξdx
}
.
Then, summing in xm, we get
p̂huh(ξ) =
∑
xm∈hZd
uh(xm)e
−ixm·ξ
{∫
[0,h)d
e−ix·ξdx+
d∑
j=1
eihξj − 1
h
∫
[0,h)d
xje
−ix·ξdx
}
= Ph(ξ)(F˜huh)(ξ),
where
Ph(ξ) =
1
hd
∫
[0,h)d
e−ix·ξdx +
d∑
j=1
eihξj − 1
h
·
1
hd
∫
[0,h)d
xje
−ix·ξdx. (5.5)
Here, we used that e−ixm·ξ is [−πh ,
π
h )
d-periodic, since xm ∈ hZ
d. 
Remark 5. By a direct computation from (5.5), one can show that
Ph(ξ) =
d∏
k=1
e−ihξk − 1
−ihξk
−
d∑
j=1
{
e−ihξj − 1
−ihξj
−
4
h2ξ2j
sin2
(
hξj
2
)}∏
k 6=j
e−ihξk − 1
−ihξk
.
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Lemma 5.6. If 0 < α ≤ 1 and ξ ∈ [−πh ,
π
h ]
d, then∣∣∣e−it( 4h2 ∑dj=1 sin2( hξj2 ))α − e−it|ξ|2α∣∣∣ . |t|h2|ξ|2α+2.
Proof. It is obvious that∣∣∣e−it( 4h2 ∑dj=1 sin2(hξj2 ))α − e−it|ξ|2α ∣∣∣ = ∣∣∣e−it{( 4h2 ∑dj=1 sin2(hξj2 ))α−|ξ|2α} − 1∣∣∣
≤ |t|
∣∣∣( 4h2 d∑
j=1
sin2(
hξj
2 )
)α
− |ξ|2α
∣∣∣ = 4αh2α |t|∣∣∣( d∑
j=1
sin2(
hξj
2 )
)α
−
∣∣hξ
2
∣∣2α∣∣∣.
Hence, it is enough to estimate
(∑d
j=1 sin
2(
hξj
2 )
)α
−
∣∣hξ
2
∣∣2α. Indeed, if |ξ| ≪ 1h , then by Taylor’s
theorem, ∣∣∣( d∑
j=1
sin2(
hξj
2 )
)α
−
∣∣hξ
2
∣∣2α∣∣∣ = ∣∣∣(∣∣hξ2 ∣∣2 +O (h4|ξ|4) )α − ∣∣hξ2 ∣∣2α∣∣∣
=
∣∣hξ
2
∣∣2α( (1 +O (h2|ξ|2))α − 1)
. (h|ξ|)
2+2α
.
On the other hand, if |ξ| & 1h , then by a trivial inequality,
∣∣(∑d
j=1 sin
2(
hξj
2 )
)α
−
∣∣hξ
2
∣∣2α∣∣ ≤(∑d
j=1 sin
2(
hξj
2 )
)α
+
∣∣hξ
2
∣∣2α . 1 . (h|ξ|)2+2α. 
Proof of Proposition 5.4. We decompose
phe
−it(−∆h)αuh,0 − e−it(−∆)
α
u0
=
{
phe
−it(−∆h)αuh,0 − e−it(−∆)
α
phuh,0
}
+ e−it(−∆)
α
(phuh,0 − u0)
=
{
phe
−it(−∆h)αuh,0 − e−it(−∆)
α
phuh,0
}
low
+
{
phe
−it(−∆h)αuh,0 − e−it(−∆)
α
phuh,0
}
high
+ e−it(−∆)
α
(phuh,0 − u0)
=: I + II + III,
where f̂low(ξ) = 1|ξ|≤h−
1
1+α
(ξ)fˆ(ξ) and fhigh = f − flow. For I, by the Plancherel theorem and
Lemma 5.5 and 5.6, we get the bound,
‖I‖L2(Rd) =
1
(2π)
d
2
∥∥∥{e−it( 4h2 ∑dj=1 sin2(hξj2 ))α − e−it|ξ|2α}p̂huh,0(ξ)∥∥∥
L2({|ξ|≤h−
1
1+α })
.
∥∥|t|h2|ξ|2+2αp̂huh,0(ξ)∥∥
L2({|ξ|≤h−
1
1+α })
≤ |t|h
α
1+α ‖phuh,0‖Hα . |t|h
α
1+α ‖uh,0‖Hα
h
.
For II, we use Lemma 5.2 to obtain
‖II‖L2(Rd) . h
α
1+α
{
‖phe
−it(−∆h)αuh,0‖Hα(Rd) + ‖e
−it(−∆)αphuh,0‖Hα(Rd)
}
. h
α
1+α
{
‖e−it(−∆h)
α
uh,0‖Hα
h
(hZd) + ‖phuh,0‖Hα(Rd)
}
. h
α
1+α ‖uh,0‖Hα
h
(hZd).
Moreover, we have ‖III‖L2(Rd) = ‖phuh,0 − u0‖L2(Rd). Collecting all, we complete the proof. 
Finally, we show the following almost distributive law.
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Proposition 5.7 (Almost distributive law for linear interpolation). If p > 1 and 0 < α ≤ 1, then
∥∥ph(|uh|p−1uh)(x) − (|phuh|p−1phuh)(x)∥∥L2(Rd) ≤ hα‖uh‖p−1L∞h (hZd)‖uh‖Hαh (hZd). (5.6)
Proof. By Lemma 2.2, it suffices to show the proposition with α = 1. For x ∈ xm + [0, h)
d, we
write
ph(|uh|
p−1uh)(x) − (|phuh(x)|p−1phuh)(x)
= (|uh|
p−1uh)(xm)− (|phuh(x)|p−1phuh)(x)
+
d∑
j=1
(|uh|
p−1uh)(xm + hej)− (|uh|p−1uh)(xm)
h
(x − xm)j .
Hence, by the fundamental theorem of calculus (4.3), we get
∣∣ph(|uh|p−1uh)(x) − (|phuh|p−1phuh)(x)∣∣
.
(
|uh(xm)|
p−1 + |phuh(x)|p−1
)
|uh(xm)− phuh(x)|
+
d∑
j=1
(
|uh(xm + hej)|
p−1 + |uh(xm)|p−1
)
|uh(xm + hej)− uh(xm)|
≤
(
|uh(xm)|
p−1 + |phuh(x)|p−1
) ∣∣(D+h uh)(xm) · (x− xm)∣∣
+
d∑
j=1
(
|uh(xm + hej)|
p−1 + |uh(xm)|p−1
) ∣∣∣(D+h;juh)(xm)(x − xm)j ∣∣∣
. h‖uh‖
p−1
L∞
h
∣∣(D+h uh)(xm)∣∣ .
Thus, integrating its square over xm + [0, h)
d, it follows that
‖ph(|uh|
p−1uh)(x) − (|phuh|p−1phuh)(x)‖2L2x(xm+[0,h)d) . h
2‖uh‖
2(p−1)
L∞
h
|(D+h uh)(xm)|
2hd.
Therefore, summing in xm, we prove the proposition. 
6. Proof of the Main Theorem
We are now ready to prove Theorem 1.1. We fix u0 in H
α = Hα(Rd), and let u(t) ∈ C(R;Hα)
be the global solution to NLS (1.1) with initial data u0. With abuse of notation, for each h > 0,
we denote by uh(t) the global solution (not the discretization of u(t)) to DNLS (1.2) with initial
data uh,0, that is, the discretization of initial data u0 (see (1.4)). Then, we will straightforwardly
compare
phuh(t) = phe
−it(−∆h)αuh,0 − iλ
∫ t
0
phe
−i(t−s)(−∆h)α(|uh|p−1uh)(s)ds
with
u(t) = e−it(−∆)
α
uh,0 − iλ
∫ t
0
e−i(t−s)(−∆)
α
(|u|p−1u)(s)ds.
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We write the difference as
phuh(t)− u(t) =
{
phe
−it(−∆h)αuh,0 − e−it(−∆)
α
u0
}
− iλ
∫ t
0
(
phe
−i(t−s)(−∆h)α − e−i(t−s)(−∆)
α
ph
)
(|uh|
p−1uh)(s)ds
− iλ
∫ t
0
e−i(t−s)(−∆)
α (
ph(|uh|
p−1uh)(s) − |phuh|p−1phuh(s)
)
ds
− iλ
∫ t
0
e−i(t−s)(−∆)
α (
|phuh|
p−1phuh(s)− |u|p−1u(s)
)
ds
=: I + II + III + IV.
Indeed, it follows from Proposition 5.4, Lemma 5.1 and Proposition 5.3 that
‖I‖L2 . h
α
1+α |t|
{
‖uh,0‖Hα
h
(hZd) + ‖u0‖Hα(Rd)
}
+ ‖phuh,0 − u0‖L2(Rd)
. h
α
1+α 〈t〉‖u0‖Hα .
For II, we apply Proposition 5.4 and Lemma 5.2 and 4.3 in order,
‖II‖L2 .
∫ t
0
h
α
1+α |t− s|
{∥∥|uh|p−1uh(s)∥∥Hα
h
+
∥∥ph(|uh|p−1uh)(s)∥∥Hα} ds
. h
α
1+α |t|
∫ t
0
∥∥|uh|p−1uh(s)∥∥Hα
h
ds
. h
α
1+α |t||t|1−
p−1
q∗ ‖uh‖
p−1
Lq∗s ([0,t];L∞h )
‖uh‖Ct([0,t];Hαh ).
Thus, by the uniform L∞h bound (Proposition 4.2) and the uniform H
α
h -norm bound (via the
conservation laws) on uh, we prove that ‖II‖L2 . h
α
1+α |t|2−
p−1
q∗ 〈t〉
p−1
q∗ ‖uh,0‖
p
Hα
h
. h
α
1+α 〈t〉2‖u0‖
p
Hα
h
.
For III, it follows from Proposition 5.7 that
‖III‖L2 .
∫ t
0
∥∥|phuh|p−1phuh(s)− ph(|uh|p−1uh)(s)∥∥L2 ds
. h
α
1+α
∫ t
0
‖uh(s)‖
p−1
L∞
h
‖uh(s)‖Hα
h
ds.
Then, repeating the argument on II, one can show that ‖III‖L2 . h
α
1+α 〈t〉‖u0‖
p
Hα
h
. Finally, for
IV , we apply (4.3) to get
‖IV ‖L2 .
∫ t
0
∥∥|phuh|p−1phuh(s)− |u|p−1u(s)∥∥L2 ds
.
∫ t
0
(
‖uh(s)‖L∞
h
+ ‖u(s)‖L∞
)p−1
‖phuh(s)− u(s)‖L2ds.
Thus, collecting all, we obtain
‖u(t)− phuh(t)‖L2 . h
α
1+α 〈t〉2
(
1 + ‖u0‖Hα
h
)p
+
∫ t
0
(
‖u(s)‖L∞ + ‖uh(s)‖L∞
h
)p−1
‖u(s)− phuh(s)‖L2ds.
Finally, applying the Gro¨nwall’s inequality, we conclude that
‖u(t)− phuh(t)‖L2 . h
α
1+α 〈t〉2
(
1 + ‖u0‖Hα
h
)p
exp
{∫ t
0
(
‖u(s)‖L∞ + ‖uh(s)‖L∞
h
)p−1
ds
}
. h
α
1+α eB|t|
(
1 + ‖u0‖Hα
h
)p
.
(6.1)
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Indeed, in the last step, the time-averaged L∞h (L
∞, respectively)-bound on uh(t) (u(t), respec-
tively) are employed (see Proposition 4.2 and Corollary A.2), and 〈t〉2 is absorbed to the exponen-
tially growing term eB|t| since we may take a larger constant B > 0 for free.
Appendix A. Well-posedness theory for (fractional) NLS
In the appendix, we briefly explain how to get a time averaged L∞-bound on solutions to NLS,
which is similar to a uniform time-averaged L∞h -bound on solutions to DNLS (1.2). Indeed, these
bounds play a crucial role in the poof of the main theorem (see (6.1)).
We consider NLS  i∂tu = (−∆)
αu+ λ|u|p−1u,
u(0) = u0 ∈ H
s(Rd),
(A.1)
where 0 < α ≤ 1, α 6= 12 and u = u(t, x) : R×R
d → C. We recall the following global well-posedness
result.
Theorem A.1 (Global well-posedness of NLS). Suppose that d, α, p and λ obey the hypotheses in
Theorem 1.1. Then, for any initial data u0 ∈ H
α = Hα(Rd), there exists a unique global solution
u(t) ∈ Ct(R;H
α) to NLS (A.1) such that
‖u(t)‖
Lqt([−T,T ];W
α−
2(1−α)
q
,r
)
. 〈T 〉1/q (A.2)
for all admissible pair (q, r) satisfying (1.8).
Sketch of Proof. One can show local well-posedness by the standard contraction mapping argu-
ment. For details, we refer to [20, Theorem 6.2] in the case α = 1, and to [9, Theorem1.1] in the
case 0 < α < 1 and α 6= 12 . Indeed, the proof relies on Strichartz estimates
‖e−it(−∆)
α
f‖Lqt(R;Lrx(Rd)) . ‖|∇|
2(1−α)
q f‖L2(Rd)
for admissible (q, r) (see [14] for α = 1, and [4] for 0 < α < 1 with α 6= 12 ). By local well-posedness,
the solution u(t) satisfies
‖u(t)‖
Lqt ([−τ,τ ];W
α−
2(1−α)
q
,r
)
. ‖u0‖Hα
on a sufficiently short time interval [−τ, τ ] depending only on ‖u0‖Hα . Moreover, it conserves the
mass
M(u) :=
∫
Rd
|u(x)|2 dx
and the energy
E(u) :=
∫
Rd
1
2
||∇|αu(x)|
2
+
λ
p+ 1
|u(x)|p+1 dx.
Because of the choice of d, α, p and λ, using the conservation laws and Gagliardo-Nirenberg
inequality (as in (4.5)), one can show that ‖u(t)‖Hα is bounded by a constant depending only on
the mass M(u0) and the energy E(u0). Thus, the inteval of existence can be extended arbitrarily
with the bound (A.2). 
As an application, we obtain the following desired time-averaged L∞ bound.
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Corollary A.2 (Time-averaged L∞ bound for NLS). Suppose that u(t) be the global solution to
NLS (A.1) with initial data u0, constructed in Proposition A.1. Then,
‖u(t)‖Lq∗t ([−T,T ];L∞) . 〈T 〉
1/q∗ ,
where q∗ is given by (3.1).
Proof. One can show the corollary combining (A.2) and the Gagliardo-Nirenbergy inequality. In-
deed, in consideration of the formal continuum limit h → 0, one may use the same Lebesgue
expoents as in the proof of Corollary 3.2. 
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