We consider a diffusion given by a small noise perturbation of a dynamical system driven by a potential function with a finite number of local minima. The classical results of Freidlin and Wentzell show that the time this diffusion spends in the domain of attraction of one of these local minima is approximately exponentially distributed and hence the diffusion should behave approximately like a Markov chain on the local minima. By the work of Bovier and collaborators, the local minima can be associated with the small eigenvalues of the diffusion generator. Applying a Markov mapping theorem, we use the eigenfunctions of the generator to couple this diffusion to a Markov chain whose generator has eigenvalues equal to the eigenvalues of the diffusion generator that are associated with the local minima and establish explicit formulas for conditional probabilities associated with this coupling. The fundamental question then becomes to relate the coupled Markov chain to the approximate Markov chain suggested by the results of Freidlin and Wentzel. We provide a complete analysis of this relationship in the special case of a double-well potential in one dimension. More generally, the coupling can be constructed for a general class of Markov processes and any finite set of eigenvalues of the generator.
Introduction
Fix ε ą 0 and consider the stochastic process, X ε ptq " X ε p0q´ż t 0 ∇F pX ε psqq ds`?2ε Bptq,
where F P C 3 pR d q and B is a standard d-dimensional Brownian motion. For the precise assumptions on F , see Section 3.1. Let ϕ be the solution to the initial value problem ϕ 1 "´∇F pϕq. We will use ϕ x to denote the solution with ϕ x p0q " x. The process X ε is a small-noise perturbation of the deterministic process ϕ.
Suppose that M " tx 0 , . . . , x m u is the set of local minima of the potential function F . The points x j are stable points for the process ϕ. For X ε , however, they are not stable. The process X ε will initially gravitate toward one of the x j and move about randomly in a small neighborhood of this point. But after an exponential amount of time, a large fluctuation of the noise term will move the process X ε out of the domain of attraction of x j and into the domain of attraction of one of the other minima. We say that each point x j is a point of metastability for the process X ε .
If X is a cadlag process in a complete, separable metric space S adapted to a right continuous filtration (assumptions that are immediately satisfied for all processes considered here) and B is either open or closed, then τ X B " inftt ą 0 : Xptq or Xpt´q P Bu is a stopping time (see, for example, [7, Proposition 1.5] ). If x P S, let τ X x " τ X txu . We may sometimes also write τ X pBq, and if the process is understood, we may omit the superscript. Let
be the domains of attraction of the local minima. It is well-known (see, for example, [8] , [1, Theorem 3.2] , [2, Theorems 1.2 and 1.4], and [5] ) that as ε Ñ 0, τ Xε pD c j q is asymptotically exponentially distributed under P x j . It is therefore common to approximate the process X ε by a continuous time Markov chain on the set M (or equivalently on t0, . . . , mu).
In this paper, for each ε ą 0, we wish to capture this approximate Markov chain behavior by coupling X ε to a continuous time Markov chain, Y ε , on t0, . . . , mu. We will refer to the indexed collection of coupled processes, tpX ε , Y ε q : ε ą 0u as a coupling sequence. Our objective is to investigate the possibility of constructing a coupling sequence which satisfies P pX ε ptq P D j | Y ε ptq " jq Ñ 1 as ε Ñ 0, for all j. We also want the transition rate for Y ε to go from i to j to be asymptotically equivalent as ε Ñ 0 to the transition rate for X ε to go from a neighborhood of x i to a neighborhood of x j .
Using a general coupling procedure, we will give a complete answer in the simple case of a double-well potential in one dimension. That is, suppose d " 1 and M " tx 0 , x 1 u, where x 0 ă 0 ă x 1 . Let F be decreasing on p´8, x 0 q and p0, x 1 q, and increasing on px 0 , 0q and px 1 , 8q, and satisfy F px 0 q ă F px 1 q. Then the domains of attraction are D 0 " p´8, 0q and D 1 " p0, 8q. There are many possible coupling sequences, so for each such sequences, letting B ρ pxq denote the ball of radius ρ centered at x, we can ask if it satisfies any of the following: P pX ε ptq ă 0 | Y ε ptq " 0q Ñ 1, (1.3) P pX ε ptq ą 0 | Y ε ptq " 1q Ñ 1, ( Thus, (1.5) and (1.6) are equivalent to (5.2) and (5.3), respectively. Moreover, Theorem 5.2 shows that, in our coupling construction, (1.3) is equivalent to the assertion that, given Y ptq " 0, the distribution of Xptq is asymptotically equivalent to the stationary distribution, conditioned to be on p´8, 0q. Theorem 5.3 gives the analogous equivalency for (1.4) . In Section 5, we will show that, in our coupling construction, (1.4) implies (1.5), which implies (1.3), and (1.6) implies (1.5). We also show by example that there are no other implications among these conditions. For example, we can couple X ε and Y ε so that (1.3), (1.5) , and (1.6) are satisfied, but (1.4) is not. In other words, it is possible to build the Markov chain with asymptotically the same transition rates as the process, but the two do not remain synchronized, in the sense that (1.4) fails. Or, as another example, we can couple the processes so that (1.3)-(1.5) are satisfied, but (1.6) is not. In other words, we can have a coupling where the Markov chain accurately tracks the diffusion, but the transition rates of the two processes are not the same.
In the case of the double-well potential, for fixed ε ą 0, the dynamics of the coupling pX ε , Y ε q are uniquely determined by two parameters, ξ 1,ε and ξ 2,ε (see Lemma 5.1). If we identify coupling sequences whose parameters are asymptotically equivalent as ε Ñ 0, then there is a unique coupling sequence satisfying (1.3)-(1.6). In this case, the coupled process, pX ε , Y ε q, is a Markov process with generator described by (2.6) and (2.5) , where A is the generator of X ε and α j « c j,ε 1 D j . More specifically, if η ε is the second eigenfunction of A, normalized to be increasing and have L 2 norm one with respect to the stationary distribution of X ε , then α 0 "´η{ηp8q`1 and α 1 " η{|ηp´8q|`1. Heuristically, what is required to prove that this coupling sequence satisfies (1.3)-(1.6) is to show that the approximation α j « c j,ε 1 D j is sufficiently accurate.
The outline of the paper is as follows. In Section 2, we use the Markov mapping theorem (Theorem A.10) to derive our general method for coupling a Markov process on a complete and separable metric space to a continuous-time Markov chain where the generators of the two processes have common eigenvalues. The coupling is done in such a way that observations of the chain yield quantifiable conditional probabilities about the process. In Section 3, we apply this construction method to reversible diffusions in R d driven by a potential function with a finite number of local minima.
In Sections 4 and 5, we study the special case of a double-well potential in d " 1. In Section 4, we study the structure of the second eigenfunction of the generator of the diffusion. In particular, we narrow down the location of the nodal point, show that the eigenfunction is asymptotically flat near the minima, and establish key estimates on the behavior of the eigenfunction near the saddle point. Then, in Section 5, we use these results to give a complete analysis of our coupling sequences for the double-well potential. The Appendix gathers the necessary background material on exponential integrals and the large deviation results of Freidlin and Wentzell as well as the Markov mapping theorem needed to justify the coupling.
The general coupling

Assumptions and definitions
Given a Markov process X with generator A satisfying Assumption 2.1, we will use the Markov mapping theorem to construct a coupled pair, pX, Y q, in such a way that for a specified class of initial distributions, Y is a continuous-time Markov chainon a finite state space. The constructions then allows us to explicitly compute the conditional distribution of X given observations of Y .
For explicit definitions of the notation used here and throughout, see Section A.3.
Assumption 2.1. Let E be a complete and separable metric space.
(ii) A has a stationary distribution ̟ P PpEq, which implies ş E Af d̟ " 0 for all f P DpAq.
(iii) For some m, there exist signed measures ̟ 1 , . . . , ̟ m on E and positive real numbers λ 1 , . . . , λ m such that, for each k P t1, . . . , mu and f P DpAq, ż
We define ̟ 0 " ̟ and η 0 " 1.
In what follows, we will make use of the assumption that the functions η k are continuous. However, this assumption can be relaxed by appealing to the methods in Kurtz and Stockbridge [15] .
Assumption 2.4. Let E be a complete and separable metric space. Let A Ă CpEqˆCpEq, m P N, Q P R pm`1qˆpm`1q , and ξ p1q , . . . , ξ pmq P R m`1 .
(i) A and m satisfy Assumption 2.1.
(ii) ] Q is the generator of a continuous-time Markov chain with state space E 0 " t0, 1, . . . , mu and eigenvalues t0,´λ 1 , . . . ,´λ m u.
(iii) The vectors ξ p1q , . . . , ξ pmq are right eigenvectors of Q, corresponding to the eigenvalueś λ 1 , . . . ,´λ m .
(iv) For each i P t0, 1, . . . , mu, the function
satisfies α i pxq ą 0 for all x P E.
We define ξ p0q " p1, . . . , 1q T , so that the function α : E Ñ R m`1 is given by α " ř m k"0 ξ pkq η k .
Remark 2.5. Given pA, m, Qq satisfying (i) and (ii) of Assumption 2.4, it is always possible to choose vectors ξ p1q , . . . , ξ pmq satisfying (iii) and (iv). This follows from the fact that each η k is a bounded function. Definition 2.6. Suppose pA, m, Q, ξ p0q , . . . , ξ pmsatisfies Assumption 2.4. For 0 ď j ‰ i ď m, define
where we take DpBq " tf px, iq " f 1 pxqf 2 piq :
In particular, Af px, iq " f 2 piqAf 1 pxq. For each i P E 0 , define the measure αpi,¨q on E by 8) for all Γ P BpEq. Note that by (2.4), (2.3), and (2.2), these are probability measures.
Construction of the coupling
We are now ready to construct our coupled pair, pX, Y q, which will have generator B, to prove, for appropriate initial conditions, that the marginal process Y is a Markov chain with generator Q, and to establish our conditional probability formulas. We first require two lemmas.
Lemma 2.7. In the setting of Definition 2.6, let X be a cadlag solution of the martingale problem for A. Then there exists a cadlag process Y such that pX, Y q solves the (local) martingale problem for B. If X is Markov, then pX, Y q is Markov. If the martingale problem for A is well-posed, then the martingale problem for B is well-posed.
Remark 2.8. We are not requiring the q ij to be bounded, so for the process we construct,
Bf pXpsq, Y psqq ds may only be a local martingale.
Proof of Lemma 2.7. Let Xptq be a cadlag solution to the martingale problem for A. Let tN ij : i, j P E 0 , i ‰ ju be a family of independent unit rate Poisson processes, which is independent of X. Then the equation
has a unique solution, and as in [13] , the process Z " pX, Y q is a solution of the (local) martingale problem for B. If X is Markov, the uniqueness of the solution of (2. 
If r Y is a cadlag E 0 -valued Markov chain with generator Q and initial distribution tp i u, then there exists a solution pX, Y q of the martingale problem for pB, νq such that Y and r Y have the same distribution on D E 0 r0, 8q, and
for all t ě 0 and all Γ P BpEq.
Proof. We apply Theorem A.10 to the operator B Ă CpSqˆCpSq. Let γ : S Ñ E 0 be the coordinate projection. Let r α be the transition function from E 0 into S given by the product measure r αpi,¨q " αpi,¨q b δ
i , where αpi,¨q is given by (2.8). Then r αpi, γ´1piqq " 1 and
The result follow by Theorem A.10, if we can show that Cv " Qv for every vector v P DpCq. Given f P DpBq, let
(ii) F has m`1 ě 2 local minima M " tx 0 , . . . , x m u.
(iii) There exist constants a i ą 0 and c i ą 0 such that a 2 ă 2a 1´2 , and where r a i " a i {2`1.
Proof. Since
it follows from (3.1) that
and the upper bound in (3.3) follows immediately. Since F Ñ 8, there exists C ą 0 such that F pxq ą´C for all x P R d , and since |∇F | Ñ 8, there exists R ą 0 such that |∇F pxq| ě 1 whenever |x| ě R.
Recall that ϕ x satisfies ϕ 1 x "´∇F pϕ x q and ϕ x p0q " x, and define T x " inftt ě 0 : |ϕ x ptq| ă Ru.
Suppose there exists x such that T x " 8. Then, for all t ą 0,
Therefore, F pxq ě t´C for all t, a contradiction, and we must have T x ă 8 for all x P R d . Let L " sup |x|ďR F pxq. By (3.1) and the fact that F Ñ 8, we may choose R 1 ě R and
Since |ϕ x pT x q| " R, it follows that F pϕ x pT xď L. By the continuity of ϕ x , we may choose
, and therefore T 2 ď T 1 . Moreover, for all t ă T 2 , we have |ϕ x ptq| ě |x|{2 ą R 1 , which implies
x ptq| dt is the length of ϕ x from t " 0 to t " T 2 , which is bounded below by
Therefore, for all |x| ą 2R 1 , we have F pxq ě C 2 |x|
L|, where C 2 " 2´a 1 {2´1 C 1 , and this proves the lower bound in (3.3) .
l By Assumption 3.1(ii), F has a finite number of local minima M " tx 0 , . . . , x m u. To describe the assumptions we will make on M, we first establish some notation and terminology. For any two sets A, B Ă R d , define the set of paths from A to B as P˚pA, Bq " tω P Cpr0, 1s; R d q : ωp0q P A, ωp1q P Bu. F pωptqq.
The set of minimal paths from A to B is PpA, Bq " tω P P˚pA, Bq : sup tPr0,1s
A gate, GpA, Bq, is a minimal subset of tz P R d : F pzq " p F pA, Bqu such that all minimal paths intersect GpA, Bq. In general, GpA, Bq is not unique. The set of saddle points, SpA, Bq, is the union of all gates. Assumption 3.3. (i) For x, y P M, Gpx, yq is unique and consists of a finite set of isolated points tzi px, yqu.
(ii) The Hessian matrix of F is non-degenerate at each x P M and at each saddle point zi px, yq.
(iii) The minima M " tx 0 , . . . , x m u can be labeled in such a way that, with M k " tx 0 , . . . , x k u, each saddle point z˚px k , M k´1 q is unique, the Hessian matrix of F at z˚px k , M k´1 q is non-degenerate, and
4)
for all 0 ď i ă k ď m.
Spectral properties of the generator
Having established our assumptions on F , we now turn our attention to the diffusion process, X ε , given by (1.1). To simplify notation, we may sometimes omit the ε. The process X has generator A " ε∆´∇F¨∇. To show that A meets the requirements of our coupling from Section 2, we must prove certain results about its eigenvalues and eigenfunctions. For this, we begin with some notation, a lemma, and two results from the literature. Define πpxq " π ε pxq " e´F pxq{2ε . Let
Lemma 3.4. Let V ε be given by (3.5), where F satisfies Assumption 3.1. Recall the constants a i from (3.1)-(3.2). For all ε P p0, 1q, there exist constants c i,ε ą 0 such that
In particular, V ε Ñ 8 for all ε P p0, 1q.
Proof. Fix ε P p0, 1q. By (3.1) and (3.2), for x sufficiently large,
and c|x|
for some 0 ă c ď C ă 8. Note that
Hence, for x sufficiently large, V 1 pxq ď C 1 |x| a 2 . Also,
Since a 1 ą a 2 {2, it follows that for x sufficiently large, V 1 pxq ě r c|x| a 1 . Therefore, there exist constants r c i ą 0 such that
and r c 1 |x| a 1´r c 2 ď |∇F pxq| 2 ď r c 3 |x| a 2`r c 4 ,
From here, the lemma follows easily. l
The following two theorems are from [4] . This next proposition establishes the spectral properties of A that are needed to carry out the construction of our coupling.
and corresponding orthonormal eigenfunctions ψ k . Each ψ k is locally Hölder continuous. Moreover, p λ 0 " 0 is simple and ψ 0 is proportional to π. We define µ by µpdxq " πpxq 2 dx and ̟ " Z´1µ, where Z " µpR d q. The operator r H given by r Hf " π´1Hpπf q is a self-adjoint operator on L 2 p̟q with eigenvalues p λ k and orthogonal eigenfunctions p
then A is the generator for the diffusion process given by (1.1). For each x P R d , (1.1) has a unique, global solution for all time, so that the process X with Xp0q " x is a solution to the martingale problem for pA, δ x q. The operator A is graph separable, and DpAq is separating and closed under multiplication. The measure ̟ is a stationary distribution for A. Moreover, ) that H has a purely discrete spectrum and there exists a complete, orthonormal set of eigenfunctions tψ k u Since V is locally bounded, and p´∆`V´p λ k qψ k " 0, [9, Theorem 8.22 ] implies that, for each compact
2 pµq and has the same eigenvalues as H. Note that, for any f P Dp r Hq, it follows from Green's identity that
Using the product rule, ∇pghq " g∇h`h∇g, this simplifies to
showing that r H cannot have a negative eigenvalue. Hence, p λ 0 ě 0. By (3.3), we have π P L 2 pR d q, so that π P DpHq with Hπ " 0. Hence, since p λ 0 is nonnegative and has multiplicity one, it follows that p λ 0 " 0 and ψ 0 is proportional to π.
Observe that, if f P C 8 c , then, using the product rule for the Laplacian and the identity V " ∆π{π, we havé r Hf "´1 π Hpπf q " 1 π p∆pπf q´V πf q " 1 π pf ∆π`2∇π¨∇f`π∆f´f ∆πq.
Since 2ε∇π{π "´∇F , we have´ε r Hf " ε∆f´∇F¨∇f . Since ∇F is locally Lipschitz, (1.1) has a unique solution up to an explosion time (see [18, Theorem V.38] If
1{2 ψ k {π and ψ k is locally Hölder continuous, it follows that each η k belongs to CpR d q, and the fact that they are bounded follows from Theorems 3.5 and 3.6. l
The coupled process
By Proposition 3.7, the pair pA, mq satisfies Assumption 2.1 with E " R d , so we have the following.
Theorem 3.8. Let A be the generator for (1.1) where F satisfies Assumption 3.1, and let p´λ 0 , η 0 q, . . . , p´λ m , η m q be the eigenvalues and eigenvectors associated with the local minima of F . Let Q P R pm`1qˆpm`1q be the generator of a continuous-time Markov chain with state space E 0 " t0, 1, . . . , mu and eigenvalues t0,´λ 1 , . . . ,´λ m u and eigenvectors ξ p1q , . . . , ξ pmq such that α i defined by (2.4) is strictly positive. Let B be defined as in Definition 2.6. Let r Y be a continuous time Markov chain with generator Q and initial distribution p " pp 0 , . . . , p m q P PpE 0 q. Then there exists a cadlag Markov process pX, Y q with generator B and initial distribution ν given by
such that Y and r Y have the same distribution on D E 0 r0, 8q, and
for all t ě 0, all 0 ď j ď m, and all Γ P BpEq. Proof. Note that under the assumptions of the theorem, pA, m, Q, ξ p1q , . . . , ξ pmsatisfies Assumption 2.4. By Proposition 3.7, the rest of the hypotheses of Theorem 2.10 are also satisfied. Consequently, the process pX, Y q exists, and by uniqueness of the martingale problem for B, pX, Y q is Markov. l
We would like to show that if the matrix Q and the eigenvectors ξ p1q , . . . , ξ pmq are chosen appropriately, then the Markov chain Y tracks the diffusion X in the sense that
as ε Ñ 0, for all j. We would also like to show that, asymptotically, the transition rates for the Markov chain are the same as the rates for the diffusion to transition between neighborhoods of the local minima of F . For now, we will do this in the simplest setting of a two-well potential in one dimension. (That is, d " m " 1.) In this case, our aim is to explore the possibility of choosing Q and ξ p1q so that (1.3)-(1.6) hold.
Lemma 4.1. For any k P N,
Proof. Fix k P N. Since η k is bounded by Proposition 3.7, we may choose C 1 ą 0 such that |η k pxq| ď C 1 for all x P R. Now fix x P R. Since a 1 ą 2, we may choose α P p1, a 1 {2q. By (3.3), we have lim uÑ8 u´αe F puq{ε " 8. Also by (3.1), for u sufficiently large, |u´αF 1 puq| ě C|u| a 1 {2´α for some C ą 0. Hence, by L'Hôptal's rule,
and so we may choose C 2 ą 0 such that
and so the right-hand side of (4.1) is well-defined. Let
and
Thus, εy
k , so that y´η k is an eigenfunction corresponding to λ 0 . That is, y and η k differ by a constant. But yp8q " η k p8q, so y " η k and this proves (4.1).
By replacing F with x Þ Ñ F p´xq, equation (4.1) gives
proving (4.2). l
We now assume that for some fixed r x 0 ă 0 ă r x 1 :
(i) F is strictly decreasing on p´8, r x 0 q and p0, r x 1 q, and strictly increasing on pr x 0 , 0q and pr x 1 , 8q.
(
It therefore follows from Lemma 4.1 that η is strictly increasing.
By
By [1, (3. 3)], we have for all y ă r ε and all ε P p0, ε 0 q.
To apply this result, we will use the following two lemmas, which formulate the Freidlin and Wentzell results in our specific case. 
for all x P K and all ε P p0, ε 0 q.
Proof. We prove only the case where a ă r x 0 ă b and F paq ą F pbq, so that y " a. The proofs of the other cases are similar. We use Theorem A.3, Proposition A.4, and Lemma A.5. Note that, according to the discussion preceding Theorem A.3, we have V G px, yq " V px, yq for all x, y P ra, bs.
Fix x P K. In this case,
If a ă x ă r x 0 , then V G px, aq " 2pF paq´F pxqq, so that M G px, aq " 2 mintF paq´F pr x 0 q, F pbq´F pr x 0 q`F paq´F pr x 0 q, F paq´F pr x 0 qu " 2pF paq´F pr x 0 qq.
If r x 0 ď x ă b, then V G px, aq " 2pF paq´F pr x 0 qq, so that M G px, aq " 2 mintF pxq`F paq´2F pr x 0 q, F pbq`F paq´2F pr x 0 q, F paq´F pr x 0 qu " 2pF paq´F pr x 0 qq.
Thus, M G px, aq´M G " 2pF paq´F pbqq, and the result follows from Theorem A.3. l
Location of the nodal point
Our first order of business is to identify an interval in which the nodal point (that is, the zero of the second eigenfunction) is asymptotically located. The essential feature of the interval is that it is bounded away from the minima as ε Ñ 0. The statement of this result is Corollary 4.10. To prove this result, we need four lemmas, all concerning stopping times of X.
for all |x| ą L. Choose R ą L such that I :" p1 _ sup |x|ďL F pxq, C 1 R r a 1 s X N ‰ H, and choose b P I.
Suppose ω P tτ K ą tu. Then, for all s ď t, we have that |Xpsq| ą R ą L, and so it follows that F pXpsqq ě C 1 |Xpsq| r a 1 ą C 1 R r a 1 ě b. Thus, ω P tσ b ą tu, and we have shown that τ K ď σ b a.s. It therefore suffices to show that E x rσ b s is bounded above by a constant that does not depend on x or ε.
Fix ε P p0, 1q. Let r " a 1 {r a 2 and C 3 " C 1 C´r 2 . We will first prove that if x P R d , n P N, and b ď n ă F pxq ď n`1, then
Let x and n satisfy the assumptions. As in the proof of Proposition 3.7, we can write
where Mptq " ş t 0 ∇F pXpsqq dBpsq and ψ " εV`|∇F | 2 {p4εq. Let r Bpsq " MpT psqq, where the stopping time T psq is defined by T psq " inftt ě 0 : rMs t ą su. By [11, Theorem 3.4.6] , r B is a standard Brownian motion, and Mptq " r BprMs t q. Moreover, by [11, Problem 3.4.5], s ă rMs t if and only if T psq ă t, and rMs T psq " s for all s ě 0.
Let
and define r σ n " τ ? 2ε W p´8,n´F pxqs " inftt ě 0 : W ptq ď pn´F pxqq{ ? 2εu. We will prove that rMs σn ď r σ n a.s. Note that tr σ n ă rMs σn u " ď sPQˆt s ă rMs σn u X " W psq ď n´F pxq ? 2ε
On the event tT psq ă σ n u, we have
where the first inequality comes from the definition of σ n . It follows that |XpT psqq| ą L. Thus, by (i), we have V pXpT psą 0, and so ψpXpT psą |∇F pXpT psqqq| 2 {p4εq. Hence, n ă F pXpT psď F pxq`?2εMpT psqq´1 2
Therefore, W prMs T psą pn´F pxqq{ ? 2ε a.s. on the event tT psq ă σ n u, which shows that P pr σ n ă rMs σn q " 0.
Note that for all |x| ą L, we have
Thus, as in (4.6), we obtain r σ n ě rMs σn "
Hence, using [11, Exercise 3.5.10], which gives the Laplace transform on r σ n , we have E x rσ n s ď C´1 3 n´rE x rr σ n s " 2C´1 3 n´rpF pxq´nq ď 2C´1 3 n´r, which proves (4.5). It now follows by induction and the Markov property that
it follows that r ą 1. Hence, C 4 :" ř 8 j"b j´r ă 8. Since σ b " 0, P x -a.s., whenever F pxq ď b, we have that E x rσ b s ď 2C´1 3 C 4 for all x P R d . l Lemma 4.6. Let x ă r x 0 . Then there exists ε 0 ą 0 such that suptE y rτ X x s : y ă x, ε P p0, ε 0 qu ă 8.
Proof. Choose R ą |x| as in Lemma 4.5, so that there exists C 1 ą 0 such that E y rτ X R s ď C 1 for all y ă´R and all ε P p0, 1q.
Suppose´R ă x ă r x 0 and ε P p0, 1q. Let J " p´R´1, xq. Since τ
Thus,
By Theorem A.2, there exists C 2 ą 0, T ą 0, and ε 0 P p0, 1q such that for all ε P p0, ε 0 q,
Choose 0 ă r ă |r x 0 | such that F pr x 0`r q ă F p´R´1q, and choose γ ă F p´R´1q´F pr x 0`r q. By Lemma 4.4, making ε 0 smaller, if necessary, we have
,r x 0`r q c q "´R´1q ď expˆ´F p´R´1q´F pr x 0`r q´γ ε˙, for all ε P p0, ε 0 q. By making ε 0 even smaller, if necessary, we have p ε ă 1{2 for all ε P p0, ε 0 q. Thus, E´Rrτ X x s ď 2C 3`C1 ": C 4 , for all ε P p0, ε 0 q. Now, if y ă´R ă x ă x 0 , then
for all ε P p0, ε 0 q, and if´R ď y ă x ă x 0 , then
for all ε P p0, ε 0 q. l Lemma 4.7. For all r x 0 ă x ă 0 and all δ ą 0, there exists C ą 0 and ε 0 ą 0 such that for all 0 ă ε ă ε 0 and all y ă x, we have
Proof. Suppose r x 0 ă x ă 0 and fix δ ą 0. Choose R ą |r x 0 | as in Lemma 4.5, so that there exists C 1 ą 0 such that E y rτ X R s ď C 1 for all y ă´R and all ε P p0, 1q. By making R larger, if necessary, we may assume F pxq ă F p´R´1q. Let J :" p´R´1, xq. As in the proof of Lemma 4.6,
where p ε " P´RpXpτ X J c q "´R´1q. Using Lemma 4.4, we may choose ε 0 ą 0 such that p ε ď 1{2 for all ε P p0, ε 0 q, giving
As in the proof of Lemma 4.6, if y ă´R, then
and if´R ď y, then
Thus, E y rτ X x s ď 2E´Rrτ X J c s`2C 1 , for all y ă x and all ε P p0, ε 0 q.
By Lemma 4.3, making ε 0 smaller if necessary, we have E´Rrτ X J c s ď expˆ1`δ 2ε pF pxq´F pr x 0 qq˙, for all ε P p0, ε 0 q, which proves the lemma with C " 2`2C 1 . l Lemma 4.8. Let ̟ η pdxq " |ηpxq|1 p´8,rεq pxq̟pdxq and p ̟ " ̟ η pp´8, r ε qq´1̟ η . It then follows that P p ̟ pτ X rε ą tq " e´λ t for all t ě 0.
Proof. Let I " p´8, r ε q. Let X I denote X killed upon leaving I. Note that X I with X I p0q " x solves the martingale problem for pA I , δ x q, where A I " tpf, Af q : f P C 8 c pRq, f prq " 0u. Choose ϕ n P C 8 c pRq such that 0 ď ϕ n ď 1, ϕ n prq " 0, and ϕ n Ñ 1 I pointwise. Then
where h n ptq " E p ̟ rϕ n pX I ptqqs. Let P I t f pxq " E x rf pX I ptqqs. Fix t ě 0 and let ψ n " P I t ϕ n . Then h n ptq "
Thus, h n ptq " h n p0qe´λ
t . Note that h n p0q " ş
Theorem 4.9. Let x P pr x 0 , 0q satisfy F pxq´F pr x 0 q ă F p0q´F px 1 q. Then there exists ε 0 ą 0 such that for all 0 ă ε ă ε 0 , we have x ă r ε .
Proof. Choose δ ą 0 such that p1`δqpF pxq´F pr x 0ă F p0q´F px 1 q. By Lemma 4.7, there exists ε 0 ą 0 and C 1 ą 0 such that
for all ε P p0, ε 0 q and all y ă x. By (4.3), there exists a constant C 2 ą 0, not depending on ε, such that λ ď C 2 e´p F p0q´F px 1 qq{ε . By making ε 0 smaller if necessary, we may assume ε logpC 1 C 2 q ă F p0q´F px 1 q´p1`δqpF pxq´F pr x 0 qq, for all ε P p0, ε 0 q. Fix ε ă ε 0 . Suppose r ε ď x. By Lemma 4.8,
Corollary 4.10. Suppose F pr x 0 q ă F pr x 1 q, so that x 0 " r x 0 and x 1 " r x 1 . Choose ξ P px 0 , 0q such that F pξq´F px 0 q " F p0q´F px 1 q. Then for all δ ą 0, there exists ε 0 ą 0 such that r ε P pξ´δ, δq for all 0 ă ε ă ε 0 .
Proof. Without loss of generality, we may assume ξ´δ ą x 0 and δ ă x 1 . Taking x " ξ´δ in Theorem 4.9, we may choose ε 1 such that ξ´δ ă r ε for all ε ă ε 1 . For the upper bound on r ε , we apply Theorem 4.9 to x Þ Ñ F p´xq. In this case, the theorem says that if x P p´x 1 , 0q satisfies F p´xq´F px 1 q ă F p0q´F px 0 q, then there exists ε 2 ą 0 such that x ă r r ε for all ε ă ε 2 , where r r ε is the nodal point of x Þ Ñ´ηp´xq, that is, r r ε "´r ε . Taking x "´δ and ε 0 " ε 1^ε2 finishes the proof. l
Behavior near the minima
Corollary 4.10 divides the domain of the second eigenfunction, η, into three intervals: two infinite half-lines that each contain one of the two minima, and a bounded interval separating the half-lines that contains the nodal point. Our next order of business is to show that η is asymptotically flat on the infinite half-lines. Theorem 4.12 gives this result for the halfline containing r x 0 . Applying Theorem 4.12 to x Þ Ñ F p´xq gives the result for the half-line containing r x 1 . We begin with a lemma. Recall a j , r a j and c j , r c j from Section 3. In applying this lemma, note that r a 2 r a 1 "
where the first inequality comes from a 2 ă 2a 1´2 and the second from a 1 ą 2.
Lemma 4.11. Let x P pr x 0 , 0q. Suppose p satisfies
Then there exists u 0 ă´1 and C ą 0 such that
where the last inequality comes from (iii). By (i), we have v ă t, so that F pvq ą F pwq for all w P pv, xq. Hence, Since x Þ Ñ x p e´r c 1 x{4 is bounded on r0, 8q, this proves (4.7). l Theorem 4.12. Let x P pr x 0 , 0q satisfy F pxq´F pr x 0 q ă F p0q´F px 1 q. Then there exists C ą 0 and ε 0 ą 0 such that for all 0 ă ε ă ε 0 ,ˇˇˇ1´η
Proof. Again by (4.3), there exists a constant C 1 ą 0, not depending on ε, such that λ ď C 1 e´p F p0q´F px 1 qq{ε . Let ε 0 be as in Theorem 4.9, and let ε P p0, ε 0 q. Choose t ă r x 0 such that F ptq " F pxq. By Theorem 4.9, x ă r ε . Since η is increasing, ηpuq ă 0 for all u ď x. Therefore, by (4. 
Behavior near the nodal point
From this point forward, for definiteness, we assume F pr x 0 q ă F pr x 1 q, so that x 0 " r x 0 and x 1 " r x 1 . Having shown that η is asymptotically flat near the minima, we would now like to show that it behaves, weakly, like a simple function that is constant on the domains of attraction defined in (1.2). That is, we want to show that ş
η d̟ " ηpx 0 q̟pD 0 q and ş
(Note that we cannot use Theorem A.6 since η depends on ε.) Combined with ş η d̟ " 0, this would give us the relative magnitudes of ηpx 0 q and ηpx 1 q. By Theorem 4.12, this is equivalent to understanding the relative magnitudes of ηp´8q and ηp8q, respectively. Lemma 4.13. Choose δ P p0, x 1 q such that ξ´δ P px 0 , 0q. Let k be a positive integer and let g : R Ñ R be bounded. If g is continuous at x 0 and x 1 , then ż ξ´δ
as ε Ñ 0.
Proof. By writing g " g`´g´, g`and g´nonnegative, we may assume without loss of generality that g is nonnegative. By Corollary 4.10 and the fact that η is increasing, we have that, for ε sufficiently small, |ηpxq| ď |ηp´8q| for all x P p´8, ξ´δq. Thus,
Hence, by Theorem 4.12, ż ξ´δ
By Theorem A.6, this proves (4.10). Replacing F with x Þ Ñ F p´xq, Theorem 4.12 shows that ηpδq " ηp8q. Thus, the same argument can be used to obtain (4.11). l Lemma 4.14. There exists δ 0 ą 0 such that for all δ P p0, δ 0 q,
Proof. Without loss of generality, we may assume F px 0 q " 0. Let γ " pF p0q´F px 1 qq{4 ą 0. By the continuity of F , we may choose δ 0 ą 0 such that F p´δ 0 q ą F px 1 q and F p´δ{2q´F px 0´δ q´F px 1 q ą 2γ, (4.12)
for all δ P p0, δ 0 q. Let δ P p0, δ 0 q be arbitrary. By Theorem 4.2 applied to x Þ Ñ F p´xq, there exists δ 1 ą 0 and 0 ă ε 0 ă x 1 such that
rε q, for all x P pξ´δ,´δq X pr ε , 8q and all ε P p0, ε 0 q. For any such x and ε, since X is continuous and
it follows that on tτ
, P x -a.s. Hence,
q. By making ε 0 smaller, if necessary, and using Theorem 4.12 applied to x Þ Ñ F p´xq, this gives
q,
for all x P pξ´δ,´δq X pr ε , 8q and all ε P p0, ε 0 q. By (4.12), we may apply Lemma 4.4, so that by making ε 0 smaller, if necessary, we obtain |ηpxq| ď p1`δ 1 q 2 |ηp8q| expˆ´1 ε pF p´δ{2q´F px 0´δ q´2γq,˙(4.13)
for all x P pξ´δ,´δq X pr ε , 8q and all ε P p0, ε 0 q. By (4.12), for fixed x P pξ´δ,´δq X pr ε , 8q and ε P p0, ε 0 q, we may write
For fixed x P p´8, r ε s, by the monotonicity of η, we have |ηpxq| ď |ηp´8q|. Therefore, for all x P pξ´δ,´δq and all ε P p0, ε 0 q, we have
By Proposition A.7, after making ε 0 smaller, if necessary, we have ż´δ
Let m " mintF 1 pξ´δq, F 1 p´δq, |F 1 pδq|u. Choose c P t´δ, δu such that F pcq " F p´δq^F pδq. By Proposition A.7, by making ε 0 smaller, if necessary, we also have
Combining (4.14) and (4.15) gives
Using Lemma 4.13, again making ε 0 smaller, if necessary, we have
which completes the proof. l Remark 4.15. Although we have narrowed down the location of the nodal point, r ε , to the interval pξ´δ, δq, the work in [10] suggests that the nodal point actually converges to ξ. Moreover, the caption to [10, Fig. 3 ], states that a step function with discontinuity at ξ is a candidate limit for η as ε Ñ 0. However, (4.13) shows that ηpxq " opηp8qq for all x ă 0. In fact, together with Theorem 4.12 applied to x Þ Ñ F p´xq, it follows that η{ηp8q Ñ 1 p0,8q , pointwise on Rzt0u.
Proposition 4.16. We have
Proof. Choose δ such that Lemma 4.13 and Lemma 4.14 hold. Let
Since ş R ηpxqe´F pxq{ε dx " 0, we have that |κ 1,ε | " |κ 2,ε |`κ 3,ε . By Lemma 4.14, we also have that κ 3,ε " op|κ 1,ε |`|κ 2,ε |q.
Since κ 3,ε " op|κ 1,ε |`|κ 2,ε |q, there exists ε 0 ą 0 such that |κ 1,ε |`|κ 2,ε | ą 0 and
for all ε P p0, ε 0 q. Hence, for any such ε, we may write
which implies |κ 2,ε | ą 0 for all such ε, and also shows that κ 3,ε {|κ 2,ε | Ñ 0 as ε Ñ 0. Therefore, |κ 1,ε |{|κ 2,ε | " 1`κ 3,ε {|κ 2,ε | Ñ 1 as ε Ñ 0. That is, |κ 1,ε | " |κ 2,ε |. Applying Lemma 4.13 finishes the proof. l
In the following theorem, we improve the results of Lemma 4.13 in the case k " 1, to extend the intervals of integration to include the entire domains of attraction.
pRq is continuous at x 0 and x 1 , then 17) and 18) as ε Ñ 0, provided the integrals exist for sufficiently small ε. Consequently, ż gη d̟ " pgpx 0 q´gpx 1 qqηp´8q, (4.19) as ε Ñ 0.
Proof. Without loss of generality, we may assume F px 0 q " 0. Choose δ so that Lemma 4.14 applies. By (4.16) 
But this follows from (4.10) with k " 1 and the fact that η ă 0 on p´8, ξ´δq. Using Proposition 4.16, to prove (4.18), it suffices to show that
As above, by (4.16) and Proposition 4.16, it suffices to show that 
Asymptotic behavior of the coupled process
Recall that we are assuming F is a double-well potential in one dimension, with x 0 ă 0 ă x 1 and F px 0 q ă F px 1 q. Here, the x j 's are the local minima and 0 is the local maximum. Our construction of the coupling is dependent on our choice of Q P R 2ˆ2 and ξ " ξ p1q in Subsection 3.3. We begin with a lemma that characterizes all the admissible choices for Q and ξ.
Lemma 5.1. Let ξ 0 , ξ 1 P R. Define a j " λξ j {pξ j´ξ1´j q. Then
s the generator of a continuous-time Markov chain with state space E 0 " t0, 1u, eigenvalues t0,´λu, and corresponding eigenvectors p1, 1q
T and ξ " pξ 1 , ξ 2 q T satisfying α j " 1`ξ j η ą 0 if and only if the following conditions hold:
, for j " 0, 1, and
Proof. Note that the a j are defined precisely so that Q has the given eigenvalues and eigenvectors. Also, α j " 1`ξ j η ą 0 if and only if (i). And the a j are both positive if and only if (ii). l
For any such choice of Q and ξ as in Lemma 5.1, we obtain a coupled process pX, Y q with generator B given by (2.6) and initial distribution ν given by (3.6 ). This process is cadlag, X satisfies the SDE given by (1.1), Y is a continuous-time Markov chain with generator Q, and, by (3.7),
for j " 0, 1 and all Borel sets Γ Ă R. Recall that ̟ " µpR d q´1µ and µpdxq " e´F pxq{ε dx. For each fixed ε ą 0, we may choose a Q and ξ, so that all of these objects, in fact, depend on ε. We will, however, suppress that dependence in the notation. 
̟ rgpXp0qq | Xp0q ă 0s Ñ 0 as ε Ñ 0, for each t ě 0 and each bounded, measurable g : R Ñ R that is continuous at x 0 and x 1 .
Proof. Note that
Since ̟pp´8, 0qq´1 Ñ 1 andˇˇş (a) ξ 1 " |ηp´8q|´1.
(b) ErgpXptqq | Y ptq " 1s´E ̟ rgpXp0qq | Xp0q ą 0s Ñ 0 as ε Ñ 0, for each t ě 0 and each bounded, measurable g : R Ñ R that is continuous at x 0 and x 1 .
Moreover, (1.4) implies (1.3).
To prove that (a) and (b) are equivalent, by (A.1), it suffices to show that ξ 1 " |ηp´8q|´1 if and only if ξ 1 ş gη d̟ Ñ´pgpx 0 q´gpx 1for all g satisfying the hypotheses. But this follows from (4.19) .
That ( 
as ε Ñ 0. And ξ 1 {ξ 0 " ηp8q{ηp´8q if and only if
Proof. By (4.4) and (4.3), we need only determine the asymptotics of a 0 and a 1 . Recall that a j " λξ j {pξ j´ξ1´j q. Thus, In the remaining examples, let
so that by Proposition 4.16, we have ηp8q{ηp´8q "´Lpεq´1. Choose 0 ă f ď 1 and h ě L, and let g " L{h, so that 0 ă g ď 1. Let ξ 0 "´f pεqηp8q´1 and ξ 1 " gpεq|ηp´8q|´1. By Lemma 5.1, these are admissible choices for ξ 0 and ξ 1 . Note that ξ 0 "´f pεqLpεq|ηp´8q|´1, so that by Theorem 5. and define I T puq " 8 otherwise.
Let G be a bounded domain in R d with BG of class C 2 and define
The functions V and V G are continuous on R dˆRd and pG Y BGqˆpG Y BGq, respectively. We have V G px, yq ě V px, yq for all x, y P G Y BG. Also, for all x, y P G, if V G px, yq ď min zPBG V px, zq, then V G px, yq " V px, yq.
Note that if ϕ x,b ptq " y for some t ą 0 and ϕ x,b pr0, tsq Ă G Y BG, then V G px, yq " 0. An equivalence relation on G Y BG is defined by x " G y if and only if V G px, yq " V G py, xq " 0. It can be shown that if the equivalence class of y is nontrivial, then ϕ y,b pr0, 8qq is contained in that equivalence class.
The ω-limit set of a point y P R d is denoted by ωpyq and defined as the set of accumulation points of ϕ y,b pr0, 8qq. Assume that G contains a finite number of compact sets K 1 , . . . , K ℓ such that each K i is an equivalence class of " G . Assume further that, for all
Given a finite set L and a nonempty, proper subset Q Ă L, let GpQq denote the set of directed graphs on L with arrows i Ñ j, i P LzQ, j P L, j ‰ i, such that: (i) from each i P LzQ exactly one arrow is issued; (ii) for each i P LzQ there is a chain of arrows starting at i and finishing at some point in Q. If j is such a point we say that the graph leads i to j. For i P LzQ and j P Q, the set of graphs in GpQq leading i to j is denoted by G i,j pQq.
With L " tK 1 , . . . , K ℓ , BGu, let
If x P G and y P BG, then with L " tK 1 , . . . , K ℓ , x, y, BGu, let
The following theorem is [16, Theorem 5.19 ].
Theorem A.3. Under the above assumptions and notation, for any compact set K Ă G, γ ą 0, and δ ą 0, there exists ε 0 ą 0 and δ 0 P p0, δq so that for any x P K, y P BG, and ε P p0, ε 0 q, we have Lemma A.5. Let b "´∇F , where F is as in Theorem A.1. If there exists T 0 ą 0 such that ϕ x pT 0 q " y, then V px, yq " 0 and V py, xq " 2pF pxq´F pyqq.
Proof. Since ϕ 1 x " bpϕ x q, we have I T 0 pϕ x q " 0, which implies V px, yq " 0. Let T ą 0 and let ϕ : r0, T s Ñ R d satisfy ϕp0q " y and ϕpT q " x. This shows that V py, xq ě 2pF pxq´F pyqq. Now let ψptq " ϕ x pT 0´t q. Then ψp0q " y, ψpT 0 q " x, and ψ 1 "´bpψq. Hence, V py, xq ď I T 0 pψq " 2pF pxq´F pyqq. l
A.2 The Laplace method
Finally, we need two classical results of Laplace that allow us to estimate exponential integrals. The following two results can be found in [6, pp. 36-37] . The notation a " b means that a{b Ñ 1.
Theorem A.6. Let I Ă R be a (possibly infinite) open interval, F P C 2 pIq, and x 0 P I. Suppose g is continuous at x 0 . If F px 0 q is the unique global minimum of F on I, and as ε Ñ 0, provided the left-hand side exists for sufficiently small ε.
Proposition A.7. Let´8 ă a ă x 0 ă b ď 8 and F P C 1 pa, bq. Suppose g is continuous at x 0 . If F px 0 q is the unique global minimum of F on rx 0 , bq and as ε Ñ 0, provided the left-hand side exists for sufficiently small ε.
A.3 The Markov mapping theorem
Let E be a complete and separable metric space, BpEq the σ-algebra of Borel subsets of E, and PpEq the family of Borel probability measures on E. Let MpEq be the collection of all real-valued, Borel measurable functions on E, and BpEq Ă MpEq the Banach space of bounded functions with }f } 8 " sup xPE |f pxq|. Let CpEq Ă BpEq be the subspace of bounded continuous functions, while CpEq denotes the collection of continuous, real-valued functions on E. A collection of functions D Ă CpEq is separating if µ, ν P PpEq and ş f dµ " ş f dν for all f P D implies µ " ν. (ii) There exists ψ P CpEq, ψ ě 1, such that for each f P DpBq, there exists a constant c f such that |Bf pxq| ď c f ψpxq, x P E.
(We write Bf even though we do not exclude the possibility that B is multivalued. In the multivalued case, each element of Bf must satisfy the inequality.) (iii) There exists a countable subset B c Ă B such that every solution of the (local) martingale problem for B c is a solution of the (local) martingale problem for B.
(iv) B 0 f " ψ´1Bf is a pre-generator, that is, B 0 is dissipative and there are sequences of functions µ n : E Ñ PpEq and λ n : E Ñ r0, 8q such that for each pf, gq P B, gpxq " lim nÑ8 λ n pxq ż E pf pyq´f pxqqµ n px, dyq (A.3)
for each x P E.
Remark A.9. Condition A.8(iii) holds if B 0 is graph-separable, that is, there is a countable subset B 0,c of B 0 such that B 0 is a subset of the bounded, pointwise closure of B 0,c . An operator is a pre-generator if for each x P E, there exists a solution of the martingale problem for pB, δ x q.
For a measurable E 0 -valued process Y , where E 0 is a complete and separable metric space, let p F Y t " completion of σˆż r 0 gpY psqq ds : r ď t, g P BpE 0 q˙_ σpY p0qq.
Theorem A.10. Let pS, dq and pE 0 , d 0 q be complete, separable metric spaces. Let B satisfy Condition A.8. Let γ : S Ñ E 0 be measurable, and let r α be a transition function from E 0 into S (that is, r α : E 0ˆB pSq Ñ R satisfies r αpy,¨q P PpSq for all y P E 0 and r αp¨, Γq P BpE 0 q for all Γ P BpSq) satisfying ş h˝γpzq r αpy, dzq " hpyq, y P E 0 , h P BpE 0 q, that is, r αpy, γ´1pyqq " 1. Assume that r ψpyq " ş S ψpzqr αpy, dzq ă 8 for each y P E 0 and define
Bf pzqr αp¨, dzq˙: f P DpBq * .
Let µ P PpE 0 q and define ν " ş r αpy,¨q µpdyq. 
