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REPRESENTING BREDON COHOMOLOGY WITH LOCAL
COEFFICIENTS
SAMIK BASU AND DEBASIS SEN
Abstract. For a discrete group G, we represent the Bredon cohomology with local
coefficients as the homotopy classes of maps in the category of equivariant crossed
complexes. Subsequently, we construct a naive parametrized G-spectrum, such that
the cohomology theory defined by it reduces to the Bredon cohomology with local
coefficients when restricted to suspension spectra.
1. Introduction
Let G be a discrete group. In [23,24] the authors introduced the notion of Bredon
cohomology with local coefficients and constructed a representing G-space. In this
paper we continue the study of this representability result.
In [14], Gitler proved that the cohomology groups of a space with local coefficients
are representable in the homotopy category. The classifying space for the n-th coho-
mology group Hn(X ;A) of X with local coefficients A is the generalized Eilenberg-
Mac Lane complex Lπ(A, n), where A is given by an action of π = π1(X) on A. The
space Lπ(A, q) appears as the total space of a fibration Lπ(A, q) → K(π, 1). The fi-
bration may be interpreted as an object of the slice category Top/K(π, 1), where Top
denotes the category of topological spaces and continuous maps. There is a canonical
map X → K(π, 1), inducing the identity on fundamental group, so that X can be
viewed as in Top/K(π, 1). The classification theorem states that Hn(X ;A) is iso-
morphic to the homotopy classes of maps [X,Lπ(A, n)]Top/K(π,1) in the slice category
Top/K(π, 1).
This result was extended to Bredon cohomology with local coefficients in [22,24]. In
this case, the representing space can be written using the construction of Elmendorf
(see [13]) which establishes an equivalence between the homotopy category of G-
spaces and contravariant functors from the orbit category OG to spaces. The main
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idea there was to use Gitler’s result to construct the fixed points for each subgroup
H of G and then use Elmendorf’s construction to form the representing G-space.
In this paper we write down this representability result in two ways, using crossed
complexes and parametrized spectra respectively. Crossed complexes encode the al-
gebraic properties of the sequence {πn(Xn, Xn−1, v)v∈X0}n≥1 associated to a skeletal
filtration X0 ⊂ X1 ⊂ · · · of a CW complex X . The idea of reduced crossed complex,
i.e. when X0 = ∗, have been studied by Blakers [1], J.H.C. Whitehead [27] and Hueb-
schmann [17, 18] under the names ‘group systems’, ‘homotopy systems’ and ‘crossed
resolutions’, respectively. It was defined in full generality by Brown and Higgins
in [8, 9] and studied further in [6, 7, 10, 11]. It is has been shown in [10, Proposition
4.9] that cohomology with local coefficients can be represented as homotopy classes of
maps in crossed complexes. We extend this representability result for Bredon coho-
mology with local coefficients (cf. [22,24]) using equivariant crossed complexes, which
is identified as OG-Crs, the diagram category of contravariant functors from OG to
crossed complexes (see [6]). In this regard, we construct a series of equivariant crossed
complexes χG(M, n)→ χG(π, 1) arising from a π-module M = (M,φ). Here π is an
OG-group (cf. Definition 3.2). Combining [22, Theorem 3.3] and [11, Theorem 4.1],
we deduce the following.
Theorem A. Given a π-module M = (M,φ) and G-CW complex X together
with a map θ : X → KG(π, 1), the n-th Bredon cohomology with local coefficients
HnG(X ; θ
∗M) is isomorphic to π0 CohCrs(ΠG(X), χG(M, n))χG(π,1).
Here CohCrs(ΠG(X), χG(M, n))χG(π,1) is the simplicial set of homotopy coherent
transformations in the over category OG-Crs/χG(π, 1) and KG(π, 1) is the equivariant
Eilenberg-Mac Lane space. See Theorem 3.25 below.
The idea of representing cohomology theories is best achieved by spectra in stable
homotopy theory: the various topological spaces representing the different cohomol-
ogy groups fit together to form a spectrum, and the cohomology theory is represented
by an object in the stable homotopy category which is the homotopy category of spec-
tra in an appropriate model category structure. In [21], May and Sigurdsson have
defined parametrized spectra over a space B and showed that these represent coho-
mology theories in the category Top/B. Fix a group π. In the case of cohomology with
local coefficients, the domain category consists of CW complexes X over K(π, 1). We
show that cohomology with local coefficients can be represented by a parametrized
spectrum, constructed using classifying spaces of the representing crossed complexes
(see [10]).
Lastly, for a discrete group G, we combine the results of the non equivariant case
using the ‘coalescence functor’ Ψ of Elmendorf [13]. We construct an equivariant
parametrized spectrum JGM associated to an equivariant local coefficient system
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M, again by using the geometric realization of the nerve of the equivariant crossed
complexes χG(M, n). JGM is a naive G-spectrum (indexed over a trivialG-universe).
This is expected for arbitrary coefficient systems, since one lacks the required transfer
maps to index the spectrum over a complete G-universe.
Theorem B. For X and M as in Theorem A, the n-th Bredon cohomology with
local coefficients HnG(X ; θ
∗M) is isomorphic to the set of maps of parametrized
spectra over the equivariant Eilenberg-Mac Lane G-space KG(π, 1) written as
[Σ∞KG(π,1)X+KG(π,1),Σ
n
KG(π,1)
JGM]KG(π,1).
(See Theorem 5.3 below.)
It is important to note that the use of classifying spaces of equivariant crossed
complexes leads to an easy and explicit description of the parametrized spectrum in
the above theorem. The assignment of a parametrized spectrum to an equivariant
local coefficient system is clearly functorial.
1.1. Organization. The paper is organized as follows. In Section 2, we review some
preliminaries on crossed complexes and the representation of cohomology with local
coefficients in the category of crossed complexes. In section 3, we recall the definition
of Bredon cohomology with local coefficients and prove a suspension isomorphism in
this context. Using these results we represent Bredon cohomology with local coeffi-
cients using equivariant crossed completes. In Section 4, we construct a parametrized
Ω-spectrum Jπ(A) and show that the associated cohomology theory is cohomology
with local coefficients. Finally in Section 5 we construct a parameterized equivariant
Ω-spectrum JGM and prove an equivariant analogue.
1.2. Acknowledgements. We thank Prof. Goutam Mukherjee for many helpful dis-
cussions on this topic. We also thank Prof. David Blanc for taking the time to go
through a draft of this paper and give a number of helpful suggestions to improve its
presentation. We are grateful to Prof. Ronnie Brown for many useful suggestions for
improvement in the article.
2. Crossed complexes and cohomology with local coefficients
In this section we recall basic definitions of crossed complexes and its relation with
cohomology with local coefficients.
2.1. Crossed complexes. Recall from [10] that a crossed complex is a chain com-
plex of modules over a groupoid, with possibly non-abelian automorphism groups of
objects in degrees one and two. The notion of a crossed complex encodes the alge-
braic properties of the sequence {πn(Xn, Xn−1, v)v∈X0}
∞
n=1 associated to a filtration
X0 ⊂ X1 ⊂ . . . of a topological space X .
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A groupoid G is said to act on a totally disconnected groupoid N with same object
set as G, i.e., N = ⊔x∈Ob(G)Nx if there are action maps
Nx × G(x, y)→ Ny, x, y ∈ Ob(G),
that respect the groupoid composition and the group structure in an obvious way. If
N is abelian then it is called an G-module.
2.2. Definition. A crossed complex C consists of a set C0, and groupoids Cn for n ≥ 1
with the same object set C0. There are morphisms of groupoids δn : Cn → Cn−1 and
an action of the groupoid C1 on Cn for n ≥ 2. This satisfies the following conditions:
(i) For n ≥ 2, Cn is a totally disconnected groupoid, that is, Cn is a family of groups
{Cn(v) : v ∈ C0 = Ob(Cn)}. The groups Cn(v) are abelian if n ≥ 3.
(ii) For n ≥ 2, we denote the action Cn × C1 → Cn by (c, c1) 7→ cc1 . The action of
C1 on itself is by conjugation.
(iii) For n ≥ 2 the morphism δn is the identity on the set of objects and commutes
with the action of C1. For n ≥ 3, the composite δn−1 ◦ δn is the map which
takes all the morphisms to the identity. The morphisms in the image of δ2 act
trivially on Cn for n ≥ 3 and by conjugation on C2.
We write s, t : C1 → C0 for the source and target map of the groupoid C1, and
t : Cn → C0, n ≥ 2, denotes the target, or the base point map, of the totally discon-
nected groupoid Cn.
2.3. Definition. A morphism of crossed complexes f : C → D is a family of morphisms
of groupoids fn : Cn → Dn, n ≥ 1, all inducing the same map of objects f0 : C0 → D0,
such that δnfn(c) = fn−1δn(c) and fn(c
c1) = fn(c)
f1(c1) for all c ∈ Cn, c1 ∈ C1, n ≥ 1.
We denote the category of crossed complexes by Crs.
2.4. Examples. Let {Xn}n∈N be a filtration of a topological space X . Then, we have
a crossed complex Π(X), defined as:
Π(X)n =

X0 if n = 0
π1(X1, X0) if n = 1
πn(Xn, Xn−1, X0) if n > 1
Here π1(X1, X0) is the fundamental groupoid of X1 on the set X0 of points, and
πn(Xn, Xn−1, X0) is the family of relative homotopy groups πn(Xn, Xn−1, v) for all
v ∈ X0. The group π1(X1, v) operates in the usual way on πn(Xn, Xn−1, v), which
gives the π1(X1, X0) action on πn(Xn, Xn−1, X0). The differential δn, n ≥ 3, is the
composite
πn(Xn, Xn−1, v)→ πn−1(Xn−1, v)→ πn−1(Xn−1, Xn−2, v),
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where the first map is the usual boundary of the pair (Xn, Xn−1) and the second map
is induced by inclusion. The other differential δ2 : π2(X2, X1, v) → π1(X1, v) is the
standard boundary map of the pair (X2, X1). With these structures, Π(X) is a crossed
complex and called the fundamental crossed complex of the filtered topological space
X .
If X0 = ∗, then we simply write Π(X)n = πn(Xn, Xn−1). The category of filtered
spaces, denoted by FTop, has objects filtered topological spaces and morphisms con-
tinuous maps which respect the filtration. Then Π is a functor from FTop to Crs. For
a CW complex X , the associated crossed complex is given by the skeleton filtration.
2.5. Definition. [11, Definition 7.1.38] Let f, g : C → D be maps between two crossed
complexes. A homotopy from f to g, written as H : f ∼ g, is a sequence of maps
Hn : Cn → Dn+1, n ≥ 0 which satisfy the following properties:
(a) For c ∈ Cn, n ≥ 0,
Hn(c) ∈
{
D1(f0(c), g0(c)) if n = 0
Dn+1(tgn(c)) if n ≥ 1
(b) If c, c
′
∈ Cn and cc
′
or c+ c
′
is defined according as n = 1 or n ≥ 2, then
H1(cc
′
) = H1(c)
g1(c)H1(c
′
)
Hn(c+ c
′
) = Hn(c) +Hn(c
′
) if n ≥ 2.
(c) For n ≥ 2, Hn preserves the action over g, i.e., if c ∈ Cn, n ≥ 2, c1 ∈ C1, and cc1
is defined, then Hn(cc1) = Hn(c)g1(c1).
(d) The pair (H, g) determines the initial morphism f ; if c ∈ Cn, n ≥ 0 then:
fn(c) =

sH0(c) if n = 0
H0(sc)g1(c)δ2H1(c)H0(tc)−1 if n = 1
{gn(c) +Hn−1δn(c) + δn+1Hn(c)}
H0(tc)−1 if n ≥ 2
Note: The axiom (d) in the above definition reflects the condition f−g = dH+Hd
for a homotopy H between maps f, g of chain complexes.
The category Crs has a model category structure (see [5, Theorem 2.12]) and the
‘homotopy’ relation is an equivalence relation on the set of morphisms of crossed
complexes (see [25]). We denote the homotopy classes of maps from C to D by [C,D].
The category Crs of crossed complexes has internal hom of maps CRS(C,D) (cf. [11,
Theorem 9.3.6]). The groupoid CRS0(C,D) is defined to be the set Crs(C,D) of
crossed complex maps, CRS1(C,D)(f, g) is the set of homotopies from f to g and
CRSm(C,D)(f) is the set of m-fold homotopies from C to D over f , defined as follows.
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2.6. Definition. [11, Section 9.3.i] Let m ≥ 2. An m-fold homotopy H from C to D
over a morphism f : C → D, is given by maps Hn : Cn → Dn+m for each n ≥ 0 which
satisfy:
(a) For n ≥ 2, if c ∈ Cn and c1 ∈ C1,
Hn(c
c1) = Hn(c)
f1(c1)
(b) H1 is a derivation over f , i.e. if c, c′ ∈ Cn and c+ c′ is defined then
H1(c+ c
′) = H1(c)
f1(c′) +H1(c
′)
(c) For n ≥ 2 the Hn are morphisms, i.e. if c, c′ ∈ Cn and c+ c′ is defined then
Hn(c+ c
′) = Hn(c) +Hn(c
′).
Furthermore Crs is a complete and cocomplete simplicially enriched category in
which all the ‘hom-sets’ are Kan complexes (See [6]).
We shall denote the category of simplicial sets and simplicial maps by S. Given
a simplicial set K ∈ S the geometric realization |K| of K has a natural filtration
of skeleta. Composing further with the functor Π we get a functor from S to Crs.
This is the fundamental crossed complex functor of simplicial sets which, by abuse of
notation, we also denote by Π.
It is proved in [10] that the functor Π has a right adjoint and hence it preserves
colimits. The right adjoint is defined using the nerve of a crossed complex.
2.7. Definition. The nerve functor N : Crs→ S is defined by
N∆(C)n := Crs(Π(∆
n), C),
where ∆n is the standard topological n-simplex with standard cell structure and cel-
lular filtration. The simplicial maps of N∆(C) are induced by the face and degeneracy
maps of ∆n.
The classifying space B(C) of a crossed complex C is defined as |N∆(C)|, the geo-
metric realization of the simplicial set N∆(C).
We have the following result.
2.8. Theorem (Theorem A, [10]). If X is a CW complex, and C is a crossed complex,
then there is a weak homotopy equivalence
η : B(CRS(Π(X), C))→ MapTop(X,B(C)),
and a bijection of sets of homotopy classes
(2.9) [Π(X), C] ∼= [X,B(C)]
which is natural with respect to morphisms of C and cellular maps of X.
REPRESENTING BREDON COHOMOLOGY WITH LOCAL COEFFICIENTS 7
We can encode the entire information above in the following diagram of categories
and adjoint functors.
Top
Sing
// S
Π
|−|uu❦❦❦❦
❦
❦
❦
❦
❦
❦
❦
❦
❦
❦
❦
❦
❦
❦
❦
❦
❦
|−|
oo
FTop
Π
//
colim
OO
Crs
N∆
OO .
2.10. Cohomology with local coefficients and crossed complexes. In this
section we recall the definition of cohomology with local coefficients and its repre-
sentability result in the category of crossed complexes (see [10]).
2.11. Local coefficient system. Let X be a topological space. A local coefficient
system on X is a contravariant functor from A : πX → Ab, where Ab denotes the
category of abelian groups. Recall that the fundamental groupoid πX is a category
whose objects are points of X and morphism from v ∈ X to w ∈ X is the set
of homotopy classes of paths from v to w. A continuous map f : X → Y induces
a functor πX → πY and hence a local coefficient system A on Y induces a local
coefficient system f ∗(A) on X .
Suppose X is path-connected. Then a local coefficient system on X is equivalent
to π1(X, v)-module, for a chosen point v ∈ X .
2.12. Cohomology with local coefficients. Let A be a local coefficient system on
a topological space X . Denote by Cn(X ;A) the group of all functions f defined on
singular n-simplices σ : ∆n → X such that f(σ) ∈ A(σ(0)). Define a homomorphism
δ : Cn−1(X ;A)→ Cn(X ;A), f 7→ δf,
by δf(σ) = A(σ|[0,1])f(σ
(0)) +
∑n
j=1(−1)
jf(σ(j)), where σ(j) denotes the j-th face of
σ. Then {C∗(X ;A), δ} is a cochain complex.
2.13. Definition. Let A be a local coefficient system on a topological space X . Then
the n-th cohomology of X with local coefficients A is defined by
Hn(X ;A) := Hn({C∗(X ;A), δ}).
2.14. Representing cohomology with local coefficients. Let π be a group and
(A, φ) be a π-module. Following [11, Definition 7.1.11], we first define represent-
ing crossed complexes χφ(A, n), χ(π, n) together with maps of crossed complexes
p : χφ(A, n)→ χ(π, 1) for each n ≥ 0.
2.15. Definition. For a group π, the crossed complexes χ(π, n), n ≥ 1, are defined by
the formula:
χ(π, n)m =
{
π if m = n
∗ otherwise
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The δi’s and the action of χ(π, n)1 on χ(π, n)m are obvious.
The crossed complex χ(π, 0) is defined by
χ(π, 0)m =
{
U(π) if m = 0
{idx |x ∈ π} otherwise
Here U(π) denote the underlying set of π. The maps δi and the actions of χ(π, 0)1
are automatically fixed.
The classifying space Bχ(π, n) = |N∆(χ(π, n))| is the Eilenberg-Mac Lane space
K(π, n).
2.16. Definition. For a π-module (A, φ), we define a fibration ( [10]) of crossed com-
plexes p : χφ(A, n)→ χ(π, 1), n ≥ 0 as follows:
• For n ≥ 2 the crossed complex χφ(A, n) is defined by:
χφ(A, n)m =

π if m = 1
A if m = n
∗ otherwise
The δi are all trivial and the action of π on A is given by φ. Note that we
have a canonical map p : χφ(A, n)→ χ(π, 1), which is the identity on the first
level and trivial on all the other levels.
• The crossed complex χφ(A, 1) is defined using the equation
χφ(A, 1)m =
{
π ⋉ A if m = 1
∗ otherwise
In this case the map p : χφ(A, 1)→ χ(π, 1) is the projection at the first level.
• To define χφ(π, 0), we first note the definition of Gpd(G,M), the translation
groupoid associated to a group action of G on a set M . It has M as the set of
objects and g ∈ G is a morphism from m ∈ M to m′ ∈M if gm = m′. There
is a functor from Gpd(G,M) to G (considered as groupoid with one object).
The crossed complex χφ(A, 0) is defined by
χφ(A, 0)m =

A if m = 0
Gpd(π,A) if m = 1
{idx |x ∈ A} otherwise
The maps δi and the action is automatically fixed. The map to χ(π, 1) is
trivial on all dimensions except at 1 where it is the map between groupoids
described above.
The classifying space B(χφ(A, n)) = |N∆(χφ(A, n))| is the generalized Eilenberg-
Mac Lane space Lπ(A, n), which is the representing space for cohomology with local
coefficients (see [4, 14–16]).
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Let X be a reduced CW complex and α : π1(X, ∗)→ π be a group homomorphism.
We can view A as a π1(X, ∗)-module via α and hence α determines a local coefficient
system Aφα on X .
2.17. Theorem. [10, Proposition 4.9] With X as above, Hn(X ;Aφα) is isomorphic to
[Π(X), χφ(A, n)]α for n ≥ 2, where [Π(X), χφ(A, n)]α denotes the homotopy classes
of maps from Π(X) to χφ(A, n) inducing α on fundamental groups.
3. Bredon cohomology with local coefficients and equivariant
crossed complexes
In this section we review the definition of Bredon cohomology with local coefficients
and write down a suspension isomorphism for it. Using a result of Møller ( [22]), we
formulate an equivariant version of Theorem 2.17.
3.1. Bredon cohomology with local coefficients. We first recall the orbit category
OG of a discrete group G and the associated notions.
The objects of the categoryOG are the coset spaces G/H = {gH| g ∈ G}, asH runs
over the all subgroups of G. The group G acts on the set G/H by left translation.
A morphism from G/H to G/K is a G-map. Note that a subconjugacy relation
a−1Ha ⊆ K, a ∈ G, determines a G-map aˆ : G/H → G/K, given by aˆ(eH) = aK.
Conversely, any G-map from G/H to G/K is of this form (cf. [2]).
3.2. Definition. A functor π from OopG to the category Grp of groups is called an
OG-group. A map between OG-groups is a natural transformation of functors.
The category of OG-groups is denoted by OG-Grp. The notion of OG-space or
abelian OG-group has the obvious meaning replacing Grp by Top or Ab, the category
of abelian groups. Similarly, we can talk of OG-crossed complexes. For a G-space X ,
we have an OG-space ΦX , defined by,
(3.3) ΦX(G/H) := XH = {x ∈ X| gx = x for all g ∈ H}
for each object G/H of OG and ΦX(aˆ)(x) = ax, x ∈ XK , for morphism aˆ : G/H →
G/K of OG. Thus we have a functor Φ: G-Top→ OG-Top. For a G-space X with G-
fixed point v, we have OG-groups πn(X), n ≥ 1, defined by πn(X)(G/H) = πn(X
H , v)
for each subgroup H ≤ G.
3.4. Definition. An equivariant local coefficient system M on a G-space X is a local
coefficient system M(G/H) : πXH → Ab on XH for each H ≤ G, such that for each
morphism aˆ : G/H → G/K, there is a natural transformation M(aˆ) : M(G/K) →
ΦX(aˆ)∗M(G/H).
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3.5. Definition. Let π be an OG-group and M be an abelian OG-group. A π-module
structure on M is a natural transformation φ : π ×M →M, that defines a π(G/H)-
module structure on M(G/H) for each subgroup H ≤ G.
Note that, if X is a G-connected pointed G-space, then a π1(X)-module is same
as an equivariant local coefficients on X .
Let X be a G-space andM be an equivariant local coefficient system on it. Define
CnG(X ;M) to be the group of all arrays
f = (f(G/H)) ∈
⊕
H≤G
Cn(XH ;M(G/H))
such that f(G/H)(aσ) = M(aˆ)(σ(0))f(G/K)(σ), where a−1Ha ⊆ K and σ : ∆n →
XK is an singular n-simplex in XK . We get a cochain complex {C∗G(X ;M), δ} by
taking the direct sum of of the coboundary of C∗(XH ;M(G/H)) for all H ≤ G.
3.6. Definition. [22–24] The n-th Bredon cohomology of a G-space X with local coef-
ficients M is defined to be
HnG(X ;M) := H
n({C∗G(X ;M), δ}).
IfM is an (abelian)OG-group and n ≥ 1 is an integer, thenKG(M,n) denotes an equi-
variant Eilenberg-Mac Lane space i.e., any G-connected pointed G-space G-homotopy
equivalent to a G-CW complex with πn(KG(M,n)) = M and πi(KG(M,n)) = 0 for
i 6= n (see [13]).
Given a π module (M,φ), there is a sectioned G-fibration
(3.7) KG(M,n) →֒ Lπ(M,n)
p
−→ KG(π, 1), n ≥ 1,
of G-connected pointed G-spaces G-homotopy equivalent to G-CW complexes re-
alizing the given module structure as the associated action of π1(KG(π, 1)) = π on
πn(KG(M,n)) =M (See [22]).
In the following we are going to use the vertical homotopy classes of maps
[X,Lπ(M,n)]KG(π,1) for a spaceX overKG(π, 1). Any sectioned fibrationKG(M,n)→
L→ KG(π, 1) with a fixed action of π onM yields the same homotopy classes. We will
henceforth call the total space of the fibration Lπ(M,n) and any two are G-homotopy
equivalent.
A π-moduleM = (M,φ) gives an equivariant local coefficient system on KG(π, 1),
which we also denote by M. Suppose that θ : X → KG(π, 1) is a map of G-CW
complexes. This gives an equivariant local coefficient system θ∗M on X . Let
[X,Lπ(M,n)]KG(π,1) denote the set of homotopy classes of maps in the over cate-
gory G- CW /KG(π, 1) from (X, θ) to (Lπ(M,n), p). Note that [X,Lπ(M,n)]KG(π,1) is
non-empty as the G-fibration 3.7 is sectioned.
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3.8. Theorem. [22] With notations as above, there is a bijection
HnG(X ; θ
∗M) ∼= [X,Lπ(M,n)]KG(π,1), n ≥ 1.
(Compare [24])
3.9. Suspension isomorphism for Bredon cohomology with local coefficients.
We extend Theorem 3.8 to the case n = 0 using the suspension isomorphism. This
requires a notion of suspension in the category of objects over KG(π, 1).
A basepoint of an object in this category is a section of the map to KG(π, 1) and
the addition of a disjoint basepoint involves taking a disjoint union with KG(π, 1).
Keeping this in mind, we make the following definition. Fix a base point ∗ ∈ S1.
3.10. Definition. Suppose X is a G-space over the G-space KG(π, 1) with p : X →
KG(π, 1) . Define
SKG(π,1)(X) := (X × S
1) ⊔KG(π, 1)/(x, ∗) ∼ p(x).
This a G-space over KG(π, 1), with G-map
S(p) : SKG(π,1)(X)→ KG(π, 1).
The map S(p) on the factor X ×S1 is defined to be the projection onto X composed
with p and on KG(π, 1) is the identity. In the following section we shall observe
(Remark 4.4) that the above definition is a unpointed version of the corresponding
definition for ex-spaces.
Note that SKG(π,1)(X) can be written as the following pushout:
(3.11)
X ⊔ (S1 ×KG(π, 1))
ι⊔id //
p⊔pr2

(X × S1) ⊔ (S1 ×KG(π, 1))

KG(π, 1) // SKG(π,1)(X)
where ι : X →֒ X×S1 is the inclusion ι(x) = (ι, ∗) and pr2 : S
1×KG(π, 1)→ KG(π, 1)
is the projection on the second factor.
3.12. Proposition. LetM be an equivariant local coefficient system on KG(π, 1), given
by a π-module (M,φ). Then
HnG(SKG(π,1)(X);S(p)
∗M) ∼= Hn−1G (X ; p
∗M)⊕HnG(KG(π, 1);M).
Proof. We use the Mayer Vietoris sequence which asserts : For a G-CW complex X
with p : X → KG(π, 1) and X = A ∪ B with A and B G-subcomplexes, there is a
long exact sequence
· · · → HnG(X ; p
∗M)→ HnG(A; p
∗M)⊕HnG(B; p
∗M)→ HnG(A ∩ B; p
∗M)
→ Hn+1G (X ; p
∗M)→ · · ·
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The existence of this sequence follows from the methods of [23].
Write S1 = U ∪ V with U, V open, ∗ ∈ U ∩ V and U ∩ V ≃ S0. This induces
SKG(π,1)(X) = S
U(X) ∪ SV (X) where
SU(X) = (X × U) ⊔KG(π, 1)/(x, ∗) ∼ p(x),
SV (X) = (X × V ) ⊔KG(π, 1)/(x, ∗) ∼ p(x).
Then both SU(X) and SV (X) are equivariantly homotopic to the mapping cylinder
of p and therefore deformation retract to KG(π, 1). The space S
U(X) ∩ SV (X) is
equivariantly homotopic to the disjoint union X ⊔KG(π, 1). The map
HnG(S
U(X);S(p)∗M)⊕HnG(S
V (X);S(p)∗M)→ HnG(S
U(X) ∩ SV (X);S(p)∗M)
is the same as
HnG(KG(π, 1);M)⊕H
n
G(KG(π, 1);M)
(p∗,id)⊕(p∗,id)
−→ HnG(X ; p
∗M)⊕HnG(KG(π, 1);M).
Hence the result follows from the Mayer Vietoris sequence. 
The adjoint of the suspension is a loop functor which we define as follows.
3.13. Definition. Suppose Y is a G-space and p : Y → KG(π, 1) with a section
s : KG(π, 1)→ Y so that p ◦ s = id. Define
ΩKG(π,1)(Y ) := {f ∈ Map(S
1, Y )| ∃ b ∈ KG(π, 1) so that p(f(t)) = b, f(∗) = s(b)},
where ∗ is the basepoint of S1. The map Ω(p) : ΩKG(π,1)(Y ) → KG(π, 1) is given
by Ω(p)(f) = p(f(∗)) and Ω(s) : KG(π, 1) → ΩKG(π,1)(Y ) is given by Ω(s)(b) =
constant at s(b).
3.14. Remark. Note that if p : Y → KG(π, 1) is a Serre fibration with fibre F , then
Ω(p) : ΩKG(π,1)(Y ) → KG(π, 1) is a Serre fibration with fibre ΩF . We apply to the
fibration 3.7. We obtain
ΩKG(π,1)(Lπ(M,n)) ≃G Lπ(M,n− 1)
as sectioned spaces over KG(π, 1).
For the next proposition, recall that the mapping space MapKG(π,1)(X, Y ) of objects
in the over category is the pullback ∗ → Map(X,KG(π, 1)) ← Map(X, Y ). As a set
this equals to {f : X → Y | pY ◦ f = pX}.
3.15. Proposition. Suppose X is a G-space with pX : X → KG(π, 1) and Y is a
sectioned G-space with pY : Y → KG(π, 1) and sY : KG(π, 1)→ Y . Then
MapKG(π,1)(SKG(π,1)(X), Y )
∼= MapKG(π,1)(KG(π, 1), Y )×MapKG(π,1)(X,ΩKG(π,1)(Y ))
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Proof. Applying the functor MapKG(π,1)(−, Y ) to the pushout diagram 3.11, we have
a pullback square
MapKG(π,1)(SKG(π,1)(X), Y )
//

MapKG(π,1)((X × S
1) ⊔ (S1 ×KG(π, 1)), Y )

MapKG(π,1)(KG(π, 1), Y )
// MapKG(π,1)(X ⊔ (S
1 ×KG(π, 1)), Y )
The disjoint unions yield products on the mapping spaces
MapKG(π,1)((X × S
1) ⊔ (S1 ×KG(π, 1)), Y )
∼= MapKG(π,1)(X × S
1, Y )×MapKG(π,1)(S
1 ×KG(π, 1), Y ),
and
MapKG(π,1)(X ⊔ (S
1 ×KG(π, 1)), Y )
∼= MapKG(π,1)(X, Y )×MapKG(π,1)(S
1 ×KG(π, 1), Y ).
The image of sY under the map
MapKG(π,1)(KG(π, 1), Y )→ MapKG(π,1)(X, Y )
is the map sY ◦ pX . It follows that MapKG(π,1)(SKG(π,1)(X), Y ) is the product of
Fibre(MapKG(π,1)(X × S
1, Y ) → MapKG(π,1)(X, Y )) taken over the map sY ◦ pX and
the pullback Z
Z //

MapKG(π,1)(S
1 ×KG(π, 1), Y )

MapKG(π,1)(KG(π, 1), Y )
// MapKG(π,1)(S
1 ×KG(π, 1), Y )
Hence Z equals MapKG(π,1)(KG(π, 1), Y ). Note that
Fibre(MapKG(π,1)(X × S
1, Y )→ MapKG(π,1)(X, Y ))
is equal to
{f : S1 ×X → Y | f(∗, x) = sY (pX(x)), pY (f(t, x)) = pX(x)}.
These are precisely the elements of MapKG(π,1)(X,ΩKG(π,1)(Y )). Therefore we get
MapKG(π,1)(SKG(π,1)(X), Y )
∼= MapKG(π,1)(KG(π, 1), Y )×MapKG(π,1)(X,ΩKG(π,1)(Y ))
This completes the proof. 
From Proposition 3.15 and Remark 3.14 we extend Theorem 3.8 to the case n = 0.
3.16. Corollary. With notations as in Theorem 3.8, we have
H0G(X ; p
∗M) ∼= [X,Lπ(M, 0)]KG(π,1).
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Proof. From Theorem 3.8 we have
H1G(X ; p
∗M) ∼= [X,Lπ(M, 1)]KG(π,1).
We use this for SKG(π,1)(X) to get
H1G(SKG(π,1)(X);S(p)
∗M) ∼= [SKG(π,1)(X), Lπ(M, 1)]KG(π,1).
From Proposition 3.12 the LHS is
H0G(X ; p
∗M)⊕H1G(KG(π, 1);M).
By Proposition 3.15 the RHS is
[X,ΩKG(π,1)(Lπ(M, 1))]KG(π,1) ⊕ [KG(π, 1), Lπ(M, 1))]KG(π,1).
Using Remark 3.14 this simplifies to
[X,Lπ(M, 0)]KG(π,1) ⊕ [KG(π, 1), Lπ(M, 1))]KG(π,1)
which is isomorphic to [X,Lπ(M, 0)]KG(π,1)⊕H
1
G(KG(π, 1);M). Note that in Proposi-
tion 3.12 the summand H1G(KG(π, 1);M) is isomorphic to cohomology of the inclusion
KG(π, 1)→ SKG(π,1)X . The second summand in Proposition 3.15 also restricts to an
isomorphism on this factor. Therefore the isomorphism
H0G(X ; p
∗M)⊕H1G(KG(π, 1);M)
∼= [X,Lπ(M, 0)]KG(π,1)⊕[KG(π, 1), Lπ(M, 1))]KG(π,1)
restricts to an isomorphism of the second factors. It follows that
[X,Lπ(M, 0)]KG(π,1)
∼= H0G(X ; p
∗M).

3.17. Representation using equivariant crossed complexes. If X is a G-CW
complex then fixed point sets XH , H ≤ G, are CW complexes (see [26]). We have
an OG-crossed complex
ΠG(X)(G/H) := Π(X
H).
For T ∈ OG-Crs, define a functorial G-space
B
GT := ΨBT.
This is called the equivariant classifying space of T . Here Ψ: OG-Top → G-Top
is the ‘coalescence functor’ of Elmendorf [13]. It is right adjoint to Φ (cf. 3.3).
Using the simplicial enrichment of crossed complexes, the following result is proved
in [7, Theorem 6.2] [6, Theorem 4.1].
3.18. Theorem. For a G-CW complex X and T ∈ OG-Crs, there is a natural homotopy
equivalence
MapG(X,B
GT ) ≃ CohCrs(ΠG(X), T )
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of Kan complexes, where CohCrs(ΠG(X), T ) denote the simplicial set of homotopy
coherent transformations from the diagram ΠG(X) to T and left side is the simplicial
mapping space in the category G-CW /KG(π, 1).
See [12, Definition 3.1] for homotopy coherent transformations.
Let π be an OG-group and M = (M,φ) be an π-module. We have the following
definition.
3.19. Definition. The OG-crossed complexes χG(π, n) and χG(M, n), defined by
χG(π, n)(G/H) := χ(π(G/H), n); χG(M, n)(G/H) := χφ(G/H)(M(G/H), n),
for each object G/H of OG and for a morphism aˆ : G/H → G/K, the maps
M(aˆ)∗ : χ(π(G/K), n)→ χ(π(G/H), n), π(aˆ)∗ : χ(π(G/K), 1)→ χ(π(G/H), 1)
are naturally induced. Also, we have a map in OG-Crs
(3.20) p : χG(M, n)→ χG(π, n),
where p(G/H) : χφ(G/H)(M(G/H), n)→ χ(π(G/H), n) is as defined in Section 2.14.
Note that
B
GχG(M, n) ≃ Lπ(M,n), B
GχG(π, n) ≃ KG(π, n).
3.21. Proposition. Applying the functor BG to Eq.3.20 yields the classifying G-
fibration, given in Equation 3.7, of Bredon cohomology with local coefficients.
We fix some notations to be used in the proof. For a functor U : OopG → S, let Uk
be composition of U with the functor S → Set that takes a simplicial set to the set of
its k-simplices. Recall that the two sided bar construction for functors U : OopG → S
and V : OG → G-Set gives a bisimplicial set (k, l) 7→ Bl(Uk,OG, V ), denoted by
B•(U•,OG, V ) (using the notation of [20]). The following lemma follows easily from
explicit description of bar construction and definition of a Kan fibration [19].
3.22. Lemma. Suppose U, U ′ : OopG → S and V : OG → G-Set are functors. If U
µ
−→ U ′
is a natural transformation which is Kan fibration for each G/H ∈ OG, then the
induced map on the diagonal simplicial set diagB•(U•,OG, V )
µV
∗−→ diagB•(U ′•,OG, V )
is also a Kan fibration.
Proof of Proposition 3.21. The only thing we need to show: BG(p) : BGχG(M, n)→
B
GχG(π, 1) is a G-fibration, i.e., B
G(p)H : BGχG(M, n)H → BGχG(π, 1)H is a Serre
fibration for each H ≤ G. We prove this by showing that BG(p)H is a geometric
realization of a Kan fibration. In this regard we use an explicit model of the Elmendorf
functor Ψ. Recall that BG(T ) = Ψ(|−| ◦N∆ ◦ T ) (cf. Definition 2.7).
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Define Ψ∆(U) := diagB•(U•,OG, ι) ∈ S, where Γ is the category of G-Set and
ι is the inclusion functor OG →֒ G-Set. Actually, Ψ∆(U) is a G-simplicial set and
its H-fixed point simplicial set is Ψ∆(U)H = diagB•(U•,OG, ιH) where the functor
ιH : OG → Set(→֒ G-Set) is G/K 7→ (G/K)H = HomOG(G/H,G/K) for each K ≤ G.
Then we can write
B
G(T ) = |Ψ∆(N∆ ◦ T )|.
ThenBG(p) = |N∆(p)ι∗| andB
G(p)H = |N∆(p)ι
H
∗ |. ButN
∆(p)(G/H) is Kan fibration
for each G/H ∈ OG. Hence the proof follows from lemma 3.22. 
We will use the model BGχG(π, n) for KG(π, n). For a G-CW complex (X, θ)
over KG(π, 1), applying the functor ΠG we get an object ΠG(θ) : ΠG(X) →
χG(π, 1) of the over category OG-Crs/χG(π, 1). The simplicial mapping space
CohCrs((S, ǫ), (T, η))χG(π,1) in OG-Crs/χG(π, 1) is defined by the pull-back square:
(3.23)
CohCrs((S, ǫ), (T, η))χG(π,1)
//

CohCrs(S, T )
η∗

∗ // CohCrs(S, χG(π, 1))
In view of Theorem 3.18, it follows from general category theory that
(3.24) MapG(X,B
GT )KG(π,1) ≃ CohCrs(ΠG(X), T )χG(π,1).
We obtain the following representation of Bredon cohomology with local coefficients
in OG-diagram of crossed complexes.
3.25. Theorem. Let π be an OG-group and M = (M,φ) an π-module. For (X, θ) ∈
G-CW/KG(π, 1) we have
HnG(X ; θ
∗M) ∼= π0CohCrs(ΠG(X), χG(M, n))χG(π,1).
Proof. We specialize T ∈ OG-Crs/χG(π, 1) to be χG(M, n)
p
−→ χG(π, n) in Eq. 3.24.
In view of Proposition 3.21, π0MapG(X,B
GT )KG(π,1) is the right hand side of the
isomorphism in Theorem 3.8 for n ≥ 1 and Corollary 3.16 for n = 0. Hence applying
π0 to Eq 3.24 gives the desired result. 
If G is trivial, then the simplicial set of homotopy coherent transformations between
OG-diagrams in Crs reduces to the ordinary simplicial enrichment of Crs. Further,
π reduces to a group π and (M,φ) is a π-module (A, φ). This gives local coefficients
A on K(π, 1). Let X be a CW complex and θ : X → K(π, 1) be a map of CW
complexes.
3.26. Corollary. With notations as above,
Hn(X ; θ∗A) ∼= [Π(X), χφ(A, n))]χ(π,1)
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where right hand side denotes the homotopy classes of maps in Crs/χ(π, 1) from
Π(X)
Π(θ)
−−→ χ(π, 1) to χφ(A, n)
p
−→ χ(π, 1).
When X is a reduced CW complex, Corollary 3.26 agrees with Theorem 2.17 for
n ≥ 2 by taking α = Π(θ) and noting that homotopy classes of maps in Crs/χ(π, 1)
from Π(X)
Π(θ)
−−→ χ(π, 1) to χφ(A, n)
p
−→ χ(π, 1) is same as homotopy classes of maps
Π(X)→ χφ(A, n) inducing α in fundamental groups.
4. Representability of cohomology with local coefficients as a
parametrized spectrum
In this section we use Corollary 3.26 to represent the cohomology with local co-
efficients using parametrized spectra. Following [21] we construct an Ω-prespectrum
JπA over the parameter space K(π, 1) associated to a π-module A, and prove that
the cohomology theory on the category of spaces over K(π, 1) associated to this spec-
trum is the cohomology with local coefficients. We use the classifying space functor
B from crossed complexes to spaces to define this parametrized spectrum. Recall the
definition of parametrized spectra following [21].
We work in the category of compactly generated weak Hausdorff spaces.
4.1. Definition. An ex-space over B is a triple (X, p, s) where X is a topological space
and B
s
→ X
p
→ B such that p ◦ s = id.
A morphism of ex-spaces (X, p, s)
f
→ (Y, p′, s′) is a map f : X → Y such that
p′ ◦ f = p and f ◦ s = s′.
We denote category of all ex-spaces over the space B by TB. The category TB is
enriched over topological spaces and has all colimits and limits. There is a fibrewise
smash product ∧B and a fibrewise mapping space FB of ex-spaces, and these are
adjoint. We recall the relevant definitions briefly (see [21] for more details).
4.2. Definition. Let X
p
−→ B and Y
p′
−→ B be spaces over B.
• The pullback of X
p
−→ B
p′
←− Y is denoted by X ×B Y . It has an evident map
to B.
• The pullback of ∗ → Map(X,B)
p′∗
←− Map(X, Y ) is denoted by MapB(X, Y ).
4.3. Definition. Let (X, p, s), (Y, p′, s′) be ex-spaces over B.
• The pushout of X
s
←− B
s′
−→ Y is denoted by X ∨B Y , the fibrewise wedge of
X and Y . It has an naturally induced map X ∨B Y → X ×B Y over B.
• The pushout of ∗B ← X ∨B Y → X ×B Y is the smash product X ∧B Y in
TB.
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The definition of the mapping space in TB is more complicated. We refer to [21] for
details. For objects X, Y ∈ TB the mapping space is written as FB(X, Y ) and there
is a correspondence
FB(X ∧B Y, Z) ∼= FB(X,FB(Y, Z)).
For a pointed space Y , let YB denote the ex-space (Y × B, p, s), where p is the
projection onto the second factor and s is the cross section determined by the base
point of Y . The fibrewise loop functor is then defined as ΩB(X) := FB(S
1
B, X). In,
general, for a finite dimensional inner product space V , let SV denote the one point
compactification of V . So we have
ΣVB(X) := X ∧B S
V
B , ΩB(X) := FB(S
V
B , X).
These definitions match up with the corresponding ones in Section 3.
4.4. Remark. Note that one can recover Definition 3.10 from the above. For a space
X over B one can construct an ex-space over B by adding a “disjoint basepoint”.
We denote X+B = X ⊔B with the evident projection to B and section from B. The
above formula readily yields
ΣB(X+B) ≃ SB(X)
4.5. Remark. For an ex-space Y over B the fibrewise loops ΩBY matches the definition
3.13. That is,
ΩBY ∼= {f ∈ Map(S
1, Y )| ∃ b ∈ B so that p(f(t)) = b, f(∗) = s(b)}.
Note that this can be defined by the following pullbacks
MB(S
1, Y ) //

Map(S1, Y )

B
e // Map(S1, B)
where e(b) is the constant map at b. Then one has a pullback
ΩBY //

MB(S
1, Y )
ev∗

B
sY // Y
A map (X, p, s)
f
→ (Y, p′, s′) of ex-spaces over B is called an q-equivalence if X
f
−→ Y
is a weak equivalence of spaces (forgetting the ex-space structure). The notion of
qf -fibrations is defined as maps satisfying the right lifting property with respect to
certain inclusions Sn+ → D
n+1 where Sn+ is the closed upper hemisphere of D
n+1
(see [21, Definition 6.2.3] for details). Here ‘f ’ refers to fibrewise. Since the inclusion
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of the upper hemisphere is an acyclic cofibration the condition is satisfied for Serre
fibrations. Thus, if the map X → B is a Serre fibration then X is qf -fibrant.
4.6. Theorem (Theorem 6.2.6 [21]). The category TB of ex-spaces over B is a well-
grounded model category with respect to the q-equivalences, qf -fibrations, and qf -
cofibrations.
To define spectra, we first fix a countable infinite dimensional inner product space
U . Following [21], we define a prespectrum E over B.
4.7. Remark. A prespectrum/spectrum over B always stands for an object in the
category of parametrized spectra over a space B. It should not be confused as an
object in the over category of some fixed prespectrum/spectrum B.
4.8. Definition. Let B be a fixed base space.
• A prespectrum E over B consists of ex-spaces E(V ) over B for each finite di-
mensional subspace V of U , together with maps of ex-spaces, (called structure
maps) σV,W : ΣW−VB E(V ) → E(W ) for V ⊆ W , such that the following are
satisfied:
(i) For each finite dimensional V ⊂ U , σV,V = id.
(ii) For finite dimensional V,W,Z ⊂ U , σV,Z = σW,Z ◦ ΣZ−WB σ
V,W .
• A prespectrum E over B is level qf -fibrant if each E(V ) is a qf -fibrant ex-
space over B.
• An Ω-prespectrum E over B is defined to be a level qf -fibrant prespectrum
over B whose adjoint structure maps σ˜V,W : E(V ) → ΩW−VB E(W ) are q-
equivalences of ex-spaces over B.
Consider the crossed complex χφ(A, n) associated to a π-module (A, φ) (cf. Section
2.14). Since the classifying space of a crossed complex is the geometric realization of
a simplicial set, B(χφ(A, n)) is compactly generated and weak Hausdorff.
4.9. Proposition. The classifying space B(χφ(A, n)) is an ex-space over K(π, 1) =
B(χ(π, 1)) which is qf -fibrant.
Proof. The map p is obtained by applying B to the map χφ(A, n) → χ(π, 1). The
map χ(π, 1) → χφ(A, n) for n ≥ 2 is the identity at level 1 and is the inclusion of
the identity at higher levels. For n = 1 this is the inclusion of π in π ⋉A at the first
level. For n = 0 the map takes π to the endomorphisms of the identity in A in the
groupoid Gpd(π,A). It is clear that the composition χ(π, 1)→ χφ(A, n)→ χ(π, 1) is
the identity.
To complete the proof we need to show that B(χφ(A, n))→ B(χ(π, 1)) is a Serre
fibration, which in view of the discussion above implies that B(χφ(A, n)) is a qf -
fibrant ex-space. Since the geometric realization of a Kan fibration is a Serre fibration,
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it is enough to show that N∆(χφ(A, n))→ N∆(χ(π, 1)) is a Kan fibration of simplicial
sets, which by ( [10, Proposition 6.2]) is equivalent to the condition that χφ(A, n)→
χ(π, 1) is a fibration of crossed complexes.
Recall that a map p : G→ H of groupoids is called a fibration if for each object x
of G and each morphism b of H starting at p(x) there is a morphism e of G starting
at x such that p(e) = b. A map between crossed complexes is a fibration if it is a
fibration of groupoids on level 1 and surjective on higher levels (see [3, 5]). This is
satisfied by χφ(A, n)→ χ(π, 1). This completes the proof of the proposition.

We will prove that
JπA(R
n) := B(χφ(A, n))
defines an Ω-prespectrum over B(χ(π, 1)). This defines a spectrum indexed over a
cofinal collection of inner product subspaces of U , we can extend it to the entire
collection by the formula
JπA(V ) = Ω
R
n−V
K(π,1)JπA(R
n),
where n is the minimum positive integer for which V ⊂ Rn. By the above, JπA
is level qf -fibrant on the indexing spaces Rn. It follows that JπA(V ) → K(π, 1) is
a qf -fibration since this is equal to ΩR
n−V
K(π,1)JπA(R
n) which is written as an iterated
pullback, and that fibrations are preserved under pullback.
It remains to construct the structure maps of JπA(V )→ Ω
W−V
K(π,1)JπA(W ) and show
that they are weak equivalences, and again it suffices to prove this for the cofinal
indexing collection {Rn}. In this regard, it remains to construct maps B(χφ(A, n))→
ΩB(χ(π,1))B(χφ(A, n+ 1)) and to show that these are weak equivalences.
We define a construction similar to FB(S
1
B,−) in the category of crossed complexes.
The classifying space of this construction is weakly equivalent to FB(S
1
B,−) as ex-
spaces over the space B. Fix the model χ(Z, 1) = Π(S1) of S1 in crossed complexes
(defined using the CW complex structure of S1 with one 1-cell and one 0-cell).
We can form a map χ(π, 1)
ι
→ CRS(χ(Z, 1), χ(π, 1)) which maps each point to the
corresponding “constant map”; we then define CRSχ(π,1)(χ(Z, 1), χφ(A, n)) to be the
pullback
CRSχ(π,1)(χ(Z, 1), χφ(A, n)) //

CRS(χ(Z, 1), χφ(A, n))

χ(π, 1)
ι // CRS(χ(Z, 1), χ(π, 1))
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Then we further form the pullback to define F Crsχ(π,1)(χ(Z, 1), χφ(A, n))
F Crsχ(π,1)(χ(Z, 1), χφ(A, n))
//

CRSχ(π,1)(χ(Z, 1), χφ(A, n))
ǫ

χ(π, 1) // χφ(A, n)
where ǫ is the evaluation at the base point map. Note that the pullback in the
category of crossed complexes is obtained by taking the pullback levelwise, i.e, the
pullback P of C → D ← C′ is described by Pn = Cn ×Dn C
′
n.
We calculate CRS(χ(Z, 1), χ(π, 1)) using its definition in terms of m-fold homo-
topies (See Definition 2.6). We have
CRS0(χ(Z, 1), χ(π, 1)) = π,
CRS1(χ(Z, 1), χ(π, 1))(f, g) = {x ∈ π|f = xgx
−1},
CRSm(χ(Z, 1), χ(π, 1))(f, f) = ∗ if m ≥ 2.
Next we calculate CRS(χ(Z, 1), χφ(A, n)).
CRS0(χ(Z, 1), χφ(A, n)) =
{
Hom(Z, π) ∼= π if n ≥ 2
π ⋉ A if n = 1
CRS1(χ(Z, 1), χφ(A, n))(f, g) =

{x ∈ π|f = xgx−1} if n ≥ 3
{x ∈ π|xfx−1 = g} × A if n = 2
{x ∈ π ⋉ A|xfx−1 = g} if n = 1
For n ≥ 3, m ≥ 2,
CRSm(χ(Z, 1), χφ(A, n))(f, f) =

∗ if m 6= n− 1, n
Homπ(π,A) ∼= A if m = n− 1
Map(∗, A) if m = n
For n = 2, m ≥ 2 we have
CRSm(χ(Z, 1), χφ(A, 2))(f, f) =
{
Hom(∗, A) if m = 2
∗ if m > 2
and for n = 1, m ≥ 2 we have
CRSm(χ(Z, 1), χφ(A, 1))(f, f) = ∗
We have the following proposition.
4.10. Proposition. For a π-module (A, φ), F Crsχ(π,1)(χ(Z, 1), χφ(A, n))
∼= χφ(A, n− 1).
Proof. To justify the statement of the proposition, we make explicit calculations;
considering separately the cases n ≥ 3, n = 2 and n = 1.
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Case I, n≥ 3: We need to compute the map ι : χ(π, 1) → CRS(χ(Z, 1), χ(π, 1)):
this corresponds to the map which takes a point of χ(Z, 1) to the constant map
based at a point in χ(π, 1). It can be factored as χ(π, 1)
∼=
→ CRS(∗, χ(π, 1)) →
CRS(χ(Z, 1), χ(π, 1)). The crossed complex ∗ is the complex which is trivial at each
level. The latter map is induced from the map χ(Z, 1)→ ∗.
The map ι : χ(π, 1)→ CRS(χ(Z, 1), χ(π, 1)) on the zero level takes ∗ to id ∈ π, on
the 1-level takes π isomorphically to π = CRS1(χ(Z, 1), χ(π, 1))(∗, ∗). So, when we
form the pullback we have
CRSχ(π,1)(χ(Z, 1), χφ(A, n))m =

∗ if m = 0
π if m = 1
A if m = n− 1, n
∗ else
To form the second pullback we need to calculate the map
ǫ : CRSχ(π,1)(χ(Z, 1), χφ(A, n))→ χφ(A, n),
given by evaluation at a base-point. The base-point in χ(Z, 1) is given by a map
∗ → χ(Z, 1) and the map ǫ is the composite
CRSχ(π,1)(χ(Z, 1), χφ(A, n))→ CRSχ(π,1)(∗, χφ(A, n)) ∼= χφ(A, n).
This map is an isomorphism at the level 1 and n and the trivial map at the other
levels. The map χ(π, 1)→ χφ(A, n) is an isomorphism at level 1 and trivial at other
levels. So when we form the pullback the level n part goes away and we get,
F Crsχ(π,1)(χ(Z, 1), χφ(A, n))m =

π if m = 1
A if m = n− 1
∗ if m 6= 1, n− 1
Thus we get F Crsχ(π,1)(χ(Z, 1), χφ(A, n))
∼= χφ(A, n− 1) for n ≥ 3.
Case II, n=2: The map
CRS(χ(Z, 1), χφ(A, 2))→ CRS(χ(Z, 1), χ(π, 1))
is the trivial map on level i for i > 1 and the projection
{x ∈ π|xfx−1 = g} × A→ {x ∈ π|xfx−1 = g}
for i = 1. Forming the pullback we get,
CRSχ(π,1)(χ(Z, 1), χφ(A, 2))m =

∗ if m = 0
π ⋉ A if m = 1
A if m = 2
∗ if m > 2
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The map
ǫ : CRSχ(π,1)(χ(Z, 1), χφ(A, 2))→ χφ(A, 2)
given by evaluation at the basepoint can be calculated similarly as before as an
isomorphism on level 2 and the projection π⋉A→ π on level 1, and trivial on other
levels. For the second pullback we get,
F Crsχ(π,1)(χ(Z, 1), χφ(A, 2))1 = π ⋉ A; F
Crs
χ(π,1)(χ(Z, 1), χφ(A, 2))i = ∗ for all i 6= 1.
Thus we have proved that F Crsχ(π,1)(χ(Z, 1), χφ(A, 2))
∼= χφ(A, 1).
Case III, n=1: We fix the notation pr for the projection π ⋉ A → π. The map of
mapping spaces CRS(χ(Z, 1), χφ(A, 1)) → CRS(χ(Z, 1), χ(π, 1)) is pr on level 0 and
1 and trivial in higher levels. Forming the pullback we get,
CRSχ(π,1)(χ(Z, 1), χφ(A, 1))0 = A.
We use the notation (R, S) for a groupoid with objects R and morphisms S. In this
notation the next level is the groupoid pullback:
(∗, π)→ (π,Hom(f, g) = {x ∈ π|xfx−1 = g})
pr
← (π⋉A,Hom(f, g) = {x ∈ π⋉A|xfx−1 = g}).
The groupoid pullback has object set A. The set Hom(l1, l2) is just the pullback of
Hom(∗, ∗)→ Hom(∗, ∗)← Hom((∗, l1), (∗, l2)).
In the last set we have those elements x = (a, l) (this means x−1 = (a−1,−a−1(l)))
which satisfy x(∗, l1)x−1 = (∗, l2), i.e. (∗, a−1(l + l1)− a−1(l)) = (∗, l2). This reduces
to the equation a−1(l1) = l2. This means we have
CRSχ(π,1)(χ(Z, 1), χφ(A, 1))1(l1, l2) = {a ∈ π|a
−1(l1) = l2} ×A
and
CRSχ(π,1)(χ(Z, 1), χφ(A, 2))i(l) = ∗ for all i ≥ 2.
The next step is to calculate the map
ǫ : CRSχ(π,1)(χ(Z, 1), χφ(A, 1))→ χφ(A, 1)
which is given by evaluation at the base-point and can be calculated similarly as
before. At the 0-level it maps A to ∗. At the 1-level on Hom(l1, l2) is the inclusion
{a ∈ π|a−1(l1) = l2} × A→ π ⋉ A.
At other levels this is the trivial map. So again the pullback becomes a pullback of
groupoids (just considering the 0 and 1-levels)
(∗, π)→ (∗, π ⋉A)← (A,Hom(l1, l2) = {a ∈ π|a
−1(l1) = l2} × A).
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The object set of this pullback is A. In the pullback groupoid the morphisms between
l1 and l2 are
{(a, (b, l)|(a, 0) = (b, l) and b−1(l1) = l2}.
This forces a = b and l = 0. Then we get exactly the same morphisms as those of
Gpd(π,A). Therefore we obtain
F Crsχ(π,1)(χ(Z, 1), χφ(A, 1))m =

A if m = 0
Gpd(π,A) if m = 1
∗ if m > 1
This is precisely the description of χφ(A, 0). This completes the second part. 
4.11. Proposition. For a π-module (A, φ),
BF Crsχ(π,1)(χ(Z, 1), χφ(A, n)) ≃ FK(π,1)(S
1
K(π,1),Bχφ(A, n)).
Proof. The map S1 → BΠ(S1) ≃ K(Z, 1) is a weak equivalence. Also we
know that Map(X,B(C)) ≃ B(CRS(Π(X), C)) (cf. Theorem 2.8). Therefore,
BCRS(χ(Z, 1), C) ≃ Map(S1,BC). Since the nerve functor is a right adjoint and
geometric realization takes pullbacks to pullbacks, the functor B takes pullbacks to
pullbacks. The proof follows. 
Combining the above propositions, we have the following result.
4.12. Theorem. The spaces {JπA(V )}V⊂R∞ form an Ω-prespectrum over K(π, 1) =
Bχ(π, 1).
Proof. Combining Proposition 4.10 and Proposition 4.9, we see that there is a map
Bχφ(A, n)→ ΩK(π,1)Bχφ(A, n+ 1)
over K(π, 1) = Bχ(π, 1) which is a q-equivalence. Also it follows from Proposition
4.9, that the spaces Bχφ(A, n) are a qf -fibrant ex-space over K(π, 1). We have seen
how to extend these results from the cofinal collection {Rn} to the collection of all
inner product subspaces of R∞. Therefore, {JπA(V )}V⊂R∞ is an Ω-prespectrum. 
We recall the definition of cohomology theory defined by a parametrized spectrum
J over a base space B.
4.13. Definition. [21, Definition 20.2.4] Let J, E be spectra over B. For integers n,
define the n-th J-cohomology groups of E as
Jn(E) := π−n(r∗FB(E, J)),
where r∗ is the base change functor with respect to the map B → ∗ (cf. [21, Section
2.1, 11.4]). For an ex-space X over B, taking E = Σ∞BX defines the J-cohomology
groups of X determined by the spectrum J .
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These cohomology groups can also be written as
Jn(E) = [S−nB , FB(E, J)]B
∼= [E, FB(S
−n
B , J)]B
∼= [E,ΣnBJ ]B.
Here S−nB is the n-fold desuspension of the sphere spectrum (see [21, Definition
11.3.5]).
Recall from Remark 4.4 that for a space X over K(π, 1) the notation X+K(π,1)
denotes the ex-space X ⊔K(π, 1) over K(π, 1). Note that the category Top/K(π, 1)
has a terminal object K(π, 1)
id
→ K(π, 1) and the based objects of this category are
precisely the ex-spaces. It follows that the functor (−)+K(π,1) is a left adjoint to the
forgetful functor from the category of ex-spaces to the category of spaces over K(π, 1).
Moreover
SK(π,1)(X) ∼= ΣK(π,1)(X+K(π,1))
We are now in a position to show that the cohomology defined by the parametrized
spectrum Jπ(A) is the cohomology with local coefficients.
4.14. Theorem. Let (A, φ) be a π-module and θ : X → K(π, 1) be a space over K(π, 1).
The we have
Hn(X ; θ∗A) ∼= JπA
n(X+K(π,1)),
where left hand side is the cohomology of X with local coefficients θ∗A induced from
(A, φ) by the map θ.
Proof. We have,
JπA
n(X+K(π,1)) = JπA
n(Σ∞K(π,1)X+K(π,1))
= [Σ∞K(π,1)X+K(π,1),Σ
n
K(π,1)JπA]K(π,1)
= [X+K(π,1),Ω
∞
K(π,1)Σ
n
K(π,1)JπA]K(π,1)
= [X+K(π,1),B(χφ(A, n)]K(π,1).
The latter is the group obtained by taking homotopy classes of the maps (in
Top/K(π, 1)) from X
θ
−→ K(π, 1) to B(χφ(A, n))
B(p)
−−→ B(χ(π, 1)). If X is a CW com-
plex, via the homotopy adjunction between Π andB as given in Eq 2.9, this is exactly
[Π(X), χφ(A, n)]χ(π,1) which was shown to be H
n(X ; θ∗A) in Corollary 3.26. 
5. Representation as a parameterized spectrum in the equivariant
case
The definition of a parametrized (Ω-)G-prespectrum over base B is entirely anal-
ogous to Definition 4.8 where B is a G-space, U is a G-universe and each E(V ) is
an ex-G-space [21, Definition 11.2.16, Definition 12.3.6]. In this section we represent
Bredon cohomology with local coefficients with a parametrized G-prespectrum over
the G-space KG(π, 1) (notations as in section 3).
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Let E denote the category with two objects s, t and the morphisms generated
by i : s → t and p : t → s such that p ◦ i is the identity. We call the diagram
category TopE the “ex-category” of spaces, and by an “ex-functor” we mean a functor
OopG → Top
E . We have observed in Section 3.1 that, for an OG-group π and an π-
module M = (M,φ), we can construct OG-crossed complexes χG(M, n) over the
OG-crossed complex χG(π, 1). By applying the classifying space functor for each n
we get an ex-functor EMn : O
op
G → Top
E for each n ≥ 0, which associates G/H to the
ex- space Bχφ(G/H)(M(G/H), n) over Bχ(π(G/H), 1).
In the previous section we have observed that for a fixed H ≤ G, the ex-spaces
{EMn (G/H)}n≥0 form a parametrized Ω-prespectrum, denoted by E
M(G/H), over the
Eilenberg-Mac Lane space Bχ(π(G/H), 1), which is a K(π(G/H), 1) (cf. Theorem
4.12). In this section we prove that these parametrized Ω-prespectra for different sub-
groups H are the fixed point spectra of a parametrized G-Ω-prespectrum JGM over
the Eilenberg-Mac Lane G-space KG(π, 1) = ΨBχG(π, 1) indexed over a trivial G-
universe (that is, a naive parametrized G-Ω-prespectrum). Here Ψ: OG-Top→ G-Top
is Elmendorf’s functor (cf. [13]), right adjoint to the functor Φ (cf. Equation 3.3).
Notice that since we are considering cohomology theories from arbitrary coefficient
systems, we will not have the required transfer maps to form a spectrum indexed over
a complete G-universe.
For each n we apply Elmendorf’s functor Ψ to EMn to obtain an ex-G-space
Lπ(M,n)→ KG(π, 1). We denote this ex-G-space by JGMn.
5.1. Proposition. The ex-G-spaces JGM = {JGMn} form an Ω-G-prespectrum over
KG(π, 1) indexed on a trivial G-universe.
Proof. We have to check that the prespectrum is level-qf -fibrant and that the struc-
ture maps JGMn → ΩKG(π,1)JGMn+1 are q-equivalences of ex-G spaces over KG(π, 1).
Since q-equivalences of ex-G spaces is just a G-homotopy equivalence of the total
G-spaces, to prove the latter fact it is enough to check that for every subgroup H , the
induced map on homotopy groups πH∗ JGMn → π
H
∗ ΩKG(π,1)JGMn+1 is an equivalence.
That is,
π∗JGM
H
n
∼= π∗ΩK(π(G/H),1)JGM
H
n+1.
We use JGM
H
n ≃ E
M
n (G/H) from the definition of Elmendorf’s construction, so the
result follows from the fact that EM(G/H) is a parametrized Ω- prespectrum.
To show that the prespectrum is level qf -fibrant, we need to check that JGMn →
KG(π, 1) is a qf -fibrant ex-G-space. By definition [21, Definition 7.2.7 and Remark
7.2.11] this is true if MapG(S, JG(M)n)→ MapG(S,KG(π, 1)) is qf -fibrant non equiv-
ariantly for every finite G set S. Since as G-spaces these are disjoint union of orbits
G/H it suffices to check that JG(M)Hn → KG(π, 1)
H is a Serre fibration and so a
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qf -fibration. But we have already proved this in Proposition 3.21. Thus JG(M) is a
parametrized G-Ω-prespectrum over KG(π, 1). 
5.2. Definition. [21, Definition 21.2.2] For naive G-spectra J and E over B, define
the J-cohomology groups of E by JnG(E) := π
G
−n(r∗FB(E, J))
This can be rewritten as
JnG(E) = [S
−n
B , FB(E, J)]G,B
∼= [E, FB(S
−n
B , J)]G,B
∼= [E,ΣnBJ ]G,B.
We now show that Bredon cohomology with local coefficients can be described
as the cohomology theory defined by the naive G-spectrum JGM. As in the non-
equivariant case, we fix an π-module M = (M,φ). Let X be a G-CW complex over
KG(π, 1), given by a map θ : X → KG(π, 1). This gives an equivariant local coefficient
system θ∗M on X . We make X into an ex-G-space by adding a disjoint basepoint,
X+KG(π,1) = X
∐
KG(π, 1).
5.3. Theorem. With notation as above,
HnG(X ; θ
∗M) ∼= JGM
n(X+KG(π,1)).
Proof. By definition of the cohomology theory defined by the parametrized G-
spectrum JGM, we have
JGM
n(Σ∞KG(π,1)X+KG(π,1)) = [Σ
∞
KG(π,1)
X+KG(π,1),Σ
n
KG(π,1)
JGM]KG(π,1)
= [X+KG(π,1),Ω
∞
KG(π,1)
ΣnKG(π,1)JGM]KG(π,1)
= [X+KG(π,1), JGMn]KG(π,1)
= [X+KG(π,1),ΨE
M
n ]KG(π,1)
= [X+KG(π,1), Lπ(M,n)]KG(π,1)
From Theorem 3.8, we know that the last expression is Bredon cohomology with local
coefficients. 
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