A2: Develop dynamic model of the Mitsubishi 1MW t urbine (sponsor will provide additional geometric details) and force it using WRF generated atmospheric inflow specific to a given site (sponsor will provide details of the site)
The windpact 1. The MMCI module was used to include the effects of the atmospheric boundary layer using the strategy described in the methodology section. In Figure 1 , the thrust and power variation for the WRF/Helios (Meso-scale/micro-scale simulation) is compared with measured power and stand-alone Helios computations (uniform inflow). The unsteady variations in power and thrust caused by the turbulent inflow conditions is clearly evident from these figures. Note that the mean hub height velocity could not be exactly matched to the uniform inflow values of 8 m/s because of constraints in adjusting the geostrophic wind and roughness length in Meso-scale WRF simulations. The offset in mean power and thrust notable in the figures are because of the small difference in the mean wind speed. Nonetheless, these results provide proof-of-concept of t he integrated Meso-scale/Micro-scale simulation capability developed as part of this work. To further substantiate the effects of turbulent inflow, flow visualizations (iso-surfaces of vorticity overlaid on contours of velocity magnitude) are shown in Figure 2 . Meandering of the vortex wake and eventual breakdown are observed in the flow visualizations. Vortex breakdown is observed to occur between 1.5 and 2.5 diameter distance from the turbine. In uniform inflow (not shown here), the vortex wake persists to much longer distance of about 5 diameters before beginning to breakdown. It is expected that the vortex breakdown will be strongly correlated with the turbulence intensity of the inflow. The capability developed herein provides enabling technology for analyzing and characterizing such effects.
Figure 1: Thrust and power variation obtained from coupled WRF/Helios simulations compared with stand alone Helios computations
Full simulation of the Lillgrund wind farm (48 turbines) were also performed using Helios. It is worth noting that this is the first wind farm simulation to be ever performed using full geometric model for the rotors and tower. Note that this case is simulated using uniform inflow. Computations using turbulent inflow conditions obtained from Meso-scale simulations are in progress. considered uniform. In more realistic scenarios, turbulent inflow will cause additional dissipation of the vortex wake and hence mitigate the amount of power deficit seen in following turbines in each row. The Sexbierum wind farm is an experimental Dutch wind farm located at approximately 4 km from the seashore in the northern part of The Netherlands. The wind farm location was chosen since the terrain is flat and is mainly filled with grassland. The wind farm has a total of 18 wind turbines with a total installed capacity of 5.4 MW. The turbines are arranged in a rectangular fashion with the spacing between the turbines being five and 8 rotor diameters along the horizontal and vertical lines, respectively. The direction of the rows is at 7o with the north. Detailed measurements were performed in the farm and is available for comparison [1] . WRF simulations were performed using similar setup as for the single turbine case discussed before. The only difference was the change in the roughness length. This value was changed from z0 = 0.1 m to z0 = 0.047 m to adjust it for the terrain at the Sexbierum wind site. The data from the WRF simulations were collected for 5 minutes with a sampling time of 1 second. Figure. 6 shows the profile of the mean wind speed and the turbulent intensity averaged over the 5 minutes interval. The hub-height is located at zhub = 35 m. At the hubheight, the wind speed and turbulent intensity was found to be 8 m/s and 12%, respectively. These values are close to the existing conditions at the wind farm. The CFD simulations were performed using all the three CFD solvers for the turbulent inflow cases. Figures. 7a-c
Figure 6: Mean wind speed and turbulent intensity from the precursor WRF simulations for the Sexbierum wind farm: (a) Wind speed and (b) Turbulent Intensity.
show the comparison of the wind speed, shear stress and TKE at the hub-height, predicted by the CFD solvers for a single turbine in the first row. The grids for the simulations were designed according to the conditions discussed before. Flowyo simulations were performed using both the actuator disc and actuator line models for the wind turbine. HELIOS simulations did not have a wall-function at the lower boundary and used symmetry instead. We do not expect that this will significantly affect the results at the hub-height. The results were compared with measured data at the wind farm site [1] . As expected, all the solvers show a maximum velocity deficit when the wind direction is aligned along the turbine axis. As, the wind direction changes, it results in partial wake situations and there is a decrease in the wake velocity deficit. The results obtained from HELIOS shows the best agreement with the measured data due to the modeling of the actual wind turbine and turbine wake. However, the interesting result that we see is the better comparison of the free vortex code with the experimental data compared to the Flowyo simulations. The results obtained using Flowyo can be potentially improved further by using a more refined grid for the simulations. However, this raises a question about the advantages of using a LES CFD code with a wind turbine model rather than a free vortex wake method. To better answer this question and provide a reason for using CFD codes, let us take a look at the turbulent shear stress and TKE as a function of wind speed direction. The accurate prediction of these parameters are essential to correctly predict the turbine loading and also understand the effect of the wind farm on the atmosphere. The shear stress data from experiments were not available and the results are compared with HELIOS for comparison. The comparison of the stresses are shown in Fig. 5b between the different solvers. Unlike the wind speed, there are significant differences in the profile of the shear stress between HELIOS and the other CFD solvers. Similar to the wind speed, the profiles of shear stress obtained from Flowyo can be improved using grid refinement. However, the UWake predictions cannot be improved by the addition of more markers. There is currently no mechanism in the free vortex model to account for the turbulent diffusion of the wake. The effect of these differences in the shear stress predictions are further demonstrated from the plot of TKE in Fig. 5c . When the wind direction is along the turbine axis, the free vortex code gives a good prediction of the TKE. However, when the wind direction is outside the range of [-20,20] degrees, the TKE is significantly over predicted by UWake while all the other methods provide good agreement with measurements. A new free vortex model with additional terms to account for the turbulent diffusion is being investigated in a complementary paper to resolve this issue. We expect that this new model should be able to improve the predictions obtained from UWake. The geometry data for the WINDPACT turbine was obtained from the technical reports available at ( http://www.nrel.gov/wind/windpact.html). The turbine is composed of S818/S825/S826 section with a 10 degree linear twist and 3:1 taper ratio. The maximum chord length of 0.08R occurs at radial locations of 0.25R. The root region of circular section of diameter 0.05R upto a radial location of 0.07R, which then transitions to an S818 airfoil section at 0.25R radial location. Figure 6 shows the mesh surface was generated by laying the airfoil s ections according to their taper and twist. A structured mesh shown in Figure 7 was generated using an in-house grid generator and was utilized for obtaining flow solution using Helios. 
Implementation of Synthetic Inflow
Motivation: Figure. 8 shows the comparison of the wind speed at hub-height (z = 65 m) for a single turbine blade used at the off-shore Lillgrund wind farm [2] . Both these simulations have been performed using with an actuator line parametrization of the turbine blade. The grid resolution for these simulations were 8min the streamwise and spanwise directions and 4 m in the vertical direction and the tip-speed ratio was around  = 8. The average power predicted from both these simulations are comparable to each other suggesting that the average power is not significantly affected by atmospheric turbulence. However, there are differences that can be observed in the wake structures which can influence the power produced by the turbine operating in the wake of this turbine. Our previous studies have shown that these differences can be significant for an entire wind farm and can change the total amount of power produced by the turbines operating in uniform or turbulent inflow. Although, these results are encouraging regarding the capability of the coupled mesoscale-microscale solver, there are a number of issues which have to be addressed. These are:
1. Breakdown of vortex structures: Previous studies by Troldborg et al. [3] have shown that for a single turbine operating in uniform inflow at  = 8, the wake behind the turbine eventually breakdowns at approximately 10 diameters downstream. The breakdown location moves further upstream with increase in the tip-speed ratio. However, this was not observed in our simulations even at tip-speed ratios of 12. For the turbulent inflow case, the wake breakdown occurs at less than 2 diameters downstream at the tip-speed ratio of 8. However, this is not the case either and the turbulent structures are not visible at the hub-height and seems to have been dissipated. The analysis in the previous section revealed the importance of resolving the flow structures up to dx = 1 m for studying the dynamic response of the wind turbine. However, computations at such small grid resolutions are not possible for the atmospheric boundary layer. Hence, as an alternative for using realistic inflow conditions, synthetic inflow generators have often been used to provide inflow conditions at very fine grid resolutions. These simulations are tractable as the size of the domain size becomes one-tenth of the ABL domain size with synthetic inflow. However, studies of stable boundary layer by Park et al. [6] have revealed that the turbine-scale variables like wind-speed, wind shear, etc. are strongly inter-related and should not be prescribed independently. Most of the synthetic inflow generators do not currently have the capability to account for the relation between the different variables and the difference in results due to independently prescribing them is unclear. To understand this issue and provide a viable solution, a synthetic inflow generator module based on the algorithm developed by Mann [7] has been added to the mesoscale-microscale coupling interface (MMCI). This algorithm is based on a model of the spectral tensor and is capable of simulating all three components of a three-dimensional incompressible turbulence field. Furthermore, it can simulate turbulence with the same second order statistics as the atmosphere. The details of the model can be found in Refs. [3, 7] . The model allows the generation of anisotropic fluctuations and the ability to specify the turbulent intensity. However, the model is applicable only to neutral boundary layer. Hence, the synthetic inflow has been implemented in two different forms:
Inflow model: In this form, the flow-field is decomposed as follows
where u i is the inflow velocity, U i is the mean inflow velocity and u' i is the fluctuations generated by the model. U i can be specified using a log-law or power law. This form is applicable only for the neutral boundary layer.
2. Small-scale model: In this method, the flow-field is decomposed as follows where U i (x, t) is the inflow velocity condition from LES of the atmospheric boundary layer and u' i (x,t) is the resolvable fluctuations which are generated using Mann model. To understand the meaning of this term, let us consider Fig.7(b) . The turbulent inflow was generated using a horizontal resolution of 16 m while the FLOWYO simulations are performed using a horizontal resolution of 8 m. Hence, there is a portion of the energy spectrum between dx = 16 m and dx = 8 m which can be resolved in the FLOWYO simulations but are not resolvable in the ABL simulations performed using WRF. The resolvable fluctuations refers to the added fluctuations to account for this missing part of the spectrum. This is accomplished by modifying the spectrum that is provided as input to the Mann model as follows where k 0 is a cut-off frequency that has to be specified. Presently, this parameter is specified as k 0 = 0.9 k u + 0.1 k l where k l is the highest resolvable wave number in the ABL grid and k u is the highest resolvable wavenumber in the FLOWYO grid. Trial and error is required to accurately specify this parameter. This model can be theoretically used for convective and stable boundary layers. However, simulations have to be performed to investigate any deficiencies.
The ability of the small-scale model to add fluctuations over a specified range of wavenumbers is shown in Fig. 9 . Figures 9a and b show the wind speed before and after the addition of fluctuations for a FLOWYO horizontal resolution of 8 m with a WRF inflow resolution of 16 m. It can be seen that the fluctuations have been added only at the smaller scales. To show that the method works, the simulations using turbulent inflow have been repeated using the modified inflow conditions for the turbine blade used in the Lillgrund wind farm. The hub-height wind speed is shown in Fig. 10 . It can be seen that the use of the modified low dissipation scheme with synthetic inflow generates and preserves turbulent structures which have been dissipated in the previous simulations. Presently simulations are being performed for the Lillgrund wind farm using the modified inflow approach and also to compare the performance of the synthetic inflow model with the synthetic small-scale model. This modified synthetic inflow model in MMCI works with UWake, FLOWYO and HELIOS without any additional modifications Figure 10 : Wind speed at hub-height (z = 65 m) for turbine blade used in the Lillgrund wind farm. The inflow condition has been modified using the synthetic small-scale model.
Actuator Models in CGINS
Three different methods have been tested and implemented for performing actuator simulations of wind turbine in CGINS. Momentum disk In the first approach, one-dimensional momentum theory is used to calculate the body force from the actuator disk. The thrust force due to the turbine is calculated as follows where U 0 is the undisturbed wind speed that the turbine sees, A is the face area and C T is the thrust coefficient of the wind turbine, assumed constant for the entire domain. Although this is a very simplified representation of the wind turbine, this drag model has been successfully used to study spectral coherence in LES of turbine wakes. This model can be used directly used with or without the generation of overlapping grids in the near-body region of the turbine. Sample result obtained using this approach for six hypothetical turbines arranged in a 2 × 3 array (radius 0.5 m and C T = 0.4) is shown in Fig. 11 without overlapping grids. This method works in serial and parallel. This method was implemented for testing purposes to understand the inner workings of the CGINS code. Actuator Disk In the second approach, the body force due to the wind turbine has been calculated in detail using the blade element theory. This body forcing has been implemented in CGINS by adding a Fortran module "actuatorForcing.f" as an extern C function. This function acts as the driver and calls the actuator disk routines and calculates the power, thrust and loading. Briefly, the actuator disk routines take inflow velocities computed by CGINS as input and provide the source terms for the momentum equations as output. The source terms are computed as a temporal average. The methodology is as follows: 1. At any time level, the velocity at all locations in the plane of the wind turbine rotor is known from the flow states. Here the wind turbine rotor is constrained to a grid plane of the cylindrical grid.
2. The actuator disk model utilizes blade element theory, whose basic mechanism is to compute sectional forces along a turbine blade using lift and drag values from an airfoil lookup table. Lift and drag depend on the angle of attack at each span station, which is in turn computed using the rotational speed of the turbine and the inflow velocities obtained from the flow solver.
3. Forces in all coordinate directions are now available at every azimuthal location of the blade. If there are N such locations (this is the azimuthal dimension of the cylindrical grid), the probability that the blade will be at that location is 1/N . Therefore the loading along each grid line is scaled by this factor and computed as a source term for the momentum equations. CGINS requires force/unit volume, therefore the point force computed is divided by the corresponding cell volume and this force is provided as the source term.
4. To summarize the mechanism of coupling is as follows: The flow solver computes flow states (momenta and pressure) -the blade element model computes the aerodynamic loading in response to these flow states -source terms that depend on this aerodynamic forcing is provided as a feedback response to flow solvers. As iterations progress, both flow states and aerodynamic loading converge to a steady state.
This method has been setup to work with a cylindrical near-turbine grid overlapping a Cartesian offbody grid. The method currently works in serial mode and is compatible with parallel execution as well. Parallel execution has not been conducted for the actuator line because inherent difficulty that CGINS has with partitioning grids of cylindrical topology. Sample result for the NREL phase VI wind turbine using the actuator disk approach in CGINS is shown in Figure 12 . The fourth-order dissipation coefficient have been set to higher values than required to provide numerical dissipation as an alternative to SGS model. In Figure 13 , the evolution of mean velocity at the rotor plane, power and thrust are shown for the NREL-phase VI turbine at V inf = 10m/s. Results show expected trends, i.e. decrease in mean inflow velocity and progress of thrust and power towards steady state values. Since the simulations are serial, the computational time is prohibitive to march the simulation towards steady state. Parallel implementation and verification is intended next to fully validate the actuator disk implementation. In contrast to the actuator disk, the actuator line method produces discrete vortex sheets and structures from each of the rotor blades and tower. In addition, the implementation follows a 'grid agnostic' approach such that the actuator lines can be embedded in any grid system, Cartesian, Cylindrical or arbitrary curvilinear grids. In addition any number of turbines can be modeled simultaneously to create a large wind farm.
Briefly, the approach is as follows.
(1) Every blade and tower is represented as a line. If there are n turbines with b blades and 1 tower, there are in total n*(b+1) objects. Where each object represents a lifting line or drag source. All of these objects are distributed among processors in a parallel processing environment. The ideal scenario will be to have n*(b+1) processes, when the load will be equally distributed.
(2) Each object forms an inflated bounding box (inflated by one chord length) around its lifting line. At each time step each bounding box performs a search process (fully parallel) to create a point cloud of grid points from the mesh system around its lifting line (Shown in Figure 14 (a) ).
(3) A least-square based interpolation technique is performed to interpolate the velocity field to the lifting line control points from the point cloud. Subsequently, Blade Element Theory based aerodynamic computations to evaluate forces at lifting line control points. Tabulated airfoil coefficient data is utilized to support these calculations. Steps 2 to 5 are repeated at each time step to perform a complete wind turbine simulation. The actuator line model described above is implemented and tested in the CGINS framework. In Figure  17 , validation for the NREL phase VI two bladed turbine is shown for yawed flow conditions at for different wind speeds and several yaw-angles. Fair comparison can be noted between experimental data and other models ( Helios full rotor model and free vortex model). Actuator line model was further tested for multi-turbine scenarios in a wind farm. A subset (with 16 out of the 48 turbines) of the Lillgrund wind farm is used as the initial test case. In Figure 18 , the velocity and eddy viscosity contours are shown for the 16 turbine test case. Figure 19 shows the power variation of the turbines along the first row. Expected power for the leading turbine is about 1.2MW per specifications of the manufacturer. Since actual geometry is not known, a notional turbine with know airfoil characteristics was generated to match the actual turbine. Expected patterns of velocity deficits and increased turbulence behind each turbine is observed. These results provide further confidence to the implementation of the actuator line module. The 16 turbine computations were performed on 14 million point grid on 256 processors.
Meso-scale/Micro-scale coupling in CgWIND
The Meso-scale/Micro-scale coupling Interface (described in section 2.4) was extended to be used with CgINS as well. Appropriate velocity interpolation and eddy viscosity calculation procedures were implemented to make the execution seamless and consistent. In Figure 20 , the axial velocity field (generated using synthetic turbulence data from the Mann model) is shown at a solution plane few characteristic lengths from the inflow plane. It can be noted that the prescribed turbulent inflow at the inflow plane is convected robustly and consistently by the solution algorithms in CgINS. Further, this figure provides proof-of-concept for consistent interpolation of the turbulent inflow conditions onto the inflow plane.
An 3-bladed wind turbine system was included to study the combined execution of Meso-scale/Microscale coupling and actuator line implementation. In Figure 21 the velocity and eddy viscosity field are shown for turbulent inflow conditions. Expected trends of faster wake breakdown and larger meandering of vortex wake is evident from these plots. Figure 22 shows velocity and eddy viscosity contours at an axial slice (x=30m) behind the turbine. The discrete nature of the vortex wake that is created by the actuator line model is evident in this figure. Increased dissipation of the velocity and eddy velocity fields caused by the presence of turbulent inflow can also be observed from Figure 22 . 
