Abstract. We present ASP Modulo 'Space-Time', a declarative representational and computational framework to perform commonsense reasoning about regions with both spatial and temporal components. Supported are capabilities for mixed qualitative-quantitative reasoning, consistency checking, and inferring compositions of space-time relations; these capabilities combine and synergise for applications in a range of AI application areas where the processing and interpretation of spatio-temporal data is crucial. The framework and resulting system is the only general KR-based method for declaratively reasoning about the dynamics of 'space-time' regions as first-class objects. We present an empirical evaluation (with scalability and robustness results), and include diverse application examples involving interpretation and control tasks.
INTRODUCTION
Answer Set Programming (ASP) has emerged as a robust declarative problem solving methodology with tremendous application potential [8, 16, 17, 33] . Most recently, there has been heightened interest to extend ASP in order to handle specialised domains and application-specific knowledge representation and reasoning (KR) capabilities. For instance, ASP Modulo Theories (ASPMT) go beyond the propositional setting of standard answer set programs by the integration of ASP with Satisfiability Modulo Theories (SMT) thereby facilitating reasoning about continuous domains [3, 16, 20] ; using this approach, integrating knowledge sources of heterogeneous semantics (e.g., infinite domains) becomes possible. Similarly, CLINGCON [14] combines ASP with specialised constraint solvers supporting non-linear finite integers. Other most recent extensions include the ASPMT founded non-monotonic spatial reasoning extensions in ASPMT(QS) [34] ; ASP modulo acyclicity [6] ; probabilistic extensions to ASP [36] . Indeed, being rooted in KR, in particular non-monotonic reasoning, ASP can theoretically characterise -and promises to serve in practice as-a modern foundational language for several domain-specific AI formalisms, and offer a uniform computational platform for solving many of the classical AI problems involving planning, explanation, diagnosis, design, decision-making, control [8, 24, 33] . In this line of research, this paper presents ASP Modulo 'Space-Time', a specialised formalism and computational backbone enabling generalised commonsense reasoning about 'space-time objects' and their spatio-temporal dynamics directly within the answer set programming paradigm.
Reasoning about 'Space-Time' (Motion) Imagine a moving object within 3D space. Here, the complete trajectory of motion of the moving object within a space-time localisation framework constitutes a 4D space-time history consisting of both spatial and qualitative analysis primarily encompasses (but is not not limited to) capabilities such as:
C1. Semantic Grounding. semantic grounding of eye-movement data with respect to a general ontology of space, time, and change consisting of (from the viewpoint of this paper) spatiotemporal regions as first class objects C2. Logical Inference. Declarative logic-based computational inference based on explicit and implicit knowledge C3. Query / Q/A. general query or question answering within a formal framework that may serve as the computational backbone for high-level analytical and visualisation services C4. Relational Learning. symbolic relational learning from eyemovement data (and other related) data with the aim of acquire general "axioms of perception & user behaviour" in an experiment / domain-specific context
Focussing on (C1-C3) for this paper, we present a formal model and general methods & tools that can be used to reason about dynamic space-time histories: regions of space-time, and the events and mutual interactions that accrue in that context. We provide the computational foundations for next-generation eye-tracking systems aimed at (deep) semantic interpretation and qualitative analytics of visual perception data. We demonstrate the model by its application to the domain of cognitive film studies. 1 Examples are 1 Cognitive studies of the moving image -film, digital media etc-has emerged as an area of research at the interface of disciplines as diverse presented in the context of large-scale experiment with a total of 31 subjects, and involving 16 scenes (per subject) from 14 films, with each scene ranging between 0 : 38 minute to max. of 9 : 44 minutes in duration) ( Table 1) . 2 
REGIONS IN SPACE, TIME, AND

SPACE-TIME -An Artificial Intelligence Perspective Aimed at Logical Reasoning
Interdisciplinary studies on visuo-spatial cognition, e.g., concerning 'visual perception', 'language and space', 'spatial memory', 'spatial conceptualisation', 'spatial representations', 'spatial reasoning' are extensive. In recent years, the fields of spatial cognition and computation, and spatial information theory have established their foundational significance for the design and implementation of computational cognitive systems, and multimodal interaction & assistive technologies, e.g., especially in those areas where processing and interpretation of potentially large volumes of highly dynamic spatio-temporal data is involved: cognitive vision & robotics, geospatial dynamics [Bhatt and Wallgruen 2014] , architecture design [Bhatt et al. 2014 ] to name a few prime examples. In particular, research at the interface of AI, spatial cognition and computation, and computational cognition particularly addresses challenges where spatio-linguistic conceptualisation & background knowledge focussed visuo-spatial cognition and computation are central [Bhatt et al. 2013a ].
GEOMETRIC, SPATIAL, AND TEMPORAL REASONING. Geometric and qualitative spatial and temporal reasoning (e.g., about regions of space-time, points, line-segments, polygons) has been a specialised topic of research within artificial intelligence (AI), in as aesthetics, psychology, neuroscience, film theory, and cognitive science. Within cognitive film theory, the role of mental activity of observers (e.g., subjects / spectators, analysts / critics) has been regarded as one of the most central objects of inquiry [Nannicelli and Taberham 2014; Aldama 2015]. Principal research questions that emerge in the context of cognitive film theory pertain to the systematic study and generation of evidence that can characterise and establish strong correlates between principles for the synthesis of the moving image, and its cognitive (e.g., embodied visual, auditory, aesthetic, emotional) recipient effects and influences on observers. Related communities include: (1) . Society for Cognitive Studies of the Moving Image (SCSMI). http://scsmi-online.org; (2) . PROJECTIONS: The Journal for Movies and Mind. www.berghahnbooks.com/journals/proj/ 2 We conducted the experiments with the stationary Tobii X2-60 Eye Tracker, collecting eye movement data at a rate of 60 Hz. temporal components -i.e., it is a region in space-time (Fig. 1) . Regions in space, time, and space-time have been an object of study across a range of disciplines such as ontology, cognitive linguistics, conceptual modeling, KR (particularly qualitative spatial reasoning), and spatial cognition and computation. Spatial knowledge representation and reasoning can be classified into two groups: topological and positional calculi [1, 22] . With topological calculi such as the Region Connection Calculus (RCC) [27] , the primitive entities are spatially extended regions of space, and could be arbitrarily (but uniformly) dimensioned space-time histories. For the case of 'space-time' representations, the main focus in the state of the art has been on axiom systems (and the study of properties resulting therefrom) aimed at pure qualitative reasoning. In particular, axiomatic characterisations of mereotopologically founded theories with spatio-temporal regions as primitive entities are very well-studied [18, 23] . Furthermore, the dominant method and focus within the field of spatial representation and reasoning -be it for topological or positional calculi-has been primarily on relational-algebraically founded semantics [22] in the absence of (or by discarding available) quantitative information. Pure qualitative spatial reasoning is very valuable, but it is often counterintuitive to not utilise or discard quantitative data if it is available (numerical information is typically available in domains involving sensing, interaction, interpretation, and control).
Answer Set Modulo 'Space-Time' Within the state of the art, it is not possible for AI applications (e.g., involving reasoning about moving objects in a vision system, control in robotic manipulation) to directly exploit commonsense representation and reasoning with 'space-time' objects and their mutual spatial-temporal relationships as firstclass entities within a robust KR framework such as ASP. The main contributions of the paper are: (1) . Developing a systematic formal account and associated compuatational characterisation of a 'space-time' theory as a general language founded in answer set programming; the focus is on declarative modelling, commonsense inference and question-answering with space-time objects and their mutual relationships as first-class objects; (2) . Support of mixed qualitative-quantitative reasoning and dynamic quantification (i.e., grounding of real world parameters); this is very powerful, e.g., when only partial information is available, (sensor) data is noisy, or when quantificationis not needed or can be delayed; (3) . Demonstrating, by running examples and an empirical evaluation, the applicability of the resulting general reasoning system to support reasoning about space-time histories in diverse application scenarios focussing on interpretation and control. The proposed model is implemented using CLINGO [13, 15] ; to the best of our knowledge, no systematic realisation of a general declarative method supporting native space-time histories and relationships therof currently exists (be it mixed qualitative-quantitative reasoning, or even purely qualitative reasoning). 1 2 ASP MODULO 'SPACE-TIME'
Space-Time Histories
The spatio-temporal domain (ST ) that we focus on in our formal framework consists of the following ontology:
Spatial Domains. Spatial domain entities include points and simple polygons: a 2D point is a pair of reals x, y; a simple polygon P is defined by a list of n vertices (points) p 0 , . . . , p n−1 such that the boundary is non-self-intersecting, i.e., no two edges of the polygon intersect. We denote the number of vertices in P with |P |. A polygon is ground if all vertices are assigned real values. A translation vector t is a pair of reals t x , t y . Given point p = (x, y) and translation vector t then p + t = (x + t x , y + t y ). A translation is a ternary relation between two polygons P, Q and a translation vector t such that: |P | = |Q| = n and p i = q i + t where p i is the i th vertex in P and q i is the i th vertex in Q, for 0 ≤ i < n . A translation vector t is ground if t x , t y are assigned real values, otherwise it is unground. 
That is, each spatio-temporal relation is an equivalence class of instances of ST objects. Given a set of objects O, a relation r of arity n can be asserted as a constraint that must hold between objects over I with t ≤ t ; reverse(R) denotes the definition of relation R with reversed temporal ordering, t ≤ t; pi(tj) is the centre point of si at tj; ∆ is the Euclidean distance between two points; α is a user-specified temporal threshold. 2 , and s 2 moves away from a previous location of s 1 ; we introduce a user-specified maximum duration threshold α between these two time points to prevent unwanted scenarios being defined as follows events such as s 1 taking one step towards s 2 and then stopping while s 2 continues to move away from s 1 .
Space-Time Semantics as Polynomial Constraints
One approach for formalising the semantics of spatial reasoning is by encoding qualitative spatial relations as systems of polynomial equations and inequalities [4, 34] . The task of determining whether a set of spatial relations is consistent is then equivalent to determining whether the set of polynomial constraints are satisfiable. Given a system of polynomial constraints over real variables X, the constraints are satisfiable if there exists some real value for each variable in X such that all the polynomial constraints are simultaneously satisfied. 3 
Spatio-Temporal Consistency
Consider the topological disconnected relation. There is no polygon that is disconnceted from itself, i.e. the relation is irreflexive. Algebraic properties of ST relations are expressed as the following ASP rules and constraints. (1) 3 The worst case complexity of solving a system of non-linear polynomial constraints over n real variables is O(2
owing to the Cylindrical Algebraic Decomposition algorithm [9] , which is implemented in the solver z3 [10] . Although not relevant to this paper, it is worth pointing out that we use a (sound and complete) polynomial constraint solver that determines whether a system of non-linear polynomial constraints is satisfiable, based on an integration of Satisfiability Modulo Theories solver z3 [10] and numerical optimisation [30] with the library NLopt [19] using BOBYQA [25] . The employed polynominal encodings are highly optimised (e.g., by symmetry-based pruning heuristics [29] ) for the specific spatio-temporal context. 4 Standard stable model semantics is applicable [12] , [17] , and [11] . An ASP program P consists of a finite set of universally quantified rules of the form h ← b1, . . . , bn, not c1, . . . , not cm such that h is an atom, and the expression b1, . . . , bn, not c1, . . . , not cm is a conjunction of atoms. ASP facts are rules of the form h ← , and ASP constraints are rules of the form ⊥ ← b1, . . . , bn, not c1, . . . , not cm.
We have automatically derived these properties using our polynomial constraint solver a priori and generated the corresponding ASP rules. A violation of these properties corresponds to 3-path inconsistency [22] , i.e. there does not exist any combination of polygons that can violate these properties. In particular, a total of 1586 space-time constraints result. 5 Ground Polygons. We can determine whether ST relation r holds between two ground polygons P, Q by directly checking whether the corresponding polynomial constraints are satisfied, i.e. polynomial constraint variables are replaced by the real values assigned to the ground polygon vertices. This is accomplished during the grounding phase of ASP. E.g. two ground polygons are disconnected if the distance between them is greater than zero. Unground Translation. Given ground polygons P 0 , P 1 , unground polygon P 0 , and unground translation t = (t x , t y ), let P 0 be a t translation of P 0 such that r holds between P 0 , P 1 . The (exact) set of real value pairs that can be assigned to (t x , t y ) such that P 0 , P 1 satisfy r is precisely determined using the Minkowski sum method [35] ; we refer to this set as the solution set of t for r. Given n ground polygons P 1 , . . . , P n , and n relations r 1 , . . . , r n such that relation r i is asserted to hold between polygon P 0 , P i , for 1 ≤ i ≤ n, let M i be the solution set of t for r i . The conjunction of relations r 1 , . . . , r n is consistent if the intersection of solution sets M 1 , . . . , M n is non-empty. Computing and intersecting solution sets is accomplished during the grounding phase of ASP.
ST Relation Consistency. In the following tasks the input is a set of objects O and a set of qualitative spatio-temporal relations R between those objects: (1) Consistency. Determine whether there exists a configuration ψ of O that satisfies all relation constraints in R. Such a configuration is called a consistent configuration; (2). Generating configurations. Return a consistent configuration ψ of O.
REASONING WITH ASP MODULO SPACE-TIME
We have implemented our ST reasoning module in Clingo (v5.1.0) [13, 15] . Table 2 presents our system's predicate interface. Our system provides special predicates for (1) declaring spatial objects, and (2) relating objects spatio-temporally. Each ST object is represented with st_object/3 relating the identifier of the ST entity, time point of this slice, and identifier of the associated geometric representation.
Polygons are represented using the polygon/2 predicate that relates an identifier of the geometric representation with a list of x,y vertex coordinate pairs, e.g.:
Deriving ST relations. the predicate spacetime/3 is used to specify the entities between which ST relations should be derived:
Predicate Description
ST Entities polygon(Pg, (X1, Y2, . . . , Xn, Yn)) Polygon Pg has n ground vertices (x1, y1), . . . , (xn, yn) .
Polygon Pg2 is an unground translation of Pg1. st_object(E) E is a spatio-temporal entity. st_object(E, at(Time), id(Pg)) 2D polygon Pg is a spatial slice of spatio-temporal entity E at time point Time.
ST Relations spacetime(STAspect, E, time(T1, T2)) Derive unary ST relations for STAspect (topology, size, or movement) for entity E from time T1 to T2. spacetime(STAspect, E1, E2, time(T1, T2)) Derive binary ST relations for STAspect (topology, size, or movement) between entities E1, E2 from time T1 to T2. topology(Rel, E1, E2, time(T1, T2)) Topological relation Rel is asserted to hold between ST entities E1, E2 from time T1 to T2. size(Rel, E1, E2, time(T1, T2))
Size relation Rel is asserted to hold between ST entities E1, E2 from time T1 to T2. movement(Rel, E, time(T1, T2))
Unary movement relation Rel is asserted to hold for ST entity E from time T1 to T2. movement(Rel, E1, E2, time(T1, T2))
Binary movement relation Rel is asserted to hold between ST entities E1, E2 from time T1 to T2. spatial(witness, E, EWitness)
Ground entity EWitness is a consistent witness for unground entity E. Purely qualitative reasoning. if no geometric information for slices is given then our system satisfies 3-consistency, e.g. the following program includes transitively inconsistent spatio-temporal relations:
Mixed qualitative-numerical reasoning. a new ST object can be specified that consists of translated slices of a given ST object. Our system determines whether translations exist that satisfy all given spatio-temporal constraints. Our system produces the solution set and a spatial witness that minimises the translation distance.
Application Examples: Interpretation and Control
INSECT BEHAVIOUR.
In this section we describe how spatio-temporal relations are derived from a large dataset of fly movement video data used to study the social interactions of flies. 6 The dataset consists of 20 flies in a bowl, captured in 200 image Figure 2 (a) illustrates example images of the dataset and segmentation. We performed initial image segmentation and animal tracking using the ilastik interactive toolkit [31] . We then parse the output into our ASP predicates: st_object/3 and polygon/2. The result is:
The extract of the results shows that, during the first time step: f ly11 is stationary; f ly4 is moving; f ly15 is moving towards f ly37; f ly10 is following f ly24. The result is:
The extract of the results shows that: during time period [29, 35] 
The result is:
The extract of the results shows that: f ly38 follows f ly4 during time [25, 31] ; f ly25 follows f ly24 during time [29, 35] .
CELL FUNCTION.
In this section we demonstrate how to solve spatial reasoning problems by translating polygons. Figure 2 (b) presents a stained tissue section of red and white blood cells from a patient with chronic myelogenous leukemia. We analyse the relationships between the physical structures of cell components, in particular whether certain cell components could move and fit inside other cell components. We segment the image, which assigns a class type to each segment, and apply standard contour detection algorithms to convert the raster image into polygons. We then parse the output as ASP facts including st_object/3 and polygon/2. Example 2.1. Firstly we determine whether a cell with the same shape as "co:8" might also fit inside the cytoplasm region by creating a new polygon "tr:8" that is a translation of polygon "co:8". We translate "tr:8" so that it is a proper part (pp) of "co:127 ".
The result is:
The result shows that indeed a cell with a polygon contour "co:8" could be a proper part of the cytoplasm region with polygon contour "co:8", and we are given a ground polygon as a witness that is a translation t = (−93, −186) of polygon "co:8" (by default, the witness given is the minimum translation required to satisfy the relation).
Example 2.2. We now demonstrate going beyond purely qualitative reasoning by taking polygon shape into account. We check whether "tr:8" can be disconnected from both "co:139" and "co:140" simultaneously (which is impossible due to the particular polygons in the dataset).
The result shows that no translation of polygon "co:8" exists that satisfies all given topological constraints, due to the shapes of the polygons, i.e. this is an example of mixed qualitative-numerical reasoning.
MOTION PLANNING.
We show how ST regions can be used for motion planning, e.g. in robotic manipulation tasks using abduction. This task requires abducing intermediate states that are consistent with the domain constraints. We model the laptop, hand, and cup from a top-down perspective as ST regions with polygonal slices, and give the initial shapes.
The initial configuration is given for time 0:
We model the scenario from time 0 to 2.
The goal is for the hand to make contact with the cup:
We model default domain assumptions, e.g., the cup does not move by default. We express this by assigning costs to interpretations where objects move.
The spatio-temporal constraints for planning the motion trajectory are that the hand and cup must remain disconnected from the laptop.
Our system finds a consistent and optimal answer set where neither the laptop nor cup move in the period before the robot hand has made contact with the cup. Given the spatio-temporal constraints in this optimal answer set, our system then produces a consistent motion trajectory witness of the solution set (Fig. 2 ).
Empirical Evaluation
In the previous section we demonstrated applicability and runtime results of our system on real world data. We now empirically evaluate our system on synthetic data to more precisely assess runtime scalability and robustness against missing data in the following tests T 1 − T 4. 
T1 (scalability / qualification).
Measuring runtime of deriving spacetime relations between n ST objects over m time steps (Table 3) . Each ST object is assigned a randomly generated polygon slice (with between 5 and 10 vertices) for each time step. Each object has a direction vector, speed, fixed angular speed, and fixed acceleration (fixed values randomly selected from [−0.1, 0.1]). At each time step the object position is updated according to the direction and speed, and the direction and speed are updated according to the angular speed and acceleration. It is useful to identify semantically relevant object pairs based on other spatio-temporal relations, e.g. with social flies (Fig.  2 ) the follow event is only meaningful when the flies are near. We therefore measure (a) average time to compute relations between one pair of ST objects for all time steps, (b) average time to compute relations between all ST objects for one time step. Results show that our approach is practical within n = 40 ST objects and m = 40 timesteps.
T2 (robustness). Measuring accuracy of derived spacetime relations when slices are randomly deleted from ST objects (Table 4) . Tests are created as in T1 with 10 objects over 20 time steps. In each such test t there are m × n polygon slices. We copy t to create test t , randomly select k slices and delete them from t . We then compare ST relations derived from t and t and record the number of matching relations as a measure of accuracy. Our results indicate that linearly interpolating between slices is satisfactorily robust against missing data. This also implies that using ASP to sample large datasets to reduce the search space when identifying meaningful spatio-temporal relations is a viable approach. T3 (scalability / translation). Measuring runtime of determining (in)consistency of translating a polygon to satisfy given spacetime constraints (mixed-numerical reasoning problem) ( Table 5) . For each test, n ST objects are created as in T1, and a new ST object g is declared and assigned m = 10 randomly generated polygon slices that can be translated. We measure time taken to find the first 10, 000 models (and solution sets of all consistent translations) where one mereotopological relation is asserted between g and each other object (i.e. each model has n relations). The large number of models is due to existential ST relations, e.g. two ST objects have contact if at least one slice has contact, thus leading to many alternative models. The results show that our approach is practical up to n = 20 objects.
T4 (scalability / inconsistency).
Measuring runtime for determining (in)consistency of n qualitatively constrained ST objects with no numerical information (purely qualitative reasoning) ( Table 6 ). Each object i ∈ {1, 2, . . . , n} is declared with no polygonal slices. Object pairs are randomly selected and assigned 4 randomly chosen alternative ST relations using the algorithm described in [28] (mean degree of constraint network d = 5). Each test with n objects is run 10 times, we report mean runtime and number of models (i.e. consistent constraint networks). Our results show that our approach is practical up to n = 30 objects before combinatorial explosion occurs. 
DISCUSSION AND RELATED WORK
ASP Modulo extensions for handling specialised domains and abstraction mechanisms provides a powerful means for the utilising ASP as a foundational knowledge representation and reasoning (KR) method for a wide-range of application contexts. This approach is clearly demonstrated in work such as ASPMT [3, 16, 20] , CLINGCON [14] , ASPMT(QS) [34] . Most closely related to our research is the ASPMT founded non-monotonic spatial reasoning system ASPMT(QS) [34] . Whereas ASPMT(QS) provides a valuable blueprint for the integration and formulation of geometric and spatial reasoning within answer set programming modulo theories, the developed system is a first-step and lacks support for a rich spatio-temporal ontology or an elaborate characterisation of complex 'space-time' objects as native (the focus there has been on enabling non-monotonicity with a basic spatial and temporal ontology). In addition to the ontological extensions for a much richer 'space-time' component, our system pipeline -based on CLINGO [13] -has the following additional advantages over the standard ASPMT / ASPMT(QS) pipeline: (1). we generate all spatially consistent models compared to only one model in the standard ASPMT pipeline; (2). we compute optimal answer sets, e.g. add support preferences, which allows us to rank models, specify weak constraints; (3). unlike ASPMT(QS) we support quantification of space-time regions.
Within the relation algebraic driven (qualitative) spatial reasoning community, researchers have investigated translating qualitative spatial calculi into ASP programs e.g. [7, 21] . The primary difference with our line of research is we emphasise both purely qualitative and mixed qualitative-quantitative constraints and efficiently deriving ST relations from large datasets, and that spato-temporal entities and relations have natively encoded semantics within the KR framwork being employed, namely answer set programming. More broadly, this research is driven by a departure from the use of relational-algebra, and instead focussing on declarative spatial reasoning directly within KR frameworks such as constraint logic programming, answer set programming, and inductive logic programming [5, 32, 34] .
SUMMARY AND OUTLOOK
A novel method and corresponding system for declaratively modelling and reasoning about the dynamics of space-time histories -regions with spatial and temporal components-as first-class objects within answer set programming is developed. The framework is implemented as an extension of the CLINGO ASP solver [13] , whereas the crux of the method relies on leveraging upon the semantics of (mereotopological) spatiotemporal relations using specialised and highly optimised systems of polynomials. We have presented an empirical evaluation, and demonstrated several reasoning features in the context of select applications domains requiring interpretation and control tasks. The outlook of this work is geared towards enhancing the application of the developed specialised ASP Modulo Space-Time component specifically for non-monotonic spatiotemporal reasoning about large datasets in the domain of visual stimulus interpretation, as well as constraint-based motion control in the domain of home-based and industrial robotics. The reasoning system is also slated for deployment as an open-source robotics domain specific library as part of the ROS [26] robotics framework.
