We derive general bounds for the large time size of supnorm values u(·, t) L ∞ (R) of solutions to one-dimensional advection-diffusion equations 
§1. Introduction
In this work, we obtain very general large time estimates for supnorm values of solutions u(·, t) to parabolic initial value problems of the form u t + ( b(x, t) u ) x = u xx , x ∈ R, t > 0, (1.1a) When ∂b/∂x ≥ 0 for all x ∈ R, t ≥ 0, it is well known that, for each p 0 ≤ p ≤ ∞, u(·, t) L p (R) is monotonically decreasing in t, with
for some constant 0 < K(p 0 ) < 2 − 1/p 0 that depends only on p 0 , see e.g. [1, 2, 5, 10, 12] .
For general b(x, t), however, estimating u(·, t) L ∞ (R) is much harder. To see why, let us illustrate with the important case p 0 = 1, where one has
as recalled in Theorem 2.1 below. Writing equation (1.1a) as
we observe on the righthand side of (1.4) that | u(x, t) | is pushed to grow at points (x, t) where b x (x, t) < 0. If this condition persists long enough, large values of | u(x, t) | might be generated, particularly at sites where − b x (x, t) ≫ 1. Now, because of the constraint (1.3), any persistent growth in solution size will eventually create long thin structures as shown in Fig. 1 , which, in turn, tend to be effectively dissipated by viscosity. The final overall behavior that ultimately results from such competition is not immediately clear, either on physical or mathematical grounds. As shown by equation (1.4), it is not the magnitude of b(x, t) itself but instead its oscillation that is relevant in determining u(·, t) L ∞ (R) . Accordingly, we introduce the quantity B(t) defined by
which plays a fundamental role in the analysis. Our main result is now easily stated.
Main Theorem. For each p ≥ p 0 , we have 6) where B = lim sup
In particular, in the important case p 0 = 1 considered above, we obtain, using (1.3), lim sup
so that u(·, t) stays uniformly bounded for all time in this case. 2 Estimates similar to (1.6) can be also shown to hold for the n-dimensional problem 8) but to simplify our discussion we consider here the case n = 1 only. Our derivation of (1.6), which improves some unpublished results by the third author, uses the 1-D inequality
where
, and can be readily extended to other problems of interest like 1-D systems of viscous conservation laws ( [7] , Ch. 9) or the more general equation
with bounded values b(x, t, u), provided that we assume ∞ µ(t) dt = ∞: using a similar argument, we get the estimate 11) for each p ≥ p 0 , where
More involving applications, such as problems with superlinear advection, where solutions may blow up in finite time, will be described in a sequel to this work.
§2. A priori estimates
This section contains some preliminary results on the solutions of problem (1.1) needed later for our derivation of estimate (1.6), which is completed in Section 3.
(Recall that a solution on some given time interval [ 0,
Local existence theory can be found in e.g. [13] , Ch. 6.) We start with a simple Gronwall-type estimate for
The corresponding result for the supnorm (q = ∞) is more difficult to obtain and will be given at the end of Section 2, see Theorem 2.4.
Proof. The proof is standard, so we will only sketch the basic steps.
, and integrating the result on R×[ 0, t ], we obtain, letting δ → 0 and then
, it is sufficient to show that, given ε > 0 and 0 < T < T * arbitrary, we can find R = R(ε, T ) ≫ 1 large enough so that we
Taking ψ ∈ C 2 (R) with 0 ≤ ψ ≤ 1 and
, and integrating the result on R × [ 0, t ], 0 < t ≤ T , we obtain, as in (2.2), by letting
for all 0 ≤ t ≤ T , provided that we take R > 1 sufficiently large. This gives the continuity result, and the proof is complete.
An important by-product of the proof above is that we have (letting ǫ → 0 in (2.2), and using (2.1)), for each 0 < T < T * and q ≥ max { p 0 , 2 },
Therefore, if we repeat the steps above leading to (2.2), we obtain (letting δ → 0, R → ∞, ǫ → 0, in this order, taking (2.1), (2.3) into account) the identity
for every 0 < t < T * and max { p 0 , 2 } ≤ q < ∞, where
The core of the difficulty in the analysis of (1.1) is apparent here: under the sole assumption that b is bounded, it is not much clear how one should go about the last term in (2.4) in order to get more than (2.1) above. Actually, it will be convenient to consider (2.4) in the (equivalent) differential form, i.e.,
, where E q ⊂ [ 0, T * [ has zero measure. We then readily obtain, using (1.9) and the one-dimensional Nash inequality [9] 
where the value given above for C 2 is optimal [4] , the following result:
.
(2.8b)
Proof. Consider (2.8a) first. From (1.5), (2.5) and (2.6), we have
This gives
Using (2.7), we then get v
, which is equivalent to (2.8a).
Similarly, (2.8b) can be obtained, using (1.9).
Thus, we can use (2.8) when u(·, t) L q (R) is not decreasing. If it is decreasing, (2.6) becomes useless but at least we know in such case that u(·, t) L q (R) is not increasing, which should be useful too. Different values of q have different scenarios, which we will have to piece together in some way. The next result shows us just how. To this end, it is convenient to introduce the quantities B(t 0 ; t), U p (t 0 ; t) defined by
There are three cases to consider:
In particular, U q (t 0 ; t) = u(·, t 0 ) L q (R) in this case, and (2.11) holds.
In this case, let t 2 ∈ ] t 0 , t ] be such that we have
in fact, if this were not true, we could then find t 3 , t 4 with t 2 ≤ t 3 < t 4 ≤ t such that
and so we have u(·, τ ) L q (R) ≤ λ q (t) for every t 2 ≤ τ ≤ t, as claimed. On the other hand, by (2.8a), u(·, τ ) L q (R) has to be monotonically decreasing on [ t 0 , t 2 ], just as in Case I.
Therefore, we have U q (t 0 ; t) = u(·, t 0 ) L q (R) in this case again, which shows (2.11).
by repeating the argument used on the interval [ t 2 , t ] in Case II above. It follows that we must have U q (t 0 ; t) ≤ λ q (t) in this case, and the proof of Theorem 2.3 is complete.
An important application of Theorem 2.3 is the following result.
for any t 0 ≤ t < T * , where B(t 0 ; t), U p (t 0 ; t) are given in (2.9), (2.10) above.
Proof. Let k ∈ Z, k ≥ 2. Applying (2.11) successively with q = 2p, 4p, ..., 2 k p, we obtain
; B(t 0 ; t)
by Young's inequality (see e.g. [6] , p. 622); in particular, we get, from (2.13),
It follows from Theorems 2.1 and 2.4 that u(·, t) is globally defined (T * = ∞). Now, from (2.12), we immediately obtain, letting t → ∞,
for any t 0 ≥ 0, where B(t 0 ), U p (t 0 ) are given by
, and applying (2.14) with t 0 = t (n) 0 for each n, we then obtain, letting n → ∞,
where B, U p are given by
18) §3. Large time estimates
In this section, we use the results obtained above to derive two basic large time estimates (given in Theorems 3.1 and 3.2 below) for solutions u(·, t) of problem (1.1a), (1.1b), which represent important intermediate steps that will ultimately lead to the main result stated in Theorem 3.3.
Theorem 3.1. Let q ≥ 2p 0 , and B ≥ 0 be as defined in (2.18). Then
where C 2 = 3 √ 3 / (4π) 1/3 is the constant in the Nash inequality (2.7).
Proof. We set p = q/2 and assume that U p is finite. As in the proof of Theorem 2.
It follows that
Therefore, from (2.6), we have, for some null set
for all t ∈ [ 0, ∞ [ \ E 2p , and so, by (2.7),
. This gives, by Young's inequality ( [6] , p. 622), for all t
Setting
we claim that lim sup
In fact, let us argue by contradiction. If (3.3) is false, we can pick 0 < η ≪ 1 and a sequence ( t j ) j ≥ 0 , t j → ∞, such that v(·, t j ) L 2 (R) > λ p + η (for all j ≥ 0) and g(t) ≤ λ p + η/2 for all t ≥ t 0 . From (2.8a), Theorem 2.2, it will then follow that
In fact, suppose that (3.4) were false, so that we had v(·,t) L 2 (R) ≤ λ p + η for somet > t 0 .
Taking j ≫ 1 with t j >t, we could then findt ∈ [t, t j [ such that v(·, t) L 2 (R) > λ p + η for all t ∈ ]t, t j ], while v(·,t) L 2 (R) = λ p + η, and so there would exist t * ∈ [t,
positive at t = t * . By (2.8a), we would have v(·, t * ) L 2 (R) ≤ λ p , but this would contradict the fact that v(·, t) L 2 (R) ≥ λ p + η everywhere on [t, t j ]. Thus, we conclude that (3.4) cannot be false, as claimed. We then obtain, from (2.7), (3.2), (3.4),
for all t ∈ [ t 0 , ∞ [ \ E 2p . Recalling that v(·, t) L 2 (R) > λ p + η, g(t) ≤ λ p + η/2 , ∀ t ≥ t 0 , this gives
for some constant K(η) > 0 independent of t, which cannot be, since this implies
