Abstract: We consider inference in randomized longitudinal studies with missing data that is generated by skipped clinic visits and loss to follow-up. In this setting, it is well known that full data estimands are not identified unless unverified assumptions are imposed. We assume a non-future dependence model for the drop-out mechanism and partial ignorability for the intermittent missingness. We posit an exponential tilt model that links non-identifiable distributions and distributions identified under partial ignorability. This exponential tilt model is indexed by non-identified parameters, which are assumed to have an informative prior distribution, elicited from subject-matter experts. Under this model, full data estimands are shown to be expressed as functionals of the distribution of the observed data. To avoid the curse of dimensionality, we model the distribution of the observed data using a Bayesian shrinkage model. In a simulation study, we compare our approach to a fully parametric and a fully saturated model for the distribution of the observed data. Our methodology is motivated by, and applied to, data from the Breast Cancer Prevention Trial.
1 Introduction
Breast Cancer Prevention Trial
The Breast Cancer Prevention Trial (BCPT) was a large multi-center, double-blinded, placebocontrolled, chemoprevention trial of the National Surgical Adjuvant Breast and Bowel Project (NSABP) designed to test the efficacy of 20mg/day tamoxifen in preventing breast cancer and coronary heart disease (Fisher et al., 1998) . The targeted population of the study was women at increased risk of developing breast cancer, including women who were age 60 or older, who were age 35-59 and had 5-year predicted risk for breast cancer at least equivalent to that of women 60 years or older, or who had a history of lobular carcinoma in situ. The study was open to accrual from June 1, 1992 through September 30, 1997 and 13,338 women were enrolled in the study during this interval. The primary objective was to determine whether long-term tamoxifen therapy was effective in preventing the occurrence of invasive breast cancer. Secondary objectives included quality of life (QOL) assessments to evaluate benefit as well as risk resulting from the use of tamoxifen.
Monitoring QOL was of particular importance for this trial since the participants were healthy women and there had been concerns voiced by researchers about the association between clinical depression and tamoxifen use. Accordingly, data on depression symptoms was scheduled to be collected at baseline prior to randomization, at 3 months, at 6 months and every 6 months thereafter for up to 5 years. The primary instrument used to monitor depressive symptoms over time was the Center for Epidemiologic Studies Depression Scale (CES-D) (Radloff, 1977) . This self-test questionnaire is composed of 20 items, each of which is scored on a scale of 0-3. A score of 16 or higher is considered as a likely case of clinical depression.
The trial was unblinded on March 31, 1998, after an interim analysis showed a dramatic reduction in the incidence of breast cancer in the treatment arm. Due to the potential loss of the control arm, we focus on QOL data collected on the 10,739 participants who were enrolled during the first two years of accrual and had their CES-D score recorded at baseline. All women in this cohort had the potential for three years of follow-up (before the unblinding).
In the BCPT, the clinical centers were not required to collect QOL data on women after they stopped their assigned therapy. This design feature aggravated the problem of missing QOL data in the trial. As reported in Land et al. (2002) , more than 30% of the CES-D scores were missing at the 36-month follow-up, with a slightly higher percentage in the tamoxifen group. They also showed that women with higher baseline CES-D scores had higher rates of missing data at each follow-up visit and the mean observed CES-D scores preceding a missing measurement were higher than those preceding an observed measurement; there was no evidence that these relationships differed by treatment group.
While these results suggest that the missing data process is associated with observed QOL outcomes, one cannot rule out the possibility that the process is further related to unobserved outcomes and that this relationship is modified by treatment. In particular, investigators were concerned (a priori) that, between assessments, tamoxifen might be causing depression in some individuals, who then do not return for their next assessment. If this occurs, the data are said be missing not at random (MNAR); otherwise the data are said to be missing at random (MAR).
Missing Data in Longitudinal Studies
In this paper, we will concern ourselves with inference in longitudinal studies, where individuals miss visits intermittently and/or do not return for subsequent visits (i.e., drop-out).
In such a setting, MNAR is often referred to as informative missingness.
Drop-out
There are two main inferential paradigms for analyzing longitudinal studies with informative drop-out: likelihood (parametric) and non-likelihood (semi-parametric). Articles by Little (1995) , Hogan and Laird (1997a) and Kenward and Molenberghs (1999) as well as recent books by Molenberghs and Kenward (2007) and Daniels and Hogan (2008) provide a comprehensive review of likelihood-based approaches, including selection models, pattern-mixture models, and shared-parameter models. These models differ in the way the joint distribution of the outcome and missing data processes are factorized. In selection models, one specifies a model for the marginal distribution of the outcome process and a model for the conditional distribution of the drop-out process given the outcome process (see, for example, Heckman, 1979; Diggle and Kenward, 1994; Baker, 1995; Fitzmaurice et al., 1995; Molenberghs et al., 1997; Liu et al., 1999; Albert, 2000) ; in pattern-mixture models, one specifies a model for the conditional distribution of the outcome process given the drop-out time and the marginal distribution of the drop-out time (see, for example, Little, 1993 Little, , 1994 Little, , 1995 Hogan and Laird, 1997b; Fitzmaurice and Laird, 2000; Daniels and Hogan, 2000; Roy, 2003; Birmingham and Fitzmaurice, 2002; Thijs et al., 2002; Pauler et al., 2003; Roy and Daniels, 2008) ; and in shared-parameter models, the outcome and drop-out processes are assumed to be conditionally independent given shared random effects (see, for example, Wu and Carroll, 1988; DeGruttola and Tu, 1994; Ten Have et al., 1998 , 2000 Pulkstenis et al., 1998; Land et al., 2002; Yuan and Little, 2009 ). Traditionally, these models have relied on very strong distributional assumptions in order to obtain model identifiability.
Without these strong distributional assumptions, specific parameters from these models would not be identified from the distribution of the observed data. To address this issue within a likelihood-based framework, several authors (Nordheim, 1984; Baker et al., 1992; Little, 1994; Little and Rubin, 1999; Kurland and Heagerty, 2004; Daniels and Hogan, 2008) have promoted the use of global sensitivity analysis, whereby non-or weakly-identified, interpretable parameters are fixed and then varied to evaluate the robustness of the inferences.
Scientific experts can be employed to constrain the range of these parameters.
Non-likelihood approaches to informative drop-out in longitudinal studies have been primarily developed from a selection modeling perspective. Here, the marginal distribution of the outcome process is modeled non-or semi-parametrically and the conditional distribution of the drop-out process given the outcome process is modeled semi-or fully-parametrically.
In the case where the drop-out process is assumed to depend only on observable outcomes (i.e., MAR), Robins et al. (1994 Robins et al. ( , 1995 , van der Laan and Robins (2003) and Tsiatis (2006) developed inverse-weighted and augmented inverse-weighted estimating equations for inference. For informative drop-out, Rotnitzky et al. (1998) , Scharfstein et al. (1999) and Rotnitzky et al. (2001) introduced a class of selection models, in which the model for dropout is indexed by interpretable sensitivity parameters that express departures from MAR.
Inference using inverse-weighted estimating equations was proposed.
The problem with the aforementioned sensitivity analysis approaches is that the ultimate inferences can be cumbersome to display. Vansteelandt et al. (2006) developed a method for reporting ignorance and uncertainty intervals (regions) that contain the true parameter(s) of interest with a prescribed level of precision, when the true data generating model is assumed to fall within a plausible class of models (as an example, see Scharfstein et al., 2004 ). An alternative and very natural strategy is to specify an informative prior distribution on the non-or weakly-identified parameters and conduct a fully Bayesian analysis, whereby the ultimate inferences are reported in terms of posterior distributions. In the cross-sectional setting with a continuous outcome, Scharfstein et al. (2003) adopted this approach from a semi-parametric selection modeling perspective. Kaciroti et al. (2009) proposed a parametric pattern-mixture model for cross-sectional, clustered binary outcomes . Lee et al. (2008) introduced a fully-parametric pattern-mixture approach in the longitudinal setting with binary outcomes. In this paper, we consider a similar setting to Lee et al. (2008) , but offer a more flexible strategy. In the context of BCPT, the longitudinal outcome will be the indicator that the CES-D score is 16 or higher.
Intermittent Missing Data
In the BCPT, approximately 15% of the responses were intermittently missing, i.e. there are missing values prior to drop-out. One approach to handle intermittent missingness is to consider a "monotonized" dataset, whereby all CES-D scores observed on an individual after their first missing score are deleted, as in Land et al. (2002) . However, this increases the "drop-out" rate, loses efficiency, and may introduce bias.
Handling informative intermittent missing data is methodologically and computationally challenging and, as a result, the statistics literature is relatively limited. Most methods adopt a likelihood approach and rely on strong parametric assumptions (see, for example, Troxel et al., 1998a; Albert, 2000; Ibrahim et al., 2001; Albert et al., 2002; Lin et al., 2004) .
Semiparametric methods have been proposed by Troxel et al. (1998b) and Vansteelandt et al. (2007) . Troxel et al. (1998b) proposed a marginal model and introduced a pseudo-likelihood estimation procedure. Vansteelandt et al. (2007) extended the ideas of Rotnitzky et al. (1998) , Scharfstein et al. (1999) and Rotnitzky et al. (2001) to non-monotone missing data.
Most related to our approach are the (partial ignorability) assumptions proposed in Harel and Schafer (2009) that partition the missing data and allow one (or more) of the partitions to be ignored given the other partition(s) and the observed data. In this paper, we apply a partial ignorability assumption such that the intermittent missing data mechanism can be ignored given drop-out and treatment strata.
Outline
The paper is organized as follows. In Section 2, we describe the data structure, formalize identification assumptions and prove that the treatment-specific distribution of the full trajectory of longitudinal outcomes is identified under these assumptions. In Section 3, we introduce a saturated model for the distribution of the data that would be observed when there is drop-out, but no intermittent observations. We then illustrate how to apply shrinkage priors to parameters in the saturated model to reduce the dimensionality of the parameter space and how to elicit (conditional) informative priors for non-identified sensitivity parameters from experts. In Section 4, we assess, by simulation, the behavior of three classes of models: parametric, saturated, and shrinkage. Our analysis of the BCPT trial is presented in Section 5. Section 6 is devoted to a summary and discussion.
Notation, Assumptions and Identifiability
We define the following notation for a random individual. When necessary, we use the subscript i to denote data for the ith individual.
Let Z denote the treatment assignment indicator, where Z = 1 denotes tamoxifen and Z = 0 denotes placebo. Let Y be the complete response data vector with elements Y j denoting the binary outcome (i.e., depression) scheduled to be measured at the jth visit as Y , such that R j = 1 indicates Y j is observed and R j = 0 indicates Y j is missing. Let S = max{t : R t = 1} be the last visit at which an individual's depression status is recorded. If S < J, then we say that the individual has dropped out and S is referred to as the dropout time. Let R S = {R j : j < S} be the collection of intermittent missing data indicators recorded prior to S.
We will find it useful to distinguish three sets of data for an individual: the complete data C = (Z, S, R S , Y ), the full data F = (Z, S, R S , Y S ), and the observed data O = (Z, S, R S , Y obs ), where Y obs is the subset of Y for which R j = 1. It is useful to also define We assume that individuals are drawn as a simple random sample from a super-population so that we have an i.i.d. data structure for C, F and O. We let the parameters θ z index a model for the joint conditional distribution of S and Y S given Z = z and the parameters φ s,z index a model for the conditional distribution of R S given S = s, Y s and Z = z. We assume that the parameters θ z and φ z = (φ 1,z , . . . , φ J,z ) are distinct.
Our goal is to draw inference about µ * z,j = P [Y j = 1|Z = z] for j = 1, . . . , J and z = 0, 1. To identify µ * z,j from the distribution of the observed data, we make the following three (untestable) assumptions:
Assumption 1: Given Z and S, the intermittent missing data are missing at random, i.e.,
This assumption plus the assumption that θ z is a priori independent of φ z implies that the intermittent missingness mechanism is ancillary or ignorable. Specifically, this means that when considering inferences about θ z from a likelihood perspective, as we are in this paper, the conditional distribution of R S given Z, S and Y obs does not contribute to the likelihood and can be ignored (Harel and Schafer, 2009 ).
The next two assumptions show how we can identify µ * z,j from the conditional distribution of S and Y S given Z = z.
Assumption 2 (Non-Future Dependence): For j = 1, . . . , J,
This assumption asserts that for individuals at risk for drop-out at visit j and who share the same history (possibly missing) of outcomes up to and including visit j, the distribution of future outcomes is the same for those who are last seen at visit j and those who remain on study past visit j. This assumption has been referred to as non-future dependence (Kenward et al., 2003) .
Assumption 3 (Pattern-Mixture Representation): For j = 1, . . . , J and y j = 0, 1,
where q z,j (Y j−1 , Y j ) is a specified function of its arguments.
Assumption 3 links the non-identified conditional distribution of Y j given S = j − 1, Y j−1 and Z = z to the conditional distribution of Y j given S ≥ j, Y j−1 and Z = z, which is estimable by Assumption 1, using exponential tilting via the specified function
Assumption 3 has a selection model representation that is obtained using Bayes' rule.
where
With this characterization, we see that the function q z,j (Y j−1 , Y j ) quantifies the influence (on a log odds ratio scale) of the potentially unobservable outcome Y j on the conditional odds of dropping at time j. Furthermore, the functions q z,j (Y j−1 , Y j ) are not identifiable from the distribution of the observed data and their specification places no restrictions on the distribution of the observed data.
The above three assumptions non-parametrically, just-identify µ laws of total and conditional probability:
All quantities on the right hand side of this equation are estimable under Assumption 1,
and 3, these latter probabilities can be shown to be identified, implying that µ * z,j is identified for all j and z.
Proof: See Appendix.
The identifiability result shows that, given the functions q z,j (Y j−1 , Y j ), µ * z,j can be expressed as functional of the distribution of the observed data.
3 Modeling, Prior Specification and Posterior Computation
Modeling
We specify saturated models for the conditional distribution of S and Y S given Z = z via
We parameterize these models as follows:
for j = 2, . . . , J and y = 0, 1. Let α z denote the parameters indexing the first set of models for response and γ z denote the parameters indexing the second set of models for drop-out.
Recall that we defined θ z to denote the parameters of the conditional distribution of S and
Furthermore, we parameterize the functions
Here, exp(τ z,j,y j−1 ) represents, in the context of the BCPT trial, the conditional odds ratio of dropping out between visits j − 1 and j for individuals who are depressed vs. not depressed at visit j, but share the mental history y j−1 through visit j − 1.
We let τ z denote the collection of τ z,j,y j−1 's.
Shrinkage Prior
The saturated model proposed in Section 3.1 provides a perfect fit to the distribution of the observed data. In this model, however, the number of parameters increases exponentially in J. In contrast, the number of data points increases linearly in J. As a consequence, there will be many combinations of y j−1 (i.e., "cells") which will be sparsely represented in the dataset. In the BCPT trial, about 50% of the possible realizations of Y 7 have less than two observations and about 15% have no observations. From a frequentist perspective, this implies that components of θ z will be imprecisely estimated; in turn, this can adversely affect estimation of µ * z,j . This has been called the curse of dimensionality (Robins and Ritov, 1997). To address this problem, we introduce data driven shrinkage priors for higher order interactions to reduce the number of parameters in an automated manner. In particular, we assume
(2) for j = 2, . . . , J and y = 0, 1. For α z,0 , α z,1,y and γ z,0,y for y = 0, 1, we assign Unif(0, 1)
Note that for a random variable X that follows a Beta(m/η, (1 − m)/η) distribution, we have z,j−1,y serve as shrinkage parameters for α z,j,y j−2 ,y and γ z,j−1,y j−2 ,y respectively. As the shrinkage parameters go to zero, the distribution of the probabilities α z,j,y j−2 ,y and γ z,j−1,y j−2 ,y are shrunk toward the mean of the probabilities that do not depend on y j−2 , namely m (α) z,j,y and m (γ) z,j−1,y , respectively. In essence, the model is being shrunk toward a first-order Markov model. The shrinkage priors allow "neighboring cells" to borrow information from each other and provide more precise inferences.
We specify independent Unif(0, 1) priors for m z,j−1,y , we specify independent, uniform shrinkage priors (Daniels, 1999) as follows
is a summary function (e.g., minimum, median or maximum, as suggested in Christiansen and Morris (1997) ).
•
: the expected number of subjects with S ≥ j, Y j−1 = y, Y j−2 = y j−2 , Z = z}.
• E (γ)
: the expected number of subjects with
The expected number of subjects with S ≥ j, Y j−1 = y, Y j−2 = y j−2 , Z = z and with
where the probabilities on the right hand side of the above equations are estimable under Assumption 1.
The expected sample sizes above are used in the prior instead of the observed binomial sample sizes which are not completely determined due to the intermittent missingness. Thus, our formulation of these priors induces a small additional amount of data dependence beyond its standard dependence on the binomial sample sizes. This additional dependence impacts the median of the prior but not its diffuseness.
3.3 τ z given θ z
The sensitivity parameters in Assumption 3, defined formally in Section 3.1, are (conditional) odds ratios. In our experience, subject matter experts often have difficulty thinking in terms of odds ratios; rather, they are more comfortable expressing beliefs about relative risks (Scharfstein et al., 2006; Shepherd et al., 2007) . With this in mind, we asked Dr. Patricia
Ganz, a medical oncologist and expert on quality of life outcomes in breast cancer, to express her beliefs about the risk of dropping out and its relationship to treatment assignment and depression. We then translated her beliefs into prior distributional assumptions about the odds ratio sensitivity parameters τ z .
Specifically, we asked Dr. Ganz to answer the following question for each treatment group:
Q: Consider a group of women assigned to placebo (tamoxifen), who are on study through visit j−1 and who share the same history of depression (depressed or not depressed). Suppose that the probability that a randomly selected woman in this group drops out before visit j is p. For each p, what is the minimum, maximum and your best guess (median) representing how much more (e.g. twice) or less (e.g., half ) likely you consider the risk of dropping out before visit j for a woman who would be depressed at visit j RELATIVE to a woman who would not be depressed at visit j?
Implicit in this question is the assumption that, for each treatment group, the relative risk of dropping out only depends on past history and the visit number through the risk of dropping out between visits j − 1 and j.
For notational convenience, let r z (p) denote the relative risk of drop-out for treatment group z and drop-out probability p. Further, let r z,min (p), r z,med (p) and r z,max (p) denote the elicited minimum, median, and maximum relative risks. Let p
z,j (y j−1 ) ∈ [0, 1], given γ z,j−1,y j−2 ,y j−1 and r z (γ z,j−1,y j−2 ,y j−1 ), p (0) z,j (y j−1 ) is bounded as follows:
• for r z (γ z,j−1,y j−2 ,y j−1 ) ≥ 1,
• for r z (γ z,j−1,y j−2 ,y j−1 ) ≤ 1,
z,j (y j−1 ) ≤ min{γ z,j−1,y j−2 ,y j−1 /r z (γ z,j−1,y j−2 ,y j−1 ), 1}.
We will use these bounds to construct our prior.
We construct the conditional prior of τ z,j,y j−1 given γ z,j−1,y j−2 ,y j−1 using Steps 1-4 given below. The general strategy is to use the elicited information on the relative risk at different drop-out probabilities and the bounds derived above to construct the prior of interest.
Step 1. For m ∈ {min, med, max}, interpolate the elicited r z,m (p) at different drop-out probabilities (see Figure 1 ) to find r z,m (γ z,j−1,y j−2 ,y j−1 ) for any γ z,j−1,y j−2 ,y j−1 .
Step 2. Construct the prior of r z (γ z,j−1,y j−2 ,y j−1 ) given γ z,j−1,y j−2 ,y j−1 as a 50-50 mixture of Unif(r z,min (γ z,j−1,y j−2 ,y j−1 ), r z,med (γ z,j−1,y j−2 ,y j−1 ) and Unif(r z,med (γ z,j−1,y j−2 ,y j−1 ), r z,max (γ z,j−1,y j−2 ,y j−1 ) random variables. This preserves the elicited percentiles of the relative risk.
Step 3. Construct a conditional prior of p (0) z,j (y j−1 ) given γ z,j−1,y j−2 ,y j−1 and r z (γ z,j−1,y j−2 ,y j−1 ) as a uniform distribution with lower bound The bounds were derived above.
Step 4. Steps (2) and (3) induce a prior for τ z,j,y j−1 |θ z by noting
i.e., τ z,j,y j−1 is a deterministic function of r z (γ z,j−1,y j−2 ,y j−1 ) and p (0) z,j (y j−1 ).
The relative risks elicited from Dr. Ganz are given in Table 1 . We extrapolated the relative risks outside the ranges given in Table 1 as shown in Figure 1 . Figure 2 shows the density of τ z,j,y j−1 given γ z,j−1,y j−2 ,y j−1 equal 10% and 25% for the tamoxifen and placebo arms. For two patients with the same depression history up to time point j − 1, the log odds ratio of dropping out at time point j, for the patient that is depressed at time point j versus the patient that is not, increases as the overall drop out rate at time point j increases. In general, for a given γ z,j−1,y j−2 ,y j−1 , the log odds ratio is higher for patients in the tamoxifen versus placebo arms.
Posterior Computation
The following steps are used to simulate draws from the posterior of µ * z,j :
1. Sample P (θ z , Y I mis |Y obs , S, R S , Z = z) using Gibbs sampling with data augmentation (see details in Appendix). Continue sampling until convergence.
2. For each draw of γ z,j−1,y j−2 ,y j−1 , draw τ z,j,y j−1 based on the conditional priors described in Section 3.3.
3. Compute µ * z,j by plugging the draws of α z,y j−2 ,y , γ z,y j−2 ,y , and τ z,j,y j−1 into the identification algorithm discussed in Section 2.
Assessment of Model Performance via Simulation
We simulated observed data (no intermittent missingness) from a parametric model of the following form:
for j = 2 to 7. Our "true" model is a second-order Markov model.
We compared the performance of our shrinkage model with (1) a correct parametric model, (2) an incorrect parametric model (first order Markov model) and (3) a saturated model (with diffuse priors). Our shrinkage model uses the shrinkage priors proposed in Section 3.2. Note that the shrinkage priors shrink the saturated model to an incorrect parametric model (i.e., a first order Markov model). For the saturated model, instead of the shrinkage priors, we specify independent Unif(0, 1) on α z 's and γ z 's.
To determine the parameters of the data generating model, we fit this model to the "monotonized" BCPT data in WinBUGS with non-informative priors. We used the posterior mean of the of parameters α z and γ z as the true parameters. We compute the "true" values of µ * z,j by (1) drawing 10,000 values from the elicited prior of τ z given γ z given in Table 1 , (2) computing µ * z,j using the identification algorithm in Section 2 for each draw, and (3) average the resulting µ * z,j 's. The model parameters and the "true" depression rates µ * z,j , are given in Table 3 .
We considered small (500), moderate (2000), large (5000) and very large (1,000,000) sample sizes for each treatment arm; for each sample size, we simulated 500 datasets. We assessed model performance using mean squared error (MSE).
In Table 4 (sample size 1,000,000 not shown), we report the MSE's of
averaged over all j and all Y j−1 (see columns 3 and 4, respectively). We also report the MSE's for µ * z,j (see columns 6-12). For reference, the MSE's associated with the true data generating model are bolded.
At all sample sizes, the shrinkage model has lower MSE's for the rates of depression at times 3-7 than the incorrectly specified parametric model and the saturated model. Our simulation results show that as sample size goes to infinity (e.g. very large, 1,000,000), both the shrinkage model and the saturated model converge to the true values of µ * z,j , whereas the incorrectly specified parametric model yields biased estimates.
In addition, the MSE's for the parameters µ * z,j in the shrinkage model compare favorably with those of the true parametric model for all sample sizes considered, despite the fact that the shrinkage priors were specified to shrink toward an incorrect model.
Application: Breast Cancer Prevention Trial (BCPT)
Table 2 displays the treatment-specific drop-out and intermittent missing rates in the BCPT.
By the 7th study visit (36 months), more than 30% of patients had dropped out in each treatment arm, with a slightly higher percentage in the tamoxifen arm.
Model Fit
We fit the shrinkage model to the observed data using R, with multiple chains of 5000 iterations and 1000 burn-in. Convergence was checked by examining trace plots of the multiple chains. We defined g(·) in the priors for the hyperparameters (Equation 3) to be the maximum function. To compute the expected number of subjects e (α) z,j,y j−2 ,y and e (γ) z,j−1,y j−2 ,y in Equation (4), we assigned a point mass prior at 0.5 to all m
(which corresponds to Unif(0, 1) priors on α z,y j−2 ,y and γ z,y j−2 ,y ) and sampled α z,y j−2 ,y and γ z,y j−2 ,y using Step 1 in the algorithm described in Section 3.4. To avoid data sparsity, we calculated P [S = s, Y s = y s ] using the posterior mean of α z,y j−2 ,y and γ z,y j−2 ,y rather than the empirical probabilities.
To assess model fit, we compared the empirical rates and posterior means (with 95% credible intervals) of P [Y j = 1, S ≥ j|Z = z] and P [S < j|Z = z]. As shown in Figure 3 , the shrinkage model fits the observed data well. Figure 4 illustrates the effect of shrinkage on the model fit by comparing the difference between the empirical rates and posterior means of
for the tamoxifen arm (Z = 1) and j = 6, 7. We use the later time points to illustrate this since the observed data were more sparse and the shrinkage effect was more apparent. The empirical depression rates often reside on the boundary (0 or 1). In some cases, there are no observations within "cells", thus the empirical rates were undefined. From the simulation results in Section 4, we know that the empirical estimates are less reliable for later time points.
Via the shrinkage priors, the probabilities
with the same y j−2 are shrunk together and away from the boundaries. By borrowing information across neighboring cells, we are able to estimate
for all j, z and Y j−1 with better precision. The differences between the empirical rates and the posterior means illustrate the magnitude of the shrinkage effect. In the BCPT, the depression rate was (relatively) low and there were few subjects at the later times that were observed with a history of mostly depression at the earlier visits; as a result, the differences were larger when Y j−1 had a lot of 1's (depression). higher under the MNAR analysis than the MAR analysis since researchers believed depressed patients were more likely to drop out (see Table 1 ), a belief that was captured by the elicited priors. Figure 6 shows that under the two treatments there were no significant differences in the depression rates at any measurement time (95% credible intervals all cover zero) under both MNAR and MAR. Similar (non-significant) treatment differences were seen when examining treatment comparisons conditional on depression status at baseline.
Inference

Sensitivity of Inference to the Priors
To assess the sensitivity of inference on the 36 month depression rates to the elicited (informative) priors {r min , r med , r max }, we considered several alternative scenarios based on Table   1 . In the first scenario, we made the priors more or less informative by scaling the range, but leaving the median unchanged. That is, we considered increasing (or decreasing) the range by a scale factor v to {r med − v(r med − r min ), r med , r med + v(r max − r med )}. In the second scenario, we shifted the prior by a factor u, {u + r min , u + r med , u + r max }.
The posterior mean and between-treatment difference of the depression rate at month 36 with 95% CI are given in Tables 5 and 6 . None of the scenarios considered resulted in the 95% CI for the difference in rates of depression at 36 months that excluded zero except for the (extreme) scenario where the elicited tamoxifen intervals were shifted by 0.5 and the elicited placebo intervals were shifted by −0.5.
We also assessed the impact of switching the priors for the placebo and tamoxifen arms; in this case, the posterior means were 0.135 (95%CI : 0.124, 0.146) and 0.123 (95%CI : 0.112, 0.134) for the placebo and tamoxifen arms respectively, while the difference was −0.012 (95%CI : −0.027, 0.004).
Summary and Discussion
In this paper, we have presented a Bayesian shrinkage approach for longitudinal binary data with informative missingness (both intermittent and drop-out). Our model provides a framework that incorporates expert opinion about non-identifiable parameters and avoids the curse of dimensionality by using shrinkage priors. In our analysis of the BCPT data, we concluded that there was little (if any) evidence that women on tamoxifen were more depressed than those on placebo.
An important feature of our approach is that the specification of models for the identifiable distribution of the observed data and the non-identifiable parameters can be implemented by separate independent data analysts. This feature can be used to increase the objectivity of necessarily subjective inferences.
Penalized likelihood (Wahba, 1990; Green and Silverman, 1994; Fan and Li, 2001 ) is another approach for high-dimensional statistical modeling. There are similarities between the penalized likelihood approach and our shrinkage model. In fact, the shrinkage priors on the saturated model parameters proposed in our approach can be viewed as a specific form for the penalty.
The ideas in this paper can be extended to continuous outcomes. For example, one could use the mixtures of Dirichlet processes model (Escobar and West, 1995) for the distribution of observed responses. They can also be extended to multiple cause drop-out; in this trial, missed assessments were due to a variety of reasons including patient-specific causes such as experiencing a protocol defined event, stopping therapy, withdrawing consent and institutionspecific causes such as understaffing and staff turnover. Therefore, some missingness is less likely to be informative. In addition, institutional differences might be addressed by allowing institution-specific parameters with priors that shrink them toward a common set of parameters. Finally, we might consider alternatives to the partial ignorability assumption (Assumption 1) which has been widely used, but questioned by some (Robins, 1997).
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