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The best decay rate of the damped plate
equation in a square
Ka¨ıs Ammari ∗ Abdelkader Sa¨ıdi †
September 9, 2018
Abstract. In this paper we study the best decay rate of the solutions of a damped
plate equation in a square and with a homogeneous Dirichlet boundary conditions. We show
that the fastest decay rate is given by the supremum of the real part of the spectrum of the
infinitesimal generator of the underlying semigroup, if the damping coefficient is in L∞(Ω).
Moreover, we give some numerical illustrations by spectral computation of the spectrum
associated to the damped plate equation. The numerical results obtained for various cases
of damping are in a good agreement with theoretical ones. Computation of the spectrum
and energy of discrete solution of damped plate show that the best decay rate is given by
spectral abscissa of numerical solution.
Keywords : optimal decay rate, damped plate, spectrum.
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1 Introduction
Let Ω = (0, 1) × (0, 1) ⊂ IR2, ∂Ω = Γ. We consider the plate equation with interior
dissipation, more precisely we have the following partial differential equations :
∂2u
∂t2
(x, t) + ∆2u(x, t) + a(x)
∂u
∂t
(x, t) = 0, (x, t) ∈ Ω× (0,+∞), (1.1)
with boundary conditions :
u(x, t) = 0, ∆u(x, t) = 0, (x, t) ∈ Γ× (0,+∞), (1.2)
and initial conditions :
u(x, 0) = u0(x),
∂u
∂t
(x, 0) = u1(x), x ∈ Ω, (1.3)
where a(x) ∈ L∞(Ω) is a nonnegative damping coefficient.
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If u is a solution of (1.1)-(1.3) we define the energy of u at instant t by :
E(t) =
1
2
∫
Ω
( ∣∣∣∣∂u∂t
∣∣∣∣
2
+ |∆u|2
)
dx. (1.4)
Simple calculations show that a sufficiently smooth solution of (1.1)-(1.3) satisfies
E(t)− E(0) = −
∫ t
0
∫
ω
a(x)
∣∣∣∣∂u∂s
∣∣∣∣
2
dsdx. ∀t ≥ 0. (1.5)
In particular (1.5) implies that
E(t) ≤ E(0), ∀t ≥ 0. (1.6)
Estimate above suggests that the natural wellposedness space for (1.1)-(1.3) is X =
V × L2(Ω), with inner product 〈[f, g] , [u, v]〉 = ∫Ω (∆f ∆u¯+ gv¯) dx, where V =
H2(Ω) ∩H10 (Ω).
We have the following wellposedness result
Proposition 1.1. Suppose that (u0, u1) ∈ V ×L2(Ω). Then the problem (1.1)-(1.3)
admits a unique solution
u ∈ C(0,+∞;V ) ∩C1(0,+∞;L2(Ω))
Moreover u satisfies the energy estimate (1.5).
If we denote by U = [u, ∂tu], we can rewrite (1.1)-(1.3) in the form :{
∂tU −AaU = 0, Q = Ω× (0,+∞),
U(x, 0) = U0(x), Ω,
(1.7)
where U0 = (u0, u1), Aa : D(Aa) ⊂ X → X is the operator defined by :
Aa =
(
0 Id
−∆2 −a(x)
)
, (1.8)
D(Aa) =
{
(u, v) ∈ [H4(Ω) ∩ V ]× V,∆u|Γ = 0
}
.
In order to state the result on the optimal location of the actuator, we define the
decay rate, depending on a, as
ω(a) = inf{ω| there exists C = C(ω) > 0 such that E(t) ≤ C(ω)e2ωtE(0),
for every solution of (1.1)-(1.3) with initial data in V × L2(Ω)}, (1.9)
and the spectral abscissa of Aa,
µ(a) = sup {Reλ : λ ∈ σ(Aa)} , (1.10)
where E(t) is defined in (1.4) and σ(Aa) denotes the spectrum of Aa. It follows
easily that
µ(a) ≤ w(a). (1.11)
According to (1.6) we have that ω(a) ≤ 0 for all a ∈ L∞(Ω) is nonnegative.
Moreover, if a ∈ L∞(Ω) is nonnegative and satisfying the following condition:
∃ c > 0 s.t., a(x) ≥ c; a.e., in an open subset ω ⊂ Ω, meas(ω) 6= 0. (1.12)
We have, according to [12, 1, 16] (see Section 2) for more details) that ω(a) < 0.
The main result, on the optimal decay rate, is
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Theorem 1.1. If a ∈ L∞(Ω) then
µ(a) = w(a). (1.13)
Moreover, if the assumption in damping coefficient (1.12) is holds, then all finite
energy solutions of (1.1)-(1.3) are exponentially stable which implies that the fastest
decay rate of the solutions of (1.1)-(1.3) satisfies (1.13).
The problem of finding the optimal decay rate for beams with distributed interior
damping is difficult and has not a complete answer in the case of a variable (in
space) damping coefficient. We refer to [2], [3], [4], [6], [14], [10], [9], [11] and to
references therein. Recently C. Castro and S. Cox in [8] made a decisive contribution
by showing that one can get an arbitrarily large decay rate by means of appropriate
damping. By this way, they answer by the negative to an old conjecture according
to which the best decay rate should be provided by the best constant damping. The
main novelties brought in by this paper is that, in the simpler case of a distributed
interior damping, we can give the precise optimal decay rate and we illustrate this
result numerically. One of the main ingredients of this study is a result showing
that the eigenfunctions of the associated dissipative operator form a Riesz basis
with parentheses in the energy space.
We remark that the corresponding optimal decay rate problem make sense since,
in this case, the system is exponentially stable (see for instance [12], [1]).
The paper is organized as follows. Section 2 contains some background on optimal
decay rate of dissipative systems. In sectiontheorique we give the proof of the main
result. Section 4 is devoted to some illustrations of the main result an optimal
decay rate by numerical spectral analysis strategy. We present numerical results of
computation of the spectrum for different cases of damping. The discrete energy of
solution is computed in each case and compared to the spectral abscissa. The latest
is showed to be the best decay rate in each example presented.
2 Some background on optimal decay rate for dissipative operators
Let H be a Hilbert space equipped with the norm ||.||H , and let A : D(A) ⊂ H → H
be self-adjoint, positive and with compact invertible operator. Then, A has a discrete
spectrum, let (µk)k≥1 be its eigenvalues, each taken with its multiplicity. Denote
a complete orthonormal system of eigenvectors of the operator A that correspond
to these eigenvalues by (ϕk)k≥1. Moreover, we suppose that (µk)k≥1 satisfies the
following generalized uniform gap:
∃ p ∈ N∗, c > 0; such that µk+p − µk ≥ c, ∀ k ∈ N∗. (2.14)
We introduce the scale of Hilbert spaces Hβ, β ∈ IR, as follows: for every β ≥ 0,
Hβ = D(Aβ), with the norm ‖z‖β = ‖Aβz‖H . The space H−β is defined by duality
with respect to the pivot space H as follows: H−β = H
∗
β for β > 0. The operator A
can be extended (or restricted) to each Hβ, such that it becomes a bounded operator
A : Hβ→Hβ−1 ∀ β ∈ IR . (2.15)
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Let a bounded linear operator B : U → H, where U is another Hilbert space which
will be identified with its dual.
The systems we consider are described by
x¨(t) +Ax(t) + BB∗x˙(t) = 0, (2.16)
x(0) = x0, x˙(0) = x1. (2.17)
We can rewrite the system (2.16)-(2.17) as a first order differential equation, by
putting z(t) =
(
x(t)
x˙(t)
)
:
z˙(t)−Az(t) + BB∗z(t) = 0, z(0) = z0 =
(
x0
x1
)
, (2.18)
where
A =
(
0 I
−A 0
)
: D(A) = H1 ×H 1
2
⊂ H = H 1
2
×H →H, B =
(
0
B
)
∈ L(U,H).
By the same way the system (2.16)-(2.17) can be also rewritten by :
z˙(t) +Adz(t) = 0, z(0) = z0, (2.19)
where
Ad = A− BB∗ : D(Ad) = H1 ×H 1
2
⊂ H → H.
It is clear that the operator A is skew-adjoint on H and hence, it generates a
strongly continous group of unitary operators on H, denoted by (S(t))t∈IR.
Since Ad is dissipative and onto, it generates a contraction semigroup on H,
denoted by (Sd(t))t∈IR+ .
The system (2.16)-(2.17) is well-posed. More precisely, the following classical
result, holds.
Proposition 2.1. Suppose that (x0, x1) ∈ H 1
2
×H. Then the problem (2.16)-(2.17)
admits a unique solution
(x, x˙) ∈ C([0,∞);H 1
2
×H).
Moreover w satisfies, for all t ≥ 0, the energy estimate
E(0)− E(t) =
∫ t
0
‖B∗x˙(s)‖2U , ds, (2.20)
where E(t) = 12 ‖(x(t), x˙(t))‖2H.
From (2.20) it follows that the mapping t 7→ ‖(x(t), x˙(t))‖2H is non increasing.
In many applications it is important to know if this mapping decays exponentially
when t → ∞, i.e. if the system (2.16)-(2.17) is exponentially stable. One of the
methods currently used for proving such exponential stability results is based on
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an observability inequality for the undamped system associated to the initial value
problem
φ¨(t) +Aφ(t) = 0, (2.21)
φ(0) = x0, φ˙(0) = x1. (2.22)
It is well known that (1.3)-(2.22) is well-posed inH1×H 1
2
and inH. The result below,
proved in [12, 1], shows that the exponential stability of (2.16)-(2.17) is equivalent
to an observability inequality for (2.21)-(2.22).
Theorem 2.1. The system described by (2.16)-(2.17) is exponentially stable in H if
and only if there exists T,CT > 0 such that
CT
∫ T
0
||B∗S(t)z0||2U dt ≥ ||z0||2H ∀ z0 ∈ H1. (2.23)
In order to state the result on the optimal decay rate, we define the decay rate,
depending on B, as
ω(B) = inf{ω| there exists C = C(ω) > 0 such that E(t) ≤ C(ω) e2ωtE(0),
for every solution of (2.16)-(2.17) with initial data in H 1
2
×H} (2.24)
and the spectral abscissa as
µ(B) = sup {Reλ : λ ∈ σ(Ad)} , (2.25)
where σ(Ad) denotes the spectrum of Ad.
It follows easily that
µ(B) ≤ ω(B). (2.26)
We recall that a Riesz basis in a Hilbert space, is by definition, isomorphic to an
orthonormal basis.
Definition 2.1. A system (φk)k≥1 of a space H is called a basis with parentheses
if the series f =
∑
k≥1
ckφk converges in the norm of H for any f ∈ H after some
arrangement of parentheses that does not depend on f . If a system remains a ba-
sis after any permutation of the sets of its vectors corresponding to the terms of
the series enclosed in parentheses, then such a system is called a Riesz basis with
parentheses.
The operator Ad is a perturbed self-adjoint operator, with the self-adjoint part is
with discrete spectrum which satisfies the gap condition (2.14) and the perturbation,
BB∗ ∈ L(H) is bounded. Then, according to [18, Theorem 2], we have that the
eigenvectors of Ad forms a Riesz basis with parentheses and according to [5] we
obtain on estimation of optimal decay rate. We have the following:
Theorem 2.2. ([5, Ammari-Dimassi-Zerzeri]) If the observability inequality (2.23)
is holds then,
ω(B) = µ(B) < 0. (2.27)
In other words if all finite energy solutions of (2.16)-(2.17) are exponentially stable
then the fastest decay rate of the solutions of (2.16)-(2.17) satisfies (2.27).
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3 Proof of Theorem 1.1
The eigenvalue problem for the non self-adjoint, quadratic operator pencil generated
by (1.1)-(1.3) is obtained by replacing u in (1.1) by
u(x, t) = eλtφ(x).
We obtain from (1.1) the standard form
(Aa − λId)Φ = 0;Φ = [φ, λφ] = φ[1, λ].
The condition for the existence of non trivial solutions is that λ ∈ σ(Aa) (the
spectrum of Aa). Since D(Aa) is compactly embedded in the energy space V ×L2(Ω)
then the spectrum σ(Aa) is discrete and the eigenvalues of Aa have a finite algebraic
multiplicity. On the other hand, since Aa is a bounded monotone perturbation of
a skew-adjoint operator (undamped A0), it follows from the Hille-Yosida theorem
that Aa generates a C0-semigroup of contractions on the energy space V × L2(Ω).
According to [16, Proposition A.1] the spectra of Aa satisfies the gap assumption
(2.14). So, by Theorem 2.2 we end the proof.

4 Discretization of the eigenvalue problem
The domain Ω is approximated by a net of equidistant discrete points Ωh = Mij
with i, j = 1, 2, . . . , N and N = (1/h) + 1. The Laplacian operator is approximated
in a standard way by a second order centered difference scheme :
∆hu = (ui+1,j + ui−1,j + ui,j+1 + ui,j−1 − 4ui,j)/h2 (4.28)
where ui,j = u(xi, yj). The discrete approximation of the operator Aa defined by
(1.8) is then given by a nonsymmetric block matrix, Ah, of the form :
Ah =
[
0 −IdN
∆2h ah
]
(4.29)
where IdN is the identity matrix of order N and ∆
2
h is the discrete version of the
bilaplacian. ah is a diagonal matrix with akk = a(xi, yj). The value of k is deter-
mined by the numbering of the discrete points Mij . We use the implicitly restarted
Arnodi-Lanszos method of Sorenson [19] to compute the eigenvalues of matrix Ah.
This method is a generalization of an inverse power method with subspace iteration
[6],[19].
5 The case of square
We consider a domain Ω = (0, 1) × (0, 1) with a set of normalized eigenfunctions
Φn,m(x, y) =
√
2sin(npix)
√
2sin(mpiy), for all (x, y) ∈ Ω the solution u(x, y, t) of the
problem (1.1)-(1.2) is given by :
u(x, y, t) =
∑
n,m
αn,m(t)Φn,m(x, y) (5.30)
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replacing (6.32) in equation (1.1) and multiplying by a test eigenfunction Φk,l(x, y)
the solution for the low frequencies is solution of the equation :
d2αn,m(t)
dt2
+ ((npi)2 + (mpi)2)2αn,m(t) +
dαn,m(t)
dt
= 0 (5.31)
In the first example we consider a damped plate with constant coefficient a(x) = 1
and a damping region covering all the domain ω = Ω. We compute the spec-
trum of the damped plate (figure 1) and the energy of the first eigenmodes :
n=m=3 and n=m=12 (figure 2 ). The energy of the solution (line 1) is com-
pared to E0e
Re(λ0)t (line 2), where E0 = E(0) is the energy of initial conditions
and Re(λ0) = inf{Re(λ)/λ ∈ σ(A)}, (σ(A) : the spectrum of operator A).
In the other examples we consider a damping in different domains ω . The spectrum
of the damped plate is computed and energy for different eigenmodes is compared
to E0e
Re(λ0)t (line 2 : dashed line).
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figure 1 : spectrum of the damped plate a(x) = 1 , ω = Ω (left) ,
a(x) = 1 , ω = (0, 12 )× (0, 12) (right).
0 2 4 6 8 10 12 14 16 18 20
0
0.5
1
1.5
2
2.5
3
3.5
4
4.5
5
time
e
n
e
rg
y
line1
line2
0 5 10 15 20 25 30 35 40
0
2000
4000
6000
8000
10000
12000
time
e
n
e
rg
y
line1
line2
figure 2 : energy of the damped plate, a(x) = 1 , ω = Ω, n = m = 3 (left), and
n = m = 12 (right).
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figure 3 : energy of the damped plate, a(x) = 1, ω = (0, 12 )× (0, 12 ), n = m = 3
(left), and n = m = 8 (right).
In figures 4. 5. and 6. we consider a damping in the domain ω = (0, 25)× (0, 25) and
ω = (0, 35)× (0, 35) :
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figure 4 : spectrum of the damped plate, a(x) = 1 ,ω = (0, 0.4) × (0, 0.4) (left),
ω = (0, 35)× (0, 35) (right).
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figure 5 : energy of the damped plate, a(x) = 1, ω = (0, 0.4) × (0, 0.4), n = m = 2
(left), and n = m = 8 (right).
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figure 6 : energy of the damped plate, a(x) = 1, ω = (0, 0.6) × (0, 0.6), n = m = 3
(left), and n = m = 8 (right).
In figures 7., 8. and 9. we consider a damping in the domain ω = (0, 14)× (0, 14) and
ω = (0, 15)× (0, 15) :
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figure 7 : spectrum of the damped plate, a(x) = 1, ω = (0, 14)× (0, 14) (left) and
ω = (0, 15)× (0, 15) (right).
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figure 8 : energy of the damped plate, a(x) = 1, ω = (0, 0.25) × (0, 0.25), n = m = 2
(left), and n = m = 5 (right).
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figure 9 : energy of the damped plate, a(x) = 1, ω = (0, 0.2) × (0, 0.2), n = m = 3
(left), and n = m = 8 (right).
In figures 10., 11. and 12. we consider a damping in the domain ω = (0, 1) × (0, 12 )
and ω = (0, 1) × (0, 14) :
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figure 10 : spectrum of the damped plate, a(x) = 1 and ω = (0, 1) × (0, 12) (left) ,
a(x) = 1 and ω = (0, 1) × (0, 14) (right).
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figure 11 : energy of the damped plate, a(x) = 1, ω = (0, 1) × (0, 0.5), n = m = 5
(left), and n = m = 10 (right).
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figure 12 : energy of the damped plate, a(x) = 1, ω = (0, 1) × (0, 14), n = m = 3
(left), and n = m = 10 (right).
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figure 13 : spectrum of the damped plate, a(x) = 1, ω = (0.4, 0.6) × (0.4, 0.6) (left),
a(x) = 1, ω = (0.35, 0.65) × (0.35, 0.65) (right).
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figure 14 : energy of the damped plate, a(x) = 1, ω = (0.4, 0.6) × (0.4, 0.6),
n = m = 2 (left), and n = m = 6 (right).
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figure 15 : energy of the damped plate, a(x) = 1, ω = (0.35, 0.65) × (0.35, 0.65),
n = m = 2 (left), and n = m = 6 (right).
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figure 16 : spectrum of the damped plate, a(x) = 1, ω = (0.25, 0.75) × (0.25, 0.75)
(left), a(x) = 1, ω = (0.5, 0.75) × (0.3, 0.6) (right).
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figure 17 : energy of the damped plate, a(x) = 1, ω = (0.25, 0.75) × (0.25, 0.75),
n = m = 2 (left), and n = m = 8 (right).
In figures 13., 14. and 15., for the value a(x) = 1 we consider a damping in the
domain ω = (0.4, 0.6) × (0.4, 0.6) and ω = (0.35, 0.65) × (0.35, 0.65). In figures 16.,
17. and 18. , we consider a damping in the domain ω = (0.25, 0.75) × (0.25, 0.75),
and ω = (0.5, 0.75) × (0.3, 0.6).
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figure 18 : energy of the damped plate, a(x) = 1, ω = (0.5, 0.75) × (0.3, 0.6),
n = m = 2 (left), and n = m = 8 (right).
In the following examples the damping is a function given by a(x1, x2) = x1x2. In
the case of a square the spectrum of the damped plate is computed for three position
of damping domain ω = Ω,ω = (0, 0.5) × (0, 0.5) and ω = (0.35, 0.75) × (0.35, 0.75)
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figure 19 : spectrum of the damped plate, a(x1, x2) = x1x2, ω = Ω .
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figure 20 : energy of the damped plate, a(x1, x2) = x1x2, damping in all the
domain n = m = 5 (left), and n = m = 20 (right).
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figure 21 : a(x1, x2) = x1x2, ω = (0, 0.5) × (0, 0.5) spectrum of the damped plate,
(left), energy of the damped plate, n = m = 5, (right) .
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figure 22 : a(x1, x2) = x1x2, ω = (0.35, 0.75) × (0.35, 0.75) , spectrum of the
damped plate, (left) , energy of the damped plate, n = m = 5, (right).
In the next example we consider a damping defined by a(x1, x1) = sin(x1)cos(x2)
for three region ω = Ω, ω = (0, 0.5)× (0, 0.5) and ω = (0.3, 0.7)× (0.3, 0, 7). We plot
the spectrum in the three situations and the energy of the damped plate compared
to E0e
Re(λ0)t (line 2 : dashed line). figures 23., 24., and figure 25.
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figure 23 : spectrum of the damped plate, a(x1, x2) = sin(x1)cos(x2),ω = Ω (left) ,
ω = (0, 0.5) × (0, 0.5) (right).
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figure 24 : energy of the damped plate, a(x1, x2) = sin(x1)cos(x2),ω = Ω,
n = m = 3 (left), and n = m = 8 (right).
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figure 25: energy of the damped plate,
a(x1, x2) = sin(x1)cos(x2),ω = (0, 0.5) × (0, 0.5), n = m = 3(left), and n = m = 6
(right).
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6 The case of rectangle
In this case we consider rectangular a domain Ω = (0, a) × (0, b) with a set of
normalized eigenfunctions Φn,m(x, y) =
√
2
a
sin(npix
a
)
√
2
b
sin(mpiy
b
), for all (x, y) ∈ Ω
the solution u(x, y, t) of the problem (1.1)-(1.2) is given by :
u(x, y, t) =
∑
n,m
αn,m(t)Φn,m(x, y) (6.32)
with :
d2αn,m(t)
dt2
+ ((
npi
a
)2 + (
mpi
b
)2)2αn,m(t) +
dαn,m(t)
dt
= 0 (6.33)
as in the case of square we compute the spectrum and energy of the first eigenmodes
for different domains ω. We compare in each case the energy of the solution (line 1)
to E0e
Re(λ0)t (line 2), with Re(λ0) = inf{Re(λ)/λ ∈ σ(A)}.
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figure 26 : spectrum of the damped plate a(x) = 1,ω = Ω (left), and
ω = (0, 12)× (0, 1) (right).
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figure 27 : energy of the damped plate ,a(x) = 1, n = m = 3 (left), and
n = m = 12 (right).
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figure 28 : energy of the damped plate, a(x) = 1, ω = (0, 12)× (0, 1), n = m = 2
(left), and n = m = 10 (right).
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figure 29 : spectrum of the damped plate a(x) = 1,, ω = (0, 0.6) × (0, 1), (left) ,
ω = (0, 15)× (0, 1) (right).
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figure 30 : energy of the damped plate, a(x) = 1, ω = (0, 15)× (0, 1), n = m = 3
(left), and n = m = 10 (right).
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figure 31 : energy of the damped plate, a(x) = 1, ω = (0, 0.6) × (0, 1), n = m = 2
(left), and n = m = 10 (right).
7 Optimization of the position of the damped region ω
Starting from a fixed damping domain ω we try to see the influence of the position
on decay energy. In the first example we plot the energy for five different damping
position : ω = (0., 0.4) × (0, 0.4), ω = (0.3, 0.7) × (0.3, 0.7) (dashed line), ω =
(0.5, 0.9) × (0.4, 0.8) , ω = (0.1, 0.5) × (0.5, 0.9), ω = (0.3, 0.7) × (0, 0.4). The best
position in this case is the middle of the plate.
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figure 32 : energy of the damped plate, a(x) = 1, n = m = 8.
In the second example we plot the energy for five damping region ω = (0., 0.3) ×
(0, 0.3) (green), ω = (0.35, 0.65)× (0.35, 0.65) (red), ω = (0.1, 0.4)× (0.6, 0.9) (blue)
, ω = (0.7, 1) × (0.5, 0.8) (black), ω = (0.7, 1) × (0.1, 0.4), yellow. The best position
in this case is the corner : ω = (0., 0.3) × (0, 0.3).
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figure 33 : energy of the damped plate, a(x) = 1, n = m = 8.
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figure 34 : energy of the damped plate, a(x) = 1, n = m = 5.
In the third example we plot the energy for five damping region ω = (0., 0.2) ×
(0, 0.2) (black), ω = (0.1, 0.3) × (0.1, 0.3) (green), ω = (0.2, 0.4) × (0.2, 0.4) (blue)
, ω = (0.3, 0.5) × (0.3, 0.5) (yellow), ω = (0.4, 0.6) × (0.4, 0.6), (red). for n = m =
5,n = m = 6 and n = m = 7,
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figure 35 : energy of the damped plate, a(x) = 1, n = m = 5 and n = m = 7.
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figure 36 : energy of the damped plate, a(x) = 1, n = m = 7.
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