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Globoko učenje in igra dama
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Povzetek:
V zaključnem delu smo zasnovali računalnǐski program AlphaLady, ki se je sposoben
naučiti igranja igre dama brez vnosa človeškega znanja. Za dosego tega smo uporabili
vzpodbujevalno učenje, drevesno preiskovanje Monte Carlo in globoke konvolucijske
mreže za ocenitev posameznih stanj v igri. Predstavili smo programe Alpha Go,
AlphaGo Zero in AlphaZero, na podlagi katerih je zasnovan naš program. Opisali
smo uporabljeno ogrodje in teoretično ozadje uporabljenih pristopov. Uspelo nam je
naučiti 9 različic programa, pri čemer je vsaka naslednja različica enakovredna ali
bolǰsa kot preǰsnja.
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Deep Learning and the game of Checkers
Keywords: artificial intelligence, deep learning, convolutional neural network,
Monte Carlo tree search, reinforcement learning, checkers.
UDK: 004.8(043.2)
Abstract:
In the thesis, we designed a computer program AlphaLady, which is capable of learn-
ing to play the game of checkers without human knowledge. To achieve this we have
used reinforcement learning, Monte Carlo tree search and deep convolutional neu-
ral network for evaluating board positions. Our program is based on the introduced
programs Alpha Go, AlphaGo Zero and AlphaZero. We described a framework that
was used for implementation and theoretical background of used approaches. We
managed to train 9 versions of our program, with each successive version being equal
or better than the previous one.
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1 Uvod
Čeprav sama ideja umetne inteligence (UI) sega že v petdeseta leta preǰsnjega sto-
letja, je pravi zagon dobila šele v zadnjih nekaj letih. Razcvet uporabe UI lahko
pripǐsemo predvsem dvema ključnima faktorjema, ki takrat nista bila izpolnjena:
• računska zmogljivost računalnikov in
• ogromne količine podatkov.
Tako lahko danes zasledimo nekakšno obliko UI na različnih znanstvenih po-
dročjih, ki imajo vpliv tudi na naše vsakdanje življenje. Tako je na primer UI
uporabna za procesiranje naravnega jezika [14], [11], v bioinformatiki [31], [2], me-
dicini [20] in na mnogo drugih področjih.
Umetna inteligenca je zelo širok pojem, ki ima ogromno delitev glede na upo-
rabo. Ena izmed vej umetne inteligence je strojno učenje (angl. machine learning),
ki s pomočjo vhodnih učnih podatkov zgradi matematični model, ki se nato upora-
blja za reševanje problema. Problemi so lahko bodisi predvidevanje stanj, gručanje,
klasifikacija primerkov, detekcija anomalij, izvajanje akcij glede na okolico, itd. Ma-
tematični modeli so zgrajeni na različne načine: odločitvena drevesa, metoda pod-
pornih vektorjev, genetski algoritmi, itd. V našem delu bomo kot model uporabili
nevronske mreže (angl. neural networks).
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1.1 Cilji dela
V tem delu smo zasnovali program za igranje igre dama, ki se je s pomočjo nevron-
skih mrež in globokega učenja sposoben naučiti igre brez vnosa človeškega znanja
(podana je imel samo pravila igre). Pri tem ne gre za uglaševanje parametrov, kot
je bilo to narejeno v [3], temveč gre za iskanje novega znanja. Za dosego tega smo
uporabili ideje, ki so jih predstavili raziskovalci podjetja DeepMind v njihovih pro-
gramih Alpha Go [28], AlphaGo Zero [30] in AlphaZero [29]. Naš cilj ni bil izdelava
nepremagljivega programa, saj so to naredili že raziskovalci v [26], temveč le zasnova
programa, ki je sposoben izbolǰsati svojo igro brez vnosa človeškega znanja. Upo-
rabili smo obstoječo ogrodje [10], ki je zasnovano glede na Alpha Zero in v osnovi
podpira igro štiri v vrsto. V ogrodje smo implementirali pravila in omejitve naše
igre, pri čemer se je pokazala potreba po spremembi samega ogrodja, saj izvorna ver-
zija ni podpirala potrebnih omejitev igre. Končni program, ki smo ga poimenovali
AlphaLady, poganja programski jezik Python ter ogrodje Keras [18].
1.2 Struktura
V poglavju 2 smo predstavili tri algoritme, po katerih smo se zgledovali in opisali
njihovo delovanje ter dosežke. V poglavju 3 smo podrobneje predstavili teoretično
ozadje nevronskih mrež, konvolucijskih nevronskih mrež, globokega učenja in dreves-
nega preiskovanja Monte Carlo. Poglavje 5 predstavi program, ki smo ga zasnovali
za igranje igre dama, poglavje 6 predstavi naše zastavljene eksperimente in analizo
rezultatov, s poglavjem 7 pa delo zaključimo.
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2 Sorodna dela
Podjetje DeepMind (sedaj v lasti podjetja Alphabet Inc.) se že od ustanovitve
leta 2010 ukvarja z uporabo umetne inteligence. Njegova prepoznavnost v svetovni
javnosti pa se je razcvetela, ko so leta 2016 s svojim programom Alpha Go premagali
evropskega prvaka v igri Go [23]. To je bil prvi primer v zgodovini, ko je računalnǐski
program premagal profesionalnega igralca igre Go.
2.1 Alpha Go
Alpha Go za svoje delovanje uporablja drevesno preiskovanje Monte Carlo in dva tipa
globokih nevronskih mrež, ki se naučita s kombinacijo nadzorovanega (angl. super-
vised learning) in vzpodbujevalnega učenja (angl. reinforcement learning) (poglavje
3.1.5) [28]. Prvi tip nevronskih mrež (avtorji so jih poimenovali “policy network”)
skrbi za ocenitev verjetnosti izbire potez iz trenutnega stanja, torej vrne porazde-
litev verjetnosti p(a | s), pri čemer a predstavlja potezo, s pa trenutno stanje igre.
Drugi tip nevronske mreže (avtorji so jo poimenovali “value network”) pa skrbi za
približek ocene končnega izida igre v(s) ≈ v∗(s), pri čemer v(s) predstavlja natančno
vrednost ocene izida, v∗(s) pa približek, ki ga vrne nevronska mreža.
S pomočjo teh nevronskih mrež, so avtorji omejili velikost in zahtevnost dreve-
snega preiskovanja. Globino preiskovanja so zmanǰsali tako, da so drevo obrezali na
vozlǐsču sx, njegovo vrednost pa nadomestili z oceno v
∗(sx), ki jo vrne “value net-
work”. Širino drevesa so omejili z raziskovanjem potez, za katere “policy network”
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oceni, da imajo večjo verjetnost, da bodo izbrane. Brez zmanǰsanja velikosti dre-
vesa, bi za igro Go bilo skoraj nemogoče kvalitetno preiskati drevo, saj je vejitveni
faktor te igre približno 250, dolžina igre pa približno 150 potez (poteza je premik
ene igralne figure). Iskalno drevo je zato veliko približno 10360 [1]. Za primerjavo
ima šah vejitveni faktor 35, dolžina igre pa v povprečju znaša 80 pol potez (pri šahu
je poteza definirana kot premik črne in bele igralne figure, zato je premik ene igralne
figure pol poteza), kar nanese na iskalno drevo velikosti približno 10123.
Avtorji so v [28] ustvarili tri, po strukturi enake nevronske mreže, ki se upora-
bljajo za izbiro potez (“policy network”), v katere je vhod 2 dimenzionalna tabela
velikosti 19×19. Sestavljene so iz konvolucijskih slojev s končnim slojem soft-max,
ki vrne porazdelitev verjetnosti vseh možnih potez. Prva takšna nevronska mreža
pσ (inicializirana na naključne začetne uteži σ), ki vrača verjetnosti potez pσ(a | s),
je bila naučena s pomočjo nadzorovanega učenja na 30 milijonih stanj, ki so bile
pridobljeni iz zgodovine človeških iger. Uteži so se med učenjem spreminjale s sto-
hastičnim gradientnim vzponom, ki je maksimiral verjetnost, da je iz stanja s izbrana
akcija a dejansko takšna, ki jo je odigral človek iz istega stanja. Hkrati so ustvarili
tudi hitreǰso a manj natančno različico NN pπ, ki služi za hitreǰse razvijanje drevesa.
Tretjo nevronsko mrežo pρ, ki ima uteži ρ inicializirane na uteži nevronske mreže
pσ po učenju, so učili s pomočjo vzpodbujevalnega učenja, tekom učenja pa so shra-
njevali zaporedne različice NN. Igrali so n iger med trenutno najbolǰso različico NN
in naključno izbrano preǰsnjo različico (v primeru prve iteracije sta igrali enaki NN).
Z naključno izbiro preǰsnje različice za nasprotnika so delno omejili preprileganje
(glej poglavje 3.1.6). Za nagrajevanje učenja so uporabili zt = ±r(sT ), pri čemer
r(sT ) predstavlja oceno igre v končnem stanju T (+1 v primeru zmage in −1 v
primeru poraza), za vsa nekončna stanja t < T pa funckija r(st) vrne 0. Tako se
uteži spreminjajo sorazmerno z gradientom v smeri, ki maksimira ocenjen rezultat
igre.
Za ocenitev izida igre (“value network”) so uporabili nevronsko mrežo vθ, ki je
po strukturi podobna prej omenjenim “policy network”, vendar je njen izhod le ena
vrednost. Ta vrednost predstavlja približek izida igre ob popolni igri vθ(s) ≈ v∗(s).
Nevronska mreža vθ je bila učena s pomočjo vzpodbujevalnega učenja tako, da se
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je manǰsala srednja kvadratna napaka (angl. mean squared error) med predvideno
vrednostjo izida vθ(s) (izhod NN) in dejanskim izidom igre z.
Kot že omenjeno, so nevronske mreže uporabili za zmanǰsevanje iskalnega drevesa
in hitreǰse preiskovanje algoritma MCTS. Vsako vozlǐsče v drevesu ima shranjeno
njegovo ocenoQ(s, a) (enačba 2.2), število obiskovN(s, a) (enačba 2.1) ter verjetnost
izbire P (s, a). Ocena vozlǐsča je odvisna od števila obiskov trenutnega vozlǐsča in
ocene lista (vozlǐsče v drevesu, ki nima otrok in je povezano le s svojim staršem),
do katerega pridemo iz trenutnega vozlǐsča.
N(s, a) =
n∑
i=1
l(s, a, i) (2.1)
Q(s, a) =
1
N(s, a)
n∑
i=1
l(s, a, i)V (siL) (2.2)
Pri čemer ima l(s, a, i) vrednost 1, če je vozlǐsče (s, a) že bilo obiskano v i-ti simu-
laciji, V (siL) (enačba 2.3) pa je ocena lista v i-ti simulaciji, ki je delno sestavljena iz
ocene “value network” vθ(s
i
L) in delno iz izida igre z
i
L (odigrane z NN za hitri razvoj
vozlǐsč pπ), kjer parameter λ predstavlja delež ocene in je realno število iz intervala
[0, 1].
V (siL) = (1− λ)vθ(siL) + λziL (2.3)
Algoritem je zagnan v večih simulacijah in v vsakem koraku t posamezne simu-
lacije je izbrana poteza at (enačba 2.4), ki ima največjo vrednost Q(st, a), kateri je
prǐstet dodatek u(st, a) (enačba 2.5), ki se zmanǰsuje s številom obiskov trenutnega
vozlǐsča.
at = arg max
a
(Q(st, a) + u(st, a)) (2.4)
u(s, a) ∝ P (s, a)
1 +N(s, a)
(2.5)
S pomočjo dodatka u(s, a) so avtorji algoritem vzpodbujali k raziskovanju potez, ki
morda na prvi pogled ne delujejo najbolj obetavno za končno igro, a se ob razvoju
lahko izkaže, da so. Po koncu vseh simulacij, se v igri izvede poteza, ki je bila
največkrat obiskana (kar pomeni, da je ocenjena kot najbolǰsa v trenutnem stanju).
Med 9. in 15. marcem 2016 so v Seoulu v Južni Koreji organizirali 5 iger med
programom Alpha Go in svetovnim prvakom v igri Go Lee Sedolom (ki ima najvǐsji
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naziv v Go točkovanju “9 dan”). Alpha Go je uspel premagati L. Sedola z rezultatom
4 proti 1. Tako se je Alpha Go vpisal v zgodovino kot prvi računalnǐski program, ki
je v igri Go uspel premagati najbolǰsega človeškega igralca [5].
2.2 Alpha Go Zero
Raziskovalci so v AlphaGo Zero [30] dodatno nadgradili svoj preǰsnji program Alpha
Go tako, da ta več ni uporabljal človeškega znanja oziroma odigranih človeških iger
za učenje. V AlphaGo Zero so raziskovalci odstranili 4 ločene nevronske mreže iz
Alpha Go in te nadomestili z eno samo NN fθ(s), ki je inicializirana na naključne
začetne uteži θ. Sestavljena je iz konvolucijskih slojev in paketne normalizacije (angl.
batch normalization). Vhod v NN je tabela velikosti 19×19×17 (17 predstavitev
šahovnic velikosti 19×19), pri čemer je 8 slojev (trenutno stanje in preǰsnjih 7) za
prvega igralca, 8 slojev (trenutno stanje in preǰsnjih 7) za drugega igralca ter en
sloj, ki predstavlja, kateri igralec je na vrsti. Preǰsnjih 7 stanj vsakega igralca so
uporabili zato, ker igre Go ni mogoče ocenjevati samo iz trenutnega stanja, prav
tako pa so prepovedane ponovitve stanj.
fθ(s) vrača vektor verjetnosti potez p (podobno kot v [28] t.i. “policy network”)
ter oceno v, ki predstavlja verjetnost, da bo trenutni igralec zmagal iz pozicije s:
(p, v) = fθ(s). (2.6)
Enako kot v Alpha Go, se tudi tukaj med igranjem izbirajo poteze, ki maksimi-
rajo oceno vozlǐsča in dodatek (enačba 2.4), dokler igra ne doseže lista s
′
. V vsakem
stanju igre s se izvede algoritem MCTS, ki vrne vektor verjetnosti izbire potez π.
Ta vektor je ponavadi natančneǰsi kot vektor verjetnosti p (izhod nevronske mreže).
Po sami izvedbi simulacije igre dobimo tudi vrednost z, ki predstavlja zmagovalca
tiste igre. Tako imamo dvoje parov spremenljivk: (p, v), ki je dobljen iz nevronske
mreže in (π, z), ki je dobljen iz MCTS.
Tako so raziskovalci za potrebe učenja nevronske mreže definirali funkcijo na-
pake l (enačba 2.7), ki upošteva kvadratno napako v predvideni in dejanski oceni
zmagovalca (v in z), ter napako v predvidenih in dejanskih vrednostih verjetnosti
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izbire potez (p in π).
l = (z − v)2 − πT logp+ c ‖θ‖2 (2.7)
Pri tem so avtorji s parametrom c omejili preprileganje.
Nevronska mreža se uči tako, da program z uporabo MCTS sam proti sebi odigra
n iger (avtorji prispevka so nastavili n = 25000). Podatki teh iger se nato dodatno
augmentirajo (ustvarijo se rahlo spremenjene kopije), saj ima igra Go 8 simetrij.
Tako so raziskovalci umetno povečali količino učnih podatkov. V vsakem koraku t
posamezne igre imamo shranjeno trojico podatkov (st,πt, zt). Po n odigranih igrah
se sproži faza učenja, pri čemer se uporablja vzpodbujevalno učenje in funkcija
napake l (enačba 2.7). Tako imamo sedaj dve nevronski mreži: naučeno in trenutno
najbolǰso. Med naučeno in trenutno najbolǰso NN se v fazi validacije odigra m iger
(avtorji so v prispevku nastavili m = 400). Če je naučena nevronska mreža v 55 %
igrah bolǰsa kot trenutna, se naučena nevronska mreža označi kot trenutna najbolǰsa
in se uporablja v naslednji iteraciji.
Algoritem 2.1: Opis delovanja programa AlphaGo Zero.
1 currentNN ← initNeuralNet(); // nevronsko mrežo inicializiramo na
začetne naključne uteži
2 bestNN ← currentNN ;
3 while True do // neskončna zanka za učenje
4 data← selfPlay(bestNN , n); // z najboljšo nevronsko mrežo
odigramo n iger
5 augData← augmentData(data); // shranjene igre augmentiramo
6 currentNN ← trainNeuralNet(currentNN , augData); // na
augmentiranih igrah naučimo novo različico nevronske mreže
7 score← tournament(currentNN , bestNN , M); // odigramo m iger
med verzijama
8 if score > 55% then // če je currentNN zmagala več kot 55 %
iger
9 bestNN ← currentNN ;
10 end
11 end
Program, katerega so raziskovalci na tak način učili 72 ur, je uspel premagati
njihovo preǰsnjo različico programa Alpha Go (ki je že bila sposobna premagati
svetovnega prvaka) s končnim rezultatom 100 proti 0.
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2.3 Alpha Zero
Kljub dejstvu, da je program opisan v preǰsnjem poglavju dosegal nadčloveške re-
zultate v igri Go, ni bil preprosto prenosljiv na druge igre. To so avtorji programa
AlphaZero [29] želeli spremeniti. Ustvarili so program, ki v osnovi temelji na nji-
hovem preǰsnjem delu AlphaGo Zero [30], vendar je posplošen, da lahko brez vnosa
domensko specifičnega znanja dosega dobre rezultate za različne igre. Program, ki so
ga avtorji poimenovali AlphaZero, uporablja enako strukturo nevronske mreže pθ in
njene parametre kot AlphaGo Zero (poglavje 2.2), vendar vpelje nekaj pomembnih
sprememb.
Verjetno najpomembneǰsa sprememba je, da AlphaGo ne augmentira učnih po-
datkov, saj večina iger ni odpornih na simetrije (t.j. simetrična stanja igre imajo
drugačne vrednosti ocene) . Tako so v AlphaGo opustili korak iz AlphaGo Zero,
ki je po odigranih igrah augmentiral učne podatke. Sprememba, ki je prav tako
zelo pomembna za možnost posplošitve programa je ta, da so dodali možnost ne-
odločenega izida. V igri Go je namreč rezultat vedno binaren (zmaga ali poraz), kar
pa ne drži za večino ostalih iger, kjer je lahko rezultat tudi neodločen. Tako se sedaj
program trudi doseči optimalen izid (četudi je ta morda neodločen), za razliko od
AlphaGo Zero, ki je vedno maksimirala verjetnost zmage. Zadnja večja sprememba
pa je v t.i. fazi validacije, kjer je AlphaGo Zero vedno imel shranjeni dve verziji
nevronske mreže (najbolǰso in trenutno), med katerima je odigral m iger, v naslednji
iteraciji učenja pa se je uporabila verzija, ki je zmagala več kot 55 % iger. V novi
verziji programa Alpha Zero je vedno shranjena samo ena verzija nevronske mreže,
katere uteži se iterativno spreminjajo skozi celoten proces učenja (igre za učenje
se vedno ustvarijo z zadnjo verzijo nevronske mreže). Tako so lahko računski čas,
ki bi drugače bil porabljen v fazi validacije, razdelili v fazo učenja in ustvarjanja
podatkov.
Po samo štirih urah učenja (300000 odigranih igrah), je bil program sposoben
premagati takrat vodilni šahovski program Stockfish. V igri shogi je za zmago nad
takrat vodilnim programom Elmo potreboval 2 uri učenja (110000 iger), za igro Go
pa je potreboval 30 ur učenja (74000 iger), da je premagal program AlphaGo. Po
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Algoritem 2.2: Opis delovanja programa AlphaZero.
1 currentNN ← initNeuralNet(); // nevronsko mrežo inicializiramo na
začetne naključne uteži
2 while True do // neskončna zanka za učenje
3 data← selfPlay(currentNN , n); // z najboljšo nevronsko mrežo
odigramo n iger
4 currentNN ← trainNeuralNet(currentNN , data); // na
augmentiranih igrah naučimo novo različico nevronske mreže
5 end
koncu učenja, ki je trajalo 700000 iger (približno 9 ur učenja za šah, 12 ur za shogi
ter 13 dni za Go) je program AlphaZero v igri šah premagal Stockfish 155 krat in
izgubil 6 krat (v 1000 igrah). V igri shogi je AlphaZero zmagal Elmo v 91,1 % iger,
v igri Go pa je AlphaZero premagal program AlphaGo Zero v 61 % iger.
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3 Metode in tehnologije
V tem poglavju opǐsemo metode, ki smo jih uporabili v našem programu AlphaLady.
Najprej predstavimo splošne nevronske mreže, s katerih preidemo na konvolucijske
nevronske mreže in globoko učenje. Sledi predstavitev paradigm učenja, zaključimo
pa s predstavitvijo drevesnega preiskovanja Monte Carlo.
3.1 Nevronske mreže
Kot smo že omenili v uvodnem poglavju, je sama ideja nevronskih mrež že stara.
Znanstveniki so že leta 1943 v [22] želeli matematično modelirati delovanje človeških
možganov, ki vsebujejo ogromno število nevronov. Vsak nevron ima vhode (den-
driti), celično telo ter izhodno vlakno (akson). Točka, v kateri se izhod enega nevrona
povezuje z vhodom drugega, se imenuje sinapsa [9].
3.1.1 Model umetnega nevrona
Podobno kot nevron v možganih, je zasnovan tudi osnoven model t.i. umetnega ne-
vrona (kar bomo v nadaljevanju poimenovali “nevron”), ki je prikazan na sliki 3.1.
Ta ima vhode xi, i ∈ 1, ..., n s pripadajočimi utežmi wi, ki so ponavadi inicializirane
na pseudo-naključne vrednosti. Celično telo je predstavljeno z obteženo vsoto vho-
dov (enačba 3.1), izhod nevrona pa je y (enačba 3.2), kjer f predstavlja aktivacijsko
funkcijo (več o tem v poglavju 3.1.2).
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S =
n∑
i=1
(xiwi) (3.1)
y = f(S) (3.2)
Slika 3.1: Model preprostega umetnega nevrona.
Posamezne nevrone lahko postavimo v sloje (angl. layers), ki so lahko sestavljeni
iz poljubnega števila nevronov. Če te sloje nato medsebojno povežemo tako, da je
izhod vsakega nevrona v preǰsnjem sloju povezan z vhodom vsakega nevrona v
naslednjem sloju, dobimo polno povezane nevronske mreže [12] (primer je prikazan
na sliki 3.2). Vhodi v nevronsko mrežo so povezani na vhodni sloj, med vhodnim in
izhodnim slojem je lahko poljubno mnogo t.i. skritih slojev (angl. hidden layers),
iz zadnjega sloja nevronske mreže pa dobimo izhode. Tako se izhodi nevronov iz
enega sloja prenašajo na vhode nevronov v drugem sloju.
Slika 3.2: Model nevronske mreže z n vhodi in m izhodi.
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3.1.2 Aktivacijske funkcije
Delovanje nevronske mreže je v veliki meri odvisno od arhitekture nevronske mreže
(število skritih slojev, število nevronov v posameznem sloju, ...) in uporabljenih
aktivacijskih funkcij. Najpogosteje želimo, da te funkcije zavzemajo vrednosti iz
intervala [0, 1] ali [−1, 1]. Avtorji v [12] omenjajo naslednje aktivacijske funkcije kot
najpogosteje uporabljene:
• pragovne funkcije, primer katere je enačba 3.3 (izgled je viden na sliki 3.3a),
f(x) =
1, če je x ≥ T0, če je x < T (3.3)
kjer parameter T predstavlja prag funkcije, ki je ponavadi implementiran kot
konstantna vhodna linija x0 = −1, z utežjo w0 = T .
• odsekoma linearne funkcije, primer katere je enačba 3.4 (izgled je viden
na sliki 3.3b),
f(x) =

1, če je x ≥ 1
2
x+ 1
2
, če je − 1
2
< x < 1
2
0, če je x ≤ −1
2
(3.4)
• sigmoidne funckije, ki so verjetno najpogosteje uporabljene v modernih apli-
kacijah. Primer sigmodine funkcije (natančneje logistične funkcije) predstavlja
enačba 3.5 (izgled je viden na sliki 3.3c)
f(x) =
1
1 + e−ax
(3.5)
kjer s parameterom a spreminjamo naklon funkcije.
Pri učenju nevronskih mrež, predvsem pa pri učenju konvolucijskih nevron-
skih mrež se pogosto uporablja aktivacijska funkcija ReLU (angl. rectified linear
unit) [21], ki je matematično definirana z enačbo 3.6. Uporablja se predvsem zaradi
preprostega (posledično hitreǰsega) računanja vrednosti in zaradi dejstva, da omili
problem pojemajočih gradientov (poglavje 3.1.7).
f(x) = max(0, x) (3.6)
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Predstavlja pa nov problem, in sicer t.i. “umirajoči ReLU” (angl. dying ReLU ).
Do tega problema pride, če posamezen nevron doseže negativno vrednost. Ker je v
tem primeru vrednost ReLU enaka 0 obstaja velika verjetnost, da ta nevron ne bo
nikoli več dosegel pozitivnih vrednosti. Ta problem odpravi funkcija leaky ReLU,
ki za negativne vrednosti vhodov vrača majhne negativne vrednosti. Definirana je
z enačbo 3.7, pri čemer je parameter α majhna konstanta puščanja, ponavadi 0.01.
f(x) =
 x, če je x ≥ 0αx, če je x < 0 (3.7)
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(b) odsekoma linearna
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(c) sigmoidna
Slika 3.3: Primer izgleda (a) pragovne funkcije s T = 0 (b) odsekoma linearne
funkcije in (c) sigmoidne funkcije z a = 5.
3.1.3 Učenje nevronskih mrež
Nevronska mreža na sliki 3.2 ob določenemu naboru vhodov X = [x0, x1, ..., xn]
daje določene izhode Y = [y1, y2, ..., ym], ki pa se razlikujejo od naših željenih oz.
pričakovanih izhodov. Če želimo doseči pravilne izhode, moramo spreminjati ma-
triko uteži W (matrika, ki vsebuje uteži vseh nevronov na vseh slojih) in pragove
posameznih nevronov. Temu postopku rečemo učenje nevronske mreže. Podobno
kot avtorji v [12], tudi mi vpeljemo označbe:
• wkj(t), ki predstavlja vrednost j-te uteži k-tega nevrona v času t,
• ∆wkj(t), ki predstavlja spremembo uteži v času t,
• dk(t), ki predstavlja željen izhod k-tega nevrona v času t in
• yk(t), ki predstavlja dejanski izhod k-tega nevrona v času t,
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Čeprav obstaja več postopkov učenja nevronske mreže (Hebbovo, tekmovalno,
Boltzmannovo, ...), se mi osredotočimo na uporabneǰso metodo in sicer na t.i.
učenje s popravljanjem napake (angl. error-correction learning). Cilj te metode
je minimizacija funkcije napake (nekateri avtorji jo imenujejo tudi funkcija izgube
ali stroškovna funkcija). Za premik skozi iskalni prostor uporablja izpeljanko stoha-
stičnega gradientnega spusta (glej poglavje 3.1.4). S pomočjo lastne funkcije napake
lahko v naše učenje vnesemo domensko specifično znanje za učenje, lahko pa kar
uporabimo katero izmed poznanih funkcij, ki nam ustreza za naš primer. Učenje s
popravljanjem napake definira spremembo uteži kot:
∆wkj(t) = αek(t)xj(t) (3.8)
kjer ek(t) predstavlja razliko med željenim in dejanskim izhodom nevrona ek(t) =
dk(t) − yk(t), xj(t) je j-ti vhod v nevron, člen α, ki je pozitivna konstanta, pa
predstavlja hitrost učenja (angl. learning rate). Pri majhnem parametru α učenje
sicer poteka počasi, vendar s prevelikim α tvegamo, da bo učenje postalo nestabilno.
Nevronske mreže, ki so sestavljene iz večih medsebojno povezanih plasti, pona-
vadi učimo s t.i. vzvratnim razširjanjem (angl. back-propagation), ki je dejansko
posplošena različica učnega pravila delta [12]. Algoritem vzvratnega razširjanja je
sestavljen iz dveh osnovnih korakov:
1. prehod naprej (angl. forward phase), v katerem na vhode nevronske mreže
damo željene vhodne vrednosti. Te se nato premikajo in spreminjajo po slojih
naprej (zaradi tega tudi poimenovanje “prehod naprej”), dokler ne pridejo do
izhodnih vozlǐsč, kjer preberemo izhod nevronske mreže.
2. prehod nazaj (angl. backward phase), v katerem se primerja izhod nevron-
ske mreže z željenim izhodom. S pomočjo poljubne funkcije napake nato
izračunamo razliko med dejanskim in željenim izhodom. To napako nato
postopoma prenašamo nazaj skozi sloje proti začetku in hkrati s poljubnim
optimizacijskim algoritmom (SGD, Adam optimizer, ...) spreminjamo uteži,
da bo izhod NN v naslednjem prehodu naprej bolj podoben željenemu izhodu.
Opisana koraka se izvedeta v večih iteracijah (epohah) učenja. Znotraj vsake
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Slika 3.4: Primer globalnega in lokalnega optimuma.
iteracije lahko na vhod pošljemo samo en učni vzorec in posodobimo uteži, kar ime-
nujemo vzorčni način učenja, lahko pa pošljemo sveženj oz. paket učnih podatkov
in šele nato posodobimo vrednosti uteži. To imenujemo paketni način učenja. Z
uporabo vzorčnega načina učenja uporabimo manǰso količino pomnilnika, prav tako
pa imamo manǰso verjetnost, da se ujamemo v lokalni optimum (slika 3.4). Prednost
paketnega učenja je v tem, da lahko z večimi vhodnimi podatki natančneje ocenimo
gradient funkcije napake [12].
3.1.4 Stohastičen gradientni spust
Najpogosteje uporabljen optimizacijski algoritem v nevronskih mrežah je t.i. sto-
hastičen gradientni spust ali kraǰse SGD. Kot že omenjeno, želimo poiskati mi-
nimum funkcije napake f . Iščemo torej točko x∗, pri kateri bo imela naša funkcija
napake y = f(x∗) najmanǰso vrednost. Po funkciji se želimo premikati v nasprotni
smeri gradienta, tako je sprememba x-a definirana z
∆x = −αdy
dx
(3.9)
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kjer α predstavlja hitrost učenja [12]. Nove vrednosti spremenljivke x v času t so
tako definirane z enačbo 3.10.
xt = xt−1 + ∆xt−1 (3.10)
Delovanje postopka prikazuje slika 3.5.
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Slika 3.5: Delovanje gradientnega spusta.
V kolikor je naša funkcija napake funkcija večih dimenzij, moramo upoštevati
odvode (naklone) vsake dimenzije posebej. Tako se ob funkciji y = f(x1, x2, ..., xn)
enačba 3.9 spremeni v
∆xi = −α
dy
dxi
, za vsak i ∈ 1, 2, ..., n (3.11)
Pogosto se SGD dopolni s t.i. momentom, ki pri spremembi uteži upošteva še
del vrednosti spremembe v preǰsnji iteraciji učenja. Tako zmanǰsamo verjetnost, da
se bo naš učni algoritem ujel v lokalni optimum. Enačba 3.10 se tako spremeni v
enačbo 3.12, kjer je parameter µ majhna konstanta, ki predstavlja moment.
xt = xt−1 + ∆xt−1 + µ∆xt−2 (3.12)
3.1.5 Paradigme učenja
V poglavju 3.1.3 smo opisovali algoritme za učenje nevronske mreže. Glede na
to, kakšne podatke imamo na voljo za učenje nevronske mreže, ločimo tri osnovne
paradigme učenja [12]:
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• nadzorovano učenje (angl. supervised learning), pri katerem imamo vse po-
datke označene oz. labelirane. Za lažje razumevanje predpostavimo, da imamo
problem klasifikacije (razpoznave) objektov na slikah. Za vsako sliko, ki jo po-
damo na vhod nevronske mreže, imamo podano oznako, ki predstavlja kaj je
na tej sliki. Tako NN ob podanem izhodu kot povratno informacijo dobi pra-
vilno oznako slike. Ta način učenja se najpogosteje uporablja pri klasifikaciji,
regresiji in detekciji neželjene pošte [24]. Glavna pomanjkljivost te paradigme
je v tem, da je ustrezno količino labeliranih podatkov pogosto nemogoče dobiti
ali pa so le-ti dragi, za ročno labeliranje podatkov pa potrebujemo ekspertno
znanje področja.
• nenadzorovano učenje (angl. unsupervised learning), pri kateri NN dobi
na vhodu izključno ne-labelirane podatke. Posledica tega je, da je delovanje
nevronske mreže težko kvantitativno (številčno) oceniti. Pogosta aplikacija
takšnega učenja je gručanje (razvrščanje podatkov v skupine, ki imajo skupne
značilnosti) [24].
• vzpodbujevalno učenje (angl. reinforcement learning), ki se najpogosteje
uporablja v igrah, izvajanju zaporednih akcij, in robotiki. Pri tej paradigmi
NN kot povratno informacijo dobi nagrado ali kazen, ne pa tudi pričakovan
izhod (ker ga pogosto ni mogoče natančno opisati oz. ga ne poznamo). Za
lažje razumevanje predpostavimo, da igramo igro štiri v vrsto. Po vsaki akciji
(t.j. postavitvi žetona v vrsto), lahko trenutno stanje igre ocenimo s poljubno
hevristiko, to oceno pa nato uporabimo, da nagradimo NN za izbrano akcijo.
Mreža se tako nauči maksimirati nagrado, ki jo dobi kot povratno informacijo.
Delovanje vzpodbujevalnega učenja je prikazano na sliki 3.6.
Slika 3.6: Prikaz delovanja vzpodbujevalnega učenja.
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V zadnjem času se je razvilo veliko število učnih paradigm [24], ki pa so večinoma
izpeljanke zgoraj naštetih.
3.1.6 Uporaba naučenih nevronskih mrež
Prava uporabna vrednost nevronskih mrež je v zmožnosti generalizacije oz. po-
splošitve. To pomeni, da bo nevronska mreža tudi na podatkih, ki jih v fazi učenja
ni videla, dosegala dobre rezultate (če so ti podatki znotraj enakega problema). V
kolikor v fazi učenja nevronska mreža dosega dobre rezultate na učni množici po-
datkov, vendar pa slabo posplošuje (t.j. deluje na novih podatkih), se je mreža
prekomerno prilagodila učnim podatkom [12]. Omenjen pojav, ki ga imenujemo
preprileganje, lahko nadziramo z uvedbo nove t.i. testne oz. validacijske množice
podatkov. Tako v fazi učenja nevronski mreži predstavimo samo učne podatke, v
fazi validacije pa preverimo natančnost delovanja na testni množici podatkov. Pre-
prileganje lahko tako zaznamo kot velik razkorak med natančnostjo delovanja na
učnih in testnih primerkih (glej sliko 3.7). V kolikor želimo preprečiti preprileganje,
lahko povečamo količino učnih podatkov, spremenimo arhitekturo nevronske mreže,
spremenimo parametre NN, itd.
Slika 3.7: Prikaz preprileganja kot razkorak med natančnostjo na učni (modra kri-
vulja) in validacijski (oranžna krivulja) množici.
3.1.7 Globoke nevronske mreže
Večina raziskovalcev s pojmom globoke nevronske mreže (angl. deep neural
networks) poimenuje nevronske mreže, ki imajo večje število skritih slojev. Pri
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uporabi algoritma vzvratnega razširjanja s SGD za učenje preprostih feed-forward
(povezave med sloji in nevroni potekajo samo proti izhodu - ni povratnih zank) glo-
bokih nevronskih mrež lahko naletimo na t.i. problem pojemajočih gradientov (angl.
vanishing gradients problem) [27]. Ta problem nastane, ko v koraku prehoda nazaj
(glej poglavje 3.1.3) prenos signala napake na preǰsnje sloje eksponentno upada ali
nenadzorovano naraste tekom iteracij učenja. Tako se uteži nevrona v posameznih
zaporednih iteracijah učenja skoraj ne spreminjajo (pri upadanju signala napake)
ali pa le-te zelo naraščajo (pri naraščanju signala napake) in spremenijo delovanje
celotne NN. Z dodatnimi raziskavami in napredki na področju so znanstveniki našli
nekaj načinov, da se problem odpravi ali vsaj omili. Med drugim povečana zmoglji-
vost današnjih računalnikov omogoča prenos signala napake globje v preǰsnje sloje in
tako omili problem. Podrobneǰsi postopki odprave in omejitve problema so opisani
v [27], [15] in [19].
3.1.8 Konvolucijski sloji
Konvolucijske nevronske mreže se uporabljajo predvsem na področju računalnǐskega
vida, saj so izjemno uspešne pri razpoznavanju značilnic iz slike. Konvolucijski sloj
v nevronski mreži je sestavljen iz posameznih konvolucijskih nevronov, ki izvajajo
konvolucijo. Vsak takšen nevron ima definirani dve pomembni stvari:
• konvolucijsko jedro (angl. convolutional kernel), kar bomo označili s K in
• korak (angl. stride), kar bomo označili s s.
Predpostavimo, da imamo vhod I velikosti 4×4, konvolucijsko jedro K velikosti 2×2
in korak s, ki so:
I =

2 3 4 5
8 1 4 5
4 2 8 7
2 2 1 7
 , K =
1 2
2 1
 in s = 2
Rezultat konvolucije I ∗K s korakom s je
I
′
= I ∗K =
25 27
14 31

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Proces konvolucije deluje tako, da konvolucijsko jedro postavimo v kot matrike,
zmnožimo istoležne elemente, zmnožek pa nato seštejemo in vpǐsemo v izhodno
matriko (slika 3.8). Jedro nato premaknemo za s elementov v desno in postopek
ponovimo za vse preostale elemente in vrstice [32].
Slika 3.8: Prvi korak konvolucije.
Kot lahko vidimo iz matrike I
′
, je rezultat konvolucije matrika, ki je manǰsa od
začetne matrike I. V kolikor se želimo temu izogniti, moramo v vhodno matriko I
dodati vrstice in stolpce izven mej matrike. Vrednosti s katero “obložimo” matriko
je odvisna od implementacije in je lahko poljubna.
Rezultat konvolucije je v veliki meri odvisen od vrednosti konvolucijskega jedra.
Tako lahko na primer z jedrom
• Ksh =

1 2 1
0 0 0
−1 −2 −1
 zaznamo/ojačamo horizontalne robove,
• Ksv =

1 0 −1
2 0 −2
1 0 −1
 zaznamo/ojačamo vertikalne robove,
• Kga =

1 2 1
2 4 2
1 2 1
 sliko zameglimo, itd.
Jedri Ksh in Ksv se imenujeta Sobelov operator [32], jedro Kga pa predstavlja Ga-
ussovo glajenje.
V procesu učenja nevronske mreže se spreminjajo vrednosti konvolucijskega je-
dra. Na tak način se nevronska mreža nauči razpoznati določene značilnosti iz vhod-
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nih podatkov in jo lahko uporabimo za zaznavanje objektov na slikah, procesiranje
naravnega jezika, igranje iger, itd.
3.2 drevesno preiskovanje Monte Carlo
Drevesno preiskovanje Monte Carlo (kraǰse “MCTS”) nam omogoča iskanje najbolǰse
akcije glede na trenutno stanje. MCTS je zelo priljubljeno na področju umetne
inteligence, predvsem na področju iger, načrtovanja in odločanja [4]. Ker naše delo
uporablja MCTS za izbiro potez v igri dama, se osredotočimo na aplikacijo MCTS
za igre. Tako kot avtorji v [4], tudi mi igro opǐsemo z naslednjimi komponentami:
• S: nabor stanj, pri čemer s0 predstavlja začetno stanje,
• ST ⊆ S: nabor končnih stanj,
• n ∈ N: število igralcev,
• A: nabor možnih potez,
• f : S × A → S: funkcija, ki ob izbrani potezi a ∈ A transformira stanje si v
si+1,
• R: funkcija za ovrednotenje stanja,
• p: igralec, ki je trenutno na potezi.
Algoritem tekom iteracij postopno gradi igralno drevo, znotraj vsake iteracije
preiskovanja se izvedejo štirje koraki v navedenem vrstnem redu [6]:
1. selekcija (angl. selection), pri čemer se iz korena drevesa (začetno vozlǐsče
brez staršev) rekurzivno izbirajo poteze do potomcev, dokler algoritem ne
naleti na vozlǐsče (stanje igre), ki ga lahko razširi (t.j. vozlǐsče, ki ni v ST in
ima možne potomce si ∈ S, ki še niso v drevesu),
2. razširjanje (angl. expansion), ki izbranemu vozlǐsču doda manjkajoč poto-
mec,
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3. simulacija (angl. simulation), ki iz dodanega potomca odigra simulirano igro
s t.i. “privzeto strategijo” (angl. default policy) ter ovrednoti končno stanje
s funkcijo R in
4. vzvratno razširjanje (angl. backpropagation), kjer vrednosti vozlǐsč, ki so
bile obiskane v selekciji, posodobijo z ovrednotenim stanjem iz simulacije.
Koraka selekcije in razširjanja za določanje vrstnega reda obiska vozlǐsč upora-
bljata t.i. “drevesno strategijo” (angl. tree policy). Opisani koraki se izvajajo,
dokler se ne doseže ciljna globina (število povezav od vrha do lista) drevesa ali do-
kler se ne izčrpajo razpoložljiva računska sredstva (število iteracij, računski čas, ...).
Delovanje algoritma je prikazano na sliki 3.9 (povzeto iz [4]).
Slika 3.9: Iteracija algoritma MCTS.
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4 Igra dama
Igra dama je namizna igra za dva igralca, ki se je razvila pred približno 5000 leti.
Igra se na šahovnici velikosti 8×8, 10×10 ali 12×12, na kateri so na nasprotnih
straneh šahovnice postavljene igralne figure dveh različnih barv. Z računalnǐskega
vidika je kombinatorna igra s popolno informacijo (oba igralca imata popolen pregled
nad trenutnim stanjem igre), ki ima približno 500 bilijonov bilijonov možnih pozicij
(5× 1020) in je približno milijon krat zahtevneǰsa kot igra štiri v vrsto [26].
Arthur Lee Samuel, amerǐski znanstvenik in pionir na področju umetne inteli-
gence in strojnega učenja, je že leta 1959 predstavil enega izmed prvih programov
za igranje namiznih iger [25]. Njihova raziskava je temeljila predvsem na uporabi al-
goritma alpha-beta, izbolǰsavi le-tega z dodatnimi postopki določitve vrstnega reda
ovrednotenja vozlǐsč ter izbolǰsavi funkcije za ovrednotenje stanja igre. Leta 1963
je njihov program uspel premagati naprednega igralca dame, kar je bil neverjeten
dosežek za tisti čas.
Definirani so trije tipi rešenih iger [1]:
• šibko rešene (angl. ultra weakly solved) igre, kar pomeni, da je za podano
začetno stanje igre znan teoretično najbolǰsi rezultat igre, ni pa znana strate-
gija za dosego tega rezultata.
• rešene (angl. weakly solved) igre, pri katerih je za podano začetno stanje
znan tako teoretično najbolǰsi rezultat, kakor tudi strategija za dosego tega
rezultata.
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• močno rešene (angl. strongly solved) igre, pri katerih je za vsa možna stanja
igre znan najbolǰsi rezultat in strategija za dosego tega.
Znanstveniki Univerze v Alberti so si od leta 1989 do leta 2007 prizadevali rešiti igro
dama [26]. Uspeli so dokazati, da je dama rešena igra, pri kateri je ob optimalni igri
obeh igralcev končni rezultat vedno neodločen. Njihov program Chinook temelji na
zbirki vseh možnih zaključnih potez (ko je na šahovnici 10 ali manj figur), ki so že
v naprej ovrednotene in je zanj znan končni rezultat igre. Trdijo tudi, da igre dame
v današnjem času ni mogoče močno rešiti, saj bi to zahtevalo približno 1 exabajt
(1018 bajtov) pomnilnǐskega prostora.
4.1 Nemška dama
Obstaja veliko uradnih pravil, ki veljajo za igro dama. V našem zaključnem delu se
bomo omejili na pravila nemške dame. Pri tej različici so figure črne in bele barve
razporejene v prve tri vrste na črnih kvadratih šahovnice velikosti 8×8 (slika 4.1).
Igro vedno začne igralec, ki ima figure črne barve. Figure se premikajo samo diago-
Slika 4.1: Začetno stanje šahovnice pri igri dama.
nalno proti nasprotniku, če pa pridejo do zadnje nasprotnikove vrste, se spremenijo
v t.i. kraljevo figuro, ki se lahko premika tudi diagonalno nazaj. V primeru, da
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obstaja takšna poteza, ki bi zavzela (premik figure, ki preskoči nasprotnikovo figuro
in jo odstrani iz igre) nasprotnikovo figuro, jo je potrebno izvesti. Igralec zmaga, če
nasprotnik ostane brez igralnih figur ali brez možnih legalnih potez [8]. Kot dodatno
omejitev za zaščito pred neskončno igro, smo v našo igro vpeljali pravilo, ki določa,
da je igra neodločena, če v zadnjih 40 potezah ni prǐslo do zavzemanja figure.
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5 Program AlphaLady
V tem poglavju opǐsemo naš program, ki smo ga poimenovali AlphaLady. Najprej
opǐsemo ogrodje, v katerem smo implementirali rešitev, nato opǐsemo našo imple-
mentacijo igre dama.
5.1 Obstoječe ogrodje
Kot že omenjeno v uvodnem poglavju, smo za implementacijo našega programa
uporabili že obstoječe ogrodje, ki je dostopno na [10]. To ogrodje je zasnovano kot
splošno namensko ogrodje po vzoru AlphaGo Zero [30], v katero lahko implemen-
tiramo poljubne igre. Implementirano je v programskem jeziku Python, z uporabo
knjižnice Keras [18] za implementacijo NN. V osnovi je sestavljeno iz 4 gradnikov:
• pravil igre, kamor se implementirajo poljubne igre, ki sledijo predvideni
strukturi (več o tem v poglavju 5.2),
• agenta, ki služi kot vmesnik med našo igro in ogrodjem,
• drevesnega preiskovanja MCTS, s katerim izbiramo poteze v igri in
• modela nevronske mreže, ki se uporablja za ovrednotenje stanja igre.
Agent predstavlja posameznega igralca igre. Lahko ga nadzoruje računalnik
ali pa človek (v primeru igre človeka proti računalniku). Vsak agent vsebuje svojo
igralno drevo, svojo različico nevronske mreže in svoje ime. Znotraj agenta se ob
29
vsaki potezi izvede določeno število iteracij algoritma MCTS. V kolikor je določeno,
da se izbirajo samo najbolǰse poteze (v fazi igranja med verzijami in po določenemu
številu potez v fazi ustvarjanja učnih podatkov), agent za izbiro poteze upošteva
enačbo 2.4, v nasprotnem primeru pa agent izbere naključno potezo iz nabora
možnih.
Drevesno preiskovanje MCTS je zasnovano na enak način, kot je to opisano v
poglavju 2.3 in 2.2. MCTS se torej izvede v večih iteracijah, znotraj vsake iteracije pa
se izbirajo poteze, ki imajo največjo vrednost ocene sestavljene iz Q (enačba 2.2) in
dodatka u (enačba 2.5). Po koncu predvidenega števila iteracij se izbere poteza, ki je
bila v MCTS največkrat obiskana. V primeru, da sta dve ali več potezi enakovredni,
se izbere naključna izmed teh. Tako se prepreči ponavljanje enakih iger.
Nevronska mreža je zasnovana podobno, kot je opisano v poglavju 2.2, vendar
podpira možnost definiranja poljubnega števila skritih slojev. Vhod v nevronsko
mrežo je vektor, s katerim predstavimo našo igralno polje (velikost je odvisna od
implementirane igre). Izhoda iz nevronske mreže sta, tako kot v [30] (poglavje
2.2), ocenitev trenutnega stanja igre (“value head”) in vektor verjetnosti (“policy
head”). Med vhodom in izhodom je postavljen najprej konvolucijski sloj, nato pa
poljubno število slojev ostankov (angl. residual layer). Za vsakim konvolucijskim
slojem se izvede normalizacija izhodov, tako se pohitri učenje NN, hkrati pa se
omeji preprileganje [17]. Aktivacijska funkcija vsakega sloja je leaky ReLU (poglavje
3.1.2), sprememba uteži pa se izvede s SGD, ki je dopolnjen z momentom (poglavje
3.1.4). Struktura nevronske mreže, ki je implementirana v ogrodju, je prikazana
na sliki 5.1. Sploščitveni (angl. flatten) sloj, vhode splošči v 1-D matriko (vektor).
Zgostitveni (angl. dense) sloj pa predstavlja navaden sloj nevronov in je v našem
primeru uporabljen za zmanǰsanje dimenzije (na 1 vrednost v primeru ocene stanja
in na n vrednosti v primeru ocene verjetnosti).
Sloji ostankov so uporabljeni za omilitev problema pojemajočih gradientov (po-
glavje 3.1.7) [13]. Vsak sloj ostankov je implementiran tako, da se znotraj posa-
meznega sloja dvakrat izvede konvolucija, nato pa se sešteje rezultat konvolucije
z vhodom v sloj, kar se z aktivacijsko funkcijo leaky ReLU preslika v izhod sloja
ostankov. Struktura takšnega sloja je prikazana na sliki 5.2.
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Slika 5.1: Struktura nevronske mreže v ogrodju AlphaGo Zero.
5.2 Implementacija igre
Logika igre je implementirana v datoteki game.py in vsebuje razreda Game in GameState.
Vsako stanje igre s je v našem primeru shranjeno kot vektor celih števil dolžine 64.
Indeks pozicije v vektorju predstavlja ustrezno pozicijo na šahovnici velikosti 8×8
(slika 5.3). Igralne figure posameznega igralca so predstavljene s štirimi števkami.
Bel igralec ima številko 1 za navadno figuro in številko 2 za kraljevo figuro, navadno
figuro črnega igralca predstavlja številka −1, kraljevo figuro črnega igralca pa −2.
V ogrodje lahko implementiramo poljubne igre tako, da implementiramo oba
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Slika 5.2: Struktura sloja ostankov v ogrodju AlphaGo Zero.
Slika 5.3: Šahovnica, ki se uporablja pri igri dama, z označenimi indeksi. Pri igri se
uporabljajo samo temna polja.
obvezna (spodaj našteta) razreda in njune metode ter spremenljivke. Takšna po-
splošitev programa je načeloma zaželjena, vendar lahko hitro vodi do odvečne kode
in neoptimalnih rešitev. V našem primeru pa ima tudi eno večjo pomanjkljivost.
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Kot že omenjeno, je v ogrodju v osnovi implementirana igra štiri v vrsto. Pri tej igri
se igralne figure dodajajo v igro (v stolpce), kar pomeni, da je vsaka akcija defini-
rana samo s ciljno pozicijo figure (pot figure ni pomembna). V našem primeru (igra
dama) se figure premikajo po igralni deski, torej mora biti akcija definirana z začetno
in ciljno pozicijo figure, kar pa ni podprto v osnovni verziji ogrodja. Ta problem smo
odpravili tako, da smo za vsako dovoljeno ciljno pozicijo figure preverili, iz katerih
začetnih pozicij je možno priti tja. Tako smo generirali pare (start,finish), pri
čemer nam je vsak par predstavljal eno akcijo, ki smo jo nato posredovali agentu
kot seznam možnih akcij.
Za implementacijo igre dama v obstoječe ogrodje, smo morali implementirati in
uporabiti metode in spremenljivke razredov Game in GameState.
Razred Game, ki definira igro ima:
• spremenljivke:
– action size,
Definira velikost prostora možnih akcij. V našem primeru je to 32, saj je
pri igri dama uporabljenih samo 1
2
polj šahovnice velikosti 8×8.
– gameState,
Instanca razreda GameState,
– state size,
Definira velikost igralnega prostora, kar je v našem primeru 64.
– grid shape,
Definira obliko igralnega prostora. V našem primeru je tukaj par (8, 8).
– input shape,
Definira obliko vhoda v NN, kar je v našem primeru matrika dimenzije
2×8×8.
– name,
Shranjeno ime igre.
– pieces,
Shranjene ustrezne številčne predstavitve igralnih figur (2 – kraljeva bela
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figura, 1 – navadna bela figura, −1 – navadna črna figura, −2 – kraljeva
črna figura).
– currentPlayer,
Zavzema vrednost 1 v primeru, da je na potezi prvi (črni) igralec in −1,
če je na potezi drugi (beli) igralec.
• metode:
– initBoard(),
Inicializira začetno stanje šahovnice (slika 4.1).
– reset(),
Obstoječo šahovnico povrne na začetno stanje (v primeru nove igre).
– step(action),
Naredi podan korak action v igri s pomočjo metode takeAction(action)
objekta gameState.
– identities(),
Augmentira stanja igre (v primeru, ko to želimo). V našem primeru smo
stanje igre zrcalili vertikalno in tako dobili novo, a enakovredno stanje.
Metoda tako vrne seznam stanj, ki vsebuje originalno stanje in vsa au-
gmentirana.
Razred GameState, ki definira posamezno stanje igre, vsebuje:
• spremenljivke:
– allowedActions,
Shranjeni pari vrnjeni iz metode allowedActions().
– binary,
Shranjen izhod metode binary().
– board,
Vektor dolžine 64 (šahovnica velikosti 8×8), z oznakami (številčna pred-
stavitev shranjena v pieces) figur na ustreznih lokacijah.
– id,
Shranjen izhod metode binary(),
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– isEndGame,
Shranjen izhod metode checkForEndGame().
– pieces,
Shranjene ustrezne številčne predstavitve igralnih figur (2 – kraljeva bela
figura, 1 – navadna bela figura, −1 – navadna črna figura, −2 – kraljeva
črna figura).
– playerTurn,
Zavzema vrednost 1 v primeru, da je na potezi prvi igralec in −1, če je
na potezi drugi igralec.
– score,
Shranjen izhod metode getScore().
– value,
Shranjen izhod metode getValue().
• metode:
– allowedActions(),
Vrne seznam vseh akcij (par (start,finish)), ki so dovoljene iz danega
stanja igre, ki je trenutno v board.
– binary(),
Vrne polje, ki je 2x večje od polja board. V prvi polovici polja so predsta-
vljene pozicije figur (številka figure na ustreznem indeksu) prvega igralca,
v drugi polovici pa so predstavljene pozicije figur drugega igralca.
– convertStateToId(),
Deluje enako kot metoda binary(), vendar je izhod tipa string in se
uporablja za identifikacijo stanja igre.
– checkForEndGame(),
Vrne 1 v primeru, da je igra končana in 0 v primeru, da igra še ni končana.
V našem primeru je igra končana, če kateri izmed igralcev ostane brez
figur, ali če se je odigralo več kot 40 premikov brez zavzemanja figure.
– getValue(),
Vrne tri celoštevilske vrednosti, pri čemer prva vrednost predstavlja oznako
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kateri igralec je zmagal (1 za trenutnega igralca, −1 za preǰsnjega igralca
in 0 v primeru neodločenega izida), druga vrednost predstavlja točke pr-
vega igralca (1 za zmago in −1 za poraz), tretja vrednost pa predstavlja
točke drugega igralca (1 za zmago in −1 za poraz).
– getScore(),
Vrne drugi dve vrednosti funkcije getValue().
– takeAction(action),
Kot parameter prejeme oznako akcije, v vektorju board premakne figuro
igralca na potezi iz začetne pozicije na ciljno pozicijo. Med premikom
preveri, ali je na poti kakšna nasprotnikova figura (zavzemanje). V koli-
kor je nasprotnikova figura najdena, se le-ta odstrani iz igre. Po koncu
funkcije se vrednosti spremenljivke playerTurn pomnoži z −1, tako se
spremeni igralec, ki je na potezi.
– render(),
Polje board izpǐse na standardni izhod v človeku prijazni obliki (2-D ma-
trika, s poravnanimi stolpci in vrsticami, številke figur pa nadomesti z
oznakami, določenimi v pieces).
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6 Eksperimenti in analiza rezultatov
V poglavju opǐsemo našo zasnovo eksperimenta, podamo parametre, s katerimi smo
eksperiment zagnali, zaključimo pa s predstavitvijo dobljenih rezultatov.
6.1 Zasnova eksperimenta
Z našim eksperimentom smo želeli NN naučiti igranje igre dama. Če je tekom učenja
prǐslo do izbolǰsanja nevronske mreže, smo uteži te NN shranili na disk. Tako smo
dobili 9 različic NN [θ1, θ2, ..., θ9], pri čemer θ1 predstavlja prvo (najslabšo) različico,
θ9 pa zadnjo (najbolǰso) različico. Za shranjevanje posameznih iger (shranjena so
bila vsa stanja šahovnice znotraj igre) smo uporabljali metodo deque [7] razreda
collections v programskem jeziku python. Vsi nastavljivi parametri programa
so shranjeni v konfiguracijski datoteki config.py. Abstrakten prikaz delovanja
programa predstavlja slika 6.1.
Za ustvarjanje podatkov se odigra določeno število (določeno s parametrom
EPISODES) iger z najbolǰso različico nevronske mreže, pri čemer vedno začenja na-
ključni igralec, da se izognemo prednosti začetnega igralca. Vsaka končana igra je
shranjena. Po doseženem številu iger EPISODES se preveri, če je velikost zasedenega
pomnilnika (v katerem so shranjene igre) že dosegla velikost definirano s parametrom
MEMORY SIZE. V kolikor je ta velikost dosežena, se izvede augmentacija podatkov in
učenje nevronske mreže, v nasprotnem primeru pa se ponovno odigra predpisano
število iger.
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ne
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Slika 6.1: Diagram poteka delovanja našega programa.
Učenje nevronske mreže se izvede v paketnem načinu (poglavje 3.1.3), pri čemer
je velikost posameznega paketa podatkov določena s parametrom BATCH SIZE. Pa-
rametra LEARNING RATE in MOMENTUM določata hitrost učenja in jakost momenta.
Nevronska mreža ima en konvolucijski sloj in 5 slojev ostankov. Vsaka konvolucija
uporablja 75 konvolucijskih jeder velikosti 4×4. Po vsakem učenju NN se izvede
EVAL EPISODES iger med novo naučeno nevronsko mrežo in trenutno najbolǰso. V
kolikor je nova NN bolǰsa v 55 % iger, se le-ta označi kot nova najbolǰsa in shrani
na disk, shranjene igre pa se pobrǐsejo.
Delovanje programa je predstavljeno z algoritmom 6.1, kjer so z velikimi črkami
označeni parametri iz konfiguracijske datoteke.
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Algoritem 6.1: Opis delovanja ogrodja, v katerem je implementirano zaključno
delo.
1 currentNN ← initNeuralNet(); // nevronsko mrežo inicializiramo na
naključne začetne uteži
2 bestNN ← currentNN ;
3 if player1 = 0 then
4 player1 ← initAgent();
5 else
6 player1 ← initHumanPlayer();
7 end
8 player2 ← initAgent();
9 while True do // neskončna zanka za učenje
10 while getMemorySize() < MEMORY SIZE do // če je željena
količina pomnilnika že zasedena
11 data = data + selfPlay(bestNN , EPISODES, player1 , player2);
// odigramo EPISODES iger med igralcema z najboljšo
nevronsko mrežo
12 end
13 if getSymmetries() 6= null then
14 data← augmentData(data, getSymmetries()); // shranjene igre
augmentiramo, če so simetrije navoljo
15 end
16 currentNN ← trainNeuralNet(currentNN , data, LEARNING RATE,
MOMENTUM , BATCH SIZE); // na shranjenih igrah naučimo
novo različico nevronske mreže
17 scoreCurrent, scoreBest ← tournament(currentNN , bestNN ,
EVAL EPISODES); // odigramo EVAL EPISODES iger med
verzijama
18 if scoreCurrent > SCORING THRESHOLD ∗ scoreBest then // če je
currentNN zmagala za faktor SCORING THRESHOLD več iger
kot bestNN
19 bestNN ← currentNN ;
20 data = null;
21 saveModel(bestNN ); // shranimo model na disk
22 end
23 end
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6.2 Zagon eksperimenta
Eksperiment smo pognali s parametri, ki jih je predlagal avtor ogrodja (glej ta-
belo 6.1). Spremenili smo samo parameter TURNS UNTIL TAU0, ki določa, po koliko
potezah se izbirajo samo najbolǰse akcije (poglavje 5.1).
Tabela 6.1: Vrednosti parametrov in njihovi opisi.
Parameter Vrednost Kratek opis
EPISODES 50 število samo-iger za ustvarjanje podatkov
MCTS SIMS 70 število iteracij MCTS
MEMORY SIZE 2500 ciljna velikost pomnilnika za učenje
TURNS UNTIL TAU0 25 število potez po katerem se igra deterministično
BATCH SIZE 256 velikost paketa za učenje
LEARNING RATE 0,1 hitrost učenja
MOMENTUM 0,9 jakost momenta učenja
EVAL EPISODES 20 število iger v fazi validacije
SCORING THRESHOLD 1,3 faktor za točkovanje v fazi validacije
Učenje se je izvajalo na strežniku z dvema procesorjema Intel Xeon Silver 4116 [16]
(uporabljenih je bilo 24 jeder), 126 GB pomnilnika in operacijskim sistemom Ubuntu
18.10. Učenje smo po dveh tednih ročno ustavili. Pridobljenih je bilo 9 verzij ne-
vronske mreže.
Med agentom, ki uporablja nevronsko mrežo verzije v9 (najbolǰso), smo odigrali
50 iger z agenti, ki uporabljajo preostale verzije nevronske mreže. Igranje vseh iger
je trajalo približno 18 ur (v povprečju 2 uri na verzijo).
6.3 Analiza rezultatov
V tabeli 6.2 so prikazani rezultati iger. Vrstica W predstavlja število zmag verzije
v9, D predstavlja število neodločenih izidov, L predstavlja število izgubljenih iger,
S pa predstavlja število točk verzije v9 in je izračunano po enačbi S = 3 ∗W +D.
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Tabela 6.2: Igre agenta, ki uporablja 9. verzijo nevronske mreže.
v0 v1 v2 v3 v4 v5 v6 v7 v8 v9
W 32 27 26 33 29 26 18 11 14 17
D 13 18 19 10 17 13 16 20 14 16
L 5 5 5 7 4 11 16 19 22 17
S 109 99 97 109 104 91 70 53 56 67
Kot je razvidno iz tabele, je število točk v igrah proti prvim štirim verzijam zelo
podobno, od verzije v4 do v7 je število točk pričakovano padalo, nato pa je v verziji
v8 malenkost naraslo (kar je najverjetneje posledica šuma in se bi dalo odpraviti s
povečanjem parametra SCORING THRESHOLD). V igri med enakima verzijama je bilo
enako število zmag in porazov, kar je skladno z idejo, da je verjetnost zmage in
poraza med enakovrednima igralcema 50 %. Iz grafa na sliki 6.2 je lažje razvidno
gibanje doseženih točk.
0 1 2 3 4 5 6 7 8 9
verzija uporabljene NN
60
70
80
90
100
110
te
vi
lo
 to
k
109
99
97
109
104
91
70
53
56
67
Slika 6.2: Prikaz doseženih točk iz tabele 6.2 na grafu.
Iz rezultatov je razvidno, da so prve štiri verzije nevronske mreže precej ena-
kovredne v primerjavi z verzijo v9 (podobno število doseženih točk), od verzije v5
do v7 so se le-te zaporedno izbolǰsevale (padanje doseženih točk), verzija v8 pa je
skoraj enakovredna verziji v7 (podobno število doseženih točk).
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(a) 30. poteza. (b) 31. poteza. (c) 32. poteza.
(d) 33. poteza. (e) 34. poteza. (f) 35. poteza.
Slika 6.3: Vizualizacija igre 9. (črni igralec) in 3. (beli igralec) verzije NN, od 30.
do 35. poteze.
Slika 6.3 prikazuje del ene izmed iger med črnim (verzija v9) in belim (verzija v3)
igralcem. Iz slike 6.3c lahko vidimo, kako črn igralec uspešno uporablja nasprotni-
kove figure, za zaščito pred zavzetjem. Ob potezi na sliki 6.3e pa črn igralec zavzame
nasprotnikovo figuro, hkrati pa obrani svojo figuro pred napadom. V tem delu igre
črn nasprotnik igra zelo obrambno.
Na sliki 6.4, ki prikazuje enako igro kot slika 6.3 le drug del, je vidna napadalna
igra črnega igralca. S potezo na sliki 6.4c žrtvuje svojo figuro, da lahko s potezo na
sliki 6.4e, zavzame nasprotnikovo kraljevo figuro. Iz tega lahko predvidevamo, da
NN dobro oceni premoč kraljevih figur nad navadnimi.
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(a) 55. poteza. (b) 56. poteza. (c) 57. poteza.
(d) 58. poteza. (e) 59. poteza. (f) 60. poteza.
Slika 6.4: Vizualizacija igre 9. (črni igralec) in 3. (beli igralec) verzije NN, od 55.
do 60. poteze.
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7 Zaključek
V diplomskem delu smo zasnovali program AlphaLady, ki se je sposoben učiti igra-
nja kombinatorne igre dama brez podanega kakršnega koli znanja razen znanja o
pravilih igre. Opisali smo dela in ogrodje, na katerih temelji naš program in po-
dali teoretično ozadje pristopov, ki so uporabljeni v našem programu (konvolucijske
nevronske mreže, vzpodbujevalno učenje in drevesno preiskovanje Monte Carlo).
Konvolucijsko nevronsko mrežo smo učili s pomočjo vzpodbujevalnega učenja,
podatke za učenje nevronske mreže pa smo pridobili s pomočjo samo-igranja. Za
izbiranje potez smo uporabili več iteracij drevesnega preiskovanja Monte Carlo, ki z
nevronsko mrežo ocenjuje kvaliteto izbrane poteze.
Tekom učenja, ki je trajalo približno 2 tedna, smo pridobili 9 zaporednih različic
nevronske mreže. Z eksperimentom smo dokazali, da je vsaka naslednja različica
nevronske mreže bila enakovredna ali bolǰsa kot preǰsnja. Tako je iz eksperimenta
razvidno, da se je naš program sposoben učiti igranja igre dama.
Kljub temu, da je vsaka naslednja različica nevronske mreže bila bolǰsa, smo še
vedno bili sposobni premagati zadnjo (najbolǰso) različico v igri. Predpostavljamo,
da bi ob optimizaciji hiperparametrov našega programa (eksperiment je bil izveden s
parametri, ki so bili predlagani s strani avtorja ogrodja), le-ta deloval bolje. Ogrodje,
v katerem smo zasnovali program, je zasnovano zelo splošno namensko. Tako bi
lahko tudi z opustitvijo in spremembo določenih metod program izbolǰsali in tako
omogočili hitreǰse in morda kvalitetneǰse učenje.
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diferencialne evolucije”, Doktorska disertacija, 2010.
[4] C. B. Browne, E. Powley, D. Whitehouse, S. M. Lucas, P. I. Cowling, P.
Rohlfshagen, S. Tavener, D. Perez, S. Samothrakis in S. Colton, “A Survey
of Monte Carlo Tree Search Methods”, IEEE Transactions on Computational
Intelligence and AI in Games, let. 4, št. 1, str. 1–43, 2012, issn: 1943-068X.
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