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The trajectory tracking problem for multivariable linear systems is considered. Two different techniques
are examined: the output regulation theory (ORT) and the flatness based tracking (FBT). ORT and FBT
are two different approaches to solve the tracking problem, and both methods have different restrictions.
The tracking controller of the ORT furthermore depends on the solution of the so-called regulator equa-
tions. In this paper, a special analytic solution of the regulator equations is presented. Additionally, based
on this analytic solution, a link from the ORT to the FBT approach is provided, and the connection of
both tracking controllers is highlighted. It is shown how the ORT controller can be converted to the FBT
controller and that both methods lead to identical control laws for a certain class of systems.
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1. Introduction
This paper considers the tracking problem for multivariable linear systems. Tracking means that
the system is controlled in a way such that its output follows a given reference trajectory. There is a
considerable amount of literature dealing with this problem, where the tracking problem is usually
solved by means of system inverses (Brockett & Mesarovic, 1965; Hirschorn, 1979; Sain & Massey,
1969; Silverman, 1969). Based on these results, there have been developed different methods to
solve the tracking problem.
A proven way is the flatness based tracking (FBT) approach (Fliess, Levine, Martin, & Rouchon,
1995, 1999), where a set of (virtual) outputs is searched such that the system states and inputs
can be completely characterized by this so-called flat output and its time derivatives. The tracking
problem can easily be solved for such flat outputs. However, the conversion to the real system
output might be problematic since for non-minimum phase systems the relation is determined
by an unstable differential equation.1 Nevertheless, the FBT is a common and widespread tech-
nique in control literature (see for instance (Fliess & Marquez, 2000; Hagenmeyer & Delaleau, 2003;
Hagenmeyer & Zeitz, 2004; Martin, Devasia, & Paden, 1996; Rothfuss, Rudolph, & Zeitz, 1996)
and the references therein).
Another approach to solve the tracking problem is provided by the output regulation theory
(ORT) which has been developed in (Francis, 1977; Francis & Wonham, 1976) for linear systems,
and was extended to the nonlinear case in (Isidori & Byrnes, 1990).2 The ORT achieves stable
tracking under mild assumptions (especially in the linear case), and bypasses the stability prob-
1 It is possible to overcome this problem, for instance, with approximate tracking techniques
(Benvenuti, Di Benedetto, & Grizzle, 1994; Hauser, Sastry, & Meyer, 1992) where non-minimum phase systems are ap-
proximated by minimum phase systems. However, this results in inexact tracking due to neglected terms. Another technique
leading to exact tracking is the stable inversion theory (Chen & Paden, 1996; Devasia, Chen, & Paden, 1996), but the solution
needs non-causal and possibly unbounded control inputs (Tomlin, Lygeros, Benvenuti, & Sastry, 1995).
2An alternative name for the ORT is the robust servomechanism problem (Davison, 1976).
lems of non-minimum phase systems. The solution depends on the solvability of a set of equations,
the regulator equations, which is usually solved numerically. The drawback of the ORT is that the
reference trajectory must be given by a so-called exosystem, while in the FBT approach the refer-
ence trajectory can be any function that is sufficiently often differentiable. Thus, the ORT method is
restricted in the treatable class of reference trajectories. Like the FBT, the ORT is a common tech-
nique for the design of tracking controllers (the textbooks (Saberi, Stoorvogel, & Sannuti, 2000)
and (Huang, 2004) are recommendable for a detailed overview).
FBT and ORT are different approaches to solves the tracking problem, but in this paper it is
shown that under certain conditions both methods lead to identical control laws. First, a special
analytic solution of the regulator equations is presented which allows to interpret the tracking
controller of the ORT in a new light. Based on this analytic solution, it is shown that ORT and
FBT result in identical tracking controllers if the system output is flat, which also implies that in
case of flat system outputs no exosystem is needed. Additionally, it is shown that in case of non-flat
outputs, the ORT tracking controller can be converted to an FBT-like controller for a special choice
of the free parameters. As expected, this controller parametrization leads to an unstable closed-
loop behavior if the system is non-minimum phase. Note that the ORT approach has the ability
to achieve stable tracking even in case of non-minimum phase systems. But then, the reference
trajectory must be restricted to the class of exosystem trajectories, which can also be seen from
the derived solution of the regulator equations.
In the following, some notations are summarized, before the problem setup and basics are stated
in Section 2. The main result is presented in Section 3, where the single-input single-output (SISO)
case is considered first (Section 3.1), before the general multiple-input multiple-output (MIMO)
case is examined (Section 3.2). Finally, the results are summarized in Section 4.
Notation. Boldface letters denote vectors and matrices and italic letters represent scalar values.
The identity matrix of dimension n is written as In, while 0 denotes a zero matrix or vector of
appropriate size. For a linear time-invariant system x˙ = Ax +Bu, y = Cx, the invariant zeros
are all numbers λ for which the matrix
R(λ) =
[
λIn −A −B
C 0
]
has a rank deficit (MacFarlane & Karcanias, 1976). R(λ) is known as the Rosenbrock’s system
matrix. The system is called minimum phase if the real part of all invariant zeros is negative,
otherwise it is called non-minimum phase. The relative degree of the k-th output states how often
yk must be differentiated with respect to time until the input u appears, i.e. δk = min
ν
{ν ≥ 1 :
CkA
ν−1B 6= 0} where Ck is the k-th row vector of C. The relative degree of the system is then
given by δ =
∑m
k=1 δk.
2. Problem statement and preliminaries
The trajectory tracking problem for multivariable linear systems is considered (as depicted in
Figure 1) where the plant is described by
x˙ = Ax+Bu (1a)
y = Cx, (1b)
with state, input and output vector x ∈ Rn, u ∈ Rm and y ∈ Rm, respectively. It is assumed that
the plant is fully controllable and rank (B) = rank (C) = m. To avoid vastness, square systems
are considered (dim (u) = dim (y)), but the results hold also for systems with more inputs than
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Figure 1. Basic setup for trajectory tracking.
outputs. The goal is to find a feedback controller such that for any initial condition the output of
the plant tracks a desired reference trajectory yd, i.e.
lim
t→∞
(y(t)− yd(t)) = 0. (2)
The desired output vector yd can be given by a trajectory generator as illustrated in Figure 1. Two
different approaches for solving the tracking problem (2) are summarized subsequently: the output
regulation theory (ORT) and the flatness based tracking (FBT).
2.1 Review of FBT
A system is called flat if there exists a virtual output z such that all input and state variables can
be expressed as functions of this output vector and its time derivatives, i.e. x = fx(z, z˙, z¨, . . .) and
u = fu(z, z˙, z¨, . . .) (Fliess et al., 1995, 1999). The virtual output z is called a flat output and does
not necessarily need to coincide with the real output y. Some basics regarding the FBT of linear
systems are summarized in the following. More details can be found in the mentioned references.
Proposition 1: A linear system (1) is flat if and only if it is controllable (Fliess et al., 1995).
Thus, for controllable linear systems there exists always a flat output which (in contrast to the
nonlinear case) can be found very easily: since (1) is assumed to be controllable, there exists a linear
transformation x˜ = T˜ x which brings the system into controllable canonical form (Luenberger,
1967), meaning that the transformed system matrices (A˜, B˜, C˜) = (T˜AT˜
−1
, T˜B,CT˜
−1
) are given
by
A˜ =

A˜11 A˜12 · · · A˜1m
A˜21 A˜22 · · · A˜2m
...
...
. . .
...
A˜m1 A˜m2 · · · A˜mm
 , B˜ =

B˜11 B˜12 · · · B˜1m
0 B˜22 · · · B˜2m
...
...
. . .
...
0 0 · · · B˜mm
 , (3a)
A˜ii =

0 1 · · · 0
...
...
. . .
...
0 0 · · · 1
⋆ ⋆ · · · ⋆
 ∈ Rκi×κi , A˜ iji 6=j =

0 0 · · · 0
...
...
. . .
...
0 0 · · · 0
⋆ ⋆ · · · ⋆
 ∈ Rκi×κj , (3b)
B˜ii =
[
0 · · · 0 1
]T
∈ R1×κi , B˜ ij
j>i
=
[
0 · · · 0 ⋆
]T
∈ R1×κi . (3c)
Herein, the κi’s are the controllablity (or Kronecker) indices, with
∑m
i=1 κi = n, and ⋆ denotes ele-
ments that are not necessarily zero. The transformed output matrix C˜ does not have any specified
structure. Obviously, a flat output is
z =
[
z1 z2 · · · zm
]
T
=
[
x˜1 x˜κ1+1 · · · x˜n−κm+1
]
T
(4)
3
since [
x˜1 x˜2 · · · x˜κ1
]
T
=
[
z1 z˙1 · · · z
(κ1−1)
1
]
T
(5a)[
x˜κ1+1 x˜κ1+2 · · · x˜κ1+κ2
]
T
=
[
z2 z˙2 · · · z
(κ2−1)
2
]T
(5b)
...[
x˜n−κm+1 x˜n−κm+2 · · · x˜n
]
T
=
[
zm z˙m · · · z
(κm−1)
m
]T
, (5c)
with z
(k)
i = d
kzi/dt
k. By a further derivation, and with the relations (5), it can simply be seen that
u = fu(z1, z˙1, . . . , z
(κ1)
1 , . . . , zm, z˙m, . . . , z
(κm)
m ). (6)
Note that for the flat output z, we have κi = δi which follows from (3) and (4). Thus, δ =∑m
i=1 δi =
∑m
i=1 κi = n which implies that with the flat output there is no zero dynamics (since
δ = n). Given a sufficiently often differentiable reference trajectory zd, a tracking controller for
the flat output can be designed such that lim
t→∞
(z(t)− zd(t)) = 0. Considering the error differential
equations
(z
(κ1)
1 − z
d (κ1)
1 ) +
κ1−1∑
k=0
p1k(z
(k)
1 − z
d (k)
1 ) = 0 (7a)
...
(z(κm)m − z
d (κm)
m ) +
κm−1∑
k=0
pmk(z
(k)
m − z
d (k)
m ) = 0 (7b)
and the relations (5) and (6), a state feedback controller of the form
u = −Kx˜+ Fzd∆, (8)
with zd∆ =
[
zd1 z˙
d
1 · · · z
d (κ1)
1 · · · z
d
m z˙
d
m · · · z
d (κm)
m
]
T
, can be found which regulates the
flat output z to its desired trajectory zd. Herein, the controller parameters pik must be chosen
such that the dynamics (7) is stable.
Remark 1: Flat outputs are not unique since every virtual output for which δ = n holds is a flat
output (Martin et al., 1996).
With the described approach, we get a tracking controller for z, but the goal is to design a
tracking controller for the real output y. Note that the relationship from the virtual flat output to
the real system output is given by
y = C˜
[
z1 z˙1 · · · z
(κ1−1)
1 · · · zm z˙m · · · z
(κm−1)
m
]
T
. (9)
The differential equations (9) can be used to calculate the virtual reference output zd from a
desired reference output yd. Then, the feedback controller (8) regulates the flat output z to zd,
which implies that y will be regulated to yd.
4
The problem of the FBT approach is that (9) describes the zero dynamics which is unstable in
case of non-minimum phase systems. Thus, the solution of (9) might lead to unbounded reference
signals zd and, therefore, needs unbounded control inputs u. A common way to bypass this problem
is to approximate the virtual reference trajectory by a polynomial which fits the starting and ending
point of the desired trajectory (Fliess, Sira-Ramirez, & Marquez, 1998). However, this method is
only suitable for the change of the operating point along a specified trajectory, but not for the
tracking of, e.g., sinusoidal signals. In addition, this approximation results in inexact tracking.
Remark 2: An alternative way to handle non-minimum phase systems is provided by the stable
inversion theory (Chen & Paden, 1996; Devasia et al., 1996), but the obtained control input is
non-causal and can lead to large input signals (Tomlin et al., 1995).
For minimum phase systems, (9) describes stable zero dynamics and the calculation of zd is
unproblematic. In this case, the FBT approach provides an intuitive way to design a trajectory
tracking controller.
2.2 Review of ORT
For the ORT approach, it is assumed that the trajectory to be tracked is described by an au-
tonomous linear system (the exosystem)
ω˙ = Sω (10a)
yd = Qω, (10b)
with ω ∈ Rr, yd ∈ Rm. Like in the FBT approach, the goal is to design a feedback controller
u = −Kx+ Fω (11)
which leads to a stable closed-loop system and achieves output regulation in the sense of (2).
Without loss of generality, it is assumed that all eigenvalues of S have nonnegative real part
since eigenmodes with negative real part vanish asymptotically. According to (Francis, 1977;
Francis & Wonham, 1976), the following proposition is formulated.
Proposition 2: The output regulation problem is solvable if and only if there exists a matrix pair
(Π,Γ) solving the so-called regulator equations (sometimes called Francis equations)
ΠS = AΠ+BΓ (12a)
Q = CΠ. (12b)
Then, control law (11) achieves output regulation (or tracking) if K is chosen such that A−BK
is stable and F =KΠ+ Γ.
Since Proposition 2 is a well known result, the proof is omitted and can be found for instance in
(Saberi et al., 2000).
Remark 3: The feedback matrix K in (11) must be determined such that A − BK is stable.
Thus, for the ORT approach it is sufficient to have a stabilizable system instead of a controllable
system.
The next proposition gives information about the solvability of the matrix equations (12).
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Proposition 3: The regulator equations (12) are solvable if and only if
rank (R(λ)) = rank
([
λIn −A −B
C 0
])
= n+m
for every λ which is an eigenvalue of S.
This follows from a result presented in (Hautus, 1983). In this paper, an alternative proof will be
derived in Section 3. Note that R(λ) is the Rosenbrock’s system matrix. Therefore, the rank con-
dition in Proposition 3 implies that none of the systems invariant zeros coincide with an eigenvalue
of S.
Summing up, we conclude that if the reference trajectory is described by an exosystem of the
form (10), tracking can be achieved by a feedback controller (11) if and only if the rank condition
in Proposition 3 holds.
It should be noted that the classical ORT can be used not only to track a desired reference
trajectory, but also to reject disturbances. This will be achieved if the exosystem is extended by
the disturbance dynamics that need to be rejected. However, since we are interested in output
tracking, the disturbance rejection problem is not considered in the following.
The problem of the ORT approach is that yd must be determined by an exosystem of the
form (10). This restricts the class of treatable reference trajectories. For the FBT approach, the
reference trajectory can be any function which is sufficiently often differentiable, however, with the
drawback that – in contrast to the ORT approach – it is not directly applicable to non-minimum
phase systems.
Remark 4: The important class of Bohl functions (combinations of polynomial, exponential and
sinusoidal signals) can be represented by exosystems (Trentelman, Stoorvogel, & Hautus, 2001).
3. From ORT to FBT
In the following, an analytic solution of the regulator equations (12) is presented. Based on this
analytic solution, it is shown that the tracking controller of the ORT is identical to the tracking
controller of the FBT for systems with δ = n. Furthermore, the difficulties in case of δ < n
are highlighted, and it is shown how the controller parameters given from ORT and FBT are
correlated. For reasons of clarity, SISO systems are considered at first, before the general MIMO
case is examined.
3.1 SISO systems
Let system (1) be a SISO system with transfer function
g(s) =
b0 + b1 · s+ . . . + bτ · s
τ
a0 + a1 · s+ . . .+ an−1 · sn−1 + sn
, τ < n. (13)
Without loss of generality, it is assumed that the system matrices are given in controllable canonical
form, i.e.
A =

0 1 · · · 0
...
...
. . .
...
0 0 · · · 1
−a0 −a1 · · · −an−1
 , B =

0
...
0
1
 , CT =

b0
...
bτ
0
 . (14)
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Then, the regulator equations (12) read
pi1
pi2
...
pin
S =

0 1 · · · 0
...
...
. . .
...
0 0 · · · 1
−a0 −a1 · · · −an−1


pi1
pi2
...
pin
+

0
...
0
1
Γ (15a)
Q =
[
b0 · · · bτ 0 · · · 0
]

pi1
pi2
...
pin
 , (15b)
where the matrix Π is split into its row vectors. From the first n− 1 equations in (15a), it follows
that
pik = pi1S
k−1, k = 2, . . . , n. (16)
Taking this into account, the last equation in (15a) can be written as
Γ = pi1 (a0Ir + a1S + . . . + an−1S
n−1 + Sn)︸ ︷︷ ︸
N
= pi1N . (17)
Furthermore, from (15b) and (16), we get
Q = pi1 (b0Ir + b1S + . . .+ bτS
τ )︸ ︷︷ ︸
M
= pi1M . (18)
Note that the coefficients b0, . . . , bτ are the coefficients of the zero polynomial of the plant (cf.
(13)). From the Cayley-Hamilton theorem (Gantmacher, 1959), it is clear thatM is regular if and
only if no plant zero coincides with an eigenvalue of the exosystem. In this case, (18) yields
pi1 = QM
−1 (19)
and, finally, the solution of the regulator equations reads
Π =

QM−1
QM−1S
...
QM−1Sn−1
 , Γ = QM−1N . (20)
The above derivation is also a proof for Proposition 3.
Theorem 1: Given system (13) or (14) has no zero dynamics, i.e. δ = n, ORT and FBT lead to
the same control law.
Proof. First note that τ = 0 for δ = n, and y = b0 · x1 is a flat output. Thus, as described for the
FBT approach, taking the error dynamics
(y(n) − yd (n)) + . . . + p1(y˙ − y˙
d) + p0(y − y
d) = 0 (21)
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and considering (14), we get
u = −k1 · x1 − k2 · x2 − . . .− kn · xn +
1
b0
(p0 · y
d + p1 · y˙
d + . . .+ yd (n))
= −
[
k1 k2 · · · kn
]︸ ︷︷ ︸
K
x+
1
b0
[
p0 p1 · · · 1
]
︸ ︷︷ ︸
F
yd∆, (22)
with ki = pi−1− ai−1 and y
d
∆ =
[
yd y˙d · · · yd (n)
]T
. The controller gain K and pre-filter F are
determined by the parameters pk which are the coefficients of the specified error dynamics (21).
In the ORT approach, the tracking controller is given by
u = −Kx+ (KΠ+ Γ)ω. (23)
Furthermore, with (20) and M−1 = 1
b0
Ir, we have
Πω =
1
b0

Qω
QSω
...
QSn−1ω
 = 1b0

yd
y˙d
...
yd (n−1)
 (24a)
Γω =
1
b0
Q(a0Ir + a1S + . . . + an−1S
n−1 + Sn)ω (24b)
=
1
b0
(a0 · y
d + a1 · y˙
d + . . .+ yd (n)). (24c)
Therefore, the tracking controller can be written as
u = −
[
k1 k2 · · · kn
]︸ ︷︷ ︸
K
x+
1
b0
[
k1 + a0 k2 + a1 · · · 1
]
︸ ︷︷ ︸
F
yd∆. (25)
Substituting ki + ai−1 = pi−1, (25) is exactly the same as (22).
It should be noted that the coefficients of the closed-loop characteristic polynomial are ki+ ai−1
(since the system is in controllable canonical form). Thus, choosing ki = pi−1 − ai−1, the closed-
loop characteristic polynomial and the tracking error dynamics (21) are both determined by the
coefficients pi−1.
The above result shows that for systems without zero dynamics, ORT and FBT lead to the same
control law. Thus, the following is a logical consequence.
Corollary 1: In the ORT approach, the reference trajectory does not need to be determined by an
exosystem of the form (10) if the plant has no zero dynamics.
For systems without zero dynamics, we only need to know yd and its time derivatives up to the
order yd (n), like in the FBT approach. If there are zero dynamics, i.e. τ > 0, reformulating the
feedforward part of the tracking controller as in (24) is not possible and the exosystem matrices
S and Q appear in the control law (25). The next result presents how the ORT controller can be
converted into a FBT-like control law even if the plant is determined by zero dynamics.
Corollary 2: An exosystem formulation can be omitted if the plant zeros are canceled by closed-
loop poles.
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Proof. Given that τ > 0 and taking (20) into account, the tracking controller (23) is written as
u = −Kx+QM−1
(
k˜1Ir + . . .+ k˜nS
n−1 + Sn
)
︸ ︷︷ ︸
KS
ω, (26)
with k˜i = ki + ai−1. Furthermore, the controller gains can be chosen such that
KS =
(
k1Ir + . . . + kτ+1S
τ
)(
k̂1Ir + . . .+ k̂δS
δ−1 +
1
kτ+1
Sδ
)
, (27)
where ki and k̂j are the free parameters and δ = n − τ . Including (27) into (26), we see that for
ki = bi−1 the matrix M
−1 cancels out, leading to
u = −Kx+Q
(
k̂1Ir + . . .+ k̂δS
δ−1 +
1
bτ
Sδ
)
ω (28a)
= −Kx+
(
k̂1 · y
d + . . .+ k̂δ · y
d (δ−1) +
1
bτ
· yd (δ)
)
. (28b)
Note that the choice ki = bi−1 implies pole-zero cancellations in the closed-loop system (A −
BK,B,C). However, (28) depends only on yd, y˙d, . . . , yd (δ) and the exosystem can be omitted.
Corollary 2 is not surprising since the transfer function of the closed-loop system is given by
g(s) =
b0 + . . .+ bτ · s
τ
k˜1 + k˜2 · s+ . . . + sn
=
b0 + . . .+ bτ · s
τ
k1 + . . .+ kτ+1 · sτ
·
1
k̂1 + . . .+
1
kτ+1
sδ
,
and choosing ki = bi−1 yields
g(s) =
1
k̂1 + . . .+ k̂δsδ−1 +
1
bτ
sδ
. (29)
Transfer function (29) describes a zero free system with reduced dynamical order δ = n − τ for
which Theorem 1 is applicable.
It is clear that Corollary 2 is only useful for minimum phase systems since for non-minimum
phase systems the cancellation of zeros leads to an unstable behavior. Summarizing the results of
Corollary 1 and 2, we conclude that the ORT tracking controller can be converted into a FBT-like
control law. This also implies that for the ORT approach, the exosystem can be omitted in case of
minimum phase systems. Only yd and its time derivatives up to order yd (δ) are needed for output
tracking as in the FBT approach. It should be noted that for the ORT approach, the controller
gain does not need to be determined as in Corollary 2, but then the reference trajectory must be
provided by an exosystem. Thus, in contrast to the FBT approach, the ORT approach can handle
unstable zero dynamics, albeit at the expense of the treatable class of reference trajectories.
The results presented for SISO systems are extended to the MIMO case in the following.
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3.2 MIMO systems
Since system (1) is controllable, we can transform its system matrices into the MIMO controllable
canonical form (3). In addition, it is always possible to choose u = −K˜x˜+ F˜ u˜ such that
˙˜x = (A˜− B˜K˜)︸ ︷︷ ︸
A′
x˜+ B˜F˜︸︷︷︸
B′
u˜ (30)
with
A′ =

A′11 0 · · · 0
0 A′22 · · · 0
...
...
. . .
...
0 0 · · · A′mm
 , B′ =

B′11 0 · · · 0
0 B′22 · · · 0
...
...
. . .
...
0 0 · · · B′mm
 , (31a)
A′ii =

0 1 · · · 0
...
...
. . .
...
0 0 · · · 1
0 0 · · · 0
 , B′ii =

0
...
0
1
 . (31b)
This means that system (30) is described by integrator chains of length κi. Note that C˜ has no
specific structure. Since such input and state transformations are always possible for controllable
systems, in the following it is assumed that the MIMO system (1) is determined by
x˙ =
A11 · · · 0... . . . ...
0 · · · Amm
x+
B11 · · · 0... . . . ...
0 · · · Bmm
u (32a)
y =
C11 · · · C1m... . . . ...
Cm1 · · · Cmm
x, (32b)
where Aii and Bii are given as in (31). (The symbols ˜ and ′ are omitted for simplicity.)
Furthermore, we assume that the exosystem matrices are specified by
S =
S1 · · · 0... . . . ...
0 · · · Sm
 and Q =
Q1 · · · 0... . . . ...
0 · · · Qm
 , (33)
i.e. every reference output is described by its own exosystem Sk ∈ R
rk×rk , Qk ∈ R
1×rk . This
assumption is not restrictive since every output has (usually) its own reference trajectory.3
Partitioning the matrices Π and Γ in (12) asΠ11 · · · Π1m... . . . ...
Πm1 · · · Πmm
 and
Γ11 · · · Γ1m... . . . ...
Γm1 · · · Γmm
 , (34)
3The assumption can be relaxed for the subsequent steps, but it considerably simplifies the derivations.
10
it is not hard to see that
ΠijSj = AiiΠij +BiiΓij, i, j ∈ {1, . . . ,m}. (35)
Note that Aii and Bii are given as in (31b). With the result presented in Section 3.1, it follows
immediately that
Πij =

pi1ij
pi1ijSj
...
pi1ijS
κi−1
j
 and Γij = pi1ijSκij . (36)
Hence, the only unknowns are the row vectors pi1ij (i, j ∈ {1, . . . ,m}), which can be determined
from the second regulator equation (12b):Q1 · · · 0... . . . ...
0 · · · Qm
 =

∑m
l=1C1lΠl1 · · ·
∑m
l=1C1lΠlm
...
. . .
...∑m
l=1CmlΠl1 · · ·
∑m
l=1CmlΠlm
 . (37)
Let Cij =
[
c0ij c
1
ij · · · c
κj−1
ij
]
, the entries in the k-th column block of (37) are given by
m∑
l=1
pi1lk
κl−1∑
ν=0
cνilS
ν
k︸ ︷︷ ︸
Mkil
=
{
Qk, i = k,
0, i 6= k.
(38)
The index in M kil ∈ R
rk×rk denotes the l-th summand of the i-th block entry in the k-th column
block. Now, (38) can be rearranged to[
pi11k · · · pi
1
mk
]
M k =
[
0 · · · Qk · · · 0
]
(39a)
with the square matrix
Mk =
Mk11 · · · Mkm1... . . . ...
M k1m · · · Mkmm
 ∈ Rmrk×mrk . (39b)
Thus, given that Mk is regular, the solution reads[
pi11k · · · pi
1
mk
]
=
[
0 · · · Qk · · · 0
]
M−1k . (40)
Remark 5: A simple construction rule for Mk is
Mk = Sk(C
T ⊗ Irk) (41a)
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where Sk ∈ R
mrk×nrk is defined as
Sk =
Irk Sk · · · S
κ1−1
k · · · 0 0 · · · 0
...
...
...
. . .
...
...
...
0 0 · · · 0 · · · Irk Sk · · · S
κm−1
k
 . (41b)
From (40), it is clear that the solvability of the regulator equations depends on the invertibility
of the matrices M k, k = 1, . . . ,m. Hence, we have to check the regularity of Mk.
Proposition 4: Mk is regular if and only if no invariant system zero coincides with an exosystem
eigenvalue, i.e. if rank (R(λ)) = n+m for every λ which is an eigenvalue of S.
The proof of Proposition 4 is given in Appendix A. The following theorem summarizes the results.
Theorem 2: Given a plant in canonical form (31)–(32) and let the exosystem be described as in
(33). Then, provided that Mk (defined as in (41)) is regular, the solution of the regulator equations
is determined by (36) and (40).
Remark 6: Taking (30) and (A˜, B˜, C˜) = (T˜AT˜
−1
, T˜B,CT˜
−1
) into account, the solution of the
regulator equations for the original system (1) is given by
Πorig = T˜
−1
Π, Γorig = F˜Γ− K˜Π.
Theorem 2 provides an analytic solution of the regulator equations for MIMO systems in control-
lable canonical form. However, the canonical form (32) is not well suited to compare the ORT and
FBT methods. Therefore, given the system output is flat, an alternative solution will be presented
which is better suited to compare both methods. Let us consider the transformation matrix
T =

C1
...
C1A
δ1−1
...
Cm
...
CmA
δm−1

∈ Rδ×n, (42)
where Ck is the k-th row vector of C. Note that rank (T ) = δ (cf. Appendix B). Furthermore, as-
sume that y is a flat output such that δ = n and T is a square matrix. Applying the transformation
(42), we get A′ = TAT−1 as in (31) and
C ′ = CT−1 =
C
′
11 · · · 0
...
. . .
...
0 · · · C ′mm
 , with C ′kk = [1 0 · · · 0] . (43)
Due to the definition of the relative degrees, the input matrix changes to
B′ = TB =
[
0 · · · (d⋆1)
T · · · 0 · · · (d⋆m)
T
]T
, (44)
with d⋆k = CkA
δk−1B. It can easily be checked that A′ has the same integrator chain form as
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before. The transformed system (A′,B′,C ′) is suitable to prove the following claim.
Theorem 3: ORT and FBT approach lead to the same control law for systems with δ = n, i.e.
Theroem 1 also holds for MIMO systems.
Proof. First note that the output of (A′,B′,C ′) is a flat output (since δ = n). Thus, as described
in Section 2.1, for the FBT controller we consider the error differential equations
(y
(δ1)
1 − y
d (δ1)
1 ) +
δ1−1∑
k=0
p1k(y
(k)
1 − y
d (k)
1 ) = 0 (45a)
...
(y(δm)m − y
d (δm)
m ) +
δm−1∑
k=0
pmk(y
(k)
m − y
d (k)
m ) = 0, (45b)
leading to
D⋆u− ydδ + P (x− y
d
∇) = 0, (46)
with
D⋆ =
[
(d⋆1)
T · · · (d⋆m)
T
]T
, ydδ =
[
y
d (δ1)
1 · · · y
d (δm)
m
]T
yd∇ =
[
yd1 y˙
d
1 · · · y
d (δ1−1)
1 · · · y
d
m y˙
d
m · · · y
d (δm−1)
m
]
T
,
P =
p10 · · · p1δ1−1 · · · 0 · · · 0... ... . . . ... ...
0 · · · 0 · · · pm0 · · · pmδm−1
 .
Therefore, the control law
u = −(D⋆)−1
(
P (x− yd∇)− y
d
δ
)
(47)
achieves the desired tracking behavior. Note that the inverse (D⋆)−1 exists, which follows from
(44). Since T is a regular matrix and rank (B) = m, it is clear that rank (B′) = m and, therefore,
rank (D⋆) = m.
Next, we consider the ORT approach. Apparently, for u = (D⋆)−1u′ we get completely decoupled
SISO systems where the k-th SISO system is zero free with dynamical order δk (the k-th transfer
function reads yk(s)/u
′
k(s) = 1/s
δk). Thus, we can use the results of Section 3.1 and the ORT
tracking controller for the k-th SISO system is given by (cf. (25))
u′k = −
[
pk0 · · · pkδk−1
]
xk +
[
pk0 · · · pkδk−1 1
]
yd∆,k (48)
or after some rearrangements
u′k = −
([
pk0 · · · pkδk−1
]
(xk − y
d
∇,k)− y
d (δk)
k
)
, (49)
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with
yd∆,k =
[
(yd∇,k)
T y
d (δk)
k
]
T
,
yd∇,k =
[
ydk y˙
d
k · · · y
d (δk−1)
k
]T
,
xk =
[
x∑k−1
j=1
δj+1
· · · x∑k
j=1
δj
]
T
.
Stacking the vectors together for all k = 1, . . . ,m, i.e.
yd∇ =
[
(yd∇,1)
T · · · (yd∇,m)
T
]T
,
x =
[
xT1 · · · x
T
m
]T
,
u′ is given by
u′ = −
(
P (x− yd∇)− y
d
δ
)
,
and
u = (D⋆)−1u′ = −(D⋆)−1
(
P (x− yd∇)− y
d
δ
)
(50)
which is identical to (47).
From the above prove, it is clear that Corollary 1 is also true in the MIMO case. Furthermore,
similar to Corollary 2, we have the following result for MIMO systems with δ < n.
Corollary 3: Given that D⋆ is invertible, the invariant zeros can be compensated by closed-loop
poles and an exosystem formulation can be omitted.
Proof. Let us define the matrix
T n =

T
tδ+1
...
tn
 ∈ Rn×n, (51)
where T is determined as in (42) and tδ+1, . . . , tn are chosen such that T n is regular. For the
transformed system An = T nAT
−1
n , Bn = T nB, Cn = CT
−1
n , we get
An =
[
A′ Aδ
Aφ Aη
]
, Bn =
[
B′
Bη
]
, Cn =
[
C ′ 0
]
,
with A′ ∈ Rδ×δ ,B′ ∈ Rδ×m,C ′ ∈ Rm×δ as before, and
Aδ =
Aδ,1...
Aδ,m
 ∈ Rδ×(n−δ), Aδ,k =

0 · · · 0
...
...
0 · · · 0
⋆ · · · ⋆
 ∈ Rδk×(n−δ). (52)
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The matrices Aφ ∈ R
(n−δ)×δ , Aη ∈ R
(n−δ)×(n−δ) and Bη ∈ R
(n−δ)×m do not have any specific
structure. Let us denote the last row of Aδ,k as A
⋆
δ,k and A
⋆
δ =
[
(A⋆δ,1)
T · · · (A⋆δ,m)
T
]T
. Then,
provided thatD⋆ is invertible, we can design a feedback controller with gainKn = (D
⋆)−1
[
0 A⋆δ
]
such that the closed-loop system matrix reads
An −BnKn =
[
A′ 0
Aφ A
′
η
]
, with A′η = Aη −Bη(D
⋆)−1A⋆δ . (53)
The dynamics A′η are not observable and represent the internal dynamics of the system. The
reduced system (A′,B′,C ′) – with dynamical order δ – has no zero dynamics and Theorem 3
is directly applicable for it. This means that, like in the SISO case, we can compensate the zero
dynamics by an appropriate feedback and design the tracking controller without an exosystem.
Note that the eigenvalues of the internal dynamics A′η are the invariant zeros of the plant. If
there are invariant zeros in the closed right half of the complex plane, the controller Kn leads to
an unstable closed-loop behavior.
Additionally to the minimum phase characteristics of the plant, there is another restriction on
the zero compensation approach in case of MIMO systems. For the compensation gain Kn, it is
required that D⋆ is invertible. Thus, the compensation approach is only applicable for systems
with regular D⋆.
Remark 7: For δ = n, D⋆ is regular as shown in the proof of Theorem 3, but for δ < n this must
not be true.
It should be noted that if the FBT approach is directly applied to systems with δ < n, this
results into the zero compensation method described above. Then, the error dynamics (45)–(46) or
the tracking controller (47) leads to an input-output decoupled system for which the internal zero
dynamics are made unobservable by pole-zero compensations. In this case, the regularity of D⋆
is a necessary (and sufficient) condition for the zero compensation or input-output decoupling (cf.
e.g. (Falb & Wolovich, 1967)), and leads to unstable closed-loop dynamics for non-minimum phase
systems. However, the ORT approach enables tracking even if the system is non-minimum phase
or if D⋆ is singular. The only requirement is that the plant is stabilizable and that no invariant
zero coincides with an eigenvalue of the exosystem. It is not necessary to compensate the zero
dynamics, but then the reference trajectory must be provided by an exosystem.
4. Conclusion
Two different approaches for the trajectory tracking problem of multivariable linear systems have
been considered: the output regulation theory (ORT) and the flatness based tracking (FBT). It has
been shown that both methods lead to identical tracking controllers if the output of the plant
is flat. Moreover, an analytic solution of the regulator equations has been derived which sheds
new light into the tracking controller of the ORT. Based on this solution, the connection to the
FBT approach has been discussed and it has been shown that an exosystem formulation for the
reference trajectory can be omitted if the controller parameters are chosen appropriately. In case of
non-minimum phase systems, however, this special choice leads to an unstable closed-loop behavior.
An interesting point for future research would be to extend the results of this paper to nonlinear
systems. One of the main difficulties is to find an analytic solution of the regulator equations which
in the nonlinear case are partial differential equations. Presumably, a solution in closed form may
be impossible to find.
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Appendix A. Proof of Proposition 4
Let us define the matrices Ξk ∈ R
(n−m)rk×nrk and Ψk ∈ R
nrk×(n−m)rk :
Ξk =

0 −Irk · · · 0
...
...
. . .
...
0 0 · · · −Irk
 (κ1 − 1) · rk rows
. . .
(κm − 1) · rk rows

0 −Irk · · · 0
...
...
. . .
...
0 0 · · · −Irk

Ψk =

Sk 0 · · · 0
−Irk Sk · · · 0
0 −Irk
. . .
...
...
...
. . . Sk
0 0 · · · −Irk

κ1 · rk rows
. . .
κm · rk rows

Sk 0 · · · 0
−Irk Sk · · · 0
0 −Irk
. . .
...
...
...
. . . Sk
0 0 · · · −Irk

where the empty entries are all zero. Then, the following equation holds[
Ξk
Sk
]
︸ ︷︷ ︸
Θk
[
Ψk C
T
k
]
︸ ︷︷ ︸
Zk
=
[
Φk ΞkC
T
k
0 Mk
]
(A1)
with
Φk = ΞkΨk =

Irk −Sk · · · 0
0 Irk
. . .
...
...
...
. . . −Sk
0 · · · · · · Irk
 ∈ R(n−m)rk×(n−m)rk .
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Note that Θk on the left-hand side of (A1) is regular since there is exactly one identity matrix in
every column and row block. Therefore, the regularity of the matrix on the right-hand side of (A1)
depends on the regularity of Zk. Obviously, Φk is a regular matrix, thus, Mk is regular/singular
if Zk is regular/singular. However, Zk is regular if and only if no invariant system zero coincides
with an exosystem eigenvalue. To see this, consider the Rosenbrock’s system matrix
R(λ) =

λ −1 · · · 0 0
0 λ
. . .
... 0
...
...
. . . −1 0
0 0 · · · λ −1
. . .
. . .
λ −1 · · · 0 0
0 λ
. . .
... 0
...
...
. . . −1
...
0 0 · · · λ −1
C 0

. (A2)
Expanding from the last m columns, it is clear that rank (R(λ)) = rank
(
R(λ)
)
, where R(λ) is the
matrix which results from deleting the last m columns and the rows
∑j
i=1 κi for all j = 1, . . . ,m:
R(λ) =

λ −1 0 · · · 0
0 λ −1 · · · 0
...
...
. . .
. . .
...
0 0 · · · λ −1
. . .
λ −1 0 · · · 0
0 λ −1 · · · 0
...
...
. . .
. . .
...
0 0 · · · λ −1
C

. (A3)
Note that R(λ) is singular for every λ which is an invariant zero of the system or, equivalently, the
invariant zeros are the roots of the polynomial P (λ) = det
(
R(λ)
)
. Comparing (A3) with Zk, it
can be seen that ZTk is equal to (R(λ)⊗ Irk) if λ is replaced by Sk, i.e. Z
T
k = (R(λ)⊗ Irk)|λ=Sk .
Using determinant and Kronecker product rules, we know that the following identity holds:
det
(
R(λ)⊗ Irk
)
= det
(
R(λ)
)
det (Irk) = det
(
R(λ)
)
= P (λ). Thus, by the Cayley-Hamilton
theorem, the matrix P (Sk) = (P (λ) ⊗ Irk)|λ=Sk is regular if and only if no invariant zero of the
plant coincides with an eigenvalue of Sk. This implies that Zk is regular and since regularity of
Mk is equivalent to regularity of Zk, Proposition 4 is proved.
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Appendix B. Rank of transformation matrix T
It is shown that the rank of the matrix T in (42) is δ. The proof is inspired by (Lohmann, 1991)
and given as follows. Consider the equation[
λijIn −A −B
C 0
] [
vij
wij
]
=
[
0
ei
]
, i = 1, . . . ,m, j = 1, . . . , δi, (B1)
where ei is the unit vector with the i-th element equal to 1 and all other elements 0. The matrix on
the left-hand side of equation (B1) is the Rosenbrock’s system matrix. Thus, choosing λij different
from the invariant zeros, (B1) can be solved for vij and wij . In this case, the second row block of
(B1) yields
Ckvij =
{
1, k = i,
0, k 6= i.
(B2)
Multiplying the first row block of (B1) with Ck, . . . ,CkA
δk−2 leads to
CkAvij +CkB︸ ︷︷ ︸
0
wij =
{
λij , k = i,
0, k 6= i,
(B3a)
...
CkA
δk−1vij +CkA
δk−2B︸ ︷︷ ︸
0
wij =
{
λδi−1ij , k = i,
0, k 6= i.
(B3b)
Eqs. (B2) and (B3) are written in a more compact way as
 Ck...
CkA
δk−1
 vij =
{
Λij, k = i,
0, k 6= i,
with Λij =

1
λij
...
λδi−1ij
 .
This procedure is repeated for all j = 1, . . . , δi, leading to Ck...
CkA
δk−1
 [vi1 · · · viδi]︸ ︷︷ ︸
V i
=
{
Λi, k = i,
0, k 6= i,
(B4)
with Λi =
[
Λi1 · · · Λiδi
]
. Writing (B4) for all k, i ∈ {1, . . . ,m} in a matrix, it can easily be seen
that
T
[
V 1 · · · V m
]︸ ︷︷ ︸
V ∈Rn×δ
=
Λ1 · · · 0... . . . ...
0 · · · Λm
 ∈ Rδ×δ, (B5)
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where T is given as in (42). Note that the matrices
Λi =

1 · · · 1
λi1 · · · λiδi
...
...
λδi−1i1 · · · λ
δi−1
iδi
 ∈ Rδi×δi
are Vandermonde matrices which are regular if all the numbers λij are distinct. Thus, for distinct
λij , the matrix on the right-hand side of (B5) is regular. But this is only possible if the rank of
both matrices T and V on the left-hand side of (B5) is δ.
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