Abstract -This paper analyzes immersed interface difference schemes for onedimensional reaction-diffusion equations with singular own linear and nonlinear sources. Error bounds in the infinity norm based on the maximum principle are derived. Sharper bounds and a more detailed structure of the error are obtained using the asymptotic error expansion analysis method. Numerical examples confirm the theoretical results.
Introduction
Many interesting physical problems involve interfaces. The immersed interface method (IIM) developed by R. Leveque and Z. Li [10] and Z. Li [11] solves elliptic equations with jump relations on the interface Γ (point in 1D, curve in 2D, and surface in 3D problems)
where u is the solution, v is the flow, and U (.), V (.) are known functions defined on the interface. The IIM has been successfully implemented for 1D, 2D, and 3D elliptic equations [12, 14] and nonlinear parabolic equations with fixed and moving interfaces [13, 15, 25] in the case of (1) . Some processes in chemistry (catalytic reactors with localized chemical reactions [1, 2] ), biology (chemically active membranes [19] ), electrodynamics [3] generate their own, intrinsic for the concrete phenomena concentrated sources which can be described by the interface relations
The IIM was applied to 1D nonlinear parabolic problems and 2D problems in the case of line interface at interface relations of the form of (2) by J. Kandilarov [7] , L. Vulkov and J. Kandilarov [9, 24] and for elliptic problems by B. Jovanovic, J. Kandilarov, and L. Vulkov [6] .
The IIM uses a regular (uniform) mesh to obtain a high-order accuracy (usually O(h the stencil) by incorporating the jump conditions and the interface at the discretization. R. Leveque and Z. Li [10] and A. Wiegmann [25] use the local coordinates near to interface and obtain O(h) truncation error on 6-point stencil for two-dimensional elliptic problems with jump conditions of the form of (1) . So far this technique is not extended to (2) in the general case of curvelinear interface.
Other difference methods are discussed in [23] . The purpose of this paper is to study the error of the IIM for one-dimensional reactiondiffusion problems with jump relations (2) . In Section 2, we discuss the continuous problems. We start our numerical analysis with the description of IIM schemes in Section 3. In Section 4, by constructing non-negative comparison functions, we derive error bounds in the infinite norm for the numerical solutions of the linear and nonlinear problems. The asymptotic error expansion is used in Section 5 for further reveal the detailed structure of the error in Section 4. Numerical examples are discussed in Section 6.
Continuous problems
Consider the one-dimensional reaction-diffusion problem
where K 1 , K 2 , ..., K S are real valued functions. We assume that β(x) is a piecewise smooth function which may have a finite jump at interfaces ξ 1 (Ω), m 1. By integrating (3), we go to the equivalent formulation of (3)-(4) 
Further we will omit the subscript in these jump relations. Let us introduce the domain of the exact solution of problem (3), (4)
and its neighborhood
Single interface
The main results of this paper can be explained in the case of a single interface, i.e., S = 1,
. We start with the following:
The proof is very similar to that in [4] for the case K = 0 and we omit it here. Let us define the functions Φ 1 , Φ 2 so that
and the constant
,
Proof. By the maximum principle it is easily to show for x ∈ Ω that
from which the lemma follows.
As a result of Lemmas 2.1 and 2.2, we have (4) (or equivalently (5) , (6) , (4) ) has a unique solution.
(ii) Let K be a bounded function on every bounded domain [a, b] and (4) has a unique solution and
Proof. (i) The existence proof is by construction. Let y i , i = 1, 2 be particular solutions of the equations
Consider the function
with constants A, B chosen such that the jump relations (6) are satisfied. It can easily be shown that if K = K * , A, B can be determined in a unique way. Uniqueness can be obtained by a weak formulation of the problem and application of Fredholm alternatives [17] . The proof is large and inessential for the aims of the present paper.
(ii) As in (i) we try to find the solution in the form of (9) . From (6) for the constants A, B we have a system of two equations: a linear and a nonlinear one. After elimination of A we get the nonlinear equation for B:
where
We will prove that (10) has a unique solution. From (7) it follows that P (ξ) < 0, Φ 1 (ξ) > 0, Φ 2 (ξ) > 0. Then, the left-hand side l(B) is a decreasing function of B, while the right-hand side r(B) is an increasing function of B, which proves the uniqueness.
Let us now assume that equation ( 
which is impossible because K(u) is a bounded function on (−∞, ∞). If we assume that the second inequality holds, then, in a similar way, one comes to a contradiction. Now we turn to establish the estimate (8) . We linearize the right jump relation in (6) as follows:
Then the application of Lemma 1 to Ψ ± leads at once to the desired bound (8) .
We have assumed in (ii) that 0 ∈ D u . The estimate (8) can be easily extended to the general case.
Many interfaces
If there exist more than one interfaces, similar results can be obtained. Let us consider the problem (3), (4) for S = 2. It is easy to prove for the linear case
is a unique solution of (3), (4) . Indeed, to determine the unknown constants A, B, C, D, we get from the jump condition (6) a linear system of algebraic equations. According to Cramer's rule, it has a unique solution since the determinant of the system
and we use the inequality
In the nonlinear case we again seek the solution u in the form of (11) . Now, from the left jump conditions of (6) we eliminate the constants A, D and for B, C we obtain a system of two nonlinear algebraic equations
and * means − for i = 1 and + for i = 2. We have the following theorem. (4) (or equivalently (5) , (6) , (4) ) has a unique solution.
(ii) Let K s , s = 1, 2 be a bounded functions on every bounded domain [a, b] and (4) has unique solution and
The proof is similar to the proof of Theorem 1.
Construction of IIM finite difference approximations
There are a few different methods available to solve equation (3) numerically (see review [8] ). Here we only consider the finite-difference (FD) scheme using the IIM [10, 11, 25] .
Linear case
Then a three-point FD approximation to equation (3) for the case of the single interface K s (u) = Ku reads as follows:
Here
. At a regular grid point, which means i = I, I + 1, L h is defined, as usual, central FD approximation
To compute the LTE at irregular grid points x I , x I+1 , we use the Taylor series for
where u
xx , which we find from (6) and (5) respectively
To compute the LTE we need
Then, after some algebra, we find for the LTE
Let us denote ρ
we have the following linear system
In order to have T I = O(h), we take C I of the form
At the other irregular grid point x I+1 the γ-coefficients can be found from (14) by the substitutions β
Lemma 3.1. Let the requirements in Section 2 for the coefficients of the differential problem (5)-(6) be fulfilled. If
then the coefficients γ i,l , i = I, I + 1, l = 1, 2, 3 of scheme (12) are determined in a unique manner.
Proof. First we consider the case where β
is continuous. Then, if ∆ I = 0, the solution of (14) can easily be obtained in the closed form:
Since
since the coefficients at β
in the numerator cannot simultaneously be zero. At the other irregular grid point x I+1 the proof is similar. For the general case where β − x = 0 or β + x = 0 or [k] = 0, the solution of the coefficients will be different from (15) . However, the solution of the linear system of equations is a continuous function of the entries of the matrix of coefficients and in (14) these entries involving β ± x and [k] are higher-order terms of h. Therefore, we can conclude that if h is sufficiently small the solution of the coefficients at the irregular grid point x I can be found from (15) and (16) (similarly to the node x I+1 ) with a correction of the higher-order term of h.
Nonlinear case
Let now K(u) be a nonlinear function. At regular grid points the problem is linear and the scheme is the same. For the LTE at the irregular point x I for the case [k] = 0 we have (analogously to the linear case)
Making the coefficients of u
− xx vanish¡ we get the following linear system for the γ-coefficients:
In order to have an LTE of order O(h) in T I , we take
where for K(u − ) we use the one-sided interpolation formula
At the irregular point x I+1 we have the following system:
and the correction term is
For K(u + ) we use
In the case that β
= 0, the obtained difference scheme can be written in the form of (12), where, besides (13), we add
and
Remark 1. . ∆ I , ∆ I+1 are positive for arbitrary h and ξ and hence the formulas for γ i,l i = I, I + 1, l = 1, 2, 3 are correct.
Many interfaces
If there are more interfaces than one, similar results can be obtained if there are at least two grid points between any two distinct interfaces. For i = 1, ..., N − 1, i = I s , I s + 1 we get the equations
and for s = 1, ..., S
We seek the mesh solution in the form
Plugging it into (23), we solve the linear systems of equations for three groups of unknowns {z i }, {v
Is i } and {v
Is+1 i
}. In the numerical experiments, we use the three-stage algorithm developed in [9] :
• first, in (24) we eliminate all unknowns except y I s , y I s +1 , s = 1, ..., S;
• second, using an iteration method for the system of 2S nonlinear equations, we find y I s , y I s +1 , s = 1, ..., S;
• third, we find the other unknowns using the exact recurrent formulas (25).
Stability and convergence analysis based on the maximum principle
In the theory of numerical solution of differential equations, the maximum principle is of a great interest [16, 18, 20, 21] . In particular, it is used to investigate the stability and convergence of the difference solution in a uniform norm.
Linear case
With the maximum principle satisfied, we now prove the stability and convergence of the IIM difference scheme. We will follow the formulation used in [18] . The following lemma is a straightforward modification of Theorem 6.1 and 6.2 of [18] (see also [5] ). 
(ii) The truncation error of the difference scheme at the grid point x i satisfies
Then the global error of the approximate solution from the difference scheme at the mesh points is bounded by
We are now in a position to provide the error estimate for scheme (12) . The reasoning is similar to that of Section 4 in [5] and we will be short.
Assuming that β(x) is sufficiently smooth in each sub-domain, we introduce the following comparison function:
where E 1 is a constant to be chosen later. We also need the following notation:
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where u x...x n (x) is the n-th derivative of the solution u for n = 1, 2, 3, 4.
Theorem 3. Assume that K 0 and the requirements in Section 2 for the coefficients of problem (3)-(4) hold and β(x)
is sufficiently smooth in each subdomain Ω 1 , Ω 2 . Then the error of the approximate solution obtained from scheme (12) is bounded by
where To prove the theorem for the irregular point x I , we estimate the numerators and the denominator of (15) . We begin with ∆ I . First let us consider the case that β The corresponding estimates for ∆ I,l , l = 1, 2, 3 are as follows:
The conclusion is that
Next we check for the comparison function (26)
Thus, from Lemma 4.1 estimate (27) follows. The case of β ± x = 0 and [k] = 0 can be justified by using the fact that the coefficients of the difference scheme at irregular grid points are continuous functions of the entries of the linear system (14).
Nonlinear case
Let us denote the error by z i = y i −u(x i ) and put y i in (12) with γ i,l , i = 1, ..., N −1, l = 1, 2, 3 as defined in (13) and (17)- (22) . For the error z i , i = 0, ..., N we get the linear system of equations
where γ i,l = γ i,l for i = I, I + 1, l = 1, 2, 3, and
For i = I, I + 1 we have the usual estimate
and hence
For i = I the LTE is
We denote
It follows that 
In a similar way we prove the statement (i) for i = I + 1.
For (ii) we only prove the inequality
It is obvious for ρ I = 0. Since K (u) is uniformly continuous, we can find a constant C such that
Ch for any |u − v| h, u, v ∈ D e u and h sufficiently small. Let ρ I > 0 and h 1/C 1/Cρ I , then
follows and hence
This provides γ I,1 + γ I,3 | γ I,2 | for sufficiently small h.
Remark 2. In Lemma 4.2 the additional condition for continuity of K (u) is necessary for the LTE of order O(h) and not for O(1).

Theorem 4. Let the assumptions in Lemma 4.2 be satisfied. Then for sufficiently small h the error of the approximate solution obtained by the IIM is bounded by
where Φ max and M are defined in Theorem 3.
Proof. We do again with the comparison function (26). We have
.
Analogously,
As a last step, we calculate from (26)
Applying Lemma 4.2, Lemma 4.1, and the inequalities for |T i |, i = 1, ..., N − 1 we have (28).
Convergence analysis based on asymptotic error expansion
The discretizations described in Section 3 are the approximations of the second-order of accuracy . Scheme (12) , (13) is stable, so the solutions u h at different grid levels h converge with second-order accuracy. Actually, we can make the statement very precise due to the technique proposed by Strang in [22] . The following lemma can be proved: 
r). Then there exists a piecewise smooth functionÛ that is an order
which are defined in (12) - (13) and (17)- (22) , at both regular and irregular points provided that the original solution u is sufficiently smooth in each subdomain.
Proof. Without loss of generality, we assume k ≡ 0.
, which, taking into account (12)-(13) leads to the necessity for the expressions at the degrees of h to be zero
(βu
At the boundary points x = 0 and x = 1 we requireÛ (
(x N ) = 0.
For i = I we have
From (19) we have
Using the system for the γ-coefficients (17), we get
Taking into account equations (29), we can simplify the expression as follows:
We seekÛ = u
. We collect the terms in h
Similarly, for i = I + 1 we obtain
From the first two equations of these systems we find
Note that the equation and the boundary and jump conditions for u (0) are identical to those of the original problem for u. From the assumption of uniqueness, we have u
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Therefore, it follows that
Thus, from the third equations of (30) and (31) we find [u (2) ] = 0, [βu
It is easy to check that u (1) ≡ 0 is a solution of the equation and boundary and jump conditions for u (1) . From the maximum principle, if K u 0, it follows that u (1) ≡ 0 is a unique solution.
From the fourth equations of (30) and (31) we find [u
where Q 1 , Q 2 , are expressions containing u (0) and its derivatives up to the third order at the interface. Similarly,
For u (2) and higher order expansions u and its derivatives. This fact can be proved using a weak formulation of the problems and the Hilbert spaces theory [17] . Therefore,Û = u + O(h 2 ). 
Lemma 5.2. For the functionÛ defined in Lemma 5.1 the relation
Ê h ∞ Ĉ 2 h 2 ,(32)whereÊ h =Û − yu(x i ) − y i ∞ Ĉ 1 h 2 , whereĈ 1 = u (2) ∞ + O(1).
Numerical examples
In this section, we give three examples to illustrate the analytical results obtained in the previous sections.
Example 1. Constant diffusion coefficients.
For problem (3) we take ξ = 0.5,
. The exact solution is
In Table 1 , a mesh-refinement analysis is given for ε = 1. Here E N ∞ is the error between the exact solution and the computed solution in the maximum norm
The rate of convergence m is calculated by the formula
The results for m confirm the second order of convergence proved in Sections 4 and 5. By the same Example 1 we make a second test for two different values of the parameter ε: ε 1 = 0.001 and ε 2 = 0.01. The results are listed in Table 2 . We observe that In Table 3 , the error of the solution with ε 1 = 0.001 and ε 2 = 0.01 is presented. Again, the ratio between the errors is close to (ε 2 /ε 1 ) 2 = 100, which clearly suggests that u xxx is the major contributing factor for this example and confirms that Theorem 5 is more sharper bound for the numerical solution. We present the results for different choices of the constants β 1 , β 2 , and ξ in Table 4 . Note that u ∞ is the maximum of the exact solution and is equal to the constant A. We use the standard Newton method combined with a variant of the contrary progonal method. The number of iterations varies from two to four. All results confirm the second-order convergence of the numerical solution to the exact one. 
Conclusions
In this paper, we have shown the second-order convergence of the immersed interface method for a model reaction-diffusion problem with linear and nonlinear own sources. We have also discussed the detailed error behavior using the asymptotic analysis. The analysis should be valid for corresponding parabolic problems. The proposed IIM has the following advantages:
• it uses uniform grids and there is no cost for grid generation;
• it can be applied to moving interface problems and 2D problems.
