Abstract. The aim of the highly successful workshop Computationally and statistically efficient inference for large-scale and heterogeneous data was to foster dissemination and collaboration between researchers in the area of highdimensional and large-scale data analysis. The field has grown tremendously over the last decade. Faced with ever larger data sets, many algorithms have emerged in computer science, machine learning and statistics that allow computationally efficient manipulation and model fitting on large datasets. Yet the mathematical and statistical properties of these algorithms are only just beginning to be understood. Advancing the field is important to avoid many misleading scientific discoveries based on pure data manipulation without the accompanying mathematical insights. The talks and discussions at the workshop covered the latest advances from optimization to statistical error control for large-scale data analysis.
Introduction by the Organisers
The workshop Computationally and statistically efficient inference for large-scale and heterogeneous data, organised by Gilles Blanchard (Potsdam), Nicolai Meinshausen (ETH Zurich), Richard Samworth (Cambridge) and Ming Yuan (Madison) was well attended with 52 participants from a broad geographical background.
The background to the workshop is the data-driven revolution that most scientific fields are experiencing at the moment. Data are collected at an unprecented rate in most natural sciences. There was and still is early enthusiasm that the flood of data will lead to a stream of new and interesting discoveries. However, one also expects (and observes in practice) many flawed results emerging from analyses that do not deal carefully enough with the statistical complexities inherent in the data. At the same time, many people are overwhelmed by the sheer amount of data and need procedures that combine computational efficiency with sound statistical inference.
Three broad themes and challenges associated with large-scale analysis of complex datasets were discussed at the workshop.
(1) Tradeoffs and synergies between computational constraints, statistical efficiency, and optimization efficiency. Datasets with millions or more of observations and variables imply that the computational efficiency of a statistical estimator is very important and many traditional approaches to inference are ruled out due to their inefficiency. An interesting question that is beginning to emerge is then whether one can characterize the statistically most efficient procedures under constraints on computational complexity. Another aspect of this theme is that one is naturally led to choose objective functions that leads to good statistical properties but can also be optimized reasonably fast. In such a context, the precise nature of the optimization can determine the number of samples that can be used in a specific analysis and efficient optimization can thus lead to more accurate estimates. Talks covering this topic included those of F. Bach, M. Drton, C. Heinze, C. Scott, G. Thanei, and T. Zhang. (2) Statistical error control for large-scale data. Statistical inference is challenging in high-dimensional settings, for example if we are after causal effects of if the number of variables exceeds the number of variables. Regarding the latter problem: while a large body of results now exists on point estimators, it is only recently that the possibility of inference and confidence statements in these problems has emerged. In the context of linear models, most work has focused on confidence statements for regression parameters for high-dimensional linear models. Talks covering this topic included those of K. Balasubramanian, R. Foygel-Barber, T. Cai, J. Lei, A. Munk, J. Peters, and R. Tibshirani. (3) Statistics of complex structures for high-dimensional data. The objects considered in traditional statistics are typically linear structures, classical parametric or nonparametric regression, density estimation in low-dimensional spaces. But with the explosion of the amount of available data comes a flurry of new scientific questions concerning statistical estimation and inference on increasingly complex structures (such as large-dimensional matrices, manifolds, trees, graphs or networks). While the fundamental statistical questions such as identifiability, consistency, limit behavior and convergence rates remain the same, the interaction with other areas of mathematics is developing at a fast rate and raises many new mathematical challenges. Talks covering this area included those of R. Castro, C. Giraud, J. Lafferty, P-L. Loh, P. Rigollet, A. Rohde, D. Rothenhäusler, R. Willett, and Y. Yu. These topics are of course strongly related. The second topic can for example be seen as a special case of the first topic: inference for high-dimensional linear models (part of the third theme) is a good example for the tradeoffs between statistical and computational efficiencies. For high-dimensional linear models, one typically uses convex penalties, as non-convex penalties such as constraints on the quasi-ℓ 0 -norm of the regression vector are computationally infeasible for datasets with many variables. There is a statistical price to pay for the convexity of the objective function. While convex penalized estimation in high-dimensional problems allows for fast computation, it also incurs a bias in all estimates. Being able to quantify the bias and thus construct confidence-intervals for high-dimensional challenges has been an active focus of the workshop and will have many applications in scientific applications. Similarly, the second and the third topic are closely related, in particular concerning the fundational aspects of statistical error control for estimation of complex structures of various nature.
The workshop brought together a range of experts on the timely topic of how reliable statistical estimation and inference can be achieved in a computationally efficient manner, and how statistical methodology can be developed to handle complex structures arising in large-scale/large-dimensional data. We believe the talks and discussions held at the workshop will help to shape the field in the coming years.
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