The present paper exposes a new technique that aims at solving an ill-posed source separation problem encountered in stereo mixtures. The proposed method is realized in an encoder-decoder framework: On the encoder side, a set of spectral envelopes is extracted from the original tracks, which are known. These envelopes are passed on to the decoder in attachment to the stereo mixture, whereas the frequency resolution of the former is adapted to the critical bands, and their magnitude is logarithmically quantized. On the decoder side, the mixture signal is decomposed by time-frequency selective iterative spatial filtering guided by a source activity index, which is derived from the spectral envelope values. A comparison with a similar algorithm reveals that the novel approach yields a higher perceptual audio quality at a much lower data rate.
INTRODUCTION
Blind source separation (BSS) has now been studied for decades and there exists a plethora of literature with just as many different solutions; see [1] . What is common among all BSS algorithms, is the fact that the inverse system, or the "separator", is denied direct access to the sources, forcing it to make additional assumptions, such as statistical behavior (independence, distribution, stationarity, etc.) of the solution. The latter is then found as an optimum with respect to some error measure based on the statistics of the observed data; whether the separation problem is over-or underdetermined. However, when applied to audio, most BSS techniques yield a rather low to intermediate perceptual quality, which disqualifies them from more sophisticated applications like active listening [2] or musical recomposition in general. BSS techniques for speech [3] , on the other hand, make assumptions which are generally too restrictive for music. Continuing interest in high-quality solutions for speech and music led consequentially to the emergence of a more recent branch of so-called "informed" source separation (ISS) algorithms, e. g. [4, 5] , which on the contrary do have access to the sources. Their goal is to find the best possible solution under less stringent assumptions with a minimum of additional information, which is a challenging task. According to the authors, [4] is the state of the art in the context of underdetermined instantaneous linear stereo mixtures. Its basic idea consists in informing the separator, which de facto is a matrix inversion operator, about locally active sound sources, restricting the number of the latter to a maximum of two at the same time. A sparse signal representation is further used to improve the separation performance.
An inherent problem of the above method, however, is that of so-called "spectral holes". These are lacking signal components that occur when more than two simultaneously emitting sound sources contribute to the same frequency content, since all sources apart from the two most predominant are neglected by the separator. The observed effect can be described as a kind of frequency play very similar to the "watery effect" known from music synthesizers, with the difference that here it is the anti-sounds that are produced, which are highly undesired due to their annoying qualities. This effect will further be referred to as the "arid effect". The principal goal of the technique elaborated in this paper is hence to recover "nonperforated" replica of all active sources, which in the broader sense means to drop the assumption of at most two locally predominant sources.
The organization of the paper is as follows: The underlying data model and the problem to be solved is formulated in Section 2. Section 3 gives an in-depth overview of the proposed technique, emphasizing on the most essential processing steps. The simulation results are presented in Section 4. Section 5 concludes the paper by exposing certain shortcomings of the algorithm, leaving room for further discussion.
DATA MODEL AND PROBLEM FORMULATION

Data model
In the considered scenario, d source signals {si(n)} d i=1 are mixed into a stereo signal {x1(n), x2(n)} through a linear time-invariant (LTI) and memoryless system given by the mixing matrix
T is the panning vector belonging to the i th source si. Each source is arbitrarily positioned at the unique azimuth θi between 0
• (fully right) and 90
• (fully left) in the stereo sound field. Owing to ai 2 2 = 1 ∀θi, the source power level is kept constant over the two channels. By rewriting the set of source signals in vector form,
T , and by doing the same for the stereo signal respectively,
T , the observed system output can be expressed as a plain matrix multiplication, x(n) = As(n).
(1)
Problem formulation
The basic idea is to have an operator or rather an algorithm A which transforms the mixture signal x(n) into an approximationŝi(n) of the source signal si(n) under perceptually motivated constraints c(ŝi), while resorting to the knowledge of the mixing system A. Hence, by postulating that perceptually relevant signal parameters p i (n) be preserved inŝi(n),
where P is a short-time feature extractor, the problem to be solved can be formulated as follows: Find
subject to
3. UNDERDETERMINED SOURCE SIGNAL RECOVERY 3.1. System overview
Encoder
Within the proposed framework, the sought-after signal parameters represent the sound pressure level (SPL), to which the loudness of a sound, and hence its perceptual significance, is psychologically correlated [6] . The calculation of SPL values is carried out based on a time-frequency representation (TFR) to provide a better disjoint orthogonality [7] of audio signals in comparison to the waveform domain. The processing steps are as follows. The i th source signal si(n) is blockwise time-frequency (TF) analyzed by means of the short-time Fourier transform (STFT) as given by
where m is the block index, L is the length of the window w(n), ı is the imaginary unit, and N is the transform length (L N ). The energy spectra {Ei(m, k)} d i=1 are calculated next from the complex modulus of (5) according to
The latter are further expressed in the form of the energy matrix
] representing the spectral envelope of the i th source signal in the m th signal segment. By taking the logarithm, the SPL matrix L d×N is put into relation to the energy matrix, li,n = 10 log 10 ei,n,
and is subsequently communicated to the decoder together with the m th local mixture X2×L. Depending on N , the size of L can yet become very large, and the amount of additional information may cause a too high data rate. What is more fatal is that imperceptive information hiding may become infeasible even for a high-capacity watermarking technique. The SPL values are therefore "irrelevancy reduced" (see 3.2), as indicated in Fig. 1 . Let it be mentioned that the aspect of watermarking is of little relevance for the pursued goal and is therefore excluded from further consideration in the present work. 
Decoder
After splitting the incoming encoder signal back into raw data, X, and parameters, L, the mixture X is channelwise TF transformed to obtain the TFR matrix
. X ∅ is then iteratively processed by the source separation algorithm, which is the core of the proposed technique (see 3.3). So-obtained source signal spectra Y d×N are now fed into the post-processing block to coat residual holes (see 3.4). To guarantee that the post-processed spectraŶ d×N conform to the loudness constraint, the magnitudes of the former are readjusted according to the signaled SPL values L. Finally, the readjusted signal spectra are transformed back to time domain by means of the inverse STFT (ISTFT). A functional block diagram of the decoder is illustrated in Fig. 2. 
Side information minimization
A significant reduction of side information can be achieved in two ways: by reducing the frequency resolution of the energy spectra E in approximation of the critical bands [6] , and by quantizing the SPL values L with a step size equal to some value ∆, which is put into relation to an appropriate psychoacoustic criterion.
The peripheral auditory system is usually modeled as a bank of overlapping bandwidth filters, the auditory filters, which possess an equivalent rectangular bandwidth (ERB). The scale that relates the center frequency of auditory filters to units of the ERB is the ERBrate scale. Using the ERB-rate function [8] we can define a relation between the frequency index k and the frequency band index z k , e. g., by
where fs is the sampling frequency in kHz. The number of unique band indices Z = |{z k }| determines the size of the more compact energy matrixÊ d×Z ,
with its (i, z) th entry calculated as the mean energy value between l(z) = inf {k : z k = z} and u(z) = sup {k : z k = z}.
Acting on the assumption that the the minimum just-noticeable difference level (JNDL) and so the maximum allowed quantization error is roughly 1 dB [6] , the quantization step size ∆ is set to 2 dB, and the irrelevancy reduced SPL matrix L ∆ d×Z is obtained from the following uniform quantizer:
Cluster-based iterative beamforming
On the grounds that one interference signal can be suppressed by means of constraint beamforming based on the used data model, time-frequency points in the mixture spectrum are grouped together into disjoint clusters, which are distinguished by the number M and the azimuth of the sound sources that prevail in these spectral areas:
The latter are derived from the known energy spectra, by finding the M sources (M d), for which the signal-to-interference ratio (SIR),
is greater than, e. g., 40 dB below the peak SIR in that point. Lowresolution energy spectra are extrapolated to STFT resolution by setting Ei(m, {k : z k = z}) =Êi(m, z). For the purpose of algorithmic simplicity, points with M > 2 are analyzed in respect of the two most predominant ones. The primary sound source is the source-of-interest (SOI), and an optional secondary source is the jammer. Points without any significant source contribution form the "zero cluster". The number of clusters is given by the number of possible source combinations, which is C =`d +1 2´.
A similar clustering strategy, in which an ill-posed problem is reformulated as multiple well-posed problems, is pursued in [9] , e. g.
Once the clusters {C0, C1, C2} are defined, source components in each 1-source cluster c ∈ C1 are estimated using the minimum variance distortionless response (MVDR) filter [10] . The optimum weight vector for a 2-source cluster c ∈ C2 is derived analogously, using the method of Lagrange multipliers:
where
" is the 2 × 2 cluster covariance matrix, E is the expectation operator, X ∅ c is the cluster data matrix, Ac = [ a i a j ] is a submatrix of the mixing matrix A, and g = [ 1 0 ]
T is the gain vector enforcing that the SOI at θi is preserved and the jammer at θj is suppressed (see Fig. 3 ). When the estimated cluster spectra n y i,c = w iterative filtering is to regain signal components from TF points with more than two active sources, by subtracting the estimated source signal spectra of the two most predominant sound sources from the mixture spectrum in each cycle, and to proceed until the impact of the least predominant source was taken into account. Accordingly, the affected energy spectra are readjusted in each cycle as well, for the the reason that the latter guide the cluster analysis:
Spectral hole filling
The term "spectral hole filling" found in Fig. 2 refers to the postbeamforming filter applied before the energy spectra are readjusted. As the name alludes, spectral holes are points {(m, k)} in the timefrequency space, in which the modulus of the estimated spectrum |Yi(m, k)| is close to zero, whereas the original envelope Ei(m, k) suggests different. They are due to approximation and estimation errors, as extrapolated envelopes yield a coarse approximation of the true energy spectra, which leads to inaccurate clustering on the one hand, and the fact that only one jammer is perfectly canceled, while others (if existent) are multiplied by a gain value other than zero, evokes faulty spectrum component estimates on the other. A naive approach is, e. g., to fill spectral holes with complex random values V that have a standard normal amplitude, |V | ∼ N (0, 1), and a uniform phase, arg V ∼ U (0, 2π), which in fact means to replace missing signal components by (colored) narrowband noise. 
SIMULATION RESULTS
The proposed "USSR" algorithm was programmed in MATLAB R and compared with "ISSA" [4] under the following conditions: The STFT was implemented as a 2048-point discrete Fourier transform (DFT) with a Kaiser-Bessel derived (KBD) window of the same length and an α of 20. The overlap between consecutive data blocks was 50 %. The sampling rate was set to 44.1 kHz. An excerpt of 38 s from a multitrack recording composed of 6 simultaneously emitting sources was considered. Single tracks were associated to the pan angles 48, 54, 45, 18, 36, and 68, all given in degrees. USSR was run in a low-resolution mode with 72 frequency bands and a fullresolution mode for reference. Both ISSA and USSR processed the entire Nyquist spectrum. The per-channel data rate totaled up to 108 kbps for ISSA and 54.5 kbps in case of low-resolution USSR, using 16-bit pulse-code modulation (PCM) with a dynamic range of 96 dB. The data rate for full-resolution USSR is in the region of linear PCM and has no practical use. The systems under test were first compared in terms of the signal-to-noise ratio (SNR) between the original signal si and the estimation error (ŝi − si) as per
by considering the global SNR value for the entire signal, and by calculating the mean of local SNR values in 10-ms long intervals. The latter is labeled SNR t , and the picked up results are summarized in Tab. 1. Even though the global SNR suggests a good performance for ISSA, all of its SNR t values, with the exception of the "Goblins" track, fall below the 0 dB mark. The SNR t measure can hence be seen as a first indicator of missing sound components. Tab. 1 shows furthermore that with regard to SNR t , USSR performs clearly better with full as well as low frequency resolution. PEMO-Q [11] was used thereafter to predict perceived quality degradation between the original signals and their replica, which is expressed in terms of the perceptual similarity measure (PSM). As is evident from Tab. 1, signals recovered with the USSR technique bear a higher perceptual resemblance to the original. Also remarkable is that the low-bitrate version of USSR shows as few as 1 % deficit compared to the fullresolution version at a bitrate gain of more than 500 kbps. Informal listening tests further suggest that the quality impairment due to reconstruction errors is less annoying than the arid effect observed in [4] . 
CONCLUSIONS
By the present work we have presented a novel approach, which solves the ill-posed source separation problem, without making any assumptions about the number of locally predominant sound sources. The method makes use of psychological phenomena of the auditory system in order to derive a compact set of parameters that help reconstruct a perceptually close copy of original tracks based on the mixture signal, while eliminating the arid effect. By means of an objective measure it was demonstrated that a higher similarity to the original signals is achieved in comparison to a similar state-ofthe-art method at half the data rate. A shortcoming of the method is that losses in harmonic structure cannot yet be compensated for by the suggested post-beamforming filter. Formal listening tests have yet to be carried out to assess the audio quality more objectively.
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