Abstract : This paper proposes a decentralized model predictive control method for solving an optimal consensus problem, where a system consists of networked multiple subsystems and the states of all the subsystems converge to a common point. The problem is formulated as a convex optimization problem involving linear matrix inequalities, and then is solved by using an incremental subgradient method based on primal decomposition. In the proposed scheme, the state feedback matrix for each subsystem is computed at each time in a decentralized way. It is shown that the states of all the subsystems asymptotically converge by the proposed method if the optimization problem is feasible at the initial time. A numerical example is given to show the effectiveness of the proposed method.
Introduction
Research on control, estimation, and consensus under distributed and networked computing environments has received significant attention in recent years [1] - [3] . The common concept of such research is that an overall system achieves a goal while multiple subsystems interact with one another.
A consensus problem is to design decentralized strategies such that the states or outputs of a group of subsystems asymptotically converge to a common value, a consensus point. Johansson et al. [4] have formulated such a consensus problem as a finite horizon optimal control problem involving a consensus point, and have proposed a method for solving the problem in a decentralized way by using an incremental subgradient method based on primal decomposition. In the resulting decentralized algorithm, each subsystem solves a subproblem and performs information exchange about the solution with the neighboring subsystem. Also, the above decentralized consensus algorithm has been applied to a model predictive control (MPC) scheme [5] , and its convergence property has been analyzed [6] . However, a strong feasibility assumption was made, which contributed to the proof of the convergence of the algorithm.
Moreover, another decentralized model predictive consensus algorithm has been proposed recently [7] , [8] . Unlike the scheme in [5] , this algorithm is based on the idea that the states of linked subsystems is controlled to approach their barycenter. The convergence property of the algorithm was proven in [7] , [8] . However, the models of the subsystems were limited to be a single-integrator model [7] or a double-integrator model [8] .
In this paper, we deal with a consensus problem where subsystems have more general dynamics including a single/doubleintegrator, and first propose a centralized model predictive consensus algorithm by using the MPC scheme in [9] . The MPC scheme in [9] is based on linear matrix inequality (LMI) techniques, in which the closed loop system by the MPC algorithm can be stabilized. This method solves an infinite horizon optimal control problem, and updates a state feedback law at each time. We apply the MPC scheme to the consensus problem and show that the states of all the subsystems asymptotically converge to an optimal consensus point by the proposed algorithm without any strong feasibility assumptions. We then derive a decentralized model predictive consensus algorithm by using the incremental subgradient method based on primal decomposition in [4] , [5] , [10] . This paper is organized as follows. In Section 2, we formulate an optimal consensus problem. In Section 3, we derive a convex optimization problem involving LMIs to solve the optimal consensus problem by an MPC scheme, and show that the asymptotical convergence is guaranteed by the proposed consensus method. In Section 4, we present a decentralized model predictive consensus algorithm. Section 5 provides a numerical example to show the effectiveness of the proposed method. Finally, Section 6 concludes this paper.
Problem Formulation
We consider a discrete-time system consisting of N subsystems whose identical linear dynamics are denoted by
where
k ∈ n u are the state and the control input of the ith subsystem S (i) , respectively, and A and B are the coefficient matrices. We assume that subsystems (1) have no uncertainty. The subsystems are called agents or vehicles depending on the fields and situations. We also assume that there exists an equilibrium point θ of each subsystem satisfying
This assumption is satisfied for a single-or double-integrator model. We denote the set of equilibrium points by
Since consensus is reached in the steady-state, a consensus point lies in the set Θ. Moreover, we assume that the subsystems can be organized into a cycle graph. More concretely, a subsystem can communicate with the neighboring subsystems as shown in Fig. 1 . Our objective is to find a consensus point θ ∈ Θ and state feedback control laws u
k − θ) in a decentralized way such that the states of all the subsystems converge to the consensus point and the input constraints u
max , k ≥ 0 are satisfied, where · denotes the Euclidean norm of a vector.
To this end, we consider the following optimization problem to be solved at time k:
where Q (i) and R (i) are positive definite real symmetric matrices, x k , the first term represents the cost of deviating from the consensus point and the second term represents the cost of control energy for subsystem S (i) . Note that the optimization problem is solved at each time k, and only the first computed control move u
k,k is implemented in the MPC scheme [9] .
Centralized Model Predictive Consensus
The optimization problem (3) is similar to the problem introduced in [9] when the consensus point θ k is fixed to zero. Exploiting the similarity to the solution in [9] , we can derive the following theorem.
. . , N be the states measured at time k. Then the consensus point θ * k and the state feedback matrices
k at time k are given by the optimal solutions (if they exist) θ *
of the following linear objective minimization problem:
Proof: At time k, we define quadratic functions
satisfies the following condition:
Summing (5) from j = 0 to ∞ and requiring x
Moreover, letting γ
k,k ) and using the relationship P
k,k ) by exploiting the techniques used in [9] . Likewise, LMI (4d) is derived from (5) as a sufficient condition, and LMI (4e) corresponds to the input constraint (3e).
The optimization problem (4) is a convex programming problem and is efficiently solvable by recently developed tools such as CVX [11] . However, the optimization problem (4) is a centralized problem and cannot be solved individually in subsystem S (i) because the consensus point θ is a common variable. We obtain the following theorem about the feasibility of the optimization problem (4) and the convergence of the MPC scheme.
Theorem 2 If the optimization problem (4) in Theorem 1 is feasible at time k, then it is feasible for all times t > k. Moreover, if the obtained state feedback control laws are implemented at each time according to the MPC scheme, then the states of all the subsystems asymptotically converge to a consensus point.
Proof: We assume that the optimization problem (4) is feasible at time k. Let θ * k be the optimal consensus point obtained from the optimization problem (4) at time k. From (1) and (2), we obtain the following subsystems with the statesx
Since asymptotic stability of the above subsystems implies asymptotic convergence of subsystems
−1 are obtained from the optimal solutions at time k, is a strictly decreasing Lyapunov function for the closed-loop.
First noting that (5) holds for the feasible solution of the optimization problem (4), we have the following relationship for x
Also, since the state of subsystem
From (8) and (9), we have
Since LMI (4c) is the only constraint explicitly depending on the measured state x
k , (10) implies that the feasible solutions of the optimization problem (4) at time k are also feasible at time k + 1. This argument can be continued for all times t > k + 1.
In the optimization problem (4),
This is because θ * k+1 and P (i) * k+1 are optimal, whereas θ * k and P (i) * k are only feasible at time k + 1. From (8) and (11), we obtaiñ
We therefore see that x
In [6] , it is assumed that there exists an input sequence for achieving the consensus at each time, which is a strong assumption. In contrast, note that Theorem 2 means that when the optimization problem (4) is feasible only at the initial time, the consensus is finally achieved.
Decentralized Model Predictive Consensus
In this section, we present a decentralized algorithm for solving the optimization problem (4) by using a primal decomposition technique and an incremental subgradient method [4] , [5] , [10] . Now we define the following function for each subsystem S (i) :
subject tõ
Using (12), we can express the optimization problem (4) as follows:
subject to
We form the partial Lagrangian for the minimization problem in (12)
k is a Lagrange multiplier only for the equality constraint (12b). We also introduce the dual function
k ) (12c), (12d), (12e), and (12f) . The strong duality holds for the minimization problem in (12) if the Slater's constraint qualification is satisfied [12] . Here we assume that there exists a point in the relative interior of the set satisfying (12c) -(12f), which means that the Slater's constraint qualification is satisfied. This assumption is satisfied when subsystem (1) is stabilizable and u (i) max is not too small. Then the function (12) can be written by using the dual function (14) as follows:
We have the following theorem about the function (15).
Theorem 3
The cost function defined in (15) 
Since q
k is the pointwise maximum of a family of affine functions, q
k is a convex and nondifferentiable function. Next we consider two feasible points, θ † k and θ ‡ k , and let λ (i) † k be the Lagrange multiplier corresponding to the constraint (12b) for θ † k . Then we have
Hence, by the definition of a subgradient, λ
To solve the optimization problem (13), θ k must be updated by using the above subgradients so that the equality constraint (13b) is satisfied. To this end, we apply the incremental subgradient method based on primal decomposition as in [4] , [5] . In this scheme, an estimate of the optimal consensus point is passed around between subsystems. Upon receiving an estimate from its neighbor, a subsystem solves the optimization problem in (12) to evaluate its cost of reaching the suggested consensus point and to compute an associated subgradient (using Theorem 3). Now we define the matrix E such that E has full row rank and the following relationship holds for all θ ∈ Θ:
Then we project the subgradients onto the set {ζ ∈ n x |Eζ = 0}, and update θ k in the same manner as the standard gradient method. The projection operator is given by
According to the projected subgradient method, the consensus point estimate is updated by
and is passed to the next subsystem. Here m is the number of iterations, α h > 0 is the step size of the hth cycle, and λ
We summarize a decentralized model predictive consensus algorithm to solve (13) by the incremental subgradient method based on primal decomposition.
Decentralized model predictive consensus algorithm
For the current state x (i) k , perform the following steps and then implement u
Step 1: Given an initial value α 0 > 0 and an initial vector θ k,0 satisfying Eθ k,0 = 0 (e.g., θ k,0 = 0). Set m := 0, h := 1, and i := 1. Repeat the following steps until a stopping criterion is satisfied.
Step 2: Let α h := α 0 /h.
Step 3: Solve the minimization problem in the function q As a stopping criterion, we can use the number of iterations (cycles), the convergence tolerance of the consensus point, the norm of the subgradients, and so on. Notice that the above algorithm solves the consensus problem in a decentralized way.
We can guarantee that the algorithm converges to an optimum of the optimization problem (13) under our settings, and give a proof in the same manner as in [4] , [5] . Although we use the cyclic incremental method in the above algorithm, we can apply a randomized method where the next subsystem to be communicated with is randomly chosen in Steps 3 and 4 of the algorithm.
Numerical Example
In this section, we show a numerical example for the proposed method. We consider a system consisting of three subsystems with the closed chain structure as shown in Fig. 1 . We deal with the discrete-time system of a double integrator 1/s 2 discretized with sampling time 0.1(s). As an input constraint, we impose |u T . We solve the consensus problem using the decentralized model predictive consensus algorithm proposed in the previous section. The initial step size is set to α 0 = 0.02. As a stopping criterion, we use the maximum number of iterations and set it by 15, i.e., the maximum number of cycles by h max = 5. At each time, an initial consensus point estimate θ k,0 is set to zero. To see the effectiveness of the model predictive scheme, we consider the case where the optimization problem (13) is solved once at the beginning. Namely the state feedback matrices are fixed from the beginning to the end. The state trajectories and the inputs for the three subsystems are shown in Figs. 7 and 8 , respectively. We see that the convergence speed in this case is inferior to that in the model predictive version.
Conclusion
In this paper, we have proposed a decentralized model predictive consensus algorithm. We have formulated the consensus problem as a convex optimization problem involving linear matrix inequalities, and then have solved it by using an incremental subgradient method based on primal decomposition. We have shown that the proposed algorithm asymptotically converges if the optimization problem is feasible at the initial time. A numerical example has been given to show the effectiveness of the proposed method. Fig. 7 State trajectories of the three subsystems by the fixed feedback matrices. Fig. 8 Inputs to the three subsystems by the fixed state feedback matrices.
