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SUMMARY 
 
The goal of the following thesis research was to develop a systematic approach 
for the refinement of low-resolution protein models, as a part of the protein structure 
prediction procedure. Genome sequencing projects are producing amino acid sequences, 
but a full understanding of the biological role of these proteins will require knowledge of 
their structure and function. Although experimental structure determination methods 
provide high accuracy atomic coordinates for a subset of proteins, experiments are still 
too costly and time consuming to be used on a genomic scale. Computational structure 
prediction methods provide an appealing alternative for fast, large-scale structure 
determination. Significant progress has been made in the field 1-3 and the contemporary 
protein structure prediction methods are able to assemble correct topology for a large 
fraction of protein domains. But even such approximately correct models typically vary 
in structural similarity to the native structure from 1 to about 6 Å RMSD (root mean 
square deviation). Models with a resolution of 1-2 Å have a reliability comparable to the 
experimentally obtained structures and can be used in a broad range of applications, 
including studies of reaction mechanisms, functional annotation, drug design, virtual 
ligand screening and others. For low-resolution models (3 - 6 Å away from the native) the 
spectrum of useful applications is much narrower 2. Unfortunately, the problem of protein 
model refinement has seen little success so far. 
According to the thermodynamic hypothesis 4, the native state of a protein is a 
free energy minimum conformation of a given polypeptide chain. Also, in order for the 
protein folding to be efficient, the free energy surface has to have somewhat a funnel-like 
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shape 5,6 that guides the chain toward its native state. The theoretical free energy surface 
should also exhibit similar characteristics. In the real protein prediction, a search method 
is used to generate alternative conformations of a given protein chain and the structures 
are subsequently judged with a theoretical free energy function. The minimal 
requirements for a potential that can refine protein structures is the existence of a 
correlation between the energy with native similarity and the scoring of the native 
structure as being lowest in energy. Only then the lowest energy conformations can be at 
the same time the best structural models for a given sequence.  
The initial studies undertaken in this project were aimed at a systematic 
assessment of the existing state of the art all-atom protein simulation methods in the task 
of the model refinement.  Following the thermodynamic hypothesis, we tried to answer 
two key questions about the characteristics of a given force field: 1) is the native structure 
the global free energy conformation of the tested potential? 2) does the free energy 
exhibit a correlation with native similarity; that is, is the potential able to drive the 
conformational search towards native-like structures? The results of our analysis revealed 
that commonly used all-atom potentials exhibit significant issues when the global shape 
is considered. Often the lowest energy structure is very far away from the native in the 
sense of RMSD, and there is no correlation between native similarity and energy. 
Consistently with these findings, during the conformational search driven by such force 
fields the majority of protein models drift farther away from the native. The clear 
conclusion from the test was, that the force fields needed to be corrected to be able to 
refine protein models. 
 xv
In the second part of this project, we employed a large set of structural and 
energetic data, and a global optimization method, to reshape the potential function and 
make it funnel-like. We changed the relative weights of particular components of the 
tested all-atom force field in such a way that the final energy function has a global 
minimum in the native state and an improved correlation with native similarity. 
Optimization was conducted for a set of representative native protein structures and their 
decoys that span a wide range of similarity to the native. Such a global funnel-shaping 
approach proved to be a powerful method to significantly improve both native scoring 
and the correlation coefficient in the newly optimized potential. Additional improvement 
was made possible by adding an explicit formula for the hydrogen bond potential to the 
original force field. 
The last part of the research focused on protein model refinement using the newly 
developed energy function. We performed conformational search driven by the optimized 
energy function, starting from a large set of protein models with varying native similarity. 
The test employed 47 proteins and 100 decoy structures per protein. When the lowest 
energy structure from each trajectory was compared with the starting decoy, we observed 
structural improvement for 70% of the models on average. Such an unprecedented result 
of a systematic refinement is extremely promising in the context of high-resolution 
structure prediction. 
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 CHAPTER 1 
INTRODUCTION 
 
1.1 Protein Structure Prediction 
Christian B. Anfinsen in his 1972 Nobel prize acceptance lecture 4 stated that: 
“The amino acid sequences of polypeptide chains (…) only make functional sense when 
they are in the three dimensional arrangement that characterizes them in the native 
protein structure“. This is the summary of the protein sequence-to-structure-to-function 
paradigm and a motivation for all the protein structure determination studies. 
Experimental methods for structure determination include crystallography, nuclear 
magnetic resonance spectroscopy (NMR), and electron cryomicroscopy (cryo-EM). 
Crystallography provides often high quality protein structures that are used to elucidate 
reaction mechanisms, or the mode of binding between proteins and other molecules. 
Among the drawbacks of the method are problems with crystallization, which is very 
difficult for some proteins (e.g. membrane proteins), and the fact that crystallographic 
conditions are often very different from physiological conditions; that may influence the 
results. NMR studies are also very helpful in providing detail structural information, 
although the technique is applicable only to relatively small and soluble proteins. Cryo-
EM elucidate only a general shape of the molecule, therefore are not useful for 
applications that require detailed structures. Furthermore, all experimental methods are 
costly and time consuming.  
In the genomic era, the number of known protein sequences grows exponentially 
with time. On the contrary, the number of experimentally solved protein structures does 
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not even come close to the number of known sequences. Therefore, there is the need to 
fill the gap between the number of known sequences and structures. One possible means 
to achieve this goal is to employ computational methods for prediction of protein 
structure from sequence. All the contemporary protein structure prediction methods rely 
on the thermodynamic hypothesis and try to find the active conformation for the 
particular sequence, the native state, as the free energy minimum of the polypeptide 
chain. 
1.2 Thermodynamic Hypothesis 
In the same Nobel prize acceptance lecture 4 Anfinsen described the 
thermodynamic hypothesis of protein folding as follows: “The three-dimensional 
structure of a native protein in its normal physiological milieu (solvent, pH, ionic 
strength, presence of other compounds such as metal ions or prosthetic groups, 
temperature, and other) is the one in which the Gibbs free energy of the whole system is 
lowest; that is, that the native conformation is determined by the totality of interatomic 
interactions and hence by the amino acid sequence, in a given environment“. The 
hypothesis was based on the observation that many proteins undergo a reversible 
denaturation, including disulfide bond rupture and reformation. Further studies reviewed 
by Kim and Baldwin 7 and Dill 8 confirmed the hypothesis giving evidence that for many 
proteins folding and unfolding reactions reach an apparent equilibrium. Although later 
experiments showed there are notable exceptions of proteins that fold under kinetic 
control 9, the majority of protein native structures are likely to be at global free energy 
minima for their amino acid sequences and physiological conditions.  
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With the thermodynamic hypothesis it is very easy to formulate an idealized 
protocol for the protein structure prediction. For a given polypeptide chain it would 
involve: 
1) generation of all possible conformations of the chain, 
2) calculation of a free energy for each of the generated configurations.  
The lowest energy conformation would be the native state. Unfortunately neither of these 
two steps is possible to realize and the protocol is just an illustration of the two-fold 
challenge faced in the problem of structure prediction. As proteins have a vast number of 
degrees of freedom, and therefore an immense conformational space is available to them. 
Even if it is assumed that each amino acid populates only two regions of the 
Ramachandran plot 10, there are still on the order of 2100 (~1030) main-chain 
conformations for a small protein with 100 residues. With the speed of evaluation of 
e.g.1000 conformations per second it would take ~1020 years to search all 1030 
configurations. And still this is only a very crude approximation, since amino acids have 
many more then two degrees of freedom.  
The energy calculation is equally challenging. The most accurate quantum 
methods and the contemporary computers can handle on the order of tens of atoms, while 
proteins are composed of thousands of atoms. Moreover, the time of energy calculation 
grows polynomially with the size of the system, on the order of N5, where N is 
proportional to system size. The energy evaluation should also account for the protein’s 
environment, e.g. solvent and ions, making the task even more complex. Therefore, 
considerable ingenuity has gone into the development of wide variety of methods for 
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reducing the size of the conformational space, sampling the space more efficiently, and 
simplifying the potentials. 
1.3 Conformational Search 
 To overcome the intractable problem of the vast conformational space search, 
different approaches have been developed that focus mainly in two areas: simplifications 
of the polypeptide chain and reduction of the sampled conformational space by probing 
only in the important part of the space or lattice-based search.  
An alternative to all-atom representation of a protein is a coarse-grained model in 
which a group of atoms is reduced to a single interaction center. Different coarse-grained 
models characterize proteins at varying levels of details. The minimalist model represents 
each amino acid with a single particle, such as side chain center of mass in the SICHO 
model 11, or with two particles - one for the backbone and one for the side chain. An 
example of the later approach is the CAS model used by TASSER 12,13, the protein 
structure prediction tool developed in our laboratory, where the interaction centers are 
placed at the C-alpha atom and at the side chain center of mass of each amino acid. Other 
used coarse-grained representations include the CABS model 14 (similar to CAS, but 
including one more particle placed at the C-beta atom), a model with all backbone heavy 
atoms and side chains represented by a single particle 15, or the united atom 
representation that treats a methyl group as a single interaction center 16,17. Such models 
provide a large reduction in the number of degrees of freedom, and various algorithms 
have been developed to reconstruct the atomic details from the simplified representation 
with good accuracy 18,19. 
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Another important modification of the search is the reduction of the allowed 
conformational space prior to the energy calculation. This includes various means of 
freezing or restraining a part of the degrees of freedom. A good example is a template-
based search where for a given protein sequence with unknown structure, sequence 
homologues with already solved structures are found. The well-aligned part of the protein 
chain is threaded onto the known scaffold and frozen or restrained during the 
conformational search 12,14,15. A more general simplification is the use of any other 
information that can be inferred from already known structures, such as fixed bond 
lengths between interaction centers, or sampling only, or with higher priority, the most 
probable conformation (e.g. side chain rotamers most often found in protein structures). 
Also some of the already generated but wrong conformations can be rejected prior to the 
energy calculation based on simple judgments, such as excluded volume violations.  
Yet another approach involves guiding the search into areas of low energy. This 
idea is employed in a variety of methods including stochastic methods, such as simulated 
annealing 20, Monte Carlo with minimization (MCM) 21, conformational space annealing 
(CSA) 22, or deterministic methods such as the diffusion – equation method (DEM) 23.  
Finally, the search can be speed-up by discretizing the conformational space: the 
molecule is projected onto a specially designed lattice and during the search the 
interacting particles are “hopping” between the available lattice points 24,25.  
1.4 Energy function 
 Conformational search in protein structure prediction is always driven by energy 
and it aims to find the global minimum of the free energy function. The particular 
functional form of the free energy depends on the molecular representation being used. 
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Quantum mechanics methods, although very accurate, consider the electronic structure of 
the system and the calculations are very time-consuming. Some of the largest molecules 
tackled by the quantum methods are peptides that include only 6-8 amino acids 26. In the 
next widely used approximation, the electronic structure is ignored and atoms are 
considered as interacting particles. Such all-atom, physics-based force fields employ a 
simple model of interactions with contributions from the stretching of bonds, the opening 
and closing of bond angles, rotations about single bonds, and the non-bonded interactions 
such as van der Waals and electrostatic attraction or repulsion. Van der Waals 
interactions are often modeled by a Lennard-Jones type of potential and the electrostatic 
energy is calculated as a pair interaction of point charges placed at each atom. The force 
field parameters, the charges, the equilibrium values of bonds and angles, the force 
constants for their deviations, and others, are derived from experiment or quantum 
mechanical calculations. All these contributions comprise an approximation to the 
enthalpy of the protein molecule. A separate problem is the effect of solvation and 
entropy. In all-atom simulations, solvent (water) is often represented explicitly, but such 
an approach is extremely impractical for the use of protein structure prediction, since it 
greatly expands the search space. Therefore, simplified - or so called implicit or 
continuum solvent models - were developed. They are based on an approximation of the 
mean-force potential for the solvation interactions, that averages out the degrees of 
freedom of solvent molecules. The solvent is a virtual, infinite continuum medium with 
the dielectric and hydrophobic properties of water. The polar mean-field of the solvent 
polarization around the charged solute is approximated through the Poisson-Boltzmann 27 
or the simpler, Generalized Born theory 28,29. The non-polar contribution corresponds to 
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favorable van der Waals attractions between the solute and the solvent, and the 
unfavorable cost of breaking the structure of the solvent around the solute. This is usually 
modeled as being proportional to the solvent accessible surface area 30. The polar and 
non-polar terms constitute the free energy of solvation. The last part of the total free 
energy, the entropy of the protein is most often neglected, since it is estimated that it is 
similar for the native and misfolded states 31. 
 Another class of force fields are knowledge-based potentials that are derived from 
statistics over the library of known protein structures. In this approach contributions to 
the total energy are dependent on the probability of the occurrence of certain instances in 
the real protein structure, e.g. a burial of a certain amino acid in the protein core or a 
close contact of a certain pair of amino acids in a particular orientation (parallel, 
antiparallel). The advantage is that the knowledge-based force field can be in principle 
derived for any of the simplified protein models. Also the knowledge-based potentials 
contain composite information about all the effects that contribute to the final structure of 
the native state (e.g. solvation). The disadvantage is the problem of statistics, that is the 
particular energy contribution has to be well represented in the database in order to be 
meaningful. Also each energy component in such potential is a result of multiple kinds of 
physical interactions; therefore, a set of independent contributions can only be obtained 
by extensive testing. 
1.5 Hierarchical approach to protein structure prediction 
 The coarse-grained protein models proved to be extremely useful for 
simplification of the conformational search problem. But reduction of the complexity of 
the structure seriously compromises the resolution of the system at the same time, and 
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there is always a trade-off between the two. When fine atomic details of a molecule are 
present, the conformational space that can be searched in a realistic time is very limited. 
On the other hand, the protein representation suitable for an exhaustive search often lacks 
structural details that may be crucial, e.g. correct packing of the structural core. In effect, 
the simplifications in the protein representation influence the quality of the prediction and 
the applicability of the predicted model. The solution to this problem would be a 
hierarchical approach where the global conformational space search is performed in the 
first step for selection of approximate models and subsequently the all-atom model is 
reconstructed and refined with limited search in all-atom force field. 
 
 
 
 
 
 
 
 
 
 
 
Figure 1.1 Schematic overview of the hierarchical approach to protein structure 
prediction. 
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1.6 Refinement of low-resolution protein models 
Major attention of all the protein structure prediction related studies focused so far 
on the first step of the hierarchical approach, the development of simplified molecular 
models and force fields for effective conformational space search and the sensitive 
methods for finding relevant constraints that can reduce the search space. Over a decade 
ago, the CASP (Critical Assessment of protein Structure Prediction) competition has been 
launched 32 that gathers the structure prediction community every two years in the 
challenge of a blind prediction of protein structures that have been determined 
experimentally but not released to the public. The competition helps in continuous 
evaluation of the prediction methods, monitoring and boosting progress in the structure 
prediction area. The results of the contemporary state-of-the-art structure prediction 
methods are typically a set of models that range in quality from 1-6 Å root-mean-square-
deviation, RMSD, of the backbone atoms from the native. Although such models have 
mostly correct topology, the key question is: can models of this quality be used for 
protein function prediction? There are a variety of function prediction methods 
employing structural information that have been successfully applied to high-resolution 
models 33-36. Others have also explored the range of applicability of low-resolution 
structures for functional inference 37.  Most recently, for a large set of enzymatic 
functions, Arakaki and coworkers demonstrated that structures whose backbone RMSD < 
4 Å can be useful for biochemical function prediction with the accuracy significantly 
increasing for structures with a RMSD below 3 Å 38. Therefore, the development of 
approaches that can refine low resolution structures to higher resolution structures at 
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atomic detail is highly important, not only for biochemical functional prediction, but also 
for ligand screening 39,40. 
The problem of protein refinement has garnered much less attention so far and 
still poses significant difficulties. But it has already been appreciated as a limiting step 
towards high-resolution protein structure prediction 41,42. This recognition resulted in the 
launch of the new category of CASP-Refinement (CASPR) in the last edition of the 
challenge. So far, there have been only a few attempts at all-atom protein folding 43-47 and 
protein model refinement 15,48-55. Protein folding simulations with atomic details were 
conducted only for single small, fast folding proteins due to the very high computational 
cost. The refinement studies also report only isolated instances of structure improvement. 
Often the refinement attempts fail 49, or succeed only for a very small fraction of tested 
models 53. The use of explicit solvent coupled with long simulation time does not help 
with the refinement quality 53. Similarly, as for the coarse-grained simulations, restraints 
from a homology model can be used to limit the conformational search 55. With the best 
improvement being about 2 Å 51, the methodology is far from routine, and to date has 
mainly been applied to very small protein systems. Thus, there are considerable issues 
that must be addressed in order to improve the state of the art. 
In our research, we evaluated the performance of existing all-atom force fields for 
the task of protein model refinement (Chapter 2) and employed a powerful global 
optimization method to sculpt a funnel-shape for the best performing potential (Chapter 
3). Finally, we report the results of first systematic refinement that we were able to obtain 
with our new, optimized force field for a representative and large set of proteins and 
decoys (Chapter 4). 
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CHAPTER 2 
CAN A PHYSICS–BASED, ALL–ATOM POTENTIAL FIND A 
PROTEIN’S NATIVE STRUCTURE AMONG MISFOLDED 
STRUCTURES? I. LARGE SCALE AMBER BENCHMARKING  
 
2.1 Introduction 
With the improvement of protein structure prediction methods, the protein model 
refinement problem is becoming increasingly important. State of the art structure 
prediction procedures, including TASSER 12,13, ROSETTA 56, PCONS 57, 3D-SHOTGUN 
58 or CABS 14 are able to assemble approximately correct structures for a significant 
fraction of protein sequences when a weakly homologous structure is available in the 
Protein Databank, PDB 59.  In a benchmark test for proteins covering the PDB below 
35% sequence identity, TASSER was able to predict models with a root mean square 
deviation from native, RMSD, < 6.5 Ǻ for ~70% of single domain proteins < 200 
residues in length, and ~60% proteins of < 300 residues 13,60. Yet while these results are 
encouraging, the models are generally not close enough to native for use in biochemical 
function prediction or ligand screening as part of the drug discovery process 38. This fact 
highlights the importance of developing approaches that can refine low-resolution 
structures to higher resolution. A natural choice for a refinement protocol would involve 
a detailed atomic model and the use of all-atom physics based potentials. There has been 
some work in the direction of both structure ranking and refinement using all atom 
potentials over the last decade. The AMBER potential 61,62 assisted by different solvation 
schemes was tested by Lee 49, Hsieh 63 and  Lee 64 for their scoring ability to rank a set of 
structures. This work showed that AMBER could recognize the native structure among a 
 11
variety of decoys with a good accuracy. Lazaridis et al 65 and Dominy et al 66 tested the 
CHARMM 67 potential in a similar way using both decoys generated in folding 
experiments by other force fields, and decoys of the native fold with sequences borrowed 
from different proteins. In such tests, CHARMM also successfully scored the native 
structure as having the lowest energy. Similarly, the OPLS force field 16 was shown to 
have the ability to find the native structure among a set of misfolded structures 68. 
Additionally, there are examples of successful native ranking with knowledge based and 
simplified all-atom potentials 15,69,70. 
In contrast to the promising results of structure ranking of conformations 
generated by alternative protocols, the case of structure refinement has seen much less 
success. The few reported examples include the work of Vieth 51, Samudrala 71, 
Simmerling 48, Lee 50, and Bradley 15 with the best improvement being about 2 Å 51. The 
common explanation for the discrepancy between the scoring and refinement results is 
that the conformational search using an all-atom force field is computationally very 
demanding; thus, the requisite CPU times to achieve such an improvement are excessive. 
Of course, underlying this statement is the belief that extant atomic potentials are 
adequate and the problem is merely one of the conformational search.  
For any given potential to be suitable for structure prediction or refinement, there 
are two conditions that need to be fulfilled: 1.) the potential must score the native 
structure as the lowest in energy and 2.) there must be a correlation of the potential 
energy with native-likeness (e.g. RMSD) to drive the conformational search in the 
direction of the native structure. By exploring the energy surfaces of 150 single domain 
proteins using an all-atom (AMBER) potential, we try to answer whether the AMBER 
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potential fulfills the above conditions, and therefore whether it can be used for structure 
refinement. In contrast to previous studies, here we address the issue of how the 
conformational search, driven by the AMBER potential, affects the scoring results. The 
search is applied to both native and a set of decoy structures that span the range of 
significant to random relationships to the native structure. Also, we present results for the 
largest testing set of proteins used so far. In order to account for the solvation component 
of the free energy, we use AMBER with the generalized Born (GB) implicit solvation 
model 28 and also include a surface area dependent term (SA).  
Using a representative set of 150 proteins and their associated protein-like decoys, 
we monitor the ranking of the native structure and investigate the relationship between 
native similarity and the energy of AMBER/GBSA potential as a function of search time. 
We conducted the tests in three different Relaxation Regimes: I. at time zero, with only 
minimization of all the native and decoy structures, II. after local relaxation: a 200 ps 
molecular dynamics (MD) search was conducted, followed by minimization, and III. after 
a relatively extensive search: 2 ns of MD, followed by minimization. The objective is to 
see how the extent of the conformational search affects the scoring results, and what is 
the shape of configurational free energy space for all the proteins in different relaxation 
windows. Finally, our goal is to answer the key question: is the search problem the main 
reason for the slow progress in the all-atom protein structure refinement field? 
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2.2 Methods 
2.2.1 Protein sets 
In this study, we employ a previously prepared 72 comprehensive benchmark 
protein set, which includes 1489 test proteins and covers the PDB library 59 with lengths 
from 41 to 200 residues at 35% sequence identity (PDB200). Both the native structure 
and a collection of protein-like decoys from TASSER are available for each protein in the 
set. We then randomly select a subset of 150 proteins from the PDB200 set according to 
following criteria: 1.) The structures do not contain large ligands, prosthetic groups, and 
binding partners necessary for maintaining the fold. Such a selection is justified by the 
fact that we cannot include crystallization partners in the calculation; we found that most 
of the structures co-crystallized with large partners were not stable when subject to 
molecular dynamics based relaxation. 2.) The structures were obtained by X-ray 
crystallography. We also decided not to include most NMR structures due to their 
conformational ambiguity. NMR structures are usually deposited in the PDB library as a 
collection of models that satisfy spatial restraints from experiment. Typically, the models 
are composed of a structurally conserved core region and variable regions (loops and 
chain ends). The variable regions may cause structural differences as large as 5 Å in the 
Cα RMSD from native, and the collection of models covers a large spectrum of AMBER 
energies. Since our goal is to compare the native energy with the energies of decoy 
structures, it is crucial to have one, well-defined native conformation. Therefore, for 
further calculations, we use only a few NMR structures, for which a structurally close 
(RMSD < 2 Å) X-ray mutant or homologue structure is available in the PDB.   
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Some of the proteins from our testing set were crystallized as part of larger 
molecular assemblies but we verified by comparing different PDB entries that the same 
protein or a close homologue had a very similar structure despite different crystallization 
conditions. Our assumption was that the partners are not essential for maintaining the fold 
in such cases. 
The set of 150 proteins will be denoted as the “150-set”. Since Regime III is 
computationally very demanding, we were not able to explore it for the whole 150-set. 
Thus, we selected 50 smaller proteins from the 150-set, termed the “50-set” in what 
follows. The PDB ID list for both sets is available at:  
http://cssb.biology.gatech.edu/skolnick/files/all-atom/. 
2.2.2 Decoys 
The decoys used in this work come from TASSER-based protein structure 
prediction 13. These decoys have protein-like topologies and interactions, yet they vary in 
their similarity to the native structure. TASSER uses a coarse-grained protein model of 
two interaction centers per amino acid (the Cα and side chain center of mass, CM). All 
atom structures of 14,000 decoys per protein were constructed using PULCHRA 19. Then, 
the decoy set for a given protein was divided into 50 intervals of descending native 
similarity measured by the TM-score 72, and up to 20 models per each interval were 
chosen for further calculations (giving up to 20x50 decoys per protein). All decoy 
structures were minimized, and the lowest energy decoy from each TM-score interval 
was selected for further calculations. Separately, for a few proteins, all 14,000 decoys 
were minimized with AMBER and used for comparison. The results from both protocols 
are very similar, and therefore, the use of the less time consuming protocol is justified. A 
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side chain reconstruction procedure was also applied to the native structure: the native 
structure was first reduced to a Cα + CM (side chain center of mass) representation and 
then reconstructed with PULCHRA 19. The native-reconstructed structure was also 
included in further calculations for comparison.  
2.2.3 Structure similarity metrics 
We use two different metrics to measure structure similarity: root-mean-square 
deviation between two structures, RMSD, and the template modeling score, TM-score 72. 
While there are a variety of other structure comparison metrics that could also be used, 
the RMSD and TM-score metrics are chosen as they capture most of the structural 
similarity features we want to monitor. The RMSD is commonly used and well 
recognized and it appropriately describes the region of close structural similarity. But in 
the region of lower structural similarity, the information given by RMSD is very limited. 
For instance, a single hinge motion between two parts of a molecule (e.g. two domains) 
can lead to very high RMSD values, despite the structural similarity being otherwise very 
high. The RMSD is also protein size dependent. The TM-score, on the other hand, has no 
protein size dependence and finds the superposition of two structures that balances the 
coverage of the region of the protein with highest structural similarity and the alignment 
accuracy 72. It weights close matches higher than distant matches. A hypothetical match 
of two structures that have 80% of their structures identical, but have a significantly 
different conformation of a terminal tail is an example. The RMSD between such 
structures can be very high, while the TM-score will denote a significant structural 
match. The TM-score ranges from  (0,1], with 1 denoting identical structures. A  
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TM-score higher than 0.4 indicates a meaningful structural similarity and lower than 0.17 
means a random match. The definition of TM-score can be found in the Appendix A. 
2.2.4 Free energy function 
All calculations were performed using the AMBER force field, ff99 61 including 
GB/SA implicit solvation. In this approach, the solute (protein) is represented by an all-
atom detailed model, while the solvent is treated as a mean electrical field approximated 
through generalized Born theory 28. Non-polar solvation interactions are modeled by a 
term proportional to the solvent accessible surface area (SA) 30. The AMBER/GBSA free 
energy is then approximated as a sum of two terms: the internal energy of the protein (the 
molecular mechanics energy, EMM ) and the solvation free energy (∆Gsolv), that is further 
decomposed into polar (∆GGB), and non-polar (∆GSA) contributions. The internal 
configurational entropy of the protein is neglected based on earlier predictions, that the 
internal entropy of a protein is similar in native, misfolded and denatured states 31. EMM is 
the sum of an internal strain energy (vibration of covalent bonds and rotation of valence 
bond angles and torsional angles), a Van der Waals energy modeled by a Lennard-Jones 
potential and a protein electrostatic energy approximated as Coulomb interactions of 
atomic point charges. 
2.2.5 Scoring Protocols 
Three protocols were used to establish the scoring abilities of AMBER/GBSA 
potential and to monitor the dependence of the results as a function of conformational 
search time. The first protocol included a short, simple minimization of the native 
structure (termed “native-I”) and all the decoys. In the course of minimization, the 
structures were first relaxed, with their Cα positions frozen for 50 steps using a distance 
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dependent dielectric constant, to remove bad side-chain contacts that often appear in the 
decoy structures. Then, GB/SA solvation was turned on, and the minimization was 
carried out for 5,000 more steps. The TM-score span of decoys for each protein was 
divided into 50 intervals, and the lowest energy decoys from each TM-score interval were 
used for scoring analysis and further calculation. This protocol includes only local 
relaxation of protein structures and we refer to it further in the text, as Relaxation Regime 
I. Then, a more crucial test was applied: the 50 lowest energy decoys of different native 
structure similarity, and the native structure were subject to a 100 ps equilibration and a 
100 ps molecular dynamics (MD) production run with AMBER/GBSA. 20 snapshots from 
each MD run were minimized (5,000 steps) and taken for subsequent scoring analysis; we 
term this Relaxation Regime II. The lowest energy snapshot from the native trajectory is 
further referred to as “native-II”. The third protocol, as it is the most computationally 
demanding, was performed only on a part (50) of the 150-protein set. The 50 proteins 
were chosen mostly randomly, with some preference to include small proteins, and 
proteins with a representative (average) scoring result in Relaxation Regime II. For this 
subset, the MD simulation was extended to 2 ns. Again, 20 snapshots from the last part of 
each MD run were chosen for minimization and energy versus TM-score scoring. This 
protocol involves thorough relaxation of native (“native-III”) and decoy structures and is 
denoted as Relaxation Regime III. 
For all the native and decoy structures chosen for scoring, the energy gap between 
native structure and the lowest energy decoy is calculated to check if the force field is 
able to pick the native structure from a set of decoys based on energy. To test the ability 
of the force field to refine protein models, the correlation of the energy versus TM-score 
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was also monitored. A funnel like energy landscape with a good energy – native-likeness 
correlation would promote structural changes towards native during the conformational 
search. On the other hand, a flat and rugged energy landscape would trap decoy structures 
in local energy minima and prevent structural changes in the direction of the native state. 
 
2.3 Results 
 2.3.1 Relaxation Regime I: scoring after minimization 
2.3.1.1 Native – decoy energy gap (native scoring) 
In the least demanding test, the energies of minimized decoy structures are 
compared with the energy of the native-I structure (the minimized experimental 
structure). We find that the energy of the native-I structure is lower than the energies of 
all the decoys in 100% of the cases for the considered protein set. The average native-I – 
decoy energy gap (the difference between native-I energy and lowest decoy energy) is  
-406 kcal/mole. A representative plot of energy versus TM-score for all the structures of 
a given protein sequence is shown in Figure 2.1A for the protein 1ag6_. Of the proteins 
with X-ray determined structures that we tested, the only cases in which the scoring test 
fails (when the native-I structure is not the lowest energy minimum) are proteins that 
were co-crystallized with large partners like DNA, prosthetic groups, protein ligands. 
These partners were not included in the energy evaluation; this is a likely reason for the 
failure to identify the native conformation as the lowest energy structure. Therefore, we 
exclude such proteins from our testing set of 150 proteins. 
Interestingly, most NMR native structures were not ranked first in the set of 
decoys. Out of a collection of NMR models available for a given sequence in PDB, we 
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always evaluated only the first model and it was not always the lowest energy structure of 
all deposited NMR models. On this basis, we decided to exclude most NMR structures 
from our set of 150 testing proteins. The few NMR structures that had a structurally close 
homologue, determined by X-ray crystallography in the PDB, passed this test (native was 
ranked #1) and therefore we use them in further calculations.  
The native-I – decoy energy gap was also decomposed into the contributions from 
different kinds of interactions. Each individual component of the AMBER/GBSA native-I 
energy is on average lower than for the lowest energy decoy structure, with the two 
exceptions being the GB energy term and electrostatic interactions of bonded atoms (1-4 
interactions). These two components are on average lower for the lowest energy decoy 
than for the native-I structure. When electrostatic interactions are considered together 
(electrostatics + GB + electrostatics of bonded atoms), they also favor the native-I 
structure.   
The decoy structures that come from TASSER have only the coordinates of the Cα 
atoms and side-chain centers of mass (CAS model) and the missing atoms were added 
before the AMBER energy was calculated, using PULCHRA 19. We wanted to check how 
much the all-atom building procedure increases the energy of the native structure. We 
therefore converted all native structures to the CAS representation, and then applied the 
same reconstruction procedure as was used for decoys. Structures generated this way 
have on average higher energies than the original native-I structures, with an energy gap 
of 104.8 kcal/mole. The energy gap is significant, but much smaller than the native-I –
decoy gap. These rebuilt-native structures are not considered in further calculations. 
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Figure 2.1 Representative plot of AMBER/GBSA energy as a function of TM-
score in the three different Relaxation Regimes for protein 1ag6_. Green line 
denotes “native” energy level, black dots – decoy structures, green dots – “native 
structures” (minimized experimental structure or 20 minimized snapshots from 
MD simulation of the experimental structure). A: Regime I; the native structure, 
native-I, is the minimized experimental structure, B: Regime II; the native 
structure, native-II, is the lowest energy snapshot from 200 ps MD, starting from 
the experimental structure and C: Regime III; the native structure, native-III, is 
the lowest energy snapshot from 2 ns MD, starting from the experimental 
structure. Note the energy scale change between Regime I, and II and III. 
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2.3.1.2 Correlation coefficient of energy and native-likeness  
In the second part of the analysis, the correlation coefficients (CC) between the 
TM-score (RMSD) and all energy components were monitored. The purpose was to 
check if AMBER/GBSA energy components promote native like structures among decoys. 
Note, we exclude the native-I structures themselves from this calculation. There is 
practically no correlation of energy with either TM-score or RMSD observed for decoy 
structures. The average correlation coefficient equals 0.4. The highest correlation is 
observed for the Van der Waals energy term (0.5). For about 1/3 of the proteins, the 
observed correlation coefficient is higher than 0.6, and in this group, the only energy term 
that exhibits a significant correlation with TM-score (RMSD) is again the Van der Waals 
term. All scoring results, also including those in Relaxation Regimes II and III, are 
presented in Table 2.1. 
 
Table 2.1: Summary of the results from Relaxation Regimes I-IIIa.  
 
Regime I Regime II Regime III  
150 set 50 set 150 set 50 set 50 set 
% of Proteins with native energy ranked #1 100% 100% 70% 66% 20% 
native – decoy energy gap -406.05 -335.98 -25.87 -19.63 14.44 
<native energy> -4553.86 -3863.69 -4768.47 -4060.43 -4092.73 
<lowest decoy energy> -4147.81 -3527.71 -4742.60 -4040.80 -4107.17 
energy - TM-score CC 0.43 0.39 0.18 0.13 0.08 
 
aAll energies are given in kcal/mole and the correlation coefficients (CC) are 
given for decoy structures only. 
 
2.3.1.3 Decoy scoring  
When the native-I structure is compared to the decoys, the native-I always has the 
best energy and best TM-score. Next, we ask whether the best decoy structure can be 
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chosen by the best energy. Only in 4 cases does the lowest energy decoy have the best 
TM-score. All decoy-scoring results are presented in Table 2.2. 
 
Table 2.2: Summary of the decoy scoring results for Relaxation Regimes I, II, III. 
 
Regime I Regime II Regime III  
150 set 50 set 150 set 50 set 50 set 
<TM-score> of the best decoy 0.62 0.59 0.59 0.56 0.54 
# of proteins with the best decoy ranked #1 4 1 0 0 0 
<TM-score> of the lowest energy decoy 0.56 0.52 0.48 0.43 0.39 
 
 
2.3.2 Relaxation Regime II: scoring after 200 ps of MD 
2.3.2.1 Reference structure 
In the second test, we relax all the structures with a total of 200 ps of molecular 
dynamics (MD) with AMBER/GBSA, and then we repeat a similar analysis as in 
Relaxation Regime I. For all proteins, after 200 ps of MD there are decoys that are lower 
in energy than the minimized experimental structure, native-I. Also the minimized 
snapshots from the native MD trajectories have lower energies than the corresponding 
native-I structures.  Clearly, the minimized experimental structure can no longer be used 
as a reference. We then chose 20 snapshots from each trajectory (native and decoy) in the 
same time frame and compare decoys to the lowest energy snapshot from the native 
trajectory (native-II).  
2.3.2.2 Native – decoy energy gap (native scoring) 
After a short relaxation with MD, all the structures are lower in energy. However, 
for the decoys, the energy decrease is much more pronounced than for the native-II 
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structures. Now, the lowest energy structure comes from the native trajectory in 70% of 
the cases. Thus, on average, the native-II structures are still lower in energy than the 
decoys, but the native-II – decoy energy gap is much smaller than in Relaxation Region I 
and is now –25.9 kcal/mole. A representative plot of energy versus TM-score is shown in 
Figure 2.1B for 1ag6_. In the course of molecular dynamics, the native trajectory deviates 
from the experimental structure, and in the case of some proteins, the native-II structures 
are of similar quality in terms of their RMSD from the experimental structure as the best 
decoys. That is, the structures that started from the experimental native structure begin to 
drift away. We then additionally apply a cutoff for “nativeness” of a 2.5 Å RMSD from 
the experimental structure. All proteins with the native-II structure above the RMSD 
cutoff and lowest energy decoys below the cutoff are discarded. This way, we ensure the 
reference structure is always within 2.5 Å from the experimental structure and the decoy 
structure does not belong to our arbitrarily chosen native cluster. Such a filtration process 
leaves 118 proteins for further analysis. In this set, the lowest energy structure comes 
from the native trajectory in 75% of the cases, and the average native-II – decoy energy 
gap is –26.28 kcal/mole. Whether the filter for “nativeness” is applied or not, the two 
analyses give similar results, which is also indicative of their robustness. Also, 
decomposition of the energy gap into different energy terms is consistent in the two 
analyses, and the energy terms that consistently favor native-II structures are the bond 
stretching, angle bending and Van der Waals energy terms. On the other hand, the 
dihedral angle energy term consistently favors decoy structures. All the other components 
display almost no preference towards native-II or decoy structures (they favor native-II in 
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nearly half of the cases), but on average, the electrostatics and SA terms favor decoys and 
the GB term favors native-II structures. 
The energy gap correlates best with the energy gaps calculated for the bond, angle 
and Van der Waals components. It also correlates with the number of atoms in the protein 
(the larger the protein, the more negative the energy gap). There is no correlation between 
the total energy gap and the quality (RMSD) of the lowest energy decoy. The average 
RMSD of the decoys that are lower in energy than the corresponding native-II structures 
is 6.9 Å and 1/3 of the decoys have a RMSD higher than 10 Å. For the cases of proteins 
when the native-II has the lowest energy, the average RMSD of the lowest energy decoy 
is 8.2 Å. 
 2.3.2.3 Correlation Coefficient of energy with native-likeness  
There is no correlation observed between the RMSD of the decoys and their 
energy. The average correlation coefficient, CC, equals 0.18, and only for 2 proteins is 
the correlation higher than 0.6. There is also very little correlation of energy with RMSD 
for native snapshots. The average correlation coefficient is even smaller (CC=0.03) but 
there are 17/150 proteins for which the correlation is higher than 0.6. The results are very 
similar, when the TM-score as a measure of native similarity is used instead of the 
RMSD. 
2.3.2.4 Decoy Scoring 
 The best decoy structures after relaxation with MD have on average lower native 
similarity than the best starting decoys. Also, the best TM-score decoy is never the lowest 
energy decoy. 
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2.3.3 Relaxation Regime III: scoring after 2 ns of MD 
2.3.3.1 Reference structure 
In the course of the MD simulation, lower energy states are found in both the 
native and decoy trajectories. The average improvement in energy for the minimum 
energy native snapshot over the native-II structure (minimum energy native snapshot 
from the Relaxation Regime II) is ~30 kcal/mole. We again use the lowest energy 
snapshot from last 100 ps of the native 2 ns MD simulation as the reference point, and we 
refer to it as native-III. Only in the case of one protein, 1ag6_, was the Relaxation 
Regime II snapshot lower in energy by 1.5 kcal/mole, and therefore it is used as the 
reference native energy. 
2.3.3.2 Native – decoy energy gap (native scoring) 
In the most demanding of our three tests, the average native-III – decoy energy 
gap is no longer favorable for the native-III structures, and on average, it is +14 
kcal/mole. For most proteins (80%), one of the higher RMSD (non native) decoys is the 
lowest energy structure. A representative result is shown in Figure 2.1C for 1ag6_. We 
also checked the results using a 2.5 Å RMSD cutoff for “nativeness”, as in Relaxation 
Regime II, but this does not significantly change the results. When the energy gap is 
decomposed into contributions from the different energy components, we again observe 
that the terms that most favor the decoys are the dihedral angle energy term and the 
electrostatics of bonded atoms (1-4 interactions). Also, the SA energy term often favors 
the decoys over native-III, but its contribution is very small. Bond, angle and Van der 
Waals interactions of bonded atoms (1-4) consistently favor native-III structures. Also, 
when the energy gap is calculated separately for proteins where the lowest energy decoy 
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structure has a higher energy than the native-III structure and those whose decoys have 
energy lower than native-III, the largest difference between the two sets is in the Van der 
Waals interactions. This contribution is on average much more favorable towards native 
in those cases when the native-III structure is the lowest energy structure. The 
electrostatics and GB solvation terms favor native-like structures in approximately half of 
the cases, and they always contradict each other. On average, electrostatics favors decoy 
structures and GB favors native-III structures, but both contributions are large and they 
have large error bars (the addition of another protein to the testing set can completely 
change the average result). 
2.3.3.3 Correlation coefficient of energy and native-likeness  
The energy does not exhibit any correlation with either the RMSD or TM-score; 
indeed for all of the proteins, the correlation coefficient is lower than 0.5, and on average 
it is 0.1. A weak correlation (0.5-0.6) is observed only for bond, angle and Van der Waals 
energy terms in the case of a few proteins. For other components, the correlation 
coefficient is always lower than 0.5. A distribution of the correlation coefficients for our 
protein set is presented in Figure 2.2. 
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Figure 2.2 Histogram representation of the correlation coefficients between 
AMBER/GBSA energy and RMSD from the experimental structure for Relaxation 
Regime III. 
 
2.3.3.4 Decoy Scoring 
After 2 ns of MD, the best TM-score decoy is never the lowest energy decoy. Also, the 
best energy decoy has an average TM-score of 0.39, indicative of rather weak structural 
similarity to the native structure. Clearly, the longer the search, the lower the energy 
minima that are found for decoys distant from the native structure. 
2.3.4 Drift of decoys 
We also monitor the RMSD and TM-score change of the decoys relative to the 
native structure in the course of the MD simulation. Using RMSD as the structural 
similarity measure, this analysis shows its drawbacks. While there are many structures 
 28
that improved relative to the native structure with the largest improvement of ~ 10 Å 
towards native, most changes are actually meaningless and account only for a change in 
the decoy compactness. The RMSD improvement correlated very well with the quality of 
the initial decoy (the worse the decoy was initially, the larger was the change towards 
native). The greatest improvement was from a RMSD of 22 Å to 12 Å from native. 
However, the decoy structures bear no similarity to the native structure either at the 
beginning or the end of the MD simulation. Thus, we use the TM-score that can 
distinguish between meaningful and random structural changes. An improvement was 
found for ~15% of the decoys. The most significant improvement was of 0.1168 TM-
score units. The accompanying RMSD improvement was only 0.2 Å.  
2.3.5 Optimization of the AMBER potential 
In the scoring analysis, we observed that some energy components consistently favor 
decoy or native structures. We next checked if, by changing the relative contributions of 
the individual energy components, we could improve the energy – native-likeness 
correlation. We use the CERN MINUIT program 73 for optimization using the 
optimization function as described previously 12. In short, the function changes the 
weights of the energy components to maximize the correlation coefficient between 
energy and TM-score, and maximizes the native-decoy structure energy gap. The 
optimization attempt was unsuccessful, and the obtained improvement of correlation was 
essentially meaningless: the original average correlation coefficient of 0.1 increased to 
0.3 on optimization. This shows that the lack of ability of the force field to recognize 
native-like structures arises from the parameterization of the potential, rather than from a 
wrong balance of energy components. 
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2.4 Discussion 
The ability of the AMBER/GBSA potential to recognize the native structure among 
decoys in the first scoring test, when all structures are only minimized (Relaxation 
Regime I), appears to be an artifact of the decoy preparation procedure. Short relaxation 
of all the structures with 200 ps MD (Relaxation Regime II) also does not reveal the true 
shape of the potential. In fact, this is the way that the assessment of all-atom potentials 
were previously done 64,66,68. Experimental structures are compact and have physical, 
well-minimized distances and angles. The decoy structures are not only misfolded, but 
they often contain unrealistic conformations of side chains and have much worse packing 
than experimental models. When decoys and experimental structures are only minimized 
prior to energy comparison, the challenge for a scoring function is mainly to recognize 
the most compact and best-packed structure, rather than a true native fold. This is also 
why the Van der Waals energy is the only contribution that correlates with native 
similarity in our test for Relaxation Regime I. But when all the structures are well relaxed 
with the scoring potential, prior to energy comparison, the differences in compactness 
and packing disappear, and it becomes a real challenge to select the native-like structure 
from a collection of alternatives. In such a test, the AMBER/GBSA energy fails, and the 
results reveal that the potential has a quite flat and rugged landscape, with many 
comparable minima away from the native structure. The results (average native – decoy 
energy gap) do not depend on the quality of the decoys used for the analysis; in the set of 
proteins with a decoy structure lower in energy than the native-III structure, the lowest 
energy decoy was ~3-16 Å away from the native structure. The results also do not depend 
on the secondary structural class of protein used. The average native – decoy energy gap 
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depends however on the length and temperature of the MD simulation (results for the 
temperature dependence are not shown). The more thorough the search, the lower the 
energy minima of both non-native and native decoys that are found. Indeed, the energy 
landscape seems rather flat, since no correlation is found between energy and native-
likeness, even in the near native region. Previous work has also indicated some possible 
improvements to the accuracy of the AMBER/GBSA potential. These factors include 
optimization of the dihedral angle parameters and partial charges 26,46,74-78, correcting the 
generalized Born solvent model 29,79,80, and the development of improved functional 
forms to model nonpolar solute – solvent interactions 81. 
An attempt to optimize the weights of the AMBER/GBSA potential shows that a 
simple balancing of the different energy terms does not significantly improve the scoring 
abilities of the potential. In order to change the potential landscape into a funnel-like 
shape with the minimum corresponding to the native structure, changes in the force field 
parameters are needed. Decomposition of native – decoy energy gaps and energy – 
native-likeness correlation coefficients into contributions coming from different 
interactions may help guide the optimization procedure. For example, the dihedral angle 
component consistently favors decoy structures over native. Also the electrostatic energy, 
that is always a large contribution, does not help to distinguish between native and decoy 
structures at all. An extension of such analysis is a comparison of AMBER (ff99) results 
with the results from different force fields for the same set of proteins. In the next chapter 
(Chapter 3) we will explore the performance of the newer, ff03 version of AMBER 
potential 74.  
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CHAPTER 3 
DEVELOPMENT OF A PHYSICS - BASED FORCE FIELD  
FOR THE SCORING AND REFINEMENT OF PROTEIN MODELS 
 
3.1 Introduction 
Two of the major unsolved problems in protein structure prediction involve the 
scoring of decoy structures such that the most native-like conformation is selected on the 
basis of its energy, and the refinement of low-resolution protein models to higher 
accuracy 55. In practice, the correct scoring of decoys is a less complex task than their 
systematic refinement 82.  Indeed, for a significant fraction of tested proteins, many 
potentials correctly identify the native structure as having the lowest energy among 
decoys 15,63-66,68-70.  However, only very rarely is there a correlation between energy and 
native similarity 12. For such typical predictions, this correlation is necessary for choosing 
the decoy closest to the native structure on the basis of its energy and most likely 
represents the physically realistic situation.  
The refinement of low-resolution predicted models with a backbone root mean 
square deviation from the native structure, RMSD, of about 6 Å, to high-resolution all-
atom structures whose RMSD is less than 2 Å has proven to be an extremely difficult 
task. The solution to this problem has become more essential with the improvement of 
protein structure prediction methods. State of the art structure prediction procedures, 
including TASSER 12,13, ROSETTA 56, PCONS 57, 3D-SHOTGUN 58 or CABS 14 generate 
approximately correct structures for a significant fraction of protein sequences for which 
a weakly homologous structure is available in the Protein Databank, PDB 59.  For 
example, in a benchmark test for proteins covering the PDB below 35% sequence 
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identity, TASSER was able to predict models with a RMSD < 6.5 Ǻ for ~70% of single 
domain proteins < 200 residues in length, and ~60% proteins < 300 residues. However, 
for many important applications such as detailed studies of interactions, molecular 
mechanisms, ligand screening and drug design, more accurate structures at atomic detail 
are required.  
For structure refinement to be routine, the correlation of energy with native-
likeness has to be satisfied not only for the ranking of decoys generated in an extrinsic 
procedure by a different energy function but also for the collection of structures 
generated when the energy function drives the search. As we demonstrated 82 in Chapter 
2, the apparent correlation of energy vs. native-likeness observed for one potential when 
the decoys are generated with another potential is often an artifact of decoy preparation. 
Native structures are compact with well-minimized distances and angles. Decoy 
structures are not only misfolded, but often contain unrealistic side chain conformations 
with much worse packing than experimental structures. When decoys and native 
structures are only minimized prior to energy comparison, the challenge for a scoring 
function is mainly to recognize the most compact and best-packed structure, rather than 
the native fold. When all the structures are well relaxed with the scoring potential, prior 
to energy comparison, the differences in compactness and packing disappear, and it 
becomes a significant challenge to select the native-like structure from the sea of 
alternatives 82. For a set of 150 proteins, we have shown using the Amber ff99 potential 
61,62 and decoys obtained with the TASSER force field 12,13, that a weak correlation ( ~ 0.4 
on average) of the energy with TM-score, (a measure of structural similarity that ranges 
from 0 to 1.0 for identical structures, with a value of 0.3 for the best structural alignment 
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of a pair of randomly related structures) is observed only for the initial set of decoys 82. 
Using the initial set of decoys as starting structures, after running a molecular dynamics 
search with the ff99 potential, this correlation decreases during the course of the 
simulation and is lost completely after a longer search, revealing the inherent flatness of 
the sampled potential. Similarly, the ability of the ff99 potential to rank the native 
structure as the lowest energy among initial decoys for 100% of tested proteins drops to 
20% after a longer conformational search. 
Among the reasons that the native structure does not correspond to the global 
minimum of energy for many force fields and that the correlation between the energy and 
native similarity is low, is that during the creation of the force field, not enough 
information about the global shape of the energy landscape is taken into account. Such 
energy global landscape sculpting was employed by Zhang at al. 12 for a large set of 
decoys and proteins to optimize the weights of the TASSER force field which employs a 
reduced protein model. For both sets of nonhomologous training and testing proteins, the 
average correlation coefficient of energy and RMSD was 0.69. A similar idea was also 
employed by Liwo et al. 83,84 on a much smaller set of proteins to optimize the parameters 
of the coarse-grained UNRES potential for ab-initio protein structure prediction. These 
ideas were also employed to derive an all-atom force field (ECEPP-5) for the prediction 
of the crystal structures of organic molecules 85-87.  
Here, we explore the ability of global parameter optimization to sculpt a funnel-
like landscape for the all-atom physics-based Amber ff03 74 potential. For 58 
nonhomologous proteins, we use a large number of decoys generated with the ff03 force 
field and optimize the relative weights of the energy components. We obtain a significant 
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improvement in the correlation of the energy with native-likeness of the decoys and the 
ranking of the native structure as the lowest energy as compared to the original ff03 
potential 74. Next, we show that by adding an explicit backbone hydrogen bond potential 
(HB) to the ff03 force field followed by global optimization of the combined potential, 
there is a further significant improvement in the funnel-like character of the energy 
landscape. We also investigated the relative contributions to the ff03 force field 
(supplemented by the HB potential), by turning off the electrostatic energy and 
generalized Born solvation 28 energy components. The optimized reduced force field still 
scores the native structures better than the original ff03 potential and retains the improved 
correlation of the energy with native-likeness.   
3.2 Methods  
3.2.1 Benchmarking of the ff03 force field 
In this study, we use the same benchmarking protocol as described in detail in 
Chapter 2 for the evaluation of the AMBER ff99 force field 82. In short, we employ a 
previously prepared 13 comprehensive benchmark protein set, PDB200, which includes 
1489 test proteins and covers the PDB library 59 with lengths from 41 to 200 residues at 
35% sequence identity and randomly select 58 proteins that satisfy the following criteria: 
1.) The structures do not contain large ligands, prosthetic groups, and binding partners 
necessary for maintaining the fold, and 2.) The structures were obtained by X-ray 
crystallography. For these 58 proteins (listed in Table B.1, Appendix B), we take into 
consideration both the native and decoy structures of varying native similarity. The initial 
set of decoy structures were generated by TASSER 12,13.  50 decoys per protein were 
chosen that they span the range of native similarity from essentially random to native-like 
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structures. All-atom representations of the decoys were constructed using PULCHRA 19. 
For the native structure and all-atom decoys, we examined the performance of the ff03 
potential 74 that includes generalized Born and surface area dependent solvation, GB/SA, 
terms 28,30 in three relaxation regimes: I. after minimization with AMBER, II. after 200 ps 
of molecular dynamics (MD) simulation, and III. after 2 ns of MD. 
3.2.2 Decoys for force field optimization 
To further improve the coverage of conformational space by decoys, we picked 
50 low-energy decoys from MD trajectories and used them as starting structures in a 
thorough conformational search using the A-TASSER program, which is described below 
in the section  “Conformational search method”. Finally, about 30,000 decoys per protein 
were collected, minimized in ff03/GB/SA potential and used in force field optimization. 
We call this decoy set, Set58. In preparation of Set58, we required on average a low 
correlation of the decoys’ TM-score 72 to the native state with their radius of gyration, to 
avoid the situation where the correlation is associated only with bad packing (“swollen” 
decoys). The average correlation coefficient of the TM-score to the native structure with 
the radius of gyration for Set58 was 0.40 (thus most decoys are well packed, compact but 
not necessarily native structures). There are six proteins (1ame_, 1em9A, 1a0b_, 1a7xA, 
1bm8_, 1a19A) in Set58 for which the correlation of the TM-score with radius of 
gyration was high. We did not exclude them to increase the diversity of the decoy set and 
to have some representation of less well packed, “swollen” decoys in the set of structures 
used for parameter optimization.  
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3.2.3 Conformational search method 
To search the conformational space of proteins and generate more decoy 
structures, we used our newly developed A-TASSER program. A-TASSER (for atomic-
TASSER) represents the protein at atomic detail and employs the Replica Exchange 88,89 
Monte Carlo (REMC) search method with a Parallel Hyperbolic Sampling (PHS) 
acceptance criterion 90 to reduce higher energy barriers. A-TASSER employs three types 
of moves that only change the torsional angles of the molecule:  local “fixed end” moves 
91, end moves, and the side chain moves (Figure C.1, Appendix C).  The rotation angle is 
randomly chosen within a given amplitude range. We used (-30, 30) and (0, 360) degree 
rotation amplitude ranges for the end moves and the side chain torsional moves, 
respectively. The “fixed end” moves rotate a fragment comprised of a few residues (from 
2 to 12 residues) around the axis connecting the Cα  atoms of the residues at the fragment 
ends, whereas the rest of the protein remains unchanged. For each local move, the 
rotation amplitude is adjusted so that the backbone valence angles of the end residues of 
the fragment do not change beyond the statistical fluctuation range, which is about five 
degrees 91. The amplitude of this motion typically does not exceed 30 degrees. The end 
moves rotate the free ends of the molecules and involve 1-5 residues. The side chain 
moves rotate the side chain atoms by perturbing one or two randomly chosen torsional 
angles. The move types and the torsional angles to be perturbed are also randomly chosen 
at each step. The bond lengths and valence angles do not change during the search 
(except for the backbone valence angles of the end residues of the fragment undergoing 
the “fixed end” move that are allowed to change within the statistical fluctuations seen in 
native proteins). 
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3.2.4 Force field optimization method 
For each tested potential (described below in the section titled “Types of the 
optimized force fields”), the energy components, Ei were multiplied by individual 
weights, wi, Eq.3.1, and the weights were optimized to minimize the target function F, 
Eq.3.2-6. 
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During minimization of the function F, the component G1, Eq.3.3, tends to 
maximize the linear correlation coefficient, CC, of the total energy, ETOT, with the TM-
score 72. We maximized the CC only for decoys with a TM-score to the native state in the 
range 1 to 0.4 (structures with higher TM-score are closer to the native state). Structures 
with a TM-score below 0.4 are usually far from the native state, and there is no reason to 
expect a correlation of energy with native-likeness in this regime. The energies of these 
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structures are only expected to be higher than the energies of the structures closer to the 
native state. However, during optimization such a requirement was not explicitly 
enforced.  
The component G2 minimizes the deviation of the dependence of the energy on 
TM-score from linearity, through minimization of the chi-square value (χ2). G3 
maximizes the gap between the ensemble of native-like structures (those whose TM-
score to the native structure is larger than 0.9) and non-native structures, as a function of 
the Z-score, Eq.3.6. The correlation coefficient (CC), χ2, and the Z-score in the function F 
are averaged over all proteins in the training set (described in the next section) and they 
depend on the weights wi. The constants A1, A2, A3 were set to 2, 0.01, and 0.5, 
respectively. The values of A1, A2 and A3 were chosen so that the G1, G2, G3 all change 
over the same range, from 0 to 1 (or close to 1 in case of G1) and have a large gradient for 
the important ranges of the CC, Z-score, and χ2. The behavior of G1, G2, and G3 is 
illustrated in Figure C.2 (Appendix C). F possesses multiple minima in parameter (wi) 
space. Therefore, we used a global optimization method 92 to find the global minimum of 
F with respect to the weights wi. The method is independent of the starting values of the 
weights, and finds within a given range, multiple sets of weights that minimize function 
F. For each of 30 training subsets (described in the next section, “Training and testing 
protein sets”), we ran 10 independent optimization runs and collected the 5 lowest 
minima from all runs per subset. This way, we obtained 150 (30 x 5) sets of weights for 
every optimized potential. All 150 sets of weights were tested on the appropriate testing 
protein set.   
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3.2.5 Training and testing protein sets 
From the set of 58 proteins (Set58), two different sets of 15 proteins were chosen 
randomly as training sets (Train1, Train2, Table A.1). The remaining 43 proteins with 
respect to each of two training sets constitute the testing set (Test1, Test2). To increase 
the diversity of the training set, we generated 15 subsets for Train1 and Train2, by the 
leave-one-out method. Thus, there are 30 (15 x 2) training subsets that were 
independently used for force field optimization.  
3.2.6 Types of the optimized force fields 
Three types of the potential energy functions were used to optimize the weights: 
a) the full version of the ff03 Amber potential, supplemented by GB/SA solvation, 
Eq.3.7,  
 SASAGBGBELEELEELEELEVDWVDWVDWVDWDIHDIHFF EwEwEwEwEwEwEwE ++++++= −−−− 4141414103
Eq.3.7 
b) the ff03 potential with an explicit hydrogen bond potential added (HB), Eq.3.8,  
 
HBHBSASA
GBGBELEELEELEELEVDWVDWVDWVDWDIHDIHHBFF
EwEw
EwEwEwEwEwEwE
++
+++++= −−−− 41414141/03
Eq.3.8 
and c) the ff03 potential with HB but without electrostatic interactions and GB (omitted 
by setting the weights for those energy components to zero), Eq.3.9 
           Eq.3.9 wwwEwEwE ++++= HBHBSASAVDWVDWVDWVDWDIHDIHRHBFF EEE −− 4141//03
Since the sampling method keeps the bonds and valence angles unchanged, we also set 
the weights in front of the bond and angle energy components to 0. 
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In equations 3.7-9, the following abbreviations are used: DIH – dihedral 
component, VDW – van der Waals energy, VDW1-4 – van der Waals term for atom pairs 
separated by less than four bonds, ELE – electrostatics, ELE1-4 – electrostatics for atoms 
separated by less than four bonds, GB – generalized Born energy (electrostatic 
component of solvation, we used the GB parameter set from Onufriev at al. 29), and SA – 
surface area dependent term (hydrophobic component of solvation).  
3.2.7 The hydrogen bond potential 
We have tested two different approaches for the calculation of the hydrogen bond 
energy: 1.) a knowledge-based TASSER-like 12,93 hydrogen bond potential, and 2.) the 
DSSP potential 94. Although the performance in terms of native scoring and energy-
native-likeness correlation of the two potentials is very similar, the DSSP energy is less 
computationally expensive. Therefore, the hydrogen bond potential that we employ in 
this study follows the DSSP approach. The hydrogen bond energy of the system C-O · · · 
H-N is calculated according to Eq.3.10: 
Eq.3.10 
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where q1 = 0.42e and q2 = 0.20e, with e being the magnitude of the charge on an electron, 
r(AB) is the distance between atoms A and B in Å, and EHB is the energy in kcal/mole. A 
hydrogen bond occurs when two cutoff criteria are satisfied: 1.) the N-O distance is ≤ 5.2 
Å, and 2.) the calculated energy is less than –0.5 kcal/mol. Only energies for backbone 
hydrogen bonds were calculated. 
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3.3 Results and Discussion 
3.3.1 Comparison of scoring performance of the ff03 and ff99 potentials 
Similar to our previous study 82, we performed tests of the ff03 force field in three 
relaxation regimes: I. after minimization with AMBER ff03/GBSA, II. after 200 ps of MD 
(followed by minimization of MD snapshot structures), and III. after 2 ns of MD 
(followed by minimization of the snapshots). As in the case of the ff99 force field, we 
found that the initial structures, the native and decoys, are in very shallow energy 
minima. During the conformational search with MD, much deeper minima are found 
nearby, and the true shape of the potential is only revealed after a long relaxation time. 
The most important conclusion from this initial analysis is that the ff03 force field 
performs better than the ff99 potential in terms of scoring the native structure as the 
lowest in energy and correlation between energy and native similarity. The correlation 
coefficient for the ff99 force field was only 0.1, while for ff03, it is 0.25. For the ff99 
potential, native-like structures are the lowest energy among the decoys for only 20% of 
tested proteins. In the case of ff03, this is true for 48% of proteins, when a similar 
criterion for “native-likeness” is used (RMSD of 2 Å or less from the experimental 
structure). Such results are encouraging for the purpose of force field optimization, and 
we decided to use the ff03 potential as our base energy function in all further 
calculations. The optimization of the ff03 force field is required because during the MD 
simulations using this potential, 84% of the decoys drifted farther away from the native 
structure, and only 16% of the decoys improved their TM-score to the native state. 
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3.3.2 Correlation of energy with native-likeness in the original ff03 force field 
  For Set58, we calculated the linear correlation coefficients (CC) of the 
total energy and each energy component of the original ff03 force field, Eq.3.7, with the 
TM-score to the native structure. The results are shown in Table 3.1 (the hydrogen bond 
energy, HB is not present in the original ff03 force field). The correlation coefficient of 
the total energy (ETOT) is low, 0.25. Among all the energy components, the bond 
(BOND) and van der Waals (VDW) energy have a weak correlation with TM-score, with 
a CC above 0.4, whereas the remaining energy components have no correlation with 
native-likeness. Therefore, during optimization, one would expect the weights of these 
two components to dominate. Since our conformational search method fixes the bond 
lengths and valence angles, the bond and angle energy is set to zero during optimization. 
It is very interesting to note that the electrostatic interactions (ELE, ELE1-4) and 
generalized Born solvation energy (GB) are completely uncorrelated with native-likeness 
(their correlation coefficients with TM-score are close to 0). These interactions appear to 
be non-specific in recognizing similarity to the native structure. Therefore, one could 
expect relatively small values of the weights at those energy components during force 
field optimization. 
 
 
 
 
 
 
 43
 
Table 3.1 The average correlation coefficients (CC) and their standard deviations 
(in parentheses) of the individual components of the original AMBER ff03 
potential with TM-score (rows ETOT - SA), and the average correlation 
coefficient of the DSSP hydrogen bond potential (HB) with TM-score for 
representative protein and decoy set (Set58).  
 
Energy component CC 
ETOT* 0.25 (0.25)
BOND† 0.41 (0.23)
ANG‡ 0.26 (0.33)
DIH§    -0.22 (0.29)
VDW¶ 0.52 (0.25)
VDW1-4||    -0.25 (0.23)
ELE** 0.06 (0.30)
ELE1-4††     0.05 (0.15)
GB‡‡    -0.09 (0.30)
SA§§ 0.36 (0.26)
HB¶¶ 0.58 (0.18)
 
* ETOT - total potential energy (AMBER, ff03+GBSA), †BOND – bond energy, ‡ 
ANG – angle energy, § DIH – dihedral angle energy, ¶ VDW – van der Waals 
energy, || VDW1-4 – short distance van der Waals energy (for atom pairs 
separated by less than four bonds), ** ELE – electrostatic energy, †† ELE1-4 – 
short distance electrostatic energy (for atom pairs separated by less than four 
bonds), ‡‡ GB - generalized Born solvation energy, §§ SA – surface area dependent 
solvation energy, ¶¶ HB – DSSP hydrogen bond energy (not present in the original 
ff03 force field).  
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  There is no reason for the electrostatic energy to change monotonically with 
native similarity, and the native state does not have to have lower electrostatic energy 
than the decoys; it will be strongly protein-dependent. For our decoy Set58, on average 
we do not observe any correlation of the electrostatic energy with native-likeness at any 
range of TM-score to the native state (the average correlation coefficients in all ranges of 
TM-score are close to zero). There are only two examples of proteins with significant 
correlation (CC > 0.6) or anti-correlation (CC < -0.6) of the electrostatic energy with 
TM-score. In force fields, the “frozen” point charge approximation and the absence of 
polarization additionally introduce abnormally large fluctuations of the electrostatic 
energy, even for small changes of local geometry. In nature, the changes of electron 
density are smoother, because large unfavorable electrostatic interactions in some 
conformations are quenched by the polarization of electron density as well as screening 
by counterions. The GB solvation energy also has an electrostatic character and suffers 
from the same large nonphysical fluctuations as the electrostatic energy, possibly caused 
by the point charge approximation. The solvation energy is usually favorable for 
extended structures, and for some proteins, it may be weakly anti-correlated with native 
similarity, as the structures become more compact and less solvated. For Set58, the 
average correlation of GB energy with TM-score is close to zero at each range of TM-
score to the native state, and it is negative and insignificant for most proteins. Only seven 
proteins have some noticeable correlation of GB energy with TM-score, among which 
five show a weak anti-correlation (CC < -0.4). 
The dihedral energy (DIH) and short-distance van der Waals interactions on 
average appear to be weakly anti-correlated with native-likeness; however, their CC 
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values are practically negligible. The dihedral energy landscape is flat for a wide range of 
the native similarity. Only for the near-native region (RMSD < 2 Å) is there a noticeable 
anti-correlation of the dihedral energy with TM-score. This result is in accordance with 
our earlier observation 26 that the ff03 force field has a tendency to distort the dihedral 
angles from their gas phase values obtained using quantum mechanical calculations for 
short helices and strands of polypeptides. This suggests that the dihedral energy term 
might require parameter reoptimization.   
3.3.3 Optimized ff03 force field 
We applied the optimization procedure, described in the section “Force field 
optimization method” to optimize the weights of the energy components of the ff03 force 
field, EFF03, Eq.3.8. We used training protein decoy sets described in the section “Testing 
and training protein sets”. The weights of the bond and angle energy components were 
set to 0, and the remaining weights were optimized without restraints. The results for the 
best set of weights (Wgt-0) are presented in Table 3.2. The optimized force field (column 
ff03 optimized Wgt-0) has a much higher average correlation coefficient (CCave) between 
the energy and TM-score compared to the original potential (column ff03). On average, 
over entire Set58 (column Set58), the CC increased from 0.25 to 0.62 for the original ff03 
and optimized ff03 force fields, respectively. The values of the correlation coefficients of 
the energy with TM-score for each protein, for the original and optimized ff03 force 
fields are given in Table B.1 (Appendix B).  
Besides the CC value, we also analyzed the values of the average Z-score (Z-
scoreave, Eq.3.6), the fraction of proteins with a CC larger than 0.60 (CCfr) (we considered 
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the CC ≥ 0.60 to be a significant correlation), the fraction of proteins for which the lowest 
energy decoy has a TM-score to the native structure higher than 0.90, TMfr, and the 
fraction of proteins for which the lowest energy decoy has a RMSD over Cα atoms to the 
native structure lower than 2.0 Å, RMSDfr.  
 
Table 3.2 Comparison of scoring performance of the unoptimized (ff03, ff03/HB) 
and optimized (ff03 optimized, ff03/HB optimized) force fields. 
  
 
 ff03* 
 
ff03/HB† 
 
ff03 
optimized‡ 
Wgt-0 
ff03/HB 
optimized§ 
Wgt-1 
 Set58¶ Set58¶ Train|| Test** Set58¶ Train|| Test** Set58¶ 
CCave†† 0.25 0.31 0.63 0.61 0.62 0.67 0.64 0.65 
Z-scoreave‡‡ 0.16 0.23 2.65 2.18 2.30 2.59 2.19 2.29 
CCfr§§ 0.12 0.14 0.47 0.49 0.48 0.60 0.65 0.64 
TMfr¶¶ 0.22 0.26 0.93 0.84 0.86 1.00 0.86 0.90 
RMSDfr|| || 0.48 0.55 0.93 0.88 0.89 1.00 0.88 0.91 
 
* Original unoptimized ff03 potential, † unoptimized ff03/HB potential (ff03 
supplemented by hydrogen bond potential), ‡ optimized ff03 potential, weight set 
Wgt-0, § optimized ff03/HB potential (ff03 with added hydrogen bond potential), 
weight set Wgt-1, ¶ Set58 - the entire set of 58 proteins, || Train - training protein 
set, ** Test - testing protein set, †† CCave - average correlation coefficient of the 
energy with TM-score, ‡‡ Z-scoreave - average Z-score between native cluster and 
the remaining decoys (native cluster is defined by TM-score ≥ 0.9), §§ CCfr - 
fraction of proteins with correlation coefficient of energy with TM-score greater 
than 0.6, ¶¶ TMfr - fraction of proteins for which the lowest energy structure had 
the TM-score to the native state greater than 0.90, || || RMSDfr - fraction of proteins 
for which the lowest energy structure had the RMSD from the native state less 
than 2 Å.  
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The more positive the Z-score, the better is the energy separation between the 
native and non-native decoys clusters. The force field optimization improved the average 
Z-score from 0.16 to 2.30, for the original and optimized ff03 force fields, respectively. 
The fraction of proteins with a significant correlation coefficient, CCfr, also greatly 
increased from 0.12 to 0.48 for the original and optimized ff03 force fields, respectively. 
This means that for about 48% of the proteins, selecting the lowest energy decoys 
guarantees that the decoys are closest to the native structure. TMfr and RMSDfr describe 
the ability of a force field to pick the native structure among decoys using an energy 
criterion (TM-score greater than 0.90), and to indicate by energy the near-native cluster 
(RMSD less than 2.0 Å). The TM-score, unlike RMSD, is chain length independent, so 
that the two measures cannot be directly compared, but for our set of proteins and decoys 
a TM-score of 0.9, roughly corresponds to an average RMSD of 1.4 Å. For set 58 the 
TMfr value increased after optimization of the force field from 0.22 to 0.86, and the 
RMSDfr increased from 0.48 to 0.89. It is important to notice that the potential optimized 
on the training protein set (Train, Table 3.2) is well transferable to the testing set (Test, 
Table 3.2).  
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ff03 optimized potential, Wgt-0 
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Figure 3.1 Comparison of the performance of the optimized ff03 (weight set 
Wgt-0) and ff03/HB (ff03 with added hydrogen bond potential, weight set Wgt-1) 
force fields for the set of 58 proteins (Set58), A-E – the results for the optimized 
ff03 potential, A’-E’ – the results for the optimized ff03/HB potential, A, A’ – 
correlation coefficients of the energy with Cα atom TM-score to the native 
structure after optimization with respect to the values before optimization, B, B’ – 
distribution of correlation coefficients of the energy with Cα atom TM-score to 
the native structure before (open bars) and after (black bars) optimization of the 
force fields, C, C’ – Z-score after optimization with respect to the values before 
optimization, D, D’ – Cα atom TM-score to the native state of the lowest energy 
decoy after optimization with respect to the values before optimization, E, E’ - Cα 
atom RMSD to the native state of the lowest energy decoy after optimization with 
respect to the values before optimization, open circles – results for the training 
protein set, black circles – results for the testing protein set. 
 
Additional illustration of the performance of the optimized ff03 potential with 
respect to the original one is given in Figures 3.1A-E. Figure 3.1A presents the values of 
the correlation coefficient of the energy versus TM-score for each protein after 
optimization of the force field compared to the values before optimization. The CC 
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values improved for most of the proteins (points above the diagonal) for both the training 
(open circles) and testing (black circles) sets. The improvement of the correlation 
coefficient is also shown in Figure 3.1B, for different intervals of the CC values, where 
the bars represent the percent of the proteins with correlation coefficient in a given 
interval. The black bars represent the distribution after optimization of the force field, and 
the open bars represent the distribution before the optimization. There is a visible shift of 
the distributions toward the significant range of the CC values.  Figures 3.1C-E show the 
values of the Z-score, TM-score of the lowest energy structure, and the RMSD of the 
lowest energy structure, respectively, for each protein after optimization of the force field 
with respect to the values before optimization. The Z-score values increased for all 
proteins (Figure 3.1C). The TM-score and the RMSD to the native structure of the lowest 
energy decoy improved for the majority of the proteins (Figure 3.1D, points above the 
diagonal for TM-score; Figure 3.1E, points below the diagonal for RMSD).  
3.3.4 Influence of explicit hydrogen bond potential on the correlation of the energy 
with native-likeness and the scoring of the native structure 
When the explicit hydrogen bond potential (HB), Eq.3.10, is added to the original 
ff03 force field (with weight equal 1), the performance of the force field improves. In 
Table 3.2, columns ff03 and ff03/HB compare the values of the correlation coefficient, 
the Z-score, CCfr, TMfr, and RMSDfr for the original ff03 and for the ff03 with the 
hydrogen bond potential included (nonoptimized). All the control values improve after 
adding the HB potential. However, the average correlation coefficient of the total energy 
with TM-score (CCave), increases from 0.25 to only 0.31, whereas the correlation 
coefficient of the hydrogen bond energy alone with TM-score (Table 3.1, HB) is much 
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larger, 0.58. Therefore, optimization of ff03/HB should allow for further improvement in 
the accuracy of the force field.  
3.3.5 Optimized ff03/HB force field 
Optimization greatly improves the accuracy of the combined ff03/HB force field. 
The values of the correlation coefficients of the energy with TM-score for each protein, 
for the unoptimized and optimized ff03/HB force fields are given in Table B.1 (Appendix 
B). The optimized ff03/HB (called Wgt-1) force field also outperforms the optimized 
ff03 potential (see Table 3.2). The average correlation coefficient (CCave) for the 
optimized ff03/HB Wgt-1 potential is higher than for the ff03 optimized potential (0.65 
compared to 0.62, Table 3.2, column Set58). The fraction of proteins with a significant 
CC increased from 0.48 to 0.64, and the recognition of the native structure (TMfr) and 
native cluster (RMSDfr) is also better: 0.90 compared to 0.86 and 0.91 compared to 0.89 
respectively. Figures 3.1A’-E’ show a graphic representation of the performance of the 
optimized ff03/HB Wgt-1 force field. Figure 3.1A’ presents the values of correlation 
coefficient of the energy versus TM-score for each protein after optimization of the force 
field with respect to the values before optimization. The correlation coefficient improved 
for almost all the proteins, and the improvement is on average larger than for the 
optimized ff03 force field. Also, the distribution of the CC has moved toward larger 
values, significantly more than for the optimized ff03 force field (compare Figure 3.1B’ 
with Figure 3.1B). The Z-score improved for all the proteins (Figure 3.1C’) and the TM-
score (Figure 3.1D’) and RMSD (Figure 3.1E’) to the native state of the lowest energy 
structure improved for the great majority of the proteins. As an additional illustration, in 
Figures 3.2A-D we show examples of the plots of energy versus TM-score for the 
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original ff03 (unoptimized) potential and optimized ff03/HB, Wgt-1 potential. Figures 
3.2A-C illustrate the average improvement of the correlation coefficient, and Figure 3.2D 
shows an example of a very large improvement of the correlation coefficient. 
These results show the importance of an accurate hydrogen bond scheme for 
improving the correlation of the energy with native-likeness of protein decoys. Hydrogen 
bonding was previously shown to be a necessary requirement for the generation of 
protein like protein structures 95. The hydrogen bond potential that contains an implicit 
angular dependence of the hydrogen bond energy is sensitive to small changes of the 
angular orientation of the atoms that form a hydrogen bond. This is reflected in 
continuous increase of the energy of the structures as their hydrogen bonding deviates 
from the perfect pattern and the good correlation of hydrogen bond energy with native-
likeness, even in the region close to the native structure. Many well packed, but 
misfolded structures with distorted hydrogen bonding become higher in energy. Such a 
potential can help to recognize misfolded structures among well-packed decoys that are 
sometimes difficult to distinguish by van der Waals energy alone. 
 As in the case of the optimized pure ff03 potential, the optimized ff03/HB shows 
good transferability between the training (Train) and testing (Test) protein sets (see 
Table 3.2, ff03/HB optimized Wgt-1).  
 
 52
 
 
1aueA
ff03/HB opt ff03
1b07A
ff03/HB opt ff03
1ctf 
ff03/HB opt ff03
1a3k
ff03/HB opt ff03 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.2 Scatter plots of the energy versus TM-score for decoy structures for 
the original unoptimized ff03 force field (ff03, weight set Wgt-0) and optimized 
ff03/HB potential (ff03/HB opt, weight set Wgt-1), A-C represent average 
changes of the correlation coefficient of energy with TM-score (CC), D represents 
a large change of the CC. 
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3.3.6 Weights for optimized ff03/HB force field 
Among many sets of weights obtained during the optimization procedure that 
minimize the target function F, Eq.3.2, the best performance in decoy scoring showed the 
sets with some of the weights being negative for both the ff03 (Table 3.3, Wgt-0) and 
ff03/HB (Table 3.3, Wgt-1) force fields. The performance of these weight sets was 
discussed above. In the best weight set for the ff03/HB potential (Table 3.3, Wgt-1), the 
van der Waals, short-distance van der Waals, and hydrogen bond (HB) energies have 
positive and relatively large weights. The remaining weights, of the dihedral (DIH), 
electrostatic (ELE, ELE1-4), generalized Born solvation (GB), and surface area (SA) 
energy terms have negative signs.  The occurrence of the negative weights for these terms 
indicates that they are not individually useful in generating a funnel-like shape of the 
potential. By assigning negative, nonphysical weights, the optimization procedure creates 
a linear combination of the energy terms that has larger correlation with native-likeness 
than the individual components. Although there is no reason for any energy component 
alone to have a correlation with native-likeness, and while this correlation is expected for 
the total energy, analysis of such individual correlations can help us to interpret the 
meaning of the weights in the optimized potential. In the case of the dihedral energy, the 
negative weight most likely reflects its initial anti-correlation with TM-score (Table 3.1, 
DIH). As discussed earlier (see section “Correlation of energy with native-likeness in the 
original ff03 force field”), the weak anti-correlation of the dihedral energy relects 
distortion of the backbone torsional angles in the ff03 force field from their equilibrium 
values, especially for near-native and native conformations. This effect was also noticed 
earlier by comparison with high level quantum mechanical calculations for short 
 54
polypeptide helices and strands 26.  These results suggest that the dihedral parameters 
may need reoptimization to better describe near-native and native conformations. 
 
Table 3.3 Relative weights* of energy components for the optimized force fields. 
 
 ff03
optimized† 
ff03/HB 
optimized‡ 
ff03/HB 
reduced 
optimized§ 
 Wgt-0¶ Wgt-1¶ Wgt-2|| Wgt-3** Wgt-R|| 
DIH§§ -1.25 -1.17 -0.32 0.28 -0.42
VDW¶¶  1.00*  1.00* 1.00* 1.00* 1.00*
VDW1-4|| || 1.04 0.88 0.56 0.56 4.33
ELE*** -0.27 -0.40 -0.25 0.03 0
ELE1-4††† -0.16 -0.23 -0.22 0.17 0
GB‡‡‡ -0.22 -0.23 -0.14 0.18 0
SA§§§ -0.51 -2.07 0.14 3.39 0.51
HB¶¶¶ 0  6.25 1.32 2.56 4.26
 
*All weights were scaled so that the weight for van der Waals energy is equal to 1, 
for easier comparison, weights for bond and angle energy terms were set to 0, and 
are not presented; † optimized original ff03 force field, ‡ optimized ff03/HB force 
field (ff03 with added hydrogen bond potential), § optimized reduced ff03/HB 
force field (ff03 with added hydrogen bond potential, and with electrostatic (ELE 
and ELE1-4) and GB solvation energy components turned off), ¶ Wgt-0 and Wgt-
1 – the best weight set for ff03 and ff03/HB potentials respectively (no restriction 
on the sign of the weights), || Wgt-2 and Wgt-R - the weight sets with allowed 
negative weights for dihedral (DIH), and for Wgt-2 also electrostatic (ELE, 
ELE1-4), and generalized Born solvation (GB) energies, ** Wgt-3 - the weight set 
with all the weights positive, §§ DIH – dihedral angle energy, ¶¶ VDW – van der 
Waals energy, || || VDW1-4 – short distance van der Waals energy (for atom pairs 
separated by less than four bonds), *** ELE – electrostatic energy, ††† ELE1-4 – 
short distance electrostatic energy (for atom pairs separated by less than four 
bonds), ‡‡‡ GB - generalized Born solvation energy, §§§ SA – surface area 
dependent solvation energy, ¶¶¶ HB – hydrogen bond energy. 
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 The electrostatic (ELE, ELE1-4) and GB energies are completely uncorrelated 
with TM-score and their weights are relatively small; therefore, their sign does not have 
much physical meaning. As expected, the weights of the energy terms that had initial low 
correlation coefficient (ELE, ELE1-4, GB) are relatively smaller than the weights of the 
terms showing larger initial correlation of energy with TM-score (VDW, SA, HB, 
VDW1-4, DIH).  
The negative weight for the surface area energy (Table 3.1 and Table 3.3, SA) is 
partly an artifact of the optimization procedure and also reflects the weak average 
correlation of the SA energy with TM-score for our decoy set (CC = 0.36). The SA 
energy landscape is flat for a wide range of native similarity up to a RMSD from native > 
8 Å, reflecting the low dependence of our decoy set on the radius of gyration and 
compactness of the decoys. Only in the near native region does the SA dependent energy 
component have a noticeable correlation with TM-score. The values of the SA energy are 
small compared to other energy components (roughly two orders of magnitude smaller 
than the electrostatic energy) and assigning it a negative weight probably helps balance 
some deficiencies of the correlation of the other energy terms. For a physical potential, 
we require a positive weight for the SA energy term, since it represents the hydrophobic 
energy, and it should energetically favor the transition from the unfolded conformation to 
a more globular one, not the opposite. Including more unfolded decoys in the force field 
optimization process should help to obtain a positive weight for the surface area 
dependent energy term.  
 56
Although the linear combinations of the components with some negative weights 
may produce a potential that correctly scores compact decoy structures, such a potential 
may not be useful for applications associated with the generation of the new structures 
(e.g. the refinement of the protein decoys). The most important future goal is to use the 
optimized force field for the refinement of protein decoys. For this purpose, we need a 
potential with the smallest number of negative weights but which still performs very well 
in decoy scoring and with a good energy - native-likeness correlation. Restricting the 
more weights to positive values decreases the performance of the potential, therefore we 
also chose the weight set that is a compromise between the number of negative weights 
and the performance, set ff03/HB Wgt-2. In Table 3.4 we show comparison of its 
performance with the best unrestricted ff03/HB Wgt-1 set and with the ff03/HB potential 
optimized keeping all weights positive, Wgt-3. Set Wgt-2 is the best performing weight 
set under requirement that the weights of the van der Waals (VDW), short-distance van 
der Waals (VDW1-4), surface area (SA), and hydrogen bond (HB) energies are positive 
(Table 3.3, Wgt-2). The negative weights for the electrostatic energy (ELE, ELE1-4) and 
GB solvation (GB) have no physical meaning, because these energy components are 
uncorrelated with native-likeness and their relative weights are small. We also allowed 
small negative values of the weights for the dihedral angles energy, because this energy is 
weakly anti-correlated with native-likeness and can be partially compensated by long and 
short-distance van der Waals interactions. As shown in Table 3.4, the performance of the 
Wgt-2 set is slightly worse compared to the Wgt-1 set; however, it is still significantly 
better that for the unoptimized force field (see Table 3.2, ff03/HB). The average 
correlation coefficient between the energy and TM-score, CCave, is 0.61, the percent of 
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proteins with a significant correlation coefficient, CCfr, is 0.54, and the ability to indicate 
the native structure (TMfr) and native cluster (RMSDfr) remains very high, above 0.90. 
These results mean that using the ff03/HB Wgt-2 potential should allow for the 
refinement of decoy structures for about 54% of proteins.   
 
Table 3.4 Comparison of scoring performance of the ff03/HB optimized force 
fields with different weight sets. 
 
 Wgt-1* Wgt-2† Wgt-3‡
 Train§ Test¶ Set58|| Train§ Test¶ Set58|| Train§ Test¶ Set58||
CCave** 0.67 0.64 0.65 0.65 0.59 0.61 0.62 0.55 0.57 
Z-scoreave†† 2.59 2.19 2.29 2.49 1.86 2.02 2.12 1.49 1.65 
CCfr‡‡ 0.60 0.65 0.64 0.73 0.47 0.54 0.60 0.42 0.47 
TMfr§§ 1.00 0.86 0.90 1.00 0.86 0.90 0.73 0.72 0.72 
RMSDfr¶¶ 1.00 0.88 0.91 1.00 0.88 0.91 0.80 0.79 0.79 
* Wgt-1 - the best weight set (no restriction on the sign of the weights), † Wgt-2 - 
the weight set with allowed negative weights for dihedral (DIH), electrostatic 
(ELE, ELE1-4), and generalized Born solvation (GB) energies, ‡ Wgt-3 - the 
weight set with all the weights positive, § Train - training protein set, ¶ Test - 
testing protein set, || Set58 – the entire set of 58 proteins, ** CCave - average 
correlation coefficient of the energy with TM-score, †† Z-scoreave - average Z-
score between native cluster and the remaining decoys, ‡‡ CCfr - fraction of 
proteins with correlation coefficient of energy with TM score greater than 0.6, §§ 
TMfr – fraction of proteins for which the lowest energy structure had the TM-
score to the native state greater than 0.90, ¶¶ RMSDfr - fraction of proteins for 
which the lowest energy structure had the RMSD to the native state less than 2 Å. 
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We also analyzed the performance of the force field containing only positive 
weights. The best potential with all the weights positive, ff03/HB Wgt-3 performs 
slightly worse than the Wgt-1 and Wgt-2 potentials (see Table 3.4, column Wgt-3). The 
average correlation coefficient between the energy and TM-score, CCave, is 0.57, the 
percent of proteins with a significant correlation coefficient, CCfr, is 0.47, and the ability 
to indicate the native structure (TMfr) and native cluster (RMSDfr) is still good, above 
0.70. These results mean that using the ff03/HB Wgt-3 potential should allow for the 
refinement of decoy structures for about 47% of proteins. The weights for this potential 
are listed in Table 3.3, Wgt-3. 
Comparison of the performance of the Wgt-1, Wgt-2, and Wgt-3 potentials is 
shown in Figure C.3 (Appendix C). The CC is still improved for the great majority of 
proteins, and the CC distribution is shifted toward the significant values for both Wgt-2 
(Figure C.3, A’ and B’) and Wgt-3 (Figure C.3, A” and B”), compared with the 
unoptimized ff03/HB potential. The Z-score improved and is positive for all the proteins 
for both sets (Figure C.3, C’ and C”). The scoring of the native structure and of the native 
cluster for the Wgt-2 is as good as for the Wgt-1 (Figure C.3, D’ and E’), and becomes a 
bit worse for Wgt-3 (Figure C.3, D” and E”). 
3.3.7 Reduced optimized ff03/HB force field 
As discussed in previous sections, the electrostatic and generalized Born energy 
terms have a very low correlation with TM-score and do not show specificity in 
recognizing the native structure. The magnitude of the electrostatic and generalized Born 
solvation energies is larger than the other energy components (roughly by an order of 
magnitude) and introduce a noisy uncorrelated background. During optimization, the 
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weights of these terms tend to decrease, resulting in the decrease of the background noise 
and increase of the relative contribution of the remaining energy terms to the total 
potential energy. For the purpose of protein structure refinement, which is our ultimate 
goal, it may be reasonable to turn off the electrostatics and generalized Born solvation 
energy. These components do not help drive the structure toward the native state and they 
are the most time consuming to calculate.  
Following these arguments, we optimized the ff03/HB force fields with the 
weights set to zero for the electrostatic (ELE), short-distance electrostatic (ELE1-4), and 
generalized Born (GB) components of energy. As previously, the weights for the bond 
and angle energy were also set to zero. The optimization procedure was the same as 
described in the section “Force field optimization method”. We chose the best performing 
weight set, Wgt-R (Table 3.3) with the requirement for positive weights for the VDW, 
VDW1-4, SA, and HB energy terms, allowing the dihedral energy (DIH) to have a small 
negative weight. In Table 3.5, we compare the performance of the reduced ff03/HB 
(Wgt-R) potential with the full ff03/HB (Wgt-2) force field, optimized under similar 
restrictions of positive weights for VDW, VDW1-4, SA and HB energy terms. For the 
Wgt-R, there is a slight decrease of performance compared to Wgt-2, visible in the 
change of average energy - TM-score correlation coefficient from 0.61 to 0.58 (CCave), 
the decrease of the percent of proteins with a significant CC from 0.54 for optimized 
ff03/HB to 0.43 (CCfr), and slightly worse recognition of the native structure (TMfr) and 
native cluster (RMSDfr). Additional comparison of the performance of the Wgt-2 and 
Wgt-R is shown in Figure C.4 (Appendix C). Restricting weights to only positive values 
does not change the results significantly (results not shown).  
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 Table 3.5 Comparison of scoring performance of the ff03/HB optimized (Wgt-2) 
and ff03/HB reduced optimized force fields (Wgt-R). Both potentials were 
optimized under similar conditions – allowing for a negative weight at the 
dihedral energy component (DIH). In Wgt-2, the electrostatic (ELE and ELE1-4) 
and generalized Born solvation (GB) energies also had negative weights, and in 
Wgt-R the corresponding weights are set to zero. 
 
 
 ff03/HB 
optimized* 
Wgt-2 
ff03/HB 
reduced optimized† 
Wgt-R 
 Train‡ Test§ Set58¶ Train‡ Test§ Set58¶ 
CCave|| 0.65 0.59 0.61 0.58 0.58 0.58 
Z-scoreave** 2.49 1.86 2.02 1.69 1.51 1.56 
CCfr†† 0.73 0.47 0.54 0.53 0.40 0.43 
TMfr‡‡ 1.00 0.86 0.90 0.67 0.72 0.71 
RMSDfr§§ 1.00 0.88 0.91 0.73 0.88 0.84 
 
 
 
 
 
 
 
 
 
* Optimized ff03/HB potential, Wgt-2, † optimized ff03/HB reduced potential, 
Wgt-R (with electrostatic (ELE and ELE1-4) and generalized Born solvation 
(GB) energy components turned off), ‡ Train - training protein set, § Test - testing 
protein set, ¶ Set58 - entire set of 58 proteins, || CCave - average correlation 
coefficient of the energy with TM-score, ** Z-scoreave - average Z-score between 
native cluster and the remaining decoys, †† CCfr - fraction of proteins with 
correlation coefficient of energy with TM score greater than 0.6, ‡‡ TMfr - fraction 
of proteins for which the lowest energy structure had the TM-score to the native 
state greater than 0.90, §§ RMSDfr - fraction of proteins for which the lowest 
energy structure had the RMSD to the native state less than 2 Å. 
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The reduced force field should be able to refine structures for at least 43% of the proteins, 
find the native structure by the lowest energy criterion for over 70% of the proteins, and 
is less computationally demanding than the full potential. With electrostatics and 
generalized Born solvation energies turned off, the dominating weights are those for the 
short distance van der Waals (VDW1-4) and hydrogen bond (HB) energies (Table 3.3, 
Wgt-R). 
3.4 Conclusions 
In this work, we explored the applicability of a global optimization method based 
on a large set of protein decoy structures for many proteins to generate a funnel-shape of 
the energy to the native structure for an AMBER ff03 based, all-atom potential. Such 
potentials should enable the refinement of decoy structures toward the native state. We 
demonstrated that by including global energetic and structural data for a large set of 
protein decoy structures and by optimizing the relative weights of energy components of 
physics-based all-atom potential, it is possible to significantly improve the correlation of 
the energy with native-likeness and scoring of the native structure as the lowest in 
energy. Using such an approach to optimize the ff03/HB force field (the original Amber 
ff03 force field with an explicit hydrogen bond potential added), we improved the 
average correlation coefficient of the energy with TM-score from 0.25 (for the original 
ff03 potential) to 0.65, and the scoring of the native structure as the lowest in energy from 
22% (for the original ff03 potential) to 90% of proteins, for a representative set of 58 
proteins. Reaching an average correlation of 0.69 of energy with TM-score for the 
TASSER coarse-grained potential, developed earlier in our laboratory, allowed for the 
systematic refinement of the reduced protein models 12. This gives as a reason to expect 
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that our optimized atomic potentials having a similar average energy - TM-score 
correlation will show systematic refinement ability. 
We have also shown that the DSSP 94 hydrogen bond potential can significantly 
improve the correlation of the energy with native-likeness and the recognition of the 
native structure as the global energy minimum.  Such a potential is sensitive to small 
changes of the orientation of the atoms that form a hydrogen bond. This results in a 
continuous increase of the energy of the structures as their hydrogen bonding deviates 
from a perfect pattern and a good correlation of the hydrogen bond energy with native-
likeness, even in the region close to the native structure. Many well packed, but 
misfolded structures that have disturbed hydrogen bonding become higher in energy with 
respect to the native state.  
For a large protein decoy sample, we observed that the electrostatic and 
generalized Born solvation energy components are uncorrelated with native similarity 
and do not show any specificity in recognizing the native state. The behavior of the 
electrostatic energy with native-likeness is protein-dependent, and there is no reason for 
the electrostatic energy to change monotonically with native similarity. In force fields, 
the “frozen” point charge approximation and absence of polarization additionally 
introduce unnaturally large fluctuations of the electrostatic energy, even for small 
changes of local geometry. The GB solvation energy also has an electrostatic character 
and suffers from the same large, nonphysical fluctuations as the electrostatic energy, 
caused by the point charge approximation. The solvation energy is usually favorable for 
extended structures and for some proteins is weakly anti-correlated with native similarity, 
as the structure becomes more compact and less solvated. The electrostatic and 
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generalized Born solvation energies comprise a noisy uncorrelated background to the 
other energy components. As a result of optimization, the weights of these energy 
components decrease, suggesting the limited role of electrostatic energy and electrostatic 
component of solvation in directing the structure towards the native state. In contrast, a 
stronger initial correlation of energy with native-likeness is observed for the van der 
Waals and the hydrogen bond energy. The weights of these energy components become 
relatively larger after force field optimization.  
 The dihedral energy (DIH) interaction appears to be weakly anti-correlated with 
native-likeness, which results in a negative, but small weight of this energy component in 
some of our optimized potentials. This anti-correlation is in agreement with our earlier 
observations of the tendency of the ff03 force field to distort the dihedral angles from 
their gas phase equilibrium values for short helices and strands of polypeptides (as 
compared to the quantum mechanical calculations). These two results suggest that the 
dihedral energy term may require reoptimization.   
 Since the electrostatic and generalize Born solvation energy components acquire 
small weights during optimization, we explored the use of a reduced potential with the 
electrostatic and GB solvation terms turned off. The scoring performance of the 
optimized reduced ff03/HB force field (Wgt-R) is worse than the performance of the 
optimized full ff03/HB (Wgt-1) by 5% for the average correlation coefficient of energy 
with TM-score, 20% for the percent of proteins with a significant correlation coefficient, 
and 21% for the percent of proteins for which the native structure has the lowest energy. 
Therefore, the loss of performance of the optimized reduced potential compared to the 
full optimized ff03/HB force field is not very large, and for 43% of proteins, the 
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correlation coefficient of energy with TM-score is larger than 0.60, allowing correct 
decoy scoring. The reduced optimized potential is significantly better than the full 
unoptimized ff03 and ff03/HB force fields. 
 The ultimate goal of global optimization of the force fields is not only the correct 
scoring of protein decoys but also the refinement of low-resolution models. In Chapter 4, 
we describe our results in the refinement tests on the newly developed ff03/HB reduced 
optimized potential. 
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 CHAPTER 4 
REFINEMENT OF PROTEIN STRUCTURES USING  
AN OPTIMIZED, PHYSICS-BASED  
ALL-ATOM FORCE FIELD  
 
4.1 Introduction 
Significant progress has been made in the field of protein structure prediction 1-3. 
Contemporary methods are able to assemble the correct topology for a large fraction of 
protein domains. But even such approximately correct models typically vary in the 
structural similarity to the native state and range from 1 to about 6 Å RMSD (root mean 
square deviation) from native. Models with resolution of 1-2 Å have a reliability 
comparable to experimentally obtained structures and can be used in a broad range of 
applications, including studies of reaction mechanisms, functional annotation, drug 
design and virtual ligand screening. For low-resolution models (3 - 6 Å away from the 
native), the spectrum of useful applications is much narrower 2. Structure prediction 
methods use a coarse-grained representation of proteins to simplify the search problem, 
and it is possible that the structural details are necessary to improve the packing of the 
protein core and the quality of the model. A tempting approach is to use an all-atom 
detailed protein representation in the endgame of structure prediction, but despite efforts, 
all-atom refinement has so far seen little success. There have been reports of single 
examples of successful refinements 48-50, with the best improvement of 2 Å 51. Also a few 
studies reported refinement benchmark 15,53,55 for a set of proteins. Such, more 
comprehensive results show that even though single examples of refinement do occur for 
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some protein models, the methods are far from routine, and usually most models 
deteriorate instead of improve. Also, due to the high computational cost, the largest 
benchmark set contained only 15 proteins. 
In protein structure prediction and refinement, the challenge is two fold: the first 
problem is the conformational search and the second is the inaccuracies of the energy 
function. The failure to refine protein models may be attributed to the problem with 
generating native-like structures during the search. But sampling is guided by energy, and 
the potential function has to drive the search towards native-like regions. The energy 
should be able to find the native structure among decoys and it should have a correlation 
with native similarity.  In our previous work 96, described in Chapter 3, we explored the 
possibility of creating a funnel-like shape for the AMBER 74 potential by global 
optimization of the weights of particular energy components. The optimized force field 
had a significant correlation with native similarity and was able to recognize the native 
conformation among decoy structures for a large fraction of proteins. Here, we test the 
refinement ability of the newly derived potential. Using 47 representative proteins and a 
diverse set of compact all-atom decoys, we obtain improvement of the quality of the 
models (as measured by TM-score 72) in 70% of the cases when the lowest energy 
structure from the refinement run is compared with the starting model. Only 18% of all 
decoys deteriorate relative to the native structure, and 12% do not change. Moreover, 
only for three proteins, did we observe improvements of less then 50% of the decoys. Our 
study presents the first systematic refinement of protein models and the most 
comprehensive benchmark for all-atom model refinement. 
 
 67
4.2 Methods 
4.2.1 Conformational search method 
To search the conformational space of proteins in the refinement procedure, we 
used our newly developed A-TASSER program 96. A-TASSER (for atomic-TASSER) 
represents the protein at atomic detail and employs the Replica Exchange Monte Carlo 
(REMC) 88,89 search method with a Parallel Hyperbolic Sampling (PHS) acceptance 
criterion 90 to reduce higher energy barriers. A-TASSER uses three types of moves that 
change only the torsional angles of the molecule:  local “fixed end” moves 91, end moves, 
and the side chain moves. The details of  A-TASSER are described in Chapter 3. 
4.2.2 Force field 
The potential energy function employed in this study to refine protein models is 
calculated according to Equation 1: 
           Eq.1 
    
HBHBSASAVDWVDWVDWVDWDIHDIHRHBFF EwEwEwEwEwE ++++=/ −− 4141/03
In Equation 1, the following abbreviations and symbols are used: E – denotes the energy, 
w – is the weight of a given energy component, DIH – dihedral term, VDW – van der 
Waals component, VDW1-4 – van der Waals energy for atom pairs separated by less than 
four bonds, SA – surface area dependent term (hydrophobic component of solvation), and 
HB hydrogen bond term. The EDIH, EVDW, EVDW1-4, and ESA energy terms are identical 
with those in ff03 Amber force field. The EHB hydrogen bond energy was implemented 
following the DSSP approach 94 and is described in the previous chapter (Chapter 3). The 
weights of the energy terms, w (Table 4.1), were adjusted using a global optimization 
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method 92 for a large set of decoy structures of the representative 58 protein set 96. The 
optimization procedure is aimed at maximizing the correlation of the energy with TM-
score 72 and maximizing the energy gap between the native state and the decoys. The 
force field used in this study has an average correlation coefficient of energy with TM-
score of 0.59 and ranks structures with TM-score larger than 0.9 (native-like) as the 
lowest in energy for 72% of proteins 96.  
 
Table 4.1 Relative* weights of energy components in the optimized force fields. 
 
 BOND ANG DIH VDW VDW 
1- 4 
ELE ELE 
1- 4 
GB SA HB 
ff03/HB/R 
optimized 
0 0 -0.42 1.00* 4.33 0 0 0 0.51 4.26 
 
 
*All weights were scaled so that the weight for van der Waals energy is equal to 1. 
Abbreviations used for particular energy components: BOND – bond, ANG – 
bond angle, DIH – dihedral angle, VDW – Van der Waals, VDW1-4 – Van der 
Waals term for atom pairs separated by less then four bonds, ELE – electrostatics, 
ELE1-4 – electrostatics for atom pairs separated by up to four bonds, GB – 
generalized Born approximation to polar solvation, SA – non-polar, surface area 
dependent solvation, HB – hydrogen bond. 
 
The optimized force field does not include electrostatic and generalized Born 
solvation 29 energy terms. Such a reduction did not substantially compromise the scoring 
performance of the force field, and resulted in a much shorter time for the energy 
calculation. The decision to exclude the electrostatic and GB components was based on 
our previous findings 96 that these energy terms in the ff03 force field were large and 
uncorrelated with native similarity of protein models. Therefore, they do not drive the 
conformational search towards the native state. The bond and angle energy components 
 69
are also excluded from the potential, because the sampling method keeps the bonds and 
valence angles unchanged. 
4.2.3 Protein set and starting decoy structures 
We tested our method on 47 proteins, a subset of a previously prepared 72 
comprehensive benchmark set, which includes 1489 test proteins and covers the PDB 
library 59 with lengths from 41 to 200 residues at 35% sequence identity. The 47 proteins 
are also a subset of the 100-set of proteins described in Chapter 2. The chosen proteins 
span the lengths from 54 to 123 residues and represent different secondary structural 
groups. The list of proteins can be found in Table B.2 (Appendix B). Among these 47 
proteins, eight (marked in Table B.2) were a part of the training set used in the 
optimization of the force field 96 and they were excluded for most analyses to avoid any 
possible memorization effects. Figure 4.1 shows results for 47 proteins; all other results 
include only the 39 testing proteins. For each protein, we randomly chose 100 decoys 
from the force field optimization decoy set such that they span the range of Cα RMSD to 
the native structure from 0 to 8 Å. These 100 decoys per protein and the native structures 
in all-atom representation were starting models in our refinement benchmark.  
4.2.4 Refinement protocol 
        For each decoy, we ran an A-TASSER search consisting of 1000 swaps between 
replicas, and 200 steps of PHS at each replica between swaps. From each decoy 
trajectory, the lowest or the best of the 5 lowest energy structures were selected for 
analysis as the refinement results. No clustering was used in decoy selection. 
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4.3 Results and Discussion 
4.3.1 Refinement of protein decoys 
During the refinement, the TM-score and RMSD improve for a majority of the 
decoys. In Figure 4.1 the TM-score (A) and Cα RMSD (B) to the native structure of the 
lowest energy decoy from each refinement trajectory is compared with the initial decoy 
TM-score (RMSD). The result includes all 47 proteins used in this study and all their 
decoys. For TM-score, we observe a more pronounced improvement compared to decoy 
deterioration compared to that for the RMSD, which reflects the force field optimization 
procedure that maximized the correlation coefficient of the energy with TM-score, not 
with RMSD. Sometimes the improvements of TM-score may cause an increase of RMSD 
from the native structure, e.g. when the core of a protein is improved at the cost of 
moving a protein tail farther from the native state. Below a 1 Å RMSD (or above 0.9 TM-
score), this force field cannot differentiate among structures. This effect is visible in 
Figure 4.1, the native structure (TM-score close to 1) drifts away from the initial structure 
on average by ~0.1 TM-score or 1 Å in RMSD. This drift determines the resolution of the 
force field, which is about a 1 Å Cα RMSD to the native state.  
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Figure 4.1 TM-score (A) and RMSD (B) from the native structure are plotted for 
each model and the native before and after refinement. The structure after 
refinement is the lowest energy conformation from the refinement trajectory. All 
models for 47 proteins are presented.  
 
On average, over the whole range of native similarity, 70% of decoys improve 
their TM-score with respect to the initial structure, 18% get worse and 12% do not 
change. When RMSD is used as native similarity measure, the changes are: a 70% 
improvement, a 28% deterioration and 2% do not change respectively. We then consider 
separately the changes of starting decoys from different native similarity bins. Over the 
entire range of TM-score and RMSD of starting decoys, the fraction of decoys that 
improve with respect to the initial model during refinement, dominates over those that 
deteriorate. Deterioration only dominates in the close near-native region (1-0.9 TM-score 
and 0-1 Å RMSD), due to the resolution of the force field.  
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Figure 4.2 Structural changes of the decoys during refinement with respect to the 
native structure, in different native similarity bins. A: Average TM-score and 
RMSD changes per bin, B: Fraction of decoys that changed by more than 0.05 
TM-score or 0.5 RMSD. Blue denotes improvement, and red deterioration of the 
structure. 
 
 
Figure 4.2 shows the average (A) and the significant (B) changes in decoy quality during 
refinement in different native similarity bins. On average, improvements are larger than 
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deteriorations over the whole native similarity range, except for the native bin (Figure 4.2 
A). Also the native state is quite stable during the simulations, and the structures 
deteriorate by only about 0.05 TM-score units, or 0.65 Å in RMSD. Figure 4.2 B shows 
the fraction of decoys that change significantly during refinement by more than 0.05 in 
TM-score or more than 0.5 Å in RMSD. The fraction of decoys that significantly 
deteriorate is negligible, except for the region close to the native structure; in contrast 
significant improvements are observed for as much as ~40% of decoys in the TM-score 
range of 0.5-0.7. 
In Figure 4.3, we show the distribution of the fraction of decoys that improve and 
deteriorate in the set of 47 proteins. For most proteins, more than 50% of the decoys 
improve. Only four proteins, 1a19, 1b9wA, 1c1yB, and 1dt4A, have less than a 50% 
improvement. Among these, only two (1b9wA and 1dt4A) had more decoy deterioration 
than improvement. Protein 1b9wA has 5 disulfide bonds, and there is no specific 
disulfide bond potential in our force field; this may be one of the reasons for the inferior 
results for this particular protein. There are nine proteins in the set that contain disulfide 
bonds (1a43, 1aazA, 1bunB, 1bvnT, 1cc7A, 1dtdB, 1f94A, 1b9wA, 1cbp). The 
refinement results for their decoys are on average worse than the average results for the 
remaining proteins (61% improvement, 26% deterioration, for the proteins with disulfide 
bonds, compared to 70% improvement and 18% deterioration for the remaining proteins). 
This indicates the need to include an additional disulfide bond potential. It is especially 
important for small proteins whose fold is mainly held together by S-S bridges. Based on 
the above results, we conclude that our optimized force field enabled significant and 
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systematic refinement of protein structures with respect to the initial decoys and is driven 
only by energetic criteria.   
Examples of refined structures are shown in Figure 4.4. The largest observed 
improvement in TM-score was 0.30 (from 0.53 to 0.85 for 1b07A).   
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Figure 4.3 Fractional changes of decoys for each of the 47 proteins. Blue denotes 
refinement, red – deterioration, gray – no change in the TM-score with respect to 
the native. 
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Figure 4.4 Examples of decoy refinement for proteins 1c6vX and 1b07A. The 
refined decoy is the lowest energy structure from the refinement trajectory. 
 
4.3.2 TM-score and RMSD of the lowest energy structure to the native state 
 Previous analysis showed the refinement performance within each decoy 
trajectory; the lowest energy structure was chosen from each decoy trajectory and 
separately compared with the starting decoy. In this section, we analyze the TM-score 
and RMSD to the native state of: a) the lowest energy decoy, and b) the best out of five 
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lowest energy decoys among the entire ensemble of refined decoy structures for each 
protein. In Figure 4.5, we show the fraction of proteins for which the lowest energy 
refined structure had a TM-score larger than (RMSD lower than) the specified threshold 
value. In this analysis, we consider only the 39 proteins that were not previously used in 
the optimization of the force field 96. When the trajectory of the native structure is 
included, for 79% of proteins, the lowest energy structure has a TM-score to the native 
state above 0.7 and 82% of proteins have a Cα RMSD to native below 3.5 Å (Figure 4.5, 
black bars). Structures coming from the native trajectory are usually better packed than 
decoys and therefore favored by energy. A more stringent test of the force field and a 
better reflection of the real prediction conditions is to check the native-likeness of the 
lowest energy structures when the native decoys are excluded from the ensemble. Under 
such conditions, 59% of proteins1 have lowest energy structures with a TM-score to the 
native state above 0.70, and 66% of proteins1 have their lowest energy structure with a 
Cα RMSD to the native below 3.5 Å (Figure 4.5, gray bars). We additionally consider the 
best structure (highest TM-score or lowest RMSD to the native state) out of the five 
lowest energy conformations. With the native decoys included in such analysis 87% 
proteins have the best-of-five structure above a TM-score of 0.70, and 90% of proteins 
have the best-of-five structure below 3.5 Å RMSD. When the native decoys are excluded, 
68% of proteins have the best-of-five structure above a TM-score of 0.70, and 77% of 
proteins have the best-of-five structures below 3.5 Å respectively. Based on the above 
                                                 
 
 
1 The statistics was prepared for the subset of proteins that had decoys within given range of 
RMSD and TM-score. 
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results, we conclude that the ability of the force field to find the native structure among 
decoys is quite high. Also high is the chance to pick a good structure (that has an RMSD 
below 3.5 Å from the native state) among decoys, when the native structure is not present 
in the ensemble. 
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Figure 4.5 The fraction of proteins for which the lowest energy refined structure 
is within given native similarity threshold value (measured by TM-score and 
RMSD). Black bars: native trajectory included in the calculation, gray bars: native 
trajectory excluded. Only 39 proteins not used previously in the optimization of 
the force field 96 are included. 
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4.3.3 Correlation of the energy with native similarity measured by TM-score  
 The ability of a force field to refine a model and select the native or close to the 
native structures using the energy as the selection criterion is related to the correlation of 
the energy with native similarity. The force field used in this study had an average 
correlation coefficient of energy with TM-score of 0.58 after global optimization (as 
calculated for a large decoy set of 43 testing proteins) 96. Moreover, for 40% of the tested 
proteins the correlation coefficient was significant, above 0.60. The decoys used in the 
optimization procedure and in the calculation of the correlation coefficients were 
generated in a different force field (ff03 AMBER potential).  During the refinement, a 
broad search with the optimized potential is conducted that may reveal a different energy 
landscape. In particular, the high correlation coefficient of energy with native-likeness 
may only be an artifact of optimization and may be lost during a thorough conformational 
search with the new potential. To explore this issue, we calculated the correlation 
coefficient (CC) between the energy and TM-score for the structures generated during 
conformational refinement. Again, only the 39 testing proteins were used. The resulting 
average value of CC was 0.59, with 46% of proteins having a CC above 0.60, which 
corresponds well to previously obtained values after force field optimization 96, but 
without use of the force field to drive the conformational search. Therefore, we can 
conclude that during the conformational search employed for the purpose of this study, 
the good characteristics of our optimized energy landscape are preserved. 
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CHAPTER 5 
CONCLUSIONS 
 
5.1 Summary of the results 
The presented thesis research focused on the problem of the refinement of low-
resolution protein models to higher resolution as a part of a protein structure prediction 
procedure. In Chapters 2 and 3, we explored the possibility of using contemporary 
physics-based all-atom force fields for model refinement. The results revealed that the 
native structure is not the lowest conformation for the majority of proteins in the tested 
potentials, and therefore the force fields cannot drive the conformational search toward 
the native. Indeed, most models drift farther away from the native structure during the 
search.  
Guided by the test results, we then attempted to globally optimize the best 
performing, AMBER ff03 potential to create a funnel-like shape for the energy surface. 
We changed the relative weights of particular components of the ff03 force field such that 
the final energy function has a global minimum in the native state and an improved 
correlation with native-likeness. Additionally, we supplemented the original force field 
with an explicit hydrogen bond potential. This resulted in an optimized force field with a 
significant correlation coefficient between energy and native similarity. Also, the native 
structure had the lowest energy among alternative conformations for most tested proteins. 
Finally, we tested the newly developed force field in refinement. For a diverse set 
of decoys of 47 proteins, we observed refinement for 70% of the structures. Only 18% of 
the decoys deteriorated during the test, and 12% did not change with respect to the native 
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structure. Moreover, the most significant structural changes mostly resulted in more 
native-like structures and the average improvement was larger than the average 
deterioration. Such a systematic refinement has never before been reported. These results 
are extremely promising in the context of high-resolution structure prediction. 
5.2 Future Work 
The developed refinement tools are now being incorporated into an automatic 
protein structure prediction pipeline. In the next step, we will formulate a confidence 
score for successful refinement. Such a score will most likely be based on refinement 
convergence criteria (clustering). 
The current formulation of our optimized force field does not include electrostatic 
interactions. This may in principle lead to the generation of wrong conformations, with 
charged residues buried in the protein interior. Even though our procedure is designed for 
searches that start from conformations with an already assembled overall topology, we 
plan to further explore the issue. Should it be necessary, we will develop a simplified 
interaction potential (e.g. short-range) for ionizable residues.  
As tested on the set of refined decoy structures, our potential did not lose the 
desired correlation with native similarity after long search. We will additionally test if 
these characteristics are preserved when the search time is further extended. After a much 
longer search, deeper energy minima may be found that are away from the native 
structure, as we have observed for the unoptimized AMBER force field. In such a case, 
we can iterate the optimization procedure, and reoptimize the potential. 
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 APPENDIX A 
DEFINITIONS 
 
Definition of the TM-score 72 (Template Modeling score):  
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LN is the length of the native structure, LT is the length of the aligned residues to the 
template structure, di is the distance between the i-th pair of aligned residues and d0 is a 
scale to normalize the match difference. ‘Max’ denotes the maximum value after optimal 
spatial superposition. The value of the TM-score always lies between (0,1], with better 
templates having higher TM-score. The d0 distance is an empirical variable introduced to 
eliminate the protein size dependence in the TM-score. 
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 APPENDIX B 
SUPPLEMENTARY TABLES 
 
Table B.1 (CHAPTER 3) Correlation coefficients of the energy with TM-score for 
individual proteins from Set58 before optimization (ff03, ff03/HB) and after optimization 
(ff03 optimized, ff03/HB optimized) force fields; § correlation coefficients for original 
unoptimized ff03 potential, ¶ correlation coefficients for unoptimized ff03/HB potential 
(ff03 with added hydrogen bond potential), || correlation coefficients for optimized 
original ff03 potential (weight set Wgt-0), ** correlation coefficients for optimized 
ff03/HB potential (ff03 with added hydrogen bond potential, weight set Wgt-1), † average 
(over 58 proteins) correlation coefficients (standard deviation in parentheses), proteins 1-
15 constituted the first training protein set (Train1), proteins 16-30 constituted the second 
training set (Train2).  
 
 
  PDB ID Number 
of residues
Secondary 
structure 
ff03§ 
CC 
ff03/HB¶
CC 
ff03  
optimized|| 
Wgt-0 
CC 
ff03/HB 
optimized**
Wgt-1 
CC 
1 121p_  166 α/β 0.01 0.07 0.57 0.67
2 1a19A  89 α/β 0.02 0.13 0.48 0.86
3 1abmA  198 α/β 0.13 0.20 0.41 0.56
4 1afcA  127 β -0.01 0.09 0.49 0.67
5 1ahq_  133 α/β 0.17 0.21 0.84 0.46
6 1b0xA  72 α -0.01 0.07 0.42 0.67
7 1bb9_  83 β 0.14 0.26 0.30 0.72
8 1bjaA  95 α 0.15 0.25 0.43 0.81
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Table B.1 continued 
 
9 1bxyA  60 α/β 0.12 0.28 0.94 0.89
10 1c0fS  127 α/β 0.12 0.15 0.67 0.25
11 1c4zD  144 α/β 0.48 0.51 0.77 0.67
12 1c9oA 66 β 0.44 0.50 0.87 0.74
13 1cskA  58 β 0.34 0.44 0.60 0.80
14 1d0qA 102 α/β 0.16 0.20 0.81 0.81
15 1elkA  153 α 0.07 0.17 0.86 0.78
16 1a0k_  130 α/β 0.34 0.38 0.73 0.59
17 1aa2_  108 α 0.24 0.28 0.91 0.54
18 1adwA  123 β -0.01 0 0.40 0.26
19 1ag6_  99 β 0.31 0.35 0.46 0.57
20 1aueA  92 α -0.05 0.14 0.52 0.90
21 1b07A  58 β 0.34 0.40 0.65 0.65
22 1b1bA  140 α 0.02 0.07 0.53 0.44
23 1be9A  99 β 0.19 0.22 0.88 0.48
24 1bm8_  99 α/β 0.90 0.91 0.90 0.89
25 1bz4A  144 α 0.50 0.58 0.03 0.86
26 1c1yB  77 α/β 0.27 0.35 0.72 0.77
27 1c6vX  55 β -0.44 -0.36 0.65 0.70
28 1cdzA  96 α/β -0.13 -0.01 0.76 0.75
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Table B.1 continued 
 
29 1ctf_  68 α/β 0.27 0.38 0.92 0.76
30 1fccC  56 α/β 0.14 0.29 0.57 0.84
31 1ayi_ 86 α 0.18 0.30 0.87 0.75
32 1eayC 67 α/β -0.08 0.04 0.69 0.69
33 1a2pA 108 α/β 0.38 0.41 0.49 0.50
34 1a33_ 174 β 0.34 0.39 0.59 0.67
35 1a3aA 145 α/β 0.05 0.14 0.48 0.61
36 1a3k_ 137 β 0.30 0.38 0.51 0.60
37 1a3s_ 158 α/β 0.22 0.28 0.48 0.61
38 1a3z_ 150 β 0.27 0.33 0.49 0.58
39 1a44_ 185 β 0.23 0.25 0.56 0.48
40 1a45_ 173 β 0.12 0.14 0.47 0.31
41 1a4pA 92 α 0.12 0.17 0.14 0.28
42 1a6f_ 113 α/β 0.15 0.25 0.93 0.90
43 1a6jA 150 α/β 0.08 0.15 0.51 0.53
44 1a7xA 107 α/β 0.87 0.88 0.96 0.91
45 1aac_ 105 β 0.25 0.29 0.11 0.32
46 1aep_ 153 α 0.27 0.35 0.87 0.80
47 1bdyA 123 β 0.03 0.11 0.08 0.42
48 1befA 177 β 0.01 0.07 0.71 0.55
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Table B.1 continued 
 
49 1btn_ 106 β 0.15 0.21 0.42 0.47
50 1bywA 110 α/β 0.72 0.74 0.87 0.83
51 1c02A 166 α 0.64 0.67 0.86 0.74
52 1c25_ 161 α/β 0.27 0.30 0.42 0.50
53 1a0b_ 117 α 0.83 0.86 0.91 0.87
54 1em9A 147 α 0.87 0.88 0.95 0.88
55 1aarA 76 α/β 0.55 0.58 0.67 0.70
56 1ame_ 66 β 0.84 0.84 0.94 0.86
57 1b11A 113 β 0.24 0.31 0.56 0.66
58 1b13A 54 β 0.38 0.39 0.05 -0.02
 Average† 0.25
(0.25)
0.31 
(0.25)
0.62  
(0.25) 
0.65
 (0.19)
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Table B.2 (CHAPTER 4) List of the 47 proteins used in refinement tests (proteins 
marked with T were used in the training set in the optimization of the force field 96). 
 
 
#  PDB ID Number
of 
residues 
SCOP 
class 
1 1a0b_ 117 α 
2 1a19A T 89 α/β 
3 1a2pA 108 α+β 
4 1a43_ 72 α 
5 1a4pA  92 α 
6 1a6f_ 72 α+β 
7 1a7xA  107 α+β 
8 1aa2_ 108 α 
9 1aac_ 105 β 
10 1aarA 76 α+β 
11 1aazA  87 α/β 
12 1adwA 123 β 
13 1ag6_  99 β 
14 1ame_ 66 β 
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Table B.2 continued 
 
15 1aueA  92 α 
16 1ayi_ 86 α 
17 1b07A 58 β 
18 1b0xAT  72 α 
19 1b11A 113 β 
20 1b13A 54 small 
21 1b9wA  89 small 
22 1bb9_T  83 β 
23 1bdyA 123 β 
24 1be9A  115 β 
25 1bjaAT 95 α 
26 1bm8_ 99 α+β 
27 1btn_ 106 β 
28 1bunB 61 small 
29 1bvnT 71 β 
30 1bxyAT 60 α+β 
31 1bywA 110 α+β 
32 1c1yB 77 α+β 
33 1c6vX 55 β 
34 1c9oAT 66 β 
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Table B.2 continued 
 
35 1cbp_ 86 β 
36 1cc7A 72 α+β 
37 1cdzA 96 α/β 
38 1cqyA 99 β 
39 1cskAT 58 β 
40 1ctf_ 68 α+β 
41 1d0qAT 102 small 
42 1dt4A 73 α+β 
43 1dtdB 61
44 1e68A 70 α 
45 1eayC 67 α+β 
46 1f94A 63 small 
47 1fccC 56 α+β 
small 
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 APPENDIX C 
SUPPLEMENTARY FIGURES 
 
 
 
A  end move (global) 
 
 
 
 
 
 
B  fixed-end move (local) C  side chain move 
 
 
 
 
 
Figure C.1 (CHAPTER 3) Schematic representation of the moves used by the A-TASSER 
conformational search program. The dashed line and the arrow represent the rotation axis, 
with θ the rotation angle. A - end move, the rotation of a φ or ψ backbone angle that 
involves 1-5 residues at the ends of the molecule, B - local “fixed-end” move that is 
conducted along the axis connecting two Cα atoms and involves 2-12 residue fragments 
in the molecule’s interior, C - side chain move involves any torsion angle of a given side 
chain. 
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Figure C.2 (CHAPTER 3) Graphical representation of the components of the target 
optimization function F, A - G1 (Eq.3), function of the correlation coefficient of the 
energy with TM-score, B – G2 (Eq.4), function of the χ2 value of the linear fit of energy 
versus TM-score dependence, C – G3 (Eq.5), function of Z-score between energy of the 
native and non-native decoys clusters. 
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 ff03/HB optimized potential, Wgt-1 
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Figure C.3 (CHAPTER 3) Comparison of the scoring performance of the optimized 
ff03/HB force fields with different weights for the set of 58 proteins (Set58), A-E – the 
best weight set (Wgt-1), A’-E’ – the weight set with allowed negative weights for 
dihedral (DIH), electrostatic (ELE, ELE1-4), and generalized Born solvation (GB) 
energies (Wgt-2), A”-E” - the weight set with all the weights positive (Wgt-3), A, A’, A” 
– correlation coefficients of the energy with TM-score over Cα atoms to the native 
structure after optimization with respect to the values before optimization, B, B’, B” – 
distribution of correlation coefficients of the energy with Cα atom TM-score to the native 
structure before (open bars) and after (black bars) optimization of the force fields, C, C’, 
C” – Z-score after optimization with respect to the values before optimization, D, D’, D” 
– Cα atom TM-score to the native state of the lowest energy decoy after optimization 
with respect to the values before optimization, E, E’, E” - Cα atom RMSD to the native 
state of the lowest energy decoy after optimization with respect to the values before 
optimization, open circles – results for the training protein set, black circles – results for 
the testing protein set. 
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ff03/HB optimized potential, Wgt-2 
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Figure C.4 (CHAPTER 3) Comparison of the scoring performance of the optimized 
ff03/HB, weight set Wgt-2 and the reduced optimized ff03/HB force fields, weight set 
Wgt-R, for the set of 58 proteins (Set58), A, A’ – correlation coefficients of the energy 
with Cα atom TM-score to the native structure after optimization with respect to the 
values before optimization, B, B’ – distribution of correlation coefficients of the energy 
with Cα atom TM-score to the native structure before (open bars) and after (black bars) 
optimization of the force fields, C, C’ – Z-score after optimization with respect to the 
values before optimization, D, D’ – Cα atom TM-score to the native state of the lowest 
energy decoy after optimization with respect to the values before optimization, E, E’ – 
Cα atom RMSD to the native state of the lowest energy decoy after optimization with 
respect to the values before optimization, open circles – results for the training protein 
set, black circles – results for the testing protein set. 
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