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This research presents the development and flight testing of a learning control framework that was
combined with real-time modeling and real-time guidance algorithms to test the feasibility of the
NASA Learn-to-Fly concept. The objective of Learn-to-Fly is to reduce or eliminate the need for
ground-based aerodynamic modeling in favor of in-flight modeling and control law determination.
Due to the initial (high) uncertainty levels, an L1 adaptive control law is used to provide ro-
bustness. In order to apply the L1 controller within this Learn-to-Fly framework, extensions to
the L1 adaptive control theory were required to enable the linear reference systems to be updated
(which leads to switched reference systems) as the modeling algorithm adjusts the vehicle model
and to be parameterized (which can be captured by linear parameter-varying (LPV) models) by
different flight conditions. This document extends L1 control theory for switched linear reference
systems and LPV reference systems and proves that the actual switched or LPV system can be
made to behave arbitrarily close to its corresponding switched or LPV reference system by increas-
ing the adaptation gain. Development of these extensions also resulted in new stability criteria,
which are more suited for these types of reference systems than the traditional L1 norm stability
criteria prevalent in the L1 adaptive control literature. In the simple case of a linear time-invariant
reference system, the new conditions are shown to be less conservative than the existing L1 norm
conditions, allowing more freedom in the control design.
The developed learning control framework was tested on more than 30 flights. The Learn-to-Fly
architecture successfully navigated for both stable and unstable vehicles without a representative
apriori model. In the case of the unstable vehicle, the developed framework was able to au-
tonomously fly it, despite a poor initial model that inaccurately indicated that the aircraft was
stable. The flight tests show promising results and successfully establish the feasibility of the
Learn-to-Fly concept.
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Stability and reference tracking of feedback systems are the primary concerns of control system
design. The challenge lies in what is unknown about the system, such as uncertainties in the model
or external disturbances to the system. For example, aircraft fly in a wide range of conditions with
environmental factors, such as winds, that are not known ahead of time and are not controllable.
Mathematical models of aircraft are empirically derived, which always result in some amount
of error or uncertainty. Modern control techniques have been extensively investigated to ensure
closed-loop stability and robust tracking performance in the presence of various uncertainties and
disturbances. Research in adaptive control began in the search for autopilots that could robustly
operate highly agile aircraft experiencing large parametric variations across large flight envelopes.
Early developments in adaptive control were experimentally validated with very little analysis
between conception and testing. Due to this reckless mentality, the first trial of an adaptive flight
control system, the X-15 flight test, ended tragically [1, 2].
System identification inspired the initial results in adaptive control [3]. This led to the combina-
tion of an online parameter estimator and automatic control design [4, 5]. The stability proofs of
adaptive controllers were developed in [6–12]. Consequently, adaptive control has become a popu-
lar method for handling parametric and structural uncertainties in the last two decades. However,
as experience has shown, conventional model reference adaptive controllers lose robustness in the
presence of rapid variation of uncertainties. Fundamentally these architectures remain limited to
slow variation of uncertainties. L1 adaptive controller resolved this issue with an appropriate filter-
ing structure – that decouples estimation from control – and enables uniform performance through
transient and steady state with a priori robustness guarantees [2, 13–17]. This thesis extends L1
adaptive control to switched linear parameter-varying systems so that it can be combined with a
real time system identification technique to provide aircraft with the ability to “Learn to Fly”.
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Figure 1.1: Conventional aircraft development process vs. Learn-to-Fly concept
1.1 Overview of Learn-to-Fly
Learn-to-Fly (L2F) is an effort to develop advanced technologies that enable real-time, self-learning
flight vehicles. The goal is to replace the current iterative vehicle development paradigm with a
combination of real-time aerodynamic modeling, learning adaptive control, and other disciplines.
Historically, aerodynamic modeling from flight test data has been a multi-step process where flight
tests are performed, followed by post-flight analysis of the data. During this data analysis, it is often
discovered that the data content has insufficient richness in particular areas, requiring additional
flight testing to fill in the data gaps. This results in a time-consuming process that may involve
a large number of flight test sorties to acquire the necessary data for development of an adequate
aerodynamic model. The conventional aircraft development process and the Learn-to-Fly concept
are depicted in Figure 1.1.
A high-level block diagram of the Learn-to-Fly algorithm is shown in Figure 1.2. State of the art
flight test aerodynamic modeling approaches are combined with guidance and learning control law
design methods on board the aircraft, running in real time. Initially, the only available model of
the vehicle’s aerodynamics is a guess, which may be very inaccurate. The controller must be able
to ensure stability with this potentially poor model. As the vehicle flies and additional data are
collected, the aerodynamic model is improved. As the model improves, the controller can adjust
to provide a better closed-loop response, i.e. trade in some of its robustness for performance.
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Figure 1.2: Block diagram of the Learn-to-Fly algorithm
1.2 Learning within Learn-to-Fly
The difference between adaptive control and learning control is memory [18]. Adaptive control has
no memory whereas a learning control both adapts and has memory. Learning control action is
based on past experience with the environment.
The L2F algorithm memory lies exclusively in the real-time modeling algorithm that compactly
retains all the information of the past to construct models for the aircraft nondimensional force
and moment coefficients. The control utilizes aerodynamic modeling information to set reference
dynamics, adjust controller gains, inject inverse dynamic inputs, and allocate use of control surfaces.
This differs from reinforcement learning [19], where the prescribed control action springs directly
from past experience in the memory of what works and does not work—a rather costly approach
to flight control due to the high cost of experiencing failure.
To be able to discuss some of the issues that can arise when simultaneously identifying an aero-
dynamic model for the aircraft and using that information to control the aircraft, it is appropriate
to summarize some of the important features of the real-time modeling algorithm found in [20].
The real-time modeling uses a time-domain equation-error algorithm that combines recursive
regressor orthonormalization, least-squares parameter estimation, and statistical modeling metrics
to select the best model terms for an accurate global aerodynamic model from a prescribed pool of
3
candidate modeling terms. Underlying the algorithm is the proposition that aircraft nondimensional
forces and moments can be accurately characterized by linear and nonlinear functions of a specified
set of explanatory variables. These include angle of attack, sideslip angle, nondimensional body-axis
angular rates, and control surface positions. Prior to any model building, measured data for the
explanatory variables, along with accelerometer data used to construct the experienced forces, are
locally smoothed using real-time procedures described in [21]. The angular accelerations required
to construct the moments are computed using a real-time smooth numerical differentiation of the
body-axis angular rates. Both the smoothing technique and the smooth numerical differentiation
incur a two-sample delay at 50 Hz for the data being used to identify real-time models.
For each component of nondimensional aerodynamic force and moment, a model is postulated
as a linear regression, with model terms to be selected as a subset of a prescribed large comprehen-
sive pool of model terms, also called regressors. For L2F real-time global aerodynamic modeling,
these regressors are polynomial terms (linear, bilinear, squared, etc.) of the smoothed explanatory
variables, but, in general, they can be arbitrary nonlinear functions of the smoothed explanatory
variables. The regressors can also include absolute values of explanatory variables, which is useful
for axial force contributions due to control surface deflections. The most important requirement,
though, is that the regressor pool be comprehensive to facilitate accurate real-time global mod-
eling. However, practical limitations of the onboard computing capability restrict the size of the
candidate regressor pool, and this, of course, affects the real-time global modeling capability and
accuracy. The compact way that information is stored in memory (to be described), consisting of
information pertaining to past regressor terms and past observations of nondimensional aerody-
namic force and moment coefficients, makes it possible to select important regressors and identify
accurate least-squares model fits for all of the data.
To briefly describe this compact form, consider first a non-recursive least-squares problem. Let
z denote an N ×1 vector of observations and let X denote an N ×nc matrix of modeling functions
or regressors, where each column contains one of the regressors. The least-squares problem is to
compute an nc×1 vector of model parameters θ that minimizes the sum of squares of the elements
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of the N × 1 residual vector ε defined by
ε = z −Xθ.
The solution to this problem satisfies the normal equations
X>Xθ = X>z.
To solve, a QR decomposition of X is used,
X = QR,
where Q is an N ×nc matrix whose columns are orthonormal and R is an nc×nc upper triangular




Since R is nonsingular, then if X>X is nonsingular, we have
θ = R−1Q>z.
References [22, 23] showed that Q is not actually needed to solve for θ. A series of row
























The elements of Q>z are actually model parameters for the orthonormal basis functions defining
y as the approximation of z:
y = Xθ = Q(Q>z).
The model parameters θ for the columns of X are related to the model parameters for the columns
of Q by the R−1 matrix. Consistent with the least-squares solution and the normal equations, the
residual ε = z − y is always orthogonal to the columns of Q.
More importantly, the matrix R∗ compactly stores all the information regarding past regressor
and dependent variable data. The recursive form of the algorithm simply appends the next (ith)






Row operations are then performed to zero the last row and create an updated R∗.
At any point during the modeling process, statistically insignificant regressors can be removed
by eliminating their respective columns from R∗ [22]. Row operations are then performed to
make the column-truncated R∗ upper triangular, exploiting the existing zeros, to form R∗m. The
model that includes all candidate model terms is defined by R∗ and the square of
√
ε>ε is the
residual sum of squares corresponding to including all candidate regressors from the X matrix in
the model, using all of the data. For model parameter uncertainty calculations, the L2F real-time
modeling algorithm adjusts the residual sum of squares to account for candidate model terms that
are not selected for inclusion in the global model. Note that it is costly in computer memory and
computations to add new regressors and preserve a least-squares model fit for all of the data. This
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would actually require saving all previous row operations and applying them to the new regressor
data assembled from all previous explanatory variable data.
The matrixR∗ is not discarded, but rather used to process the next set of regressor and dependent
variable data, and to incorporate their information in memory. There is a wealth of statistical
information contained in R∗ ( [22, 24]) that determines the covariance of the model parameters
and enables significance t-tests and F -tests on individual regressors, as well as multiple correlation
coefficients (R2) and prediction error tests (PSE) on groups of regressors [20,21].
In the L2F real-time modeling algorithm, R∗ is updated at 50 Hz; statistically significant model
terms are identified (i.e. an R∗m is formed, which is the model structure determination) and
the associated model parameters and uncertainties are computed at 5 Hz. Global models of the
nondimensional force and moment coefficients, in terms of the linear and nonlinear regressors,
are broadcast to the other components of the L2F algorithm, including real-time guidance and
control. Analytic partial derivatives of the identified global models with respect to the explanatory
variables, evaluated at desired conditions (updated at 50 Hz), provide the necessary stability and
control derivatives for setting gains in the control laws.
From a controls perspective, certain conditions have to be met in order to expect reasonable
models. The range of variation of the explanatory variables used to assemble the regressors must
cover the intended range of operation, otherwise the results obtained from using the identified
models will be extrapolations, which are known to have degraded fidelity. For excitation of the
control surfaces, the L2F algorithm applies an orthogonal set of Programmed Test Inputs (PTIs),
added directly to the surface commands from the controller. These, of course, also excite the
body-axis angular rates and the airflow angles, which is their purpose.
Slowly varying commands for nominal angle of attack and sideslip angle over a large portion
of the flight envelope are needed to generate a global model valid over a large range of flight
conditions. A sufficiently high signal-to-noise ratio for the aircraft responses, as captured in the
translational and rotational acceleration data, must be present for accurate modeling. This creates
a paradox. Good control tends to mitigate disturbances, such as those due to PTIs. However,
real-time modeling needs to observe the response due to the PTIs in order to accurately construct
global aerodynamic models.
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Figure 1.3: Model Reference Adaptive Control Figure 1.4: L1 Adaptive Control
1.3 Overview of L1 Adaptive Control
L1 adaptive control theory was introduced in 2005 to address issues of performance and robustness
in adaptive control systems [25, 26]. In 1985, Rohrs’ example was published [27], which severely
challenged model reference adaptive control (MRAC) systems with unmodeled dynamics. Follow-
ing this, the projection operator was introduced in [28] to ensure the boundedness of the adaptive
parameter estimates, leading to boundedness of the closed-loop signals in the presence of distur-
bances. However, prediction of the transient response and robustness margins of the closed-loop
adaptive system remained a challenge.
L1 adaptive control resolves these problems by modifying the control architecture, providing a
predictable transient response and robustness guarantees. Figures 1.3–1.4 show the architectural
differences between MRAC and L1 adaptive control. The introduction of a low-pass filter plays a
fundamental role in reducing high frequency signals in the control channel. This enables the use
of large adaptation gains, resulting in fast estimation of the unknown parameters. This improves
the system’s performance in the presence of large and rapid variations of parameters and other
uncertainties. Extensive study of L1 adaptive controllers [2, 13, 29] shows the benefits of this
architecture, with guaranteed robustness in the presence of fast adaptation. Because of this, the
adaptation gains are limited only by the available hardware, such as CPU computation and sensor
sampling rates. The design of the low-pass filter provides a trade off between robustness and
performance. L1 adaptive controllers have been successfully employed in a number of aerospace
applications including performance recovery after failure events [14–17,30,31].
The key idea of L1 adaptive control is to only compensate for uncertainties within the bandwidth
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Figure 1.5: L1 Reference System Figure 1.6: Internal Model Control
of the low-pass filter. This is less ambitious than compensation of the entire uncertainty, as MRAC
seeks to do. This strategy is also seen in other control methodologies, such as Disturbance Observer
Based (DOB) control or Internal Model Control (IMC). However, DOB and IMC require explicit
system inversion to compute the estimate of the disturbance signals. Obtaining the inverse of plant
can be difficult for some classes of systems, such as for switched linear parameter varying (LPV)
systems or other nonlinear plants. Additionally, the design of the low-pass filter includes the inverse
system [32–35].
The L1 adaptive architecture uses an auxiliary L1 reference system, which is the closed-loop sys-
tem resulting from compensation of the uncertainties within the bandwidth of the low-pass filter,
based on perfect knowledge of the uncertainties (rendering this reference system non-implementable).
The signals of the closed-loop L1 adaptive system approximate the signals of this closed-loop ref-
erence system in the presence of fast adaptation. In effect, the fast estimation loop is implicitly
inverting the system, similar to DOB and IMC, but does so without explicitly constructing the
inverse. Figures 1.5–1.6 illustrate the difference between these approaches. The architectural flexi-
bility of L1 adaptive control enables its application to a broad class of uncertain systems, including
those for which the calculation of the inverse is challenging. Moreover, since the design of the low-
pass filter is decoupled from the estimation loop, one can account for system delays, control signal
saturation and rate constraints, and actuator and sensor dynamics in the estimation loop [36–38].
Making use of the flexibility of the L1 adaptive control architecture, this thesis outlines the
design of L1 adaptive controllers for switched and LPV systems, retaining the benefits of existing
L1 adaptive controllers.
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1.4 Contributions & Organization
In order to achieve the goals of Learn-to-Fly (L2F), a robust controller is required to handle the
potentially large initial uncertainty within the model. Based on its previous success in flight control,
L1 adaptive control is selected as a candidate controller. However, in the L2F framework the
aerodynamic model is being updated periodically, resulting in step changes in model parameters.
If linear models are being used, this results in a switched linear system. This thesis extends L1
adaptive control to switched linear systems. No restrictions are made as to the type of switching
(fast, slow). The only requirement is that the switched reference system is stable. Switched systems
have previously been examined for L1 adaptive control [39] in the context of failures with a fault
detection algorithm. However, that work does not explicitly consider the stability concerns of the
reference system switching, nor does it consider unknown input gains.
In this framework, the nonlinear models produced by the algorithm described in Section 1.2
are parameterized by the vehicle’s speed and dynamic pressure. Moreover, as the vehicle moves
throughout its flight envelope, a single linearized model may no longer capture the current aero-
dynamics at all time instants. To date, L1 adaptive control for linear parameter-varying (LPV)
systems has not been presented in the literature. This thesis seeks to provide a formulation for L1
adaptive control for LPV systems with stability criteria that can be easily verified. To do this, a
new method of analyzing L1 adaptive controllers is introduced.
The primary contribution of this thesis is the implementation and flight testing of
an L1 adaptive controller within the Learn-to-Fly framework.
The L1 adaptive controller uses switched and LPV reference systems and has been implemented
on an unmanned aircraft capable of remote control and autonomous operation. Experimental
results indicate that the Learn-to-Fly concept is feasible since it was able to autonomously fly an
unstable aircraft, despite a poor initial model that inaccurately indicated that the aircraft was
stable.
The thesis is laid out as follows:
Chapter 2 introduces relevant definitions and theoretical findings used throughout the thesis.
This chapter includes topics from linear systems theory and definitions of stability.
Chapter 3 presents the new method of analyzing L1 adaptive control systems. The method is
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presented for a linear time-invariant (LTI) system in order to easily compare it with the approach
prevalent throughout the literature. The new approach results in necessary and sufficient conditions
provided in the form of linear matrix inequalities (LMIs). Assuming particular structures of the
solutions and making use of convexity, the infinite number of LMIs can be reduced to a finite
number that can be readily checked using efficient and common numerical routines. It is then
shown that the existing stability conditions are more conservative than those presented here.
In Chapter 4, a formulation of L1 adaptive control for switched LTI systems is presented. The
stability conditions are given as a set of LMIs for a switched LTI reference system. These LMIs
can be checked using whichever method the designer chooses. As an example of one method, a
formulation of the LMIs with dwell time constraints is provided. The dwell time constraint is
only a sufficient condition, but it lends itself to the targeted application. For L2F, the dwell time
constraint is essentially a limit on the update rate of the aerodynamic modeling.
The results in Chapter 5 include the design and analysis of an L1 adaptive controller with an
LPV reference system. Again a particular structure of solution is assumed and convexity results are
invoked in order to reduce these stability conditions to a finite number of LMIs that are sufficient.
The existing stability conditions for LTV systems [2] are then shown to be more conservative than
the new conditions for LPV systems.
Chapter 6 gives a brief explanation of the control law updates and how these updates occur. It
describes the implementation of the L1 adaptive controller within the L2F framework. The model
updates from the system identification module result in reference systems which are parameter
varying and switched.
Chapter 7 contains the flight test results from the application of the developed L1 methods to
the L2F mission. The ability of the L1 adaptive controller to handle changing reference systems
enables a form of learning control. Overall, the experimental results indicate that the L2F concept
is feasible.





2.1 Norms and Lp Spaces
Definition 1. The 2-norm of a vector u = [u1, . . . , um]












where λmax(·) denotes the maximum eigenvalue.
Throughout this document, unless otherwise specified, the notation ‖·‖ will refer to the 2-norm
for a vector or matrix. For a function f : [0,+∞)→ Rn, we will use the following norms:











Note that these definitions are valid for any vector norm ‖·‖. Typically, the ∞ vector norm is
used for the L∞ norm of a signal, as noted here. Just as matrices have norms induced by vector
norms, systems have norms induced by signal norms.
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Definition 7. A matrix M ∈ Rn×n is said to be Positive Semi-Definite, if x>Mx ≥ 0 for all
vectors x 6= 0. This is denoted M ≥ 0.
Definition 8. A matrix M ∈ Rn×n is said to be Positive Definite, if x>Mx > 0 for all vectors
x 6= 0. This is denoted M > 0.
Definition 9. A matrix M ∈ Rn×n is said to be Negative Semi-Definite, if x>Mx ≤ 0 for all
vectors x 6= 0. This is denoted M ≤ 0.
Definition 10. A matrix M ∈ Rn×n is said to be Negative Definite, if x>Mx < 0 for all vectors
x 6= 0. This is denoted M < 0.
The notation M ≥ N , for matrices M,N ∈ Rn×n, means M −N ≥ 0. Similarly, M ≤ N means
M −N ≤ 0.
2.3 Stability
Definition 11. An equilibrium state xe of a free dynamic system is uniformly stable, if for every
real number ε > 0 there exists a real number δ(ε) > 0 such that ‖x0 − xe‖ ≤ δ implies ‖x(t)− xe‖ ≤
ε for all t ≥ t0.
Definition 12. An equilibrium state xe of a free dynamic system is uniformly asymptotically
stable, if
(i) it is uniformly stable,
(ii) it is uniformly bounded, i.e. given any r > 0 there is some B(r) such that ‖x0 − xe‖ ≤ r
implies ‖x(t)− xe‖ ≤ B for all t ≥ t0,
14
(iii) every motion converges to xe as t → ∞ uniformly in t0, and ‖x0‖ ≤ r when r is fixed but
arbitrarily large; i.e. given any r > 0 and µ > 0 there is some T (µ, r) such that ‖x0 − x1‖ ≤ r
implies ‖x(t)− xe‖ ≤ µ for all t ≥ t0 + T .
Definition 13. Let V : Rn → R be a continuously differentiable function. Then V is a Lyapunov
Function if it satisfies
V (0) = 0 and V (x) > 0 ∀x 6= 0,
V̇ (x) ≤ 0.
Theorem 1 (Lyapunov-Perron-Malkin [40]). Consider a continuous-time, linear dynamic system
ẋ(t) = A(t)x(t) +B(t)u(t)
subject to the assumptions
(i) ‖A(t)‖ ≤ c1 <∞ for all t,
(ii) 0 < c2 ≤ ‖B(t)‖ ≤ c3 <∞ for all t.
Then the following propositions concerning this system are equivalent:
(A) Any uniformly bounded input, ‖u(t)‖ ≤ c4 <∞ for all t ≥ t0, produces a uniformly bounded
state response for all t ≥ t0, ‖x(t)‖ ≤ c5(c4, ‖x0‖) <∞;
(B) For all t ≥ t0,
∫ t
t0
‖Φ(t, τ)‖ dτ ≤ c6 <∞;
(C) The equilibrium state x = 0 of the free system is uniformly asymptotically stable;
(D) There are positive constants c7 and c8 such that, whenever t ≥ t0
‖Φ(t, t0)‖ ≤ c7e−c8(t−t0);
(E) Given any positive definite matrix Q(t) continuous in t and satisfying for all t ≥ t0
0 < c9I ≤ Q(t) ≤ c10I <∞
15
the scalar function defined by
V (x, t) =
∫ ∞
t
x>(t)Φ>(τ, t)Q(τ)Φ(τ, t)x(t)dτ = x>(t)P (t)x(t) (2.1)
exists and is a Lyapunov function for the free system satisfying 0 < α ‖x(t)‖2 ≤ V (x, t) ≤
β ‖x(t)‖2 <∞ for all t, with its derivative along the free motion starting at x,t being
V̇ (x, t) = −x>(t)Q(t)x(t).





must tend to ∞ as (t− t0)→∞. By (ii), 1/c3 ≤
∥∥D−1(τ)∥∥ ≤ 1/c2 for all τ . Therefore, define for








1 x > 0,
0 x = 0,
−1 x < 0.
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Then u(τ) is bounded. Using (A) with c4 = 1/c2 and x0 = 0, we have


















By assumption, the last integral is unbounded, which is a contradiction. Thus, (A) implies (B).
Assuming (B), and using (i), leads to
∞ > c1c5 ≥
∫ t
t0






Since the transition matrix satisfies its own differential equation (2.1), we have
− d
dτ
Φ−1(τ, t) = Φ−1(τ, t)A(τ) = Φ(t, τ)A(τ).
Therefore,







= ‖Φ(t, t0)− I‖ , ∀t ≥ t0,
which implies ‖Φ(t, t0)‖ ≤ c11 < ∞. Using this, (B), and the property Φ(t, t0) = Φ(t, τ)Φ(τ, t0),
we have
∞ > c6c11 ≥
∫ t
t0
‖Φ(t, τ)‖ ‖Φ(τ, t0)‖ dτ
≥ ‖Φ(t, t0)‖ (t− t0), t ≥ t0.
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Letting





‖x(t)‖ = ‖Φ(t, t0)x0‖ ≤ µ
whenever ‖x0‖ ≤ r and t ≥ T + t0, and thus the system’s equilibrium x = 0 is uniformly asymp-
totically stable, (C).
Assuming (C), take any ε > 0, 0 < ‖x0‖ ≤ δ(ε). By linearity,
‖x(t)‖
δ(ε)
≤ ‖Φ(t, t0)‖ ‖x0‖
δ(ε)






By Uniform asymptotic stability, let T = T (12 , 1) so that ‖Φ(t0 + T, t0)‖ ≤
1
2 , independently of t0.
By induction
‖Φ(t0 + kT, t0)‖ ≤ ‖Φ(t0 + kT, t0 + (k − 1)T )‖ . . . ‖Φ(t0 + T, t0)‖ ≤ 2−k
Hence, with c8 = (ln 2)/T > 0, we have
‖Φ(t, t0)‖ ≤ c7e−c8(t−t0),
which is (D).
Assuming (D), V (x, t) in (2.1) satisfies












‖x(t)‖2 = β ‖x(t)‖2
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and



























‖Φ(τ, t)‖2 dτ ‖x(t)‖2
≥ c9
c21
‖x(t)‖2 = α ‖x(t)‖2
By the fundamental theorem of calculus, we have
V̇ (x, t) = −x>(t)Q(t)x(t) ≤ −c9 ‖x(t)‖2 = −γ ‖x(t)‖2 < 0.
Assuming (E) and differentiating (2.1) along trajectories of the forced system, we have
V̇ (x, t) = −x>(t)Q(t)x(t) + 2x>(t)P (t)B(t)u(t)
≤ −c9 ‖x(t)‖2 + 2βc3 ‖x(t)‖ ‖u(t)‖ ,





α ‖x(t)‖ ≤ V (x, t) ≤ max
(



















2.4 Linear Parameterization of Nonlinear Maps
Consider the nonlinear map f(t, x) : [0,∞)× Rn → Rm, with the following assumptions:
1. f(t, x) is continuous in its arguments,
2. f(t, 0) is uniformly bounded in time, i.e. ‖f(t, 0)‖ ≤ B, for all t ≥ 0,
3. for arbitrary δ > 0 there exist positive constants dfx(δ) > 0 and dft(δ) > 0, independent of
time, such that, for all ‖x‖ < δ, the partial derivatives of f(t, x) with respect to t and x are
piecewise continuous and bounded,
∥∥∥∥∂f(t, x)∂x
∥∥∥∥ ≤ dfx(δ), ∥∥∥∥∂f(t, x)∂t
∥∥∥∥ ≤ dft(δ),
4. ∂2f(t, x)/∂x2 is bounded in a neighborhood of x = 0.
Lemma 2. Let x(t) be a continuous and piecewise differentiable function of t for t ≥ 0. If there
exist positive constants ρ and dx such that, for all t ∈ [0, τ ], ‖x(t)‖ ≤ ρ and ‖ẋ(t)‖ ≤ dx, then there
exist continuous θ(t) and σ(t) with piecewise continuous derivatives such that for all t ∈ [0, τ ]
f(t, x(t)) = θ>(t)x(t) + σ(t).
Proof. Define σ(t) = f(t, 0). Then ‖σ(t)‖ ≤ B for all t and ‖σ̇(t)‖ ≤ dft(ρ). Let g(t, x(t)) =
































ẋ(t) x(t) = 0.
Thus θ̇(t) is piecewise continuous and bounded.
2.5 Projection Operator






with θmax being the norm bound imposed on the vector θ, and εθ > 0 being a free parameter
determining the projection tolerance. The projection operator is defined as




‖θ‖2 if f(θ) ≥ 0 and θ
>y > 0
y otherwise.
The projection operator then has the following property:
Property 1. Given y ∈ Rn, θ∗ ∈ Rn satisfying f(θ∗) ≤ 0, and θ ∈ Rn satisfying f(θ) ≤ 1, we have
(θ − θ∗)> (Proj (θ, y)− y) ≤ 0.
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Chapter 3
Revisiting L1 Adaptive Control for
LTI Systems
This chapter reexamines L1 adaptive control for LTI systems. The previous analysis methodology
and stability criteria, based on L1 system norms and the Small-gain Theorem, are compared with a
new method of analysis, based on LMIs. The comparison shows that, for the class of linear systems,
satisfaction of the L1 norm conditions implies the satisfaction of the LMI conditions. While the
L1 norm conditions are very general, the additional structure of the linear system can be used to
derive stability conditions based on LMIs that are less conservative. Another benefit of the new
analysis technique is that it lends itself to the study of other linear systems, such as switched LTI
systems (discussed in Chapter 4) and LPV systems (discussed in Chapter 5), which have a rich
history with LMIs. This makes L1 adaptive control more readily applicable to these classes of
systems.
3.1 Control Design
Consider the class of systems




, x(0) = x0
y(t) = c>x(t),
(3.1)
where x(t) ∈ Rn is the system state vector (measured); u(t) ∈ R is the control signal; b, c ∈ Rn
are known constant vectors; A is a known n× n matrix, with (A, b) controllable; θ is the unknown
parameter, which belongs to a given compact convex set θ ∈ Θ ⊂ Rn, where 0 ∈ Θ; and y(t) ∈ R
is the regulated output.
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For the linearly parameterized system in (3.1), consider the state predictor




, x̂(0) = x0,
ŷ(t) = c>x̂(t),
(3.2)
where x̂(t) ∈ Rn is the state of the predictor, and θ̂(t) ∈ Rn is the estimate of the parameter θ,






, θ̂(0) = 0, (3.3)
where x̃(t) , x̂(t) − x(t) is the prediction error, Γ ∈ R+ is the adaptation gain, and P = P> > 0
solves the algebraic Lyapunov equation A>P + PA = −Q for arbitrary symmetric Q = Q> > 0.
The projection is confined to the set Θ. The Laplace transform of the adaptive control signal is
defined as
u(s) = −C(s) (η̂(s)− kgr(s)) , (3.4)
where r(s) and η̂(s) are the Laplace transforms of r(t) and η̂(t) , θ̂>x(t), respectively, kg ,
−1/(c>A−1b), and C(s) is a BIBO-stable and strictly proper transfer function with DC gain C(0) =
1, and its state-space realization assumes zero initialization.
For the sake of analysis, we introduce the following non-adaptive version of the adaptive control
system in (3.1) and (3.4), which defines the closed-loop reference system for the class of systems in
(3.1):
ẋref (t) = Axref (t) + b(θ
>xref (t) + uref (t)), xref (0) = x0,
uref (s) = −C(s)(θ>xref (s)− kgr(s)),
yref (s) = c
>xref (s).
(3.5)
Notice that the reference system input, as written, contains the unknown parameter θ. Thus,
the reference system is not implementable in this form. It will, however, be useful in proving the
performance of the adaptive system. Additionally, note that the reference system in (3.5) can be
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where (Af , bf , c
>
f , 0) is a minimal state-space realization of C(s), and xf is the corresponding filter
state. The notation Āθ is used to highlight the dependence of Ā on the value of the unknown
parameter θ.
Note that the system in (3.6) is an LTI system. The system is stable for each θ ∈ Θ if and only
if there exists a P̄θ = P̄
>
θ > 0 solving
Ā>θ P̄θ + P̄θĀθ ≤ −Q̄, (3.7)
for some arbitrary Q̄ = Q̄> > 0. This fact is due to the converse Lyapunov theorem for LTI
systems. In previous work [2], the following L1 norm condition is used to ensure stability of the
adaptive system (3.2)–(3.4):
λ , ‖G(s)‖L1 L < 1, (3.8)
where
G(s) , H(s)(1− C(s)), H(s) , (sI−A)−1b, L , max
θ∈Θ
‖θ‖1 . (3.9)
We will show that if the reference system is stable, i.e. if (3.7) holds, the adaptive system (3.2)–(3.4)
is stable.
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3.2 Analysis of L1 Controller
3.2.1 Prediction Error Bound
From (3.1) and (3.2), the following error dynamics can be derived:
˙̃x = Ax̃(t) + bθ̃>(t)x(t), x̃(0) = 0, (3.10)
where θ̃(t) , θ̂(t) − θ. Letting η̃(t) , θ̃>(t)x(t), with η̃(s) being its Laplace transform, the error
dynamics in (3.10) can be written in the frequency domain as
x̃(s) = H(s)η̃(s). (3.11)





, θmax , max
θ∈Θ
‖θ‖ , (3.12)
where λmin(P ) is the minimum eigenvalue of P .
Proof. Consider the following Lyapunov function candidate:




Using the properties of the projection operator, we can upper bound the derivative of the Lyapunov
function along the trajectories of the system as































which implies that x̃(t) and θ̃(t) are uniformly bounded. Since x̃(0) = 0, it follow that
























3.2.2 Reference System Error
Next, we examine the error between the system in (3.1) with the adaptive controller (3.2)–(3.4)













 (kgr(t)− η̃(t)) . (3.13)
From the prediction error dynamics in (3.10), we have
η̃(s) = b†(sI−A)x̃(s),
where b† = (b>b)−1b>. Hence,
C(s)η̃(s) = sC(s)b†x̃(s)− C(s)b†Ax̃(s).
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where ē(t) = [e>(t) x>f (t)]








Lemma 4. If the reference system (3.6) is stable, then











Proof. Let Pf solve A
>
f Pf + PfAf = −I. Consider the Lyapunov function candidate V (t) =
27
x>f2(t)Pfxf2(t). Differentiating along trajectories of xf2 in (3.14), we have
V̇ (t) = ẋf2(t)Pfxf2(t) + xf2(t)Pf ẋf2(t),
= x>f2(t)
(







≤ 0 ∀ ‖xf2(t)‖ ≥ 2
∥∥∥Pfbfb†∥∥∥ ‖x̃(t)‖ .
Since xf2(0) = 0, we have the following uniform bound
‖xf2‖L∞ ≤ κ1 ‖x̃‖L∞ ,
where κ1 = 2
∥∥Pfbfb†∥∥.
Since the reference system is stable, there exists a P̄θ = P̄
>
θ > 0 solving the algebraic Lyapunov
equation Ā>θ P̄θ + P̄θĀθ = −I. Consider the Lyapunov function W (t) = ē>(t)P̄θē(t). Differentiating
along trajectories of ē in (3.14), we have
Ẇ (t) = ˙̄e(t)P̄θē(t) + ē(t)P̄θ ˙̄e(t),
= ē>(t)
(
Ā>θ P̄θ + P̄θĀθ
)
ē(t) + 2ē>(t)P̄θĀ2xf2(t) + 2ē
>(t)P̄θB̄2x̃(t),
≤ −‖ē(t)‖2 + 2 ‖ē‖
(∥∥P̄θĀ2∥∥ ‖xf2(t)‖+ ∥∥P̄θB̄2∥∥ ‖x̃(t)‖) ,







Since ē(0) = 0, we have the following uniform bound








Since ē contains e, we have ‖e‖L∞ ≤ ‖ē‖L∞ ≤ κ2 ‖x̃‖L∞ .
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3.2.3 Robustness and Performance
Notice that the closed-loop reference system in (3.5) depends on the vector θ of unknown param-
eters, and hence cannot be used for introducing the transient specifications. Next we consider the



















We define the difference between the reference system state and the desired system state as





























Let Ĉ = [I, 0] such that ēdes(t) = Ĉedes(t).
Lemma 5. If the reference system is stable, i.e. (3.7) is satisfied, the following upper bound holds:
‖xref − xdes‖L∞ ≤ β ‖xdes‖L∞
≤ β
(
‖H(s)C(s)kg‖L1 ‖r‖L∞ + ‖xin(s)‖L∞
)
,





Proof. Since the reference system is stable, i.e. Āθ is Hurwitz for any θ ∈ Θ, the dynamics in (3.16)
are also stable and have finite L1 norm. Taking (3.16) to the frequency domain, we have
edes(s) = Ĉ(sI− Āθ)−1B̂θ>xdes(s).
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From the definition of xdes, it follows that
xdes(s) = H(s)C(s)kgr(s) + xin(s).
Therefore, one has
‖edes‖L∞ ≤ β ‖xdes‖L∞
≤ β
(
‖H(s)C(s)kg‖L1 ‖r‖L∞ + ‖xin(s)‖L∞
)
.
Remark 1. Expanding the frequency domain relationship for edes(s), one gets
edes(s) = Ĉ(sI− Āθ)−1B̂θ>xdes(s)
=
(




1− c>f (sI−Af )−1bf
)
θ>xdes(s).
If the poles of the filter are significantly faster than the poles of the system, and noting that the
filter has unity DC gain by design, a time-scale separation argument can be made to argue that β
is small. As the bandwidth continues to increase, the system approaches
edes(s) ≈ H(s)(1− C(s))θ>xdes(s) = G(s)θ>xdes(s).
This makes it clear that the intuition developed for the design of previous formulations of L1 adaptive
controllers still holds (see [2, Section 2.1.4]).
3.2.4 Reference System Stability
The necessary and sufficient condition in (3.7) can be difficult to check since we do not have a priori
knowledge of the dependence of P̄ on θ. To numerically validate the condition, we must assume a
structure for P̄θ. Doing so makes the condition only sufficient. However, if the parameterization of
P̄θ is such that the inequality is convex in θ, and if the set Θ is a polytope, the infinite number of
LMIs in (3.7) can be efficiently checked using only a finite number of LMIs, i.e. those corresponding
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to the vertices of the polytope. In practice, many times Θ is already given as a polytope. However,
since Θ is already assumed to be a compact convex set, if it is not already a polytope, it can be
approximated arbitrarily well by a polytope.
Considering parameterizations of P̄θ that will maintain the convexity of the inequality, the easiest,
yet most conservative, choice is a constant parameterization P̄θ = P̄ , i.e. a common Lyapunov
function with no dependence on θ. We now show that the L1 norm condition in (3.8) guarantees
the stability of the system, and thus gives a P̄θ. We then show that it implies the existence of a P̄
that does not depend on θ.
Lemma 6. If the L1 norm condition in (3.8) holds, the reference system (3.5) is bounded-input
bounded-state stable with respect to r(t) and x0.
Proof. From the definition of the closed-loop reference system in (3.5) it follows that
xref (s) = H(s)kgC(s)r(s) +G(s)θ
>xref (s) + xin(s),
where xin(s) , (sI−A)−1x0. Since H(s), C(s), and G(s) are proper BIBO-stable transfer functions,
it follows that
‖xref‖L∞ ≤ ‖H(s)kgC(s)‖L1 ‖r‖L∞ +
∥∥∥G(s)θ>∥∥∥
L1
‖xref‖L∞ + ‖xin‖L∞ .
From the L1 norm condition (3.8) we have
∥∥∥G(s)θ>∥∥∥
L1









Thus, for bounded r and x0, the reference system state is bounded.
Before moving on we present a short lemma relating the L1 norm and the H∞ norm.
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Proof. Consider the set of extended non-negative reals R∞0 = R
+
0 ∪+∞. Let
h = ‖G(s)‖H∞ = maxω∈R∞0
σmax(G(jω)) ∈ R∞0 ,
and let
ω∗ = arg max
ω∈R∞0
σ̄(G(jω)),
with v1 ∈ Cm and v2 ∈ Cn being the corresponding unit-length singular vectors such that
G(jω∗)v1 = hv2.
Consider the input u(t) = v1 cos(ω
∗t) applied along the singular direction. The output of the system































Note that Ā in (3.7) is Ā = Â+ B̂θ>C̄.
Lemma 8. If the L1 norm condition in (3.8) is satisfied, there exists a constant matrix P̄θ = P̄
satisfying (3.7).
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Proof. From Lemma 7, the L1 norm condition provides a bound on the H∞ norm:































nĈ>Ĉ < 0, ∀u ∈ U ,
(3.18)
where U = {u ∈ Rn×m : u>u ≤ Im}. The matrix P here comes from the bounded real lemma and






≥ 0⇔ PB̂u>uB̂>P − PB̂u>Ĉ − Ĉ>uB̂>P + Ĉ>Ĉ ≥ 0,
⇔ PB̂u>uB̂>P + I ≥ Ĉ>uB̂>P + PB̂u>Ĉ.
(3.19)
Substituting (3.19) into (3.18), leads to
1 > ‖G‖L1 L⇒ Â




nĈ>Ĉ < 0, ∀u ∈ U ,
⇒ Â>P + PÂ+ L(Ĉ>uB̂>P + PB̂u>Ĉ)/
√
n < 0, ∀u ∈ U ,
⇒ Â>P + PÂ+ (Ĉ>vB̂>P + PB̂v>Ĉ) < 0, ∀
√
nv ∈ LU .
(3.20)
Note that the condition in (3.20) holds for all v satisfying ‖v‖1 ≤
√
n ‖v‖2 ≤ L. Therefore, we have
from (3.20) that satisfaction of the L1 norm condition implies
1 > ‖G‖L1 L⇒ Â
>P + PÂ+ (Ĉ>vB̂>P + PB̂v>Ĉ) < 0, ∀
√
nv ∈ LU ,
⇒ (Â+ B̂θ>Ĉ)>P + P (Â+ B̂θ>Ĉ) < 0, ∀θ ∈ Θ,
⇔ Ā>P + PĀ < 0, ∀θ ∈ Θ,
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which is the satisfaction of the LMI condition with a parameter independent Lyapunov matrix.
From previous work on L1 adaptive control, but choosing a sufficiently large bandwidth for the
filter C(s), the L1 norm condition can be ensured. Based on Lemma 8, this indicates that for
a sufficiently large filter bandwidth, a constant Lyapunov matrix satisfying (3.7) is guaranteed
to exist. By choosing other structures for the Lyapunov matrix, lower filter bandwidths can be
tolerated for improved robustness.
3.3 Numerical Example
In this example, the same system as in [13] is used, but with the opposite sign on θ. (This is to be
consistent with the formulation above, as well as the bulk of the L1 adaptive control literature.)
Since Θ is symmetric about the origin, this has no impact on the problem.




 , b =
0
1
 c> = [1 0] ,
and the uncertainty set Θ is the polytope with vertices {[−10,−10], [−10, 10], [10,−10], [10, 10]}.





This gives the reference system





−1 + θ1 −1.4 + θ2 −ω
θ1 θ2 −ω







Figure 3.1: Stability boundary for the filter bandwidth as a function of the uncertain parameter θ
This results in a characteristic polynomial of
s3 + (1.4− θ2 + ω)s2 + (1.4ω + 1− θ1)s+ ω.
Applying the Routh-Hurwitz criteria [41], the following must hold for stability
ω > 0
ω > −1.4 + θ2
1.4ω2 + (1.4(1.4− θ2)− θ1)ω + (1.4− θ2)(1− θ1) > 0
Evaluating these criteria over the the range of Θ for the reference system to be stable, ω must
lie above the surface in Figure 3.1. For stability over any possible θ ∈ Θ, it is necessary that
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ω > 10.4548. Under this condition, a parameter-dependent solution P (θ) (of unknown form) to
(3.7) is guaranteed to exist.
If we restrict the search of P (θ) to affine parameter dependence
P (θ) = P0 + P1θ1 + P2θ2,

















and set ω = 11, these LMI conditions can be solved in Matlab using YALMIP [42] along with the


























is found using the same numerical solvers.
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In [13], the authors note that the choice ω > 30 satisfies the L1 norm condition. This was
computed by numerically calculating the L1 norm for a range of values of ω. A value of ω = 160
was then chosen for simulation.
In this sense, the requirements on the filter design using LMI conditions are less conservative as
compared to the case of relying on the L1 norm condition. In general, under fast adaptation, the
time delay margin is inversely proportional to the filter bandwidth [2]. By ensuring stability with
a lower bandwidth, a larger time delay margin can be achieved.
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Chapter 4
L1 Adaptive Control for Switched
Reference Systems
In this chapter, a framework for the design and analysis of an L1 adaptive controller for switched
LTI systems is introduced. It is shown that with fast adaptation, the closed-loop system with the
L1 adaptive controller can behave arbitrarily close to the corresponding closed-loop non-adaptive
switched reference system that assumes perfect knowledge of uncertainties. Both projection-based
and piecewise-constant adaptation laws are presented, showing that the results are not tied to
a specific adaptation law. The stability criteria are expressed as a collection of linear matrix
inequalities that can be readily checked using efficient and common numerical routines.
Within the L2F architecture, the model parameters are periodically updated based on the al-
gorithm described in Section 1.2. In order to include these changes within the L2F controller, L1
adaptive control theory for switched LTI systems was developed. No restrictions are made regard-
ing the type of switching (fast or slow), only that the desired switched linear system is stable. The
theory developed for switched LTI systems is presented here.
4.1 Problem Formulation
Consider the family of multi-input multi-output sub-systems
{(Ai, Bi, Ci) : i ∈ I}, (4.1)
parameterized by an index set I together with the family of piecewise constant switching signals
P = {p : [0,∞) → I}. For a given switching signal p ∈ P, define the following switched linear
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system




p (t)x(t) + σp(t)
)
,
y(t) = Cpx(t), x(0) = x0,
(4.2)
where x(t) ∈ Rn is the system state, u(t) ∈ Rm is the system input, and y(t) ∈ Rm is the regulated
system output, Ap ∈ A ⊂ Rn×n, Bp ∈ B ⊂ Rn×m, and Cp ∈ C ⊂ Rm×n are the system matrices,
ωp ∈ Ω ⊂ Rm×m, θp(t) ∈ Θ ⊂ Rn×m, and σp(t) ∈ ∆ ⊂ Rm are unknown system parameters. Given
a switching signal p, we assume that the sequence of finite switching times is t0, t1, . . . , ti, . . . with
t0 = 0.
Assumption 1. The sets A, B, C, Ω, Θ, and ∆ are compact, convex polytopes. Without loss
of generality, the sets Θ and ∆ are assumed to contain 0. Ω is assumed to be strictly diagonally
dominant, and, without loss of generality, is assumed to contain I. Define
Dθ , max
θ∈Θ
‖θ‖ , Dσ , max
σ∈∆
‖σ‖ , Dω , max
ω∈Ω
|tr(ω − I)| .
It is further assumed that σi(t) and θi(t) are continuous and have (unknown) bounded derivatives
for all i = 1, · · · , n, i.e.
∀i ∈ I, |σ̇i(t)| ≤ dσ,
∣∣∣θ̇i(t)∣∣∣ ≤ dθ. (4.3)
Assumption 2. The switching signal p has a dwell time, τd > 0, i.e. the switching times t1, t2, . . .
satisfy the inequality tk+1− tk ≥ τd for all k. However, the results derived for dwell-time switching
also hold for the more general case of average-dwell-time switching. For the details of (average)
dwell-time switching, see [44].
To analyze the performance of the adaptive system that will be presented in Section 4.2, we
define a (non-adaptive) reference system that contains perfect knowledge of the parameters:
ẋref (t) = Apxref (t) +Bp
(
ωpuref (t) + θ
>
p (t)xref (t) + σp(t)
)
, xref (0) = x0,
uref (s) = −
D0(s)
s
(ηref (s)− kpr(s)) ,
(4.4)
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where ηref (t) , ωpuref (t) + θ>p (t)xref (t) + σp(t). The last equation in (4.4) is equivalent to
uref (s) = −ω−1p C(s) (ξref (s)− kpr(s)) , (4.5)
where
C(s) , ωp(sI +D0(s)ωp)−1D0(s) (4.6)
is a low-pass filter with C(0) = I, and ξref (t) , θ>p (t)xref (t) + σp(t). From the first equation in
(4.4) and (4.5), one can see that the reference control input tries to cancel the uncertainties within
the bandwidth of the filter C(s). This reference system provides the target performance of the L1
adaptive controller.
Letting (Af , Bf , Cf , Df ) be a minimal realization of D0(s) with nf states, the reference system


































































˙̄x(t) = Āpx̄(t) + B̄pσ(t) + Ēpr(t), x̄(0) = x̄0,
uref (t) = C̄x̄(t),
(4.8)
where x̄>(t) , [x>ref (t), x
>
f1
(t), x>I (t)], and xf1 and xI1 are the states of D0(s) and the integrator,
respectively.
Assumption 3. The parameters of D0(s) are designed such that the reference system (4.7) (or
(4.4)) is stable for any switching signal with dwell time τd. The following lemma provides a sufficient
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condition, which we assume to be satisfied.
Lemma 9. If there exist symmetric matrices P̄i(ω) such that for all ∀(θ, ω) ∈ Θ× Ω,
P̄i ≥ I, ∀i ∈ I,
˙̄Pi + Ā
>
i P̄i + P̄iĀi ≤ −λP̄i, ∀i ∈ I,
P̄i ≤ µP̄j , ∀i, j,∈ I,
(4.9)
for some constants λ > 0 and µ ≥ 1, then the reference system (4.7) (or (4.4)) is exponentially
stable for any switching signal with dwell time τd ≥ ln(µ)(1−a?)λ for arbitrary a
? ∈ (0, 1).




If we remove the dwell time constraint for the switching signal, i.e. allowing arbitrary switching,
a common Lyapunov function approach is usually employed to guarantee the stability. This is
reflected in the following lemma.
Lemma 10. If there exists a constant symmetric matrix P̄ > 0 such that Ā>i P̄ + P̄ Āi ≤ −I for
all i ∈ I and for all (θ, ω) ∈ Θ × Ω, then the stability of the reference system (4.7) (or (4.4)) is
guaranteed by the Lyapunov function V (x̄(t)) , x̄>(t)P̄ x̄(t) under arbitrary switching.
Remark 2. Actually, the arbitrary switching can be seen as a special case of dwell-time switching
with τd = 0, µ = 1. As the gain of D0(s), corresponding to the bandwidth of the low-pass filter C(s)
in (4.6), increases toward infinity, the effect of the uncertainty in the reference system vanishes.
Thus, theoretically, D0(s) can always be designed to stabilize the reference system if the uncertainty-
free reference system is stable.
In the remainder of this section, we present an adaptive control solution that ensures that the
controlled system follows the switched reference system with quantifiable transient and steady-state
performance bounds.
41
4.2 L1 Adaptive Control Architecture
For the switched system in (4.2), we define the state predictor as
˙̂x(t) = Apx̂(t) +Bp
(





where x̂ is the state of the predictor, initialized to x̂i at switching time ti, and ω̂, θ̂, and σ̂ are the
















, ω̂(0) = I,
(4.12)
with Pp being the (1,1) block of the P̄p(I) in (4.9) (under the same partition as Āp in (4.7)), and
x̃(t) , x̂(t)− x(t) being the prediction error.
The control law is defined as
u(s) = −D0(s)
s
(η̂(s)− kpr(s)) , (4.13)
where η̂(t) = ω̂(t)u(t)+ θ̂>(t)x(t)+ σ̂(t), D0(s) is a proper stable transfer function, kp is a reference
scaling gain, and r(t) is a bounded, piecewise continuous reference signal. For autonomous systems,
the reference scaling gain is often the inverse of the pth system’s DC gain, i.e. kp = −(CpA−1p Bp)−1,
but for human-controlled applications, this could be some other scaling or shaping of the human
input. Note that the control input will always be continuous due to the presence of the filter.
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4.3 Analysis of L1 Controller
4.3.1 Prediction Error Bound
Let ω̃p(t) = ω̂(t)− ωp, θ̃p(t) = θ̂(t)− θp(t), and σ̃p(t) = σ̂(t)− σp(t). Defining η̃p(t) = ω̃p(t)u(t) +
θ̃>p (t)x(t) + σ̃p(t), the prediction error dynamics can be formed from (4.2) and (4.11) as:
˙̃x(t) = Apx̃(t) +Bpη̃p(t),
x̃(ti) = x̂(ti)− x(ti).
(4.14)
Assumption 4. Assume there is an upper bound x̃bnd on the state predictor initialization error
over all switching times, i.e. ‖x̃(ti)‖ ≤ x̃bnd for all ti.












+ 4λ−1 (Dθdθ +Dσdσ)
Γ
, (4.15)




and λmax(·) represents the largest eigenvalue.
















Differentiating along trajectories of the prediction error dynamics (4.14) and substituting the adap-
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+ 4λ−1 (Dθdθ +Dσdσ) .
Integrating the inequality (4.16) for all t ∈ [ti, ti+1), we have






Using Assumption 4 and (4.9), an upper bound on the initial value of the Lyapunov function can
be substituted, resulting in






















This bound holds independently of the switching signal p ∈ P.
Remark 3. The prediction error bound in (4.15) contains an exponentially decaying term and
a constant term that is inversely proportional to the square root of the adaptation gain Γ. The
exponentially decaying term can be upper bounded by a constant, meaning that the predictor error
is uniformly bounded, though the bound depends on the initialization error bound x̃bnd. In the case
of zero initialization error, i.e. x̃(ti) = 0 for all ti, from (4.15) we see that the exponentially













+ 4λ−1 (Dθdθ +Dσdσ)
Γ
. (4.18)
Moreover, this bound can be made arbitrarily small by increasing the adaptation gain. The only
limit on Γ is the computational capability of the available computing hardware.
Remark 4. Suppose that instead of re-initializing the state predictor at each switching time, it is
allowed to continuously evolve. Then we have the following conservative bound:




If at any point







for some a ∈ (0, a?), it follows from (4.17) and the dwell time condition in (4.9) that

































































Thus, for sufficiently small a, one has










and the prediction error is uniformly bounded for all t ≥ 0, where the bound is dependent on the
initialization error. Therefore, Assumption 4 always holds under continuous evolution of x̂, even
under the most destabilizing switching conditions.
Ideally, x̂ should be re-initialized to the current value of x at the moment of switching, rendering
x̃bnd = 0. However, if for some reason this cannot be guaranteed, a re-initialization strategy exists,
i.e. allowing it to evolve continuously, such that the upper bound in (4.15) holds and x̃bnd is finite.
4.3.2 Reference System Error
Let ηp(t) = θ
>




(ωpu(s) + ηp(s)− kpr(s) + η̃p(s)) ,
and consequently,
u(s) = (sI +D0(s)ωp)−1D0(s) (kpr(s)− ηp(s)− η̃p(s)) . (4.19)
















































The distance between the state of the reference system (4.7) and the actual system (4.2), e(t) =
















































where eu(t) = uref (t)− u(t). Let B†i = (B>i Bi)−1B>i be the left inverse of Bi, considering that Bi





Letting yf2(t) be the output after passing B
†
i





































We note that γi(t) can be bounded independently of i by




∥∥∥C̄f B̄fB†i ∥∥∥ , ΛF̄ = max
i∈I
λmax(F̄i),
and λmax(·) represents the largest eigenvalue.
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i 0 −Biωi −BiCf −BiDfωi
Bfθ
>
i Af Bfωi 0 0
Dfθ
>
i Cf Dfωi 0 0
0 0 0 Af Bfωi


















































































 , L̄i = [0 Cf Dfωi] ,
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>, for k = {1, 2}, and ē(t) = [e>(t), x̄>f1(t)]
>.
Theorem 2. If the reference system is exponentially stable, then there exist positive constants κ1,
κ2, κ3, κ4, c1 and c2 such that, for each i ∈ I, the error between the actual system and the reference
system is bounded by





+ κ2e−c1(t−ti)x̃2bnd , (4.26)





+ κ4e−c2(t−ti)x̃2bnd . (4.27)
on the interval t ∈ [ti, ti+1).





and defining Qi , Si −R>i P
−1
i Ri, one obtains
Qi ≥ I, ∀i ∈ I,
Q̇i + F̄
>
i Qi +QiF̄i ≤ −λQi, ∀i ∈ I,
Qi ≤ µQj , ∀i, j,∈ I.
(4.28)














i P̄i < 0,
where a ∈ (0, a?) is from Remark 4. Such a ν always exists since P̄i > 0. Differentiating Vi(t) along

















i P̄i + P̄iĀI
)









−λP̄i P̄iH̄i P̄iJ̄i P̄iB̄i
H̄>i P̄i −νλQi νQiḠi 0
J̄>i P̄i νḠ
>
i Qi 0 0








≤ −(1− a)λVi(t) + g ‖x̃(t)‖2 + g ‖γi(t)‖2 , (4.29)
where the last line follows from square completion, and the scalar g is given by
g ,
∥∥∥∥∥∥∥










Integrating the last inequality in (4.29), applying the bound on x̃ from (4.15), and applying the
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switching criteria (4.9) and (4.28),


















































|2ΛF̄ + (1− a)λ|
x̃2bnde
−(t−ti) min(|2ΛF̄ |,(1−a)λ). (4.31)



















|2ΛF̄ + (1− a)λ|
x̃2bnd
 , (4.32)



















|2ΛF̄ + (1− a)λ|
x̃2bnd
 .










































|2ΛF̄ + (1− a)λ|
e−(t−ti) min(|2ΛF̄ |,(1−a)λ)
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From this, constants κ1, κ2, and c1 can be extracted such that (4.26) is satisfied. Since
eu(t) = C̄ē(t) + L̄px̄f2(t)−DfB†px̃(t),
the bound in (4.27) holds with appropriate constants κ3, κ4, and c2.
Remark 5. The bounds in (4.26) and (4.27) can be made into uniform bounds as












However, it is useful to see that state predictor (re-)initialization error decays exponentially.
To summarize, if the reference system is stable, Theorem 2 guarantees that the adaptive system
follows the reference system within some bound. This bound contains an exponentially decaying
term corresponding to any re-initialization errors at the switching instants, as well as a constant
term that is inversely proportional to the square root of the adaptation gain Γ. Thus, by increasing
the adaptation gain Γ, under the adaptive control law in (4.11), (4.12), (4.13), the system can be
made arbitrarily close to the reference system, which is stable.
4.4 Numerical Example
In the following example, the short period dynamics of a transport class aircraft1 are considered
during the approach phase. The flaps and gear are deployed at 162 knots, and the approach
speed is taken to be 137 knots. A different model is used at each 5 knot increment between these
speeds. As the vehicle slows down, the control effectiveness decreases as well, i.e. for the same
control surface deflection, the generated moment is reduced. This can be undesirable in piloted
flight. In fact, in [45], during flight testing of an L1 adaptive control law, pilots noted that they
could not feel the typical change in stick force associated with the vehicle slowing down, causing
pilots to spend more time looking at their instrument gauges. As noted by the authors, “the
lack of cuing through stick sensitivity is a direct (expected) result of the adaptive augmentation
1Based on NASA’s Transport Class Model Aircraft Simulation https://software.nasa.gov/software/LAR-18322-1
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providing automatic compensation for the change in stick sensitivity and providing a consistent
aircraft response despite the deviation in airspeed from the design condition.” This is one of the
motivations for development of L1 adaptive control with switched reference systems.
In the simulation experiments, the plant models are switched every 20 seconds. In order to excite
the dynamics, a reference input of a 1 degree step is commanded to the elevator in the middle of
each interval, with a return to a 0 degree reference command at the end of each interval.
The design is performed using conservative bounds on the uncertainties, ω ∈ [0.5, 1.5], θ1 ∈
[−50, 50], θ2 ∈ [−50, 50], and σ ∈ [−20, 20]. This is effectively a 50% offset in the control effective-
ness, a more than 50% offset in state derivatives, and a trim offset of 20◦. Aerodynamic parameters
are typically known with more accuracy than this. Stability of the reference system was verified
using a common Lyapunov function.
The angle of attack response is shown in Figure 4.1 with uncertainty values of ω = 1.2, θ =
[−40;−40], and σ = 1. The pitch rate response during the upward rise in each interval is shown
in Figure 4.2, along with the elevator deflection. The colored boxes in Figure 4.1 denote which
system is active, and they correspond with the line colors of the overlaid responses in Figure 4.2,
where dark blue corresponds to the 162 knot model, red to the 157 knot model, yellow to the 152
knot model, purple to the 147 knot model, green to the 142 knot model, and light blue to the 137
knot model. From Figure 4.2, speed of response, determined via the slope, or pitch acceleration,
varies by 40% over this speed range, enough to be noticeable by a pilot.
For comparison, the same task was performed using a non-switched LTI reference system designed
at the 162 knot condition. For the fixed reference system, the only uncertainties were the differences
between the fixed reference system and each of the plant’s systems. The angle of attack response
for this simulation is shown in Figure 4.3. While Figure 4.1 shows some change in behavior as the
reference model switches, Figure 4.3 shows a consistent response, consistent with the theory in [2].
The pitch rate response and elevator deflections during the upward rises is once again overlaid in
Figure 4.4. The consistency of the response for a fixed reference system is clearly evident here.
The expected variation in control effectiveness would not be apparent to pilots, requiring increased
workload to maintain situational awareness.
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Figure 4.1: Angle of attack response with switched reference system
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Figure 4.2: Comparison of pitch rates and elevator deflections with switched reference system
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Figure 4.3: Angle of attack response for a fixed LTI reference system
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Figure 4.4: Comparison of pitch rates and elevator deflections with a fixed LTI reference system
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4.5 Piecewise Constant Adaptation Laws
In this section we consider the same system as before, (4.2), but we consider a different adaptation
law and state predictor. However, before we analyze the system under the new conditions, note
that since the reference system is stable, via Lemma 9, for a given reference signal r and initial
condition x0, there exist constants ρr and ρur such that
‖xref (t)‖ ≤ ρr,
‖uref (t)‖ ≤ ρur,
for all t ≥ 0 and for all admissible uncertainties. These bounds are independent of the adaptive
law and state predictor.




p and rank of B
∨




p ]. The new state predictor
is given by
˙̂x(t) = Apx̂(t) +Bp(u(t) + η̂1(t)) +B
⊥
p η̂2(t), (4.33)
x̂(ti) = x̂i, (4.34)












(B∨p )−1Ap (e−ApTs − I)−1 x̃(jTs),
(4.35)
where Ts represents the sampling period of the piece-wise constant adaptation law. It can be
associated with the sampling rate of the available computing hardware.
Assumption 5. It is assumed that the system switches on a multiple of the sampling period, i.e.
each switching time satisfies ti = kTs for some k.
Remark 6. As we will find later, the performance bounds can be improved by decreasing the
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sampling period. Thus, Ts will be small by design and, for a digitally implemented control system,
Assumption 5 will be reasonable. Violation of this assumption simply complicates the proofs and
calculations of the performance bounds, adding another disturbance term over that fraction of the
sampling period. Thus, the assumption is made for simplicity and is not critical to the method.
Similar to (4.13), the control input is given in the Laplace domain by
u(s) = −D0(s)
s
(u+ η̂1(s)− kpr(s)) . (4.36)
Computing the prediction error dynamics from (4.33) and (4.2), we have
˙̃x(t) = Apx̃(t) +Bp ((I− ωp)u+ η̂1(t)− ηp(t)) +B⊥p η̂2(t),
x̃(ti) = x̂(ti)− x(ti).
(4.37)

















α1(t), ᾱ2(Ts) , max
t∈[0, Ts]
α2(t), ᾱ3(Ts) , max
t∈[0, Ts]
α3(t).
Notice that ᾱ1(Ts) and ᾱ2(Ts) are bounded. Moreover, ᾱ3(Ts) satisfies
lim
Ts→0
ᾱ3(Ts) = 0. (4.38)
Hence, for arbitrary δ0 > 0, Ts can be chosen such that





















∥∥∥∥[C̄ L̄i]∥∥∥∥ δ1 + maxi∈I ∥∥∥DfB†i ∥∥∥ δ0.
Assumption 6. The re-initialization error satisfies ‖x̃(ti)‖ ≤ ᾱ3(Ts) (Dωρu +Dθρ+Dσ).
Lemma 12. If ‖x(t)‖ ≤ ρ and ‖u(t)‖ ≤ ρu for all 0 ≤ t ≤ τ and for some positive constants ρ > 0
and ρu > 0, and Ts is chosen to satisfy (4.39), then ‖x̃(t)‖ < δ0 for all 0 ≤ t ≤ τ .
Proof. For arbitrary j ≥ 0, it follows from the prediction error dynamics that for the ith system
on the interval t ∈ [0, Ts] with ti + jTs + t ≤ min (ti+1, τ), we have
x̃(ti + jTs + t) = e
















Substituting the adaptive laws and evaluating at t = Ts, we get














ζ2(ti + jTs + Ts) =
∫ Ts
0
eAi(Ts−τ)Bi ((I− ωi)u− ηi(τ)) dτ
≤ ᾱ3(Ts) (Dωρu +Dθρ+Dσ)
Thus, for arbitrary j ≥ 0, it follows that x̃(ti + jTs) ≤ ᾱ3(Ts) (Dωρu +Dθρ+Dσ).
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From (4.40) and substituting the adaptive laws (4.35), we obtain the following bound
‖x̃(ti + jTs + t)‖ ≤













≤ α1(t) ‖x̃(jTs)‖+ α2(t) ‖x̃(jTs)‖+ α3(t) (Dωρu +Dθρ+Dσ)
≤ (ᾱ1(Ts) + ᾱ2(Ts) + 1) ᾱ3(Ts) (Dωρu +Dθρ+Dσ)
< δ0. (4.41)
This bound holds uniformly for all i ∈ I, for all j ≥ 0, and for all t ∈ [0, Ts].
Remark 7. Note that if the re-initialization is not done such that Assumption 6 is met, we see
from the proof of Lemma 12 that the effect of this re-initialization error disappears after one time
step. Moreover, by allowing the state predictor to evolve continuously, i.e. no re-initialization,
Assumption 6 will be satisfied everywhere except perhaps the initial time t = 0. However, once
again, this effect disappears after the first time step, so its impact is negligible. With measurements
of the entire state vector, proper initialization should not be a problem.
Note that u(s) in (4.36) can be equivalently written as
u(s) = −D0(s)
s
(ωpu(s) + ηp(s)− kpr(s) + η̃p(s)) ,
where ηp is still given by
ηp(t) = θ
>
p (t)x(t) + σp(t),
and η̃p(t) = η̂1(t)− ηp(t)− (ωp − I)u(t). Equivalently, we have
u(s) = (sI +D0(s)ωp)−1D0(s) (kpr(s)− ηp(s)− η̃p(s)) ,
which has the same structure of u as in (4.19), though the definition of η̃p has been modified based
on the piecewise constant adaptation laws.
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Structurally, the error dynamics are the same as in (4.25).
Theorem 3. If the sampling time Ts is chosen according to (4.39), then for all t ≥ 0, we have
‖x̃(t)‖ < δ0, (4.42)
‖x(t)‖ ≤ ρ , ρr + δ1, (4.43)
‖u(t)‖ ≤ ρu , ρur + δ2, (4.44)
‖xref (t)− x(t)‖ ≤ δ1, (4.45)
‖uref (t)− u(t)‖ ≤ δ2. (4.46)
Proof. Suppose that one of the bounds (4.45) or (4.46) does not hold. Since e(t) and eu(t) are
continuous with e(0) = 0 and eu(0) = 0, then there exists a τ such that
‖e(τ)‖ = δ1 or (4.47)
‖eu(τ)‖ = δ2, (4.48)
and
‖e(t)‖ < δ1, ‖eu(t)‖ < δ2, ∀t ∈ [0, τ).
It follows then that for all t ∈ [0, τ), one has
‖x(t)‖ ≤ ρ , ρr + δ1
‖u(t)‖ ≤ ρu , ρur + δ2.
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Applying Lemma 12, for all t ∈ [0, τ), we have
‖x̃(t)‖ < δ0.
Applying the same process as at the beginning of Theorem 2, up to (4.30), we have:






































































and it holds for all tj with j ≥ i. Since Vi(0) = 0, it holds for all switching times. Therefore, from
(4.49) we have



































and from the definition of eu in (4.25)
‖eu(t)‖ < max
i∈I
∥∥∥∥[C̄ L̄i]∥∥∥∥ δ1 + maxi∈I ∥∥∥DfB†i ∥∥∥ δ0 = δ2.
This contradicts (4.47), and thus (4.45) and (4.46) hold. Applying the triangle inequality then
gives (4.43) and (4.44). Finally, (4.42) follows from Lemma 12.
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Chapter 5
L1 Adaptive Control for LPV
Reference Systems
In this chapter, a framework for the design and analysis of an L1 adaptive controller for an LPV
system is introduced. It is shown that with fast adaptation, the closed-loop system with the
L1 adaptive controller can behave arbitrarily close to the corresponding closed-loop non-adaptive
LPV reference system that assumes perfect knowledge of uncertainties. The stability criteria are
expressed as a collection of LMIs that can be readily checked using efficient and common numerical
routines.
Within the L2F architecture, the models produced by the algorithm described in Section 1.2
are parameterized by the vehicle’s speed and dynamic pressure. Moreover, as the vehicle moves
throughout its flight envelope, a single linearized model may no longer capture the current aero-
dynamics. In order to include these changes within the L2F controller, a formal treatment of L1
adaptive control for LPV systems was derived, and it is presented here.
5.1 Problem Formulation
Consider the multi-input multi-output time-varying system:
ẋ(t) = Apx(t) +Bp
(
u(t) + θ>(t)x(t) + σ(t)
)
,
y(t) = Cpx(t), x(0) = x0,
(5.1)
where x(t) ∈ Rn is the state vector, which is assumed to be measured, u(t) ∈ Rm is the control
input, y(t) ∈ Rm is the performance output, and θ(t) ∈ Θ ⊂ Rn×m and σ(t) ∈ ∆ ⊂ Rm represent
time-varying unknown parameters and disturbances, respectively, with Θ and ∆ being known
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convex sets with the following upper bounds:
θmax = max
θ∈Θ
‖θ‖ , σmax = max
σ∈∆
‖σ‖ .
It is assumed that there exist known sets, Θd and ∆d, containing the derivatives of the unknown
parameters, with upper bounds, dθ and dσ, on the time variation of the unknown signals, i.e.
max
θ̇∈Θd
∥∥∥θ̇(t)∥∥∥ ≤ dθ, max
σ̇∈∆d
‖σ̇(t)‖ ≤ dσ.
Throughout this chapter, dependence on the measurable time-varying parameters p(t) ∈ Rk is
denoted by a subscript p. For example, Ap , A(p(t)). It is assumed that p(t) and its derivative ṗ(t)
belong to convex polytopes P and Pd, respectively, i.e. p ∈ P, ṗ ∈ Pd. Furthermore, Ap ∈ Rn×n,
Bp ∈ Rn×m, and Cp ∈ Rm×n represent the nominal dynamics, i.e. the desired dynamics of the
closed-loop system, at different values of p.
The goal is to design a control input u(t) that compensates for the uncertainties and disturbances
within a given bandwidth and ensures that the output y(t) tracks a given reference command r(t)
according to the specifications of the desired dynamics.
5.2 L1 Adaptive Control Architecture
We begin by defining a state predictor:
˙̂x(t) = Apx̂(t) +Bp
(





where θ̂(t) and σ̂(t) represent estimates of θ and σ, respectively, and x̂0 is the initial state of the











, σ̂(0) = 0,
(5.3)
67
where the positive scalar, Γ, is the adaptation gain, x̃(t) , x̂(t)− x(t) is the prediction error, and
Pp is a symmetric matrix that satisfies the following parameter-dependent conditions
Pp ≥ I, ∀p ∈ P (5.4)
Ṗp +A
>
p Pp + PpAp < −I, ∀(p, ṗ) ∈ P × Pd. (5.5)
The definition of the projection operator, Proj (·, ·), is given in the appendix.
The control input is defined in the Laplace domain as
u(s) = −C(s) (η̂(s)−R(s)) , (5.6)
where C(s) is an m × m diagonal transfer function matrix satisfying C(0) = I, all the elements
of which are low-pass filters that can be selected to tune the trade-off between performance and
robustness, η̂(s) is the Laplace transform of η̂(t) , θ̂>(t)x(t) + σ̂(t), and R(s) is the Laplace
transform of the signal R(t) , Kpr(t) with r(t) being the reference signal to track. The reference
scaling matrix Kp ∈ Rm×m may be chosen to suit the application, but it is often selected as the
inverse of the system’s DC gain, i.e.
Kp = −(CpA−1p Bp)−1,
to ensure zero steady-state error when tracking a step reference command for any fixed p value.
Remark 8. The difference between the L1 adaptive control in this work and those in [2] is the
explicit dependence of the adaptive control laws (5.2), (5.3), (5.6) on the parameter p(t) here. This
presents some additional considerations within the analysis.
5.3 Analysis of L1 Controller
In this section, we will analyze the performance of the L1 control law. More specifically, we will
show that: 1) the prediction error, i.e. the error between the states of the actual system and
those of the state predictor is bounded, while the bound is inversely proportional to the square
root of the adaptation gain, Γ; 2) an LPV reference system resulting from perfect knowledge of
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the uncertainties and a corresponding non-adaptive controller, to be defined later, is stable; 3)
the difference between the states/input of the actual system and those of the reference system is
bounded proportionally to the predictor error, which can be arbitrarily reduced by increasing the
adaptation gain.
5.3.1 Bounded Prediction Error
Considering the actual system (5.1) and the state predictor (5.2), the dynamics of the prediction
error, x̃, is given by





x̃(0) = x̂0 − x0,
(5.7)
where θ̃(t) , θ̂(t)− θ(t) and σ̃(t) , σ̂(t)− σ(t). The following lemma establishes the boundedness
of the prediction error.






, ∀t ≥ 0, (5.8)
where βx̃ , θ2max + σ
2
max + 2θmaxdθ + 2σmaxdσ.













Differentiating along trajectories of the prediction error dynamics (5.7), substituting the adaptive




















































where the last inequality is due to (5.4) and the definition of βx̃ in (5.8). Integrating the last
inequality, we arrive at









Taking the square root yields the bound in (5.8).
Remark 9. The prediction error bound in (5.8) contains an exponentially decaying term and a
constant term that is inversely proportional to the square root of the adaptation gain Γ. Notice that
there always exists a constant matrix P̄ such that P̄ > Pp for all p in P . Therefore, the bound
in (5.8) leads to ‖x̃(t)‖ ≤
√
x̃>(0)P̄ x̃(0) + βx̃/Γ for all t ≥ 0 and for all admissible trajectories
of p. This means that the predictor error is uniformly bounded, while the bound depends on the
initialization error x̃(0). In the case of zero initialization error, i.e. x̃(0) = 0, from (5.8) we see
that the exponentially decaying term containing the initialization error disappears, and we obtain






Moreover, this bound can be made arbitrarily small by increasing the adaptation gain. The only
limit on Γ is the computational capability of the available computing hardware.
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5.3.2 Stability of the Reference System
Consider the closed-loop reference system that has perfect knowledge of the true value of θ(t) and
σ(t) and the corresponding non-adaptive control law:






xr(0) = x0, (5.10)
ur(s) = −C(s) (ηr(s)−R(s)) ,
where ηr(t) , θ>(t)xr(t) + σ(t).
Remark 10. In the reference system, the non-adaptive control law aims to partially cancel the
uncertainties within the low-pass filter C(s). This reference system and the control law are non-
implementable due to the dependence on the true value of the uncertainties. They are only used to
characterize the best achievable performance, given the perfect knowledge of uncertainties.
Letting (Af , Bf , Cf ) be a minimal realization of C(s), the closed-loop reference system can be


































or, in a more condensed form as
˙̄x(t) = Āp,θx̄(t) + B̄pr(t) + Ēpσ. (5.11)
The following lemma establishes the stability of the reference system (5.11).





p,θP̄p,θ + P̄p,θĀp,θ ≤ −I (5.12)
for all θ(t) ∈ Θ and for all (p, ṗ) ∈ P × Pd, the reference system is input-to-state stable under all
admissible variations of θ(·) and p(·), and the control input remains bounded.
Proof. Consider the parameter-dependent Lyapunov function V = x̄>(t)P̄p,θx̄(t). Differentiating
and applying the reference system dynamics from (5.11) yields






x̄(t) + 2x̄>(t)P̄p,θB̄pr(t) + 2x̄
>(t)P̄p,θĒpσ(t)
≤ −‖x̄(t)‖2 + 2 ‖x̄(t)‖ max
(p,θ)∈P×Θ
∥∥P̄p,θB̄p∥∥ ‖r(t)‖+ 2 ‖x̄(t)‖ max
(p,θ)∈P×Θ
∥∥P̄p,θĒp∥∥ ‖σ(t)‖
≤ 0, ∀ ‖x̄(t)‖ ≥ β,
where
β = 2 max
(p,θ)∈P×Θ
∥∥P̄p,θB̄p∥∥ ‖r‖L∞ + 2 max(p,θ)∈P×Θ∥∥P̄p,θĒp∥∥maxσ∈∆ ‖σ‖ .
Therefore, the reference system is uniformly bounded and thus input-to-state stable:
‖x̄‖L∞ ≤ max (‖x0‖ , β) .
Moreover, ur(t) = −Cfxf1(t) is uniformly bounded since
‖ur‖L∞ ≤ ‖Cf‖ ‖xf1‖L∞ ≤ ‖Cf‖ ‖x̄‖L∞ .
Remark 11. The condition in (5.12) is actually necessary and sufficient for robust stability. Ne-
cessity follows from application of the time-varying version [46] of the Lyapunov stability lemma
for each admissible signal of θ(·) and σ(·). Note that no specific form of the parameterized matrix
P̄p,θ was specified. In order to efficiently search for solutions to the LMI in (5.12), some structure
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for P̄p,θ must be assumed, which would then render the condition only sufficient and no longer
necessary.
5.3.3 Bounded Difference Between the Actual System and the Reference
System
Define the difference between the states of the reference system and those of the actual system as
e(t) , xr(t) − x(t). Applying the adaptive control input (5.6) to the system dynamics (5.1), e(t)



























, and eu(t) , ur(t)− u(t). Let B†p = (B>p Bp)−1B>p denote a
left inverse of Bp, considering that Bp has full column rank. From the prediction error dynamics
in (5.7) we have











































Letting yf2(t) be the output after passing ψ
′













+ CfBfψ2(t)− CfeAf tBfψ2(0)
This can be represented in state-space form as
ẋf2(t) = Afxf2(t) +Bfψ2(t), xf2(0) = 0,
yf2(t) = CfAfxf2(t) + CfBfψ2(t)− γ(t),
(5.15)
where γ(t) = Cfe
Af tBfψ2(0). Note that this term exponentially decays to 0.


























































































where ē(t) = [e>(t), x>f1(t)]
>.
Now we are ready to present the main theorem, which provides conditions for bounding the
difference between the actual system and the reference system.
Theorem 4. If there exists a symmetric parameter-dependent matrix P̄p,θ > 0 solving the parameter-
dependent Lyapunov inequality in (5.12), i.e. ˙̄Pp,θ+Ā
>
p,θP̄p,θ+P̄p,θĀp,θ < −I, for all (θ, θ̇) ∈ Θ×Θd,
and for all (p, ṗ) ∈ P × Pd, then
‖xr(t)− x(t)‖ ≤ κ2 ‖x̃(t)‖+ κ3 ‖γ(t)‖ ,
‖ur(t)− u(t)‖ ≤ κ4 ‖x̃(t)‖+ ‖γ(t)‖ ,
(5.19)
where the constant matrix Pf solves












κ3 , 2 max
(p,θ)∈P×Θ
∥∥P̄p,θEp∥∥ ,




Proof. Let V (t) = x>f2(t)Pfxf2(t). Differentiating V (t) along the system trajectories of xf2 in
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(5.18), we have
V̇ (t) = x>f2(t)
(










≤ 0, ∀ ‖xf2(t)‖ ≥ 2
∥∥∥PfB†pBf∥∥∥ ‖x̃(t)‖ .
Since xf2(0) = 0, then
‖xf2(t)‖ ≤ κ1 ‖x̃(t)‖ ,
where κ1 is defined in (5.21).
Let W (p, t) = ē>(t)P̄p,θē(t). Differentiating W (p, t) along the system trajectories of ē in (5.18),
we get







+ 2ē>(t)P̄p,θĀ2,pxf2(t) + 2ē
>(t)P̄p,θB̄2,px̃(t) + 2ē
>(t)P̄p,θEpγ(t)
≤ −‖ē(t)‖2 + 2 ‖ē(t)‖
∥∥P̄p,θĀ2,p∥∥κ1 ‖x̃(t)‖
+ 2 ‖ē(t)‖
∥∥P̄p,θB̄2,p∥∥ ‖x̃(t)‖+ 2 ‖ē(t)‖∥∥P̄p,θEp∥∥ ‖γ(t)‖
≤ 0, ∀ ‖ē(t)‖ ≥ κ2 ‖x̃(t)‖+ κ3 ‖γ(t)‖ ,
where κ2 and κ3 are defined in (5.21). Since ē(0) = 0, we have
‖e(t)‖ ≤ ‖ē(t)‖ ≤ κ2 ‖x̃(t)‖+ κ3 ‖γ(t)‖ .
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Furthermore, according to (5.17), we have
‖eu(t)‖ ≤ ‖Cf‖ ‖xf1(t)‖+ ‖CfAf‖ ‖xf2(t)‖+ max
p∈P
∥∥∥CfBfB†p∥∥∥ ‖x̃(t)‖+ ‖γ(t)‖
≤ ‖Cf‖ ‖ē(t)‖+ ‖CfAf‖ ‖xf2(t)‖+ max
p∈P
∥∥∥CfBfB†p∥∥∥ ‖x̃(t)‖+ ‖γ(t)‖
≤ ‖Cf‖κ2 ‖x̃(t)‖+ ‖CfAf‖κ1 ‖x̃(t)‖+ max
p∈P
∥∥∥CfBfB†p∥∥∥ ‖x̃(t)‖+ ‖γ(t)‖
≤ κ4 ‖x̃(t)‖+ ‖γ(t)‖ ,
where κ4 is defined in (5.21). The proof is complete.
Remark 12. Using the bound for ‖x̃(t)‖ given in (5.8) and the definition of γ(t) introduced in
(5.15), the bounds on ‖e(t)‖ and ‖eu(t)‖ contain exponentially decaying terms and constant terms.
Similar to Remark 9, those exponentially decaying terms can be further bounded by constant terms,
which will lead to overall uniform bounds on both ‖e(t)‖ and ‖eu(t)‖ that depend on the initialization
error x̃(0). When the state predictor is appropriately initialized such that x̂0 = x0, and thus
x̃(0) = 0, the bound on ‖x̃(t)‖ reduces to (5.9). Additionally, we have γ ≡ 0 because of x̃(0) = 0.










Remark 13. If the conditions of Lemma 13, Lemma 14, and Theorem 4 are met, then the actual
system (5.1) with L1 adaptive control law (5.2), (5.3), (5.6) is stable, with bounded states and
control inputs. Additionally, the actual system can be made to behave arbitrarily close to the
reference system (5.11) by increasing the adaptation gain Γ. The limit on Γ is only determined by
the computing hardware.
As C(s) approaches I, corresponding to complete cancellation of the uncertainties, the reference
system approaches the desired system (see (5.10)), and thus the actual system approaches the
nominal system under sufficiently large adaptation gain Γ. However, this will result in high-
frequency components in the control signal, which will reduce the stability margins. Thus, C(s)
presents a trade-off between the robustness and performance of the controller. For more insight
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into choosing the filter C(s) see [2].
Note that the stability criteria in (5.5) and (5.12) are formulated as parameter-dependent linear
matrix inequalities (LMIs), which actually contain infinitely many LMIs. This is challenging to
verify numerically. In order to obtain a finite number of LMIs, a gridding technique typically
has to be employed for general (e.g. trigonometric) parameter dependence [47]. Under special
circumstances like affine or polynomial parameter dependence, techniques such as multiconvexity
concepts [48] and sum-of-square relaxations [49] can be employed to obtain a finite number of
sufficient LMI conditions, which can then be solved efficiently using off-the-shelf solvers.
One of the key distinctions between the analysis presented here and the analysis typically seen
throughout the L1 adaptive control literature is the underlying technique of LMIs. Traditionally,
the analysis is performed using the small gain theorem and L1 system norms. However, for LPV
systems, calculating the L1 norm can be challenging and conservative. Typically, LPV problems
are tackled using LMI conditions, and thus the stability criteria for the L1 adaptive controller was
cast into LMI conditions. By shifting the analysis perspective, tools and insights from the LPV
literature can be applied for the analysis of the L1 adaptive controller.
5.4 Numerical Example
In this example, we consider the short-period longitudinal dynamics of an F-16C aircraft based on
the model in [50].
We assume that the density of air remains constant at 5.15 kg/m3 and that the altitude remains
roughly constant at 7620 m. With these assumptions, the short-period longitudinal dynamics of
the aircraft varies only with the airspeed, which is selected as the scheduling parameter p. We
further assume that p ∈ P = [183, 259] m/s. The bounds on the time derivative ṗ are determined
to be ṗ ∈ Pd = [−8.23, 8.23] m/s2, based on the maximum acceleration, which can be calculated
using the maximum thrust and the aircraft’s mass. The open-loop system dynamics are
ẋ(t) = Ap,OLx(t) +Bp
(
u(t) + θ>x(t) + σ
)
,
y(t) = Cpx(t), x(0) = 0,
(5.22)
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contains the angle of attack, α, and pitch rate, q, the
control input u(t) = δe(t) is the elevator deflection. Modeling inaccuracies are captured in θ, and















The uncertainty set Θ is assumed to be the polytope with corners [−0.2; 0], [0.2; 0], [0; −0.1], and
[0; 0.1]. These correspond to roughly 40% errors in the part of the Ap matrix that can be reached
by Bp. The disturbance set used is ∆ = [−0.25, 0.25].
Due to the low inherent damping in the open-loop system, we assume there is constant pitch
rate feedback with a feedback gain of 0.25, provided by a baseline controller. Note that this is just
for providing a representative nominal system for the adaptive control law and was not specially
designed to meet any particular criteria. Closing the loop on the baseline controller yields the
nominal system for the adaptive controller





−3.20× 10−4p 0.9602− 7.96× 10−5p
−9.48× 10−5p2 −3.15× 10−4p− 4.58× 10−5p2

The filter parameters were chosen to be Af = −10, Bf = 10, Cf = 1, resulting in C(s) =
10/(s+ 10). The adaptation gain was set to be Γ = 1000. We selected the matrices Pp and P̄p to
be affine in p; as a result, the parameter-dependent LMIs in (5.5) and (5.12) are cubic in p. To
make the problem numerically tractable, we forced the left sides of (5.5) and (5.12) to be convex
with respect to p, by constraining their second partial derivatives with respect to p to be positive
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which must hold for all p in P. Since these constraints are affine in p and P is convex, if they hold
for all p in ver(P ), then they hold for all p in P. With the extra constraints (5.23) and (5.24),
the parameter-dependent LMIs in (5.5) and (5.12) will hold for all p in P if and only if they hold
for all p in ver(P), according to the multi-convexity based LMI relaxation approach in [48]. As a
result, we obtained a finite number of LMI conditions by evaluation at the vertices of P and Pd
1.
These LMI conditions were solved using YALMIP [42] along with the SDPT3 algorithm [43], which





















First, we tested the system in response to a sinusoidal reference command over the full range of
the parameter values, with p varying between 183 m/s and 259 m/s. The values for the system
1Note that the parameter-dependent LMI conditions in (5.5) and (5.12) are always affine with respect to ṗ;
therefore, they will hold for the whole ver(Pd) if they hold at the vertices of ver(Pd)
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uncertainties were taken to be θ = [0.2, −0.1]> and σ = 0.25. The output of the system (angle of
attack), the control input (elevator deflection), and the scheduling parameter (airspeed) throughout
the maneuver are shown in Figure 5.1. The inputs and outputs are shown for three different
systems: the actual system (5.1) (shown in red) with the adaptive control law described in (5.2),
(5.3), (5.6), the reference system (shown in dotted blue), which assumes perfect knowledge of the
uncertainties, as described in (5.11), and the nominal system (shown in dashed black), which is
the system with no uncertainties at all. From the plot, one can see that the outputs of the three
systems are similar. Over the duration of this maneuver, the output and the input of each of the
three systems change slightly as the airspeed changes. This can be seen in the small changes in the
peak values of the outputs and the inputs, but is demonstrated more in the next scenario. From
the middle plot, one can see that the control input trajectory of the actual system is very close to
that of the reference system. The nominal system does not have any uncertainties to cancel, and
the difference between the control input for the nominal system and that for the reference and the
actual systems represents the portion of the input that was required to compensate for the effect
of the uncertainties.
To highlight the changes in the reference system as the airspeed changes, we next tested step
responses with the airspeed held fixed at the edges of its envelope. Figure 5.2 shows the output
and the control input of the actual system in response to step references of magnitudes 1◦ and 5◦.
The blue trace, denoted “slow”, is for the system with p = 183 m/s, and the red trace, denoted
“fast”, is for the system with p = 259 m/s. This showcases that the LPV reference system has
different characteristics for different parameter values. It also emphasizes the scaling of the system
output and control input under references of different magnitudes, which is a desirable property
(predictable response) that usually holds for a linear system. An L1 adaptive controller could be
designed for an LTI reference system at any fixed parameter value, providing consistent stability
and performance throughout the parameter space. However, if human operators expect certain
changes in the dynamics, such as fluctuations in the speed of response as the airspeed increases
or decreases, a single LTI reference system will not capture this expectation. In this example, the
speed of response, in terms of the rise time, changes by roughly 20%, which would be noticeable
by a human operator.
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Finally, the response of the system under various input delays was tested. For this test, the air-
speed was fixed to be 259 m/s and the uncertainty parameters were selected to be θ = [0.2, −0.1]>
and σ = 0.25. The response of the actual system under three input delays is shown in Figure 5.3.
As the delay increased, performance naturally suffered. However, from the plot one can see that as
the time delay increased, the system went through a graceful degradation of performance instead
of an abrupt instability. This is because the time delay margin is guaranteed to be bounded away
from zero with the L1 adaptive control architecture (see [2, Section 2.2] for details).
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Figure 5.1: The system response to a sinusoidal reference while the parameter (airspeed) varies
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Figure 5.2: Step responses for two fixed values of the parameter (airspeed), slow corresponds to
183 m/s, while fast corresponds to 259 m/s
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Figure 5.3: Step responses with input delays of various lengths.
85
Chapter 6
Inflight Control Law Update
6.1 How it all fits together
The learning aspect of Learn-to-Fly is centered in the real-time global aerodynamic modeling
module, denoted as Modeling in Figure 1.2, and outlined in Section 1.2. The output of the modeling
block are vehicle models that are parameterized and are periodically updated.
As the dynamics of the aircraft are identified, the inner loop L1 controller enforces the identi-
fied dynamics. Thus the reference model will be switched and parameterized. From this point, a
traditional non-adaptive controller can be applied on the outer loop to achieve performance and
robustness requirements. As the modeling converges, the contribution of the L1 adaptive controller
diminishes and the outer loop controller takes over. By the end of the identification flight, it should
be possible to disable the L1 controller and fly strictly based on the non-adaptive controller. Of
course, the L1 controller does not need to be disabled for technological reasons. Current methods,
however, are not suitable for the certification of an adaptive flight controller, as required by govern-
ment regulations for production aircraft. If the L1 adaptive controller were to remain operating, it
would have little impact while the dynamics remain similar to the model. In the case of failure or
some other cause of a shift in the vehicle dynamics, the L1 controller would step in to handle the
mismatch between the expected (modeled) dynamics and what the vehicle is experiencing.
One idea is to pre-compute controllers for the range of system dynamics being considered. By
parameterizing these controllers by the system parameters being identified, the corresponding con-
troller can be easily selected based on the modeling results. The structure of the controller is not
required to be anything in particular to fit into this framework. One option is a gain scheduled
H∞ controller [51]. These can be designed with the changing parameters taken into account. Any
other method for developing a certifiable gain scheduled controller can be used as well, such as gain
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scheduled LQG/LTR controllers [52]. For the flight test results in Chapter 7, a nonlinear dynamic
inversion controller was used. This type of controller has recently been certified on the F-35 aircraft
produced by Lockheed Martin [53].
6.2 Control Structure
Given the real-time aerodynamic modeling information, the controller must determine actions that
will enable the vehicle to follow commands provided by the guidance module. The guidance module
determines the direction of the velocity vector in inertial space and provides track angle χ and flight
path angle γ. For learning, the modeling system requires variations in angle of attack α and sideslip
angle β. The guidance module constructs commands of these variables and passes them on to the
control. Ideally, the controller must track χ, β, and either α or γ, depending on the mode. An outer-
loop control translates flight path angle and track angle, respectively, to appropriate commands on
pitch angle θ and roll angle φ. An auto-throttle controller is also used for the powered vehicle.
To discuss the development of these controls, it is assumed that the vehicle dynamics are governed









(L cos(µ)− Y sin(µ) cos(β)−mg cos(γ)) ,
φ̇ = p+ tan(θ) (q sin(φ) + r cos(φ)) ,
β̇ = − cos(α)r + sin(α)p+ 1
mV
(Y cos(β) +mg cos(γ) sin(µ)) ,
α̇ = q − tan(β) (cos(α)p+ sin(α)r) + 1
mV cos(β)
(−L+mg cos(γ) cos(µ)) ,
θ̇ = q cos(φ)− r sin(φ),
Ω̇ = I−1 (M +Mδ)− I−1 (Ω× IΩ) ,
where Ω = [p q r]> is the angular rate of the body with respect to the inertial frame, expressed in
body coordinates, I is the inertia matrix, L and Y are the lift and side force, respectively, M is the
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external (aerodynamic) moment about the vehicle center of mass, and Mδ is the external moment
due to the control surface deflections.
Under the following simplifying assumptions
1. µ ≈ φ,
2. cos(α) ≈ cos(γ) ≈ 1,
3. Y ≈ 0,
4. β ≈ 0,








φ̇ = p+ tan(θ) (q sin(φ) + r cos(φ)) ,
β̇ = −r + g
V
sin(φ),
α̇ = q − g
V
sin(φ) tan(φ),
θ̇ = q cos(φ)− r sin(φ),
Ω̇ = I−1 (M +Mδ)− I−1 (Ω× IΩ) .
(6.1)
6.2.1 Dynamic Inversion
To track the commands of each variable, nonlinear dynamic inversion (NDI) is sequentially em-
ployed to produce commands for the faster variables, exploiting the time-scale separation of the
variables. The outer-most loop converts the χ and γ guidance commands to attitude commands
φ and θ, respectively. For linear tracking, the desired derivatives are proportional to the error














where the command has been additionally limited to lie within ±x◦, where x was originally 45,
but was later increased to 60 However, because γ̇ = 0 under the simplifying assumptions above, a
faster variable cannot be used to achieve linear convergent dynamics for γ. Instead the following
expression, resulting from a relation of the velocity vector’s z-component in the inertial coordinate
system, is directly solved for θcmd, giving
sin(γcmd) = a1 cos(θcmd) + a2 sin(θcmd),
where a1 = cos(α) cos(β) and a2 = sin(φ) sin(β) + cos(φ) sin(α) cos(β) [55].
The next inversion step treats p, q, and r as inputs to the dynamics governing φ, α or θ, and β,
respectively. Based on the simplified dynamics in (6.1), we have
pcmd = Kφ(φcmd − φ)− tan(θ) (q sin(φ) + r cos(φ)) ,
qcmd =

Kα(αcmd − α) + gV sin(φ) tan(φ), if in α mode
1
cos(φ) (Kθ(θcmd − θ) + r sin(φ)) , if in θ mode




Note that the qcmd used is determined by which mode the vehicle is in, α-tracking mode or θ-
tracking mode.
For angular rate tracking, the inner-most loop is dynamically inverted to produce a desired
angular acceleration proportional to the angular rate error:
Mδ,cmd = IKΩ(Ωcmd − Ω)− (M̂ − Ω× IΩ).
The Mδ,cmd equation contains the estimate of the current moment on the aircraft M̂ , which is
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determined by the current identified model of the aircraft. Determination of the proportionality
constants K is discussed in Section 6.2.3.
6.2.2 Adaptive Control
The adaptive portion of the controller is designed to assist the inner control loop regulating angular
rates. The desired behavior is defined as the dynamic inversion component successfully canceling
the nonlinearities and enforcing the linear response:
Ω̇des(t) = KΩ (Ωcmd(t)− Ωdes(t)) .
It is known that the dynamic inversion will not be able to exactly achieve its goal, due to
the simplifying assumptions, model uncertainty, external disturbances, etc. Writing the system
dynamics in a form similar to the desired behavior, we can parameterize the uncertainties as
Ω̇(t) = KΩ (Ωcmd(t)− Ω(t)) + ωI−1uL1(t) + θ>L1(t)Ω(t) + σ(t).
Remark 14. Note in order to remain consistent with the usage of θ as the pitch angle, which is
standard within the literature for flight mechanics, the uncertain parameter within the L1 formula-
tion is being denoted θL1. These quantities should not be confused.
We can now apply the results of the previous chapters to construct an L1 adaptive control law.
Note that the matrix KΩ is being updated based on the real-time modeling results and is not
constant. Section 6.2.3 describes how all of the control gains are determined based on the modeling
results. The final moment command sent to the mixer is the sum of the adaptive component and
the NDI component:
Mδ,cmd = uL1 + IKΩ (Ωcmd − Ω)−
(
M̂ − Ω× IΩ
)
6.2.3 Determining Control Parameters
Since there were no specified performance requirements, a simple philosophy was adopted to de-
termine the control parameters. First, maintain the frequency of the system, trying neither to
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speed up the response nor slow it down. Second, select an adequate damping for smooth tracking
of the performance variables. Approximations were made to keep the inner workings simple and
straightforward. The desired frequency was determined based on the aerodynamic derivatives of
the global model linearized with all explanatory variables zero, except for the angle of attack, for
which the commanded value was used. This is taken to be the design point, which will not, in
general, be the same as linearizing the global model at the current operating point. The frequencies
were calculated as shown in Table 6.1. Since the rolling moment is not dependent on the roll angle,
the frequency was instead calculated using half of the moment due to aileron deflection. This leaves
room for the aileron to be used for other tasks, such as canceling the nonlinearities or adjusting the
damping. Alternatively, the location of the roll pole (using Clp), could be used to determine the
frequency. The approach taken would depend on the vehicle and the given mission requirements.
It was assumed that the dynamic inversion commands were able to remove the nonlinear effects
and only the desired linear portions remain. Looking at the short-period dynamics as an example













which is a canonical description of a second-order system. The control parameters can then be




The desired frequency was determined based on the modeling results as in Table 6.1, and the
desired damping ratio was selected to be 0.8. The control parameters for the roll channel (Kφ, Kp)
and the yaw channel (Kβ, Kr) are determined analogously. The control parameter for following
the track angle, Kχ was fixed at 0.375. For the range of roll frequencies expected, the linear system
set by applying the dynamic inversion would remain stable and provide adequate performance with
this value fixed. This parameter could also be updated based on the modeling results but was not
in this preliminary work.
6.2.4 Auto-Throttle
The auto-throttle managed the vehicle’s calibrated air speed. A simple PI controller was imple-
mented based on simulation data from a similar propeller-driven aircraft. The gains were fixed
throughout the tests. No updates were made since an online estimate of a propulsion model was
not available:
Th = Kp(VCAS,cmd − VCAS) +KI
∫ t
0
(VCAS,cmd − VCAS)dτ .
To reduce transients when switching between the piloted mode and the autonomous mode, the
autonomous command was added to the pilot’s last throttle command. Thus, if the pilot had
trimmed the aircraft at the appropriate speed before switching, the throttle command would remain
the same. Additionally, the commands were limited to stay within the range of 0 to 1.
6.2.5 Control Allocation
Control allocation is the problem of determining aircraft control surface deflections to realize de-
sired moments. Control allocation is generally required for over-actuated vehicles with a variety of
redundant and multi-objective control effectors whose number exceeds the three moment compo-
nents. The allocation of over-actuated vehicles has been formulated as a constrained optimization
problem by many researchers [56–64]. Previously, many of these control allocation solutions were
directed to specific reconfiguration problems, such as actuator failure states [57–60]. With the
advent of more sophisticated health management systems envisioned for the NextGen aircraft [64],
more constraints are being added to the allocation problem. These include limits on actuator
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travel, due to prognostics, and limits on monitored structural loading, due to detected damage. In
response, real-time control allocation solutions possessing good convergence with acceptable com-
putational requirements have been developed recently [56,61–64]. Two of these solutions served as
candidate allocation strategies for the L2F control.
To provide a brief overview, it is first noted that both approaches address the same allocation
problem, but with different metrics. To be specific, let B denote the 3× nδ matrix of dimensional
control derivatives defining the partial derivatives of moment with respect to the nδ control surface
deflections, and δp denote some preferred control surface deflection vector (e.g. the null vector).
Given some commanded moment Mδ,cmd, the allocation problem is stated as follows. Find the
deflection vector δ such that
J = ‖Bδ −Mδ,cmd‖+ ε‖δ − δp‖
is minimized, subject to δmin ≤ δ ≤ δmax, where ε is small. In L2F, modeling determines B,
whereas the online control specifies Mδ,cmd.
The control allocation problem defined here is a mixed optimization problem that combines
the error and control minimization problems into a single problem with parameter ε. Minimizing
error Bδ −Mδ,cmd is of the utmost importance, but for an over-actuated vehicle there are many
solutions. Thus, the second term, to minimize control effort from some preferred position (e.g. to
reduce drag), is added to the cost function to reduce the solution set. The metric used to define
J is either the `1 or `2 norm. The `1 norm of a vector x is the sum of the absolute values of the










The cost function with either norm can be used to directly determine control surface position δ, or
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can be used in an incremental sense to find the change in control surface deflection. Specifically,
find ∆δ from its previous position δ− so that
J = ‖B∆δ −∆Mδ,cmd‖+ ε‖∆δ −∆δp‖
is minimized, subject to δmin ≤ δ− + ∆δ ≤ δmax. Here, ∆Mδ,cmd is the change in moment
required and the preferred ∆δp could be the direction back to the null position. In the incremental
implementation, B is evaluated locally at current surface deflection location and the commanded
surface deflection vector is δ = δ− + ∆δ. In the non-incremental implementation, B is evaluated
at current conditions, but with zero surface deflections.
As stated, the mixed optimization problem combines the error and control minimization problems
into a single problem through the use of a small parameter ε > 0. For small ε, priority is given
to error minimization over control minimization, as is normally desired. Often, the combined
problem may be solved faster, and with better numerical properties, than when the error and
control minimization problems are solved sequentially [56]. It is possible to include a vector of
weights inside the norms defining J , thereby allowing certain axes or control surfaces to be weighted
differently in the cost function.
Computational resources available on modern aircraft make the use of optimal control allocation
algorithms feasible in real time. An efficient algorithm to solve the mixed optimization problem
with the `1 norm on the criterion was formulated by Bodson using linear programming approaches,
providing guaranteed convergence to a solution in an acceptable period of time [56]. Timing
data showed that solutions of the problem could comfortably be performed in real time, even for
large numbers of actuators, and that the optimal solution improved performance significantly over
simpler, approximate methods. The algorithm was based on the revised simplex method [65] with
additional refinements, such as anti-cycling, as described in detail in [56].
Harkeg̊ard proposed an elegant solution of the optimal control allocation problem using the `2
norm and the theory of active sets [63]. The algorithm is very similar to the simplex algorithm used
for `1 optimization, and it has the same advantage of completing in finite time and with a small
number of iterations. For this project, Bodson’s algorithm was used for the `1 control allocation
solution and Harkeg̊ard’s algorithm was used for the `2 solution.
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During development, a sensitivity problem was discovered with the `1 control allocation. Es-
sentially, `1 control allocation seeks to use only the most effective actuator. In the event that
the estimated effectiveness of two surfaces is similar but small fluctuations are present that decide
which surface is estimated to be the most effective, the actuator commands can switch rapidly.
To demonstrate, consider an example where two surfaces have nearly equal strength, with esti-
mated control derivatives B = [1 + ν 1 − ν], where ν is a small perturbation in the estimate.
For ν > 0, only the first surface will be used, since it is more effective. Similarly, for ν < 0,
only the second surface will be used. For arbitrarily small perturbations in which ν changes signs,
deflection changes on the order of Mδ,cmd will occur, switching back and forth between the first and
second surfaces. A situation similar to this example can often occur with symmetric surfaces, like
ailerons. One approach to this problem might be to transform the deflections from, say, left and
right to symmetric and differential. This, however, does not solve the problem; it simply moves it
to another point in the space. When considering traditional aircraft surfaces, such as ailerons, this
transformation should be sufficient as it is unlikely that the effectiveness estimates for symmetric
and differential deflections will be similar. It becomes more challenging to effectively mitigate this
risk with an appropriate transformation without sufficient a priori knowledge, which might be the
case if one begins to consider novel aircraft configurations (one of the motivations for L2F). Since






Flight tests were performed at Fort A.P. Hill near Bowling Green, Virginia and at Beaver Dam
Airpark near Smithfield, Virginia. Two vehicle types were used during the testing, a novel config-
uration glider, called Woodstock, and a radio-control (RC) kit pylon racer, called E1. The vehicles
are depicted in Fig. 7.1. A total of more than 30 test flights were performed between the vehicles.
A summary of some of the flights is given in Table 7.1.
Because they were unpowered, the Woodstock gliders required a launch mechanism. Due to
cost and operational constraints, the vehicles were released from a tethered balloon [66]. Figure
7.2 shows the vehicle attached to the balloon, awaiting release. In the image, the tether has been
highlighted with yellow and the wind direction can be seen. In order to prevent the vehicle from
flying into the tether, a sail is attached to the balloon to orient it in the wind. The glider is then
suspended such that the nose points away from the tether. One of the challenges imposed by
this launch system is that the vehicle initially starts with an extremely large angle of attack, well
beyond 90◦, and very low dynamic pressure. This is outside the range where aerodynamics are
Figure 7.1: Two Woodstock aircraft (left) and the E1 aircraft (right)
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Table 7.1: Descriptions of Test Flights
E1 Flight 2 Stand-alone NDI controller with separate model and control phases
E1 Flight 3 Adaptive NDI controller with separate model and control phases
E1 Flight 4 GP controller with separate model and control phases
E1 Flight 5 Adaptive NDI controller with short modeling-only phase before con-
current modeling and control
E1 Flight 6 Adaptive NDI controller with varying lengths of modeling-only phase
before concurrent modeling and control
E1 Flight 9 Adaptive NDI controller with artificial destabilization in pitch (≈
−10% static margin)
E1 Flight 10 Adaptive NDI controller with artificial destabilization in roll (≈ neu-
trally stable)









Figure 7.2: Balloon launch system
generally well understood, making the probability of a good initial model very low, based on that
data. Maintaining control of the vehicle immediately after launch is thus challenging.
From a test design perspective, E1 was more suitable for research purposes. Research tasks
could be performed with little risk to the vehicle by toggling between the research control law and
a stick-to-surface mode. In this way, an RC pilot could take off and land the vehicle without the
additional challenges imposed by the balloon launch system. Also, by being able to convert to a
known flyable configuration with the throw of a switch, the E1 aircraft was able to use some of its
redundant surfaces to simulate a less stable vehicle. This allowed for testing of both stable and
unstable systems, all in one platform.
7.2 NDI With and Without Adaptive Disturbance Rejection
Flight 2 began with an RC takeoff. Upon reaching an appropriate altitude, the learning mode was
engaged with PTIs. Three laps were flown, two near the target speed and one at a slightly slower
speed. At this point, the PTIs were disengaged and pitch, yaw, and roll doublets were performed by
the pilot. Next, the autopilot containing the nonlinear dynamic inversion without the additional
disturbance rejection loop was engaged; this is where the traces begin in the plots below. No
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Figure 7.3: Flight 2 Non-adaptive NDI Controller - Nominal Trajectory
significant transients were noticed, and the vehicle navigated to the waypoints. In Fig. 7.3, the
system states are plotted in blue, with commanded values in red. The roll and pitch channels show
good tracking performance, but a small bias can be seen in the yaw channel, particularly in the
sideslip angle β. The autopilot mode was engaged several more times at different headings, bank
angles, and speeds, all with similar results. The vehicle was returned to RC mode for landing.
After an RC takeoff, learning mode was engaged with PTIs for Flight 3. A lap was flown at
medium, high, and low speeds with the PTIs active. Pitch, yaw, and roll doublets were performed
after disabling the PTIs. The autopilot was then engaged with the nonlinear dynamic inversion
and the additional disturbance rejection loop. No significant transients were observed as the vehicle
began navigating waypoints as expected. Overall the tracking is good, as evidenced by Figures 7.4,
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Figure 7.4: Flight 3 Adaptive NDI Controller - Nominal Trajectory
but a small offset can be seen in the pitch channel, see θ and q. The autopilot was engaged in
numerous conditions - roll angle, heading angle, high alt and slow speed, low alt and slow speed -
all with similar results. PTIs were engaged during piloted approach to stalls. The autopilot was
then engaged on an approach to stall, acting and navigating as expected. This is shown in Fig. 7.5
The vehicle was switched to RC mode for approach and landing.
Comparing Flights 2 and 3 using the average tracking error, Flight 3 shows improved lateral-









Figure 7.5: Flight 3 Adaptive NDI Controller - Approach to Stall
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In terms of the moment error commands, Flight 3 saw increased control usage in the pitch channel
and decreased control usage in the roll and yaw channels. However, no real conclusions regarding the
different control methods can be drawn. To truly separate the performance of the two controllers,
the same model should be available to each. During these flights, the real-time modeling algorithm
was identifying a model based on the data available, which varied based on the flight. Moreover,
the control system being used impacts the modeling results (cf. [20]), meaning that this feedback
loop needs to be broken to investigate the effects of the controllers.
Another obfuscating factor was the lack of quality real-time thrust modeling and control on
these flights. Without the appropriate regressors, the aerodynamic terms need to absorb the thrust
effects. Looking at the dynamics for angle of attack, this time including the thrust terms
α̇ = q − tan(β) (cos(α)p+ sin(α)r) + 1
mV cos(β)
(−L+mg cos(γ) cos(µ)− Tx sin(α) + Tz cos(α)) ,
it is clear that thrust can play a major role in the longitudinal dynamics, especially since the motor
on E1 was strong relative to the vehicle’s mass. This portion of controller was designed for a
glider, not accounting for thrust, so these effects will naturally show up. Additionally, the thrust
controller that was implemented resulted in sloppy speed control with large oscillations in the thrust
commands. Overall, separate experiments should be carefully designed if a true comparison of the
control methods is desired.
7.3 Concurrent vs Non-concurrent
Although the approximation of the total moments plays an important role in the adaptive nonlin-
ear dynamic inversion, stability and control derivatives taken from these moment approximations
play an equally important part in control for setting the desired dynamics, adjusting gains, and
defining the control allocator. The least-squares modeling approach that was taken builds on the
accumulated information gathered to produce global models using model terms deemed significant
for approximating the dependence of total force and moment non-dimensional coefficients on the
explanatory variables. Moreover, the best model will be the one based on all the data at the end of
the learning/modeling period. It is also of interest to the control designer to get some idea of the
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spread expected in the terms that determine key derivatives. In this section, terms from the rolling
moment (Cl) models obtained over four flights (E1 Flights 3-6) are considered. These flights are
of particular interest because they demonstrate the modeling results under pilot control, as well as
with the adaptive nonlinear dynamic inversion controller running concurrently.
The Cl regressor pool contained 25 terms, which included a bias term and polynomial combina-
tions of angle of attack α, sideslip angle β, nondimensional roll rate p̂, nondimensional yaw rate
r̂, and the control deflections for the left flap δlf , right flap δrf , left aileron δla, right aileron δra,
elevator δev and rudder δru. Figure 7.6 shows the history of the learned coefficients corresponding
to some of the linear terms of the model over the four flights. The first two flights, in red and blue,
each have 10 periods of learning, where each period of the flight builds on what was learned in the
previous periods. In these two flights, modeling was not operating concurrently with the adaptive
nonlinear dynamic inversion control; the RC pilot was in control of the vehicle. At the beginning
of each flight, modeling began from its initial state. In the first and ninth period of learning, des-
ignated with triangles, PTIs were exciting the surfaces. In the first period, the vehicle was flying
at roughly 55 knots, whereas the ninth period examined slower speeds at higher angles of attack.
During other learning periods, designated by circles, modeling was solely based on whatever control
inputs the RC pilot made. Results from the third flight are designated by a black square. This
flight occurred on the same day as the first two and consisted of an extended period of learning
equal to the sum of the shorter learning periods of either of the first two flights. In contrast, mod-
eling ran for the first time concurrently with the adaptive nonlinear dynamic inversion control and
PTIs running throughout the learning period. Results from the fourth flight, shown as magenta
squares, involved resetting the data memory to zero and setting selected linear model parameters
to initial values (guesses) prior to each of the learning periods, which were roughly equal to the
first learning period of the first two flights. In this fourth flight, modeling ran concurrently with
the adaptive nonlinear dynamic control.
As one would expect, model parameters from the first two flights that built upon the learning
of the previous period had few discontinuities. For the most part, progression of terms for the left
and right control surfaces mirrored one another. It is interesting that the left and right aileron
appear to be losing effectiveness as learning progresses in the first flight, whereas in the other flights
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Table 7.2: Cl regressor pool for E1
Cl Regressors
Linear bias β δru r̂ δlf δrf δla δra δev
Higher βα βp̂ βr̂ βδlf βδrf βδla βδra βδru
Order p̂r̂ p̂δlf p̂δrf p̂δla p̂δra p̂δru r̂δru
shown, the aileron effectiveness from the linear terms is roughly in the same neighborhood—this
includes concurrent operations of model and control. The effectiveness of the flaps appears roughly
the same over the first three flights, with some discontinuous increase for the later learning periods
of the second flight. Higher effectiveness is modeled for the concurrent operations with shorter
learning periods of the fourth flight. The consequence of identifying a control derivative at a much
lower value than the actual effectiveness is one of the allocation overdriving the control surface in
meeting a commanded moment. Because no such behavior was observed in flight (for the last two
flights shown; the RC pilot directly controlled the surfaces in the first two), it can be assumed that
these values well approximate their portion of the control derivative.
With regard to the key metric for stability in the roll axis, the roll damping Clp , the trend was
similar to that for the ailerons. The first flight shows a migration of 30% reduction in the estimated
roll damping—effectively a 30% reduction in the magnitude of the roll-mode pole, or a roll-mode
time constant that is 3.33 times longer. Again, in the results for the other flights shown, including
the ones with concurrent model/control operations, this parameter does not display this trend but
is clustered in roughly the same region. Consequently it does not appear that controls has much
of an impact on the identification of this key stability derivative.
It should be mentioned that other regressors in the model contribute to the stability and control
derivatives when evaluated on the vehicle trajectory. A complete list of the Cl candidate regressor
pool is provided in Table 7.2. However, for control purposes, the linear design point for defining
the desired dynamics and gains is often taken to be with the angular rates, control deflections, and
sideslip angle set to zero. However, for control purposes, the angular rates, control deflections, and
sideslip angle, in particular, are often set to zero in the derivative calculations, in order to provide
smooth derivatives for defining the desired dynamics and gains. As a result, the key modeling
parameters for the controller are the linear ones, and from the flight data present, concurrent
operations of modeling and the nonlinear adaptive control did not appear to be a problem.
104
Figure 7.6: Linear terms of Cl model identified in flight
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7.4 Initial Models
Flights 31-34 sought to perturb the initial model provided to the control law to examine robustness.
The initial models on these flights were taken as adjustments to the initial model used in Flight 27.
For reference, the modeling during Flight 27 occurred only under pilot control. Thus, any potential
impact of the automated control law on the modeling algorithm was avoided. For Flight 31, the
control effectiveness and damping terms were increased, whereas in Flight 32 these terms were
decreased. For Flight 33, the control effectiveness and static stability terms were decreased, whereas
in Flight 34 these terms were increased. The value used to scale the initial model parameters for
each flight can be seen in Table 7.3. These variations included the pitching moment Cm dependence
on elevator deflection δe, angle of attack α, and pitch rate q; the yawing moment Cn dependence
on rudder deflection δr, sideslip angle β, and yaw rate r; and the rolling moment Cl dependence
on the aileron deflection δa and roll rate p.
The operations for each flight were similar. The RC pilot took off and got on condition at an
altitude of 600 feet and then engaged the autonomous mode. The vehicle quickly stabilized its
trajectory and flew toward the waypoint. After the turn, the pilot set up the task again, and the
results were repeated. Following the two successful engagements, the pilot returned to RC control
and landed the vehicle.
The tracking performance of the vehicle for Flights 31 through 34 are shown in Figures 7.7
through 7.10, respectively. In each case, the autonomous system was able to maintain stability and
fly the desired course. However, differences in the first couple of seconds of flight, before the vehicle
has had a chance to learn its dynamics, did occur. Particularly the large yaw rates, r, in Flights
32 and 33 show undesirable behavior during those first few seconds. As the vehicle gained a better
understanding of itself, the performance of the vehicle improved to a consistent level throughout
these flights.
The linear terms for the control effectiveness are plotted in Figure 7.11. It is interesting to note
that despite the range of initial conditions the final value in each channel does not fall within
that range. In the roll channel, the initial value of Clδa is consistently overestimated, while in the
pitch and yaw channels, the initial values of Cmδe and Cnδr are underestimated. Despite this, the
identified values coalesce to a tight range of ±10%, with the exception of the rudder effectiveness,
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Table 7.3: Scaling used to perturb initial model parameters (relative to Flight 27)
Parameter Flight 31 Flight 32 Flight 33 Flight 34
Cmδe 1.5 0.7 0.7 1.5
Cmα 1.0 1.0 0.7 1.5
Cmq 1.5 0.7 1.0 1.0
Cnδr 1.5 0.7 0.7 1.5
Cnβ 1.0 1.0 0.7 1.5
Cnr 1.5 0.7 1.0 1.0
Clδa 1.5 0.7 1.0 1.0
Clp 1.5 0.7 1.0 1.0
Cnδr , from Flight 27, which converged back to this range after a few more seconds than what is
shown in the plot.
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Figure 7.7: Flight 31 Adaptive NDI Controller - Varied Initial Model
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Figure 7.8: Flight 32 Adaptive NDI Controller - Varied Initial Model
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Figure 7.9: Flight 33 Adaptive NDI Controller - Varied Initial Model
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Figure 7.10: Flight 34 Adaptive NDI Controller - Varied Initial Model
111
Figure 7.11: Identified linear control effectiveness parameters over a range of flights
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7.5 Unstable Vehicle
Whereas earlier flights were successful with a stable vehicle, additional flights were designed to test
the system with an unstable vehicle. Flight 9 was the first of two flights that saw a destabilization
of the pitch axis. Using a hidden feedback loop, the angle-of-attack was fed to the left elevator to
produce roughly -10% static margin. The nominal vehicle was taken up to altitude under control of
the RC pilot. The learning mode was engaged, activating destabilizing feedback, the PTIs, and the
autopilot. The vehicle stabilized and navigated to the waypoint. This was repeated with similar
results. The RC pilot also flew the destabilized aircraft. He was able to compensate with large stick
inputs during straight and level flight and moderate angle-of-attack and pitch-attitude excursions.
The nominal configuration was resumed for approach and landing.
Flight 11 was similar to Flight 9 but with a larger instability in the pitch axis, about -16.4% static
margin. The nominal vehicle was taken up to altitude before engaging the destabilizing feedback,
PTIs, and autopilot. A couple of pitch oscillations occurred, but the vehicle recovered and flew
to the waypoint. This was repeated with similar results. When the RC pilot flew the destabilized
aircraft, he was barely able to control it using full or almost-full stick deflections. The system was
reset to its nominal configuration for approach and landing.
Plots of the autonomous system’s tracking performance from Flight 11 are shown in Fig. 7.12.
After some large errors at the beginning of the flight, the flight parameters settled and tracked
their respective commands. Figure 7.13 shows an overlay of the pilot’s flight data (red) and
that of the autonomous system (blue). Despite the large inputs, δe, from the pilot, large pitch
oscillations, θ, still occur. The real-time modeling, however, quickly determines that the vehicle is
unstable (positive CMα estimate), and the adaptive control modifies the control gain. Note that
there is inherently a delay in the modeling results because time must be allowed to collect sufficient
informative data. Essentially, the modeling algorithm must see the behavior in the data before that
behavior can be appropriately modeled. For the first few seconds, the controller is still operating
based on a stable aircraft model (the initial guess). This is where the robustness of the controller
is critical. At the beginning, the controller struggles to achieve good tracking performance, as
evidenced by the initially large pitch excursion. However, as the system has time to learn, the
controller updates, performance improves, and smooth, level flight is achieved.
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Figure 7.12: Flight 11 Adaptive NDI Controller - Vehicle Pitch Axis Destabilization
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Figure 7.13: Overlay of Flight 11 Pilot Data with Autonomous Data
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Flight 18 repeated the task of Flight 11 but with changes to the modeling algorithm. The
candidate pool for all of the longitudinal coefficients was updated to include the advance ratio.
Addition of this term allows for the separation of aerodynamic and propulsion effects. The results,
shown in Figure 7.14, are similar to those of Flight 11. However, with the improvement to the
real-time modeling, the achieved static margin was determined to be closer to -11.36%. Due to
the changes in the modeling algorithm, CMα , was determined to be a larger value than in Flight
11. This parameter is the basis for selecting the longitudinal gains/desired dynamics (see Section
6.2.3), which resulted in a higher response frequency being requested. Comparing the pitch rate q
and pitch angle θ responses between the two flights, Flight 18 was much more active, with larger
pitch rate commands and larger pitch angle responses. Between the two flights, it is also worth
noting that the maximum allowable roll angle, φ, command was increased from 45◦ to 60◦, in order
to allow tighter turns on the small test range.
In Flight 10, the roll axis of the vehicle was destabilized by feeding the roll rate back to the inboard
flaps. Although the initial target was a time to double of 0.5 seconds, the initial feedback gain used
only made the aircraft roughly neutrally stable, which was still a degradation of the vehicle’s innate
stability. After takeoff, the nominal vehicle was flown to altitude before engaging the destabilizing
feedback, the PTIs, and the autopilot. During both attempts, the vehicle stabilized after a few roll
oscillations and navigated as expected. When the RC pilot took control of the destabilized aircraft
the first time, the vehicle was stabilized with some large roll oscillations. On the second attempt,
the RC pilot maintained better control but still noted that it was difficult to fly. After reverting
to the nominal configuration, the aircraft was brought in for a landing.
The tracking data for Flight 10 is shown Fig. 7.15. Once again, the large tracking errors at the
beginning, before the Learn-to-Fly algorithm has had a chance to learn, quickly die down as more
information becomes available and the adaptive control operates.
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Figure 7.14: Flight 18 Adaptive NDI Controller - Vehicle Pitch Axis Destabilization
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Figure 7.15: Flight 10 Adaptive NDI Controller - Vehicle Roll Axis Destabilization
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7.6 Woodstock Flights
The first Woodstock flight effectively ended upon release from the balloon. A nose-up motion was
immediately commanded by the controller, causing the actuated tail to rise. This caused the tail
to strike the support structure on the balloon, stripping the servo horn and rendering the tail
inoperable. The vehicle tucked nose under and entered a stable inverted spiral to the ground.
The second Woodstock flight successfully cleared the carrier. Recovery from the awkward atti-
tude began as the vehicle brought its nose up. However, due to limitations in the test range, a turn
was soon commanded. It seems as if the vehicle had not yet determined how to control itself and
dropped into a stalled spiral. Compounding this, a fault in the altimeter caused spurious readings
that triggered the control law’s flight path angle tracking mode. As explained above, this mode
is controlled through pitch attitude. Because it was designed for the landing phase, this control
mode inherently assumes that the vehicle is not stalled. Typically a stalled aircraft will require the
nose to be brought down to reduce the angle of attack before it can bring the nose up to achieve
a desired glide path. This was not the case during this stalled spiral. The control law provided a
nose up command, trying to achieve the desired glide path, and instead kept the vehicle stalled.
As the vehicle descended, the system was still attempting to establish control; at some point, the
direction of the spiral reversed. However, the vehicle was ultimately unable to regain control of
itself.
Because the E1 aircraft was known to be flyable via RC, further tests of a glider aircraft were
emulated with this vehicle at idle power. This allowed for testing of this configuration with little
risk to the vehicle. In an attempt to simulate a balloon drop, the autonomous mode was engaged
at a number of different conditions including stalls and pushovers. While not the same as a drop
from a balloon at zero airspeed, these represent off-nominal orientations not typically experienced
in controlled flight.
The tracking results from one of these tests, a pushover, are presented in Figure 7.16, while a
plot of the 3-D trajectory of the vehicle is shown in 7.17. After an RC take off, the vehicle was
manually flown to the release altitude of 1200 feet AGL before the pilot began the pushover. The
autonomous mode was engaged and the vehicle recovered well and began flying the loiter pattern.
The RC pilot resumed control on final approach (at approximately 200 feet AGL).
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Figure 7.16: Flight 8 Woodstock Emulation
From the traces in Figure 7.16, the effect of the pushover can be seen on the initial condition.
The angle of attack α begins at approximately −12◦. In normal circumstances, a typical range
for angle of attack would be from 3◦ to 10◦. The nose of the vehicle is pointed almost directly
downward, with a pitch angle of −70◦. It should be noted that unlike in the case of a balloon drop,
the initial airspeed was still substantial, albeit low.
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Figure 7.17: Flight 8 Woodstock Emulation - 3D Trajectory
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Chapter 8
Conclusion and Future Research
8.1 Conclusion
Originally, Learn-to-Fly began as a feasibility study. Is it possible to combine real-time modeling,
real-time guidance, and learning control to develop mathematical models and control laws for a
vehicle with little or no ground-based aerodynamic testing? The successful flight tests of the L2F
framework, for both stable and unstable aircraft, indicate that this methodology is indeed feasible.
However, from some of the flights (e.g. Woodstock), it is clear that the current system cannot be
universally applied with success and that further study is required.
For the robust learning control law, L1 adaptive control was combined with a baseline nonlinear
dynamic inversion control law. Because the desired dynamics were being updated as the vehicle
model was learned, some extensions to L1 adaptive control theory were developed, namely, ex-
tensions for switched and linear parameter-varying reference systems. These extensions provide a
theoretical backing for the scheduling of reference dynamics, which has been previously used in
flight tests of L1 adaptive control laws. Additionally, in developing these extensions, alternate sta-
bility criteria are provided in terms of numerically-friendly LMI conditions. These conditions are
shown to be less conservative for LTI systems than the L1 norm conditions that are typically used
and open up the possibility of applying existing numerical optimizers in the L1 controller design
process.
8.2 Future Research
Despite the determination that the Learn-to-Fly methodology is feasible, there is still plenty of
room for continued research and development. Stepping through the components:
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It is worth noting that other modeling methods could be employed. The current technique is
based in the time domain. This limits the availability of quality error bounds in real time. An
avenue for exploration is a method combining the identification of low-frequency aerodynamics in
the time domain with local real-time frequency-domain estimates of stability and control derivatives
across the flight envelope. Such a technique would open the door for the control law to use real-
time estimates of its model uncertainty when updating. Under the current method, the (potentially
large) a priori uncertainty bounds are continuously used throughout the flight. Knowledge of such
model statistics also presents a potential stopping criteria for the modeling and its excitation inputs.
On the guidance side, some sort of executive logic would be ideal for managing the tasks requested
of the control law. As noted in Section 7.6, a turn was commanded during one of the Woodstock
flights before the vehicle had acquired sufficient information about itself. Due to the limitations
of the test range, that turn could not have been avoided. However, in a more production-level
setup, it would be useful to have this executive logic that can balance the modeling and control
objectives, allowing sufficient learning before navigating. Pilots have an adage, “Aviate, navigate,
communicate”. That is, the first task should be to keep the vehicle under control. Only after
that should the pilot begin any navigation tasks. The same logic needs to be encoded in the L2F
algorithm.
In a similar vein, one logical change to the control allocator would be to wait for good information
before attempting optimality. In a largely over-actuated vehicle, such as the Woodstock vehicles,
trying to use secondary effectors (such as flaps) to optimize performance before having a proper
understanding of their impact can actually degrade performance. Coupling the last areas of future
research, some executive logic could use statistical information about the vehicle model to determine
which set of surfaces the control allocator is allowed to choose from. Once enough information is
collected, the control allocator can then use these secondary surfaces to optimize flight performance,
such as minimizing drag.
The control law also has room for improvement and study. The control law and the modeling
algorithm were able to run concurrently, but the effect of their interaction is not particularly well
understood. Touching back on previous areas, modeling statistics could be used to adjust between
levels of robustness and performance. For an L1 controller, this could involve the selection of the
123
desired model as well as the choice of filter. In the current work, the filter was predetermined
based on the apriori level of uncertainty, and the desired model was chosen to remain close to
the natural dynamics of the vehicle with additional damping and the addition of some reference
tracking. These selection methods could be modified based on available statistics. For production
aircraft, more stringent design constraints will exist for certifying the vehicle. Additionally, other
choices for a baseline control architecture could be used.
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