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Performance of Combined Diversity 
Reception and Convolutional Coding 
for QDPSK Land Mobile Radio 
Hong Zhou, Member, IEEE, Robert H. Deng, Member, IEEE, and Tjeng T. Tjhung, Senior Member, IEEE 
Abshact-Diversity reception and error correction coding are 
powerful techniques to combat multipath fading encountered in 
mobile radio communications. In order to improve the trans- 
mission performance of r/4-shift QDPSK signal in mobile radio 
channels, we propose, in this paper, a new scheme of combined 
coding and diversity reception, Le., combination of diversity 
reception employing code combining (CC) and convolutional 
coding employing error-and-erasure correction Viterbi decoding. 
We also consider another combination scheme, i.e., combina- 
tion of diversity reception employing postdetection maximal- 
ratio combining (MRC) and convolutional coding employing 
hard decision Viterbi decoding. We theoretically analyze the 
performance of the schemes taking into account the additive 
white Gaussian noise (AWGN), random FM noise, co-channel 
interference (CCI), and intersymbol interference (ISI) due to 
multipath propagation delay spread. Numerical calculations are 
presented for the required average signal energy per bit-to-noise 
power spectral density ratio (Eb/Na), required average signal- 
to-interference power ratio (SIR), tolerable maximum Doppler 
frequency, and tolerable tms delay spread needed to achieve a 
certain average BER. The spectrum efficiency of cellular system 
is also calculated. 
I. INTRODUCTION 
YQUIST filtered quaternary differential phase shift key- N ing (QDPSK) is a bandwidth efficient modulation scheme 
attractive for land mobile radio applications [l], [2], and is 
employed in the TDMA cellular systems in Japan and North 
America. Since the mobile radio channel is characterized by 
many different propagation paths with different time delays 
[3], multipath Rayleigh fading is inevitable. When the trans- 
mitted signal has a bandwidth much less than the coherence 
bandwidth of the transmission channels, the signal suffers 
from frequency-flat fading and the errors are caused mainly 
by additive white Gaussian Noise (AWGN) and random FM 
noise. When the signal bandwidth is of the same order as, or 
greater than, the coherence bandwidth, the signal suffers from 
frequency selective fading, and the time-varying intersymbol 
interference (ISI) caused by propagation delay spread, instead 
of random FM noise, becomes the main cause of the errors 
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[4]-[6]. Another factor of performance degradation in cellular 
system is co-channel interference (CCI) caused by the reuse 
of the same radio frequency at spatially separated cells. 
There are many techniques to eliminate or to reduce the 
influence of multipath fading, including diversity reception 
[6]-[8], error control coding (forward error correction (FEC) 
and automatic repeat request (ARQ)) [9]-[ 111, equalization, 
and so on. Since each of these techniques is especially effective 
at some range of multipath fading conditions, the combination 
of them is expected to achieve better transmission performance 
under a broader range of fading conditions. Thus far, some 
combination schemes have been proposed and studied, such 
as diversity reception and FEC [12], [13], diversity reception 
and ARQ [ 141, as well as diversity reception and equalization 
Matsumoto and Adachi [13] proposed a combination 
scheme of diversity reception and convolutional coding 
employing soft decision Viterbi decoding and showed great 
performance improvement in multipath fading channels. 
Decoding with soft decision gives better performance than that 
with hard decision, generally three dB more coding gain in 
signal-to-noise ratio over AWGN channels [ 161; however, soft 
decision decoding requires real arithmetic operations, which 
is much more complex than binary operations required by 
hard decision decoding. On the other hand, erasing unreliable 
symbols based on channel state information (CSI), instead 
of making explicit decision for each received symbol and 
performing error-and-erasure correction decoding, is known 
as an effective method to provide a good trade off between 
system performance and implementation complexity [ 171, 
WI. 
In this paper, we first consider a scheme of combined 
diversity reception and convolutional coding employing hard 
decision Viterbi decoding (called scheme 1 hereafter) for 
.rr/4-shift QDPSK mobile radio transmission. Furthermore, by 
taking full advantage of coding, we propose another scheme of 
combined diversity reception employing code combining (CC) 
and convolutional coding employing error-and-erasure correc- 
tion Viterbi decoding (called scheme 2 hereafter). We theoret- 
ically investigate the performance of these two combination 
schemes under multipath Rayleigh fading channels including 
AWGN, random FM noise, propagation delay spread and CCI. 
The objective is to improve the transmission performance 
without significantly increasing the receiver complexity. The 
organization of the paper is as follows. Sections I1 and 111 
~ 5 1 .  
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present the system model and theoretical performance analysis 
for schemes 1 and 2, respectively. Section IV reports some 
numerical examples of transmission performance and shows 
that the combination schemes can significantly reduce the 
effects of multipath fading. Finally, Section V contains our 
conclusion remarks. 
11. COMBINATION SCHEME 1 
AND ITS PEFSORMANCE ANALYSIS 
A .  Transmission System Model 
Fig. 1 shows a block diagram of the overall transmission 
system for combination scheme 1. The input bit stream is 
encoded by a l@-rate convolutional code, or a high rate punc- 
tured convolutional code originated from a 1/2-rate mother 
code. The two output sequences a,, b, E {-1, 1) are 
then block interleaved bit-by-bit, respectively, to obtain the 
interleaved bit sequences a,, b, E { -1,l). It is assumed that 
the interleaving degree is large enough so that the fading 
variations associated with each bit in the deinterleaved bit 
sequence at the decoder input can be considered statistically 
independent. The modulation scheme assumed here is ~ / 4 -  
shift QDPSK. In this case, one symbol to be transmitted 
consists of a pair of bits (a,, b,) and is mapped into the 
differential phase A@, = @, - @,-I of the carrier, where 
A@, is given by 
For eliminating intersymbol interference and getting a narrow 
band spectrum, a Nyquist raised cosine transfer function is 
used here for the overall filter response. The overall impulse 
response is 
sin(.rrt/T) cos(mt /T)  
h(t)  = 
Tt/T 1 - (2at/T)' ' 
which is shared equally between the transmitter and the 
receiver, where T is the symbol duration, and a is the roll-off 
factor (0 5 a 5 1). 
Signal transmission between mobile and base stations takes 
place over multipath channels. We assume that fading is 
much slower than the symbol rate so that the multipath 
channel transfer function remains almost constant over several 
symbols. The input signal to the m-th branch detector of an 
M branch diversity receiver can be written using the complex 
envelope representation as 
where s ( t )  is the desired signal component without fading, 
g, (7, t) is the baseband equivalent multipath channel impulse 
response for the m-th diversity branch (measured from the 
instant of application of a unit impulse at t), y i m ( t )  is the co- 
channel interference, and ynm(t) is the bandwidth restricted 
AWGN component with one side spectrum density NO. The 
signal s ( t )  is the overall response of the transmitter and 
receiver filters to the xl4-shift QDPSK signal and is given by 
(4) 
where E, is the average signal energy per symbol, and 
a, is the carrier phase for the n-th symbol transmission. 
Since the impulse response at T is due to the sum of many 
independent impulses caused by reflections from buildings and 
other obstacles, gm(r,t)  can be assumed to be a zero-mean 
complex Gaussian process of t. The fading signals at the 
different diversity branches are independent and have identical 
statistical characteristics. Therefore, with the transmitting sym- 
bol sequences given, the M received signals are independent 
complex Gaussian time processes. 
The delay-time correlation function of the multipath channel 
for each branch is given by 
( 5 )  < g m ( 7 ,  t)9lT,(T - A , t  - P )  > = J S ( 7 ,  P)S(A) ,  
where < 0 > denotes ensemble average, ()* denotes complex 
conjugate, and S ( 0 )  is the delta function. It was shown [ 5 ] ,  [6] ,  
that in a frequency-selective fading channel, especially when 
signal-to-noise ratio is relatively high, the bit error rate (BER) 
performance of the system is governed by the root mean square 
(rms) delay spread r,,,, which is defined as 
00 
Tmeun = T&(T,O)dT,  (7) 1, 
where r,,,, is the mean time delay, <,(T, 0) is called the delay 
profile, and & ( T ,  0 ) d ~  is assumed to equal one without loss 
of generality. 
ZHOU el ai.: COMBINED DIVERSITY RECEFTION AND CONVOLUTIONAL CODING FOR QDPSK RADIO 501 
At the receiver, a n/$-shift QDPSK signal can be detected 
either by a differential detector or a coherent detector with 
differential decoding. Since differential detection requires no 
carrier recovery function, it is thus promising for mobile radio 
applications (coherent detection is difficult to use because of 
fast variations in the received signal phase due to fading). 
Here, differential detection is assumed and the input signal is 
multiplied by its delayed version with one symbol duration 
time delay T. A quadrature differential detector output for the 
mth branch can be represented in the complex form as 
The detector output of each branch is then weighted and 
combined together. There are several selections of weighting 
factor. The best performance is obtained when weighting 
factor is Iym(t)Ilym(t - T)I, which is approximately equal 
to Iym(t)12. This diversity combining is referred to as postde- 
tection maximal-ratio combining (MRC) [7]. For mobile radio, 
postdetection diversity combining is more attractive because 
the cophasing function necessary in predetection diversity is 
not required. The MRC combiner output is sampled at the 
instant nT, getting 
With the phase mapping rule of (l), a decision on (i, b,) can 
be made simply based on the polarity of I(nT) and Q(nT), 
respectively, where Li,, b, E { - 1,l) are the estimates of the 
transmitted dibit symbol a,, b,. i, b, are then fed to the 
deinterleaver, followed by an error correction Viterbi decoder 
to recover the original information sequence. 
B.  The System Pe$ormance 
In a binary symmetric channel (SBC), given the bit error 
probability E (called raw BER, for short, hereafter) at the 
input of Viterbi decoder, the decoded bit error probability 
(BER) pb of hard decision Viterbi decoder for a rate R = b/n 
convolutional code is bounded by [17] 
where d f r , ,  is the free distance of the convolutional code and 
c d  is the information bit error weight on all code words of 
weight d. 
In co-channel interference and/or frequency-selective fad- 
ing environments, however, the transmission channels are 
no longer symmetric because the channel matrix indicating 
symbol transition probabilities are affected by the CCI and 
IS1 due to propagation delay time. That is, if €(a, = fl), 
~ ( b ,  = f l )  are respectively the raw BER's when a, = fl ,  
b, = f l  are sent, generally speaking, €(a, = +1) # 
€(a, = -1) # ~ ( b ,  = +1) # ~ ( b ,  = -1). For such 
asymmetric channels, the exact analysis of the convolutional 
code performance becomes very difficult, if not impossible. 
To simplify the problem, we evaluate an upper bound on the 
decoded BER by replacing E in (1 1) with E,,,, where 
and Max[.] means taking maximum value. 
The method presented in [7], which we apply for raw 
BER derivation here, uses the fact that in the Rayleigh 
fading, with y,(nT) being given, y,((n - 1)T) is a com- 
plex Gaussian variable with the variance gf(l - IpnI2) and 
mean (u2/u1)p~ym(nT),  where a: = 1/2 < lym(nT)I2 >, 
yl*,(nT)y,((n - 1)T) > / C T I ~ Z  for all m; thus, the combiner 
output I (nT)  +jQ(nT) becomes a complex Gaussian random 
variable when all ym(nT) are given. Therefore, I(nT) and 
Q(nT) are independent Gaussian, whose mean and variance 
can be determined from (9), and the conditional raw BER 
with all y,(nT) being given can be derived. Since all of 
the Iy,(nT)l's are assumed to be independent and Rayleigh 
distributed, the average raw BER can easily be obtained by 
averaging the conditional raw BER against Iy, (nT) I.
The exact expressions for average raw BER of postdetection 
MRC diversity reception can be given as 
= 1/2 < lgm((n - 1)T)I2 > and P, = 1/2 < 
with 
where I? is the average signal energy per symbol-to-noise 
power spectral density ratio ES/No, A is the average signal 
to interference power ratio (SIR), and d ~ ( t )  and d i ( t )  are 
the overall filter responses to the desired and co-channel 
interference signals, respectively. d ~ ( t )  is shown in (4). d i ( t )  
is identical to d ~ ( t )  except that a, and b, are replaced by 
the interference symbol sequence. We assume only a single 
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Fig. 2. Transmission system diagram for combination scheme 2 ( M  = 2). 
interference which uses the same modulation scheme as the 
desired signal but has a modulation timing offset AT. m(t) 
is the time correlation function of the bandlimited AWGN 
and B, is the noise bandwidth. &(T, p )  is the delay-time 
correlation function for co-channel interference. The effects 
of random FM noise and IS1 produced by multipath delay 
spread are implicitly included in the expression for p, in (15). 
The final results of raw BER presented in this paper can be 
obtained by further averaging (13) and (14) over the desired 
signal and co-channel interference symbol sequences. 
111. COMBINATION SCHEME 2 
AND ITS PERFORMANCE ANALYSIS 
A. Transmission System Model 
Fig. 2 shows a block diagram of the receiver for combination 
scheme 2 in the case of M = 2. The difference from combina- 
tion scheme 1 is after the differential detectors. In scheme 2,  
the detector of each diversity branch erases unreliable symbols 
based on the CSI, and gives a three-state output, - 1 , l ,  and 
erasure. The most convenient and useful CSI is the detector 
input envelope Iym(nT)(, which can be obtained easily by 
sampling the output of an envelope detector at the instant 
of sFpl ing differential detector output. Thus, a decision on 
iin,m, b,,m can be made using the following rule 
L ( n T )  or Qm(nT) 2 0 
and Igm(nT)I > f ie  
(16) 
- 1 ,  Im(nT) or Qm(nT) < 0 i' and I~m(nT)l> Re, &,m or bn,m = erasure, lym(nT)I  f ie  
where Re is the envelope erasure threshold for each diversity 
branch. Im(nT) and Qm(nT) are obtained by sampling the 
m-th branch detector output vm(t) at the instant nT. 
The M decision outputs are then combined by a code 
combiner. Code combining (CC), originally suggested in [ 191, 
is a maximum-likelihood decoding technique for combining 
an arbitrary number of noisy received code words so that 
reliable communication is achieved even for channels with 
high noise levels. Denote a code word of a rate R code by 
X = [ x k ] .  A code combined word of degree two is defined 
as X Z  = [ z z ~ ]  = [ ( x k , 5 k ) ] .  That is, X 2  i s  obtained by 
interleaving X with itself, once. In general, we can obtain 
a code combined word of degree M > 1 by interleaving X 
with itself M - 1 times, i.e., X M  = [ Z M k ]  = [(zk, ..., zk)]. 
The rate of X M  is RIM.  The minimum distance of X M  is M 
times that of X .  One important fact to note is that, X and XM 
share the same code structure (i.e., the same trellis structure); 
therefore, they can be decoded by the same decoder. Code 
combining in combination scheme 2 is achieved by using a 
switch connected sequentially to the decision output of each 
diversity branch at the speed of MT.  
The output of the code combiner is applied to a deinter- 
leaver, followed by an error-and-erasure correction Viterbi 
decoder. 
M -
B .  The System Performance 
In binary symmetric channels, giving the average raw BER 
em and the erasure probability qm at the decision output of 
the m-th diversity branch, and assuming €1 = ,..., = E M  = E ,  
q1 = ,..., = q M  = q, the decoded bit error probability pb after 
M degree code combining and error-and-erasure correction 
Viterbi decoding for a rate R = b/n convolutional code is 
bounded by [ 171 
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In asymmetric channels due to CCI and frequency-selective 
fading, we only evaluate an upper bound on pb,  by replacing 
E in (19) with cmaz. 
The raw BER E and the erasure probability q are functions 
of erasure threshold. In an AWGN only channel, a small 
value of the envelope Iym(nT)I implies a deep fade and the 
differential detector outputs Im(nT) and Q,(nT) are noisy 
and unreliable. Thus, the erasure threshold only depends on 
Gaussian noise or E,/No. In a channel with random FM 
noise, CCI, and multipath delay spread, however, the Iym(nT) 1 
value, larger than the threshold based on AWGN condition, 
no longer always suggests that Im(nT) and Qm(nT) are 
reliable. This is because there probably exist severe phase 
variations due to random FM noise, co-channel interference 
and intersymbol interference due to multipath delay spread, all 
causing unreliable Im (nT) and Qm (nT) . Therefore, erasure 
threshold is also a function of the level of random FM noise, 
rms delay spread and SIR. 
In order to determine the optimal symbol erasure threshold 
in various channel conditions, we compute the channel cut- 
off rate Ro for the error-and-erasure channel as a function of 
erasure threshold, and select that value of the erasure threshold 
as the optimal value which maximizes the Ro parameter. For 
asymmetric channels, the cut-off rate Ro should be maximized 
with respect to the channel input alphabet distribution [21]. 
Since our interest here is not in the finding of the exact values 
of Ro, but rather in the determination of the optimal erasure 
threshold, it suffices to compute the lower bound &,J of & 
(as will be demonstrated in the next section), which is given 
by 1211 
~~ 
R 0 , l  = 1 - log2[1+ q + 2dEmazV  - Emu, - Q ) ] .  (20) 
The random envelope Iym (nT) 1 follows Rayleigh distribu- 
tion with pdf 
where 0; is the average power of the received signal. The 
erasure probability q can be found from (16) and (21) as 
-a2 - R P  
2 4  2 
= 1 - e x p ( 2 )  = 1 - exp(-), 
where R, = Rz/af  is the (envelope) power erasure threshold 
normalized by average received signal power. In practice, Rp 
is more reasonable than Re. Hereafter, we will use R, when 
we discuss erasure threshold. 
Using the same derivation method for (13) and (14), the 
raw BER E in this case can be given as a function of erasure 
threshold Rp, as 
where, pn is given by (15), and Q(o) denotes complementary 
error function. 
Iv .  NUMERICAL RESULTS AND DISCUSSIONS 
We now calculate the performance of the two combination 
schemes, and compare the results with those of coding without 
diversity and diversity without coding. The average decoded 
BER can be approximately represented as the sum of four parts 
due, respectively, to AWGN, random FM noise, multipath 
delay spread and CCI factors. In the following, we will present 
the individual result for each factor to provide a good insight 
into the system performance. In all results, we have assumed 
that BnT = 1, en = 0, the roll-off factor a = 0.5, and that the 
number of diversity branches M = 2, which is most practical 
in a real situation. 
A. Cut-Off Rate and Optimal Erasure Threshold 
In combination scheme 2, in order to calculate the BER 
performance of error-and-erasure correction Viterbi decoding, 
we must first obtain the optimal erasure threshold. The lower 
bound of channel cut-off rate RO,J is calculated under each 
individual condition of AWGN, random FM noise, CCI and 
delay spread. As an example, Fig. 3 depicts RO,J with respect to 
R, (dB) for example values of rms delay spread normalized 
by T, 0.02, 0.06 and 0.1. In computation, a simple double- 
spike delay profile &(T ,O)  is assumed, as the shape of 
the delay profile is of no importance for small values of 
normalized delay spread [ 5 ] .  Also, the IS1 due to delay spread 
is assumed from two adjacent symbols on each side. The 
transmission channel is asymmetric in this case, and the 
worst case, in the sense that the BER is largest, happens 
when the adjacent symbols to the symbol under consideration 
(an+2,bn+2) = ( -an,  -bn).  We also assume that r + 00, 
A + co in (15). As shown in Fig. 3, for a given value of T ~ S  
delay spread, R o , ~  reaches the maximum point at a certain 
value of R,, which gives the optimal threshold value used 
to compute the upper bound of decoded BER later. AWGN, 
random FM noise and CCI have similar influences on cut-off 
rate as delay spread; hence, the results are not given here in 
order to keep the presentation compact. 
With optimal erasure threshold being given, the raw BER 
and the erasure probability can be calculated by using (22) 
and (24), and the upper bound of average decoded BER of 
combination scheme 2 can be evaluated by using (17)-(19), 
replacing E with 
(an,  bn)  are (an-2, bn-2) = (an-1,  b n - I )  = (an+l ,  bn+l )  = 
B .  BER Pe$ormance for 112-Rate Convolutional Codes 
The 1/2-rate convolutional codes used here are selected from 
[20]. Fig. 4 shows the average decoded BER of the combina- 
tion schemes in AWGN only channels, for convolutional code 
constraint length K = 3, 4 and 5 ,  respectively. The abscissa is 
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the average signal energy per information bit-to-noise power 
spectral density ratio Ea/No (=E,/No for QDPSK and rate 
1/2 codes). We have assumed that &(T,T)  + S ( T )  (very 
slow fading), A --+ 00 in (15). The results of coding without 
diversity, two-branch MRC diversity reception without coding, 
as well as the results for uncoded 7r/4-shift QDPSK are also 
shown in the figure for comparison. By setting M = 1 in 
combination schemes 1 and 2, we get two kinds of coding 
only schemes, hereafter referring to the coding scheme 1 and 
2, respectively. 
The BER performances of combination schemes are far 
better than those of the other schemes. For example, at average 
&/NO = 15 dB and constraint length K = 3, the BER's of 
coding schemes 1 and 2 are about 3.01 x and 3 . 1 0 ~  lop4, 
respectively. The BER of two-branch diversity reception is 
6.87 x While the BER of combination scheme 1 reaches 
8.35 x which is about four orders of magnitude better 
than 1.52 x the BER of uncoded a/4-shift QDPSK. 
I 
! 
4 
Fig. 
5 10 15 20 25 30 35 
Avrragc SIR (a) 
5. Average decoded BER due to CCI. 
The BER of combination scheme 2 is about one order of 
magnitude better than that of combination scheme 1, reaching 
9.1 1 x Error-and-erasure correction Viterbi decoding 
shows performance improvement against hard decision error 
correction Viterbi decoding. It should be noted that this 
conclusion is true both in the case of code combined with 
diversity reception and in the case of coding only. 
A similar result is found for CCI performance in Fig. 5. 
When evaluating CCI performance, we have assumed the 
modulation timing offset AT = 0 in (15) since the modulation 
timing difference is not important in a fading environment 
[13]. Due to the existence of CCI, the channel becomes 
asymmetric, and the worst case happens when the CCI symbol 
is (-an, -bn). Fig. 5 gives the upper bound on the BER 
performance. 
In a frequency-flat fading channel, random FM noise places 
a lower limit on achievable BER. Fig. 6 shows BER perfor- 
mance due to random FM noise only. In this case, we assume 
that equal amplitude multipath waves arrive from all directions 
with equal probability, thus, &(T, T )  + &(27rfDT)S(T), 
where Jo(0)  is the Bessel function and f~ is the maximum 
Doppler frequency given by vehicle speed/canier wavelength 
[4]. Even with constraint length K = 3, combination schemes 
reduce the average BER considerably. For example, at f D T  = 
0.06, with neither diversity reception nor coding, the BER is 
3.35 x The BER's of two-branch diversity reception, 
coding schemes 1 and 2, are 3.29 x lop3, 4.85 x lop3, 
and 5.23 x respectively. While the combination of 
diversity and coding reduces the BER to the order of lop6, i.e., 
1.96 x and 2.40 x lop7  for combination schemes 1 and 
2, respectively. This suggests that for a symbol rate (= 1/T) 
of 10 ksymbol/s and 900 MHz carrier frequency, if the vehicle 
velocity is less than 167 km/h, BER 5 can be achieved. 
In this case, scheme 2 also shows better performance than 
scheme 1. 
In a frequency-selective fading channel, rms delay spread 
places a lower limit on achievable BER. Fig. 7 indicates 
the upper bounds on decoded BER versus rms delay spread 
normalized by T for various schemes. Again, combination 
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Fig. 6. Average decoded BER due to random FM noise. 
nus aclay s p a d l  T 
Fig. 7. Average decoded BER due to delay spread. 
schemes show significantly improved BER performance. For 
example, at ~ m s  delay spread = 0.17' and constraint length 
K= 3, the average decoded BER of combination schemes 1 
and 2 are as low as 3.72 x and 3.95 x lo-', while the 
BER performance of the noncombination schemes are around 
10-2 10-4. 
C .  BER Performance for Punctured Convolutional Codes 
In the previous discussion, we assumed a rate of 1/2 
convolutional codes. However, for a given channel bandwidth, 
higher information bit rate can be achieved by using convolu- 
tional codes with a rate higher than 1/2. In the following, we 
use punctured convolutional codes, presented in [20], due to 
their simple trellis structure. Coding gain in &/NO is defined 
as the reduction in average Eb/No necessary for achieving 
a certain BER. Combined coding gains in &/No at BER 
= for constraint length K = 5 are plotted in Fig. 8 for 
combination schemes and coding only schemes. It is found 
from the figure that as the code rate increases, the combined 
coding gains of combination schemes decrease less rapidly 
than those of the coding only schemes. This result implies that 
I 
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Fig. 8. Combined coding gain in Eb/No at average,BER = 
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Tolerable normalized Tms delay spread at average BER = lop4. Fig. 9. 
for a given channel bandwidth, a higher information bit rate 
can be archived with less increase in the required Eb/No by 
combining diversity reception and coding. Moreover, error- 
and-erasure correction Viterbi decoding shows larger coding 
gain than that of hard decision error correction Viterbi decod- 
ing, about 1.38 N 2.47 dB better in the case of combination 
with diversity reception, and about 2.69 N 7.48 dB better in 
the case of coding only, as code rate increases from 1/2 to 6P. 
Fig. 9 shows the lower bound of tolerable rms delay spread 
normalized by the information symbol duration T versus 
various code rates of K = 5 punctured codes assuming 
BER = Comparing with the coding only schemes, the 
advantage of combination schemes are apparent. 
D.  Spectrum EfSlciency Performance 
Because combination schemes can improve the CCI perfor- 
mance, they can, in fact, improve the spectrum efficiency in 
digital cellular systems. Cellular systems reuse the same radio 
frequency at spatially different cells. Spectrum efficiency 7 
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Fig. 10. Relative spectrum efficiency under CCI condition only. 
of a cellular system was calculated assuming hexagonal cell 
layout. When a rate R code is used, 71 can be calculated from 
[71 
71 0: R [I + (K&h)""]-2, (25) 
where a is the propagation constant (typical value for urban 
area is a = 3.5 [22]), and K is the margin for the allowable 
probability Q of geographical outage at the cell fringe due to 
shadow fading. Assuming log-normal shadow fading with a 
standard deviation 6 (in dB), Q = 1/2erfc ( ~ / 2 6 ) .  Ath is the 
required average SIR for achieving the specified BER. The 
values of A t h  can be obtained from the BER performance 
versus average SIR for various code rates. Assuming the 
specified BER is the lower bounds on relative spectrum 
efficiencies normalized by that of uncoded n/Cshift QDPSK 
are shown in Fig. 10 for K = 5 codes. Combination schemes 
show much higher spectrum efficiency at every code rate than 
those of coding only without diversity reception. 
E .  Performance Under Nonoptimul Erasure Threshold 
The previous analyses for combination scheme 2 are all 
based on the assumption of the optimal erasure threshold. In 
order to get the optimal erasure threshold in real time, it is 
necessary to: 1) in-service measure the instantaneous level 
of &/NO, fD, SIR and ~ m s  delay spread (This is rather 
difficult especially for SIR and rms delay spread values, 
although some measurement techniques have been reported 
in the literature [23], [24]. Nevertheless, the measurements 
add complexity to the implementation of the receiver.): and 
2) measure the average received signal power D: of current 
sample instant nT (However, in severe co-channel interference 
and/or multipath delay spread environments, this is also rather 
difficult.). Because 01" in these cases is no longer constant 
and depends on the co-channel interferers and/or adjacent 
symbol pattems, while it is generally difficult to determine 
these symbol pattems. Assuming the sequence of ym(nT) 
is ergodic, one realistic method is to use the time average 
value 2 in place of D?. This may result in some difference 
K = 5  
s 
10-1 100 
nus delay spread1 T 
(c) 
Fig. 1 1 .  Average decoded BER of combination scheme 2 for decoding with 
fixed and optimal symbol erasure thresholds (a) under AWGN only condition, 
(b) under CCI only condition, (c) under delay spread only condition. 
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between 2 and a:, therefore, a difference between the erasure 
threshold value based on 3 and the optimal threshold value. 
We have theoretically calculated the variation of a; in vari- 
ous interference conditions and symbol patterns. The results 
showed that even in relatively severe propagation conditions, 
for example, Tms delay spread = 0.2T in delay spread only 
condition, or modulation timing offset AT = 0.5T, SIR I? = 10 
dB in the CCI only condition, and four adjacent/CCI symbols 
on each side were considered, the variation of 01” is less than 
1.91 dB or 0.74 dB, respectively. Consequently, the difference 
between 3 and nf should also fall into,this region. 
Inspection of Fig. 3 for cut-off rate versus Tms delay spread 
reveals that: 1) for a fixed Tms delay spread, the cut-off rate 
always has a “flat-top’’ around its optimal threshold; and 2) 
for some threshold values, say around -7 dB, the values of 
the cut-off rate are at, or around, its maxima for practical 
values of Tms delay spread. These observations are also true 
for cut-off rate versus Eb/N0, foT and SIR, indicating that: 
1) at a fixed Tms delay spread or SIR, determining erasure 
threshold based on a? rather than a: does not result in much 
system performance degradation; and 2) for certain variations 
in Eb/N0, fo, SIR and rms delay spread, system performance 
is not too sensitive to the setting of the threshold value and is 
quite robust against the variations. 
To demonstrate this, taking a K = 5 ,  R = 1 / 2  code as an 
example, Fig. 1 l(a), (b) and (c) compares the average decoded 
BER of combination scheme 2 in the case of decoding with 
symbol erasure at optimal erasure threshold and at a threshold 
fixed at -7 dB, respectively, under AWGN, CCI and delay 
spread only conditions. For the range of BER = 10-1 N 
the BER performances with threshold fixed at -7 dB and 
with the optimal threshold are almost identical, both for the 
combination of coding with diversity reception and for the 
coding only without diversity. 
V. CONCLUSIONS 
In order to improve the transmission performance of 7r/4- 
shift QDPSK in mobile radio channels where severe multipath 
fading usually exists, we have analyzed, in this paper, two 
schemes of combined coding and diversity reception, i.e., 
combination of postdetection MRC diversity reception and 
convolutional coding employing hard decision Viterbi decod- 
ing, and combination of diversity reception employing code 
combining and convolutional coding employing error-and- 
erasure correction Viterbi decoding. In the latter combination 
scheme, the received signal envelope is sampled and used 
as CSI resulting in an effective error-and-erasure correction 
decoding operation at the receiver. A simple code combiner 
combines the noisy versions of the transmitted code word from 
different diversity branches to form a more reliable received 
code word. 
The performance investigations for the two combination 
schemes were carried out over multipath fading channels 
with AWGN, random FM noise, co-channel interference and 
propagation delay spread. Analytical expressions were derived 
for average decoded BER and spectrum efficiency. Signifi- 
cant transmission performance improvement was confirmed 
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in comparison to coding only and diversity reception only 
schemes. It should be noted that combination scheme 2 uses 
code combining which can be easily implemented by digital 
device and is as simple as selection diversity combining 
(SC), and shows better performance than combination scheme 
1 which uses more sophisticated MRC. SC is commonly 
recognized as the most practical technique in a real system, 
and is inferior to MRC in performance. 
The performance of combination schemes considered in this 
paper is believed to be inferior to that of combination of di- 
versity reception and soft decision Viterbi decoding, although 
we have no direct data for comparison’; however, our schemes 
have obvious advantages, such as, no need for real arithmetic 
operations at the decoding process and the much simpler 
implementation of a decoder. These two combination schemes 
provide good options for system designers in selection of 
multipath fading combating schemes used in mobile radio 
channels. 
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