We propose three related estimators for the variance parameter arising from a steady-state simulation process. All are based on combinations of standardized-time-series area and Cramér-von Mises (CvM) estimators. The first is a straightforward linear combination of the area and CvM estimators; the second resembles a Durbin-Watson statistic; and the third is related to a jackknifed version of the first. The main derivations yield analytical expressions for the bias and variance of the new estimators. These results show that the new estimators often perform better than the pure area, pure CvM, and benchmark nonoverlapping and overlapping batch means estimators, especially in terms of variance and mean squared error. We also give exact and Monte Carlo examples illustrating our findings.
INTRODUCTION
Consider an experiment in which we want to estimate the mean µ of a steady-state simulation process, Y 1 , Y 2 , . . . , Y n , e.g., the mean time-in-system for parts produced on a continuously running manufacturing line. The usual estimator for µ is the sample meanȲ n , and it is common to further provide an accompanying estimate of Var(Ȳ n ), or, almost equivalently, the variance parameter, σ 2 ≡ lim n→∞ n Var(Ȳ n ). There are a number of estimators for σ 2 , as described in standard references such as [17] . One class of estimators is based on Schruben's standardized time series (STS) methodology [21] . Two specific examples of STS estimators with good properties are the weighted area and weighted Cramér-von Mises (CvM) estimators, introduced in [15] and [13] , respectively. Although many estimators for σ 2 are available in the literature, including several "first-order unbiased"
Correspondence to: D. Goldsman (sman@gatech.edu) This article contains Supplementary Material available at http:// www.interscience.wiley.com/jpages/0894-069X/suppmat estimators, they can exhibit high variability as well as high mean squared error. Therefore, there have been efforts to develop less variable estimators, while still maintaining low bias. One way of doing this is by carefully combining multiple estimators, effectively re-using data to garner more information about σ 2 . This article investigates new STS estimators to achieve these goals-estimators that combine the area and CvM approaches.
The paper is organized as follows. Section 2 presents necessary background material. Then in Section 3, we give three ways to combine the area and CvM estimators: the first is a simple linear combination; the second resembles a DurbinWatson statistic; and the third is related to a jackknifed version of the first. We find that the new estimators sometimes have bias that is competitive with and variance that is often quite a bit better than the area and CvM estimators alone (among others). Section 4 gives exact and Monte Carlo examples illustrating these findings. Section 5 shows that batched versions of the new estimators compare favorably to the benchmark methods of nonoverlapping and overlapping batch means. Section 6 wraps up the discussion.
BACKGROUND
This section reviews results that will be needed in the remainder of the article. The subsections discuss, respectively, the standardized time series of a stochastic process, the STS weighted area estimator for σ 2 , and the STS weighted CvM variance estimator.
Standardized Time Series
Schruben [21] defines the standardized time series of a stationary stochastic process Y 1 , Y 2 , . . . , Y n (e.g., a simulation in steady state) as T n (t) ≡ ⌊nt⌋(Ȳ n −Ȳ ⌊nt⌋ ) σ √ n for 0 ≤ t ≤ 1,
Y k /j , j = 1, 2, . . . , n, and ⌊·⌋ is the greatest integer function. We henceforth assume that Y 1 , Y 2 , . . . , Y n satisfies the following mild "functional central limit theorem" condition:
Assumption FCLT. There exist µ and positive σ such that as n → ∞, X n ⇒ σ W, where W is a standard Brownian motion process, " ⇒ " denotes weak convergence as n → ∞ (see, e.g., [5] ), and X n (t) ≡ ⌊nt⌋(Ȳ ⌊nt⌋ − µ) √ n for 0 ≤ t ≤ 1.
(See [10] for various sets of sufficient conditions for Assumption FCLT to hold.) Then, as in [9] , [10] , or [21] , it can be shown that T n ⇒ B, where B is a standard Brownian bridge process on [0, 1]. It is well known that all finite-dimensional joint distributions of B are normal with E[B(t)] = 0 and Cov(B(s), B(t)) = min(s, t) − st, 0 < s, t < 1. In addition, it is often convenient to express a Brownian bridge in terms of its underlying Brownian motion, B(t) = W(t) − tW(1).
The Weighted Area Estimator
As in [15] , [16] , and [21] , we begin by defining random variables (r.v.'s) corresponding to the weighted area under the standardized time series and its limiting functional:
where the weighting function f (t) has a continuous second derivative on [0, 1] and is chosen to satisfy
Then under mild conditions, the continuous mapping theorem (CMT) ( [5] , Theorem 5.1)
, and we call A(f ; n) the weighted area estimator for σ 2 . Theorem 1 gives expressions for the expected value and variance of A(f ; n). Before proceeding, we define the covariance function R k ≡ Cov(Y 1 , Y 1+k ), k = 0, ±1, ±2, . . . , and the constant γ ≡ −2 ∞ k=1 kR k (cf. [22] ). In addition, let
THEOREM 1 (see [9] and [15] ): Suppose Y 1 , Y 2 , . . . , Y n is a stationary process for which Assumption FCLT holds,
If we also assume uniform integrability (see [5] for a definition and sufficient conditions) of
EXAMPLE 1: Application of Theorem 1 to Schruben's [21] original area estimator with constant weighting func-
It is possible to choose weights for which F =F = 0; for such selections, the resulting estimator is first-order unbiased for σ 2 , i.e., its bias is o(1/n). Examples of weighting functions yielding first-order unbiased estimators are f 2 (t) ≡ √ 840(3t 2 − 3t + 1/2) and f cos,i (t) = √ 8πi cos(2πit), i = 1, 2, . . . (see [9] , [15] , and [16] ).
The Weighted Cramér-von Mises Estimator
Now we define the area under the square of the STS and its limiting functional as
respectively, where g(t) is a weighting function normal-
Under mild assumptions, the CMT implies that C(g; n) ⇒ C(g), and we call C(g; n) the weighted Cramér-von Mises estimator for σ 2 . Theorem 2 gives results on the expected value and variance of the weighted CvM estimator. Here, we define the notation
THEOREM 2 (see [13] ): Under the conditions of Theorem 1,
If we also assume uniform integrability of C 2 (g; n), then as
EXAMPLE 2: Theorem 2 implies that the CvM estimator with constant weighting function g 0 (t) ≡ 6 has E[C(g 0 ; n)] = σ 2 + 5γ /n + o(1/n). If one chooses weights having G = 1 (in addition to the other constraints on the weights), the theorem implies that C(g; n) has bias o(1/n); two examples from [13] 
COMBINING THE AREA AND CvM ESTIMATORS
This section shows how one can combine the area and CvM estimators for σ 2 in such a way that the resulting estimator has reasonable bias and lower variance than either of its individual constituents. We shall take advantage of the fact that the covariance between the limiting area and CvM functionals, Cov(A(f ), C(g)), can be calculated exactly, a task that is carried out in Section 3.1. That result is used in Section 3.2 to propose three new variance estimators: a straightforward linear combination of the weighted area and CvM estimators, a Durbin-Watson-like estimator, and a jackknifed version of the first. Section 4 presents extended examples.
Covariance of A( f ) and C(g)
Our main covariance result, stated next, is proven in the Appendix.
LEMMA 1: If f (t) and g(t) are area and CvM weighting functions, respectively, then
EXAMPLE 4: Lemma 1 allows us to make the following calculations on the covariance and correlation of A(f ) and C(g).
Of course, since the correlations are so close to unity, there may not be that much additional "information" to be gained by forming a simple linear combination of the particular area and CvM estimators under study; see Example 6.
The New Estimators
In this subsection, we discuss some ways that we might be able to take advantage of the known correlation between A(f ) and C(g). We present a motivational example and then two more-general estimators. 
Motivational Example
n .
Theorem 1 and Examples 3 and 4 imply
Thus, D 0 (n) has comparatively low asymptotic variance but very high small-sample bias.
Area + CvM Estimator
Example 5 suggests a more-general estimator,
By the CMT, 
Further, assuming uniform integrability of D 2 α (f , g; n), we have, as n → ∞,
In Eq. (5), note that Var(A(f )) = 2σ 4 , Theorem 2 gives Var(C(g)), and Lemma 1 gives Cov(A(f ), C(g)). To find the value of α that minimizes Var(
. (6) Substitutingα from Eq. (6) into (5), we obtain the asymptotically optimal variance,
where, for all of the examples under study, the denominator is >0.
EXAMPLE 6: Now we use the results of Example 4 and Eqs. (6) and (7) to obtain some variance-optimal linear combinations of A(f ) and C(g).
Durbin-Watson Estimator
As established previously, we have A(f 0 ; n) ⇒ A(f 0 ) = 12σ 2B 2 , whereB ≡ 1 0 B(t) dt is the area under a Brownian bridge, and
Thus, we see from Example 5 that
which bears a striking resemblance to a Durbin-Watson functional (cf. [8] and [24] ).
In fact, we can generalize D 0 (n) by considering the estimator
and the associated limiting functional
, and we call D(h; n) the weighted Durbin-Watson (DW) estimator for σ 2 . We henceforth use the notation
. In order to normalize h(t), we note that for s ≤ t,
Thus, h(t) must satisfy
We now state the main theorem on the estimator D(h; n), the proof of which is deferred to the Appendix. 
(We can remove the O(1/n) term in the coefficient for σ 2 in (8), simply by dividing the estimator by that known coefficient.) If we also assume uniform integrability of D 2 (h; n), then as n → ∞,
4 /5 (which is very small) and Bias(D(h 0 ; n)) ≈ 7γ /n (which is very high). In order to obtain a first-order unbiased DW estimator, Theorem 4 requires a weighting function such that 9 =H − 2Ĥ , in addition to the normalizing constraint H = 12. The quadratic weighting function satisfying these constraints while yielding the minimum-variance estimator is h 2 (t) ≡ −198 + 1260t − 1260t 2 . Unfortunately, Eq. (9) implies that Var(D(h 2 )) = 37σ 4 /5; so the price of first-order unbiasedness is an unacceptably high variance, at least for this example. In other work, details of which are not reported here, it can be shown that there is almost nothing to be gained by going up to cubic or quartic weighting functions.
Jackknife Estimator
In light of the mixed reviews on the DW estimatorlow variance but high bias or low bias but high varianceone might wonder whether there is any other way to take advantage of the excellent variance of D(h 0 ; n). One possible alternative estimator looks like a jackknifed version of D(h 0 ; n), namely,
where r is fixed in (0, 1). Bias and variance results for this estimator are summarized by the following theorem.
THEOREM 5: Under the assumptions of Theorem 1,
Further, assuming that D 2 J ,r (h 0 ; n) is uniformly integrable, then as n → ∞,
Application of Example 5 or Eq. (8) to both terms on the right-hand side of Eq. (10) proves that D J ,r (h 0 ; n) is firstorder unbiased for σ 2 . The second half of the theorem is proven in the Appendix.
REMARK 1: For finite n, the results of the theorem ought to hold, at least approximately, for any fixed r (0 < r < 1) as long as the sample size n is large enough. As a matter of fact, as r approaches 0, it seems as if the variance of the first-order unbiased estimator D J ,r (h 0 ; n) approaches the remarkable 2σ 4 /5. Of course, in real life, we do not have the luxury of arbitrarily large n; for small r > 0, this bodes poorly for the convergence of D(h 0 ; rn), and hence D J ,r (h 0 ; n), to their limiting Brownian bridge functionals (described in the Appendix). Indeed, Eq. (11)'s first-order unbiasedness result for D J ,r (h 0 ; n) (r > 0) breaks down badly when we take r = 0, as we know from Example 5. Thus, to be on the safe side, we recommend the choice r = 1/2, for which
4 /5, a very satisfying value, especially since D J ,1/2 (h 0 ; n) is first-order unbiased for σ 2 . This variance estimator shall be addressed further in the examples of Section 4.
EXAMPLES
To illustrate the performance of the new estimators, in this section we give exact calculations for a moving average process and a Monte Carlo example involving an autoregressive process. Specifically, we will find or estimate the expected value and variance of the area and CvM estimators from Sections 2.2 and 2.3, as well as the new estimators D(h 0 ; n), Dα(f 2 , g ⋆ 2 ; n), and D J ,r (h 0 ; n), from Sections 3.2.1, 3.2.2, and 3.2.4, respectively.
Exact Results: Moving Average Process
Suppose the underlying stationary process is a first-order moving average [MA(1)] process, given by Y i = θϵ i−1 + ϵ i , i ≥ 1, where the ϵ i 's are independent and identically distributed (i.i.d.) Nor(0, 1) r.v.'s. The MA(1) has covariance Table 1 displays exact expectations and variances for the variance estimators under study (some of which are also found in [13] ). The tedious calculations required to obtain 
these results are relegated to the online companion [12] . We see that all of the table entries match up with the corresponding theoretical results from Sections 2 and 3. Thus, all of the estimators under consideration in Table 1 are asymptotically unbiased for σ 2 as n → ∞; but only A(f 2 ; n), C(g
n), and D J ,r (h 0 ; n) are first-order unbiased. Further, D(h 0 ; n) has the lowest variance (although it has the largest bias).
Monte Carlo Example: Autoregressive Process
Here we describe a Monte Carlo experiment based on the first-order autoregressive [AR (1) 
Monte Carlo Setup
In the current example, we set φ = 0.9, which corresponds to a fairly highly positive autocorrelation structure and variance parameter σ 2 = 19. We ran 100,000 independent replications of the process, each of which yielded AR(1) observations. For each of the 100,000 replications, we stored variance estimates for each of a variety of area, CvM, and combined estimators with sample sizes n = 256, 512, 1024, and 2048. Our main results are given in Table 2 . The columns marked " E" and " Var" in Table 2 denote the sample means and variances calculated over the 100,000 replications for each selection of estimator and sample size. The right-most column of Table 2 , denoted "True Var (n → ∞)," is simply the list of limiting variances of the various estimators, obtained from Theorem 1, Example 3, and Theorem 5.
Discussion
We have a number of findings based on the results from Table 2 .
• As the sample size n becomes large, the estimated expected values of the estimators all appear to approach σ 2 = 19, some faster than others. In fact, by the time n = 512 observations have been taken, the estimated expected values of the first-order unbiased estimators A(f 2 ; n), A(f cos,1 ; n), C(g • Note that the estimators' expected values are generally below σ 2 . This makes sense since the AR(1)'s positive covariance function implies that the quantity γ < 0. Thus, e.g., if we appeal to Theorem 1's Eq. (1), we see that any first-order bias for the area estimator will often be negative as well. For instance, Example 1 and Eq. (13) • As anticipated, some of the estimators have lower variance than others. Specifically, the pure CvM estimators, D(h 0 ; n), and the jackknife estimators with r ≤ 0.6 all exhibit lower variance than do the pure area estimators. Of course, as pointed out previously, D(h 0 ; n)'s exceptionally low variance comes at the cost of high bias.
BATCHING
This section generalizes some of the previous estimators by incorporating the use of batching. Section 5.1 gives expected value and variance results for STS batched estimators, while Sections 5.2 and 5.3 review the benchmark methods of nonoverlapping and overlapping batch means. In Section 5.4, we compare all of these estimators in terms of their asymptotic bias, variance, and mean squared error (MSE). Batching typically increases estimator bias, but also reduces its variance; so it may be of interest to evaluate batching's overall effect on MSE. Finally, Section 5.5 presents a Monte Carlo example comparing the different variance estimators.
Batching the STS Estimators
All of our work so far has been for estimators for σ 2 based on one long batch of size n. It is well known that additional batching usually yields estimators having lower variance (and higher bias) than their one-batch predecessors. The method using nonoverlapping batches is especially simple.
• Divide the run into b contiguous, nonoverlapping batches, each of size m (assuming n = mb). A i (f ; m),
Since the batched estimators are simply linear combinations of estimators from each batch of size m, Eqs. (1), (3), and (11) immediately show that
and 
In addition, Eqs. (10), (17), and (19) imply that
We see that Eqs. (17)- (21) match up with the corresponding exact MA(1) results from Table 1 (using m in place of n and noting that γ = δ for the MA (1)).
Before going on to the corresponding variance results, we note that the area, CvM, and jackknife estimators can be written as batched quadratic forms, i.e., quadratic forms in terms of the Y i 's within each batch. Then the main result of [4] allows us to make the intuitively pleasing assumption that estimators from two different batches are approximately independent-at least under suitable moment and mixing conditions and large enough batch size m. In this case, Eqs. (2), (4), and (12) imply
and
where the right-hand-side limits are taken as m → ∞. So batching helps to decrease estimator variance (by a factor of b), although this is achieved at the cost of an increase in estimator bias (since m now appears instead of n in the expected value expressions).
Nonoverlapping Batch Means
We describe the method of nonoverlapping batch means (NBM), one of the most popular techniques in practice and one that we will use as a benchmark for comparison. The 
(see [20] ). Under mild conditions, [11] and [23] show that
as m → ∞ with b fixed, where χ 2 ν denotes the chi-square distribution with ν degrees of freedom. Further, [6] , [14] , and [22] (among others) yield
and, as m → ∞,
We see from Eq. (25) (22)- (24), we conclude that the (asymptotic) variance of N (b, m) is at least as big as those of most of the other estimators.
Overlapping Batch Means
We also review the method of overlapping batch means (OBM), an alternative to NBM that seems to have better performance characteristics in many situations. The OBM variance estimator will serve as another benchmark for comparison.
First, define the ith overlapping batch mean asȲ
k=0 Y i+k /m, i = 1, 2, . . . , n − m + 1. The OBM estimator for σ 2 , due to [18] (with a slightly different scaling constant), is
where we continue to define b ≡ n/m, although b can no longer be regarded as "the number of batches."
Under mild conditions, [3] and [7] show that, as the batch size m becomes large,
(also see [14] , [18] , and [22] ), with the approximate results holding for large b. The expected value of the OBM estimator is almost the same as that for NBM, while OBM's asymptotic variance is superior to NBM's-and, indeed, competitive with the variances arising from the area, CvM, and jackknife estimators under study herein.
Asymptotic Bias, Variance, and Mean Squared Error
This subsection uses the bias and variance results from Sections 5.1-5.3 to obtain "optimal" MSE expressions for the variance estimators under consideration.
Consider an estimator V for the variance parameter σ 2 . As is the case with all of the variance estimators studied in the current paper, suppose that Bias(
for some estimator-specific constants ζ b and ζ v and k > 0. Ignoring small-order noise terms, the MSE of V is
To minimize this quantity, suppose that the number of batches is of the form b = ωn ϵ for some appropriately chosen ω > 0 and 0 < ϵ < 1. Then Eq. (27) becomes
The value of ϵ that minimizes this expression for MSE is determined by equating the exponents of n on the right-hand side of Eq. (28), so that ϵ = 2k/(1 + 2k). Thus, 
Minimizing this quantity with respect to ω, as detailed in [2] , [14] , and [22] , we obtain the asymptotically optimal MSE, Table 3 gathers the bias, variance, and MSE results from this section together in one place (assuming large m and b). Among the estimators on this list, we see that the area (with weighting function f 2 (t)), CvM (with weight g ⋆ 2 (t)), and jackknife estimators all have the lowest order bias (highest k), as well as the lowest order "optimal" MSE. For fixed number of batches b, the jackknife (with, say, r = 0.5) and OBM estimators have the lowest variances.
Monte Carlo Example: Autoregressive Process
This subsection discusses an example involving a specific stochastic process in a non-asymptotic setting.
Consider the AR(1) process from Section 4.2, where we again take φ = 0.9 (so that σ 2 = 19). We ran 100,000 independent replications of the process, each yielding AR(1) observations. For each of the replications, we stored variance estimates for each of the estimatorsĀ(f 2 ; b, m),C(g Table 4 gives the results. The columns marked " E", " Var", and " MSE" in the table denote the sample mean, variance, and MSE calculated over the 100,000 replications for each selection of estimator and (b, m).
We make some points concerning the empirical results from Table 4. • For fixed b = n/m, the estimated expected values of the estimators all appear to approach σ 2 = 19 as the batch size m increases (i.e., as the sample size n jumps from 2048 to 8192), in line with the theory. For very small batch sizes, the NBM and OBM estimators fare the best in terms of bias; but as m increases, the area, CvM, and jackknifed estimators always do at least a bit better than NBM and OBMwhat is happening is that the first-order unbiasedness properties of the area, CvM, and jackknifed estimators finally manifest themselves at moderate batch sizes, as predicted by Eqs. (18), (20) which is yet again consistent with the theory. In addition, the order of the respective MSEs is exactly the same, indicating that, in this example, the MSEs are dominated by their variance components. (We made no attempt to obtain the "optimal" asymptotic MSEs in this example, where our work in Section 5.4 would have mandated b = ωn 2k/(1+2k) and m = ω −1 n 1/(1+2k) , which in turn would have produced unacceptably high bias.)
CONCLUSIONS
This article has studied various estimators for the variance parameter σ 2 , all of which are based on combinations of standardized-time-series area and Cramér-von Mises estimators. Two estimators-one a simple linear combination of the area and CvM and one reminiscent of the Durbin-Watson statistic-can achieve first-order unbiasedness with appropriate choices of weighting functions, but are not especially impressive in terms of variance. A third estimator-related to a jackknifed version of the first-has more interesting performance characteristics. In addition to being first-order unbiased, the jackknifed estimator has variance that is lower than its constituent area estimator component and competitive with its constituent CvM component (both of which are biased). The work above was initially applied to one long batch of observations; but it was obviously of interest to examine the effects of batching. In doing so, we found that the results of the one-batch case generalized naturally. Namely, if we keep the sample size fixed while increasing the number of batches (i.e., reducing the batch size), it turns out that estimator bias increases a bit, while estimator variance decreases substantially. When we applied batching, we saw that the jackknifed estimator fares well against the NBM, OBM, area, and CvM estimators in terms of bias, variance, and MSE. In fact, we recommend use of the jackknife estimator with r = 0.5 over the other estimators that we have studied in this paper.
A number of estimator augmentations are currently under investigation. For instance, one can perform an enhanced version of jackknifing, the result of which will be an additional savings in terms of estimator variance. We can also employ an overlapping estimator strategy to reduce variance as in the overlapping batch means technology of [18] . Finally, instead of concentrating on point estimator performance measures such as expected value, variance, and MSE, one might also be interested in formulating and evaluating confidence intervals for the mean µ of the underlying stationary stochastic process.
(by the trapezoid rule)
Before explicitly calculating E[D(h; n)], we calculate some intermediate quantities. First, we recall from Example 1 that E[A(f 0 ; n)] = σ 2 + 3γ /n + o(1/n). We need to get similar expressions for E[C(h; n)], E[A(h; n)], and E[A(f 0 + h; n)], but care must be taken since the weighting functions h(t) and f 0 (t) + h(t) used in C(h; n), A(h; n), and A(f 0 + h; n) are not necessarily normalized with respect to σ 2 , i.e., E[C(h)], E[A(h)], and E[A(f 0 + h)] ̸ = σ 2 .
In order to derive an expression for E[C(h; n)], first consider
after integration by parts twice and some algebra. Then the weighting function h(t)/κ h normalizes the CvM estimator in the sense that E[C(h/κ h )] = σ 2 . Thus, we have
Similarly, we can derive an expression for E[A(h; n)]. To this end, consider
where
for an arbitrary weighting function ξ(t). Then the weighting function h(t)/ √ η h normalizes the area estimator in the sense that
By exactly the same reasoning, we obtain
where, since f 0 (t) = √ 12 ∀t,
after integration by parts.
Finally, we substitute (31), (32), and (33) into Eq. (29) to get 
and Eq. 
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