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By combining Monte Carlo simulations and analytical models, we demonstrate and explain how
the gas-to-liquid phase transition of colloidal systems confined to a spherical surface depends on
the curvature and size of the surface, and on the choice of thermodynamic ensemble. We find that
the geometry of the surface affects the shape of the free energy profile and the size of the critical
nucleus by altering the perimeter–area ratio of isotropic clusters. Confinement to a smaller spherical
surface results in both a lower nucleation barrier and a smaller critical nucleus size. Furthermore,
the liquid domain does not grow indefinitely on a sphere. Saturation of the liquid density in the
grand canonical ensemble and the depletion of the gas phase in the canonical ensemble lead to a
minimum in the free energy profile, with a sharp increase in free energy for additional growth beyond
this minimum.
I. INTRODUCTION
Two-dimensional systems are relevant to a wide range
of problems in nature and engineering, and phase transi-
tions in such systems are strongly affected by any curva-
ture of the surface to which they are confined. During nu-
cleation and growth, curvature can not only influence the
size and shape of the critical nucleus, but also fundamen-
tally alter the nucleation pathway [1–4]. These effects
have a profound impact on a number of self-assembling
systems in nature, such as the development of the HIV-
1 virus capsid [5–8] and the assembly of clathrin-coated
pits on cell membranes [9, 10]. During spinodal decom-
position, confinement to a curved surface can introduce
new metastable states [11, 12] and even suppress typi-
cal spinodal decomposition in favour of Ostwald ripen-
ing [11]. This may influence the formation of lipid rafts
in cell membranes [11], which are thought to be respon-
sible for inter-cell interaction and may drive endocyto-
sis [13–15]. In technological applications, curved colloidal
systems are now exploited for the development of novel
smart materials, with applications including encapsula-
tion [16–18], soft lithography [19, 20], defect function-
alisation [21] and the creation of artificial cells [22, 23].
Recent research into these systems is further buoyed by
the success of novel techniques for fine control over col-
loidal loading and interactions [3, 16, 18, 24], as well as
the shape of the confining surface [25–27].
When investigating any phase transition on curved
two-dimensional systems, there are several important ef-
fects which are not always easy to uncouple. Firstly, the
domain shape with the smallest boundary length has a
perimeter-area relation that is different from that of a
circular disk for a flat surface. Secondly, it is possible
for a curved surface (such as the surface of a sphere) to
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have a finite area without being bounded by an edge. In
contrast, a planar surface must either be notionally infi-
nite or delimited by an edge that particles cannot cross.
The edgeless yet finite space defined by some curved sur-
faces is a key feature [11, 28]. When dealing with phase
transitions in computer simulations, the usual practice
is to minimise finite-size effects by extrapolating to the
thermodynamic limit [29, 30], but this is no longer ap-
propriate in an intrinsically finite space. Thirdly, the
equivalence between the canonical and grand canonical
ensembles is broken. Thus, it is important to distinguish
between open and closed experimental systems.
To provide insights into these effects, and in particu-
lar to isolate their individual significance, we investigate
what is perhaps the simplest phase transition in a curved
two-dimensional system: the gas-to-liquid nucleation of
colloidal particles confined to a sphere. In this work we
use a combination of particle-based Monte Carlo simula-
tions and analytical models. In agreement with previous
continuum models [1, 2, 31], we show the surface geom-
etry primarily affects the nucleation barrier and critical
nucleus by altering the relationship between its perime-
ter and area. Our Monte Carlo simulation results further
confirm Go´mez’s prediction [1] for the dependency of the
size of the critical nucleus on the curvature except at low
supersaturations, where the line tension becomes more
sensitive to curvature.
In our Monte Carlo simulations we also observe that
the liquid domain does not grow indefinitely as there is a
minimum in the free energy profile. In the grand canoni-
cal ensemble this is caused by the saturation of the liquid
density, while in the canonical ensemble it is due to the
depletion of the gas phase—an effect that has been ex-
ploited in the liquid–solid transition in three-dimensional
systems to control polymorph crystallisation [32, 33].
The aforementioned continuum models ignore these con-
siderations. By assuming the liquid phase to be a van
der Waals-like fluid and the gas phase to be an ideal gas,
we can develop an analytical model that captures the
key features of the Monte Carlo simulation results in the
grand canonical ensemble. Finally, we shed some light
2onto the difference between simulating in the canonical
and grand canonical ensembles. In particular we observe
that nucleation is absent for a Lennard-Jones system in
the canonical ensemble. However, we are able to char-
acterise the free energy of a liquid cluster at around its
equilibrium size, and explain the shape of the curve by
extending a free energy model for nucleation in finite sys-
tems developed by Rao and Berne [28] and by Reguera
et al. [34].
This paper is organised as follows. In Sec. II we de-
scribe the model system to be simulated and the methods
employed to generate and analyse our results. In Sec. III
we present and discuss our results for the grand canon-
ical ensemble. This is followed by the results for the
canonical ensemble is Sec. IV. Finally, in Sec. V we draw
conclusions and consider directions for future work.
II. MODEL AND METHODS
In order to understand the gas–liquid phase transition
on the surface of a sphere we will study a model system of
Lennard-Jones particles confined to a spherical surface.
The following tools are required to analyse this model:
(i) a Monte Carlo algorithm that correctly and efficiently
samples states of the spherical system; (ii) the multiple
histogram reweighting technique, which allows us to find
the gas–liquid coexistence curve in the grand canonical
ensemble; (iii) a reaction coordinate, to measure the free
energy profile of the nucleation process; and (iv) the um-
brella sampling technique, to aid the sampling of states
along the nucleation path.
A. Model system
Our model system consists of soft spherical particles
whose centres are confined to the surface of a sphere
of radius R. The particles interact isotropically via the
truncated, shifted and smoothed Lennard-Jones poten-
tial,
U(r) =
[
ULJ(r) − ULJ(rc)− (r − rc)
dULJ
dr
∣∣∣∣
rc
]
H(rc − r),
where r is the separation of the two particles, measured in
three-dimensional space, rather than along the geodesic;
rc is the cut-off distance, at which the potential is trun-
cated; and H(x) is the Heaviside function [5]. ULJ(r) is
the Lennard-Jones potential, given by
ULJ(r) = ε
[(rm
r
)12
− 2
(rm
r
)6]
,
where ε is the depth of the potential well and rm is the
separation at which the potential reaches its minimum
value [35]. We choose to fix rc/rm = 2.23 throughout this
work, in order to match the potential chosen by other au-
thors [5, 28, 36–38]. We note that previous work on pla-
nar two-dimensional Lennard-Jones systems has shown
that the phase diagram is significantly affected by the
choice of potential truncation [39].
For the remainder of this work, all quantities are re-
ported in reduced units where energy is measured in units
of ε, distance in units of rm and temperature in units of
ε/kB, where kB is Boltzmann’s constant.
B. Monte Carlo simulation
We use the Metropolis Monte Carlo algorithm to per-
form simulations in both the canonical (NV T ) and grand
canonical (µV T ) ensembles [40, 41]. In order to sample
the configuration space of particles confined to a sphere
correctly and efficiently the following scheme, depicted
in Fig. 1, is adopted [42]. Firstly, a randomly selected
particle is moved onto the surface of a small sphere of
radius rmax centred on its old position, where rmax is
the maximum move length. The particle’s new position
on the small sphere is generated at random using the
Marsaglia method [43]. Then the particle is projected
radially back onto the confining sphere. The value of
rmax is adjusted throughout the equilibration stage of the
simulation until the probability of a move being accepted
is approximately 0.25, which ensures that the sampling
of phase space is good [44]. This method both correctly
samples the sphere [42], and produces a computational
performance improvement of about a factor of two over
making moves uniformly distributed in the polar angle φ
and in cos (θ), where θ is the azimuthal polar coordinate.
To improve computational efficiency further, replica
exchange (also known as parallel tempering) is em-
ployed [45, 46]. During simulations aimed at locating
the coexistence curve, exchange moves are made between
temperatures. When using umbrella sampling, exchange
moves are made between sizes of the target nucleus (see
Sec. II E). To improve the efficiency of the canonical sim-
ulations, collective moves are used. These are based on
the scheme of Troisi et al. [47], modified to include the
fluctuating pseudo-temperature described by Whitelam
and Geissler [48].
C. Multiple histogram reweighting
Grand canonical Monte Carlo simulations can be used
to trace the gas–liquid coexistence curve. To explain how
this is done, we first note that in the grand canonical
ensemble, the system has a fixed temperature T , and
activity z, which is defined as
z(µ) =
A0
Λ2
exp
(
µ
kBT
)
, (1)
where µ is the chemical potential of the particle reservoir,
A0 is the area of the confining sphere and Λ is the ther-
3FIG. 1. Schematic of trial Monte Carlo moves. The particle is
initially at position A, on the spherical surface shown in grey.
It is moved to a random point B on the surface of a small
sphere of radius rmax, shown here as a wire-frame. It is then
projected radially back onto the confining surface. Therefore,
its trial position for the Monte Carlo move is at position C.
mal de Broglie wavelength. For a given (z, T ) pair, the
probability density of observing the system containing N
particles and having energy E is
h (N,E|z, T ) =
Θ (N,E)
Ξ (z, T )
zN exp (−E/kBT ) , (2)
where Θ (N,E) is the density of states and Ξ (z, T ) is
the grand canonical partition function. We measure the
density and energy histogram h (N,E|z, T ) for a number
of temperature–activity pairs close to coexistence. These
histograms can be collectively fitted to Eq. (2) to gen-
erate a self-consistent approximation of Θ (N,E). This
density of states can then be used to locate coexistence
histograms, where the weights of the gas and liquid peaks
are equal, and thereby trace the coexistence curve [49–
51].
D. The reaction coordinate
In order to measure the free energy barrier to nucle-
ation, a reaction coordinate must be chosen. Firstly, we
will describe our choice of reaction coordinate for simula-
tions in the context of the grand canonical ensemble, then
discuss how it can be extended to the canonical ensemble.
In the grand canonical ensemble, it can be assumed that
the nucleation pathway will consist of the growth of liq-
uid clusters against a background of gas, which maintains
a constant density thanks to the availability of the par-
ticle bath. Therefore, the free energy change associated
with the addition of a liquid cluster of size N is simply
the free energy difference between a cluster of size N and
area A and a gas occupying area A. Each cluster in the
system can be considered independently. The reaction
coordinate is defined for each cluster and is simply the
number of particles in a cluster [37, 52, 53].
We use a definition based on pairwise separations to
define a liquid cluster [52]: any pair of particles that can
be linked by a chain of particles in which each link is
shorter than a cut-off distance rc are in the same cluster,
while all other pairs are not. During the simulation, the
cluster size distribution is measured every 2000 Monte
Carlo steps. The free energy of a cluster containing N
particles can be calculated using
F (N) = −kBT ln
MN
Q∑
s=0
NTotal (s)
, (3)
where MN is the total number of times a cluster of size
N is observed, NTotal(s) is the total number of particles
present on the sphere at measurement s, and Q is the
total number of measurements made during the simula-
tion.
The methods described above can also be applied to
the canonical ensemble under certain conditions. In the
canonical ensemble, as the nucleus grows, the gas phase
is depleted. Therefore, if there is more than one nucleus
in the system, the nuclei’s free energies are not indepen-
dent and they should not be considered separately. This
means that, in the canonical ensemble, this definition of
the free energy of a cluster can only be applied to sit-
uations in which it is very unlikely that more than one
nucleus will be found in the system.
E. Umbrella sampling
When the barrier is low, the method of calculating
the free energy profile described in Sec. II D is sufficient.
However, when the barrier is high, clusters at the top
of the barrier are rarely seen and so this region is poorly
sampled. In these cases, umbrella sampling is needed [37,
54, 55]. Here, a fictitious biasing potential, which favours
systems containing otherwise unlikely clusters, is added
to the normal interaction potential. This bias can then
be factorised out of the resulting histograms. We chose
the biasing potential
Ubias =
1
2
λ (N −Ntarget)
2
,
where N is the number of particles in the largest cluster,
Ntarget is the cluster size which we would like to bias the
system towards, and λ determines the strength of the
biasing potential. For this work we found that λ = 0.024
produced good results.
In the canonical ensemble, the utility of umbrella sam-
pling is somewhat limited. In order for the equilibrium
4state to contain a significant area of both phases, the
system must be prepared as a deeply supersaturated gas,
well into the spinodal region. One must be careful when
applying umbrella sampling to such systems. Consider a
system containing a small cluster, held within a narrow
size range by umbrella sampling. The remaining particles
are assumed to form a gas around the cluster. However,
in the canonical ensemble, it is possible that this gas may
still be supersaturated if the number of particles in the
system is high enough. In this case the gas will collapse
into additional liquid clusters. Therefore, the pathway
mapped out by successive umbrella sampling runs will
not represent the real transition pathway, which is simply
spinodal decomposition. However, when the target nu-
cleus is larger, so that the remaining gas is dilute enough
that it does not spontaneously condense, umbrella sam-
pling can be safely used. Therefore, one can map the free
energy of liquid clusters around the equilibrium cluster
size.
III. THE GRAND CANONICAL ENSEMBLE
A. Phase diagram
Nucleation is likely to be seen in conditions close to
coexistence, so knowledge of the phase diagram is nec-
essary for measurements of the nucleation barrier to be
made. We employed the multiple histogram reweighting
technique to measure the gas–liquid coexistence curve of
our model in the grand canonical ensemble. We chose
to do this for a sphere of radius R = 7, which is small
enough that the effects of curvature may be observed but
large enough to hold sufficient particles for our measure-
ments. We compare this phase diagram to that on a
periodic square plane of the same area. It can be seen
in Fig. 2 that these two phase diagrams are very similar.
There are two reasons for this. The first is that both the
gas and liquid phases are amorphous so, unlike for elastic
structures such as crystals, little structural frustration is
introduced by the curvature [3, 17, 31, 56–58]. The sec-
ond is that, for the overwhelming majority of the sampled
states, the sphere is covered entirely in either liquid or
gas, so there are no interfaces. Therefore, the overall
geometry of the structure does not affect the phase be-
haviour (as it would if there were a phase boundary in the
system, see Sec. III B). For radii other than 7 the same
result was observed, except on spheres so small that they
could only hold a few tens of particles.
B. Nucleation
We measure the free energy barrier to the nucleation
of the liquid phase on a sphere of radius R = 7 with um-
brella sampling. Fig. 3 shows the resulting free energy
as a function of the number of particles in the largest
cluster, as defined in Sec. II D. The first feature of the
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FIG. 2. Top: Snapshots of simulations on a sphere of radius
R = 7, in the gas and liquid phases from grand canonical sim-
ulations. Particles are coloured by their coordination number
as indicated in the legend. Bottom: The coexistence curve
of truncated, shifted and smoothed Lennard-Jones particles
confined to the sphere (blue) and to a periodic square plane
(orange) with equal area. It can be seen that the geometry of
the surface does not strongly affect the gas–liquid coexistence
curve in this system.
free energy curve is a barrier, caused by the competition
between the bulk free energy of the liquid phase and the
line tension between the liquid and gas phases. The sec-
ond feature is the minimum that is seen on the far side
of the nucleation barrier. This is caused by the cluster
completely covering the sphere. Adding further particles
to the surface increases the density of the liquid phase
above its equilibrium value, which has a high free energy
cost.
In order to develop a model that explains these fea-
tures, we start with the result from classical nucleation
theory (CNT). In the grand canonical ensemble, the ther-
modynamic potential (free energy) is the grand potential
Φ = F −µN , where F is the Helmholtz free energy. The
change in grand potential for creation of a nucleus is
∆Φ = γP +AL (P )∆φ, (4)
where γ is the line tension, ∆φ = φL − φG is the bulk
free energy of the nucleating phase relative to the parent
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FIG. 3. An example nucleation curve taken from grand canon-
ical simulations on a sphere of R = 7 at z = 20.90. Fits to
the CNT model assuming planar geometry, the Go´mez mod-
ification to the line tension and the full spherical model are
also shown.
phase per unit area, P is the perimeter of the nucleus
and AL (P ) is the area of the nucleus as a function of its
perimeter. Fig. 3 includes an attempted fit of Eq. (4) to
the simulated results, assuming the usual planar relation
AL (P ) = piP
2/4. It can be seen that Eq. (4) not only
fails to capture the increase in the free energy at large
cluster sizes, it also cannot fit the shape of the initial
barrier.
Recently, Go´mez et al. developed a continuum Lan-
dau theory for phase nucleation on curved surfaces [1],
which predicts that, in the absence of elasticity or finite
thickness, curvature affects the free energy barrier to nu-
cleation by altering the relationship between the perime-
ter of the nucleus and its area. On a plane, assuming
isotropic growth, A (P ) ∝ P 2. However, on surfaces with
positive (negative) Gaussian curvature, the area grows
faster (slower) as a function of P than on a plane. This
will naturally change the shape of the free energy profile
described in Eq. (4). On the sphere, the perimeter of a
spherical cap of area AL is given by
P (AL) =
√
4pi
(
AL −
A2L
A0
)
, (5)
where A0 is the total surface area of the sphere. As shown
in Fig. 3, this modification is sufficient to capture the
shape of the barrier.
In order to model the increase in free energy caused
by the spherical confinement, a density-dependent free
energy is needed. This model is built on the assumptions
(i) that the free energy can be written as the sum of a
bulk term and a term describing line tension; (ii) that
the liquid phase can be modelled as a van der Waals-like
fluid; (iii) that the gas phase can be modelled as an ideal
gas; (iv) that the density of the gas phase is constant (i.e.,
the gas is in chemical equilibrium with the particle bath
throughout the nucleation process); and (v) that the line
tension between the gas and liquid phases is constant.
Under these assumptions, the free energy of a liquid
cluster is
ΦL = −NkBT
[
1 + ln
(
AL −Nb
NΛ2
)]
−
aN2
AL
−µLN, (6)
where N is the number of particles in the liquid cluster,
AL is the area of the liquid cluster, and a and b are the
van der Waals parameters, representing the attraction
between two particles, and the area occupied by a single
gas particle respectively [59]. In Eq. (6), the chemical po-
tential of the liquid droplet is denoted µL to allow for the
fact that the droplet is not, in principle, in equilibrium
with the particle bath. The corresponding activity [see
Eq. (1)] is zL = A0Λ
−2 exp(µL/kBT ), so that ΦL may
also be written as
ΦL = −NkBT
[
1 + ln
(
AL −Nb
NA0
)]
−
aN2
AL
−NkBT ln(zL).
It is the loss of area available to particles represented by
the first logarithmic term in the expression for ΦL that
will ultimately lead to the sharp increase in free energy
of large liquid clusters.
As the liquid phase grows, it replaces an equal area of
ideal gas with free energy
ΦG = −pAL = −nGALkBT = −
z
A0
ALkBT,
where nG is the number density of the gas phase. As
with CNT, the free energy cost of forming the interface
between the gas and liquid phases is
Φint = γP (AL).
The total free energy of formation of a liquid cluster
containing N particles of size AL is
∆Φ = ΦL +Φint − ΦG + d,
where d is a constant containing the translational entropy
of the liquid cluster as a whole [60–62]. The full form of
the equation is then
6∆Φ = −NkBT
[
1 + ln
(
AL −Nb
NA0
)]
−
aN2
AL
−NkBT ln (zL) + γ
√
4pi
(
AL −
A2L
A0
)
+ zkBT
AL
A0
+ d. (7)
TABLE I. Fitting parameters for the grand canonical ensem-
ble activity sweep shown in Fig. 4. The following fitting pa-
rameters were constrained to be identical across the whole set
of simulations: a = 1.26, b = 0.736, γ = 0.054, d = 1.78.
ln (z) 3.033 3.035 3.037 3.040 3.042
ln (zL) 3.603 3.605 3.607 3.610 3.611
Eq. (7) has two mutually dependent variables: the clus-
ter area AL and the number of particles it contains N . In
order to fit the function to a simulated free energy pro-
file measured using Eq. (3), a function AL(N) is required.
Rather than making a prediction for this function, we in-
stead assume that for any N , the nucleus adopts the area
that minimises its free energy, calculated by minimising
Eq. (7) for AL(N). We find that the optimal AL scales
linearly with N , consistent with a constant liquid density
nL, until the liquid covers the sphere. AL(N) then levels
off at the total area A0 of the sphere.
Having optimised AL, the model has five fitting pa-
rameters: a, b, d, zL and γ. Although the parameters
a and b are related via the second virial coefficient B2
by a/kBT = b − B2 in the exact van der Waals model,
we find it necessary to treat a and b independently to
capture the behaviour of the Lennard-Jones liquid.
Fig. 3 shows a fit of the model in Eq. (7) to the simu-
lated nucleation curve at z = 20.90 and T = 0.40. It
can be seen that this model successfully captures the
full free energy profile. To demonstrate that we are not
simply over-fitting the data, a series of simulations were
performed with a range of applied activities, as shown
in Fig. 4. We predict that the only fitting parameter
that should be modified by changing the activity is zL
as this is related to the chemical potential of the out-of-
equilibrium liquid droplet. Therefore, we can fit all the
curves simultaneously, requiring that all fitting parame-
ters, except zL, are the same for each curve. The values
of the fitting parameters can be found in Table I. It can
be seen that even with these restrictions, the model fits
all the data very well, suggesting that it does correctly
describe all features of gas–liquid nucleation on a sphere
in the grand canonical ensemble. It is also worth noting
that the fitted activity of the liquid domain zL is close to
that of the reservoir z. Furthermore, the liquid density
nL from the relation AL(N) is constant at 0.87 for all the
curves in Fig. 4.
C. Critical nuclei
By comparing the geometric curvature of the perimeter
of a spherical cap to that of a circle on a plane, Go´mez
et al. predicted that the radius of the critical nucleus
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FIG. 4. The free energy barrier to the nucleation of the liquid
phase for Lennard-Jones particles on the surface of a sphere of
radius R = 7 in the grand canonical ensemble for an array of
applied activities. The temperature for all simulations is T =
0.40. Solid lines correspond to simulation data and dashed
lines to fits to the theoretical model described in Sec. III B.
depends on the radius of the spherical surface according
to [1]
rc(R) = R arctan
(
r0c
R
)
, (8)
where rc(R) is the (geodesic) radius of the critical nucleus
on a sphere of radius R, given that the critical nucleus
of the equivalent system on the plane would be r0c . This
mapping between the planar and spherical systems im-
plicitly makes the assumption that the line tension and
difference in free energy density between the phases are
independent of the curvature of the surface.
To test the prediction in Eq. (8) over a range of con-
ditions, we ran three sets of simulations. For each set,
the temperature and chemical potential were kept con-
stant while the radius of the confining sphere was varied.
For reference, we quote the activity zref corresponding to
the chosen chemical potential at radius R = 7, noting
that Eq. (1) for the activity includes a factor of A0. The
results for one such set of simulations are shown in Fig. 5.
As discussed in the previous subsection, for each free
energy profile, we typically observe a constant liquid den-
sity nL until the liquid covers the sphere. We use this liq-
uid density to convert the measured number of particles
in the critical nucleus to the radius of the critical nucleus,
rc, assuming that the critical nucleus is a spherical cap.
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FIG. 5. Free energy profile measured for grand canonical
systems on spheres of different radii, but with the chemical
potential fixed so that it corresponds to an activity of zref =
20.90 on a sphere of radius R = 7. The temperature for all
simulations is T = 0.40
.
TABLE II. Line tensions extracted from the free energy pro-
files using Eq. (7) for the points plotted in Fig. 6. The top
row corresponds to the red squares in Fig. 6. The second row
corresponds to green circles and the third to blue diamonds.
(zref , T ) R = 4 R = 5 R = 6 R = 7 R = 8 R = 9 R = 10
(19.0,0.391) 0.096 0.086 0.079 0.077 0.073 0.071 0.077
(20.6,0.396) 0.088 0.079 0.075 0.077 0.076 0.075 0.072
(20.9,0.400) 0.068 0.058 0.054 0.049 0.049 0.044 0.041
We estimate the uncertainty in rc by repeating the sim-
ulation of a representative free energy curve five times,
then calculating the uncertainty in the barrier height. By
comparing this to the form of the nucleation curve at the
top of the barrier, we estimate the error in the number
of particles in a critical nucleus to be approximately ±6
and from this calculate the corresponding error in the
radius. Each set of simulations can then be fitted to
Eq. (8) to obtain r0c , the corresponding critical nucleus
radius on the flat surface. We note that, in several cases,
the predicted value of r0c would be impractically large to
measure in a simulation.
For one activity–temperature pair (zref , T ), the sim-
ulation results can be fitted well to Eq. (8), and they
fall close to a single line as shown in Fig. 6 (green cir-
cles). However, for the remaining two (zref , T ) pairs, the
fit breaks down for the points which correspond to two
smallest radii: R = 4 and R = 5. To understand why
this is the case, we fit Eq. (7) to the free energy profiles
to extract the line tension in each case. For one of the
sets (green circles), the line tension is almost indepen-
dent of sphere radius, as shown in Table II. In this set
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FIG. 6. The size of the critical nucleus varies with the radius
of the confining sphere. These data are plotted for three sets
of grand canonical simulations at different temperatures and
activities.
of data, the geometrical correction embodied in Eq. (8)
is sufficient to relate the spherical and planar cases. In
contrast, for the remaining sets (red squares and blue
diamonds), which correspond to lower supersaturations,
the fitted line tension decreases with increasing radius of
curvature (Table II), and this effect is particularly pro-
nounced at low radii. This trend could reflect either in-
creased sensitivity of the surface tension to curvature as
the phase boundary is approached, or greater deviation
from the idealised spherical cap shape that the nucleus is
assumed to adopt. Eq. (8) neglects any curvature depen-
dence of the line tension or nucleus shape [1], and Fig. 6
demonstrates that such dependence can have a significant
influence.
IV. THE CANONICAL ENSEMBLE
In the canonical ensemble, the total number of parti-
cles, N0, is fixed in a given system. As the spherical sur-
face we are considering is intrinsically finite in extent, the
canonical and grand canonical ensembles are not equiva-
lent. In particular, the density of the gas phase decreases
when a liquid droplet forms in the canonical ensemble be-
cause the gas is not replenished by a particle bath as in
the grand canonical ensemble.
Similar considerations apply to three-dimensional [63]
and planar two-dimensional [64] systems with periodic
boundary conditions in the canonical ensemble. In
these cases, an evaporation–condensation transition is
observed as a function of increasing density. First, a
droplet condenses from the supersaturated vapour. At
higher densities the condensed phase grows and a perco-
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FIG. 7. Top: Snapshots of equilibrium configurations taken
from simulations on a sphere of radius R = 7 at T = 0.40
in the canonical ensemble. At N0 = 50 (left) the surface is
covered by a homogeneous gas of isolated particles and small
clusters. At N0 = 250 (right) there is a single cap-shaped
liquid drop in equilibrium with a gas. Particles are coloured
according to their coordination number as indicated in the
legend. Bottom: The free energy variation of a liquid cluster
around its equilibrium size on a sphere of radius R = 7 for
four quantities of particles in the canonical ensemble. The
temperature for all simulations is T = 0.40. Solid lines are
taken from umbrella sampling simulations, while the dashed
lines are fits to the MRB model. The values of the parameters
of the model can be found in Table III.
lating slab geometry becomes preferable; this geometry
reduces the surface area or perimeter of the condensed
phase and is effectively stabilised by the periodic bound-
ary conditions. Finally, for even denser cases, the vapour
phase is reduced to a bubble within a continuous con-
densed phase. In the spherically confined case, we ob-
serve states analogous to the initial gas state and to the
droplet–gas equilibrium, as illustrated by the snapshots
in Fig. 7. The bubble state is continuously reached from
the droplet by increasing the density, as the droplet sim-
ply grows to cover more than half of the sphere’s surface.
The equivalent of the slab phase would be a condensed
band, or spherical cap with a hole. This intermediate
state does not arise on the sphere since, unlike the pe-
riodic planar case, the creation of the second interface
always increases the total perimeter of the droplet and is
therefore thermodynamically unfavourable.
We have used umbrella sampling simulations to follow
the free energy of a liquid droplet in the canonical en-
semble for a selection of values of N0. Fig. 7 shows the
free energy of a system containing a single cluster em-
bedded in the gas phase, around the equilibrium cluster
size. In this case, the sharp increase in free energy with
the size of the liquid cluster is not caused by high density
across the surface. Instead, at large cluster sizes, the gas
phase is depleted below its equilibrium density. As more
gas particles are absorbed into the liquid cluster, the loss
of entropy outweighs the energy gain of joining the liq-
uid cluster. In contrast to the grand canonical ensemble,
the position of the minimum is heavily dependent on the
initial density of the parent gas phase in the canonical
ensemble.
For sufficiently small N0 (in the vicinity of 100 in
Fig. 7), the sphere is uniformly covered in a gas of iso-
lated particles and small clusters, and the local minimum
in the free energy corresponding to the droplet vanishes.
Although it is hard to precisely locate the value of N0
at which the minimum disappears, this point, in princi-
ple, defines the density of the finite-size equivalent of the
first-order phase transition. This threshold is an intrin-
sic property of a given sphere size and depends on its
radius, but should approach the thermodynamic limit of
the planar case as the radius of the sphere becomes very
large.
In order to understand the free energy curves, we have
developed a model for the free energy of a single liq-
uid cluster surrounded by gas and confined to a sphere
in the canonical ensemble. This model is based on one
developed by Rao and Berne for finite, Euclidean, three-
dimensional systems in the canonical ensemble [28]. A
related approach was also adopted by Reguera et al. [34].
The model is based on the assumption that a single liq-
uid cluster grows in the finite bath of the gas phase. Our
version of the model accounts for the two-dimensional
spherical geometry by introducing the line tension term
described in Eq. (5). As in the original model by Rao
and Berne [28], we choose to truncate the virial expan-
sion at the second term. The model is derived in detail
in Appendix A and its complete form is
9∆F = N0kBT
[
ln
(
nG
n0
)
+ 2B2 (nG − n0)
]
+NkBT
[
ln
(
nG∞
nG
)
+ 2B2 (nG∞ − nG) +
nG − nG∞ +B2
(
n2G − n
2
G∞
)
nL∞
]
−A0kBT
[
nG +B2n
2
G − n0 −B2n
2
0
]
+ γ
√
4pi
(
N
nL∞
−
N2
nL∞A0
)
+ d, (9)
where
nG =
N0 −N
A0 −N/nL∞
, (10)
is the density of the gas in the space not occupied by the
liquid cluster. N0 is the total number of particles on the
sphere of area A0, giving an overall density n0 = N0/A0.
B2 is the second virial coefficient, which depends on the
curvature of the surface and is evaluated by numerical
integration. The parameters in the model are nL∞, the
equilibrium liquid density; nG∞, the equilibrium gas den-
sity; γ, the line tension; and d, a constant which contains
the translational entropy of the cluster. All other sym-
bols have their previous meanings. We refer to Eq. (9)
as the modified Rao–Berne (MRB) model.
When applying the MRB model, we take the line ten-
sion γ obtained in the grand canonical simulations in
Sec. III with the same sphere radius and temperature.
The equilibrium liquid density, nL∞, is estimated as fol-
lows. A simulation is run without umbrella sampling.
During the simulation, the total number of particles in a
liquid-like environment (as defined in Sec. II D) is aver-
aged. The Voronoi decomposition on the sphere is also
taken of the particle locations [65]. A histogram of the
area of each Voronoi cell is constructed. The location of
the peak of this histogram is an estimate for the inverse
density of the liquid phase, as most particles are found
in the bulk of the liquid cluster.
This leaves only the equilibrium reference gas density
nG∞ and the offset d to be fitted. We constrain nG∞
to be the same for all runs, since it should be the same
for a given temperature and sphere radius, and we allow
d to be different for each curve. The results of these
fits to the simulation data are shown as dashed lines in
Fig. 7 and the corresponding values of the parameters are
given in Table III. It can be seen that the theory fits the
simulation closely, for systems with a single large cluster.
V. CONCLUSIONS
We have shown that the thermodynamics of a two-
dimensional soft system in disordered phases confined to
the surface of a sphere is dominated by the effects of
the surface geometry on the cluster boundary and on
the finite extent of the surface. Unlike the planar two-
dimensional case, the finite size of these curved systems
is a natural consequence of being embedded on a sphere,
TABLE III. The calculated and fitted parameters for liquid
cluster formation on a sphere of radius R = 7 at temperature
T = 0.40 in the canonical ensemble. nL∞, B2 and γ are
calculated and have the values of nL∞ = 0.951, B2 = −6.247,
γ = 0.054. nG∞ and d are fitted. nG∞ is constrained to have
the same value for all runs, and the best fit value is 0.120. d
is fitted separately for each run.
N0 d
100 −0.031
150 −11.40
200 −35.79
250 −75.23
providing a physical realisation of an intrinsically finite
system with neither hard boundaries nor artificial peri-
odic boundary conditions.
In the grand canonical ensemble, the phase diagram of
a system of Lennard-Jones particles on a sphere is indis-
tinguishable from that of a periodic plane of the same
area. This is because both phases are fluids and neither
of the two (meta-)stable states of the system contains a
phase boundary; the sphere is fully covered in either liq-
uid or gas. However, the nucleation process is influenced
by curvature. The free energy of the growing nucleus
is initially modified by the geometry of the surface, and
growth is later arrested when the surface is fully covered.
A model, based on classical nucleation theory and mod-
ified to handle these additional considerations, is able
to rationalise the simulation results. By investigating
spheres of different radii over a range of conditions, we
were also able to confirm the prediction for the curvature
dependence of the critical nucleus size made by Go´mez
et al. [1] provided the sphere radius and supersaturation
is not too low. At low supersaturation, we find that the
line tension decreases monotonically with increasing ra-
dius of curvature, which conflicts with the assumption of
constant line tension used in Ref. [1].
Due to the finite size of the system, ensemble equiv-
alence does not hold for the system we are considering.
As discussed in Sec. II E nucleation is not observed in the
canonical ensemble of the Lennard-Jones particles. In-
stead, at sufficiently high densities a stable liquid cluster
is established in equilibrium with a depleted gas phase,
and the free energy for formation of the droplet at around
its equilibrium size could be measured. In contrast to the
analogous evaporation–condensation transition in a pla-
nar two-dimensional system [64], there is no intermediate
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slab-like phase because creation of a second gas–liquid in-
terface can never reduce the total perimeter of a droplet
on a sphere. A modified Rao–Berne model (with just
two fitting parameters for a whole family of free energy
profiles) was able to capture both the equilibrium liquid
cluster size and the free energy of clusters close to the
equilibrium size.
There are a number of possible extensions to the work
presented here. Firstly, we have concentrated on the
disordered phases. An interesting future direction is to
consider the nucleation and/or growth of the crystalline
phases. Secondly, it is now possible to experimentally
realise surfaces with non-constant Gaussian curvature,
such as tori and unduloids [25–27]. In contrast to spheri-
cal surfaces, curvature inhomogeneities on these surfaces
break the translational invariance of the nucleation pro-
cess. Thirdly, many real two dimensional systems are
confined to flexible, rather than fixed, curved surfaces
[66–69]. Examining the interdependence of the confined
colloidal phase and the shape of the underlying confining
surface is a challenging and important open problem.
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Appendix A: The modified Rao–Berne model
Rao and Berne formulated a model of nucleation in
finite three-dimensional systems at constant NV T [28].
The derivation below closely follows theirs, but we con-
sider the two dimensional case. Up to the second virial
coefficient, the vapour pressure p as a function of the
density nG is
p(nG) = nGkBT (1 +B2nG) , (A1)
where T is the temperature and nG is given by Eq. (10).
The chemical potential per molecule µG is
µG(nG) = µ
0
G + kBT (lnnG + 2B2nG) , (A2)
where µ0G is a reference chemical potential. The total
Gibbs free energy G of a system containing a droplet
surrounded by gas is
G = GG +GL +Gint,
where
GG = (N0 −N)µG, (A3)
GL = NµL, (A4)
and
Gint = γP. (A5)
N0 is the total number of particles in the system, N is the
number of particles in the liquid cluster, µL is the chemi-
cal potential per liquid particle and P is the perimeter of
the cluster. µL can be calculated using the Gibbs-Duhem
relation
µL = µL (nL∞) +
1
nL∞
(p− p∞) , (A6)
where nL∞ is the equilibrium liquid density and p∞ is the
corresponding reference pressure. Noting that at equilib-
rium
µL (nL∞) = µG (nG∞) , (A7)
µG (nG∞) and hence µL (nL∞) can be calculated from
Eq. (A2). Using Eq. (A1), we can also write the equilib-
rium pressure as
p∞ = nG∞kBT (1 +B2nG∞) . (A8)
The Helmholtz free energy F in two dimensions is
F = G− pA.
Starting from a gas of initial density n0 = N0/A0, the
free energy change associated with the formation of a
liquid cluster containing N particles is
∆F = G−N0µG(n0)− [p(nG)− p(n0)]A0. (A9)
We now have all the components required to assemble
Eq. (9). Inserting Eqs. (A3) to (A5) into Eq. (A9) and
collecting terms gives
∆F = N0 [µG(nG)− µG(n0)] +N [µL − µG(nG)]−
[p(nG)− p(n0)]A0 + γP.
Substitution of Eqs. (5), (A1), (A2), (A6) and (A8) for
P , p, µG, µL and p∞ then gives the full expression in
Eq. (9).
In this approach to the canonical ensemble, the chemi-
cal potentials of the reference liquid and gas phases have
been directly equated in Eq. (A7) and it is necessary to
account for the non-ideality of the gas (via the second
virial coefficient) to obtain acceptable results. In con-
trast, for the treatment of the grand canonical ensem-
ble in Sec. III, we approach the liquid and gas contribu-
tions explicitly, using van der Waals-like parameters to
describe the liquid. There, it is sufficient to treat the gas
as ideal, and including the non-ideality of the gas results
in negligible changes to the fitting parameters.
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