Abstract
Introduction
Programmers working with complex and possibly large persistent data structures are faced with the problem that there are two, mostly incompatible, views of structured data, namely data in primary and secondary storage. In primary storage, pointers are used to construct complex relationships among data; establishing these relationships without pointers is often cumbersome and expensive.
Significant research has occurred over the last decade, starting with the seminal work by Atkinson and Morrison [8, 93 , on efficient and simple-to-use methodologies for constructing, storing, and subsequently retrieving large persistent data structures in a fashion that makes the secondary storage transparent to the programmer. The approaches extend primary storage practices and tools so that they also apply to secondary storage. Merging primary and secondary storage in this way produces a single-level store, which gives the illusion that data on secondary storage is accessible in the same way as data in primary storage. This uniform view of data eliminates the need for expensive execution-time conversions of structured data between primary and secondary storage and allows the expressive power and the data structuring capabilities of a general purpose programming language to be used for secondary storage. Although a single-level store was investigated as far back as the Multics system (1968) [26] , it has seen only limited use even in the field of operating systems; only in the last few years has this approach blossomed in both the database and programming language communities [28, 13, 32, 211 . For complex data structures, a singlelevel store offers substantial performance advantages over conventional file access, which is crucial to database applications such as computer-aided design, text management, and geographical information systems.
While there are several ways to implement a singlelevel store, many projects do so using memory-mapping. Memory mapping is the use of virtual memory to map files stored on secondary storage into primary storage so that the data is directly accessible by the processor's instructions. In this environment, there are no explicit read and write routine calls to access data on disk. All read and write operations are done implicitly by the operating system during execution of a program. When the working set of an application can be kept entirely in memory, performance begins to approach that of memory-resident databases.
The goal of this work is to investigate the behaviour of existing database algorithms in a particular kind of memory mapped environment, especially in highly parallel systems. The algorithm chosen as the starting point for this work is the join algorithm: "Because any data model supporting sets and lists requires at least intersection, union, and difference operations for large sets, we believe that [the discussion of join algorithms] is relevant to relational, extensible, and object-oriented database systems alike." [ 171 In particular, this work examines parallel versions of nested loops, sort-merge, and Grace [20] algorithms for memory mapped environments. A quantitative analytical model has been designed and validated through experiments for each parallel join algorithm. Our hope is that the model will act as a high-level filter for data structure and algorithm designers to predict general performance behaviour without having to construct and test specific approaches. More importantly, a quantitative model is an essential tool for subsystems such as a query optimizer.
Related Work
The influences on our work stretch across a number of areas within computer science. We divide our brief survey of the literature into three areas: persistence through memory mapping, theoretical VO modelling, and other studies on database joins in shared-memory environments.
Related Memory-Mapping Approaches
All approaches to implementing memory mapped single-level stores have to deal with the address consistency problem. When data is copied from secondary to primary storage, either the data must be positioned exactly where it was created (to maintain integrity of references), or the addresses must be modified to reflect its new location. The former case is difficult to handle because data from two or more memory mapped files may map to the same location, producing an irreconcilable conflict. The latter case is difficult to handle because it must be possible to locate all pointers so they can be updated, and there is the additional runtime cost of modifying the pointers. Pointer modification may be handled eagerly or lazily; in general, eager modification of pointers is called relocation and lazy modification is called pointer swizzling [ 12,251. Objectstore [21] is a commercial product that uses pointer relocation, Paul Wilson has developed related pointer swizzling schemes [38] , and other pointer relocation schemes are appearing, such as Quickstore [37] .
However, we argue that a significant performance advantage of a single-level store is lost if all the pointers within it have to be relocated or swizzled. This loss of advantage is especially significant for operations that incur high overhead in data preparation; examples include operations like sequential scans, where the data is accessed only once, and operations that deal with large data structures with small primary storage, where the data is implicitly fetched and prepared multiple times. Therefore, we are pursuing the alternative approach of exact positioning of data so relocation or swizzling of pointers is significantly or completely eliminated during transfers to and from secondary storage.
To this end, we are developing pDatabase [ 1 I], a toolkit for building persistent data structures using the "exact positioning of data" approach to memory mapping. pDatabase employs a novel technique that allows application of an old solution to the problem of address collisions when mapping multiple memory mapped data structures. The old solution is hardware segmentation; each hardware segment is an address space starting at a virtual zero, in which a persistent data structure can be built, stored, and subsequently retrieved and modified. Multiple segments can be simultaneously accessed in a single application because each segment has its own non-conflicting address-space. When a segment is mapped into memory, pointers within the segment do not require modification; pointers outside the segment do require modification, but in general, these pointers represent a small percentage of the total number of pointers in a data structure. Our technique uses the UNIX system call m a p to mimic segmentation on hardware that does not support it. Furthermore, pDatabase has direct access to the concurrency facilities provided by pC+t [IO] , which allows a high level of concurrency through multi-threading.
The main disadvantage of our technique is the need to perform additional copying when transferring data from segment to segment. When the hardware does not support segmentation, no inter-segment copy instruction exists. Therefore, it is necessary for segments to share some portion of their address space for transferring information; hence, our segments have an address space that is divided into private and shared portions (see 111 J for details).
Related Theoretical Models
In recent years, attempts have been made to model the U 0 bottleneck, and spatial and temporal locality from within the theoretical framework. These models build on the framework of the sequential RAM [5] and its parallel variant, the PRAM [14]. The first step towards a more realistic memory model is distinguishing between local and global memory [27, 21, yielding a two-level memory scheme. More recently, there have been attempts to model multi-level memory [l, 3, 61, both in sequential and parallel settings. The notions of block transfer and hierarchy are developed further in a parallel model in which memory consists of a tree of modules, where computation takes place at the leaves [6] . U 0 complexity models start with a single disk and CPU with block transfer [18, 41 and continue through parallel disks with flat memory and hierarchical memory [35, 361. Our analytical model draws on ideas from several of these papers, though our intent is not to characterize the complexity of problems, but rather to predict performance on many real architectures.
Related Database Studies
Our work builds on the framework proposed by Shekita and Carey [33] . They present an unvalidated singleprocessor, single-disk model for three pointer-based join algorithms: nested loops, sort-merge, hybrid hash. Our model is multiprocessor, multi-disk and removes or modifies a number of simplifying assumptions made by Shekita and Carey. They assume the cost of I/O on a single byte to be a constant, not taking into account seek times or the possibility of savings using block transfer; they do not distinguish between sequential and random I/O; they do not consider ithe fact that the minimum I/O transfer unit on virtually id1 eomputers is at least a disk sector and more common1:y a page. For the hybrid-hash algorithm, two assumptions made in their paper need to be extracted from the analysis: constant-time hashing, and clustering of identical references in a single hash chain. We replaced the second assumption with the weaker assumption that a11 objects of the inner relation referenced in one hash chain can fit into the portion of memory not used by the hash table.
Shapiro [3 11 analyzes sort-merge and three hash-based algorithm:; and also provides a discussion of various memory-management strategies. Again, no experimental data is provided to validate the model.
Lieuwen, IDeWitt and Mehta E221 analyze parallel versions of Hash-Loops and Hybrid-Hash pointer-based join algorithms and compare them to a new algorithm, the Probe-child join algorihtm. Their work also builds upon E331 but has a different emphasis from our work in that we develop a validated model for a shared memory architecture based upon the memory mapping approach.
Martin, Larson and Deshpande [24] present a validated analytical model for a multi-processor, single disk situation in a s hared-memory based traditional system. Their model assumes perfect inter-process parallelism and perfect processing-I/O parallelism. We make neither assumption in our model.
Our work extends the work in the above papers in a number of ways: by allowing multiple processors and multiple disks (resulting in further algorithm design decisions in the course of parallelizing the standard join algorithms mentioned here), by drawing a distinction between private and shared memory, and of course by using a memory mapped environment. The parallelization used in our algorithms has been influenced by ideas presented in [30] . In addition, our analysis is quantitative as opposed to the qualitative anadysis in other models; our model has measured parameters that quantify the environment in which the join occurs, such as how disk I/O is affected by all aspects of the join.
Modelling
Our model has as components a number of processes, each having: its own segment with a private area of memory and a shared area of memory accessible to all processors through which communications takes place, and a number of disks allowing parallel VO. size. When the band size is one block, access is sequential; when the band size is greater, access is random over that area. Thus, average time increases as the band size increases. One curve is for random reading in a band (no duplicates); the other curve is for a random writing in the band (no duplicates). One might expect the read and write times to be identical. However, while a read page fault must cause an immediate I/O operation, writing dirty pages can be deferred allowing for the possibility of parallel I/O and optimization using shortest seek-time scheduling algorithms. Thus, writes, on average, cost less than reads. The two curves are used to interpolate disk transfer times for reading, dttr, and writing, dtt,, respectively. Both dtt, and dtt, are machine dependent and must be measured for the specific machine/disk combination doing the join. 1600 4800 8000 11200
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Memory Mapping Setup
The cost of three fundamental memory mapping operations, namely, creating a mapping for a new area of disk, establishing a mapping to an existing area of disk, and destroying a mapping as well as its data in an existing area of disk, is modelled by three measured functions, newMup, openMap and deleteMap. Each of these functions takes the size of the mapping as an argument. Fig. l(b) shows the measured values of these three functions for our experiments. All mapping costs increase with size since constructing the page table and acquiring disk space increases linearly with the size of the file mapped. New mappings are more expensive than existing mappings since new disk space must be acquired. Deleting is the least expensive as only the storage for the page table and disk space need to be freed.
Parallel Pointer-Based Join Algorithms
We design and analyze the parallel pointer-based versions of nested loops, sort-merge, and a variation of Grace join algorithms. We consider the joining of a relation R with S. In pointer-based join algorithms, the join attribute is a virtual pointer to objects in S, which is ideal for our memory mapped environment and results in significant performance advantages. A virtual pointer provides an implicit ordering of objects in S, which is exploited to eliminate the usual sorting or hashing of S in sort-merge and hash-based joins, respectively.
We assume that S is initially partitioned on D disks into equal-sized partitions St,. . . , SD and that the containing partition for an object of S can be computed, in time map, from a pointer to that object. We further assume that the join attributes are randomly distributed in R, which is also divided into equal-sized partitions R I , . . . , RD. Finally, each relation is managed by a process (Rproc and Sproc) which is aware of the structure of the relations, and Rproc is capable of carrying out the join itself, The following parameters are defined for various relations and their subsets. 1x1 denotes the number of objects in X and & is the number of pages in X . r,s denote the size of a single object in R and S respectively. For our algorithms, private memory is viewed as being divided into D pieces, where the ith piece is associated with partition Ri. We describe the algorithm as it progresses on the ith piece, with the understanding that work on the remaining D -1 pieces is progressing in an analogous fashion in parallel. Our experiments use D processors each for R and S to achieve maximum parallelism.The partitions of R are further divided into sub-partitions based on the partitions of S to which the join attributes point. The subset of Ri with join attributes residing in partition Sj is called R~J . Rsj denotes the set of all objects in R that have pointers to objects in S,, i.e., Rsj = UEl Ri,j. This substructure is illustrated in the figures for subsequent algorithms. For a given i, the R~J sub-partition may have some skew in size since sub-partitions may contain more references to some Sj and fewer to others; the amount of skew is defined as skew = maxj{lRi,jl/(lRil/D)}. Skew is important as it affects the performance of certain algorithms.
A few more necessary parameters are defined with each specific algorithm. Finally, since every algorithm forms and outputs the same join, we do not count the time to do this in the analysis, nor do we assume that the join results are generated in any particular order.
In our analyses of join algorithms we compute quantities of time that can be summed to give the total elapsed time for Rproci. Since there is little or no contention during the D-fold parallelism, the total elapsed time for Rproci also represents the total time for the entire join.
While it is convenient to speak of data being read or written in the algorithms, input and output is not explicitly requested by our algorithms. When we speak of reading a block of data, the implementation actually accesses a location in virtual memory mapped to that block. If the block is no& in primary memory, it is read in by means of a page fault; otherwise, no disk access takes place. Similarly, when we speak of writing a file, no explicit action occurs in the implementation; the writing of a (dirty) block of data takes place when that page is replaced by the operating system. These actions are similar to what occurs in an exp1icitl:y managed buffer pool, where objects are fetched from already read buffers and written only when the buffer is written, albeit with more user control.
Paralllel Pointer-Based Nested Loops
Nested loops join works by sequentially traversing R, and for each R-object, accessing the S-object pointed to by the join attribute; R is called the outer relation and S the inner. The resulting random accesses to S make nested loops inefficient. A naive parallel version may partition R and S so that the Ri partitions can perform the join in parallel, accessing different Sj partitions simultaneously. However, parallelism in this case is inhibited by contention when several Ri reference the same Si; this contention can be reduced or eliminated.
In the traditional nested loops join, the smaller of the two relations is used as the inner relation so that it can be kept in the bluffer pool. In our system, S is always the inner relation unless S objects contain back pointers to R.
Algorithm
For each partition Ri in parallel, the algorithm operates in two ps1sse.s. In pass 0 (see fig. 2 ), Ri is read, one object at a time,, into the private memory of Rproci. In terms of actual UO, this translates to reading Ri in chunks of the virtual memory page size, B. In fig. 2 , an object is represented by a tuple (MAP(sptr),sptr), where IMAP(sptr) is the S partition containing the object pointed to by sptr. For each objelct in Ri, the S partition is computed from the join attribute and the object is copied (written) to a sub-partition inside of ,a temporary area RPi, which is mapped onto the same disk: as partition Ri. Hence, all the R-objects in Ri that point to an object in Sj are grouped together in subpartition "?P~,J. This sub-partitioning (mostly) eliminates disk contention in the next pass.
As an 'optimization, the objects in Ri that point to objects in S,; are immediately joined by extracting the join pointer, and having Sproci read the corresponding S object. Sproci dereferences the join attribute resulting in a read of the page of Si containing the object, if that page is not already in memory, and makes the S object available for thle join by putting it into shared memory. Rproci then does the join. As a further optimization, the requests for objects; from Si are grouped into a buffer of size G to reduce context switches between Rproci and Sproci.
Instead of putting RPi in its own segment, managed by another process, it is made part of the storage for Rproci. That is, R,i is located at the lowest address of the Rproci segment and storage for RPi is located after the storage for Ri. Hence, both Ri and RP;: are mapped to the private memory of Rp.roci. This organization eliminates the costs of segment-to-segment transfer, namely copying data through shared meimoiry. It also eliminates the cost of creating and managing an additional process for R e . The drawback of this optimization is that the maximum size of Ri is approximately half of the maximum address space size.
Pass 1 (see fig. 2 Since each partition is accessed, the band size of disk arm movement, Bandsize,,&, in the worst case, is the total size of all partitions:
As well, since random reads and writes are interspersed on the same disk, all dtt costs are for random I/O (i.e., it does not matter that some objects are read sequentially). The disk transfer times for Ri and RPi are PR, .
dttr(BandSizepasfi) and PRP, . dttw(BandSizePasso).
IRi,il S-objects are read randomly from Si, one object at a time, during the join, but some of those objects may be in memory already when requested. We use a result of Mackert and Lohman [23] to approximate the number of page faults, which corresponds to disk transfers. Their paper derives the following approximation: given a relation of N tuples overt pages, with i distinct key values and a bpage LRU buffer, if x key values are used to retrieve all matching tuples, then the number of page faults is wheren=max{j: j < i , t ( l -q j ) < b } a n d q = l -p = (1 -l/max(t,i))N/"n('~i).
Assuming the references to S are randomly distributed in R, the disk transfer time for Si in pass 0 is
In pass 1, RPi is read sequentially and Si is read randomly. Since only Si and RPi are used, the band size of disk ann movement, in the worst case, is the total size of both partitions: BandSize,,l = Psi + P R~. As well, since random reads and writes are interspersed on the same disk, all dtt costs are for random I/O. The disk transfer times for RPi and Si are P R~, . dtt,(BandSize,,,,~) and Further, in pass 0, each object of Ri is moved once, either to RP, or to shared memory for the join, and appropriate objects of Si are moved to shared memory for the join. The transfers from Ri to RPi or shared memory are simple memory transfers among areas of Rproci's memory due to the organization of Rproci's memory (see section 5.1). The corresponding data transfer cost is:
The transfers from Sj require a data movement from Sproci's private memory to shared memory so that an object can be accessed by Rproci; this requires two context switches, from Rproci to Sproci and back again so that Sproci can perform the transfer. To optimize context switching, shared memory of size G is used (see section 5.1). During the sequential pass of Ri, objects for Rj,i and their join attributes (Le., the S-pointers) are placed into this buffer until there is only room for the corresponding Si objects. While the S-pointer is available in the R object, it is copied so that Sproci does not have to know about the internal structure of R objects. The buffer is then given to SprOCi to copy the corresponding objects into the remaining portion of the buffer. The objects in the buffer can now be joined. The buffer reduces the number of context switches to SprOCi. The alternative is to join each individual R object when found during the sequential scan, which results in a context switch to Sproci for each object.
In pass 1, each object of RPi is moved once to shared memory, and appropriate objects of Si are moved to shared memory for the join in a total time of IRP,l+ ( 
Parallel Pointer-Based Sort-Merge
In nested loops, the random access of S slows down the join. Sort-merge changes the random access to a single sequential scan of S, resulting in a significant performance gain. While Shapiro's sort-merge [31] assumes only two passes, we permit multiple passes, writing out full records at each pass. Also, as noted earlier, the use of S-pointers as the join attribute makes sorting of Si unnecessary.
Algorithm
The first two passes of the parallel sort-merge algorithm are the same as in parallel nested loops (see sec. 5.1) except for one difference; in nested loops, Ri,i and R~J are joined with Si, whereas in sort-merge, Ri,i and RP;,j are written out to Rsi. Fig. 3 shows these two passes for sort-merge. Once the RS,'S have been formed, the sequential sortmerge algorithm is executed on each partition. The algorithm proceeds by first sorting, in parallel, all Rsi with respect to the join attributes to allow sequential access to Si. Sorting of Rsi is done using multi-way merge sort, with the aid of a heap and with intermediate runs stored on disk. In the final pass, S, is read in sequentially to perform the join.
RS'
Ri
RPi
As in nested loops, data movement is optimized by combining several partitions in Rproc,'s segment. That is, R, is located at the lowest address of the Rproc, segment, storage for RipL is located after that, and then all partitions for the RsJ . Hence, all these partitions are in the private memory of Rproc,. The saving in data transfers through shared memory is significant and is possible since RP, and the Rs, are temporary areas where the data is manipulated as objects without the need to dereference internal pointers. The drawback is that the maximum size of R, is approximately D + 1 times less than the maximum address space size. If this optimizaiion poses a problem, the RsJ can be separate segments; data can be copied to them through shared memory using a buffer. Our design and analysis introduce a number of parameters, some chosen by the programmer, and some specified by the implementation. The programmer must choose IRUN, the length of a run created from unsorted data from pass 1, and NRUN, the number of runs to be merged in a merging pass. In pass 2, ZRUN R-objects are read in and a heap of pointers to these objects is created. Heapsort is applied to this heap of pointers and then the sorted list of pointers is used to sort, in place, the corresponding R-objects. Thie resulting sorted run of IRUN R-objects is (eventually) written out to disk. These actions are repeated to sort successive runs until all of Rs, has been processed.
On subsequent merging passes, groups of NRUN sorted runs are merged using delete-insert operations on a heap of NRUN pointers. The heap always contains pointers to the next unprocessed element from each sorted run; when a pointer is deleted from the heap, the corresponding object is moved to the output run, and a pointer to the next object from the input run that contained the moved object is inserted Into the heap.
On the lasit merging pass, instead of writing out the merged R-objects, the corresponding objects from S, are read sequeintially and the join computed. The reading of the objects from S, is accomplished, as in nested loops, by means of a shared memory buffer of size G.
Paraimeter Choices
ZRUN is chosen to be the maximum so that an entire run, plus space for the heap of pointers, fits in memory, i.e., IRUN = I M R~~~~, / (~+ hp)J where hp is the size, in bytes, of an element in the heap of pointers.
Ideally, merging of runs requires at least one page of memory for each run; otherwise excessive thrashing occurs since pages are replaced before they are completely processed. In reality, with this minimum memory, pages are replaced prematurely since the LRU paging scheme makes the wrong decisions when replacing a page during the merging, passes. That is, when objects in an input page have been processed, the page is no longer needed, but it must age before it is finally removed; during the aging process, a page that is still being used for the output runs gets paged out, resdting in additional YO. In our implementation, we avoid the problem by reducing the value of NRUN, which is chosen to be M+roG, / ( 3 . €2) during all but the last pass (denoted NRUNA~L), and M R ,~~, / (~. B ) during the last pass. In other words, memory is underutilized to compensate for this anomaly so that the program behaves more consistently. The amount of underutilization is based on an approximation of the working set of the program during these passes.
Analysis
Given lRil = IRI/D and [Ri,i( = IRil/D.skew, for the largest of Ri,i, then IRPil = IRil .skew -IRi,il = (I RI . skew/D) (1 -1 /D) . Ri is adjusted by skew since there is synchronization between phases in this algorithm, therefore the worst case must be considered for each individual pass.
In pass 0, Ri is read sequentially, RPi is written (mostly) randomly, and Rsi is written sequentially. Disk layout is:
In order to heap-sort each individual run, an array of pointers to the IRUN R-objects in memory is converted into a heap using Floyd's heap construction algorithm (see [16, 151) In pass 1, RPi is read sequentially, and Rsi is written sequentially, giving BandSizepassl = PR~, + PRP,. The disk transfer times for Rsi and RPi are P R~~ .dttw(BandSizepassl) and PRP~ * dttr(BandSizepassl) respectively. All dtt formulas are for random U 0 due to wide fluctuations in the disk arm between regions read or written sequentially.
In pass 0, each object of Ri is moved once within Rproci's segment, either to RPi or to Rs,, at a cost of IRil. r ' MTpp. In pass 1, each object of RPi is moved once within Rproci's segment to the appropriate Rsi at a cost of IRPiJ . r MTpp. The mapping cost for pass 0, which generate an S partition from an S-pointer, is I Ri I . map.
In pass 2 (the heap-sorting pass), runs of size ZRUN objects from Rsi are sequentially read in and sorted in place. Since there is no explicit writing, the previous sorted run is written back by the operating system as the pages age with mostly random writes. This results in a disk band size that is twice the size of a sort run: 2 -(r. IRUNIB). The disk transfer times for reading Rsi and writing back the sorted runs are P R~~ .dtt,(2r. IRUNIB) and PR~; .dttw(2r. IRUNIB), respectively.
We define compare to be the amount of time Rproci requires to compare two elements in a heap of pointers to R-objects, stored in memory. Similarly, swap is the amount of time to swap two heap elements stored in memory, and transfer is the amount of time to move an element to or from the heap. This does not count operations necessary to restore heap discipline; those are computed separately.
runs. The disk band size during all but the last pass is BandSizeABL = P R~~ + &pi + P M~~~~~, and during the last merging/joining pass is BandSizeksf = Psi + P R~~ + (PRP, + Peergei) . 
Si 7 Parallel Pointer-Based Grace
Sort-merge improves the performance of the join by sorting Ri by the S-pointer, which allows sequential reading of Si. However, sorting is an expensive operation.
Hash-based join algorithms replace the sort with hashing to improve performance further. As a representative example of the hash-based join algorithms, we have chosen to model a parallelized pointer-based version of the Grace algorithm. Modelling of other more modern hash-based join algorithms will be done in future work.
As with sort-merge, the ordering property of the Spointers makes it unnecessary to hash Si. By carefully designing the hash algorithm, it can be ensured that each hash bucket contains monotonically increasing locations in Si, so that Si can be read sequentially.
Algorithm
The first two passes of the Grace algorithm, shown in fig. 4 , are the same as in parallel nested loops, except for one difference; in nested loops, R-objects are joined with Si, whereas in Grace, the join attributes (i.e., the S-pointers) from R-objects are hashed into one of K sub-partitions (or buckets) that make up Rsi. The value of K is chosen by the programmer based on the amount of memory available.
We refer to the jth sub-partition of Rsi as Bsi,j, i.e., Rsi = UY=I Bsj,j. In pass 1, Rproci reads Ri, . (for all j # i), one R-object at a time, and hashes each oiject into one of the K subpartitions of Rsi. As before, the reading and hashing of Ri,,'s in pass 1 takes place in phases to eliminate contention for the disks. At the end of pass 1, each Rs, contains K sub-partitions with hashed R-objects. The hash function is chosen so as to cluster R-objects by the value of their join attributes. Therefore, Bsi,j, j = 1,. . . K -1, contains R-objects with join attributes smaller than that of any Robject in Bsi,j+l.
Ri
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In pass 1 + j ( j = 1,2,. . . K ) , for every i in parallel, Bsi,j is read in, and the value of the join attribute in each object is used as input to another hash function that further refines the partitioning given by the first hash function. The range of this hash function is TSIZE, a parameter chosen by the programmer. Once all of Bsi,, has been hashed into this inmemory hash table, the table is processed in order. Common references to objects in Si (i.e., references that result in a collision when hashed) are in the same hash chain If we assume that there are no more than /s different references to! objects in Si in any one hash chain during the processing of that hash chain, all objects from Si needed during this processing can fit in memory; hence each object referenced from S need only be read once in order to perform the join. The reading of the objects from Si is accomplished using a shared memory buffer of size G.
Parameter Choices
During pass 1 + j, j = 1,2,. . . K, Rproci reads each Robject in h'sl,.i into a memory resident hash table. The value of K should be chosen such that each Bs,,~. along with its associated hash table overhead fits entirely in memory.
i SIZE' should be small enough to avoid excessive hash- 
Annlysis
The di,sk band sizes during pass 0 and pass 1 are BandSize,,md, = PR~ +Psi + P R~~ + PRP~ and BandSizepmsl = PR + E;kpi, where P R~ is the same size as in sort-merge because thiere is synchronization between phases. Pass 0 involves readhg objects from Ri, one object at a time, and writing each object to either RP;: or to one of the K buckets in Rs,. The corresponding costs are P R~ dtt,(BandSizeo), PRP, . dtt,(:BandSizeo) and ( P R~,~ + K ) . dtt,(BandSizeo).
The number of pages written to Rsi has been hcreased by K to accoiunt for the fact that objects read from Ri,i are hashed into K buckets in Rs,. The additional costs incurred in pass 0 include lRil map to map the join attributes to their corresponding S partition, IRi,i( * hash to hash the Ri,i objects into o:ne of K Rsi buckets and lRil .MTpp to move the Ri objects in private memory to either RPi or Rs,.
We use an iurn model to derive an approximation for the amount of extra VO that takes place due to lack of memory in pass 0. In pass 0, R-objects from Ri are placed in one of RP;:,j or in onc: of the K buckets of Rs,. Once hit, a bucket page is rep1ac:ed when there are M R~~~~~/ B references to newer pages before it is hit again; the probability of hashing t further objects without a second hit is (1 . -l/K)'. At any given time, some of the pages in memory are partially filled or resad pages (current pages) and some pages have been completdy processed or filled @ZZ events) but which stay around since they are recently accessed. We assume that the D current pages for Ri and RPi,j stay in memory until proce,ssed completely; these pages are processed at a much faster rate than the pages in Rs,.
For convenience, we divide the hashing of objects after a hit into epochs; the first 06 objects, the next al, and so on.
Si
The number of fill events that have occurred at the beginning of epoch q is a random variable which we approximate by a constant depending on q. Since the page replacement algorithm prefers clean pages over dirty pages, we ignore the fill events caused by the processing of Ri. p,) multiplied by the probability that a page gets hit again during epoch j , denoted y,, is the probability that the page is not present in memory during a second hit in epoch j . Summing over all epochs and multiplying by JRi,il gives an approximation to the expected number of times a page of Rsi gets replaced prematurely.
The probability p j can be computed by reference to Johnson and Kotz [ 19, p.1 lo] , who state that the probability, Pr[X = k], of exactly k urns being empty after n balls are randomly placed into m urns is Every premature replacement necessitates one extra write (to replace the page) and one extra read (when the page is referenced again) for a total cost of reading and writing of IRi,iI . CjZl(pj . y j ) blocks. For our computations we used size K for the first epoch and 1 for the rest.
In pass 1, objects in RPi,j are read, one object at a time, and each object is hashed into one of the K buckets in Rsj. The costs of reading RPi and writing Rs; are PRP, .dtt,(BundSizel) and ( P R~, + K ) .dtt,(BandSizel), respectively. Once again, the number of pages written to Rsj's has been increased by K . It takes a further time of (RPil. MTpp to move the objects in private memory.
After pass 1, the subsequent reading of the partitioned Rs,, one bucket at a time, and the corresponding Si objects requires time (PQ, +Psi) .dtt, (PR, /(K/2) . The band size for dtt, is chosen to be half the size, in blocks, of the objects that fit in the hash table. This is done to approximate the actual behaviour, which is to read sequentially objects from a sub-partition of Rs; followed by the corresponding objects in Si and so on. Each object in Rsi is hashed once during the processing of each bucket, for time lRsiI . hash. All experiments were run on a Sequent Symmetry with 10 i386 processors, which uses a simple page replacement algorithm (see [ 111 for details of our test bed). The file system was adjusted so all virtual memory U 0 was done in 4K blocks. The execution environment was strictly controlled so the results were not influenced by any outside activity. The amount of memory for the experiment's address space and the global cache were tightly controlled. Fig. 5 shows the predicted and measured elapse times for running the various join algorithms with varying amounts of memory available. The discontinuities in the sort-merge graph occur when additional merging phases are required. The curve in the Grace graph at low memory levels results from thrashing caused by the page replacement algorithm. As is evident from the graphs, our model does an excellent job of predicting performance for the various join algorithms in almost all conditions. In particular, there is a close match between prediction and actual performance for nested loops and sort-merge. All the experiments were repeated several times to make sure that the results were consistent, accurate and reproducible. For Grace, our approximation for I/O caused by thrashing at low memory levels is reasonably accurate; there is scope for further refinement of this approximation. A major part of the difference between prediction and actual behavior at low memory levels comes from the overhead introduced by the particular replacement strategy used by the Dynix operating system.
Modelling this aspect of the page replacement scheme will be done in future work.
Conclusions and Further Work
We have designed and validated a quantitative analytical model for database computing in a particular kind of memory mapped environment. We have successfully used our model to make accurate predictions about the real time behaviour of three different parallel join algorithms, namely, nested-loops, sort-merge and a variation of Grace. Future studies with the model will include speedup and scaleup experiments, changing the nature of the joining relations and a comparative analysis of various algorithms. Our methodology allows the use of virtual pointers as the join attributes, which in turn introduces significant performance gain by eliminating the need to s o d h a s h one of the two relations. Our analysis of the join algorithms also highlighted an inherent drawback in single level stores: the lack of control over buffer management on the part of the database application results in incorrect decisions being made at times by the underlying page replacement strategy. While accepting this inefficiency, we have demonstrated two approaches to achieving predictable behaviour, an essential property in a database system. With singlelevel stores becoming more common, it is our hope that future research and development in operating system architecture will make it feasible for database applications to exercise more control over the replacement strategies used (see [7] ). There is scope for further improvement in the design of our model, especially in the modelling of the underlying paging behaviour. Future work will involve extending our model to other memory mapped environments allowing us to perform comparative studies. It will also be an interesting exercise to explore the applicability of our model to traditional join algorithms.
