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Thermally induced transport experiments through nanostructures give access to an exciting regime
where fluctuations are relevant, enabling studies of fundamental thermodynamic concepts and the
realization of thermal energy harvesters. Serial double quantum dots represent a model system for a
quantum mechanical two-level system with high sensitivity to fluctuations. By combining finite bias
spectroscopy with heated measurements and detailed modelling we demonstrate the principles of
heat driven transport in such systems. Our experimental system consists of a serial double quantum
dot formed in an InAs/InP nanowire, which is coupled to two electron reservoirs and a phonon
bath. By using a local metallic joule-heater, we reach a regime where the temperatures of both
electron reservoirs and the phonon bath differ. We show that for phonon temperatures exceeding
the electron temperatures in the reservoirs, phonon-assisted transport enables heat conversion into
electrical power. In addition, different temperatures in the electron reservoirs induce currents via
the thermoelectric effect. As the interdot coupling decreases, we observe a transition from mainly
thermoelectrically driven to predominantly phonon-assisted transport and discuss how via tuning
of the interdot tunnel coupling control over the dominant transport mechanism is possible. Con-
sequently, variation of the interdot coupling in the experiment in combination with modelling of
our system allows disentangling of the two effects. We further present evidence of sensitivity of
phonon-assisted transport to excited states. Our findings highlight that the well-established system
of serial double quantum dots offers a versatile platform for studies of fluctuations and fundamental
nanothermodynamics and provide the required tools to disentangle and interpret experimental data.
I. INTRODUCTION
Quantum mechanical two-level systems (TLS) are
attractive experimental systems for both fundamental
quantum physics studies and quantum electronic-based
applications [1]. Serial double quantum dots (DQD) are
common implementations of a TLS with possible appli-
cations as spin and charge qubits. Consequently, charge
transport across such devices has been extensively stud-
ied [2, 3].
Transport in DQD systems is highly sensitive to level
detunings, which typically are in the order of µeV to sev-
eral meV, and can thus be used to probe their electronic
structure [4] or interactions with the environment such as
photons, phonons or the capacitive nature of the charge
enviroment [5, 6]. DQDs have been used as frequency re-
solved detectors for noise as well as photons and phonons
[7–11]. Photon [12, 13] or phonon [6, 14–20] absorption
and emission has further been demonstrated to enable
directional charge carrier transport i.e. phonon (photon)
assisted transport (PAT).
A direct consequence of directional charge carrier
transport via interaction with the environment is the
ability to convert local energy stored in the environment
into electrical power. Energy harvesting devices based
on that principle have attracted increasing attention in
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recent years [21] for their potential to reduce power con-
sumption or for active cooling [22]. Nanoscale energy har-
vesters are of special interest, first, because their modu-
lated density of states theoretically promises high figures
of merit [23, 24] and second, because of the increased rel-
evance of fluctuations within small systems [25]. As a re-
sult, nanoscale devices are candidates to experimentally
study fluctuations and thermodynamics on a fundamen-
tal level [25–27].
High efficiency thermal energy harvesters have been ex-
perimentally realized in nanoscale devices, where a tem-
perature difference across a quantum dot (QD) drives
thermoelectric currents [28–34]. In these two-terminal
devices the QD acts as efficient energy filter between the
hot and cold thermal reservoir. A drawback of those two-
terminal heat engines is the direct link between charge
and heat transport, which requires a temperature gra-
dient within the electronic system of the device. Such
temperature gradients are usually limited in magnitude
and difficult to maintain [22]. In contrast, three-terminal
devices allow spatial decoupling of charge and heat trans-
port and enable harvesting of energy from the local envi-
ronment by conversion to charge transport [22, 35]. Be-
cause of the discrete level structure, electrons can be ex-
cited from an occupied to an energetically higher unoc-
cupied state in a QD by absorption of phonons or pho-
tons [36]. That process allows coupling of the QD to an
external energy source, acting as third terminal to the
device. Directional transport, however, requires energy
dependent tunnel barriers or advanced device architec-
tures based on multiple QDs [35, 37, 38].
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2A simple, more versatile energy harvester is obtained
when a DQD is coupled to a hot phonon bath. By detun-
ing the TLS, directional charge carrier transport can be
achieved via absorption of phonons from the hot phonon
bath, resembling a three-terminal geometry. This princi-
ple has been theoretically suggested in literature [22, 39–
42] and the relevant transport mechanism was experi-
mentally observed as back action from charge sensors on
DQDs [5, 15, 18]. Furthermore, in analogy to single QDs,
DQDs can also act as efficient energy filters between two
contacts at different temperature and thus can be used
as two-terminal device as experimentally demonstrated
by Thierschmann et al. [43].
In this study, we combine modelling, finite bias spec-
troscopy and heated measurements to perform a dedi-
cated study on temperature gradient induced electron
transport across a DQD. We show how via tuning of the
interdot tunnel coupling, the device can be operated in a
two- or three-terminal geometry. This allows us to sep-
arately characterize the thermoelectric effect and PAT
and we perform spectroscopy in the presence of phonon
scattering.
Our experimental device is based on an epitaxially
grown InAs/InP nanowire DQD [44, 45]. A metallic
joule-heater electrode in close vicinity to the nanowire,
decoupled from the electronic system of the DQD, serves
as external heat source. This device offers a promising
and readily built platform to probe heat driven transport
across, and study the energy harvesting possibilities of,
DQD devices.
II. PRINCIPLES OF HEAT DRIVEN
TRANSPORT
To explore the principles of heat driven transport
through serial DQDs, we consider a DQD with weak in-
terdot tunnel coupling Ω that is weakly coupled to two
electron reservoirs. We further assume the addition ener-
gies Eadd,L and Eadd,R of the left and right QD to be large
and therefore only take into account a single energy level
EL and ER on the left and right QD respectively. The en-
ergetic position of EL/R can be individually controlled via
a voltage VL/R applied to a left/right plunger gate. At fi-
nite temperatures this DQD is coupled to three thermal
reservoirs, namely the contacts with electron tempera-
tures TL and TR of the left and right contact as well as
phonons in the environment, acting as phonon bath with
a temperature Tph. In the presence of a temperature
gradient between the three reservoirs, net currents can
be driven by phonon-assisted transport and the thermo-
electric effect.
Figure 1(a) shows a schematic illustration of a DQD
charge stability diagram in plunger gate space for a small
range around a pair of triple points (TP). The TP loca-
tion for the electron (black dot) and hole (white dot)
transport cycle is labelled. In this range, the four charge
states (N, M), (N+1, M), (N, M+1) and (N+1, M+1),
where N (M) denotes the electron number of the left
(right) QD, are accessible. Charging lines separate re-
gions of different overall charge (dashed lines) and upon
crossing the charge transfer line, connecting the two TPs
along , an electron is transferred from one QD to the
other. In the absence of photons, phonons or a driving
bias voltage across the device, no net current flows and
non-vanishing conductivity is only expected on the TPs.
Cyan (orange) shaded areas in figure 1(a) outline where
heating effects can drive currents in the absence of a volt-
age bias.
The thermoelectric (TE) effect along , illustrated in
figure 1(b), occurs if TL 6= TR. This temperature gra-
dient causes a different energy distribution of electrons
around the electrochemical potentials µS and µD of the
left and right contact [29]. Along the energy axis , lev-
els of the DQD are aligned and pulled from energetically
above µS,D = µS = µD to below µS,D. In that case, the
DQD acts as energy filter probing the electron population
imbalance at a set energy and electrons flow from hot to
cold (above µS,D) or from cold to hot (below µS,D), caus-
ing a reversal of the thermoelectric current polarity upon
crossing a TP along  = µS,D − EL,R [43].
PAT via phonon absorption, as illustrated in figure 1(c)
is an inelastic transport mechanism and thus requires a
detuned TLS. Along the energy axis ∆ = EL−ER levels
on the two QDs are energetically detuned against each
other, as illustrated for ∆ > 0 in figure 1(c). For large
∆ thermoelectric currents are blocked. Then, electrons
can only be transported from the energetically lower,
occupied, to the higher, unoccupied energy level of the
DQD by absorbing a phonon from the hot phonon bath
Tph if Tph > TL, TR. Reverting the sign of ∆ (crossing
the charge transfer line where ∆=0) causes the electron
transport to revert direction. Consequently, PAT yields
currents of opposite polarity on opposite sides of the
charge transfer line as long as the spectral distribution of
the phonon bath provides sufficient phonon energies to
overcome the DQD level detunement. For |∆|  kBTph
this condition is not fulfilled any longer and PAT is sup-
pressed. We note that a populated initial- and an unpop-
ulated final-state for the PAT process is required, which
is only the case if the two involved states are on oppo-
site sides of the Fermi surface. Thus, PAT active regions
are limited to triangular areas within the charge stabil-
ity diagram, outlined by the (continued) charging lines
as sketched in figure 1(a) [3, 15].
The ability to drive currents via the sole presence of a
temperature gradient across a DQD device allows to har-
vest energy from an external heat source. This is evident
in the inset of figure 1(a), showing the experimentally
detected current ISD across our heated DQD device, pre-
sented in section III, as a function of the driving bias
VSD. The ISD-VSD curve is measured in a PAT active
region of the charge stability diagram, corresponding to
the black cross in figure 1(a). A finite current is found
even at VSD = 0 V and the red shaded area highlights the
range in which energy is harvested from the hot phonon
3FIG. 1. (Color) a) Schematic illustration of temperature gradient driven currents in three-terminal DQD devices in absence of
external bias. Colored regions illustrate where currents can be induced by the TE effect or PAT for the case Tph > TL > TR
around the (N,M)→(N+1, M+1) transition within the charge stability diagram. Triple points (TP) for the electron (hole)
transport cycle are marked by a black (white) dot. Dashed lines highlight charging lines and (N, M) denotes the amount
of electrons on the left and right QD respectively. Inset: Experimental six-time averaged ISD-VSD curve, measured under a
heating bias of dVH = 4 V at a point corresponding to the black cross in the charge stability diagram. b) Schematic illustration
of the TE effect, inducing transport along the energy axis  = µS,D − EL,R (blue arrow in (a)). c) Schematic illustration of
PAT inducing transport along the level detunement axis ∆ = EL −ER (red arrow in (a)). The white cross in the inset of (b,c)
labels where in the charge stability diagram the transport mechanism is illustrated. d) Experimental heat driven current ISD,
across a serial DQD, mapped as a function of the plunger gates VL and VR, measured at VSD = 0 V and dVH = 1 V in the
intermediate interdot coupling regime. e) Experimental heat driven current ISD, measured at VSD = 0 V and dVH = 4 V in the
weak interdot coupling regime. Dotted, grey rectangles in (d,e) label a comparable small range around a single set of TPs as
schematically illustrated in (a).
bath, demonstrating successful operation of the device
as three-terminal energy harvester. For VSD = 0 V and
considering the external load R ≈ 1 MΩ, as used for this
measurement, in series with the device we extract a power
of P = RI2SD ≈ 0.1 aW [28, 46].
In experiments where both electron reservoirs and the
phonon bath are at different temperatures, PAT and the
thermoelectric effect can be present. Because the two
effects are of different origin, they manifest differently
within the charge stability diagram of the DQD, enabling
a direct qualitative separation. As illustrated in figure
1(a), the current polarity reversal caused by the thermo-
electric effect appears parallel to the charge transfer line,
along the energy axis . In contrast, PAT causes the cur-
rent to reverse sign perpendicular to the charge transfer
line, along the energy axis ∆. In addition, in systems
where both PAT and thermoelectric effects contribute to
transport, a complex superposition forms in the vicinity
of the TPs.
In figure 1(d) and (e) we demonstrate what is a key
capability of this study - to observe thermally driven
currents due to the thermoelectric effect and PAT sep-
arately. Despite the same type of temperature gradi-
ent, Tph > TL > TR, we experimentally find apparent
differences in heat driven transport in the intermediate
and weak interdot coupling regime. Figure 1(d) and
(e) present exemplary measurements of purely thermally
driven currents ISD across a heated DQD as a function of
the plunger gate voltages VL and VR in the intermediate
(d) and weak (e) interdot coupling regime. These mea-
surements effectively map heat driven transport signals
within the charge stability diagram of the DQD. Experi-
4mental details are given in section III. In the intermediate
interdot coupling regime, the pronounced polarity rever-
sal of current close to the TPs occurs along the energy
axis , which suggests the thermoelectric effect to be the
main transport mechanism. We find these results to be in
good agreement with a study of thermoelectric transport
across an intermediately coupled DQD by Thierschmann
et al. [43]. In contrast, in the weak interdot coupling
regime currents reverse sign perpendicular to , along
∆, which is characteristic for a PAT dominated system
and our results qualitatively match previous studies on
phonon mediated back action of charge sensors on trans-
port through weakly coupled DQDs [5, 6, 15, 18]. Addi-
tionally, we observe pronounced resonances within figure
1(e), which were not observed by previous PAT or ther-
moelectric effect related studies and will be discussed in
detail in sections III and IV.
Both measurements in figure 1(d) and (e) are exem-
plary for their respective interdot tunnel coupling regime
and are qualitatively reproduced for various different
overall temperatures as demonstrated in section III. From
the observation of different current driving mechanisms
in different interdot tunnel coupling regimes, we conclude
that within DQDs a high degree of control over heat
driven transport can be obtained.
To explain the difference between the intermediate and
weak interdot coupling regime, we consider the impact of
the interdot tunnel coupling Ω on heat driven transport.
Discrete energy levels EL and ER confined to the left
and right QD respectively only exist for ∆  Ω when
mixing effects are suppressed [8]. In contrast, if ∆  Ω
is not fulfilled, the electronic wavefunctions will extend
over both QDs and mixing of EL and ER leads to the
formation of bonding and antibonding molecular states
Ebond, Eantibond [47]. The molecular states are energeti-
cally separated by
EantibondEbond = [(EL − ER)2 + 4Ω2]1/2 (1)
and have direct consequences on both, PAT and the ther-
moelectric effect [48].
For PAT, the formation of bonding and antibonding
molecular states introduces new, additional constraints
as phonons now have to supply a minimum energy of
Eph > 2Ω even at small ∆, which is in line with ob-
servations in photon assisted transport experiments [48].
Consequently, the onset of PAT is offset towards higher
phonon energies and temperatures with increasing Ω. In
addition, as a result of the electronic wavefunctions ex-
tending across both QDs [47] the directionality of PAT
is reduced as electrons now have an increased probability
to tunnel back into their initial electron reservoir which
then do not contribute to the detected PAT current sig-
nal. The thermoelectric effect on the other hand ben-
efits from the formation of molecular states. While for
∆  Ω, elastic thermoelectric transport is blocked, this
blockade is lifted due to the extended wavefunctions for
large Ω and thermoelectric current contributions can be
observed in an increased range along ∆ within the charge
stability diagram.
Consequently, we suggest that small Ω (weak inter-
dot coupling) and large ∆ offer ideal conditions to study
PAT [49] while for large Ω (intermediate/strong interdot
coupling) as well as low Tph and ∆ the thermoelectric
effect dominates transport. This principle matches well
with the experimental observations in figure 1(d/e) and
explains the striking difference in heat driven transport
behaviour between the two interdot coupling regimes. In
the following, we demonstrate on basis of our experi-
mental device how tuning the interdot tunnel coupling
enables individual characterization of the thermoelectric
effect and PAT, allowing to disentangle the two effects
in a system where both mechanisms contribute to heat
driven transport.
III. EXPERIMENTAL REALIZATION
A. Device and experimental setup
The device studied in this work is an electrically con-
tacted DQD where plunger gates allow control of the en-
ergy levels EL and ER on the left and right QD. A joule-
heater electrode is used to vary the contact electron- and
phonon temperatures. Figure 2(a) shows a scanning elec-
tron microscope image of the experimental device. A
DQD is epitaxially formed within a chemical beam epi-
taxy grown InAs nanowire by incorporation of three InP
segments (figure 2(a) inset). InP segments in InAs act as
tunnel barriers for electrons in the conduction band and
QDs are formed. The nanowire has a nominal diameter
of 50 nm with nominally 6 nm wide InP barriers spaced
at a distance of approximately 35 nm.
The nanowire was dry transferred on a degenerately
doped silicon substrate with an insulating SiO2 top layer.
The silicon substrate acts as global backgate VBG. A
single electron beam lithography step in combination
with Ni/Au thermal evaporation is used to contact the
nanowire (S, D) and define three metallic sidegates, de-
signed as plunger gates to capacitively control the left
(VL) and right (VR) QD. We find the top two gate
arms to be electrically shorted and treat them as sin-
gle gate. In addition, a sideheater electrode (VH1, VH2) is
aligned with the DQD, which can be used as supplemen-
tal gate to electrostatically control the nanowire segment
around the DQD. To heat the DQD, a voltage difference
dVH = |VH1 − VH2| is applied between the heater ends,
resulting in current flow through the electrode. The high-
est resistive electrode segment (thinnest part) is located
in close vicinity to the DQD, resulting in localized joule
heating.
All measurements are carried out in a dilution refrig-
erator at a base electron temperature of ∼ 100 mK and a
measurement line resistance of 3.26 kΩ. Yokogawa 7651
DC voltage sources are used to apply all relevant volt-
ages to the device. Currents are measured on the drain
contact (D) through a Femto DLPCA-200 I/V converter
5FIG. 2. (Color) Experimental device and finite bias spec-
troscopy. a) Scanning electron microscope of the device. An
InAs/InP nanowire on a substrate acting as backgate (VBG)
is contacted (S, D) and plunger gates (VL, VR) are placed
in close vicinity to the DQD. The inset shows zoomed in
scanning electron microscope image of the nanowire in trans-
mission mode. Three InP segments embedded in the InAs
nanowire serve as tunnel barriers to epitaxially form a DQD.
A heater electrode (VH1, VH2) is aligned with the DQD to heat
the device. b) ISD is mapped as a function of the plunger gates
at VSD = 1 mV in the intermediate (below dashed grey line)
and strong (above dashed grey line) interdot coupling regime
at VBG = 0 V. c) ISD is mapped as a function of the plunger
gates at VSD = 3 mV in the weak interdot coupling regime at
VBG = −1 V.
at a 1 nA/V gain connected to a HP 34401A multimeter.
B. Finite bias spectroscopy
To characterize basic transport properties of the device
finite bias spectroscopy was performed. For a set bias on
the source contact (VSD), the current through the DQD
was mapped as a function of the plunger gate voltages
VL and VR. Initially, for VH1 = VH2 = VBG = 0 V, we
found the device in a strong interdot coupling regime,
suggesting low barriers. By applying a negative volt-
age VH1 = VH2 = −4 V to the sideheater electrode, the
nanowire was locally depleted around the DQD, effec-
tively bringing the barriers up and allowing to study more
weakly coupled QDs.
Figure 2(b) shows the results of finite bias spectroscopy
with VH1 = VH2 = −4 V and VBG = 0 V at VSD = 1 mV.
Regions of finite current are arranged in a honeycomb
pattern characteristic for transport through DQDs [2, 3].
Charging- and charge transfer-lines are clearly visible,
which indicates an intermediate or strong interdot cou-
pling regime. Below the dashed grey line finite bias tri-
angles are observed in the corners of the honeycomb cell
and the device is in an intermediate interdot coupling
regime. Above the dashed grey line anti-crossing be-
haviour is observed near sets of triple points, suggest-
ing that the device is transitioning to a strong inter-
dot coupling regime as a result of effectively lower tun-
nel barriers for higher QD occupancies. Vertical charg-
ing lines leaving the center set of TPs (VR ≈ 2.9 V,
VL ≈ 1.47 V) are less pronounced than their horizon-
tal counterparts. We attribute that to an asymmetry
in tunnel couplings ΓL between the left contact and left
QD and ΓR between the right contact and right QD,
ΓL > ΓR. Lever arms of αL = 0.16 ± 0.01 eV/V for the
left and αR = 0.06±0.01 eV/V for the right plunger gate
as well as addition energies Eadd,L = 5.6 ± 0.1 meV and
Eadd,R = 2.6 ± 0.1 meV for the left and right QD are
extracted from the bottom right honeycomb cell.
A weak interdot coupling regime was accessed by
applying a negative backgate to globally deplete the
nanowire further. Consequently, the effective tunnel bar-
rier height increased and tunnel couplings from the con-
tacts to the QDs as well as the interdot coupling were
reduced. Figure 2(c) shows the resulting finite bias spec-
troscopy measurement for one honeycomb cell of the
charge stability diagram with VBG = −1 V, VH1 = VH2 =
−4 V and VSD = 3 mV. The absence of current along the
charging lines and clear finite bias triangles forming at
each triple point is a clear indication of a DQD in a weak
interdot coupling regime [2, 3]. In this regime, we find
lever arms αL = 0.23±0.01 eV/V, αR = 0.09±0.01 eV/V
and addition energies Eadd,L = 6.3 ± 0.1 meV, Eadd,R =
8.5± 0.1 meV.
We note that the negative bias on the heater electrode
pinches off the nanowire conductivity in close vicinity to
the DQD and positive bias on the plunger gates is re-
quired to counteract this effect. As a result, occupancies
cannot be estimated. Furthermore, when applying a neg-
ative backgate, both the pinch-off point and charge state
of the DQD are shifted and it is not possible to measure in
the same charge configuration for weak and intermediate
interdot coupling. For the temperature gradient induced
transport phenomena discussed in section II, only a TLS
is required and the DQD occupancy can be neglected.
The charge configurations shown in figure 2(b) and (c)
serve as operation points for heated measurements in the
intermediate and weak interdot coupling regime respec-
tively.
Finally, in order to study pure heat driven currents
through the DQD we account for a zero-bias offset, origi-
nating from the experimental setup. We therefore adjust
VSD = 0 V by effectively applying VSD = −26µV in the
weak and VSD = −44µV in the intermediate interdot
6coupling regime in all heated measurements. A brief ex-
planation of the offset characterization can be found in
appendix A.
C. Intermediate interdot coupling regime
First, we aim to study the thermoelectric effect con-
tributing to heat driven transport in our device which
was demonstrated in figure 1(d). If the heater electrode
was aligned in perfect symmetry with the DQD, we ex-
pect to heat the contacts equally and the thermoelectric
effect cannot contribute to transport. In reality, a small
misalignment leads to asymmetric heating, TL 6= TR. To
characterize the resulting thermoelectric effect, we tuned
the device in the intermediate interdot coupling regime
and charge configuration shown in figure 2(c) and applied
no bias (VSD = 0 V) across the device. Then, we heated
the system locally with a symmetric voltage difference of
dVH = 1 V between the two ends of the heater electrode
and expect all detected currents to originate from heat
driven effects.
Figure 3(a) shows the resulting current ISD through
the DQD for a high resolution scan of the narrow plunger
gate range indicated by a dotted rectangle in figure 1(d).
This range directly corresponds to the center set of finite
bias triangles observed in figure 2(b). By comparing the
heated measurement in figure 3(a) to the bias measure-
ment in figure 2(b) we find currents in the same areas
within the charge stability diagram. A distinct differ-
ence is the appearance of currents of opposite polarities
in heated measurements, which is characteristic for tem-
perature gradient driven effects. Pronounced current po-
larity reversal is observed upon crossing the pink dashed
charging lines (travelling along δE) and parallel to the
energy axis , when crossing one of the TPs. Along the
level detunement axis ∆ no comparably pronounced ef-
fect is observed. In agreement with the discussion in sec-
tion II, in vicinity of the TPs, this behaviour is covered
by the thermoelectric effect governing transport along ,
mixed with weak traces of PAT which induce additional
current modulation along ∆.
In contrast to the behaviour around the TPs, the origin
of the polarity reversal along the charging lines is not im-
mediately obvious. On the pink dashed charging lines in
figure 3(a), which outline a change of charge on the right
dot, currents are observed. On these lines, a level of the
right QD is aligned with the electrochemical potentials of
the contacts µS,D and no level of the left QD is available
close to µS,D. As a result of the high interdot tunnel cou-
pling Ω, the DQD can be described as a single QD with
an effective left tunnel coupling ΓL,eff ≈ ΓLΩ2/∆2 along
the pink dashed lines [50]. Neglecting plunger gate to
QD cross-couplings, we expect the device to behave like a
thermoelectrically driven single QD along δE = µS,D−ER
upon crossing the charging lines, as illustrated in the in-
sets of figure 3(b). We note that along the charging lines,
PAT conditions are not fulfilled because no pair of levels
FIG. 3. (Color) Heated measurement in the intermediate in-
terdot coupling regime. a) Current ISD mapped in the plunger
gate range indicated in figure 1(d) by the dotted grey rectan-
gle at VSD = 0 V and dVH = 1 V. Characteristic energy axes
 and ∆ are marked by blue and red arrows. Regions of con-
stant charge are separated by dashed purple and pink lines,
where crossing the lines changes the number of electrons on
the left and right dot, respectively. The current is plotted log-
arithmic with a linear range between −1 pA and 1 pA. b) ISD
along the linecut δE, marked in (a). Blue dots are extracted
from (a). The red solid line is a fit to the data to estimate
contact electron temperatures TL = 1.03 K and TR = 0.99 K.
The transport mechanism resulting in a negative (positive)
current peak along the linecut is schematically illustrated in
the inset.
below and above µSD is within the phonons’ accessible
energy window. Thus, the thermoelectric effect is the
only available transport mechanism. Along the purple
dashed charging lines in figure 3(a) the thermoelectric
effect is suppressed due to the reservoir to QD tunnel
coupling asymmetry ΓL > ΓR.
Blue circles in figure 3(b) show extracted data points
along the dotted cut-line δE in figure 3(a). By consider-
ing the detected current polarities, we conclude TL > TR.
For δE < 0 (δE > 0), the level ER is above (below) µSD
(left/right inset in figure 3(b)) and the difference in oc-
cupation in the contacts due to TL > TR results in elec-
tron flow from hot to cold (cold to hot). In recent work
by Josefsson et al. [28, 46] on thermoelectric transport
across single QDs comparable current traces are fitted to
extract contact electron temperatures. We use a simpli-
7fied approximation and compare our data to the calcu-
lated thermoelectric current through a spinless single QD
[51] (solid red line, figure 3(b)) and obtain a temperature
estimate of TL = 1.03 K and TR = 0.99 K. Repetition for
several cut-lines at different dVH gives an estimate for the
contact electron temperatures as a function of dVH. We
find
TL ≈ 0.9 K/V · dVH + 130 mK
TR ≈ 0.87 K/V · dVH + 130 mK , (2)
where the small temperature difference ∆T = TL − TR
is in good agreement with our expectations for a nearly
symmetric heating effect of the heater electrode. Details
of the contact electron temperature estimation are given
in appendix B.
D. Weak interdot coupling regime
In addition to the thermoelectric effect, we observe ev-
idence of PAT dominated transport in the weak inter-
dot coupling regime (see figure 1(e)). For PAT to occur,
two detuned DQD energy levels with a significant dif-
ference in occupation need to be in energetic reach for
phonons [39]. According to Goldozian et al. [39], be-
cause the DQD level occupations depend on the ther-
mal distributions within the contacts, phonon absorp-
tion only dominates over phonon emission between these
DQD levels in absence of a bias between the contacts
if the phonon temperature exceeds the contact electron
temperatures. Consequently, this directly implies that
the heater electrode introduces a double temperature gra-
dient Tph > TL, TR and TL > TR to our system. The
latter gradient, leading to the thermoelectric effect, has
been characterized in the intermediate interdot coupling
regime. Following the discussion in section II, we expect
to get insight into PAT by reducing Ω. We therefore
tuned the DQD into the weak interdot coupling regime,
presented in figure 2(c). Results of heated measurements
around the top set of TPs in figure 2(c) at VSD = 0 V and
different dVH, resulting in different overall temperatures
are presented in figure 4.
Figure 4(a) shows the heat driven current at dVH =
2 V. A higher dVH compared to the intermediate interdot
coupling regime was chosen to obtain sufficient phonon
energies to study PAT at large ∆, where thermoelectric
currents are suppressed. Within the observed signal a
clear reversal of current polarity is observed perpendicu-
lar to the charge transfer line, along ∆. For positive and
negative ∆, current readings imply electron transport
against the level detunement, from energetically lower
to higher DQD levels. This inelastic electron transport
can therefore not be caused by a thermoelectric effect or
phonon emission. Further ruling out cotunneling due to
the small Ω in the weak interdot coupling regime, this
suggests that PAT by absorbing a phonon supplied by
the heater electrode is the predominant transport mech-
anism. The relevant PAT process is illustrated in figure
FIG. 4. (Color) Heated measurements in the weak interdot
coupling regime. The current ISD is mapped in plunger gate
space in a range indicated by the dotted grey rectangle in
figure 1(e). Measurements were taken at VSD = 0 V and a)
dVH = 2 V, b) dVH = 0.5 V, c) dVH = 4 V. Each datapoint is
the result of six-time avergaing. The honeycomb cell of the
charge stability diagram is outlined by dashed lines as guide
to the eye. Characteristic energy axes  and ∆ are labelled
by a blue and red arrow respectively in (a). Black arrows in
(c) indicate the presence of resonances within the heat driven
current signal for high dVH.
1(b). In agreement with section II, we find current con-
tributions attributed to PAT-processes to be essentially
limited by the boundaries of regions of constant charge
(grey dashed lines) in the charge stability diagram.
Clear indications of the thermoelectric effect are only
present for small ∆ ≈ 0. Finite currents extend notice-
ably beyond the boundaries of regions of constant charge
and we find negative currents for  < 0 and positive cur-
rents for  > 0. In addition, when continuing to travel
along  for small ∆ ≈ 0, a current polarity reversal par-
allel to the axis  upon crossing each TP is observed.
In combination, the measured current signal in fig-
ure 4(a) captures closely the expectations for a weakly
coupled DQD in the presence of a temperature gradient
Tph > TL > TR as illustrated schematically in figure 1(a).
For large ∆ PAT dominates transport and pure thermo-
electric signals are found outside the boundaries of PAT
8and for small ∆, along . In close vicinity to the TPs,
within a region of constant charge on the DQD, the de-
tected currents are the result of a superposition of both
thermoelectric and PAT contributions. We stress that
in contrast to the intermediate interdot coupling regime,
PAT is the predominant driving mechanism in the weak
interdot coupling regime. To demonstrate that differ-
ence further, we repeat the measurement of figure 4(a)
at a reduced dVH = 0.5 V, which is shown in figure 4(b).
While in the intermediate interdot coupling regime for
dVH = 1 V (figure 3(a)) transport is almost exclusively
mediated by the thermoelectric effect, we already find the
most pronounced current polarity reversal along ∆ in fig-
ure 4(b), underlining the increased relevance of PAT for
lower Ω.
Finally, we want to address the resonances observed in
figure 1(e) within the current signals. Figure 4(c) repeats
the measurement of (a) and (b) at dVH = 4 V and we
find two pronounced resonances within the current sig-
nal, labelled by black arrows. Comparable features are
reported for experiments based on photon-assisted trans-
port across DQDs and are attributed to multi-photon
processes [12, 48]. In contrast to those experiments, we
find the resonances in figure 1(e) to be asymmetric with
respect to the charge transfer line. This asymmetry, in
combination with the continuous PAT signal along ∆,
rules out resonant one and two phonon processes. To
study the origin of the resonances, we combine finite bias
spectroscopy with heated measurements.
Figure 5(a) shows the current ISD without heating,
dVH = 0 V, as a function of VSD along the cut-line ∆,
marked by a blue dotted line in figure 2(c). The cut-line
is chosen such that it crosses finite bias triangles forming
in both positive and negative VSD direction. We note that
the observed shift in position of the groundstate (GS)
to groundstate transition line (the charge transfer line),
where the energetically lowest available state in each QD
mediates transport, shifts linearly for changing VSD. This
shift is an effect of the source contact capacitively cou-
pling to the DQD. ∆ is manually set to zero where the
charge transfer line intersects with VSD = 0 V. For pos-
itive (negative) VSD we detected how the finite bias tri-
angle grows in height with negative (positive) ∆. Sud-
den changes in current are observed when a new excited
state (ES) becomes available for transport and is initially
aligned with the GS in the other QD. This allows map-
ping of the GS-ES spacing for the left (negative ∆) and
right (positive ∆) QD. The values for the GS-ES spacings
in meV are annotated in figure 5(a). For positive VSD,
an additional GS-ES spacing of 1.7 meV (labelled by *) is
obtained from figure 2(c). We finally note that the finite
bias triangle for negative VSD is Pauli spin blocked, show-
ing suppressed current before the triplet state becomes
available (below 1.4 meV) [52]. Spin blockade is lifted
along the GS-GS transition, possibly due to hyperfine-
or spin-orbit-interaction [53].
Figure 5(b) shows the current ISD along the same cut-
line ∆, detected at zero bias, as a function of dVH. ∆
FIG. 5. (Color) Linecuts in finite-bias spectroscopy and
heated measurements in the weak interdot coupling regime.
a) Current measurement along the cut-line ∆, marked in fig-
ure 2(c) by a dotted blue line, as function of the driving bias
VSD at dVH = 0 V. The current is plotted logarithmic with a
linear range between −1 pA and 1 pA. b) Current along the
same cut-line ∆ as function of the heater voltage bias dVH at
VSD = 0 V. Numbers in (a) and (b) correspond to the en-
ergetic spacing from resonance to the charge transfer line in
meV, indicated by dotted black arrows. The second excited
state at 1.7 meV (labelled by * in (a)) in the triangle for pos-
itive VSD is slightly outside the overlap of the cut-line with
the bias triangle and the spacing is read out from figure 2(c).
Each data point in (a) and (b) is the result of two-time aver-
aging. c) Simulation of (a) at Tph = TL = TR = 130 mK. d)
Simulation of b) using the temperature calibrations given in
Eqs. (2,4). Black arrows in (c,d) label energetically matching
resonances within the bias and heat driven simulated currents.
is manually set to zero at the same reference point as in
figure 5(a). The PAT induced current polarity reversal at
∆ = 0 is clearly visible and the energetic range along ∆ at
which positive (negative) currents are observed increases
with dVH. Because with increased phonon energies (in-
creasing kBTph, dVH) PAT is available at larger ∆ this is
in good agreement with the expectations for PAT. Res-
onances, as observed in figures 1(e) and 4(c), begin to
appear with increasing heating voltages dVH. The ener-
getic spacing in meV from resonance to charge transfer
line (zero-current gap) is annotated in figure 5(b) and
we find the values to approximately agree with the GS-
ES spacings in figure 5(a). A conceivable effect leading
9to resonances in heat driven currents is a thermoelectric
effect through aligned GS-ES configurations in the two
QDs. In that case, a polarity reversal of the current is
expected once the aligned GS-ES levels are energetically
pulled below µS,D as we follow the resonance in direction
of the energy axis . This sign change in current should
have manifested in figures 1(e) and 4(c) and we interpret
its absence as indication of a different origin of the res-
onances. Consequently, we suggest PAT through excited
states as an explanation for the resonances.
IV. MODELLING OF THE SYSTEM
In order to verify the origin of the observed features, we
performed detailed simulations of the transport through
a DQD system with two spin degenerate levels (ground
and excited) in each QD. For this purpose, we use the
simulation tool QMEQ [for Quantum Master Equation
for Quantum dot transport calculations] [54] with the
recent inclusion of phonon scattering [39]. All results
shown are calculated with the Pauli master equation, af-
ter checking at selected points, that the inclusion of co-
herences by the Redfield approach hardly changed the
results.
As input parameters for the weak interdot tunnel cou-
pling regime we use the tunnel coupling Ω = 14 µeV and
the tunneling rates for the left/right QD to the adjacent
contact ΓL/R = 0.15/0.1µeV. These values were calcu-
lated for the ground states of a one-dimensional model
with the nominal layer thickness, where the slight differ-
ence between left and right contact coupling is motivated
by the findings of section III B and the current strength.
For a strong interdot coupling regime we use the corre-
sponding data for the fourth excited state in each QD,
resulting in Ω = 170 µeV, ΓL = 6 µeV, and ΓR = 4 µeV.
Based on the location of the triangles in figure 2(c) we
use an intradot Coulomb energy U = 8 meV and an inter-
dot Coulomb energy Un = 1.4 meV. From the tunneling
lines of excited states we fit single-particle excitation en-
ergies (difference between excited and ground level) of
∆EL/R = 0.8/1.7 meV and an intradot exchange energy
of Uex = 0.4 meV. The Coulomb energies are about
a factor two smaller compared to values from a simple
charging model. This discrepancy might be attributed
to screening in the metallic contacts. Phonon scatter-
ing is implemented as in Ref. [39]. However we use the
phonon spectral function
J(E) =
0.05E3
meV2
e−E
2a2/15meV2 nm2 (3)
which is appropriate for bulk acoustic phonons. We use
the Gaussian radius a = 5 nm and interdot distance
d = 45 nm for the wave functions. For the phonon tem-
perature we apply
Tph = 1.2 K/V · dVH + 130 mK , (4)
FIG. 6. (Color) Transport mechanisms along resonances in
the bias- (a/b) and dVH-dependent (c/d) cut-lines shown in
figure 5(c/d). Addition energies for the state with a single
electron in the right QD (marked by a filled orange circle)
are shown. (a/c) schematically show transport via bias/PAT
at the ∆ = 1.35 meV resonance. (b/d) schematically show
transport via bias/PAT at the ∆ = −0.79 meV resonance.
Red dotted arrows highlight the relevant transport mecha-
nisms and red levels indicated the involved level resonances.
assuming that the bias applied to the side-heater elec-
trode dVH has a stronger impact on the phonons in the
DQD than on the electrons in the leads, compare Eq. (2).
In the following, we consider the (0, 1)→ (1, 2) charge
transition region (where the left/right number denotes
the occupation of the left/right QD) and label the ground
level energies EL and ER.
A. Identifying resonances in nonlinear transport
Figure 5(c) shows the simulated current ISD as func-
tion of VSD without heating in the weak interdot coupling
regime along a comparable cut-line to the one illustrated
by the dotted blue line in figure 2(c). The cut-line is de-
fined as EL = −0.9 meV + ∆/2, ER = −7.45 meV−∆/2.
Here, the ground states GS(1, 1) and GS(0, 2) are in res-
onance for ∆ = 0. For negative bias (electrons flowing to
the right) we see the common spin blockade for the triplet
configuration of GS(1, 1) [52, 55, 56]. The spin block-
ade is lifted, when the triplet ES(0, 2e) gets in resonance
with GS(1, 1) for ∆ =
√
∆E2R + U
2
ex − Uex ≈ 1.35 meV,
see left black arrow. Figure 6(a) displays this trans-
port mechanism and the behaviour is very similar to the
experimental data, see figure 5(a), where, however, the
spin blockade is not complete. Incomplete spin blockade
might result from hyperfine and spin-orbit interactions,
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FIG. 7. (Color) Simulated charge stability diagram around a set of triple points in the weak (a-d) and strong (e-h) interdot
coupling regime. a) and b) show finite bias spectroscopy at VSD = 1 mV, dVH = 0 V and TL = TR = Tph = 130 mK. Heat
driven currents are simulated at VSD = 0 mV and dVH = 1 V in the weak (b-d) and strong (f-h) interdot coupling regime. (b,f)
showcase the nominal temperatures from Eqs. (2,4). In (c,g) Tph is replaced by the average of TL and TR, while in (d,h) we use
TL = TR = 0.9 K/V · dVH V + 130 mK and equation 4.
not included in the simulations shown here. Similarly,
figure 6(b) shows the level situation for ∆ ≈ −∆EL =
−0.8 meV (ES(1e, 1) is in resonance with GS(0, 2)), where
in good agreement with the experiment a resonance is ob-
served for positive bias in figure 5(c). In addition, we find
a weak resonance for ∆ ≈ −1.7 meV, where the singlets
ES(1, 1e) and GS(0, 2) are in resonance (This coupling is
a many-body effect, which is not present in the dominant
single-particle product states). The experimental data
shows resonances at comparable ∆, indicating a good
model of the experimental device.
Next, we model the effect of the side-heater electrode
(dVH > 0) by considering the impact on the relevant ther-
mal reservoirs using Eqs. (2,4). Figure 5(d) shows the
resulting heat driven current, simulated along cut-line ∆
as a function of dVH. The results are in good agreement
with the experimental data in figure 5(b), showing an in-
creasing range of positive (negative) currents for positive
(negative) ∆ as dVH increases. Currents for negative ∆
match well with the experiment, but are underestimated
for positive ∆. With larger dVH, several pronounced
resonances (labelled with a black arrow) emerge in fig-
ure 5(d) at the same values of ∆ as for the simulations
without heating in figure 5(c) and we find their origin in
heated measurements within the phonon absorption pro-
cess. While the regular PAT signal is the result of elec-
trons lifted into virtual states via phonon absorption [13],
followed by tunneling into a real state in the second QD,
we expect an increased probability of the PAT transport
mechanism if only real states are involved. Accordingly,
whenever resonances within the DQD level structure are
accessible via PAT, a resonance peak in the PAT current
signal is observed.
Figure 6(c/d) illustrates the transport mechanisms
leading to the resonances at ∆ ≈ 1.35 meV and ∆ ≈
−0.8 meV, respectively. We find transport on the res-
onance at ∆ ≈ −0.8 meV to be governed by the same
resonance of ES(1e, 1) and GS(0, 2) as in the bias case,
with the exception of opposite electron travel directions.
An electron enters the accessible GS(1, 1) from the left
contact, absorbs a phonon and is lifted to ES(1e, 1), from
where it can tunnel to GS(0, 2) and leave to the right con-
tact.
The situation is more complex for the resonace ob-
served at ∆ ≈ 1.35 meV. As mentioned above, GS(1, 1)
and the triplet ES(0, 2e) are in resonance here. In addi-
tion, due to our particular choice ∆ER = 2Uex, a second
resonance between the singlets ES(1e, 1) and ES(0, 2e) is
present. For heated phonons this second resonance pro-
vides a distinct PAT resonance, where GS(0, 2) is excited
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to singlet ES(0, 2e), and the electron leaves to the left
contact via the ES(1e, 1), as illustrated in figure 6(c).
The aligned states GS(1, 1) and triplet ES(0, 2e), which
induce the resonance in biased transport, also give rise to
a PAT signal. This PAT process, however, require addi-
tional, preceding intermediate steps to occupy the triplet
ES(0, 2e).
Finally, we note that the wide peak around ∆ ≈
0.6 meV is related to the phonon absorption rate, as
J(E)/(eE/kTph − 1) has a maximum at E = 0.6 meV for
dVH = 4 V. Changing the phenomenological extent of
the wavefunctions a we can change the location of this
peak and the extension of currents upon variations of ∆.
B. Disentangling of PAT and the thermoelectric
effect
As qualitatively discussed in section II, the current un-
der heating conditions can result both from PAT and
the thermoelectric effect because the side heater affects
both phonon and lead temperatures. Using our simula-
tions, we can disentangle both parts and thereby demon-
strate how the experimentally observed signal arises. Fig-
ure 7(a) and (e) show simulated finite bias spectroscopy
around a set of TPs at VSD = 1 mV and Tph = TL = TR =
130 mK in the weak and strong interdot coupling regime,
respectively. The weak interdot coupling regime is dom-
inated by the common finite bias triangles. In contrast,
in the strong coupling regime, anti-crossing behaviour is
observed near the TPs and charging lines carry current.
The first excited state at 0.8 meV manifests within the
finite bias triangles and along the charging lines. Simula-
tions in the weak coupling regime agree well with the ex-
perimental data in figure 2(c). Simulations in the strong
interdot coupling regime are qualitatively comparable to
the experiments in the intermediate interdot coupling
regime.
In figures 7(b,f) we show the current driven by moder-
ate heating (dVH = 1 V) for the weak and strong interdot
coupling regime respectively and Tph > TL > TR as de-
fined by Eqs. (2,4). The simulated current patterns agree
well with the experiment in the weak interdot coupling
regime, where the predominant current polarity reversal
manifests along ∆, around the charge transfer line. In
the strong interdot coupling regime detailed agreement
with the experiment is inferior, but qualitatively the sign
changes of the current, observed in experiments (see fig-
ure 3(a)), both along and perpendicular to the charge
transfer line is captured.
Next, we remove the PAT contribution by reducing Tph
to (TL+TR)/2, such that TL > Tph > TR. In this case, see
panels (c,g), we recover the thermoelectric current along
the charge transfer line which reverses in polarity upon
crossing a TP. While this feature is confined to a very
narrow range around zero detuning between the ground
states in the weak coupling regime (c), it extends along
the charging lines for the strong coupling regime (g).
Conversely, the thermoelectric effect is turned off by
setting TL = TR = 0.9 K/V · dVH + 130 mK. As a re-
sult, for the case Tph > TL = TR, simulated in figure
7(d,h), pure PAT is driving the current. In this case, the
signals observed for both the weak and strong interdot
coupling are comparable, showing current of opposite po-
larity exclusively on either side of the charge transfer line
in vicinity to the TPs. Weak resonances are present in
the weak coupling regime, where Tph provides phonons
with sufficiently high energy to transfer electrons into ex-
cited states.
By considering the pure thermoelectric and PAT cases
in figure 7(c/g) and (d/h), it becomes clear how the com-
plex heat driven signals in figure 7(b/f) emerge by adding
the independent thermoelectric and PAT contributions.
We note that a comparison of (g) and (h) clearly indicates
that currents along the charging lines are of pure thermo-
electric nature, giving access to an independent contact
electron temperature characterization, see section III.
In the weak interdot coupling regime thermoelectric
currents (figure 7(c)) are an order of magnitude smaller
than PAT currents (figure 7(d)) for the given temperature
gradient. This is a result of the PAT driving tempera-
ture difference Tph − TL = 0.3 K/V · dVH growing faster
with dVH compared to the difference between the contact
electron temperatures TL − TR = 0.03 K/V · dVH driving
the thermoelectric effect. In the strong interdot coupling
regime, we have to bear in mind, that 2Ω provides a min-
imal energy difference for the splitting between tunnel-
coupled states. Thus, for kBTph  2Ω, PAT is strongly
suppressed as the required phonon absorption becomes
unlikely. In the strong interdot coupling case, we have
2Ω/kB = 4 K, explaining the rather weak PAT signal for
dVH = 1 V and Tph = 1.33 K. In contrast, for dVH = 2 V,
we have Tph = 2.53 K, and PAT is much stronger, be-
coming the predominant current driving mechanism, see
figure 8(b). On the other hand, upon decreasing dVH,
the PAT contribution entirely vanishes for the strong in-
terdot coupling case, see Fig. 8(a).
V. CONCLUSIONS
In summary, we present a detailed study of heat driven
transport across a serial DQD, coupled to three thermal
reservoirs. The DQD is heated by a nearby heat source
in the form of a joule-heater electrode, which induces a
temperature gradient across the thermal reservoirs. We
demonstrate that currents can be solely driven by the
thermoelectric effect and PAT and describe all relevant
transport mechanisms.
Based on the ability to drive a DQD via temperature
gradients, the presented experimental device functions
as an energy harvester, converting waste heat into elec-
trical current. While the thermoelectric effect makes
use of only a two-terminal geometry, the DQD oper-
ates as a three-terminal energy harvester with the help
of PAT and the heat source can be decoupled from the
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FIG. 8. (Color) Heater bias dependence of the strong interdot
coupling regime. Simulated heat driven currents at VSD = 0V
and Tph > TL > TR, according to the calibration functions
(Eqs. (2,4)). a) Simulation with dVH = 0.5V at kBTph < 2Ω,
resulting in only the thermoelectric current contribution. b)
Simulating with dVH = 2V, resulting in both, the thermoelec-
tric and PAT current contributions.
electronic system of the device. Successful nanoscale
three-terminal energy harvesters have been experimen-
tally demonstrated by Thierschmann et al. [37] based
on Coulomb coupled, electrically separated, QDs and re-
cently by Jaliel et al. [38] in form of QDs, acting as
energy filters on either side of a hot electron reservoir. In
contrast to the specialized device architectures in these
experiments, we use a generic DQD device.
Despite a fixed temperature gradient across the ther-
mal reservoirs of the DQD, our experiments show that
for moderate heating transport is predominantly driven
by the thermoelectric effect in the intermediate, and by
PAT in the weak interdot coupling regime. This yields
the possibility to tune a DQD based energy harvester
from two- to three-terminal operation by adjusting the
interdot tunnel coupling Ω and demonstrates the versa-
tility of the system.
An additional advantage of the high degree of control
over heat driven transport is the ability to experimen-
tally separate PAT and the thermoelectric effect in sys-
tems where both effects contribute to transport across a
DQD simultaneously. Tuning of Ω allowed us to char-
acterize the temperatures leading to the thermoelectric
effect in the intermediate coupling, and to PAT in the
weak interdot coupling regime. To disentangle PAT and
the thermoelectric effect fully, we model our experimental
system and find good agreement between simulation and
experiment. For the case where PAT and the thermo-
electric effect induce currents we visualize the individual
contributions and show how the combination results in a
complex superposition.
Finally, by combining heated measurements with finite
bias spectroscopy we experimentally demonstrate that
PAT is sensitive to excited states. The simulations of
our device are used to gain detailed insight into the for-
mation of more efficient PAT channels, governed by both
spin and the level structure of the DQD and we present
the transport mechanisms responsible for the experimen-
tal observations.
Our results imply that the well established system of
serial DQDs offers a versatile system for detailed stud-
ies of the electron-phonon interaction, fluctuations and
nanothermodynamics. Recently, thermodynamic uncer-
tainty relations which provide insight into fundamental
principles and boundaries of nanoscale systems, strongly
affected by fluctuations, have gained increasing interest
[25]. In theoretical work, based on conceptually com-
parable systems to our DQD device, various fluctuation
based boundaries have been discussed [25, 26]. In or-
der to experimentally probe these thermodynamic un-
certainty relations and verify theory predictions, exper-
imental systems which can be modelled in detail are a
crucial requirement. Quantities such as the heat flow
and efficiencies are not easily accessible in experiments
but can be supplemented by accurate modelling [28]. In
this work, we demonstrated that our device is a promis-
ing platform to study fundamental nanothermodynamic
concepts because it can be understood in detail and is
predictable by simulations.
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Appendix A: Bias offset characterization
In this study we aim at measuring pure heat driven cur-
rents at zero bias across a DQD. Consequently, a source-
drain bias offset originating from the experimental setup
has to be accounted for. To characterize this bias offset,
we minimize the current ISD through the unheated DQD
in a highly conductive state. We therefore measure ISD
on a TP and vary VSD in a narrow range around 0 V and
find currents to vanish at VSD = −26± 2µV in the weak
and VSD = −44± 2µV in the intermediate interdot cou-
pling regime. Repetition of this calibration measurement
reveals a slow drift of the bias offset over time in the
order of ±2µV. It is noteworthy, that currents induced
by this drift manifest in a more pronounced manner if
the DQD is in a high conductive state and are mainly
present in the intermediate interdot coupling regime. In
contrast, in the higher resistive weak interdot coupling
regime the effect is neglegible off the exact TP location.
Throughout the heated experiments, we frequently re-
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peated control measurements to exclude the possibility
of larger, unnoticed drifts.
Based on the findings described in this section, we ad-
justed VSD by −26µV in the weak and −44µV in the
intermediate interdot coupling regime in all experimen-
tal measurements presented in this work.
Appendix B: Contact electron temperature
estimation
The contact electron temperatures TL and TR are im-
portant parameters that need to be extracted from the
experiment in order to obtain realistic simulations of our
device. Heated measurements in our system depend on
the three temperatures TL, TR and Tph. To reduce the
amount of free parameters for fits, we aim at obtaining
contact electron temperatures from current signals along
charging lines in heated measurements in the intermedi-
ate interdot coupling regime. In line with the simulations
in figure 7, heat driven currents along the charging lines
result from the thermoelectric effect only and therefore
do not depend on Tph.
Figure 9(a) shows the measured charge stability dia-
gram at dVH = 0 V and VSD = 0.5 mV in the same range
as the heated measurement in figure 3(a). As a result of
the asymmetry ΓL > ΓR, only the charging lines where
upon crossing the occupancy of the right QD varies are
clearly visible. To estimate contact electron tempera-
tures at different dVH, we keep a distance to the TPs to
avoid superposition of different effects and focus on the
visible charging lines only. The ranges of the charge sta-
bility diagram used for the temperature estimation are
marked by grey dashed regions in figure 9(a).
As described in section III C, if the plunger-gate to QD
cross-couplings are neglected, our DQD acts as a single
QD with the (effective) tunnel couplings ΓL,eff and ΓR
when travelling across the charging line along VR at a
constant VL. In heated measurements at no driving bias
current readings along such cut-lines recover the ther-
moelectric signal of effectively a single QD with a cur-
rent polarity reversal when the QD level is energetically
pulled from above to below µS,D as demonstrated in fig-
ure 3(b). In recent work on single QDs [28, 46], fits to
comparable cut-lines have been used to obtain the con-
tact electron temperatures TL and TR. Within the grey
dashed regions, we extract current readings along 22 cut-
lines (11 at VL < 1.47 V and 11 at VL > 1.485 V) from
heated measurements at no bias for dVH = 0.5 V and
dVH = 1 V. We further extract data along 10 cut-lines
from a measurement at dVH = 2 V, where an increased
distance to the TPs is required to avoid overlap of current
signals along charging lines and around TPs. A selection
of these cut-lines for different VL and dVH is shown in
figure 9(d).
In line with the discussions by Josefsson et al. [46],
depending on the QD occupancy, either the ingoing or
outgoing tunneling process limits the current in heated
measurements and as a result an asymmetry between
the positive and negative signal amplitude is expected.
Within our cut-line data however, no clear trend in the
asymmetry is present. We attribute this to the drift of
±2µV over time in the offset bias. This drift is of com-
parable magnitude to kB∆T/e and therefore cloaks the
expected amplitude difference. With no experimental ac-
cess to exact QD occupancies, we consequently opt for a
simple approximation instead of fitting the cut-line data
based on an accurate model. To obtain an estimate of TL
and TR, we compare the experimental results to the cur-
rent calculated by rate equations for a single level QD,
neglecting spin. According to Esposito et al. [51], the
calculated current for that simplified case is given by
ISD = −e ΓL,effΓR
ΓR + ΓL,eff
· (fR − fL) (B1)
where fL/R = [e
−δE/(kBTL/R) + 1]−1 is the Fermi distri-
bution.
In order to compare currents calculated by equation
B1 to the heated experimental data, we first extract the
(effective) tunnel couplings ΓL,eff and ΓR from the exper-
iment. Unheated, bias driven currents through a single
spin degenerate level of a QD saturate at I+/I− for large
positive/negative bias |VSD|  kBT/e and can be de-
scribed by
I+ = 2e
ΓL,effΓR
2ΓR + ΓL,eff
I− =− 2e ΓL,effΓR
ΓR + 2ΓL,eff
(B2)
[57]. Consequently, we measure the current along the
same 22 cut-lines within the grey dashed areas at dVH =
0 V and VSD = ±0.5 mV (small enough to avoid contri-
butions of the first ES at 0.8 meV). A selection of the
resulting cut-line pairs at different VL is shown in figure
9(c). We note that for VSD = 0.5 mV the offset bias drift
is negligible and currents saturate for positive bias. The
less pronounced saturation behaviour for negative bias
can possibly be attributed to the non-constant density of
states in the nanowire and we use the maximum value
for I−. With equation B2 and based on the asymmetry
between I+ and I− we obtain the (effective) tunnel cou-
plings ΓL,eff and ΓR, which are plotted as a function of
VL in figure 9(b).
With the tunnel couplings from figure 9(b) and equa-
tion B1 we then fit the unbiased, heated cut-line data
to estimate TL and TR. Figure 9(d) shows a selection
of heated cut-line data (blue dots) and fits (solid red
lines) for different dVH and VL. We stress that as a di-
rect consequence of the offset bias drift and equation B1
not capturing the full physics of the system, not all fits
are in good agreement with the experimental data (see
panel 2, 4 and 6, figure 9(d)). Statistically, however, we
still probe the amplitude and width of the thermoelectric
signal along δE, which directly relate to the average tem-
perature T˜ and temperature difference ∆T = TL − TR,
14
FIG. 9. (Color) Contact electron temperature estimation. a) Measured charge stability diagram around the center set of TPs in
figure 2(b). Cutlines to estimate the tunnel couplings and contact electron temperatures are taken in the grey dashed areas. b)
Tunnel couplings ΓL,eff and ΓR along the two pronounced charging lines in (a) as a function of VL. c) Selection of data along VR
at constant VL for positive and negative bias. Tunnel couplings are extracted from saturation currents. d) Selection of zero-bias
linecuts at different dVH. Dots mark data points and solid red lines represent fits based on rate equations for a spinless single
QD to extract TL and TR. e) Extracted TL and TR values from fits at different dVH. Dashed and dotted lines represent the
median values for TL and TR at different dVH respectively. f) Median values for TL and TR plotted against dVH. The dashed red
and blue lines represent our estimate for contact temperatures TL ≈ 0.9 K/V ·dVH +130 mK and TR ≈ 0.87 K/V ·dVH +130 mK.
Error bars represent the median absolute deviation.
respectively. The values for TL and TR for all fits at dif-
ferent dVH are plotted in figure 9(e), demonstrating a
clear increase of T˜ and a small increase of ∆T with in-
creasing dVH. To minimize the impact of outliers due to
bad fits, we look at median values for TL (dashed lines
in figure 9(e)) and TL (dotted lines in figure 9(e)), which
are plotted against dVH in figure 9(f). On basis of these
median temperatures, we estimate TL and TR according
to equation 2 (dashed lines in figure 9(f)).
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