In this note, we continue our research on Fourier restriction for hyperbolic surfaces, by studying local perturbations of the hyperbolic paraboloid z = xy, which are of the form z = xy + h(y), where h(y) is a smooth function of finite type. Our results build on previous joint work in which we have studied the case h(y) = y 3 /3 by means of the bilinear method. As it turns out, the understanding of that special case becomes also crucial for the treatment of arbitrary finite type perturbation terms h(y).
Introduction
Our aim in this note is to provide another step in our program towards gaining an understanding of Fourier restriction for general hyperbolic surfaces.
Fourier restriction for hypersurfaces with non-negative principal curvatures has been studied intensively by many authors (see, e.g., [Bo91] , [Bo95a] , [Bo95b] , [MVV96] , [MVV99] , [TVI00] , [TVII00] , [W01] , [T01a] , [IKM10] , [LV10] , [IM11] , [BoG11] , [IM15] , [BMV16] , [Gu16] , [Gu17] , [Sto17a] ). For the case of hypersurfaces of non-vanishing Gaussian curvature but principal curvatures of different signs, besides Tomas-Stein type Fourier restriction estimates (see, e.g., [To75] , [Str77] , [Gr81] , [St86] , [IKM10] , [IM11] , [IM15] ), until recently the only case which had been studied successfully was the case of the hyperbolic paraboloid (or "saddle") in R 3 : in 2015, independently S. Lee [L05] and A. Vargas [V05] established results analogous to Tao's theorem [T03a] on elliptic surfaces (such as the 2 -sphere), with the exception of the end-point, by means of the bilinear method. Recently, B. Stovall [Sto17b] was able to include also the end-point case. Moreover, C. H. Cho and J. Lee [ChL17] , and J. Kim [K17] , improved the range by adapting ideas by Guth [Gu16] , [Gu17] which are based on the polynomial partitioning method. For further information on the history of the restriction problem, we refer the interested reader to our previous paper [BMV17] .
We shall here study surfaces S which are local perturbations of the hyperbolic paraboloid z = xy, which are given as the graph of a function φ(x, y) := xy + h(y), where the function h is smooth and of finite type at the origin, i.e.,
where the function h is smooth and of finite type at the origin. Then, if Ω is a sufficiently small neighborhood of the origin,
for all f ∈ L q (Ω).
For the proof of this result, we shall strongly build on the approach devised for the special case where h(y) = y 3 /3. In many arguments, we shall be able to basically follow [BMV17] . Therefore, we shall concentrate on explaining the new ideas and modifications that are needed to handle more general finite type perturbations. Convention: Unless stated otherwise, C > 0 will stand for an absolute constant whose value may vary from occurrence to occurrence. We will use the notation A ∼ c B to express that 1 c A ≤ B ≤ cA. In some contexts where the size of c is irrelevant we shall drop the index c and simply write A ∼ B. Similarly, A B will express the fact that there is a constant c (which does not depend on the relevant quantities in the estimate) such that A ≤ cB, and we write A ≪ B, if the constant c is sufficiently small.
Reduction to perturbations of cubic type
Recall that we are assuming that (2.1) φ(x, y) = xy + y m+2 a(y), where a(0) = 0, m ≥ 1.
We may assume without loss of generality that Ω is a square, and then decompose the domain Ω dyadically with respect to the y-variable into rectangular boxes
where for any κ = 2 −i we have Ω − κ = −Ω + κ , and κ ≤ y ≤ 2κ on Ω + κ . Note that we may assume that i 0 ≫ 1 is sufficiently large, by choosing Ω sufficiently small. By
f (x, y)e −i(ξ 1 x+ξ 2 y+ξ 3 φ(x,y)) η(x, y) dxdy we denote the contribution of Ω ± κ to Ef. Let is fix one of these subsets, say Ω + κ . We then apply the change of variables φ κ (x, y) := 1 κ φ x, κ(1 + y) = x(1 + y) + κ m+1 (1 + y) m+2 a κ(1 + y) ,
where 0 ≤ y ≤ 1. Actually, by taking, say, 1000 subdomains, we may even assume that 0 ≤ y ≤ 1/1000. Let us put H κ (y) := (1 + y) m+2 a κ(1 + y) .
Then φ κ (x, y) = x(1 + y) + κ m+1 H κ (y) = x + xy + κ m+1 P 2 (κ, y) + κ m+1 h κ (y),
where P 2 (κ, y) denotes the Taylor polynomial of H κ (y) of degree 2 centered at y = 1. As in our previous paper [BMV17] , we may then write
x + xy + κ m+1 P 2 (κ, y) = xy + c κ y 2 + affine linear terms = (x + c κ y)y + affine linear terms.
The linear change of variables x → x + c κ y then allows to reduce to the phase functioñ
for (x, y) in a sufficiently small neighborhood of the origin which can be chosen independently of κ. Note that
. Moreover, it is easy to see that for κ sufficiently small (depending on m, a(0) = 0, a ′ ∞ , a ′′ ∞ and a ′′′ ∞ ), we have
A similar reasoning shows that
Similar arguments apply to Ω − κ . We consider next the Fourier extension operator
which corresponds to the operator E + κ in the new coordinates. Then one easily checks that the following estimates for E ± κ andẼ ± κ are equivalent:
(2.6) E ± κ g L r ≤ Cκ 1−2/r−1/q g L q for all g with supp g ⊂ {|y − κ| ≤ κ/1000} (and support in x sufficiently small).
Since we work under the assumption that 1/q ′ > 2/r, we thus see that by summing a geometric series it will suffice to prove the uniform estimates (2.5) in order to prove Theorem 1.1.
Bilinear estimates for perturbations of cubic type
In the previous section, we have seen that may reduce to proving uniform Fourier extension estimates for phases φ(x, y) = xy + ǫh(y), defined on a small square Q which, after a further scaling, we may assume to be the square Q = [−1, 1] × [−1, 1], where ǫ > 0 is assumed to be sufficiently small, and where h is a perturbation function of cubic type in y of the phase xy. By this, we mean that h is smooth and satisfies
(compare (2.2)-(2.4), where we have applied an additional scaling by a factor 1000 in y).
Here, the constants C l will be assumed to be fixed constants, with C 3 > 0, and our goal will be to establish uniform estimates which will depend only on these constants (in many parts actually only on C 3 ), but not on ǫ.
3.1. Transversalities and admissible pairs (U 1 , U 2 ). Recall next that the bilinear approach is based on bilinear estimates of the form
Here, E U 1 and E U 2 are the Fourier extension operators associated to patches of sub-surfaces S i := graph φ| U i ⊂ S, i = 1, 2, with U i ⊂ Ω. What is crucial for obtaining useful bilinear estimates is that the two patches of surface S 1 and S 2 satisfy certain transversality conditions, which are stronger than just assuming that S 1 and S 2 are transversal as hypersurfaces (i.e., that all normals to S 1 are transversal to all normals to S 2 ). Indeed, what is needed in addition is the following (cf. [BMV17] , [L05] , [V05] , [LV10] , or [Be16] ):
Consider the following quantitỹ
If its modulus is bounded from below by a constant c > 0 for all
Hφ denoting the Hessian of φ, then we have (3.2) for p > 5/3, with a constant C(U 1 , U 2 ) that depends only on this constant c and on upper bounds for the derivatives of φ. If U 1 and U 2 are sufficiently small (with sizes depending on upper bounds of the first and second order derivatives of φ and a lower bound for the determinant of Hφ) this condition reduces to the estimate
It is easy to check that for φ(x, y) = xy + ǫh(y), we have
As in [BMV17] , it will be particularly important to look at the expression (3.7) when z = z 1 ∈ U 1 , and z = z 2 ∈ U 2 , so that the two "transversalities"
become relevant. Note the following relation between these quantities:
where η is some intermediate point.
Following Section 3 in [BMV17], given two points z 0 1 = (x 0 1 , y 0 1 ) and z 0 2 = (x 0 2 , y 0 2 ), we shall next devise neighborhoods U 1 of z 0 1 and U 2 of z 0 2 on which the three quantities |y 2 − y 2 |, |τ z 1 (z 1 , z 2 )| and |τ z 2 (z 1 , z 2 )| are of fixed dyadic sizes ρ, δ 1 and δ 2 , say
(with a large constant C 0 ), and which are essentially as large as possible. Notice first that it is then natural to allow to vary y 1 on U 1 and y 2 on U 2 by at most ρ from y 0 1 and y 0 2 , respectively, i.e., we assume that
Let us next assume, by symmetry, that δ 2 ≥ δ 1 , and note that then, by (3.10), necessarily δ 2 ǫρ 2 .
We then distinguish two cases.
Case 1: δ 1 ≥ δ 2 /4. Then δ 1 ∼ 4 δ 2 , and hence δ 1 ∼ δ 2 ∼ ǫρ 2 δ for some δ 1.
Thus, in this case we have that |y 0 2 − y 0 1 | ∼ ρ, and
Case 2: δ 1 < δ 2 /4. Then δ 2 ∼ ǫρ 2 , and δ 1 ǫρ 2 , so that we may assume that δ 1 = ǫρ 2 δ, with some δ 1. As in [BMV17] , we shall at this stage be vague about multiplicative constants arising in inequalities -more precise arguments will be given later. Thus here |y 0 2 − y 0 1 | ∼ ρ, and
(3.10) shows that |τ z 1 (z 1 , z 2 ) − τ z 2 (z 1 , z 2 )| ∼ ǫρ 2 , and therefore in both cases the second condition is redundant, and we see that the only condition that needs to be satisfied is that, for all (x 1 , y 1 ) ∈ U 1 and (x 2 , y 2 ) ∈ U 2 , we have
The choice of the sets U 1 and U 2 becomes particularly lucid if we first assume that z 0 1 = 0, so let us begin by examining this case. Later we shall see that a simple change of coordinates will allow to reduce to this case for general z 0 1 . The case z 0 1 = 0 : We shall want to choose U 2 as large as possible w.r. to y 2 , i.e., we only assume that |y 2 − y 0 2 | ρ. Let a 0 := τ z 0 1 (z 0 1 , z 0 2 ), so that |a 0 | ∼ ǫρ 2 δ. Then we shall assume that on U 2 we have, say, |τ z 0 1 (z 0 1 , z 2 ) − a 0 | ≪ ǫρ 2 δ. If z 0 1 = 0, this means that we shall define U 2 by the following two conditions. Put a 0 := τ 0 (0, z 0 2 ) = x 0 2 + ǫh ′ (y 0 2 ), and assume that |a 0 | ∼ ǫρ 2 δ. Then we require that |y 2 − y 0 2 | ρ, |τ 0 (0, z 2 ) − τ 0 (0, z 0 2 )| = |x 2 + ǫh ′ (y 2 ) − a 0 | ≪ ǫρ 2 δ.
(3.11)
As for U 1 , given our choice of U 2 , what we still need is that |τ z 1 (z 1 , z 2 ) − τ z 0 1 (z 0 1 , z 2 )| ≪ ǫρ 2 δ for all z 1 ∈ U 1 and z 2 ∈ U 2 , for then also |τ z 1 (z 1 , z 2 ) − τ z 0 1 (z 0 1 , z 0 2 )| ≪ ǫρ 2 δ for all such z 1 , z 2 . Note that, for z 0 1 = 0 and y 2 fixed, the equation
defines a curve x 1 = γ(y 1 ), so that the condition |τ z 1 (z 1 , z 2 ) − τ z 0 1 (z 0 1 , z 0 2 )| ≪ ǫρ 2 δ determines essentially an ǫρ 2 δ neighborhood of this curve, whose slope ∂ y 1 γ is of order O(ǫ). Moreover, since y 2 is allowed to vary within U 2 of order O(ρ), and since (3.1) shows that |∂ y 2 (∂ y 1 γ)| = |ǫh ′′′ (y 1 )/2| ∼ ǫ, we see that the natural condition to impose for U 1 is that ǫρ|y 1 − y 0 1 | ≪ ǫρ 2 δ, i.e., since y 0 1 = 0, |y 1 | ≤ ρδ ∧ ρ = ρ(1 ∧ δ) (note here that, in Case 1, we may have ρδ ≥ 1). Moreover, by the mean value theorem and (3.1), we have |h
In combination, this shows that it will be natural to define U 1 by the following conditions:
The case of arbitrary z 0 1 : Let now z 0 1 := (x 0 1 , y 0 1 ) be arbitrary. In a first step we translate the point z 0 1 to the origin by writing z = z 0 1 +z, i.e.,
where P 2 denotes the Taylor polynomial of order 2 at y 0 1 , i.e., P 2 (ỹ) := h(y 0 1 ) + h ′ (y 0 1 )ỹ + h ′′ (y 0 1 ) 2 (ỹ) 2 . By our assumptions (3.1) on φ, the error term f satisfies estimates of the form
which means that also f is of cubic type, uniformly in z 0 1 , with the same constants C l as for h.
It is thus natural to introduce a further change of coordinates (3.14)
This shows that in these coordinates (x ′′ , y ′′ ), the function φ is again a perturbation of x ′′ y ′′ by a perturbation function of cubic type in the sense of (3.1) (up to an affine linear term, which is irrelevant), uniformly in the parameter z 0 1 . Observe also that the transversality function τ z (z 1 , z 2 ) is invariant under this change of coordinates.
This shows that we can now define the sets U 1 and U 2 by choosing them in terms of the coordinates (x ′′ , y ′′ ) as in (3.12) and (3.11), only with the function h replaced by f, and then express those sets in terms of our original coordinates (x, y). Note also that in the coordinates (x ′′ , y ′′ ), we have
In combination with (3.16) this then leads to the following choices of U 1 and U 2 :
We define U 1 by the conditions
and U 2 by the conditions
3.2. The Whitney-type decomposition of Q × Q. In view of our discussion in the previous subsection, we shall now devise more precisely certain "dyadic" subsets (kind of curved boxes) of Q × Q which will assume the roles of the sets U 1 , respectively U 2 , and which will allow to obtain a kind of Whitney decomposition of Q × Q adapted to dyadic sizes of our transversalities. To begin with, we fix a large dyadic constant C 0 ≫ 1.
As in [BMV17] , in a first step we perform a classical dyadic decomposition in the y-variable: For a given dyadic number 0 < ρ 1, we denote for j ∈ Z such that |j|ρ ≤ 1 by I j,ρ the dyadic interval I j,ρ := [jρ, jρ+ρ[ of length ρ, and by V j,ρ the corresponding horizontal "strip" V j,ρ := [−1, 1]×I j,ρ within Q. Given two dyadic intervals J, J ′ of the same size, we say that they are related if their parents are adjacent but they are not adjacent. We divide each dyadic interval J in a disjoint union of dyadic subintervals {I k J } 1≤k≤C 0 /8 , of length 8|J|/C 0 . Then, we define (I, I ′ ) to be an admissible pair of dyadic intervals if and only if there are J and J ′ related dyadic intervals and 1 ≤ k, j ≤ C 0 /8 such that I = I k J and I ′ = I j J ′ . We say that a pair of strips
is a pair of admissible dyadic intervals. Notice that in this case,
One can easily see that this leads to the following disjoint decomposition of Q × Q :
where the first union is meant to be over all such dyadic ρ's.
In a second step, we perform a non-standard Whitney decomposition of any given admissible pair of strips:
To simplify notation, we fix ρ and an admissible pair (V j 1 ,ρ , V j 2 ,ρ ), and simply write I i := I j i ,ρ , V i := V j i ,ρ , i = 1, 2, so that I i is an interval of length ρ with left endpoint y e i := j i ρ, and
are rectangles of dimension 2 × ρ, which are vertically separated at scale C 0 ρ. More precisely,
Let 0 < δ (ǫρ 2 ) −1 be a dyadic number, and let I be the set of points which partition the interval I into (dyadic) intervals of the same length ǫρ 2 δ. A typical point of I will be denoted by x 0 .
Similarly, for i = 1, 2, we choose a finite equidistant partition I i of width ρ(1 ∧ δ) of the interval I i by points y 0 i ∈ I i . Notice: if δ > 1, then ρ(1 ∧ δ) = ρ, and we can choose for I i just the singleton
For any x 0 ∈ I and y 0 1 ∈ I 1 , in view of (3.17), (3.18) and in analogy with [BMV17] , we then define the sets
Then one can show in a similar way as in [BMV17] that if x 0 1 and x 0 2 are separated by a distance |x 0 2 − x 0 1 | ∼ C 2 0 ǫρ 2 δ, then the pair of sets U
forms indeed a pair of sets U 1 , U 2 of the type described in the previous subsection. We therefore call a pair (U
) an admissible pair of type 1 (at scale δ), if the following two conditions hold true:
Observe that, by (3.10), we have τ z e 2 (z 0 1 , z e 2 ) = τ z 0 1 (z 0 1 , z e 2 ) − (y e 2 − y 0 1 ) 2 . In view of (3.24) and (3.21) this shows that condition (3.25) is automatically satisfied, unless ǫδ ∼ 1.
For the symmetric case (corresponding to the situation where δ 2 ≤ δ 1 ), by interchanging the roles of z 1 and z 2 we define accordingly for any x 0 ∈ I and y 0 2 ∈ I 2 the sets U
x 0 ,y 0 2 ,δ 1 and U x 0 ,y 0 2 ,δ 2 in analogy with our discussion in [BMV17] , and denote the corresponding admissible
) as admissible pairs of type 2. We shall skip the details.
By P δ respectivelyP δ we denote the set of all admissible pairs of type 1 respectively type 2 at scale δ, and by P respectivelyP the corresponding unions over all dyadic scales δ. The next lemma can be proved by closely following the arguments in the proof of the corresponding Lemma 3.1 in [BMV17] :
The following covering and overlapping properties hold true:
In the latter case, there is only bounded overlap. I.e., there is a constant M ≤ 2 6 such that for every
The analogous statements applies to admissible pairs inP. (iii) If (U 1 , U 2 ) ∈ P δ and (Ũ 1 ,Ũ 2 ) ∈P δ ′ , then U 1 × U 2 andŨ 1 ×Ũ 2 are disjoint too, except possibly when both δ, δ ′ ≥ 1/800 and δ ∼ 2 10 δ ′ . In the latter case, there is only bounded overlap. I.e., there is a constant N = O(C 0 ) such that for every (U 1 , U 2 ) ∈ P δ there are at most N pairs (Ũ 1 ,Ũ 2 ) ∈P δ ′ such that (U 1 × U 2 ) ∩ (Ũ 1 ×Ũ 2 ) = ∅, and vice versa. (iv) The product sets associated to all admissible pairs cover V 1 ×V 2 up to a set of measure 0, i.e.,
3.3. Change of variables and bilinear Fourier extension estimates for admissible pairs. Our next goal will be to establish the following analogues of the bilinear Fourier extension estimates in Corollary 3.3 of [BMV17]:
Proposition 3.2. Let p > 5/3, q ≥ 2. Then, for every admissible pair (U 1 , U 2 ) ∈ P δ at scale δ, the following bilinear estimates hold true: Case 1: Assume that δ > 1 and ǫδρ 2 ≤ 1 (this is necessary since δ 1 ≤ 1). Then
Case 2: Assume that δ ≤ 1. Then
The constants in these estimates are independent of the given admissible pair, of ǫ, ρ and of δ. The same estimates are valid for admissible pairs (Ũ 1 ,Ũ 2 ) ∈P δ of type 2.
Proof. We shall only discuss the case of admissible pairs of type 1; the type 2 case can be handled in the same way by symmetry. So, let (U 1 , U 2 ) ∈ P δ be an admissible pair of type 1, where U 1 = U
x 0 1 ,y 0 1 ,δ 1
We first change to the coordinates (x ′′ , y ′′ ) introduced in (3.14), which allows to reduce to the case where (z 0 1 ) ′′ = 0 and (z e 2 ) ′′ = (x 0 2 − x 0 1 − ǫf ′′ (y 0 2 − y 0 1 ), y 0 2 − y 0 1 ). In these coordinates, U 1 corresponds to the set
2 − x 0 1 and (y ′′ 2 ) 0 := y 0 2 − y 0 1 ∼ C 0 ρ (compare (3.23) and (3.21), and note that τ 0 (0, z ′′ 2 ) = x ′′ 2 +ǫf ′ (y ′′ 2 ) in the coordinates (x ′′ , y ′′ )). Recall also from (3.24) that |a 0 | ∼ C 2 0 ǫρ 2 δ. This suggests to apply the following scaling: we change to yet other coordinates z ′ = (x ′ , y ′ ) by writing
Let us accordingly introduce the function F (y ′ ) := f (ρy ′ ) ρ 3 , and note that the crucial phase function x ′′ y ′′ + ǫf (y ′′ ) that arose from φ in (3.15) after the change to the coordinates (x ′′ , y ′′ ) assumes the following form in the coordinates (x ′ , y ′ ) :
Observe that also the function F is a perturbation function of cubic type, uniformly also in ǫ and ρ. Indeed, the following hold true:
(3.28)
Note also that the sets U ′ 1 and U ′ 2 corresponding to U 1 and U 2 in these coordinates (x ′ , y ′ ) are given by
By scaling in x ′ by the large factor C 2 0 and in y ′ by the factor C 0 , we may next for simplicity assume that
where c 0 > 0 can be assumed to be sufficiently small, and where a := (x ′ 2 ) 0 − (x ′ 1 ) 0 , so that |a| ∼ 1 ∧ δ and b := (y ′ 2 ) 0 := (y ′ 2 ) 0 − (y ′ 1 ) 0 ∼ 1. Moreover, for Lee's transversality expression Γ φ δ in (3.3) for φ δ , we then have that
for every z ′ 1 ∈ U ′ 1 and every z ′ 2 ∈ U ′ 2 (see also (3.24), (3.25)). These estimates hold uniformly for all relevant choices of x 0 1 , y 0 1 , x 0 2 , ǫ, ρ and δ.
The case δ 1. In this case, we see that U ′ 1 and U ′ 2 are squares of of small side length 2c 0 , separated by a distance of size 1, and moreover (3.30) shows that all relevant transversalities are of size 1. Therefore we see that the conditions of Lee's Theorem 1.1 in [L05] are satisfied for the patches of surface S ′ 1 and S ′ 2 which are the graphs of φ δ (defined in (3.27)) over the sets U ′ 1 and U ′ 2 . This implies that for these patches of surface, we obtain uniform bilinear Fourier extension estimates when p > 5/3 and q ≥ 2, of the form
, with a constant C p,q which is independent of the choice of x 0 1 , y 0 1 , x 0 2 , ǫ, ρ and δ. By scaling back to our original coordinates, we thus arrive at the estimate in Case 1 of Lemma 3.2 (compare, e.g., with the scaling argument in Section 2.3 of [BMV17] ).
The case δ ≪ 1. Recall that in this case the sets U ′ 1 and U ′ 2 are given by
where c 0 is small and |a| ∼ δ and b ∼ 1.
Recall also that F satisfies the cubic type estimates (3.28). Taylor expansion thus shows that |F ′ (b)| ∼ 1, |F ′′ (b)| ∼ 1, and that in this case the phase φ δ is given by
The claimed estimates for Case 2 in Proposition 3.2 will now follow directly from the next theorem in combination with Hölder's inequality (to pass from L 2 -norms to L q -norms), if we again scale back to our original coordinates.
The following theorem extends Theorem 2.1 in [BMV17] to general perturbations of cubic type.
Theorem 3.3. Let p > 5/3, and let U 1 = U ′ 1 , U 2 = U ′ 2 be as in (3.31). Assume further that φ(x, y) = xy + F (y), where F is a real-valued smooth perturbation function of cubic type, i.e., satisfying estimates (3.28), and denote by
the corresponding Fourier extension operators. Then, if the constant c 0 in (3.31) and δ ≪ 1 are sufficiently small,
for every f 1 ∈ L 2 (U 1 ) and every f 2 ∈ L 2 (U 2 ), where the constant C p will only depend on p and the constants C l in (3.28).
Proof. The proof will largely follow the proof of Theorem 2.1 in [BMV17] , so that we shall only detail those arguments which require a more careful analysis than in [BMV17] . All constants that will arise implicitly in the subsequent estimates are easily seen to depend only on the constants C l in (3.28).
The crucial step will again consist in the following scaling: we introduce new coordinates (x,ȳ) be writing x = δx, y =ȳ, and then re-scale the phase function φ by putting
Denote by U s i the corresponding re-scaled domains, i.e.,
where c 0 is small and |ā| = |a/δ| ∼ 1 andb = b ∼ 1. By S s i , i = 1, 2, we denote the corresponding scaled surface patches for allz ∈ U s 1 ∪ U s 2 . Assume next thatz 1 ∈ U s 1 andz 2 ∈ U s 2 . Since |ȳ 1 | ≤ c 0 δ, |ȳ 2 | ∼ 1, we see that
(for suitable choices of η i ,η i ). Moreover, we then also see that
. Following further on the proof of Theorem 2.1 in [BMV17] , assume that we translate the two patches of surface S s 1 and S s 2 so, that the two pointsz 1 andz 2 coincide after translation, and assume that the vector ω = (ω 1 , ω 2 ) is tangent to the corresponding intersection curve γ(t) at this point (compare [BMV17] ). Then (3.35) shows that we may assume without loss of generality that
In combination with (3.34) this implies that
Thus, if i = 1, then by (3.34),
and |Hφ s (z 1 ) · t ω| ∼ 1, and if i = 2, then (3.37)
Finally, observe that we can apply our arguments from [BMV17] also in the present situation in order to establish the bilinear estimates (3.32), once we have established the following transversality conditions (compare (2.4) and Lemma 2.2 in [BMV17]):
But, if i = 1, then by (3.35), (3.37), (3.33) and (3.34) we see that
. And, if i = 2, then by (3.35), (3.36), (3.33) and (3.34) we have
hence also T V s 2 (z 1 ,z 2 ) ∼ (1/δ)/(1/δ) ∼ 1, provided δ and c 0 are sufficiently small.
Notice that the constants that arose implicitly in the estimates for the transversalities T V s i in the proof depend in fact only on the constant C 3 measuring the size of the third derivative of h in (3.1). We should again like to mention that estimate (3.32) could alternatively also be deduced from Candy's Theorem 1.4 in [Can17] , after applying the crucial scaling in x that we used in the first step of our proof.
Passage to linear restriction estimates and proof of (2.5)
In order to complete the proof of Theorem 1.1, let us finally briefly sketch how to pass from the bilinear estimates in Theorem 3.3 to the crucial linear estimate in (2.5). Again we shall closely follow our approach in [BMV17] and only indicate the necessary changes.
To handle the bounded overlap between the sets U 1 × U 2 for pairs of admissible sets (U 1 , U 2 ) ∈ P of type 1 in Lemma 3.1, we define for ν = 0, . . . , 9 the subset P ν := j P 2 10j+ν of P. To these, we associate the subsets
and likewise introduce the corresponding subsetsÃ ν associated to admissible pairs of type 2. Then we may argue as in [BMV17] to show that it will suffice to prove restriction estimates over these sets A r , respectivelyÃ ν , over which we have "decoupled" the overlaps. Let us just look at the sets A ν in the sequel.
Next, assume that r > 10/3 and 1/q ′ > 2/r, and put p := r/2, so that p > 5/3, 1/q ′ > 1/p. By interpolation with the trivial estimate for r = ∞, q = 1, it is enough to prove the result for r close to 10/3 and q close to 5/2, i.e., p close to 5/3 and q close to 5/2. Hence, we may assume that p < 2, p < q < 2p. Also, we can assume that supp f ⊂ {(x, y) ∈ Q : y > 0}.
As in [BMV17] , we easily see that it will suffice to prove the following: assume a scale ρ is fixed, and that V 1 ∼ V 2 is an admissible pair of strips at scale ρ (as defined in (3.20) of Subsection 3.2). Then following holds true:
, then for the range of p's and q's described above we have
We remark that, eventually, we shall choose f = g, but for the arguments to follow it is helpful to distinguish between f and g.
To prove this lemma, observe first that by means of an affine linear transformation we may "move the strips V 1 , V 2 vertically" so that j 1 = 0, which means that V 1 contains the origin. This we shall assume throughout the proof.
As mentioned before, it will suffice to estimate E((f ⊗ g)χ Aν ) in place of E V 1 (f )E V 2 (g), and the same arguments as in [BMV17] then show that we may decompose
, and where each U iǫρ 2 δ,jρδ,δ 1 , U i ′ ǫρ 2 δ,jρδ,δ 2 forms an admissible pair, i.e., (3.24), (3.25) are satisfied. This means in particular that |i− i ′ | ∼ C 2 0 . The summation in δ is here meant as summation over all dyadic δ such that δ (ǫρ 2 ) −1 .
We may and shall also assume that f and g are supported on the set {y > 0}. Then
The first sum can be treated by more classical arguments (compare, e.g., [L05] or [V05] ), which in view of the first estimate in Proposition 3.2 then leads to a bound for the contribution of that sum to E V 1 (f )E V 2 (g) p in (4.1) of the order
as required. We leave the details to the interested reader. Note that for this first sum, there is no gain when ǫ > 0 is getting small (which is to be expected), in contrast to what will happen for the second sum.
We shall now concentrate on the second sum in (4.2) where δ ≪ 1. Here, the admissibility conditions reduce to |i − i ′ | ∼ C 2 0 . We fix δ, and simplify notation by writing f i,j := f δ i,j , g i,j := g δ i,j , and U 1,i,j := U iǫδρ 2 ,jδρ,δ 1 , U 2,i ′ ,j := U i ′ ǫδρ 2 ,jδρ,δ 2 . As a first step in proving estimate (4.1), we exploit some almost orthogonality with respect to the x-coordinate, following a classical approach (compare, e.g., [MVV96] , [MVV99] ).
Proof. Assume that i ∈ [N δ −1 , (N +1)δ −1 ], and that z 1 = (x 1 , y 1 ) ∈ U 1,i,j and z 2 = (x 2 , y 2 ) ∈ U 2,i ′ ,j , where |i − i ′ | ∼ C 2 0 , which means that (U 1,i,j , U 2,i ′ ,j ) ∈ P δ is an admissible pair. Then, in a similar way as in the proof of the corresponding lemma in [BMV17] , by means of Taylor expansions (where we only need to make use of the estimates for third derivatives of h) one sees that |x 2 −x 1 | CC 2 0 ǫρ 2 . This implies that x 1 +x 2 = 2N ǫρ 2 +O(ǫρ 2 ), where the constant in the error term is of order C 2 0 , hence U 1,i,j + U 2,i ′ ,j ⊂ [2N ǫρ 2 − C C 2 0 ǫρ 2 , 2N ǫρ 2 + C C 2 0 ǫρ 2 ] × [0, 2C 0 ρ]. These statements become even more lucid if we first apply the scaling y = ρy ′ , x = ǫρ 2 x ′ , that we had already introduced in (3.26), for then we may assume that in our definition of the sets U 1,i,j , U 2,i ′ ,j we have ǫ = 1 and ρ = 1. We also remark that the constant C will depend here only on the constant C 3 which controls third derivatives of h in (3.1).
Notice that the family of intervals [2N ǫρ 2 − C C 2 0 ǫρ 2 , 2N ǫρ 2 + C C 2 0 ǫρ 2 ]
is almost pairwise disjoint. Therefore we may argue as in the proof of Lemma 6.1 in [TVV98] in order to derive the desired estimate.
For our next step, recall again that if we apply the scaling y = ρy ′ , x = ǫρ 2 x ′ from (3.26), then according to (3.29) in the new coordinates z ′ = (x ′ , y ′ ) the sets U 1,i,j , U 2,i ′ ,j are given by
1 is a square of dimension δ × δ, and U ′ 2 essentially a thin curved box of width δ and length 1. We shall therefore further decompose U ′ 2 into squares of size δ × δ.
Accordingly, in our original coordinates z = (x, y), U 1,i,j is a rectangular box of dimension ǫρ 2 δ × ρδ, and we shall further decompose the curved box U 2,i ′ ,j into essentially rectangular boxes of the same dimensions ǫρ 2 δ ×ρδ, by decomposing them in the y-coordinate into O(1/δ) intervals of length ρδ. I.e., we shall put
where the union is over a set of O(1/δ) indices k. Accordingly, we decompose
. Then we have the following uniform square function estimate:
Lemma 4.3. For 1 < p ≤ 2 there exists a constant C p > 0 such that for every N = 0, . . . , (ǫρ 2 ) −1 we have
Proof of Lemma 4.3: Notice first that a translation in x by N ρ 2 allows to reduce to the case N = 0, which we shall thus assume. Then the relevant sets U 1,i,j and U 2,i ′ ,j will all have their x-coordinates in the interval [0, ǫρ 2 ].
For i, i ′ , j, k as above, set S 1,i,j :
2,i ′ ,j }, and denote by D ǫ,ρ (x, y) := (ǫρ 2 x, ρy) the scaling transformation which changes coordinates from z to z ′ . The key to the square function estimate (4.3) is the following almost orthogonality lemma:
Lemma 4.4. Assume N = 0, and denote byD ǫ,ρ , ρ > 0, the scaling transformation on the ambient space R 3 which is given byD ǫ,ρ (x, y, z) := (ǫρ 2 x, ρy, ǫρ 3 z). Then there is a family of cubes {Q k i,i ′ ,j } i∈[0,δ −1 ],|i−i ′ |∼C 0 ,j ,k in R 3 with bounded overlap, whose sides are parallel to the coordinate axes and of length ∼ δ, such that S 1,i,j + S k 2,i ′ ,j ⊂D ǫ,ρ (Q k i,i ′ ,j ). We remark that the amount of the overlap is in fact entirely controlled by the size of the constant C 3 in (3.1).
Proof of Lemma 4.4: Note first that by our assumptions we have
3), we may apply this scaling in order to reduce our considerations to the case where ǫ = ρ = 1, if we replace the perturbation term h by the function F which, according to (3.28), shares the same type of estimates as h. Notice also that, after scaling, the sets corresponding to V 1 , V 2 in the new coordinates then satisfy
Therefore, from now on we shall work under these assumptions, denoting the new coordinates again by (x, y) in place of (x ′ , y ′ ), in order to defray the notation.
Notice also that if i ∈ [0, δ −1 ], |i − i ′ | ∼ C 0 , then the corresponding patches of surface S 1,i,j and S k 2,i ′ ,j are contained in boxes of side length, say, 2δ, and sides parallel to the axes, whose projections to the x-axis lie within the unit interval [0, 1]. Therefore we can choose for Q k i,i ′ ,j a square of side length 4δ, with sides parallel to the axes, with the property that S 1,i,j + S k 2,i ′ ,j ⊂ Q k i,i ′ ,j . We shall prove that the overlap is bounded, with a bound depending only on the constant C 3 in (3.1).
Note that, if (x 1 , y 1 ) ∈ U 1,i,j and (x 2 , y 2 ) ∈ U k 2,i ′ ,j with |i − i ′ | ∼ C 2 0 , then, by Lemma 3.1 (a) we have
It suffices to prove the following: if (x 1 , y 1 ), (x 2 , y 2 ) and (x ′ 1 , y ′ 1 ), (x ′ 2 , y ′ 2 ) are so that each coordinate of these points is bounded by a large multiple of C 0 , the y-coordinates are positive and satisfy y 2 − y 1 C 0 (by the y-separation (3.21)), and
To prove this, set a := x 1 + x 2 , b := y 1 + y 2 , a ′ := x ′ 1 + x ′ 2 , b ′ := y ′ 1 + y ′ 2 , and t 1 := x 1 y 1 + F (y 1 ), t 2 := x 2 y 2 + F (y 2 ). The analogous quantities defined by (x ′ 1 , y ′ 1 ), (x ′ 2 , y ′ 2 ) are denoted by t ′ 1 and t ′ 2 . Notice that by our assumptions, a and b only vary of order O(δ) if we replace (x 1 , y 1 ), (x 2 , y 2 ) by (x ′ 1 , y ′ 1 ), (x ′ 2 , y ′ 2 ). Then, t 1 + t 2 = 2x 1 y 1 − bx 1 − ay 1 + ab + F (y 1 ) + F (b − y 1 ).
We next choose c with |c| ∼ C 2 0 , such that x 2 −x 1 +F ′ (y 2 )−F ′ (y 1 )− 1 2 F ′′ (y 1 )(y 2 −y 1 ) = cδ. Then we may re-write x 1 = a − cδ + F ′ (b − y 1 ) − F ′ (y 1 ) − 1 2 F ′′ (y 1 )(b − 2y 1 ) /2, which implies that ψ(y 1 ) = ψ(y ′ 1 ) + O(δ). Here, |O(δ)| C 3 δ, as one easily sees. But, because of the y-separation (3.21), we have |y 2 − y 1 | C 0 , and since b = y 2 + y 1 , we see that |y 1 − b/2| ∼ C 0 . Moreover, since |F ′′′ | ∼ C 3 , so that F ′′′ in particular does not change sign, we deduce from (4.5) that for all relevant y's we have |ψ ′ (y)| ∼ C 3 |y − b/2| 2 ∼ C 3 C 2 0 ≫ 1, if we choose C 0 sufficiently large.
In combination with (4.6) this shows that we must have y ′ 1 = y 1 + O(δ), hence also y ′ 2 = y 2 + O(δ), and then our first three assumptions imply also the remaining assertions in (4.4).
This finishes the proof of the almost orthogonality Lemma 4.4. ✷ By means of the preceding lemmas and Rubio de Francia's estimate [RdF83] (see also [Car67] , [Co81] ) we can now argue in almost exactly the same way as in [BMV17] in order to estimate the contribution of the second sum δ≪1 i,i ′ ,j f δ i,j dσ g δ i ′ ,j dσ in (4.2) to E V 1 (f )E V 2 (g) p in (4.1). In this way, we see that it is of the order δ≪1 C p,q ǫ 2(1− 1 p − 1 q ) δ 5−2/q−7/p ρ 6(1−1/p−1/q) f q g q C p,q ǫ 2(1− 1 p − 1 q ) ρ 6(1−1/p−1/q) f q g q . This estimate is even stronger than the required estimate in (4.1). Notice that the additional factor ǫ 2(1− 1 p − 1 q ) appears here, due to the estimate in Corollary 3.2 for Case 2, which was not present in [BMV17] (where we had ǫ = 1), but this gain does not help for the total estimate of E V 1 (f )E V 2 (g) p , because of the first sum. We leave the details to the interested reader.
This completes the proof of Lemma 4.1. ✷ By means of Lemma 4.1, we may finally argue as in the last part of the proof of Theorem 1.1 in [BMV17] in order to sum the contributions by all admissible pairs of "horizontal strips" V 1 ∼ V 2 and arrive at the estimate (2.5), thus completing the proof of Theorem 1.1. ✷
