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In this paper, we present a method using qd-algorithm combined with finite difference
method for numerically solving singular boundary value problems for certain ordinary
differential equation having singular coefficients. (We can also use qd-algorithm combined
with other numerical methods.)
These problems arise when reducing partial differential equation to ordinary
differential equation by physical symmetry. Some illustrative examples are given to
demonstrate the efficiency and high accuracy of the proposed method and compare it to
the numerical results made with other methods.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
We now consider a second-order linear differential equation having regular singularity given by{
p(x)u′′(x)+ q(x)u′(x)+ r(x)u(x) = f (x) x ∈]a, b[
α1u(a)+ β1u′(a) = α, α2u(b)+ β2u′(b) = β (1)
with a, b, α1, β1, α2, β2, α and β are finite constants and where the coefficient functions p(x), q(x), r(x) and f (x) are analytic.
Singular boundary value problems for ordinary differential equations arise very frequently in several areas of science and
engineering. We get for example, the Thomas–Fermi model in atomic physics describing the charge concentration u(x) of
electrons in an ion as:
u′′(x) =
√
u(x)√
x
, u(0) = 1, u(1) = 0.
More examples can be found in [1,2].
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Thenumerical discretization of the above equations has been the object of several studies in the last decades. Tomention a
few, Holubec and Stauffer employed the analytic continuation approach to determine an efficient solution to linear ordinary
differential equations (ODEs) [3]. Killingbeck [4] suggested a shootingmethod for solving a special second-order Schrodinger
equation. Jamet [5] has discussed the existence and uniqueness of the solutions and presented the finite difference method
for numerically solving such problems.
Gustafsson [6] has treated the problem by first writing the series solution in the neighborhood of the singularity and
employed several compact and noncompact difference schemes in the remaining part of the interval. Xian-Fang Li [7]
proposes a new approach to determine approximate solutions of a linear ODE particularly for a second-order ODE. He
transforms the equation to be solved to either a Volterra integral equation or a Fredholm integral equation.
Cohen and Jones [8] have used an economized expansion to overcome the slow convergence of the Tayor series solution
for the problems and employed various correction outside the range of economized expansion.They considered these
polynomials on the whole interval where the polynomials are valid, neglecting the effect of singularity. Reddien [9] has
studied the collocation method for the numerical solution of such problems.
Kadalbajoo and Aggarwal [10] have used amethod based on Chebyshev polynomials and B-spline for numerically solving
singular BVPs. They have studied the economized expansion procedure based on Chebyshev polynomials to remove the
singularity for a singular two-point boundary value problem.
One can consult [11] for the classification of the various computational techniques which are used for solving singular
boundary-value problems.
Weknow that the description of the numerical treatment by finite differences or finite elements is usedwhen the solution
has no singularity in the domain. Moreover the description of the form of solutions of the homogeneous equation of the
problem is formulated by several authors.
In this paper we use one method to resolve this type of problems based on the above results in a domain when the
solution has some singularity.
The aim of the present paper is to resolve this problem using the qd-algorithm to detect the singularity of the solution
in the domain, and use a change of variable as well as the new problem is not degenerate. After that, we use one of the
classical methods to approximate the solution of the new problem, for example finite difference or finite element or with
other methods cited above and introduced in [10].
The content of this paper is as follows: In Section 2 we present the classical results of the problem with Dirichlet
conditions when we present the qd-algorithm for the pole detection. In Section 3, we present a description of the suggested
method. Finally, several examples are given to illustrate the effectiveness of the method.
2. The classical results
2.1. Description of the problem in higher dimension
On the domainΩ ⊂ RN we consider the second-order differential operator of the following special form
(Lu)(x) = −
N∑
i=1
∂
∂xi
(
ai(x)
∂u(x)
∂xi
)
+ a0(x)u(x). (2)
Weak solutions of boundary value problems for such an operator are sought in the classical Sobolev spaceW 1,2(Ω) provided
the coefficients ai are bounded, i.e.,
0 < c0 ≤ ai(x) ≤ c1 <∞, ∀x ∈ Ω, 0 ≤ i ≤ N. (3)
The operatorL is elliptic and it is associated with the bilinear form:
a(u, v) =
N∑
i=1
∫
Ω
ai(x)
∂u(x)
∂xi
∂v(x)
∂xi
dx+
∫
Ω
a0(x)u(x)v(x)dx. (4)
The expression
a(u, u) =
N∑
i=1
∫
Ω
ai(x)
∣∣∣∣∂u(x)∂xi
∣∣∣∣2 dx+ ∫
Ω
a0(x) |u(x)|2 dx (5)
defines the square of a norm inW 1,2(Ω).
The classical numerical methods to solve this type of equations: finite difference or finite element methods are able to
give the approximate solution of the boundary value problem with the Dirichlet conditions or mixed conditions.{
(Lu)(x) = f (x) inΩ,
u = g1(x) in ∂Ω1, ∂u
∂ν
= g2(x) in ∂Ω2, (6)
where ∂Ω = ∂Ω1 ∪ ∂Ω2 is the border ofΩ such that ∂Ω1 ∩ ∂Ω2 = Ø.
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f ∈ L2(Ω), g1 ∈ H1/2(∂Ω1) and g2 ∈ H3/2(∂Ω2).
Now, let us suppose that some of the conditions (3) are violated and let us admit that coefficients can grow to infinity or
tend to zero inΩ . This means that singular coefficients are admissible, i.e., for some index i, 1 ≤ i ≤ N ,
lim
x→x∗0
|ai(x)| = 0 or lim
x→x∗0
|ai(x)| = ∞ (x∗0 ∈ Ω), (7)
withΩ = Ω ∪ ∂Ω .
Due to the significance of second-order linear ODEs in practice, we shall focus our attention on this class of equations
in dimension one because the process we use for singularity detection of the solution in the domain Ω is known in one
dimension only [12].
2.2. The classical results in one dimension
We now resume the study of the equation, for simplicity, i.e.
p(x)
d2u
dx2
+ q(x)du
dx
+ r(x)u = 0. (8)
We can write it in the form:
d2u
dx2
+ P(x)du
dx
+ Q (x)u = 0 (9)
with P(x) = q(x)p(x) and Q (x) = r(x)p(x) and impose the restriction that p, q and r are analytic on an open interval I of the x-axis
[13,14].
Definition 1. The point x0 is called ordinary point (or regular point) of the Eq. (9) if P and Q are analytic in an interval about
x0. Otherwise, is called singular point.
The point x0 is called a regular singular point of the Eq. (9) if it is a singular point and if P and Q have the property that
(x− x0)P(x) and (x− x0)2Q (x) are analytic in an interval about x0. Otherwise, is called irregular singular point.
Solutions about ordinary point:
We begin by considering solutions about ordinary point.
The following theorem gives the conditions of existence and uniqueness of solution of second-order linear boundary-
value problem, where all points of the resolution domain are ordinary.
Theorem 1. If the second-order linear boundary-value problem{
u′′ + P(x)u′ + Q (x)u = f (x) in ]a, b[
u(a) = α, u(b) = β
satisfies:
(i) P(x), Q (x) and f (x) are continuous on [a, b],
(ii) Q (x) < 0 on [a, b],
then the problem has a unique solution.
The following results describe the conditions of existence of the local solutions. When p(x0) 6= 0, the continuity of p implies
the existence of an interval about x0 in which p(x) 6= 0. In this form x0 is an ordinary point for the Eq. (9). The following
theorem describes the solutions of (9) in this case.
Theorem 2. If the coefficients P and Q of Eq. (9) are real analytic functions at x0 and have a power series expansions that converge
in the interval |x− x0| < R, then every solution of the Eq. (9) is analytic at x0 and its power series expansion also converges when
|x− x0| < R.Where R is a real positive.
The case of equation having a second member is given in the following theorem:
Theorem 3. Consider the differential equation
d2u
dx2
+ P(x)du
dx
+ Q (x)u = f (x).
If P, Q and f are real analytic functions at x0, then there exists a unique solution u satisfying the initial conditions u(x0) = α,
u′(x0) = β . This solution is analytic and its expansion
u(x) =
∞∑
n=0
cn(x− x0)n
converges to at least those values of x for which the power series expansions of P, Q and f in powers of (x− x0) converge.
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Notice that the initial conditions have effect only on the uniqueness of the solution. Even if there are no initial conditions,
the differential equation has an analytical solution in the neighborhood of x0. We can use this theorem without any
initial conditions because we are considering for the first time the conditions, given existence of the analytical solutions’
neighborhood ordinary points.
Solutions about a regular singular point:
It follows immediately from Definition 1 that the Eq. (9) has a regular singular point at x = x0 if and only if (9) can be
written in the form
(x− x0)2 d
2u
dx2
+ (x− x0)P1(x)dudx + Q1(x)u = 0 (10)
where P1 and Q1 are analytic at x0, with at least one of the numbers P1(x0), Q1(x0) and Q ′1(x0) different from zero.
The following theorem gives a complete description of the solutions of Eq. (10) in the case of x0 = 0.
Theorem 4. Let (10)with x0 = 0, be a second-order homogeneous linear differential equation whose coefficients are analytic in
the interval |x| < R, R > 0, and let ν1 and ν2 be the roots of the equation
ν(ν − 1)+ P1(0)ν + Q1(0) = 0,
where ν1 and ν2 are labeled so that Re(ν1) ≥ Re(ν2). Then (10) has two linearly independent solutions u1 and u2, valid for 0 <
|x| < R, whose form depends on ν1 and ν2 in the following way.
Case 1. ν1 − ν2 not an integer.
u1 = |x|ν1
∞∑
n=0
anxn, a0 6= 0 and u2 = |x|ν2
∞∑
n=0
bnxn, b0 6= 0.
Case 2. ν1 = ν2 = ν .
u1 = |x|ν1
∞∑
n=0
anxn, a0 6= 0 and u2 = |x|ν2
∞∑
n=0
bnxn + u1(x) ln |x|.
Case 3. ν1 − ν2 a positive integer.
u1 = |x|ν1
∞∑
n=0
anxn, a0 6= 0 and u2 = |x|ν2
∞∑
n=0
bnxn + cu1(x) ln |x|, b0 6= 0,
c a fixed constant.
Remark 1. The Theorems 2 and 3 give existence of analytical solutions of equation, respectively any and with second
member, which are valid in an interval |x − x0| < R. If we check the solutions of equation in domain Ω bigger than the
interval |x− x0| < R then Theorems 2 and 3 give information on the solutions in a part ofΩ .
This information will be useful for the suggested method to find the solution inΩ .
Remark 2. When zero is a singular regular point, we cannot apply the Theorem 1 in x0 = 0. But we can always apply this
theorem to obtain the analytical solutions in a point x0 6= 0 of Ω such that p(x0) 6= 0, the continuity of p implies the
existence of a neighborhood of x0 where p(x) 6= 0.
x0 will be a regular point of Eq. (9) and the solutions of this equation will be
∞∑
n=0
cn(x− x0)n, in the neighborhood of x0.
Classification of singularity:
Definition 2. The function g(z) is said to have an isolated singularity at z = z0 if g(z) is not analytic at z0 but is analytic at
every point in some (possible small) neighborhood of z0.
And consider the local Laurent series expansion:
g(z) =
+∞∑
n=−∞
cn(z − z0)n 0 < |z − z0| < R <∞ (R 6= 0) (11)
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which holds in some deleted neighborhood of z0. Then, the principal part of g at z0 is that part of this Laurent series consisting
of the negative powers, that is,
−1∑
n=−∞
cn(z − z0)n. (12)
(a) z0 is a removable singularity if the principal part is zero, that is, if cn = 0 for n ≤ −1.
(b) z0 is a pole if the principal part has a finite number of terms, Thus, for a pole,
g(z) =
+∞∑
n=−N
cn(z − z0)n c−N 6= 0 and N ≥ 1. (13)
The positive integer N is called the order of the pole.
(c) z0 is an essential singularity if the principal part does not terminate, that is, if there is an infinite number of negative
powers.
We focus in this paper on the case where the solution of boundary value problem has singularity of second type i.e. poles.
The algorithm that we present in the following paragraph is able to give some information about it.
2.3. The quotient-difference algorithm
Let the function u(z) be known by its formal power series (FPS) expansion
u(z) =
∞∑
i=0
ciz i. (14)
The series expansion is taken around the origin only to simplify the notation. We set ci = 0 for i < 0. For arbitrary integers
n and for integersm ≥ 0 we define the Hankel determinants
H(n)m =
∣∣∣∣∣∣∣∣
cn cn+1 . . . cn+m−1
cn+1 cn+2 . . . cn+m
...
...
cn+m−1 cn+m . . . cn+2m−2
∣∣∣∣∣∣∣∣ , H
(n)
0 = 1 (15)
and the Hadamard polynomials
P (n)m (z) =
H(n)m (z)
H(n)m
, m ≥ 0, n ≥ 0, (16)
with
H(n)m (z) =
∣∣∣∣∣∣∣∣∣∣∣
cn · · · cn+m−1 cn+m
...
...
...
...
cn+m−1 · · · cn+2m−1
1 . . . zm−1 zm
∣∣∣∣∣∣∣∣∣∣∣
, H(n)0 (z) = 1. (17)
The series (14) is termed k-normal if H(n)m 6= 0 for m = 0, 1, . . . , k and n ≥ 0. It is called ultimately k-normal if for every
0 ≤ m ≤ k there exists an n(m) such that H(n)m 6= 0 for n > n(m). With (14) as input we can also define the qd-scheme [15]:
(a) the two initial columns are given by
e(n)0 = 0, n = 1, 2, . . . ,
q(n)1 =
cn+1
cn
, n = 1, 2, . . . ,
(b) the rhombus rules for continuation of the scheme by
e(n)m = q(n+1)m − q(n)m + e(n+1)m−1 , m = 1, 2 . . . n = 1, 2, . . . ,
q(n)m+1 =
e(n+1)m
e(n)m
q(n+1)m , m = 1, 2 . . . n = 1, 2, . . . .
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Usually the values q(n)m and e
(n)
m are arranged in a table where subscripts indicate columns and superscripts indicate
downward sloping diagonals and the continuation rules link elements in a rhombus:
q(1)1
e(1)1
q(2)1 q
(1)
2
e(2)1 e
(1)
2
q(3)1 q
(2)
2
. . .
e(3)1 e
(2)
2
q(4)1 q
(3)
2
. . .
... e(4)1
... e(3)2
...
...
The expressions of q(n)m and e
(n)
m are given by the following lemma.
Lemma 1. Let (14) be the (FPS) at z = 0 of a function u which is k-normal for some integer k > 0. Then the values q(n)m and e(n)m
exist for m = 1, . . . , k and
q(n)m =
H(n+1)m H(n)m−1
H(n)m H
(n+1)
m−1
, (18)
e(n)m =
H(n)m+1H
(n+1)
m−1
H(n)m H
(n+1)
m
. (19)
The proof of the following theorem can be found in [12, pp. 612–613].
Theorem 5. Let (14) be the (FPS) at z = 0 of a function u meromorphic in the disk B(0, R) = {z : |z| < R}, and let the poles zi
of u in B(0, R) be numbered such that
z0 = 0 < |z1| ≤ |z2| ≤ · · · < R,
with each pole occurring as many times in the sequence {zi}i∈N as indicated by its order. If u is ultimately k-normal for some
integer k > 0, then the qd-scheme associated with u has the following properties:
(a) For each m with 0 < m ≤ k and |zm−1| < |zm| < |zm+1|,
(where z0 := 0 and, if u has only k poles, zk+1 := ∞),
lim
n→∞ q
(n)
m = z−1m .
(b) For each m with 0 < m ≤ k and |zm| < |zm+1|,
lim
n→∞ e
(n)
m = 0.
Any indexm such that the strict inequality
|zm| < |zm+1|
holds, is called a critical index. It is clear that the critical indices of a function do not depend on the order in which the poles
of equal modulus are numbered. The theorem above states that ifm is a critical index and u is ultimatelym-normal, then
lim
n→∞ e
(n)
m = 0.
Thus the qd-table of ameromorphic function is divided into subtables by those e-columns that tend to zero. Any q-column
corresponding to a simple pole of isolated modulus is flanked by such e-columns and converges to the reciprocal of the cor-
responding pole. If a subtable contains j > 1 columns of q-values, the presence of j poles of equal modulus is indicated.
In [12, p. 642] it is also explained how to determine these poles if j > 1.
Theorem 6. Let j and j + m with m > 1 be two consecutive critical indices and let u be (j + m)-normal. Let the polynomials
p(n)k (z) be defined by
p(n)0 (z) = 1
p(n)k+1(z) = zp(n+1)k (z)− q(n)j+k+1p(n)k (z), n ≥ 0 k = 0, 1, . . . ,m− 1.
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Then there exists a subsequence {n(`)}`∈N such that
lim
`→∞ p
(n(`))
m (z) = (z − z−1j+1) . . . (z − z−1j+m).
uniformly on compact subsets of C.
According to the above two theorems the qd-scheme seems to be an ingenious tool to determine, under certain conditions,
the poles of a meromorphic function u directly from its Taylor series at the origin. If u is rational, the last e-column is even
identically equal to zero [12, pp. 610–613].
If j = 0 in Theorem 6, then the polynomials p(n)k (z) coincide with the Hadamard polynomials P (n)k (z) for k = 0, . . . ,m.
The Hadamard polynomials are usually computed as follows.
Lemma 2. For all Hadamard polynomials that are well-defined,
P (n)0 (z) = 1,
P (n)m (z) = zP (n+1)m−1 (z)− q(n)m P (n)m−1(z).
The entire sequence converges, as we can see from the next theorem [12, pp. 626]. Moreover, when starting from j = 0, the
critical indexm of Theorem 6 does not have to be the one that is encountered first.
Theorem 7. Let (14) be the (FPS) at z = 0 of a function u meromorphic in the disk B(0, R) = {z : |z| < R}, and let the poles zi
of u in B(0, R) be numbered such that
z0 = 0 < |z1| ≤ |z2| ≤ · · · < R,
with each pole occurring as many times in the sequence {zi}i∈N as indicated by its order. If u is ultimately m-normal and if |zm| <
|zm+1|, then
lim
n→∞ P
(n)
m = (z − z−11 )(z − z−12 ) . . . (z − z−1m ),
uniformly on compact subsets of C.
The Theorems 5–7 summarize what is known about the extraction of pole information from the Taylor series coefficients cn
of a meromorphic function.
Remark 3. It is clear that the poles of u do not depend on the first coefficients of power series expansion of u, in otherwords,
for all polynomial function P , the poles of u are identical to the one given by u+ P .
Remark 4. If the coefficients cn are given by power series expansion of u(z) in the neighborhood of point z0 other than 0,
i.e:
u(z) =
∞∑
n=0
cn(z − z0)n = U(z − z0),
then the qd-algorithm, with that coefficients, gives the poles of U(z). The poles of u(z) are the translated at z0 of poles of
U(z).
More details about the qd-algorithm and the multiple poles detection is given in [16].
3. Description of the numerical resolution process
This process of numerical resolution is based on calculus of coefficients of power series expansion of the solution in the
neighborhood when it is developed. For which we announced the following theorem to facilitate the computation of that
coefficients.
Theorem 8. Let the equation of second-order boundary value problem (1), with p, q, r and f be analytical on ]a, b[.
If the solution u of this equation has same poles on ]a, b[, then these poles are identical ones of the homogeneous equation
p(x)u′′ + q(x)u′ + r(x)u = 0.
Proof. If the solution u of equation p(x)u′′+q(x)u′+r(x)u = f (x) has same poles on the interval ]a, b[, then it is decomposed
in the unique form u = ur+ua, where ur is a rational fraction and ua is analytical function on ]a, b[. According to Definition 2,
any meromorphic function can be decomposed to a unique form in a rational fraction plus an analytical function.
Idem for those functions: p = 0+ pa, q = 0+ qa, r = 0+ ra and f = 0+ fa because they are analytic on ]a, b[.
The function p(x)u′′+q(x)u′+r(x)u is also decomposed p(x)u′′+q(x)u′+r(x)u = (p(x)u′′r +q(x)u′r+r(x)ur)+(p(x)u′′a+
q(x)u′a + r(x)ua) = 0+ f .
This shows that the part putting together the poles of uwhich is ur verifies p(x)u′′r + q(x)u′r + r(x)ur = 0. 
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Consider now the boundary value problem :{
p(x)u′′(x)+ q(x)u′(x)+ r(x)u(x) = f (x) in ]a, b[
u(a) = α, u(b) = β. (20)
To exploit the result of the theorem above, we write the equation of the problem in a way that the coefficients p, q and r as
well as the second member f are analytic on ]a, b[.
Case where zero is an ordinary point:
If 0 is in [a, b] and 0 is an ordinary point of equation then p, q and r are analytics on V0, an open included in ]a, b[ and if
f is also analytic on V0 then Theorem 2 implies that one analytical solution on V0 exists.
We saw in the previous paragraph that the poles detection of the solution u in ]a, b[ if it exists is based on power series
expansion of u neighborhood of 0.
Consider the power series expansion of u, p, q, and r neighborhood of 0
u(x) =
∞∑
n=0
cnxn, p =
∞∑
i=0
pixi, q =
∞∑
i=0
qixi and r =
∞∑
i=0
rixi (21)
p0 6= 0, 0 is an ordinary point, by identification we are:
cn+2 = −1p0(n+ 1)(n+ 2)
(
n∑
i=1
(n− i+ 1)(n− i+ 2)picn−i+2 +
n∑
i=0
(n− i+ 1)qi+1cn−i+1 +
n∑
i=0
ricn−i
)
n = 1, 2, . . . .
In the case where the coefficients of equation of problem p, q or r are polynomials, the same relations for a calculation of
coefficients ci are always applied with pi = 0 for i > deg(p), qi = 0 for i > deg(q), ri = 0 for i > deg(r) and a convention
ci = 0 for i < 0.
The first value that we can calculate with this expression is for n = 0 which is
c2 = 12p0 (f0 − q0c1 − r0c0) (22)
c0 = u(0), it can be observed that c0 is a given boundary condition but a coefficient c1 whereof the other coefficients depend
is inaccessible. Using Remark 3, we can put arbitrarily c1 and also c0 if they are not hypotheses of the problem, just to
calculate the coefficients which determine the poles.
To ignore the coefficients c0 or/and c1 is not a problem for the qd-algorithm, contrarily if we think to approach the
solution u of problem by Padé approximation then to ignoring the coefficients c0 and/or c1 presents a handicap. In effect,
Padé approximation [17] of formal series
∑∞
i=0 cixi, is very sensible at coefficients ci, i ≥ 0.
That explained the choice of qd-algorithm.
We use the qd-algorithm to determine every pole of u and not only that which is in the domain of resolution ]a, b[, the
poles of u have influence on the nature of coefficients p, q and r of equation of problem even if they are outboard the domain
]a, b[.
Let αi a pole of multiplicity µi, we put
ω(x) =
N∏
i=1
(x− αi)µi (23)
and we use the following change: v(x) = ω(x)u(x), the problem in v will be:{
p1(x)v′′(x)+ q1(x)v′(x)+ r1(x)v(x) = f (x) in ]a, b[
v(a) = αω(a), v(b) = βω(b). (24)
If the conditions of Theorem 1 are verified on the coefficients p, q, r and f or on coefficients p1, q1, r1 and f then the problem
(20) has a unique solution. If we can solve analytically the problem (24), we obtain solution u of problem (20).
Ifwe cannot solve analytically the problem (24),we are v sufficiently regular on ]a, b[, it is even analytic on this interval. In
this case: the finite difference method, finite element method or the methods proposed in [8] or in [10] are able to approach
numerically solution v of problem (24).
Case where zero is a singular point: If 0 is in [a, b] and 0 is a singular point of equation, in this case we can proceed in two
different manners:
In the first one, we search a point x0 in ]a, b[ such as p(x0) 6= 0 and p, q, r and f are analytic in the neighborhood x0. With
power series expansion of u near x0 and using Remarks 2 and 4, we determine the poles of u and we continue the process
with same method described in the case where 0 is an ordinary point.
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Fig. 1. Exact solution of problem (26) on [0, 4].
And in the second one, we can apply the method of Fröbenius which consists in searching solution u of homogeneous
equation in the form:
u(x) = xν
∞∑
i=0
cixi, (25)
and search ν for which u verifies homogeneous equation of problem.
After that, we use the change of variable: u(x) = xνv(x) and continue the process of resolution as it’s indicated in the
case where 0 is an ordinary point.
4. Numerical results
To illustrate the effectiveness of the proposed method in the present paper, several test examples are presented in this
section.
Example 1. First consider an ordinary differential equation where zero is an ordinary point, with boundary conditions{
(1− x2)u′′(x)− 2(1+ 2x− x2)u′(x)− 2x(x− 2)u(x) = f (x) in ]0, 4[
u(0) = 0, u(4) = 0 (26)
with
f (x) =
(
5(5x4 − 36x3 + 55x2 + 4x− 18)− pi cos
(pix
4
)
−
(
pi2
16
− 5
)
sin
(pix
4
))
exp(−x).
For this equation, it is readily found that it has the exact solution
u(x) =
(
sin
(
pix
4
)
1− x2 + 5x(4− x)
)
exp(−x) (27)
and the graph on [0, 4] is as given in Fig. 1:
We see that solution u has two poles with the same modules−1 and 1 where one is in the interval of resolution ]0, 4[. 0
is a regular point of the equation (1− x2)u′′(x)− 2(1+ 2x− x2)u′(x)− 2x(x− 2)u(x) = f (x),
Theorems 1 and 2 show that this equation has one analytical solution in the neighborhood of 0.
Theorem 5 can be used to find the poles of solutions of this equation, thus it is sufficient to find the poles of solutions of
homogeneous equation. Let uh be a solution of the homogeneous equation with the development at series near to 0 given
by (21).
This series is convergent in a neighborhood of zero (when we know the exact solution, we can confirm, 1 is the radius of
convergence i.e. this series converges in [0, 1[ and diverges in [1, 4[) and we need to know the solution in the entire interval
[0, 4[.
Taking into consideration Remark 3, we can put c0 = 1 and c1 = 1 just to compute the coefficients ci of homogeneous
equation after that, we determine the singularities. c0 = 1, c1 = 1, c2 = c1, c3 = 23 (2c1 − c0), and for n ≥ 2
cn+2 = 2(n+ 1)cn+1 + n(n+ 3)cn − 2(n+ 1)cn−1 + 2cn−2
(n+ 2)(n+ 1) . (28)
The qd-algorithm is given in Tables 1 and 2):
H. Allouche, N. Marhraoui / Journal of Computational and Applied Mathematics 233 (2009) 420–436 429
Table 1
qd-table (part 1) associated with (28).
n e(n)0 q
(n)
1 e
(n)
1 q
(n)
2
2 0 0.6666666666666666 0.5833333333333334 −1.0499999999999998
3 0 1.2500000000000000 −0.4900000000000000 −0.8620408163265304
4 0 0.7600000000000000 0.5557894736842104 −1.3112800941748308
5 0 1.3157894736842104 −0.5538847117794484 −0.7582396035337212
6 0 0.7619047619047620 0.5512202380952379 −1.3138629011212497
7 0 1.3131249999999999 −0.5515299923316938 −0.7614690953055880
8 0 0.7615950076683061 0.5514388094277288 −1.3130361066312737
9 0 1.3130338170960349 −0.5514397709708131 −0.7615960450405407
10 0 0.7615940461252219 0.5514412183054019 −1.3130350031683835
11 0 1.3130352644306238 −0.5514411085819452 −0.7615941852016093
12 0 0.7615941558486786 0.5514411298352760 −1.3130352854044030
13 0 1.3130352856839547 −0.5514411297178715 −0.7615941557131444
14 0 0.7615941559660832 0.5514411295347282 −1.3130352855253686
15 0 1.3130352855008114 −0.5514411295450417 −0.7615941559537142
16 0 0.7615941559557697 0.5514411295435533 −1.3130352854993352
17 0 1.3130352854993230 −0.5514411295435584 −0.7615941559557756
18 0 0.7615941559557646 0.5514411295435664 −1.3130352854993299
19 0 1.3130352854993310 −0.5514411295435659 −0.7615941559557651
20 0 0.7615941559557651 0.5514411295435659 −1.3130352854993310
21 0 1.3130352854993310 −0.5514411295435659
22 0 0.7615941559557651
Table 2
qd-table (part 2) associated with (28).
n e(n)2 q
(n)
3
2 −0.3020408163265306 0.3041000183857322
3 0.1065501958359100 0.0103895667680436
4 −0.0008442211383388 −3.9546203383856766
5 −0.0044030594922906 0.2577599716880760
6 0.0008638134839679 0.1130125716551805
7 −0.0001282018979568 0.0029765116915261
8 0.0000002906199199 −5.9230017359376479
9 0.0000022601775591 0.1688309355794937
10 −0.0000002906151709 0.0776557059424361
11 0.0000000296324824 0.0011792370640010
12 −0.0000000000266129 −7.9412270413465018
13 −0.0000000002774960 0.1259245986486010
14 0.0000000000266128 0.0591751227733772
15 −0.0000000000020678 0.0007754839270063
16 0.0000000000000012 −7.5467057271981401
17 0.0000000000000121 0.1204619527981037
18 −0.0000000000000011 0.0000000000000000
19 0.0000000000000000 nan
20 0.0000000000000000
We see that (e(n)1 ) does not tend to 0 contrary to the limit
lim
n→∞ e
(n)
2 = 0,
this is very visible in the qd table.
By Theorem 5 we can conclude that: two poles with the same module are present.
With the recurrence relation given by Lemma 2, we compose a sequence of Hadamard polynomial functions (P (n)2 )n with
columns q(n)1 and q
(n)
2 . Using Theorem 7, the sequence (P
(n)
2 )n converge to the polynomial function of second degree where
the roots are the reciprocal of the corresponding poles of u (see Table 3).
It is clear that
lim
n→∞ P
(n)
2 = x2 − 1.
We conclude that−1 and 1 are singularities of u.
q(19)3 = nan can be interpreted as: The only u singularities are−1 and 1.
We put that v(x) = (1− x2)u(x); after this the function v is analytic on the interval [0, 4]. By the change of variable the
problem (26) can be written as:{
v′′(x)− 2v′(x)+ 2v(x) = f (x) in ]0, 4[
v(0) = 0, v(4) = 0. (29)
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Table 3
Sequence of Hadamard polynomials composed with q(n)1 and q
(n)
2 in Table 1.
n P (n)2
2 −0.6999999999999998− 0.2000000000000002 x+ x2
3 −1.0775510204081631+ 0.1020408163265304 x+ x2
4 −0.9965728715728714− 0.0045093795093796 x+ x2
5 −0.9976836888601593− 0.0036651583710408 x+ x2
6 −1.0010384008542856+ 0.0007379011212498 x+ x2
7 −0.9999041057731503− 0.0001259123627181 x+ x2
8 −1.0000017436986077+ 0.0000022895352387 x+ x2
9 −1.0000013621048249+ 0.0000019989153188 x+ x2
10 −0.9999996407670527− 0.0000002612622403 x+ x2
11 −1.0000000223550205+ 0.0000000293529306 x+ x2
12 −0.9999999997870951− 0.0000000002795517 x+ x2
13 −0.9999999998220388− 0.0000000002529388 x+ x2
14 −1.0000000000333782+ 0.0000000000245572 x+ x2
15 −0.9999999999984346− 0.0000000000020556 x+ x2
16 −1.0000000000000093+ 0.0000000000000122 x+ x2
17 −1.0000000000000078+ 0.0000000000000110 x+ x2
18 −0.9999999999999986− 0.0000000000000011 x+ x2
19 −1.0000000000000000− 0.0000000000000000 x+ x2
20 −1.0000000000000000− 0.0000000000000000 x+ x2
The analytical resolution gives:
v(x) = A exp(x) cos(x)+ B exp(x) sin(x)+
(
sin
(pix
4
)
− 5x(x− 4)(1− x2)
)
exp(−x),
v(0) = v(4) = 0 H⇒ A = B = 0,
then v(x)
1−x2 is the exact solution (27).
Example 2. Now we consider an ordinary linear differential equation with polynomial coefficients p, q and r .
We can ask why use the qd-algorithm? Can we extract the poles of solution by zeros of p(x)? The answer is no.
This is a counter example:{
(1− x2)u′′(x)− 2xu′(x)+ 110u(x) = f (x) in ] − 1, 1[
u(−1) = 1− pi
4
, u(1) = 1+ pi
4
(30)
with
f (x) = −4x
(1+ x2)2 + arctan(x).
The coefficient p of the differential equation has a zero in the domain of resolution, but the solution does not have a pole.
The coefficients p, q, r and the function f are analytical, following Theorem 8, it is sufficient to search the poles for the
solution of homogeneous equation which is in the form (1 − x2)u′′(x) − 2xu′(x) + n(n + 1)u(x) = 0 with n = 10. The
solution is a Legendre polynomial function P10 of degree 10 that is to say we have not obtained the pole.
Then we can use the classical methods of numerical resolution.
The finite difference method with step discretization h = 0.01 gives approximate solution that we have represented
with exact solution u(x) = P10(x)+ arctan(x) on [−1, 1] (see Fig. 2).
We have ‖u − u˜‖∞ = maxx∈[−1,1] |u(x) − u˜(x)| ≤ 0.15 where u˜(x) is an approximate solution by finite difference
method. The approximation is bad because the problem is singular, maybe the method proposed in [10] will give a better
approximation (see Fig. 3).
Example 3. In this example, we have the case when 0 is a singular regular point.{
p(x)u′′(x)+ q(x)u′(x)+ r(x)u(x) = f (x), in ] − 3, 3[
u(−3) = 0, u(3) = 0, (31)
with
p(x) = (−10+ x)x2(2+ x), q(x) = 8x(−10− 6x+ x2),
r(x) = 1
9
(−360− 432x+ 128x2 + 8x3 − x4),
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Fig. 2. Exact and approximate solution of problem (30).
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Fig. 3. Approximation error by finite difference method of problem (30).
f (x) = 1
4914
((84+ 624e2)− 91(1− e2)x+ (7− 13e2)x2)− 4
3
pi(−9+ 2x) cos
(pix
3
)
+ 2
9
((1+ pi2)x2 − 9(1+ pi2)x− (28+ 10pi2)) sin
(pix
3
)
.
We consider the power series expansion of u(x) in the neighborhood of x0 = 1100 .
u(x) =
∞∑
i=0
ci
(
x− 1
100
)i
. (32)
The coefficient ci will be computed with homogeneous equation (see Table 4):
It is not very clear that lim e(n)1 = 0, but it is clear that lim e(n)2 = 0 thenwe compound the sequenceHadamard polynomial
functions of second degree with the suites (q(n)1 ) and (q
(n)
2 )which is as given in Table 5):
It is clear that
lim
n→∞ P
(n)
2 = 10 000+ 200.x+ x2 = (x+ 100)2, (33)
−1
100 is a double pole of the series U(X) =
∑∞
n=0 c˜nXn with X = x − 1100 , i.e., to say that 0 is a double pole of the series
u(x) =∑∞n=0 cnxn = U(X + 1100 ).
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Table 4
qd-table associated with (32).
n e(n)0 q
(n)
1 e
(n)
1 q
(n)
2 e
(n)
2
1 0 −200.3974123377108 50.2971272453007 −49.9042024138762 0.0044548777699
2 0 −150.1002850924102 16.7224067385392 −66.6221542746455 0.0000328486688
3 0 −133.3778783538710 8.3528301344133 −74.9749515603900 −0.0000001127967
4 0 −125.0250482194577 5.0090205413921 −79.9839722145788 −0.0000001842905
5 0 −120.0160276780656 3.3382321307922 −83.3222045296616 −0.0000001060895
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
21 0 −104.7628129043043 0.2165308985360 −95.4537182588368 0.0000000064076
22 0 −104.5462820057682 0.1976988467371 −95.6514170991663 0.0000000062361
23 0 −104.3485831590311 0.1812211941628 −95.8326382870930 0.0000000060480
24 0 −104.1673619648683 0.1667211766005 −95.9993594576456 0.0000000058506
25 0 −104.0006407882678 0.1538944956528 −96.1532539474478 0.0000000056494
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
41 0 −102.4392626579531 0.0580832186103 −97.6188207314728 0.0000000031192
42 0 −102.3811794393428 0.0553814220160 −97.6742021503696 0.0000000030130
43 0 −102.3257980173267 0.0528638555885 −97.7270660029452 0.0000000029117
44 0 −102.2729341617382 0.0505141418559 −97.7775801418894 0.0000000028151
45 0 −102.2224200198823 0.0483176836614 −97.8258978227357 0.0000000027228
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
61 0 −101.6394519202391 0.0264444803687 −98.3869926842113 0.0000000016891
62 0 −101.6130074398704 0.0256049197059 −98.4125976022281 0.0000000016446
63 0 −101.5874025201645 0.0248047159110 −98.4374023164945 0.0000000016018
64 0 −101.5625978042535 0.0240414468738 −98.4614437617666 0.0000000015606
65 0 −101.5385563573796 0.0233128739884 −98.4847566341944 0.0000000015209
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
81 0 −101.2346289698407 0.0150571859257 −98.7804283132466 0.0000000010459
82 0 −101.2195717839149 0.0146943446680 −98.7951226568687 0.0000000010238
83 0 −101.2048774392470 0.0143444626441 −98.8094671184890 0.0000000010024
84 0 −101.1905329766028 0.0140069299793 −98.8234740474659 0.0000000009817
85 0 −101.1765260466236 0.0136811722578 −98.8371552187420 0.0000000009616
Differently, we can use the Fröbenius method to search a solution of homogeneous equation of problem (31) in the
form (25).
Where ν is a solution of the equation P(0)ν(ν − 1) + Q (0)ν + r(0) = ν2 + 3ν + 2 = 0, with P(x) = p
x2
et Q (x) = qx .
Which gives ν = −1 or ν = −2.
We can conclude in this case that 0 is a double pole of u.
We put v(x) = x2u(x), then v is a solution of the following boundary value problem:{
p(x)v′′(x)+ q(x)v′(x)+ r(x)v(x) = f (x) in ] − 3, 3[
v(−3) = 0, v(3) = 0 (34)
with
p(x) = (x− 10)(x+ 2), q(x) = 4(x− 4) and r(x) = 1
9
(38+ 8x− x2).
The qd-algorithm associated with v(x) =∑∞i=0 cixi is given in Table 6):
We see that
lim
n→∞ e
(n)
1 = 0
then we conclude that (q(n)1 ) converges to the reciprocal of corresponding pole ‘‘the small one in module’’, and it is clear
following the table of qd that this pole is−2.
If we eliminate the pole−2 we obtain the problem:{
(x− 10)y′′(x)+ 2y′(x)− 1
9
(x− 10)y(x) = f (x) in ] − 3, 3[
y(−3) = 0, y(3) = 0.
(35)
Continuing the interpretation of the qd-table (see Table 7),
we see that
lim
n→∞ e
(n)
2 = 0
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Table 5
Sequence of Hadamard polynomials composed with q(n)1 and q
(n)
2 in Table 4.
n P (n)2
1 10000.67302851813+ 200.0044875062864x+ x2
2 10000.00435009482+ 200.0000326285165x+ x2
3 9999.999968809066+ 199.9999997798477x+ x2
4 9999.999982911484+ 199.9999998926444x+ x2
5 10000.00000502930+ 200.0000000769350x+ x2
.
.
.
.
.
.
21 10000.00002697069+ 200.0000002646050x+ x2
22 10000.00002630080+ 200.0000002581974x+ x2
23 10000.00002565007+ 200.0000002519613x+ x2
24 10000.00002502007+ 200.0000002459134x+ x2
25 10000.00002441161+ 200.0000002400627x+ x2
.
.
.
.
.
.
41 10000.00001727097+ 200.0000001708155x+ x2
42 10000.00001695163+ 200.0000001676963x+ x2
43 10000.00001664332+ 200.0000001646834x+ x2
44 10000.00001634554+ 200.0000001617717x+ x2
45 10000.00001605777+ 200.0000001589566x+ x2
.
.
.
.
.
.
61 10000.00001250381+ 200.0000001240817x+ x2
62 10000.00001233217+ 200.0000001223926x+ x2
63 10000.00001216510+ 200.0000001207480x+ x2
64 10000.00001200242+ 200.0000001191462x+ x2
65 10000.00001184396+ 200.0000001175856x+ x2
.
.
.
.
.
.
81 10000.00000977346+ 200.0000000971615x+ x2
82 10000.00000966760+ 200.0000000961157x+ x2
83 10000.00000956399+ 200.0000000950919x+ x2
84 10000.00000946255+ 200.0000000940894x+ x2
85 10000.00000936322+ 200.0000000931077x+ x2
Table 6
qd-table associated with series solution of (34).
n e(n)0 q
(n)
1 e
(n)
1
1 0 −0.4000000000000000 −0.1712962962962963
2 0 −0.5712962962962963 0.08377603697700942
3 0 −0.4875202593192869 −0.01596304446321904
4 0 −0.5034833037825059 0.004175144754458105
5 0 −0.4993081590280478 −0.0008401188273646369
6 0 −0.5001482778554124 0.0001779246345732629
7 0 −0.4999703532208392 −0.00003563645963079077
8 0 −0.5000059896804700 7.187602213627099× 10−6
9 0 −0.4999988020782563 −1.437748979404966× 10−6
10 0 −0.5000002398272357 2.877926598906543× 10–7
11 0 −0.4999999520345759 −5.755920024176026× 10−8
12 0 −0.5000000095937761 1.151253128199539× 10−8
13 0 −0.4999999980812448 −2.302507682114086× 10−9
14 0 −0.5000000003837525 4.605029988951332× 10−10
15 0 −0.4999999999232495 −9.210060210982710× 10−11
16 0 −0.5000000000153501 1.842012281157804× 10−11
17 0 −0.4999999999969300 −3.684024565327597× 10−12
18 0 −0.5000000000006140 7.368049161716085× 10−13
19 0 −0.4999999999998772 −1.473609832374600× 10−13
20 0 −0.5000000000000246 2.947219665078082× 10−14
21 0 −0.4999999999999951 −5.894439330158816× 10−15
then we conclude that (q(n)2 ) converge to the reciprocal of the corresponding pole, and it is clear following a qd-table that
this pole is 10.
Remark 5. The pole 10 is outside the interval [−3, 3] then the problem (35) can be solved by the classical methods, but it
is preferable to eliminate this pole.
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Table 7
qd-table, continuation of Table 6.
n q(n)2 e
(n)
2
1 0.2794044044044044 −0.1027341716996889
2 0.09289419572770604 0.02282914830397125
3 0.1316863884948963 −0.02704091044041745
4 0.1004703333000208 0.004613491809234942
5 0.1059239439366203 −0.005607141108593947
6 0.1001388781934531 0.0006728813982619072
7 0.1008473960513458 −0.0008245500938610500
8 0.1000156583552712 0.00006741171115329479
9 0.1000845078154039 −0.00008306860017687406
10 0.1000011514225671 4.797482340342613× 10−6
11 0.1000060064641077 −5.933415191595533× 10−6
12 0.1000000615363848 2.538203634833603× 10−7
13 0.1000003176592560 −3.146833915663152× 10−7
14 0.1000000025153614 1.036844728096963× 10−8
15 0.1000000129759093 −1.287634503439029× 10−8
16 0.1000000000811441 3.368565949370895× 10−10
17 0.1000000004216847 −4.188428562336996× 10−10
18 0.1000000000021051 8.911550094671151× 10−12
19 0.1000000000111640 −1.109051606540239× 10−11
20 0.1000000000000440 1.956862119833309× 10−13
21 0.1000000000002456 −2.437018102940852× 10−13
22 0.1000000000000007 3.623818740423563× 10−15
23 0.1000000000000046 −4.515434161757606× 10−15
24 0.1000000000000000 0.573570550874233× 10−16
We putw(x) = (x+ 2)(x− 10)v(x) thenw is a solution of the following boundary value problem:{
w′′(x)− 1
9
w(x) = f (x) in ] − 3, 3[
w(−3) = 0, w(3) = 0.
(36)
In this grade of resolution, we can apply the finite difference method, but since the differential equation of second order
obtained as constant coefficients, then we can apply the variations of constants method.
A solution of homogeneous equation is:
u0(x) = K1 exp
(
− x
3
)
+ K2 exp
( x
3
)
. (37)
We search the functions K1(x) and K2(x) such that:K
′
1 exp
(
− x
3
)
+ K ′2 exp
( x
3
)
= 0
−K ′1 exp
(
− x
3
)
+ K ′2 exp
( x
3
)
= 3f (x)
(38)
which we give with boundary conditions, the exact solution of the problem (36)
w(x) = 1
546
((13e2 − 7)x2 + 91(1− e2)x− 30(7+ 13e2))− 1092
546
(x2 − 9x− 10) sin
(pi
3
x
)
+ exp
(
1+ x
3
)
where the graph on the interval ] − 3, 3[ is as given in Fig. 4:
It is easily shown that the exact solution of this problem (31) is:
u(x) = w(x)
x2(x+ 2)(x− 10) (39)
where the graph on the interval ] − 3, 3[ is as given in Fig. 5:
We see that the problem (31) does not satisfy the conditions of Theorem 1 and consequently we cannot confirm the
existence and the uniqueness of the solution of the problem (31) if we have not transformed this problem. The problems (35)
and (36) satisfy the conditions of Theorem 1 and consequently with this method, we can give the existence and uniqueness
on a large class of boundary value problems.
Example 4. This problem has been studied in [8,18,10,19].{
2x(1+ x)u′′(x)+ (1+ 5x)u′(x)+ u(x) = 0 in ]0, 1.5[
u(0) = 1, u(1.5) = 1. (40)
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Fig. 4. Solution of problem (36).
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Fig. 5. Solution of problem (31).
The analytic solution for the problem is given by
u(x) = 1+
√
1.5x
1+ x . (41)
It may be remarked that 0 and−1 are the regular singular points for differential equation of this problem and−1 is in the
outdoor of interval of resolution.
We are going to apply the procedure thatwe have described in this paper detecting the poles by qd-algorithm of the solution
of differential equation if it exists.
We consider the formal series:
u(x) =
∞∑
n=0
cnxn, (42)
we put c0 = 1 and c1 = 1, the series (42) substituted in equation (40) gives:
cn+1 = −cn, for n ≥ 1; (43)
the qd-algorithm associated with (42) gives: q(n)1 = −1 and e(n)1 = 0, then−1 is a pole of u(x). We interpret q(1)2 = ∞ then
u(x) has no more poles.
We put v(x) = (x+ 1)u(x), then v(x) is a solution of the following boundary value problem:{
2xv′′(x)+ v′(x) = 0 in ]0, 1.5[
v(0) = 1, v(1.5) = 2.5 (44)
which we can solve analytically.
v(x) = 2K1
√
x+ K2, the boundary conditions give v(x) = 1+
√
1.5x.
By this procedure, we can obtain an exact solution of this problem, which can be compared with the results obtained in
[8,18,10,19].
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5. Conclusion and perspectives
This paper presents a novel, simple yet effectivemethod to determine approximate solutions of a linear ODEwith variable
coefficients. The results are presented for boundary value problems. Illustrative examples show that this method has high
accuracy and can be easily implemented.
A singular regular point of differential equation is not frequently a pole of solutions. The qd-algorithm is capable of
informing us about this and the boundary conditions imposed by the nature of the problem do not present a handicap for
qd-algorithm to give this information.
Concerning the precision of qd-algorithm, the convergence can be very fast or slow (see [12,16] for the analysis of
convergence). If this convergence is rather fast, the qd-algorithm can confirm whether the regular singular point is a pole
or not.
These types of problems presented here can have logarithmic singularity. But it is known that the qd-algorithm has
difficulty in detecting a logarithmic singularity; consequently when the solution of problem has logarithmic singularity the
process that we have presented in this paper is no more applicable.
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