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Abstract
The GSOM (Generic second order modelling) family of traﬃc ﬂow models combines the LWR model with dynamics of
driver -speciﬁc attributes and can be expressed as a system of conservation laws. The object of the paper is to show that
a proper lagrangian formulation of the GSOM model can be recast as a Hamilton-Jacobi equation, the solution of which
can be expressed as the value function of an optimal control problem. This value function is interpreted as the position
of vehicles, and the optimal trajectories of the optimal control formulation can be identiﬁed with the characteristics.
Further the paper analyzes the initial and boundary conditions, proposes a generalization of the inf-morphism and the
Lax-Hopf formulas to the GSOM model, and considers numerical aspects.
c© 2013 The Authors. Published by Elsevier Ltd. Selection and/or peer review under responsibility of Delft University
of Technology
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1. Introduction
Traﬃc ﬂow models have been developed in order to cope with the needs of traﬃc operations, man-
agement, planning, control, and evaluation. Most of these applications require models which are simple,
robust, with modest requirements in terms of data processing and analysis, as well as low computational
cost. Macroscopic models answer these needs satisfactorily.
Most macroscopic traﬃc ﬂow models can be stated as systems of conservation laws with possibly source
terms. The LWR model (LW 55), (Ri 56) is particularly simple: it is expressed by a single conservation law
(with unknown the density). Still it recaptures many signiﬁcant elements of traﬃc dynamics (capacity,
storage, fundamental diagram, traﬃc phase...).
In (Da 05), (Da 06) Daganzo showed that the LWR model satisﬁes a variational principle. The main
point is that the ﬂow and density derive from a single function (the cumulative ﬂow or so-called Moskowitz
function). The fundamental diagram translates into a Hamilton-Jacobi equation for the Moskowitz function.
This function is then interpreted as the value function of an optimal trajectory problem in the (x, t) space
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(the solutions of which are the characteristics of traﬃc ﬂow). This idea has since been developed towards
the use of this variational formulation in traﬃc data processing problems, refer for instance to (CB 10).
In principle, it is not possible to derive a similar variational formulation for a higher order macroscopic
traﬃc models. Indeed if there are several conservation laws, there is no single function from which the
unknowns could be derived and which would serve as the value function of an optimality problem equivalent
to the model.
A natural extension of the LWR model is constituted by the GSOM (Generic Second Order Traﬃc
Modelling) family of models introduced in (LMH 07). The GSOM family of models generalizes the LWR
model and encompasses many other macroscopic models ((1), (Zh 02), (BR 03),(JZ 04), (Co 02), (GKR 03),
(ZWD 09), (KL 07)). Basically, a typical GSOM model combines a conservation equation for density (ac-
counting for kinematic waves in traﬃc) with a system of conservation laws for behavioural attributes of
individual cars and drivers, such as vehicle type, aggressiveness (or the lack of it), destination, information
ﬂow to and from a vehicle, etc.
The special structure of the GSOM models, in some sense very close to that of the LWR model, makes
it possible to restate the GSOM as an optimality problem and thus the GSOM models satisﬁes a variational
formulation.
The paper will ﬁrst recall some facts concerning GSOM models, second some basic facts concerning
optimal control theory. The basic GSOM model will be recast in lagrangian form, and partially integrated.
Under this form the model admits a variational expression. The advantages of this variational formula-
tion will be brieﬂy discussed, in terms of numerical schemes, data assimilation and also extensions of the
model. Various properties of this variational expression will be analyzed: boundary conditions, waves, and
numerical aspects, and some examples will be given.
2. GSOM traﬃc ﬂow models.
2.1. Structure of GSOM models
The GSOM model can be stated as
∣∣∣∣∣∣∣∣
∂tρ + ∂x(ρv) = 0 Conservation of vehicles
∂t(ρI) + ∂x(ρvI) = ρϕ(I) Dynamics of the driver attribute I
v = (ρ, I) Fundamental diagram (FD)
(1)
ρ stands as usual for the density, v the speed, x the position, t the time, and I a driver attribute. This
driver attribute can be, depending on the model, a propensity to more or less aggressive behaviour, driver
destination, driver class, or parameters of the FD (fundamental diagram), or some combination of all of
these. The FD is driver dependent. Let us also deﬁne the ﬂow-density fundamental diagram:
(ρ, I) de f= ρ(ρ, I) (2)
Note that the equation for I can be reformulated as an advection equation:
˙I de f= ∂tI + v∂xI = ϕ(I)
For instance the function ϕ(I) could express the relaxation of I towards a reference or equilibrium value
(this value can be driver speciﬁc), or could express a perturbation process in the case of stochastic attribute
(for instance (6)).
Traﬃc ﬂow behaving according to equation (1) admits two kinds of waves:
• kinematic waves (or 1-waves) which aﬀect density and are similar to the LWR waves. The driver
attribute vector I is continuous across a 1-wave. The characteristics propagate at speed
ν = ∂ρ(ρ, I) (3)
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• contact discontinuities (or 2-waves) which propagate variations or discontinuities of I at speed v =
(ρ, I). Thus the traﬃc speed is continuous across 2-waves.
The reader is referred to (LHM 05) and (LMH 07).
The closeness between the GSOM and the LWR models can be best understood by considering piecewise
constant initial conditions and no source terms in (1). The discontinuities of I will propagate at the speed
of traﬃc but without aﬀecting the values of I between these discontinuities. Thus the model reduces to a
LWR model between discontinuities. It can be shown that the concepts of supply and demand as deﬁned in
(Le 96) can be generalized to the GSOM family with properties similar to those of supply and demand for
LWR models (LMH 07).
2.2. Some examples of GSOM models
Let us list a few examples.
• The LWR model itself of course is a GSOM model (with no driver-speciﬁc attribute).
• The ARZ model (Aw-Rascle-Zhang (1), (Zh 02)) is a GSOM model with driver attribute I = v − Ve(ρ)
i.e. (ρ, I) de f= I + Ve(ρ). Here Ve(ρ) denotes an ”average” fundamental diagram, and the driver
attribute expresses the driver’s propensity to drive systematically faster (I > 0) or slower (I < 0) than
average.
• Multi-commodity GSOM models. Consider a GSOM model with driver attribute I. If we consider that
vehicles are disaggregated by class d, ρd = χdρ and qd = χdq, and that the vehicle speed does not
depend on driver class, we obtain a new GSOM model with a compound driver attribute K . Indeed
under the hypothesis of a common speed it can be shown (LK 99) that the composition coeﬃcients χd
satisfy to an advection equation:
∂tχ
d + v∂xχ
d = 0 ∀d
The advection equation for the attribute I is given by:
∣∣∣∣∣∣∣∣∣∣∣∣
K de f= (I, χ) with χ de f=
(
χd
)
d∈D
v = (ρ, I) driver dependent FD
∂tK + v∂xK =
(
ϕ(I)
0
)
dynamics of the compund driver attribute K
We recapture thus the multi-class models (JZ 04), (BR 03), (HKMR 08) for instance, and many others.
• The Colombo 1 phase model, introduced in (LMH 07) as an approximation to the Colombo 2 phase
model (Co 02). The driver attribute is a scalar I, and the driver-dependent fundamental diagram is
given by:
 (ρ, I) =
⎧⎪⎪⎨⎪⎪⎩
v f (ρ) if ρ ≤ ρcrit(I)
ν0(ρ)
(
I + q∗ρ
)
if ρ ≥ ρcrit(I)
with the following parameters ∣∣∣∣∣∣∣∣∣∣
v f (ρ) = Vmax − βρ
β =
Vmax − Vcrit
Qmax/Vcrit
ν0(ρ) = 1 − ρ/ρmax
and
ρcrit(I) = 1
2
(
β − I
ρmax
)
⎡⎢⎢⎢⎢⎢⎣Vmax − I + q∗ρmax −
√(
Vmax − I + q∗ρmax
)2
− 4q∗
(
β − Iρmax
) ⎤⎥⎥⎥⎥⎥⎦
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Fig. 1. 1-Phase Colombo model: equilibrium speed and ﬂow relationships
The idea of this model is that in the ﬂuid phase, traﬃc dynamics follow the LWR model, whereas in
the congestion phase ﬂow-density traﬃc data exhibits a wide scatter which can be described by the
I-dependent fundamental diagram described in the ﬁgure 1. Here as in the ARZ model, the attribute I
can be considered as a measure of drivers’ aggressiveness.
• The stochastic GSOM model, based on a stochastic perturbation of the equation of the driver attribute
I, and introduced in (KL 07). In natural eulerian coordinates (x, t) the model is expressed by the
following:
∂tρ + ∂x(ρv) = 0 Conservation of vehicles
∂tρI + ∂x(ρvI) = ρΦ(I, dBtdt ) Dynamics of the driver attribute I
v = (ρ, I) Driver dependent FD
(4)
Bt denotes a brownian motion; its time derivative ηt
de f
=
dBt
dt is a white noise. Actually this white
noise perturbation depends on the driver. Therefore the model is better speciﬁed in the lagrangian
coordinates (N, t) (by anticipation on section 3). N denotes the vehicle index and t the time. Let
(Ω, IP) be the underlying probability space, I is a random variable depending on the vehicle index N
(it is the driver attribute) and on the random event ω ∈ Ω:
I = I(N, t;ω)
Since the white noise perturbation is vehicle-speciﬁc:
ηt = ηt(N, ω)
Finally the stochastic GSOM model can be expressed in (N, t) coordinates as follows. The unknown
function describing the state of traﬃc is the spacing r de f= 1/ρ.
∂tr + ∂Nv = 0 Conservation of vehicles
∂t I = Φ(N, I, ηt) Dynamics of the driver attribute I
v = V(r, I) Driver dependent FD
with I = I(N, t;ω), ηt = ηt(N, ω)
(5)
The equation of the dynamics of the driver attribute I are usually described by an equation of the
following type (I an Itoˆ process):
dI = ς(N, I, t)dBt + a(N, I, t)
i.e.
Φ(N, I, ηt) = ς(N, I, t)ηt + a(N, I, t) (6)
The idea of this model is that the random perturbations do not aﬀect the dynamics of cars directly
(cars have a large inertia), but do aﬀect the driver perception and behaviour.
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Fig. 2. bi-phase speed-density fundamental diagram
The above transformation will be generalized below in order to derive the variational formulation of
GSOM models.
• The multi-lane impact modelof Greenberg et al (GKR 03). The idea of the model is the following.
– Let (i), i = 1, . . . , n be the lanes and ρi the lane densities, and let ρ be the total density ρ de f=∑
i=1,...,n
ρi.
– The mean speed v is related to the speed vi the traﬃc on lane (i): ρv de f= ∑
i=1,...,n
ρivi.
– The model aims only at describing the impact on the global traﬃc of multiple lanes, i.e. the
dynamics of the total density ρ.
– It is assumed there are two groups of lanes, slow and fast, the traﬃc ﬂows of which interacts
strongly if the traﬃc is congested and weakly otherwise.
– Thus a bi-modal two-phase fundamental diagram is assumed: a ﬂuid phase and a congested
phase, of the inverse lambda shape.
The physical model is illustrated by the following FD depicted on ﬁgure 2: The model equations are
the following.
– Conservation equation for the global ﬂow:
∂ρ
∂t
+
∂
∂x
(ρv) = 0
– Let V1(ρ), V2(ρ) be the fundamental diagrams associated with the two regimes (ﬂuid and con-
gested) and let us introduce:
α
de f
= v = v − V1(ρ)
This quantity expresses the diﬀerence between the current traﬃc ﬂow and a ﬂuid traﬃc ﬂow.
– Greenberg et al. (GKR 03) propose the following relaxation model for α:
dα
dt = α˙
de f
=
∂α
∂t
+ v
∂α
∂x
=
∣∣∣∣∣∣ −α/ if ρ ≤ R(v)(V2(ρ) − V1(ρ) − α) / if ρ ≥ R(v) (7)
The relationship between V1, V2 and the function R is illustrated by ﬁgure 3.
The curve (v,R(v)) in the plane (v, ρ) separates the ﬂuid regime (FD V1), from the congested regime
V2. The formula (7) expresses the fact that v relaxes towards V2(ρ) if the traﬃc is congested (FD V2).
Indeed, if traﬃc is congested, the condition α˙ = 0 implies that:
v − V1 = α = V2 − V1
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Fig. 3. Function R and bi-phase density-speed fundamental diagram
i.e. v = V2. The model predicts that this relaxation occurs along vehicle trajectories, for each vehicle.
The model can be described as a GSOM model (for the homogeneous part) with relaxation.
Another simpler model of multi-lane traﬃc based on the impact of multiple lanes on the global traﬃc,
can be found in (Ji 06); it also reduces to a GSOM model.
• Various models with eulerian source terms (such as (SMMR 09)), including higher order traﬃc ﬂow
models such as (ZWD 09).
3. Hamilton-Jacobi formulation of GSOM models
In the sequel, we consider only GSOM models with lagrangian source terms (as in deﬁnition (1) or in
(8) below), and concave ﬂow-density FDs.
The basic idea is the following: ﬁrst recast the GSOM model in its lagrangian form, second integrate the
equations for the behavioural attributes and integrate the result into the kinematic wave equation. The result
of this procedure is a single conservation law for the vehicular inter-distance. This conservation law can be
interpreted as a Hamilton-Jacobi equation whose unknown is the set of positions of vehicles. The vehicle
position is also the value function of the variational principle to which the solution of the GSOM satisﬁes.
In the lagrangian form of (1), the unknown function is the spacing r de f= 1/ρ, expressed relatively to the
vehicle index N and the time t:∣∣∣∣∣∣∣∣∣
∂tr + ∂Nv = 0 Conservation of vehicles
∂tI = ϕ(N, I, t) Dynamics of the driver attribute I
v = ℵ(r, I) de f= (1/r, I) Fundamental diagram (FD)
(8)
The driver dependent fundamental diagram is expressed as a function of r. The conservation equation in
(8) expresses that the rate of variation of the spacing r is equal to the diﬀerence of speed between vehicles.
The equation of the dynamics of the driver attribute I expresses the variation of I with respect of t and
N.Note that model (8) is slightly more general than model (1). Note also that the stochastic GSOM model
(5) is expressed as (8) for each event ω ∈ Ω.
Let us introduce
X(N, t) de f=
∫ t
−∞
v(N, τ)dτ
the position of vehicle n at time t.
This position X(N, t) satisﬁes:
v = ∂tX
r = −∂NX (9)
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The system (8) can now be expressed as:
v = ∂tX = ℵ(r, I) = ℵ (−∂NX, I)
∂t I = ϕ(N, I, t) (10)
Based on the initial values i0(N) de f= I(N, 0) of the driver attributes it is possible to integrate the time-
evolution of I:
∂t I(N, t) = ϕ(N, I, t)
I(N, 0) = i0(N) ∀N (11)
the solution of which is denoted J (N, t; i0). Let us denote
W (N, r, t) de f= ℵ (r, J (N, t; i0))
W denotes the speed-spacing fundamental diagram of vehicle N at time t. Thus X satisﬁes a Hamilton-
Jacobi equation:
∂tX =W (N,−∂NX, t) (12)
which is the Hamilton-Jacobi formulation of (1) or (8).
Let us emphasize that this Hamilton-Jacobi formulation is obtained conditionally to the partial integra-
tion of (1), i.e. the integration of (11), and the calculation of the driver attributes J (N, t; i0).
4. Some results of optimal control theory.
The object of this section is to present in a simple and self-contained, way some results of optimal
control theory which will be useful in the rest of the paper, notably results pertaining to characteristics and
boundary conditions.
The basic optimal control problem can be stated as
minu,(x0,t0)
∫ T
t0
L (x, u, t) dt + λ(x0, t0) de f= L(xT , T )∣∣∣∣∣∣∣∣∣∣∣
x˙ = f (x, u, t)
x(t0) = x0, x(T ) = xT
(x0, t0) ∈ B
u(t) ∈ U(t) ∀t ∈ [t0, T ]
(13)
L is assumed to be convex, with the state x ∈ IRn and the command u ∈ IRm. Time is denoted t. U(t) is
the set of admissible commands, B the set of initial/boundary conditions for the state, λ the initial/boundary
value of the value function L.
Two standard methods yield the solution to (13): dynamic programming and the optimality principle of
Pontryagin.
4.1. Dynamic programming: the Hamilton-Jacobi equation
By the optimality principle of Bellman, the value function L can be calculated incrementally:
L(xT , T ) = minu [L(xT − dxT , T − dT ) +L(xT , u, T )dT ]∣∣∣∣∣∣ u ∈ U(T )dxT = f (xT , u, T )dT
(14)
By developing L(xT − dxT , T − dT ) at the ﬁrst order it follows:
L(xT − dxT , T − dT ) = L(xT , T ) − dxT∂xL(xT , T ) − dT∂tL(xT , T ) (15)
hence (14) yields:
∂tL(xT , T ) = min
u∈U(t)
[L(xT , u, T ) − f (xT , u, T ). ∂xL(xT , T )] (16)
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Let us deﬁne the hamiltonian of problem (13) as
H(x, u, y, t) de f= L(x, u, t) − f (x, u, t).y (17)
and the reduced hamiltonian
H0(x, y, t) de f= minu∈U(t) H(x, u, y, t) (18)
The value function of (13) satisﬁes the following Hamilton-Jacobi equation:
∂tL(x, T ) = H0(x, ∂xL(x, T ), T ) (19)
4.2. Minimum principle of Pontryagin: optimal trajectories
The problem of ﬁnding the optimal trajectories of the control problem (13) is solved by the minimum
principle of Pontryagin. The idea is to consider a ”small” variation δx of an optimal trajectory, induced by
a small variation δu of the control: ∣∣∣∣∣∣∣∣
˙δx = ∂x f .δx + ∂u f .δu
δx(T ) = 0
(δx0, δu0) ∈ T(x0,t0)B
(20)
with T(x0,t0)B the tangent space to B at point (x0, t0). In order to calculate the induced variation of the
criterion J de f=
∫ T
t0
L (x, u, t) dt + λ(x0, t0) , it is convenient to introduce the adjoint state y given by:
y˙ de f= ∂xH = ∂xL − y.∂x f ′ (21)
The induced variation δJ of the criterion J is given by the following steps. In the following, the symbol
′ refers to transpose, the symbol 0 refers to any initial value (such as L0 de f= L(x0, u0, t0)), the dot symbol
refers to a time derivative (such as z˙ = dzdt ). Also recall that δx(T ) = 0.
δ
(∫ T
t0
L (x, u, t) dt
)
= −L0δt0 +
∫ T
t0
(∂xL.δx + ∂uL.δu)dt
= −L0δt0 +
∫ T
t0
(y˙′.δx + y′.∂x f .δx + ∂uL.δu) dt
= −L0δt0 + [y′.δx]Tt0 +
∫ T
t0
(
−y′. ˙δx + y′.∂x f .δx + ∂uL.δu
)
dt
= − (L0 − y0. f (x0, u0, t0)) δt0 +
∫ T
t0
(∂uL − y′.∂u f ) dt
using
• the identity deﬁning y: − ˙δx + ∂x f .δx = −∂u f .δu,
• the identity [y′.δx]Tt0 = −y0.δx0 + y0. f (x0, u0, t0)δt0 (see ﬁgure 4).
Figure 4 shows that the variation of δx at time t0 is (at ﬁrst order) equal to δx0 − f (x0, u0, t0)δt0.
Finally the variation δJ can be expressed as:
δJ =
∫ T
t0
∂uHδu dt + δx0 (∂xλ − y0) + δt0 (∂tλ −H0)
and can be simpliﬁed as:
δJ =
∫ T
t0
∂uHδu dt (22)
by cancelling the initial terms:
(∂xλ − y0, ∂tλ −H0) ∈ N(x0 ,t0)B (23)
N(x0,t0)B denotes the normal cone to B at (x0, t0).
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Fig. 4. Boundary conditions for the optimal control problem (13)
At the optimum (i.e. J = L), the variation (22) must be null for all variations of the command δu, hence
∂uH = 0. By analogy with (18), and taking into account the convexity of u → H(x, y, u, t), the command
u(t) will be deﬁned for all times by:
u(t) = argu∈U(t) min H (x(t), y(t), u, t) (24)
Let us summarize the results:
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
(
x˙ = f (x, u, t) = −∂yH(x, y, u, t)
x(t0) = x0, x(T ) = xT and (x0, t0) ∈ B
(
y˙ = ∂xL − y.∂x f ′ = ∂xH(x, y, u, t)
y(t0) = y0 and (∂xλ − y0, ∂tλ −H0) ∈ N(x0 ,t0)B
(
u(t) = argu∈U(t) min H (x(t), y(t), u, t)
(25)
5. Variational formulation of the GSOM model.
The objective of this section is to build the optimization problem (13) associated to the Hamilton-Jacobi
formulation (12).
Let us discuss brieﬂy the beneﬁts expected from such a formulation:
• a straightforward derivation of the entropy solution of the solutions of (8). Intuitively this is easily
understood: the solutions obtained by the variational method are by construction stable with respect
to initial and boundary conditions. For a rigorous analysis refer to (IMZ 11).
• easy assmilation of data (probe vehicle data or other lagrangian data). Refer for instance to (CB 10)
in the lagrangian LWR case.
• possibility of grid-free schemes and beneﬁts of the inf-morphism property. Let us not that the la-
grangian framework implies positive wave speeds and ﬁxed discontinuities for I, a source of simpliﬁ-
cations of calculations.
• a point not developed in this paper, but an object of current research: the study of GSOM models with
eulerian source terms (such as (SMMR 09) and (ZWD 09)). The investigations of the present paper
are limited to the case of lagrangian source terms.
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5.1. Associated optimization problem.
Let us deﬁne:
M(N, u, t) = max
r
(W(N, r, t) − u.r) (26)
Let us recall that r denotes the spacing (inverse of density) and that N denotes the vehicle index. Thus u has
the dimension of a ﬂow. M andW have the dimension of a speed.
We assume that r →W(N, r, t) is concave. It can be shown by some simple algebra that this hypothesis
is equivalent to the assumption that the ﬂow-density fundamental diagram is concave. Indeed: ∂2rrW =
ρ3∂2ρρ. Then by Fenchel duality
W(N, r, t) = min
u
(M(N, u, t) + u.r) (27)
By analogy with (13), and taking into account (27), which is analogous to (17) and (18), we deﬁne the
following optimal control problem, the value function of which satisﬁes the Hamilton-Jacobi equation (12)
which is analogous to (19):
X(NT , T ) = minu(.),(N0,t0)
∫ T
t0
M (N, u, t) dt + ξ(N0, t0)∣∣∣∣∣∣∣∣
˙N = u
N(t0) = N0,N(T ) = NT
(N0, t0) ∈ C
(28)
If we compare (13) and (28), the pairs of analogues are: (L, X), (x, N), (y, - r), (L, M), (H0, W), (λ, ξ),
(B, C). In each couple the left element comes from (13) and the right element from (28). f reduces to u in
(28). Note that C is the locus of initial and boundary data; ξ(N0, t0) denotes the initial/boundary data of the
position of vehicle N0 at time t0 for all (N0, t0) ∈ C.
Finally let us denote by
G(N, r, u, t) de f= M(N, r, t) + ur
the hamiltonian of (28) (which is the analogue ofH for (13)).
Let us summarize in a table of correspondence the analogue elements of (13) and (28)
General problem (13) L L λ x f y B H0 H
Lagrangian GSOM (28) X M ξ N 1 −r C W G
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Typical speed-spacing fundamental diagramW and Fenchel dualM are depicted by the ﬁgure 5.
(28) constitutes the variational formulation of the GSOM model (1). The reason for which (1), which is
a system of conservation laws, can admit such a formulation is that the system (1) can be partially integrated,
with respect to the driver attribute I.
It must also be emphasized that this variational formulation is valid only if the GSOM model is concave
(i.e. the ﬂow-density or equivalently the speed-spacing fundamental diagram, is concave): indeedW must
be the Fenchel transform ofM. The non-concave case is the object of current research.
5.2. Pontryagin optimality conditions
5.2.1. Optimality conditions
The characteristics are the optimal trajectories of (28). Following (25), the characteristics are given by:
(
˙N = ∂rG = u
r˙ = −∂NG (29)
(recall that the analogue of y is−r). The command u optimizes the hamiltonianG. Thus u = ∂rW(N, r, t).
To summarize, characteristics are given by
(
˙N = ∂rW(N, r, t)
r˙ = −∂NW(N, r, t) (30)
which is a system of ODEs (ordinary diﬀerential equations) in the (N, r) plane. Calculating theses charac-
teristics requires the speciﬁcation of initial conditions for both spacing r and car index N. Note that ˙N, the
speed of characteristics, is always > 0 (refer to ﬁgure 5).
The initial and boundary conditions are deduced by substituting in (23) y with −r, λ with ξ andH with
G:
(∂Nξ + r0, ∂tξ − G0) ∈ N(x0,t0)C
For initial and boundary conditions we will mainly be interested in the case of optimal trajectories of (28),
i.e. the characteristics. In this case
G0 =M0 + u0r0 =W0
and we obtain:
(∂Nξ + r0, ∂tξ −W0) ∈ N(x0,t0)C (31)
The object of the next two sub-sections is to extend to GSOM models some comparison results of
eulerian and lagrangian characteristics and shock-waves. Such results can be exploited for the calculation
of analytical solutions, notably with piece-wise constant initial and boundary data.
5.2.2. Comparison of eulerian and lagrangian characteristics.
Let us compare eulerian and lagrangian characteristics. Eulerian characteristics of the GSOM model are
related to the kinematic waves of this model. Their velocity is given by ∂ρ(ρ, I), thus the rate of variation
of N along an eulerian characteristic is equal to
˙N = ∂tN + ∂xN.v = q − ρv
with v = ∂ρ(ρ, I). Thus
˙N = (ρ, I) − ρ∂ρ(ρ, I) = −ρ2∂ρ(ρ, I)
Now the velocity of an lagrangian characteristic is given by
˙N = ∂rW(N, r, t)
= ∂r (1/r, J(N, t; N0, t0))
= −ρ2∂ρ(ρ, I)
Thus the eulerian and lagrangian characteristics admit the same velocity.
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Let us check that r˙ is evaluated identically in an eulerian and lagrangian setting. In the eulerian setting:
r˙ = − 1
ρ2
(∂tρ + v∂xρ)
= − 1
ρ2
(
−∂x ((ρ, I)) + ρ∂ρ(ρ, I)∂xρ)
= 1
ρ2
(
∂I(ρ, I)∂xI)
In the lagrangian setting:
r˙ = −∂NW(N, r, t)
= −∂N [ (1/r, I(N, t))]
= − 1
ρ
∂I (1/r, I) ∂NI
= 1
ρ2
∂I (1/r, I) ∂xI
(using ∂N I = ∂xI/∂xN = −∂xI/ρ ). Thus the eulerian characteristics and the lagrangian characteristics are
identical (30).
This result generalizes the well-known result for the LWR model.
5.2.3. Comparison of eulerian and lagrangian shockwaves.
Let us consider discontinuities in a Lagrangian setting: δr and δv. We introduce the subscripts a (up-
stream) and b (downstream) to qualify values on each side of the discontinuity. The propagation speed μ of
the Lagrangian shock-wave in the (N, t) plane is given by the Rankine-Hugoniot formula:
μ =
Wa(N, ra, t) −Wb(N, rb, t)
ra − rb
Let us introduce the eulerian speeds:
Wa(N, ra, t) = (N, Ia(N, t), ra) de f= va
Wb(N, rb, t) = (N, Ib(N, t), rb) de f= vb
Thus
μ =
va − vb
ra − rb
We will evaluate the propagation speed of the eulerian and lagrangian shock-wave in the (N, t) plane. The
velocity of the eulerian shock-wave in the (x, t) plane is given by:
 =
(ρa, I) −(ρb, I)
ρa − ρb
de f
=
qb − qa
ρa − ρb
Shockwaves of the GSOM model are kinematic waves: the driver attribute I is continuous through the shock.
In the (N, t) plane, the velocity of this wave is given by:
˙N = ∂tN +∂xN = qb −ρb = qa −ρa
by deﬁnition of. It follows:
˙N = qa − qb − qa
ρa − ρb ρa =
ρaqb − ρbqa
ρa − ρb
On the other hand
μ =
va − vb
ra − rb =
ρaρb(−va + vb)
ρa − ρb =
ρaqb − ρbqa
ρa − ρb
The identity of the eulerian and lagrangian shock-waves results, generalizing a result well-known for the
LWR model.
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5.3. Boundary and initial conditions.
The initial/boundary conditions for characteristics are given by (31). In order to calculate characteristics
it is necessary to specify these conditions. This is in particular the case in the Lax-Hopf formula (36). The
object of this subsection is to specify these conditions both for regular initial/boundary conditions and for
internal boundary conditions.
Let us consider some special cases.
Initial conditions At t = t0, the positions ξ(n, t0) of vehicles n are given. Thus C = {(n, t0), n ∈ IR} and (31)
reads:
∂Nξ(N, t0) + r0 = 0 ∀N
This condition is the expected condition, consistent with the deﬁnition of r: r0(N) = −∂Nξ(N, t0). The
initial conditions for characteristics are the couples (N, r0(N).
Floating vehicle conditions In this case, the trajectory t → ξ(N0, t) of a vehicle N0 is given. Thus C =
{(N0, t), t ∈ IR} and (31) reads:
∂tξ(N0, t) −W(N0, r0, t) = 0 ∀t
SinceW is increasing with respect to its argument r, this equation can be solved and yields a unique
solution r0(t) de f= W−1(N0, ξ(N0, t), t). The initial conditions for the characteristics emitted by the
trajectory of vehicle N0 are the couples (N0, r0(t)).
Mixed conditions We assume that the data comes from vehicles N(t) located at a point ξ(N(t), t) at time t.
Thus C = {(N(t), t), t ∈ IR} and (31) reads:
˙N(t)∂Nξ(N(t), t) + ∂tξ(N(t), t) + ˙N(t)r0(t) −W(N(t), r0(t), t) = 0
which can be stated as:
d
dt ξ(N(t), t) = − ˙N(t)r0(t) +W(N(t), r0(t), t) (32)
Not all data are compatible. Recall that maxr − ˙N(t)r +W(N(t), r, t) = M(N(t), ˙N(t), t), hence the
equation yielding r0(t) admits a solution only if
d
dt ξ(N(t), t) ≤ M(N(t), ˙N(t), t) (33)
Let us describe some speciﬁc situations. The reader is referred to ﬁgure 6 for illustration.
• If ˙N(t) ≤ 0 there is always a unique solution (indeedM(N(t), ˙N(t), t) = +∞). This could be the
case if the data originates from vehicles communicating with a system, and the data is sampled
from back to front.
• The case ˙ξ(t) = 0, ˙N(t) ≥ 0 ∀t occurs if the data originates at a ﬁxed measurement point P
(ﬁxed detector data), i.e. ξ(N(t), t) = P for all t. Then N(t) represent the cumulative ﬂow at
point P. In this case if the compatibility condition (33 ) is satisﬁed, there are two solutions, one
under-critical, the other over-critical (recall that the fundamental diagram depends on the vehicle
N(t)).
• If ˙ξ(t) > 0, ˙N(t) ≥ 0 there are two solutions, provided that the compatibility condition (33 )
is satisﬁed. This could be the case with data originating from vehicles communicating with a
system, and the data being sampled from front to back.
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Fig. 7. Initial conditions (Eulerian left, lagrangian right)
5.4. An example.
The object of this subsection is to illustrate the results of the previous section by analyzing the interaction
of a 1-wave (kinematic shock-wave) and a 2-wave (contact discontinuity related to a discontinuity in I). The
initial conditions are depicted on ﬁgure 7 (in the (x, t) and (N, t) planes) and on ﬁgure 8 (with respect to
fundamental diagrams: ﬂow-density and speed-spacing respectively).
Some fast upstream traﬃc (speed va, following vehicle n0) catches up with slow downstream traﬃc
(with speed vb, preceding the vehicle n0). The upstream traﬃc is constituted of two kinds of vehicles, those
preceding the vehicle n1 with a driver attribute Ib, and those following n1, with a driver attribute Ia. It is
assumed that drivers with attribute Ia drive faster than drivers with attribute Ib, which is illustrated by the
respective positions of the fundamental diagrams in ﬁgure 8. A shock-wave originates at location x = 0 and
at vehicle n0, and a contact discontinuity travels with n1 at eulerian speed va.
In a GSOM model, the traﬃc speed is continuous across a 2-wave, and the driver attribute is continuous
across a 1-wave. The traﬃc state ma upstream of vehicle n1 is uniquely determined by this property, as
depicted in ﬁgure 8. Another way to look at this property is the following. In a lagrangian setting there is
a ﬁxed discontinuity at point n1, thus by Rankine -Hugoniot the ﬂux (that is W) is conserved across the
discontinuity, which shows that the traﬃc speed is the same upstream and downstream of n1.
At time t1 the 1- and 2-waves intersect, as is illustrated by ﬁgure 9. The characteristics are calculated
according to (3) (eulerian setting) or to (30) (lagrangian setting). The functions x → (ρ, I) and N →
W(N, r, t) are piecewise continuous and characteristics must be calculated piecewise by integration of (3)
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respectively (30 ).Thus characteristics are refracted when crossing the trajectory of n1. The state of traﬃc
upstream of n1 after the intersection of the 1- and 2-wave is given by the fact that the speed of traﬃc, vb,
is conserved across the 2-wave. This is traﬃc state mb (refer to ﬁgure 8). Thus the shock-wave is refracted
too: a (a) − (b) shock before intercepting the 2-wave, a (ma) − (mb) shock after. The solution in terms of
characteristics is depicted on ﬁgure 9. The results in terms of the density ρ as a function of the position x
(eulerian) and the spacing r as a function of the vehicle index n are presented in ﬁgures 10 and 11 (snapshot
at time t0 and t2).
6. Computational aspects
Computational aspects of the variational formulation of the LWR model have already been extensively
investigated, starting with (Da 05a), including in the lagrangian case, refer for instance to (LLC 07), to
(CB 10), or to (MDCB 11) for grid-free schemes.
The object of this section is to adapt some of these ideas to the lagrangian version of the GSOM model.
6.1. Inf-morphism and Lax-Hopf formula.
The object of this subsection is to adapt some well-known results to the GSOM model.
6.1.1. Inf-morphism.
In the case of the LWR model, the reader is referred to (CB 10) for instance. Let us assume that the
initial/boundary data ξ is located on a set C which is a union of sets,
C = ∪∈ΛC
and let us consider (28):
X(NT , T ) = minu,(N0,t0)
∫ T
t0
M (N, u, t) dt + ξ(N0, t0)∣∣∣∣∣∣∣∣
˙N(t) = u(t)
N(t0) = N0,N(T ) = NT
(N0, t0) ∈ C
Further let us consider the partial optimality problem:
X(NT , T ) = minu(.),(N0,t0)
∫ T
t0
M (N, u, t) dt + ξ(N0, t0)∣∣∣∣∣∣∣∣
˙N(t) = u(t)
N(t0) = N0,N(T ) = NT
(N0, t0) ∈ C
(34)
The unknowns of problems (34) and (28) are the integral curves ˙N(t) = u(t). These problems have the same
set of admissible commands u(.). The integral curves ˙N(t) = u(t) diﬀer only by their initial conditions, to be
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taken in C = ∪∈ΛC for problem (28), and in C for problem (34). The set of integral curves ˙N(t) = u(t) of
(28) is the union of the sets of integral curves of the problems (34). It follows that:
X = min
∈Λ
X (35)
an important result since in order to calculate the solution to a complex problem it suﬃces to solve partial
problems and take the minimum of the solutions of the partial problems.
This property has been used for instance for data assimilation in the eulerian context in (CB 10). In
a lagrangian context the same property could be used to include assimilate ﬂoating car data or other data
emitted by cars inducing initial conditions for characteristics as described in subsection 5.3. Another use
of this formula is numerical integration of the model, in conjunction with the Lax-Hopf formula described
below.
6.1.2. Lax-Hopf formula.
The set of integral curves can be considerably reduced, since we know by the results of sub-section 5.2.1
that it suﬃces to consider characteristics (i.e. with commands u = ∂rW(N, r, t)).
In order to calculate this command, it is necessary to know r along the characteristic, thus to integrate
(30) with the proper initial conditions. These are obtained following the results of sub-section 5.3. In
other words, the initial/boundary value ξ of X on the set of initial/boundary value points (N0, t0) ∈ C yield
initial/boundary values for r0. The values of r are not necessarily unique (there may be two). In this case
according to the results of sub-section 6.1.1 it suﬃces to double the set of initial/boundary values: one set
with the higher values of r for all relevant values of initial/boundary value points (N0, t0) ∈ C, one set with
the lower values of r for all relevant (N0, t0).
Thus we deﬁne a set (N0, r0, t0) ∈ K of initial/boundary values for characteristics, by combining the
initial values (N0, t0) ∈ C with the initial/boundary value r0 deduced from the initial values ξ(N0, t0). It
follows that the optimality problem (28) (or any partial problem (34)) can be recast as
X(NT , T ) = min(N0,r0,t0)
∫ T
t0
M (N, ∂rW(N, r, t), t) dt + ξ(N0, t0)∣∣∣∣∣∣∣∣∣∣∣
˙N(t) = ∂rW(N, r, t)
r˙(t) = −∂NW(N, r, t)
N(t0) = N0, r(t0) = r0,N(T ) = NT
(N0, r0, t0) ∈ K
(36)
The problem (36) may seem more complicated than (28) but it is not. Whereas in (28) there is an inﬁnity
of integral curves joining the initial/boundary conditions C to (NT , T ), there are usually no more than a few
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(if any) characteristics joining the initial/boundary conditionsK to (NT , T ). Let us consider the example in
section 5.4, and more precisely the ﬁgure 9. This ﬁgure shows how the traﬃc state at n2 (and X(n2, t)) is
determined by a single characteristic for diﬀerent times t. This characteristic either originates at (n, t0) with
n < n0 for low values of t, or originates at (n, t0) with n > n0 for high values of t.
The problem (36) is the analogue in the case of the GSOM family of the Lax-Hopf formula for the LWR
model. (36) cannot be simpliﬁed further in order to yield the Lax-Hopf formula because the characteristics
are not straight lines. Some simpliﬁcation could be carried out under the hypothesis that the driver attribute
I is piecewise constant, since then the characteristics are piecewise linear. Figure 9 of sub-section 5.4
illustrates these facts. Further note that the initial data in that example could be separated into two sets
(Cb = {(n, t0)/ n < n0} and Ca = {(n, t0)/ n ≥ n0}, that the corresponding solutions Xb and Xa could be
deduced, and that X = min(Xb,Xa) is equal to Xa upstream of the shock-wave, and equal to Xb downstream
of the shock-wave. In order to calculate X(n, t) it suﬃces to consider two characteristics, joining Ca, Cb to
(n, t). Figure 12 illustrates this fact (for (n, t) ).
6.2. Numerical schemes
6.2.1. Particle discretization
Basic scheme.
In order to discretize (12) we use a discretization by time-steps (t) de f= [tΔt, (t + 1)Δt] and cells (n) de f=
[nΔn, (n + 1)Δn]. Let us deﬁne
Xtn de f= X(nΔn, tΔt)
In order to estimate Xt+1
n+1, it suﬃces to use (36). Since the velocity of characteristics is bounded, there is
a unique characteristic joining the cell (n) at time tΔt to the point ((n + 1)Δn, (t + 1)Δt), provided that Δt is
small enough (CFL condition). Refer to ﬁgure 13. Let ((n − )Δn, tΔt) be the origin of this characteristic,
and let u be its speed. Then
uΔt = Δn
and u = ∂rM ((n − )Δn, r((n − )Δn, tΔt), tΔt). From (36) we deduce:
Xt+1n+1 = X(n − )Δn, tΔt) + ΔtM ((n − )Δn, r((n − )Δn, tΔt), tΔt)
By deﬁnition ofM
M ((n − )Δn, r((n − )Δn, tΔt), tΔt) =W ((n − )Δn, r((n − )Δn, tΔt), tΔt) − ur((n − )Δn, tΔt)
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At ﬁrst order approximation
X ((n − )Δn, tΔt) = Xtn +  Δn r(nΔn, tΔt) = Xtn + Δt u r(nΔn, tΔt)
r(nΔn, tΔt) can be approximated at the same order as Xtn−1−Xtn
Δn
, and the numerical scheme follows
Xt+1
n+1 = Xtn + ΔtW (nΔn, r(nΔn, tΔt), tΔt)
with r(nΔn, tΔt) = Xtn−1−Xtn
Δn
(37)
Note that the integration of the equation ∂t I = ϕ(n, I, t) for the driver attribute I is implicit in this scheme.
In practice the integration of the equation for I will be carried out at each time-step in parallel with (37).
By construction the above scheme can also be interpreted as a Godunov scheme for the lagrangian
formulation (8) of the GSOM model. The above construct is indeed equivalent to the solution of a Riemann
problem for (8) at location N = nΔn. Note that for (8) the ﬂux and demand functions are identical, since
the ﬂux function is an increasing function of r. Thus the scheme (37) is convergent (refer to (IMZ 11)), the
error bound (L1 convergence) is expected to be of the order of the discretization step.
Let us also note that the scheme (37) extends the classical particle discretization of the LWR model to
the GSOM family.
The CFL condition for the scheme expresses the fact that only one characteristic joins the cell (n) at time
tΔt to the point ((n + 1)Δn, (t + 1)Δt). This condition can be stated as:
Δt
Δn
≤ min
I
[
rmin(I)
Umax(I)
]
(38)
with Umax(I) = |∂ρ(ρ, I)|ρ=ρmax(I)=1/rmin(I)
The main advantages of his scheme are: its simplicity, and the fact that it can be used regardless of re-
strictive hypotheses on the data, fundamental diagram etc. The treatment of boundary conditions, described
in the following paragraphs, relies on the boundary conditions derived in subsection 5.3.
Upstream boundary conditions.
Initial conditions are trivially integrated into the scheme. Boundary conditions can be treated within the
framework of supply/demand methodology (refer to (LHM 05), (LMH 07) for elements of supply demand
methodology applied to GSOM models, and to (KL 08) for intersections modelling in the context of GSOM
models). It is also possible to use the results of the sub-section 5.3, notably (32).
Let us consider for instance an entry point E located at xE . The boundary data is constituted by the
upstream demand δ, discretized as δt, the demand for time-step (t). Any lagrangian cell (μ) will be identiﬁed
with an eulerian ”particle” μ containing Δn vehicles. Let n be the last particle of size Δn that has entered
the infrastructure. The next particle n + 1 is still part of the demand and will be injected as soon as the
cumulative demand during the time elapsed since the entry of particle n equals Δn. Refer to ﬁgure 14. Let
us say the particle n + 1 is created during the time-step (t), at time (t + )Δt. Then by solving (32):
W(n + 1, rtn+1, t) = δtrtn+1
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it is possible to deduce the spacing rt
n+1 and to assign a position Xt+n+1 = Xtn + W(n + 1, rtn+1, t) − Δnrtn+1
which will serve as an injection point for the particle n + 1. If two values of r are solutions, rt
n+1 is taken to
be the largest. Thus at time (t + 1)Δt,
Xt+1n+1 = Xt+n+1 + (1 − )ΔtW(n + 1, rtn+1, t)
The demand cannot necessarily be satisﬁed; what happens to the unsatisﬁed demand must be speciﬁed by a
behavioural model.
Downstream boundary conditions.
The downstream boundary data at exit point S, located at xS , is the downstream supply σ(t). Let m be
the last particle in the link, a fraction η of which is still in the link. Refer to ﬁgure 15.
Let rtm be the corresponding spacing at the end of the link:
rtm
de f
=
xS − Xtm
ηΔn
IfW(m, rtm, t) ≤ σtrtm, the downstream supply is suﬃcient to accommodate the demand of the link. In this
case it is still necessary to distinguish the traﬃc state associated with the particle m (congested or ﬂuid). In
the congested state rtm is taken to be the critical spacing because the outﬂow must then be maximum.
IfW(m, rtm, t) > σtrtm, then we take as new value for rtm with the smallest solution in r of the equation
(32):
W(m, r, t) = σtr
Indeed in this case the downstream supply limits the out-ﬂow of the link. Xtm is updated as usual:
Xt+1m = Xtm + ΔtW(m, rtm, t)
Note that the algorithm works as if there was a particle m − 1 downstream of m such that the mean
spacing with m was rtm. If Xt+1m ≤ xS then η must be updated . By noticing that the outﬂow of the
link is W(m, rtm, t)/rtm, and by assuming constant outﬂow, it is easy to check that the update of η is:
η := η − W(m, rtm, t)Δt/(Δnrtm). If Xt+1m > xS then m := m + 1 and η must be updated. The updates of
η are carried out by checking how many vehicles have exited the link and how many are left in the particle
m.
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Fig. 15. Downstream boundary conditions
Network modelling. Although this aspect is beyond the scope of this paper, let us mention the following
elements:
• Node models formulated in terms of link and node supply and demand which satisfy the invariance
principle (LK 05) can be formulated for the GSOM model, notably internal state node models (see
(KL 08), (KL 09)). These node models are compatible with the above discretization.
• In the case of a diverge constituted of upstream and downstream links and of a pointwise node without
internal state, Imbert et al. (IMZ 11) show that the whole system admits a unique variational formu-
lation. Although this result concerns the LWR model and admits the Moskowitz function as a value
function, it is likely to be extended to the GSOM model. The approach also yields a supply/demand
model for the node.
6.2.2. A scheme based on the Lax-Hopf formula.
The Lax-Hopf and inf-morphism formulas can be used to construct grid-free schemes which solve (8).
Let us describe an example. For simplicity’s sake only initial conditions will be treated. The elements of the
scheme are the following:
• Discretize the set of vehicles into intervals [np, np+1], p = 1, . . . , P, in such a way that ϕ can be
approximated by ϕp in interval [np, np+1]:
ϕp(N, I) ≈ ϕp(I) ∀N ∈ [np, np+1]
• Ensure that the intervals [np, np+1] are small enough so that the initial data are piecewice constant and
constant in each interval:
I(N, t0) = i0,p ∀N ∈ [np, np+1]
r(N, t0) = r0,p ∀N ∈ [np, np+1]
• Integrate the equation for I (11) in each interval [np, np+1], yielding
I(N, t) = ip(t) ∀N ∈ [np, np+1], ∀t ≥ 0
where ip is the solution of: ∣∣∣∣∣∣
dip
dt (t) = ϕp(ip(t)) ∀t ≥ 0
ip(t0) = i0,p
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• Calculate the characteristics generated by the initial conditions r(N, t0) = r0,p, I(N, t0) = i0,p given on
the interval [(np, t0), (np+1, t0)]. The speed of characteristics is always positive. Following (30) the
characteristics have the following equation:∣∣∣∣∣∣
˙N(t) = ∂rW (N(t), r(t), t) ∀t ≥ 0
r˙(t) = −∂NW(N(t), r(t), t) = −∂Nℵ (r(t), I (N(t), t)) ∀t ≥ 0
A special case occurs if N0 = np+1. If r0,p > r0,p+1 then initial conditions for r become [r0,p+1, r0,p] (a
rarefaction wave). Now if N(t) ∈]nq, nq+1[ for some q, then I (N(t), t) = iq(t). It follows that r˙(t) = 0
as long as N(t) ∈]nq, nq+1[ for some q. If N(t) = nq for some q, then the speed v is the same on both
side of the discontinuity N = nq by Rankine-Hugoniot. The following jump condition on r follows:
v(nq, t) = ℵ
(
r
(
nq+, t
)
, iq(t)
)
= ℵ
(
r
(
nq−, t
)
, iq−1(t)
)
Thus it is possible to carry out the numerical calculation of characteristics.
• Calculate X on each characteristic using ˙X(t) = M
(
N(t), ˙N(t), t
)
. Denote Xp the solution obtained
on characteristics originating in the interval [(np, t0), (np+1, t0)]. Using the inf-morphism formula,
X = minp Xp.
Note that the characteristics are not straight lines and must be integrated numerically (equation of N). The
above scheme generalizes the example of sub-section 5.4.
6.2.3. A numerical example
We consider a link (length 2500 meters). The traﬃc follows a stochastic GSOM model, with a funda-
mental diagram of the 1-phase Colombo type, and a driver attribute modelled as an Ornstein-Uhlenbeck
process (refer to subsection 2.2). The inﬂow level is constant (described by a Poisson arrival process) but
the attributes of the incoming vehicles admit 2 levels: high at the beginning and at the end of the simulation
period, and low in between (Figure 17). The downstream supply is also stochastic with a supply diminution
during part of the simulation period (Figure 16). Thus the system appears as a more complicated version
of the example of section 5.4, with an interaction between kinematic waves (generated by the downstream
supply variation) and contact discontinuities (variation of I). Each particle contains 5 vehicles. There are
390 particles, and 1056 time-steps (simulated time: 20 minutes). Simulation results are shown on ﬁgures
18 and 19. Additional waves are induced by the variation of the driver attribute, and the refraction of waves
can be recognized. Note the limited impact of the stochastic part of the model on the value function (the
position of particles).
7. Conclusion.
It has been shown in this paper that GSOM models can be expressed as a single conservation law in
lagrangian coordinates, after the equation of the driver attribute has been integrated. Thus, provided that
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Fig. 17. driver attributes (horizontal axis: particles, oblique axis: time)
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Fig. 18. Simulation result: particle trajectories (eulerian), with axes position × time. One group trajectory out of two is depicted for
readability.
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Fig. 19. Simulation results: particle position (the value function, lagrangian), with axes particles × time × position
their fundamental diagram is concave, GSOM models admit a Hamilton-Jacobi and a variational formulation
as an optimal control problem. The value function of the optimal control problem is the position of vehicles,
and the optimal trajectories can be identiﬁed with the characteristics. As is expected, the characteristics and
shock-waves which are obtained in the Lagrangian setting are identical with the eulerian characteristics and
1-waves of the GSOM models. Eulerian 2-waves of the GSOM model are identiﬁed with standing waves of
the Lagrangian version of the model.
The Pontryagin optimality conditions yield the equation of characteristics. Various initial/boundary
conditions, from either ﬁxed measurement points (detectors) or mobile measurement points (ﬂoating cars
and mobile communication devices) can be treated in order to yield initial conditions for characteristics.
The inf-morphism and the Lax-Hopf formulas are generalized to the GSOM models and provide analytical
and numerical tools. The particle scheme introduced in the paper can be adapted to network modelling and
can be modiﬁed in order to accommodate the various kinds of data considered in the paper.
Avenues for future research include:
• To include internal initial/boundary conditions, along the same principles as those outlined for link
entry and exit points. The objectives: to improve the use of ﬂoating vehicle data and also to improve
the identiﬁcation of GSOM models (the driver attributes are lagrangian and would be best identiﬁed
on lagrangian data).
• Build numerical schemes based on global properties of characteristics (Lax-Hopf equation (36)) in-
stead of local ones as in the particle scheme of subsection 6.2.1.
• Derive properties and numerical schemes for GSOM models with non-lagrangian source terms, such
as (SMMR 09) for instance. The variational formulation of the homogeneous part of the model should
yield useful bounds, estimates and approximations.
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