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Towards better understanding of how to design efficient adiabatic quantum algorithms, we study
how the adiabatic gap depends on the spectra of the initial and final Hamiltonians in a natural
family of test-bed examples. We show that perhaps counter-intuitively, changing the energy in the
initial and final Hamiltonians of only highly excited states (we do this by assigning all eigenstates
above a certain cutoff the same value), can turn the adiabatic algorithm from being successful
to failing. Interestingly, our system exhibits a phase transition; when the cutoff in the spectrum
becomes smaller than roughly n/2, n being the number of qubits, the behavior transitions from a
successful adiabatic process to a failed one. To analyze this behavior, and provide an upper bound
on both the minimal gap as well as the success of the adiabatic algorithm, we introduce the notion of
escape rate which quantifies the rate by which the system escapes the initial ground state (a related
notion was also used in [1]). Our results indicate a phenomenon that is interesting on its own right:
an adiabatic evolution may be robust to bounded-rank perturbations, even when the latter closes
the gap or makes it exponentially small.
Adiabatic quantum computation [2, 3] is an alterna-
tive paradigm to the circuit-model quantum computa-
tion. The system is initiated to a known, easy to prepare
ground state of a Hamiltonian H0, and the solution to
the problem is encoded in the ground state of a Hamilto-
nian H1. Then, the system evolves by a time-dependent
Hamiltonian, which slowly varies from H0 to H1. By the
adiabatic theorem [4], if the evolution is slow enough,
the system remains close to the instantaneous ground
state throughout the evolution, and eventually reaches
the ground state of H1.
Although the adiabatic computation model is equiva-
lent to the quantum circuit model [5], only a handful of
adiabatic algorithms that do not originate from a cir-
cuit implementation have emerged [6–9]. An efficient
adiabatic algorithm requires an efficiently implementable
Hamiltonian evolution with a gap which is at least inverse
polynomially small, so that the final ground state can be
found. While there is a lot of design freedom in choos-
ing the Hamiltonian evolution, proving that the gap is
sufficiently large is usually very difficult (various tech-
niques are reviewed in [3, 10, 11]), and, in general, unde-
cidable [12]. Previous work have proved the gap is small
when the Hamiltonians exhibit localization phenomenons
(see [13]). When the degree of the interaction graph of
the Hamiltonian is large, the system may fail to explore
the Hilbert space fast enough to follow the ground state,
which leads to a small gap [14–17]. In more spatially-
local models, Anderson localization [18] and many body
localization [19], may similarly close the gap [13, 20–22].
In this note we provide some surprising insight about
the dependence of the success of the adiabatic algorithm,
on the full spectra of the initial and final Hamiltonian
[23]. We show that this dependence is stronger than what
might have been expected: the success probability signifi-
cantly depends on the high-energy parts of the spectrum;
in particular, to energies close to n/2. To study this ques-
tion, we consider a family of very simple toy-example
Hamiltonians, and demonstrate the dependence on the
high-energy parts of the spectrum by a phase transition
our system exhibits. Along the way, we develop tools to
analyze the success probability of an adiabatic algorithm,
by relating it to what we call the escape rate: the rate by
which the system leaves the initial ground state.
To motivate our test-bed Hamiltonians, we start with
a very simple observation. Hereinafter, we assume, as
is often done in adiabatic algorithms [2, 5, 6], that the
Hamiltonian evolutions are an interpolation of the initial
Hamiltonian H0 and the final Hamiltonian H1 for total
time τ , i.e., H(t) = Ht/τ , and Hs = (1 − s)H0 + sH1.
Consider the following two Hamiltonian evolutions: first,
the “projection problem” which resembles the adiabatic
version of Grover’s search algorithm [6, 24]
HA0 = 12n − |+. . .+〉 〈+. . .+|
HA1 = 12n − |0 . . . 0〉 〈0 . . . 0| ,
(1)
It is an easy calculation to prove that the minimal gap
of HAs is exponentially small; this is because it is an in-
terpolation between two projection Hamiltonians, whose
unique ground states have exponentially small inner-
product [25].
Consider now also a second Hamiltonian evolution:
HB0 =
n∑
k=1
|−〉 〈−|k =
1
2
n∑
k=1
(
1− σkx
)
HB1 =
n∑
k=1
|1〉 〈1|k =
1
2
n∑
k=1
(
1− σkz
)
,
(2)
wherein k subscript terms act on the kth qubit. Again, a
very easy calculation shows that the minimal gap of HBs
is a constant, as a sum of single qubit terms [26].
Our starting observation is that the ground states of
HA0 and H
B
0 (denoted α
A
0 , α
B
0 respectively) are identical,
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2and so are the ground states of HA1 and H
B
1 ; the differ-
ence between the A and B adiabatic evolutions (namely,
HA(t) and HB(t)) stems from the excited parts of the
spectra in their corresponding initial and final Hamilto-
nians.
This trivial example already reveals that the higher
parts of the energy spectra of the initial and final Hamil-
tonians have sufficient influence on the gap to change it
from a constant to exponentially small.
Motivated by the desire to quantify this difference and
dependence on the higher parts of the spectra, we define
and analyze a family of Hamiltonian evolutions, which
interpolate between these two evolutions, and which are
controlled by a single parameter θ:
Hθ0 =
2n−1∑
j=0
hθ(j)|j+〉〈j+| Hθ1 =
2n−1∑
j=0
hθ(j)|j〉〈j|, (3)
wherein hθ(j) = min(θ, h(j)), and h(j) is the number
of 1s of the binary representation of j (i.e., the Ham-
ming weight). |j+〉 is the state |j〉 after a Hadamard gate
(|0〉 → |+〉 , |1〉 → |−〉) is applied to every qubit. In-
deed, the cases H1 and Hn correspond to HA and HB
respectively. Thus, varying θ interpolates between the
two extreme cases. By gradually changing the value of θ
we can control the energy landscape, and thus, the gap.
We note that while the intermediate Hamiltonians Hθs
may be highly non local, they are still symmetric to per-
mutations of the n qubits; such Hamiltonians were also
studied in [14, 27–32] (see also [3]).
To understand how the modification of θ affects the
minimal gap along the adiabatic path, note that the ini-
tial and final Hamiltonians for θ = 1 have a “flatter”
energy landscape compared with the corresponding ini-
tial and final Hamiltonians of θ = n (see Fig. 1). We
can justify the minimal gap difference between these two
extreme cases using intuition coming from quantum sim-
ulated annealing: with a flat energy landscape, the sys-
tem requires more time to find the direction to the energy
minimum, because in the local vicinity there is no “gra-
dient” of energy.
The question is how flat does the landscape have to be,
for the evolution to require a long time, i.e., for the gap
to approximately vanish? Intuitively, one would predict
that changes in the very high energy levels of the Hamil-
tonians should not greatly affect the system’s evolution,
because only low energy states affect the adiabatic gap;
in other words, one might naively expect that θ can be
fairly small while still maintaining the qualitative behav-
ior of θ = n.
FIG. 1. Energy landscape for a 6-qubit Hθ1 with θ = 1, 3, 6.
The xy-plane spans the computational basis for 6 qubits and
the height (z axis) indicates the energy of the state. As θ de-
creases, so does the “energy gradient”, which leads the system
to the minimal energy.
Main Result
It turns out that the truth is very different than per-
haps what one might expect at very first sight - a phase
transition occurs as perhaps expected, but the critical
point only happens at the high value of θ ≈ n/2.
The following theorem proves a phase transition in the
success of the adiabatic evolution, as a function of θ [33]
and connects it in one case to the minimal gap (asymp-
totic notations explained in footnote [34]):
Theorem 1 (Main: Phase transition).
a. Let θ` , n2 −
√
n logc n for some constant c > 1.
If θ ≤ θ`, then polynomial time adiabatic evolution by
Hθ fails. Furthermore, the minimal gap in this case is
o(1/poly(n)) small.
b. Let θh , n/2 +
√
40 log n. Evolving by Hθ, wherein
θ ≥ θh succeeds for τ = n4.
Above we say that the evolution is successful, if the fi-
nal state of the system is with overlap Ω(1/poly(n)) with
the final Hamiltonian’s ground state [35]. We say the evo-
lution fails if the final state is with overlap o(1/poly(n))
with the final ground state.
To prove the theorem, we relate three properties: the
success probability of the algorithm, the adiabatic gap
3and a third notion, which we call escape rate. The escape
rate from a subspace V by a Hamiltonian H is the rate
by which a system at V leaves V when evolving by H
for infinitesimal time. We prove Theorem 1a by showing
that for θ ≤ θ`, the escape rate from the ground state of
H0 by the Hamiltonian H1 is super-polynomially small,
from which we can deduce the failure the evolution. By
the adiabatic theorem, a failure to reach the final ground
state implies that the gap is super-polynomially small
(otherwise the final ground state would have been found
in polynomial time), and this proves the second part of
Theorem 1a.
We note that proving that the gap is small directly
would not suffice to prove failure of the algorithm; see
e.g. [7].
Theorem 1b shows the other side of the phase tran-
sition, namely, that if θ ≥ θh the adiabatic algorithm
succeeds. We note that we do not know how to prove
that the gap in this case is Ω(1/poly(n)) for θ ≥ θh, which
would imply the result, though we believe this is true. In-
stead, the result is proven by a study of the robustness of
the system to a certain type of perturbations. More pre-
cisely, we show that the path of the system as it evolves
by Hns , remains in a subspace which has very little over-
lap with the subspace spanned by large Hamming-weight
states (|j〉 , |j+〉, with h(j) ≥ θh). Therefore, perturbing
their energies has a negligible effect on the path. We
later extend this tool to a more general statement about
robustness of a system to certain types of perturbations
(See Theorem 2).
3
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FIG. 2. The minimal spectral gap for 20 qubit θ-Hamiltonian.
Tools
We introduce the notion of escape rate from a subspace.
Definition 1 (Escape rate). The escape rate from a
subspace V by Hamiltonian H, ‖H‖ = poly(n), is β if
max
v∈V
‖ΠV⊥H |v〉‖ = β. (4)
The escape rate is in some sense a measure of localiza-
tion: the rate by which a system in V can escape V in
infinitesimal time. However, note that the escape rate is
not necessarily small for Anderson localized systems [18],
in which the distance a particle can travel on a lattice is
limited to a constant, due to disorder. For example, con-
sider a subset of subsequent sites in an Anderson localized
particle on a line; this subset of sites defines a subspace
V; in principle, a particle at the border of the subspace
can escape quickly (i.e., large escape rate), though the
distance traveled on the lattice is still bounded by some
constant. Thus, upper bounding the escape rate seems to
provide a stronger handle on the behavior of the particle.
We remark that, as we will show later in Eq. 7, in case
the subspace V is one dimensional, the escape rate from
V turns out to be exactly equal to the energy uncertainty
of the state spanning V, a quantity which is used in the
quantum-speed limit of Mandelstam-Tamm [36, 37]; the
connection between the quantum speed limit and adia-
batic evolution was recently explored in [1] (see also [38]
[39]).
The following Lemma 1 is a tool to rule-out the success
of polynomial time adiabatic algorithms, using the notion
of escape rate [40]. We use the αs to denote the ground
state of the Hamiltonian Hs.
Lemma 1 (Escape rate bounds success). Let Hs be
an n qubit Hamiltonian evolution by interpolation s.t.
‖Hs‖ = O(poly(n)). Additionally, let V be a subspace
spanned by eigenstates of H0 whose projection ΠV satis-
fies ‖ΠV |α0〉‖ = 1, and ‖ΠV |α1〉‖ = o(1/poly(n)). When
adiabating α0 from H0 to H1 in time τ = O(poly(n)),
while the escape rate of V by H1 is β < pi/2τ , the projec-
tion of the final state on α1 is ≤ sin(βτ) + o(1/poly(n)).
The idea of the proof is that adiabating α0, from H0 to
H1 can be partitioned to small time-independent Hamil-
tonian evolutions, alternating between H0 and H1 by us-
ing the Trotter formula [41]. Clearly α0 is invariant to
H0; hence, the rate by which the amplitude of α0 changes
with the evolution can be bounded using its escape rate
by H1. If the escape rate is not high enough, the system
remains mostly at V and has negelectable amplitude on
α1.
By the adiabatic theorem, if indeed the system fails to
reach the α1 in polynomial time, the minimal gap must
have been o(1/poly(n)) small. This argument however
gives weak bounds; the following Lemma uses a more
subtle argument to provide the upper bound on the gap
of Theorem 1a.
Lemma 2 (Gap bound by escape rate). Let Hs be
an n qubit Hamiltonian evolution s.t. ‖Hs‖ = poly(n).
4Additionally, let V be a subspace spanned by eigenstates
of H0, whose projection ΠV satisfies ‖ΠV |α0〉‖ = 1 and
‖ΠV |α1〉‖ ≤ 1/10. If the escape rate of the subspace V
by H1 is β, then ∆ ≤ 4
√
100β ‖H0 −H1‖3.
The proof idea is to assume by contradiction that the
gap is larger than
4
√
100β ‖H0 −H1‖3. By the adiabatic
theorem, for τ = 1/β, the system reaches distance 1/10
from the final ground state. However, β is too small to
allow such evolution, hence the assumption is false [42].
For the proof of Theorem 1b we use the following sim-
ple Lemma, which bounds the influence of a Hamiltonian
perturbation on a system’s path [43].
Lemma 3 (Path shift by Hamiltonian pertur-
bation). Consider two time-dependent Hamiltonians
H(t), H˜(t). Let U(t) and U˜(t) be the respective evolution
operators by these Hamiltonians (e.g., when evolving by
H, |ψ(t)〉 = U(t) |ψ(0)〉). Then,
∥∥∥(U(τ)− U˜(τ)) |ψ(0)〉∥∥∥ ≤ τ∫
0
dt
∥∥∥(H(t)− H˜(t)) |ψ(t)〉∥∥∥ .
(5)
In the extreme case, the perturbation is in a subspace
which is completely orthogonal to the path of the sys-
tem and does not change it at all. Lemma 3 bounds the
path’s shift when the path is not in the null-space of the
perturbation. Later, we use Lemma 3 to upper bound
the path shift when evolving Hθh in comparison to Hn,
thus showing that the algorithm succeeds when perturb-
ing ≈ n/2 of the top eigenstates..
Proof of Theorem 1
Theorem 1a is proved by showing that the conditions
for Lemma 2 and Lemma 1 hold with V being a one
dimensional subspace spanned by the ground state of Hθ0 ,
denoted αθ0, for θ ≤ θ`. The overlap condition between
the initial and final ground states is 2−n/2 as required by
both Lemmas. It is left to find the value of θ for which
the escape rate of V by Hθ1 is o(1/poly(n)) small:∥∥ΠV⊥Hθ1 ∣∣αθ0〉∥∥2
=
∥∥Hθ1 ∣∣αθ0〉∥∥2 − ∥∥ΠVHθ1 ∣∣αθ0〉∥∥2
=
〈
αθ0
∣∣ (Hθ1 )2 ∣∣αθ0〉− 〈αθ0∣∣Hθ1 ∣∣αθ0〉2
≤ θ2 −
(
1
2n
n∑
k=0
(
n
k
)
min(k, θ)
)2
≤ θ2 −
(
θ − 1
2n
∑
k<θ
(
n
k
)
(θ − k)
)2
=
(
2θ − 1
2n
∑
k<θ
(
n
k
)
(θ − k)
)(
1
2n
∑
k<θ
(
n
k
)
(θ − k)
)
≤ 2θ2e− (n/2−θ)
2
n ,
(6)
where the sum of binomial coefficients was bounded using
the Chernoff bound. By choosing c > 1 s.t. θ = n2 −√
n logc n, we get that the escape rate is o(1/poly(n)).
By Lemma 1 the evolution fails, and by Lemma 2 the
gap is super-polynomially small.
As a side remark, note that when V is one dimensional
the escape rate equals the energy uncertainty of the state
v spanning V:
‖ΠV⊥H |v〉‖2 = ‖H |v〉‖2 − ‖ΠVH |v〉‖2
= 〈v| (H)2 |v〉 − 〈v|H |v〉2 = (stdvH)2.
(7)
In Eq. 6, the escape rate of αθ0 by H
θ
1 upper bounds the
energy uncertainty of αθ0 by H
θ
s for all s. This uncertainty
is related to he quantum speed limit [36, 37], for a time-
independent Hamiltonian,
|〈ψ(t)|ψ(0)〉| ≥ cos2(stdψH · t) 0 ≤ t ≤ pi
2(stdψH)
(8)
Hence, our Lemma 1 roughly states that if the an-
gle between the initial ground state and the state of the
system changes with slow o(1/poly(n)) rate, the system
cannot reach the nearly orthogonal final ground state in
polynomial time, thus failing the algorithm.
Theorem 1b uses Lemma 3 to show that lowering θ
from n to θh has little effect on the system’s path. Con-
sider Hns and H
θh
s , and their respective evolution oper-
ators Un(t) and Uθh(t). By the adiabatic theorem, for
τ = n4, the path of the system propagating by Hns is
within distance o(1) of the instantaneous ground state,
but for simplicity we assume that they are equal, and
leave the exact details to [44]. The ground state αns can
be written as a tensor product:
|αns 〉 = (cos(ϕs) |0〉+ sin(ϕs) |1〉)⊗n
= (cos(ξs) |+〉+ sin(ξs) |−〉)⊗n
(9)
5wherein, ϕs ∈ [0, pi/4] and ξs = pi/4 − ϕs ∈ [0, pi/4]. Let
δHs = H
n
s −Hθhs . The integrand in Eq. 5 is bounded by
‖δHs |αns 〉‖ ≤ hmax ·max
s
‖ΠW |αns 〉‖
hmax , max
s
(‖δHs‖ ≤ 2n
(10)
The image of the perturbation δHs is the subspace W,
spanned by the union of states {|j〉 , |j+〉} with h(j) > θh.
The projection of αns only on the high-Hamming weight
|j〉 states, squared, is∑
j
h(j)≥θh
|〈j|αns 〉|2 =
n∑
k=θh
(
n
k
)
cos2(n−k)(ϕs) sin2k(ϕs)
(11)
The overlap of αns on the high-Hamming weight |j+〉
states is similar, with ξs replacing ϕs. The RHS of
Eq. 11 is the probability that the value of a binomial
random variable X ∼ B(n, p) is larger than θh, with
p = sin2(ϕs) ≤ 1/2. Since θh > n/2 this probability is
maximal when p is maximal (1/2). Using the Chernoff
bound,
‖ΠW |αns 〉‖2
≤
∑
j
h(j)≥θh
|〈j|αns 〉|2 + |〈j+|αns 〉|2
≤ 2 Pr(X ≥ θh) ≤ 2e−
(θh−pn)2
3pn ≤ 2e− 40 logn3 = O(n−18).
(12)
Finally, by bounding the RHS of Eq. 5 we get∥∥(Un(τ)− Uθh(τ)) |αn0 〉∥∥ ≤ τhmax max
s
‖ΠW |αns 〉‖
≤ n4 · 2n ·O(n−9) = O(n−4),
(13)
which also bounds the influence of the perturbation δH
on the final state.
Robustness
The proof of Theorem 1b reveals an interesting char-
acteristic of Hns . By Eq. 12, the projection of α
n
s on W
is O(n−9), hence, by Eq. 13, any perturbation δH with
o(n5) norm, whose image is W, changes the final state
by o(1) for τ = n4:
Corollary 1 (Spectrum perturbation robustness).
Let H˜n0 (respectively, H˜
n
1 ) be equal to H
n
0 (H
n
1 ) except
the energies of the states |j+〉 (|j〉) with h(j) > θh are
perturbed by o(n5). Evolving |αn0 〉 by H˜ns for τ = n4
yields a state within o(1) distance of |αn1 〉.
This corollary implies an unusual property of robust-
ness in the adiabatic evolution with respect to Hns . Ab-
surdly, one can choose a very large perturbation on the
high Hamming-weight states, so that their energy is much
smaller than that of the original ground state, and still
this will change almost nothing in the evolution. In par-
ticular, one can assign negative energy to all states of
at least θh minuses (|−〉) in Hn0 , and arrange it so that
|+...+〉 becomes, e.g., the 10th excited state of the initial
Hamiltonian. Likewise, one can assign negative energy to
states of at least θh 1’s in H
n
1 , such that |0...0〉 becomes,
e.g., the 7th excited state of the final Hamiltonian. Yet,
a system initialized to |+...+〉 would successfully reach
|0...0〉. Furthermore, by careful adjustment of these ener-
gies, the minimal gap may become arbitrarily small (e.g.
zero at the end Hamiltonians), and the system would still
reach |0...0〉[45].
The reason for this robustness is that the adiabatic
path of the system is essentially confined to a subspace,
orthogonal to that of the high-Hamming weight states (in
both basis). The path is first limited to the symmetric
subspace, whose dimension is n + 1, because both the
Hamiltonian and the initial ground state are symmetric
to permuting the qubits. Inside the symmetric subspace
the path of the system has very little overlap with high
Hamming-weight states.
Such robustness phenomena might be useful in various
contexts such as algorithm design and noise tolerance.
We thus provide here a potentially interesting general-
ization:
Theorem 2 (Robustness to bounded-rank pertur-
bation). Let ψ(t) be the wavefunction evolving by an n
qubit Hamiltonian H(t), where ‖H(t)‖ ≤ hmax for all
t ∈ [0, τ ]. For any orthonormal basis of the Hilbert space,
there exists a perturbation δH(t) of rank d ∈ N, diagonal-
ized in that basis, with bounded norm gmax, s.t. evolving
by H(t) + δH(t) yields a state ψ˜(t), wherein
∥∥∥|ψ(τ)〉 − ∣∣∣ψ˜(τ)〉∥∥∥ ≤ τ2gmax2 [(1− η)√10τhmaxd
2n
+ η)
]
η =
1
200
.
(14)
Theorem 2 promises that for any quantum system
evolving by a bounded-norm Hamiltonian (not necessar-
ily adiabatic), and for any basis to the Hilbert space,
one can find some basis vectors, which have very little
overlap with the path of the system. Therefore, adding
a Hamiltonian perturbation acting on these vectors have
very little influence on the dynamics of the system.
Proof. (Of Theorem 2) The proof relies on two parts:
firstly, note that Corollary 1 can be generalized to any
system path confined to a subspace of the Hilbert space
(we denote this subspace by X ), as we show in the fol-
lowing Lemma 4. Secondly, we show that a time t adi-
abatic evolution of n qubits, governed by poly(n)-norm
6Hamiltonian, is confined to a polynomial (in n and t)
dimensional subspace X ; this is proven in Lemma 5.
Lemma 4 (Robustness by confinement). Consider
an evolution of a system by H(t), where the path of the
system is |ψ(t)〉. Additionally, consider a subspace X
confining the path: ‖ΠX |ψ(t)〉‖ ≥ 1 − η, for t ∈ [0, τ ].
For any orthonormal basis of the Hilbert space, there
exists a perturbation δH(t) of rank d ∈ N, diagonalized
in that basis, with bounded norm gmax, s.t. evolving by
H(t) + δH(t) yields a state ψ˜(t), wherein∥∥∥|ψ(τ)〉 − ∣∣∣ψ˜(τ)〉∥∥∥ ≤ τgmax [(1− η)√2−nddimX ) + η]
(15)
Lemma 4 can be interpreted as follows. Clearly, per-
turbations in X⊥ have no influence on the system’s
path and their rank may reach dimH − dimX = 2n −
poly(n); however X is usually unknown. By Lemma 2,
given an arbitrary basis, there is a perturbation of rank
Ω(2n/poly(n)), diagonalized in this basis, with negligible-
influence on the system’s path [46].
Proof. (Of Lemma 4) Consider a basis to the Hilbert
space; on average, the projection of a random basis vec-
tor on X is neglectable if dimX = O(poly(n)). By a
probabilistic argument, for any basis there is at least a
polynomial fraction of basis vectors, which have a very
little overlap with the path of the system. Hamiltonian
perturbations on the subspace W spanned by these vec-
tors have a limited influence on the system’s path. The
above simple geometric statement can be stated formally
as follows: [47],
Fact 1. Let {wi} be a basis to a Hilbert space H, and
let X be a subspace in H. For any d ≤ dimH there
exists a subspace W spanned by d basis vectors of {wi}
s.t. ‖ΠWΠX ‖2 ≤ ddimXdimH .
For any choice of basis (e.g., the basis diagonalizing
the initial/final Hamiltonians), there are d  dimHdimX ba-
sis vectors, spanning a subspace W, which has a small
projection on X . By Lemma 3, Hamiltonian perturba-
tions on W have a limited influence on the final state of
the system.
By Fact 1, for any choice of basis, and for any d there
exists a subspace W of dimension d s.t ‖ΠWΠX ‖ ≤√
2−nddimX . By choosing δH whose image is W, the
RHS of Eq. 5 can be bounded and the proof follows.
The second part of the proof for Theorem 2 that a
system evolving by O(poly(n)) norm Hamiltonians for
O(poly(n)) time, covers approximately O(poly(n)) di-
mensional subspace.
Lemma 5 (Time induced confinement). Let ψ(t) be
the state of the system evolving by an n qubit Hamilto-
nian H(t), wherein ‖H(t)‖ ≤ hmax. For any time τ > 0,
there exists a subspace X of dimension 10τhmax, s.t.
‖ΠX |ψ(t)〉‖ ≥ 1− 1
200
∀t ∈ [0, τ ]. (16)
Proof. Let tk =
k
10hmax
. The dimension of the subspace
X = span ({ψ(tk)| k = 0, 1, ...10τhmax − 1}) (17)
is at most 10τhmax, and by definition ψ(tk) ∈ X . It is
left to lower-bound the projection of ψ(t) on X for t 6= tk.
By Lemma 3, for the time interval t ∈ [tk, tk+1], we get
‖|ψ(t)〉 − |ψ(tk)〉‖ ≤ 1
10
,
|〈ψ(t)|ψ(tk)〉| ≥ 1
200
(18)
hence, for all t ∈ [0, τ ],
‖ΠX |ψ(t)〉‖ ≥ 1− 1
200
. (19)
The proof of Theorem 2 follows.

DISCUSSION
We have presented the θ-Hamiltonian model and cal-
culated the values of θ for which the final ground state is
successfully found. Our analysis shows that a phase tran-
sition occurs at a surprisingly high point in the spectrum;
moreover, energy states above the threshol have little or
no effect on the evolution of the system to the extent that
they can be considered to be in an orthogonal subspace
(on the other hand, perturbing intermediate states with
hamming weight between θ` and θh can cause the gap to
vanish).
These results call for a more refined study of the depen-
dence of the minimal gap on the spectra of both initial
and final Hamiltonians; Such a study could be an impor-
tant starting point towards the design of new adiabatic
quantum algorithms, in less structured or symmetric set-
tings.
In order to prove our results, we have introduced the
notion of escape rate and discussed its relation to the
success of the evolution in finding the final ground state,
and to the minimal gap. The adiabatic theorem provides
one piece of the puzzle: it states that a large gap implies
successful evolution. By Lemmas 1, 2, slow escape rates
cause algorithms to fail, and, using the adiabatic theo-
rem, infer super-polynomially small gap. On the other
hand, Corollary 1 gives an example for a successful evo-
lution even when the gap is super-polynomially small. It
seems that the notion of escape rate could thus be useful
in situations where the minimal gap being large is too
strict a condition or one which is too hard to prove.
7Our results reveal new interesting robustness proper-
ties in adiabatic evolutions. Theorem 2 shows that the
robustness to large perturbations in part of the spec-
trum of Hn0 , H
n
1 can appear in any bounded-norm time-
dependent Hamiltonian regardless of symmetry. This
may imply robustness of adiabatic evolutions to certain
types of physical errors; also, this might allow some re-
laxation of the requirement on minimal gap when de-
signing adiabatic quantum algorithms, because at least
1/poly(n) fraction of the spectrum has little influence on
the evolution of the system. Both directions remain to
be explored.
Finally, and more technically, the problem of proving
that for θ > θh the gap is large (or maybe that it is
not) remains open. This is interesting to clarify - and
highlights yet again that it may be beneficial to study
the success of adiabatic algorithms using a more refined
tool than just the spectral gap.
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9SUPPLEMENTAL MATERIAL
Gap proof for θ = 1, n
In this section we prove the minimal gap for HAs and H
B
s which corresponds to θ = 1, n respectively:
Claim 1. The minimal gap of HAs is 2
−n/2
Proof. Let |α〉 = |+ · · ·+〉, |β〉 = |0 . . . 0〉. The Hamiltonian HAs acts non-trivially on a two dimensional subspace
spanned by α, β and be written as:
HAs = 12n − (1− s) |α〉 〈α| − s |β〉 〈β| = 12n−2 ⊕
 s(1− |γ|2) −sγ
√
1− |γ|2
−sγ∗
√
1− |γ|2 1− s
(
1− |γ|2
)

v1,v2
, (20)
where the 2 dimensional matrix is written in the basis of |v1〉 = |α〉 , |v2〉 = |β〉−γ|α〉√
1−|γ|2 , and γ = 〈α|β〉. In the subspace,
the two eigenvalues are
λ± =
1
2
±
√
1
4
− (s− s2)(1− |γ|2). (21)
The gap is minimum at s = 12 , where λ+ − λ− = |γ| = |〈α|β〉|. Since |α〉 = |+...+〉 and |β〉 = |0...0〉, the minimal gap
equals 2−n/2.
Claim 2. The minimal gap of HBs is 1/
√
2.
Proof. The tensor product form of HB simplifies the computation:
HBs =
n∑
k=1
[(1− s) |−〉 〈−|+ s |1〉 〈1|]k =
n∑
k=1
(
(1− s)/2 −(1− s)/2
−(1− s)/2 (1 + s)/2
)
k
(22)
where k is the qubit’s index. The eigenvalue of each two dimensional matrix are in the form λ± =
1±
√
1−2(s−s2)
2 ,
therefore the eigenvalues of HB are in the form λ` = (n−`)λ++`λ−, where ` ∈ {0, 1, ...n}. The minimal gap (denoted
∆) between the ground state and the first excited state is at s = 1/2:
∆(HBs ) = min
s
(λ1 − λ0) = min
s
(λ+ − λ−) = 1√
2
(23)
Proof of Lemma 1
Lemma 1 (Escape rate bounds success). Let Hs be an n qubit Hamiltonian evolution by interpolation s.t.
‖Hs‖ = O(poly(n)). Additionally, let V be a subspace spanned by eigenstates of H0 whose projection ΠV satisfies
‖ΠV |α0〉‖ = 1, and ‖ΠV |α1〉‖ = o(1/poly(n)). When adiabating α0 from H0 to H1 in time τ = O(poly(n)), while the
escape rate of V by H1 is β < pi/2τ , the projection of the final state on α1 is ≤ sin(βτ) + o(1/poly(n)).
Proof. The idea of the proof is to partition the propagator of the system to infinitesimal pieces, and to bound the
change of the amplitude of the system on V by each piece. Let U(τ) be the unitary matrix applied to the system by
the adiabatic evolution H(t) = (1− tτ )H0 + tτH1 running from t = 0 to t = τ . The propagator U(τ) can be written
as product of r unitary matrices,
U(τ) = Ur · · ·U1
Uj = e
−i τr (1− jr )H0 · e−i τr ( jr )H1
(24)
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where r →∞. One can write the state of the system at time t as follows (up to a global phase):
|ψ(t)〉 = cos(ϕ(t)) |v(t)〉+ sin(ϕ(t)) |φ(t)〉 , (25)
wherein v(t) is a state in V and φ(t) is a state in V⊥. The angle ϕ(t) grows as the amplitude of the state of the system
in V diminishes. We bound the angle ϕ(τ):
cos(ϕ(t+ dt)) = ‖ΠV |ψ(t+ dt)〉‖ =
∥∥∥ΠVe−idtH(t) |ψ(t)〉∥∥∥ = ∥∥∥ΠVe−idt(1−t/τ)H0 · e−idt( tτ )H1 |ψ(t)〉∥∥∥
=
∥∥∥ΠVe−idt( tτ )H1 |ψ(t)〉∥∥∥ = ∥∥∥ΠVe−idt( tτ )H1 [cos(ϕ(t)) |v(t)〉+ sin(ϕ(t)) |φ(t)〉]∥∥∥
≥ cos(ϕ(t))
∥∥∥ΠVe−idt( tτ )H1 |v(t)〉∥∥∥− sin(ϕ(t))∥∥∥ΠVe−idt( tτ )H1 |φ(t)〉∥∥∥
(26)
By the definition of escape rate, we get the following two inequalities:∥∥∥ΠVe−idt( tτ )H1 |v(t)〉∥∥∥ = √1− ∥∥∥ΠV⊥e−idt( tτ )H1 |v(t)〉∥∥∥2 ≥√1− [βdt+O(dt2)]2 = cos(βdt) +O(dt3) (27)
∥∥∥ΠVe−idt( tτ )H1 |φ(t)〉∥∥∥2 = ∑
vi∈V
∣∣∣〈vi| e−idt( tτ )H1 |φ(t)〉∣∣∣2 ≤ βdt+O(dt2) = sin(βdt) +O(dt2) (28)
Substituting back to Eq. 26, we get
cos(ϕ(t+ dt)) ≥ cos(ϕ(t)) cos(βdt)− sin(ϕ(t)) sin(βdt) = cos(ϕ(t) + βt) (29)
Hence, by recursion, we get cos(ϕ(τ)) ≥ cos(τβ)
‖ΠV |ψ(τ)〉‖ = cos(ϕ(τ)) ≥ cos(βτ)
‖ΠV⊥ |ψ(τ)〉‖ = sin(ϕ(τ)) ≤ sin(βτ).
(30)
In conclusion:
|〈α1|U(τ) |α0〉| = |〈α1|ψ(τ)〉| = ‖ΠV |ψ(τ)〉‖ ‖ΠV |α1〉‖+ ‖ΠV⊥ |ψ(τ)〉‖ ‖ΠV⊥ |α1〉‖
≤ sin(βτ) + o(1/poly(n)). (31)
Proof of Lemma 2
Lemma 2 (Gap bound by escape rate). Let Hs be an n qubit Hamiltonian evolution s.t. ‖Hs‖ = poly(n).
Additionally, let V be a subspace spanned by eigenstates of H0, whose projection ΠV satisfies ‖ΠV |α0〉‖ = 1 and
‖ΠV |α1〉‖ ≤ 1/10. If the escape rate of the subspace V by H1 is β, then ∆ ≤ 4
√
100β ‖H0 −H1‖3.
Proof. The idea of the proof is to assume by contradiction that for a specified τ , the gap is large enough so that
η = 1/10 distance between α1 and the final state is reach. On the other hand, the escape rate bounds the rate by
which the system leaves V (spanned by α0) or, conversely, the rate by which the system reaches α1. Hence, if the
escape rate is small enough so that the final state is not reached fast enough, the gap must have been small. We use
the following version of the adiabatic theorem:
Theorem 3 (Adiabatic theorem, adapted from [48]). Let Hs = H0(1 − s) + H1s, be a time dependent Hamiltonian
(0 ≤ s ≤ 1), and let ∆ be the minimal spectral gap between the ground state and the excited states of Hs for every
s. Starting with the ground state of H0, consider the adiabatic evolution given by Hs applied for time τ . Then, the
following condition is enough to guarantee that the final state is at `2 distance at most η from the ground state of H1:
τ ≥ 10
4
η2
·max
{
‖H ′‖3
∆4
,
‖H ′‖ · ‖H ′′‖
∆3
}
, (32)
where prime denotes a derivative by s.
11
By the adiabatic theorem, for a given τ , if the gap is lower bounded as follows, then η > 1/10:
∆ ≥ 4
√
100 ‖H ′‖3
τ
=
4
√
100 ‖H0 −H1‖3
τ
(33)
By Lemma 1, for β < pi/2τ , the projection of the final state on α1 is bounded by sin(βτ) + o(1/poly(n)). Hence,
using the same notations from the proof of Lemma 1, we get:
1 ≤ |〈α1|U(τ) |α0〉|+ η = |〈α1|ψ(τ)〉|+ η = |cos(ϕ(τ)) 〈α1|v(τ)〉+ sin(ϕ(τ)) 〈α1|φ(τ)〉|+ η
≤ 0.1 + sin(βτ) + 0.1 + o(1/poly(n)). (34)
By choosing τ = 1/β we get a contradiction - the system did not reach distance η = 1/10 from α1. Hence, the gap
lower bound in Eq. 33 is incorrect and the proof follows.
Proof of Lemma 3
Lemma 3 (Path shift by Hamiltonian perturbation). Consider two time-dependent Hamiltonians H(t), H˜(t).
Let U(t) and U˜(t) be the respective evolution operators by these Hamiltonians (e.g., when evolving by H, |ψ(t)〉 =
U(t) |ψ(0)〉). Then,
∥∥∥(U(τ)− U˜(τ)) |ψ(0)〉∥∥∥ ≤ τ∫
0
dt
∥∥∥(H(t)− H˜(t)) |ψ(t)〉∥∥∥ . (35)
Proof. Following Ambainis and Regev [48], let s be discretized to r intervals (later we’ll take r to ∞). The unitary
operation of the Hamiltonian evolution is discretized too: Uj = exp
(−i τrHj/r) and U˜j = exp(−i τr H˜j/r).
Let |ψj〉 = Uj−1 · · ·U0 |ψ(0)〉, and let Ej = U˜j − Uj . The distance between the two evolutions is the following (up
to an O(1/r) error):∥∥∥|ψr〉 − U˜r−1 · U˜r−2 · · · U˜0 |ψ0〉∥∥∥ = ∥∥∥|ψr〉 − U˜r−1 · U˜r−2 · · · U˜1(U0 + E0) |ψ0〉∥∥∥
=
∥∥∥|ψr〉 − U˜r−1 · U˜r−2 · · · U˜1(|ψ1〉+ E0 |ψ0〉)∥∥∥ =
∥∥∥∥∥∥|ψr〉 − Ur−1 · Ur−2 · · ·U0 |ψ0〉+
r−1∑
j=0
(
U˜r−1 · · · U˜j+1
)
Ej |ψj〉
∥∥∥∥∥∥
=
∥∥∥∥∥∥
r−1∑
j=0
(
U˜r−1 · · · U˜j+1
)
Ej |ψj〉
∥∥∥∥∥∥ ≤
r−1∑
j=0
‖Ej |ψj〉‖
(36)
Approximating for r →∞:
r−1∑
j=0
‖Ej |ψj〉‖ =
r−1∑
j=0
∥∥∥[e−i τr H˜j/r − e−i τrHj/r] |ψj〉∥∥∥ = τ
r
r−1∑
j=0
∥∥∥(Hj/r − H˜j/r) |ψj〉∥∥∥
=
τ∫
0
dt
∥∥∥(H(t)− H˜(t)) |ψ(t)〉∥∥∥ (37)
Proof of Theorem 1
Theorem 1 (Main: Phase transition).
a. Let θ` , n2 −
√
n logc n for some constant c > 1. If θ ≤ θ`, then polynomial time adiabatic evolution by Hθ fails.
Furthermore, the minimal gap in this case is o(1/poly(n)) small.
b. Let θh , n/2 +
√
40 log n. Evolving by Hθ, wherein θ ≥ θh succeeds for τ = n4.
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The Chernoff bound is used in the both proofs: let Xi be independent Bernoulli variables s.t.
∑
i EXi = µ. Then,
Pr
(
n∑
i=1
Xi ≥ (1 + δ)µ
)
≤ e− δ
2µ
3 δ ≥ 0 (38)
Pr
(
n∑
i=1
Xi ≤ (1− δ)µ
)
≤ e− δ
2µ
2 0 ≤ δ ≤ 1 (39)
The following inequality is a derived from Eq. 39, with µ = n/2, δ = 1− θ/µ:
2−n
θ−1∑
k=0
(
n
k
)
≤ e− (n/2−θ)
2
n θ ≤ n/2 (40)
Proof. (Theorem 1a)
The proof relies on Lemma 1 and Lemma 2. We choose V to be the subspace spanned by the initial ground state αθ0
alone. The projection of αθ1 on V is 2−n/2, as required by both Lemmas. We are left with the task of proving that
the escape rate of V by Hθ1 is o(1/poly(n)) small.
Calculating the escape rate: ∥∥ΠV⊥Hθ1 ∣∣αθ0〉∥∥2 = ∥∥Hθ1 ∣∣αθ0〉∥∥2 − ∥∥ΠVHθ1 ∣∣αθ0〉∥∥2 (41)
The first addend of the RHS is:
∥∥Hθ1 ∣∣αθ0〉∥∥2 = ∣∣〈0 . . . 0| (Hθ1 )2 |0 . . . 0〉∣∣ = 12n
2n−1∑
j=0
h2θ(j) ≤ θ2. (42)
The second addend is:
∥∥ΠVHθ1 ∣∣αθ0〉∥∥ = ∣∣〈0 . . . 0|Hθ1 |0 . . . 0〉∣∣ =
∣∣∣∣∣∣
2n−1∑
j=0
hθ(j) |〈0 . . . 0|j+〉|2
∣∣∣∣∣∣ = 12n
2n−1∑
j=0
hθ(j) =
1
2n
n∑
k=0
(
n
k
)
min(k, θ)
≥ θ − 1
2n
∑
k<θ
(
n
k
)
(θ − k) ≥ θ − θe− (n/2−θ)
2
n .
(43)
Hence,
∥∥ΠV⊥Hθ1 ∣∣αθ0〉∥∥2 ≤ θ2 − (θ − θe− (n/2−θ)2n )2 ≤ 2θ2e− (n/2−θ)2n (44)
By choosing θ ≤ n/2−
√
n logc n with c > 1 we get that the escape rate is super-polynomially small and by Lemmas
1,2, polynomial time evolution fails, and the gap is o(1/poly(n)).
Proof. (Theorem 1b)
The idea of the proof is that evolving for polynomial time by Hn and by Hθ, wherein θ ≤ n/2 + √40n log n, yield
two states with inverse polynomial distance from each other. Let Un(τ), Uθ(τ) be the evolution operators by Hn, Hθ
respectively. The initial common ground state is αn0 . By the adiabatic theorem (Theorem 3) if τ = n
4 the final state
of the evolution by Hs is α
n
1 with additive error o(1).
By Lemma 3,
∥∥(Un(τ)− Uθ(τ)) |ψ(0)〉∥∥ ≤ τ∫
0
dt
∥∥(Hn(t)−Hθ(t)) |ψ(t)〉∥∥ = τ 1∫
0
ds
∥∥(Hns −Hθs ) |ψs〉∥∥ (45)
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where |ψs〉 = Un(sτ) |ψ(0)〉. In the rest of the proof we bound the integrand.∥∥(Hns −Hθs ) |ψs〉∥∥ =∥∥∥∥∥(1− s)
(
2n−1∑
k=0
(h(k)− hθ(k)) |k〉 〈k|
)
|ψs〉+ s
(
2n−1∑
k=0
(h(k)− hθ(k)) |k+〉 〈k+|
)
|ψs〉
∥∥∥∥∥ ≤∥∥∥∥∥
2n−1∑
k=0
(h(k)− hθ(k)) |k〉 〈k|ψs〉
∥∥∥∥∥+
∥∥∥∥∥
2n−1∑
k=0
(h(k)− hθ(k)) |k+〉 〈k+|ψs〉
∥∥∥∥∥ .
(46)
If the total evolution time τ is long enough, ψs is not so far from α
n
s , which is a tensor product and can be expressed
in the following two forms:
|αns 〉 = (cos(ϕs) |0〉+ sin(ϕs) |1〉)⊗n = (cos(ξs) |+〉+ sin(ξs) |−〉)⊗n (47)
where ϕs ∈ [0, pi/4] and ξs = pi/4− ϕs ∈ [0, pi/4].
We write ψs as a similar tensor product by applying the adiabatic theorem (Theorem 3) on each qubit separately.
The qubits evolves separately by a 1-qubit Hamiltonian with a constant minimal gap. Additionally, τ = n4, and
‖dHn/ds‖ ≤ 2n, hence the distance for each 1-qubit final state from the ground state is η = O(τ−1/2). We get
|ψs〉 =
[
cos(ϕs) |0〉+ sin(ϕs) |1〉+O(1/
√
τ)
]⊗n
= (cos(ϕ′s) |0〉+ eiχs sin(ϕ′s) |1〉)⊗n = (cos(ξ′s) |+〉+ eiκs sin(ξ′s) |−〉)⊗n
(48)
where |ϕs − ϕ′s| = O(1/
√
τ) and |ξs − ξ′s| = O(1/
√
τ). The square of first addend in the RHS of Eq. 46 takes the
form:
∥∥∥∥∥
2n−1∑
k=0
(h(k)− hθ(k)) |k〉 〈k|ψs〉
∥∥∥∥∥
2
≤
2n−1∑
k=0
(h(k)− hθ(k))2 cos2n−2h(k)(ϕ′s) sin2h(k)(ϕ′s)
≤ n2 ·
n∑
k=θ
(
n
k
)
cos2n−2k(ϕ′s) sin
2k(ϕ′s).
(49)
Note that in the last inequality k is the Hamming weight. The second addend in Eq.46 is bounded by a similar
expression by using ξs instead of ϕs. Let ps , sin2(ϕ′s) < 1/
√
2 + O(1/
√
τ). The sum is identical to the probability
that θ or more out of n unbiased coins will be head, when the probability for head is ps. We will the Chernoff bound
(Eq. 38) with δ = θµ − 1, µ = psn and θ = n/2 + ε:
n∑
k=θ
(
n
k
)
(1− ps)n−kpks ≤ exp
{
−
(
θ
psn
− 1
)2
· psn
3
}
= exp
{
−
(
1
2ps
+
ε
nps
− 1
)2
· psn
3
}
≤ exp
{
−
(
1
1 +O(1/τ)
+
2ε
n
− 1
)2
· (
1
2 +O(1/
√
τ)n)
3
}
= e−
2ε2
3n −O(ε/
√
τ+n/τ)
(50)
The sum is maximized for ps = 1/2 +O(1/
√
τ), hence the last inequality. Substituting everything back to Lemma 3,
we get:
∥∥(Un(τ)− Uθ(τ)) |0...0〉∥∥ ≤ τ 1∫
0
ds
∥∥(Hns −Hθs ) |ψs〉∥∥ ≤ 2nτe− ε23n−O(ε/√τ+n/τ) = 2nτO(n−9) (51)
For θ ≤ n/2 + ε = n/2 +√40n log n, and τ = n4, the difference between the final state when evolving by Hθs and ψ1
is O(n−4) small. By the adiabatic theorem, the distance between ψs and |0...0〉 is o(1), and the proof follows.
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Proof of Fact 1
Fact 1. Let {wi} be a basis to a Hilbert space H, and let X be a subspace in H. For any d ≤ dimH there exists a
subspace W spanned by d basis vectors of {wi} s.t. ‖ΠWΠX ‖2 ≤ ddimXdimH .
Proof. The average projection of a basis element on X is:
‖ΠX |wi〉‖2 =
∑dimH
i=1 〈wi|ΠX |wi〉
dimH =
tr(ΠX )
dimH =
dimX
dimH
Let D ⊆ {1, 2, ...,dimH}, |D| = d and W = span{wj}j∈D.
‖ΠWΠX ‖2 =
∥∥∥∥∥∥
∑
j∈D
ΠX |wi〉 〈wi|
∥∥∥∥∥∥
2
≤
∑
j∈D
‖ΠX |wi〉‖2 (52)
One can always find d vectors whose sum of squared projection (RHS) is at most d times the average, and the proof
follows.
