In the present paper we discussed the parameters optimization in medical decision making using maximum entropy weight. 
Introduction
At the time of the decision, the degree of future deterioration of physiological systems, which is likely to be uncertain, is of primary interest for the decision maker. Uncertainties about the initial status of human physiological systems, life time, the latent period, medical cost, etc. [2, 3] . Bayesian decision analysis seems to be able to provide methods to deal with such uncertain situation. However, the decision structure is usually formulated in such a way as to imposingly quantify particular qualitative characteristics on human being as decision making rules [4] . The most important of these characteristics is that of human ability to precisely specify numerical values of ends and means in a decision process. These non-fuzzy decision rules are useful; nevertheless, they are limited in their applicability to real world situations where nearly all real human decision problems are imprecise, illdefinedness and vagueness [5] . In such situations, decision-making depends on numerous factors which limit human ability and increase difficulties to deal with [6] . Therefore, the use of fuzzy method may be very helpful in solving the decision making problems of aging chronic diseases [7] . Therefore, this paper has been motivated by existence of uncertainty in the fuzzy Bayesian decision process [8] . This study recalled that it deals with the fuzziness recognition of prior conjugate parameters [9] . According to the extension principle, a fuzzy set can be mapped to the other fuzzy set through an entropy mapping function. Advances in numerical methods and computation have made it possible to implement Bayesian analysis in way previously research and thereby provides guidelines for decision-making and furnishes decision makers with valuable support for making reliable and robust decisions.
Aging Chronic Diseases
In order to model aging chronic disease, the Non-Homogeneous Poisson Process (NHPP) was introduced since it seems more plausible for systems consisting of many components. The system failure process is time-dependent and its intensity function of the failure process is usually assumed to , where 0 is the scale factor, is the deteriorating rate, x is the elapsed time, and h(.) can be any function that reflects the deteriorating process. Suppose we have a system whose failure process is given by a non-homogeneous Poisson process and with a power law intensity function of the form [10] 1 0 ) (
The likelihood function of the first N=n failure times for the case of time-truncated data is given by
Huang and Bier [11] proposed a natural conjugate prior distribution for the power law failure model, which is given by
Comparing with other approaches, this natural conjugate prior distribution has many desirable properties. These properties provide guidance on how to choose the parameters , m, y m and c to achieve joint distributions with the desired prior moments. For example, m can be chosen to give the desired value of CV , can be selected to give the desired value for , y m can be selected to give the desired value for CV 0 and c can be selected to give the desired value for 0 .
Fuzzy Bayesian Decision Process
According to the reasoning above, Bayesian procedures seem more appropriate than classical procedures for survival analysis in the case of sparse or costly data, since scarcity of data can be partially compensated by careful selection of an informative prior [12] . The information is expressed by means of numerical values in a quantitative setting [13] . However, in a qualitative setting, which is filled with vague or imprecise knowledge, the information cannot be estimated with an exact numerical value [14, 15, 16] . In such case, a more realistic approach may be used for linguistic assessments instead of numerical values, that is, to presume that the variables involved in the problem are assessed by means of linguistic terms [9, 17] . Mostly, in real Bayesian decision problems there are two different types of vagueness: states and information [18] . In this section we will discuss decision models for the cases in which only the states are fuzzified and both the states and additional information are fuzzified [19] . However, this is not necessarily realistic for real world cases, since it is usually a tough task for the experts to specify a value to a prior moment with sufficient confidence. Furthermore, since the prior moments are not exactly provided by the experts, the parameters (i.e., , m, c, and y m ) are therefore formed as the functions of these fuzzy numbers. From the properties of the joint natural conjugate prior in the previous section, we can have [20] (4) to (7), we start the discrimination problem with fuzzy states space F=( , CV , 0 , CV 0 ) and exact observation space X = {x} [5] . Consider a sequence of observations x(n)=(
), therefore the fuzzy prior distribution of the fuzzy state Fj for the deteriorating repairable system is given by
denotes the membership functions for the four fuzzy numbers, respectively, and f(F j ) is the fuzzy integral over the fuzzy hyper space of four dimensions. Similar argument can be applied to the fuzzy posterior distribution derived from the fuzzy state F j along with the additional exact data, and which is given by
Furthermore, in the part of observe additional fuzzy data, the fuzzy likelihood function of observing the nth failure times is given by
means we observe additional fuzzy data until the nth failures, and 
Note that K, K'and K'' in Equations (8), (9) and (11) are normalizing factors.
Suppose that the human lifetime T, and the decision of whether to maintain the status quo or perform some risk reduction intervention must be made at time t. The decision variable we are dealing with is then the expected number of failures during the time period 
Suppose that the risk reduction action will reduce the failure intensity by a fraction , where
Then the expected number of failures in [t, T] if the risk reduction action is performed is given by
On the basis of the assumptions given above, we therefore have a two-action problem with a linear loss function, where the loss for taking action a 1 (i.e., continuing with the status quo) is C F and the loss for taking action a 2 (i.e., undertaking the risk reduction action) is
. The expected loss for the status quo is simply C F E{ }, and the expected loss for the risk reduction action is
Since the fuzzy prior and posterior density functions for are available by using defuzzified techniques and bivariate transformation for Equations (8), (9) and (11), respectively.
Entropy Weight Operation
Generally, changing one's beliefs when new information becomes available is a common mode of human reasoning. It is observed in the deliberate gathering of pertinent evidence during industrial troubleshooting, or medical diagnosis and so on. There are different methodologies for dealing with this problem, e.g., maximal entropy and Dempster-Shafer Theory [21] . In addition, defuzzification methods have been widely studied for several years and were applied to fuzzy arithmetic [22, 23, 24] . The major idea behind these methods was to obtain a typical value from a given fuzzy set according to some specified characters, such as central gravity, median, etc. In other words, each defuzzification method provides a correspondence from the set of all fuzzy sets into the set of real numbers [25] .
Uncertainty measure of Entropy Weight
Entropy is a measure of the amount of uncertainty in the outcome of a random experiment, or equivalently, a measure of the information obtained when the outcome is observed. This concept has been defined in various ways [26, 27, 28, 29] and generalized in different applied fields, such as communication theory, mathematics, statistical thermodynamics, and economics [30, 31, 32] . In Shannon's entropy, entropy can be considered as a measure of the uncertainty of a random variable x . Let x be a discrete random variable with a finite alphabet set containing N symbols given by  
, then the amount of information associated with the known occurrence of output j x is defined as
On average, the symbol j x will be selected ) ( j x p n  times in a total of N selections, so the average amount of information obtained from n source outputs is
Dividing (15) by n, this is known as the average information, the uncertainty, or the entropy, and is defined: [26] (17) Hence, entropy is a function of the distribution of X. Further, this amount of information is estimated by the expected probabilities of occurrence of the events as follows [33] :
Equation (18) is also called Entropy as its form suggests, one can realize that when maximizing entropy, not only the probabilities of the events will affect the quantity of information, but also the number of events will cause certain impacts [28, 33] .
Fuzzy Entropy
In general,the shapes of the membership functions always present the knowledge grade of the elements in the fuzzy sets for the users [34] . According to Szmidt and Kacprzyk [35] , fuzziness, a feature of imperfect information, results from the lack of crisp distinction. A measure of fuzziness often used and cited in the literature is entropy first mentioned in 1965 by Zadeh [36] . Until now, there are several typical methods to be used to measure the fuzziness of fuzzy sets. In 1972, De Luca and Termini [37] introduced some requirements which capture human intuitive comprehension of the degree of fuzziness. Kaufmann [38] proposed that the fuzziness of a fuzzy set can be measured through the distance between the fuzzy set and its nearest non-fuzzy set. Another way given by Yager [38] suggested the measure of fuzziness can be expressed by the distances between the fuzzy set and its complement. De Luca and Termini [37] utilized the conception of the entropy to indicate the fuzziness of a fuzzy set. Kosko [28] investigated the fuzzy entropy in relation to a measure of subsethood. The fuzzy mutual entropy and explores the information theoretic structure of fuzzy cubes was be applied. The fuzzy mutual entropy of a fuzzy set F acts as a type of distance measure between F and its set F The fuzzy entropy theorem reduces this ratio of distances to a ratio of counts in Equation (19) and Figure 1 shows the fuzzy entropy theorem in the unit square. Fuzzy mutual entropy equals the negative of the divergence of Shannon entropy. As to the methods of defuzzification, there have been widely studied for decades and effectively utilized to the applications of fuzzy arithmetic [22, 23, 24] . In other words, each defuzzification method provides a correspondence from the set of all fuzzy sets into the set of real numbers [25] . Therefore, we have plan to apply the intuitionistic fuzzy sets and discuss the extension of Luca-Termini Axioms for the measurement of entropy-based defuzzification method. The following will be explored both contents more in detail:
First, a geometric interpretation of intuitionistic fuzzy sets and fuzzy sets is presented in Figure 3 which summarizes considerations presented in [35] . Basically, an intuitionistic fuzzy set X is mapped into the triangle ABD in that each element of X corresponds to an element of ABD, as an example, a point  '
x ABD corresponding to  ' x X is marked. In Figure 3 x CA.) As it was shown in Szmidt and Kacprzyk [35] , distances between intuitionistic fuzzy sets should be calculated taking into account three parameters describing an intuitionistic fuzzy set.
Second, in order to transfer the subjective valuation into real valuation, our proposed entropy weight method is based on the Luca-Termini Axioms and Lee et al. Figure 4 . In order to show the advanced method, let us consider about the both parts of (a) and (b) with the probability formula in the Figure 4 , the probability of "star" is:
, the probability of "circle" is:
In such situations, decision making depends on numerous factors which limit human ability and increase difficulties to deal with. Since, the result of Shannon's entropy is: 
Hence, the fuzzy entropy of ) (L 
(2). From the corresponding membership functionM , the total membership degree of " ★ " is 
. Hence, the fuzzy entropy of
. From the corresponding membership functionH , the total membership degree of " ★ " is 5 . 
Illustration
In this section we will show the discrimination problems with both cases of fuzzy states and exact information and exact states and fuzzy information, which are studied from the viewpoint of fuzzy arithmetic measures.
Fuzzy States and Exact Information
Suppose that the states spaces of the four fuzzy moments and the linguistic importance weight of each value assigned by experts are assessed and shown in Table 1 . 
Furthermore, by applying the fuzzy entropy method, the fuzzy number can be defuzzified into the crisp value. For example the defuzzified value of  
is attainable as shown in Figure 5 . The fuzzy entropy of (8) and (9) can be used to study the prior and posterior decision for the decision maker when dealing with the decision problem for deteriorating repairable systems.
Fuzzy States and Fuzzy Information
When the states and the addition information are both fuzzy, besides the work for the fuzzy prior as described in the previous case, we have to also deal with the problem of defuzzifying the failure data as shown in Table 2 . The fuzzy numbers of failure data can also be defuzzified into crisp values and form the likelihood function. Equations (8) and (11) can be used to study the prior and posterior decision for the decision maker when dealing with the decision problem for deteriorating repairable systems. The decision problems for both the previous two cases can be assessed; however, the computing problem in Huang (2001) for the posterior mean of the decision variable is also encountered. If the expected number of failures from the decision time until the system is discarded is used as the decision variable, the numerical integration is still needed for evaluating the values and therefore making the decision.
Conclusion
In this study, we have presented a method to solve the decision problem of aging chronic disease and we also present an approach to illustrate the fuzzy entropy weight approach for parameters optimization in modelling experts' epistemic uncertainty. The decision process is useful in selecting the best alternative when the deteriorating physiological system associated with alternatives are known in terms of linguistic variables, in particular, when these linguistic variables can be modelled by triangular fuzzy numbers. In real world situations, the deteriorating phenomena are usually expressed as some degrees of severity. In such case, the proposed fuzzy Bayesian decision process can provide more realistic solutions. In this study, we have assumed that the importance weights of different criteria are assessed in linguistic terms represented by triangular fuzzy numbers. However, there are still several limitations and further study may undergo by considering other kinds of fuzzy membership function, since it still leaves lots of space for extension.
