Let g ′ ⊂ g be the pair of Lie algebras of either symplectic or orthogonal infinitesimal endomorphisms of the complex vector spaces C N −2 ⊂ C N and U q (g ′ ) ⊂ U q (g) the pair of quantum groups with triangular decomposition
Introduction
This rather technical paper is devoted to regularization of generators of Mickelsson algebras, regarded as meromorphic functions on the weight space. For a general theory of Mickelsson algebras, the reader is referred to [1, 2, 3] (the classical universal enveloping algebras) and [4, 5] (quantum groups). Here we are concerned with the special case related to the pair g ′ ⊂ g of Lie algebras of orthogonal/symplectic infinitesimal transformations of a fixed pair of vector spaces C N −2 ⊂ C N .
Quantum group preliminaries
Throughout the paper, g is a complex simple Lie algebra of type B, C or D. Due to the natural inclusion U q gl(n) ⊂ U q (g), we do not pay special attention to this case (which was also covered in [15] , Corollary 9.2, by different arguments). We fix a Cartan subalgebra h ⊂ g with the non-degenerate symmetric inner product (., .) on h * . By R we denote the root system of g with a fixed subsystem of positive roots R + ⊂ R and the basis of simple roots Π + ⊂ R + . For every λ ∈ h * we define its image h λ under the isomorphism h * ≃ h, that is (λ, β) = β(h λ ) for all β ∈ h * . We denote by ρ the Weyl vector 1 2 α∈R + α. Suppose that q ∈ C is not a root of unity. Denote by U q (g ± ) the C-algebra generated by {e ±α } α∈Π + , subject to the q-Serre relations Here and further on, [z] q = q z −q −z q−q −1 whenever q ±z make sense.
Denote by U q (h) the commutative C-algebra generated by q ±hα , α ∈ Π + . The quantum group U q (g) is a C-algebra generated by U q (g ± ) and U q (h) subject to the relations [16] q hα e ±β q −hα = q ±(α,β) e ±β , [e α , e −β ] = δ αβ q hα − q −hα
Although h is not contained in U q (g), still it is convenient to keep reference to h.
Fix the comultiplication in U q (g) as in [17] :
∆(e α ) = e α ⊗ q hα + 1 ⊗ e α , ∆(e −α ) = e −α ⊗ 1 + q −hα ⊗ e −α ,
for all α ∈ Π + .
The subalgebras U q (b ± ) ⊂ U q (g) generated by U q (g ± ) over U q (h) are quantized universal enveloping algebras of the Borel subalgebras
The notation n is reserved for the rank of g. We enumerate the elements of Π + so that gl(n) is a Lie subalgebra in g with simple roots {α i } n−1 i=1 , and U q gl(n) the corresponding quantum subgroup in U q (g). Let gl(s) ⊂ gl(n) be the maximal subalgebra stable under automorphisms of the Dynkin diagram of g. One has s = n for g = sp(2n), so(2n + 1) and s = n − 1 for g = so(2n).
We use the notation e i = e α i and f i = e −α i for α i ∈ Π + in all cases apart from i = n, g = so(2n + 1), when we set f n = [ ] q e −αn . This modifies the relation (2.2) to
All other relations stay intact.
Natural representation
In this section we recall the natural representation of g in the vector space
be the standard basis in C N . We used the notation i ′ = N + 1 − i for all integers i ∈ I = The natural representation is constructed as follows. We assign the matrices
for i = 1, . . . , n − 1. This defines a direct sum of two representations of the subalgebra U q (gl(n)). We extend it to the representation of U q (g) as
respectively, for g = so(2n + 1), g = sp(2n), and g = so(2n). The Cartan subalgebra is represented by diagonal matrices, and the basis elements w i carry weights ε i ∈ h * with
forms an orthonormal basis h * .
We introduce a partial ordering on the integer interval [1, N] by setting i j if and only
Its entries f ij are expressed through modified commutators [x, y] a = xy − ayx, a ∈ C, as given below. For all g and i < j * set
where
Here and further on the bar designates the inverse, e.g.q = q −1 . Furthermore,
• for g = so(2n): f nn ′ = 0 and
Finally, f ii = 1 for all i and f ij = 0 for i > j.
The matrix F participates in construction of reduced Shapovalov inverse formF = N i,j=1 E ij ⊗f ij , which is given next [9] . It is convenient to use the language of Hasse diagram of the ≺ -poset I, whose arcs are labeled with negative Chevalley generators (directed toward superior nodes). We call any ascending sequence of nodes (m i ) For all i, j ∈ I define η ij ∈ h + C by
where ρ i = (ρ, ε i ), and ||β|| 2 is the Eucleadean norm of β ∈ h * . We regard η ij as an affine
The entriesf ij are constructed as
where the symbol ∅ indicates here and further on that the empty route m = ∅ is included.
The elementsf 1j , where j ranges from 2 to N for g = sp(N) and to N − 1 for g = so(N) form the set of negative generators of Z q (g, g ′ ) where g ′ ⊂ g is the simple Lie subalgebra with the root basis {α 2 , . . . , α n }.
Let M λ be the Verma module of highest weight λ ∈ h * with the canonical generator v λ .
The matrixF is regarded as a map h
annihilated by all e α , α ∈ Π + . They are well defined for generic λ and generate submodules
At some weights,F j have zeros and poles and therefore need a regularization, as singular vectors are defined up to a scalar multiplier. In particular, there is a natural regularizatioň
It turns out to be excessive in some cases as having zeros at some λ. We study this issue for the most important pairs (i, j) relative to the generators of
3 Standard filtration in V ⊗ M λ
Our study of the matrixF is based on analysis of the tensor product V ⊗ M λ . To a large extent, its module structure is captured by a
which is scalar on highest weight submodules and factor modules. Denoting by x j its eigenvalue on the submodule M j , one has
For generic λ the eigenvalues x j are pairwise distinct and separate M j .
Another tool for the analysis of V ⊗ M λ is the sequence of submodules (V j ) N j=1 generated by v λ,l = w l ⊗ v λ , l = 1, . . . , j. It forms an ascending filtration of V ⊗ M λ whose graded module is isomorphic to the direct sum ⊕ N j=1 V j /V j−1 of Verma modules. This implies that V j are all Q-invariant, [19] . In the present section we study projection
which can be either zero or an isomorphism. By weight arguments, M j ⊂ V j , and the singular vectorF j is mapped into the line generated v λ,j mod V j−1 , the highest vector of V j /V j−1 .
Our nearest goal is computation ofĈ j , j = 1, . . . , N. It is clear thatĈ 1 = 1. For j > 1 the answer is given by Proposition 3.2 below.
For all j ∈ I introduce a commutative algebra A j as follows. For j
. . , j −1, and, for g = so(2n+1), extended with y 1 2 j ′ subject to qy * = y 1 2 j ′ . In all cases, A j is a localization of a polynomial algebra. We can realize A j as a subalgebra inÛ q (h) via the assignment y l = q −2η lj , l ≺ j, due to the following fact.
Proof. Straightforward.
We regardf ij as an element of the free A j -module generated by U q (g − ).
ConsiderĈ j as a polynomial in
denote the number of arcs in a path from i to j on the Hasse diagram Proposition 3.2. The coefficientsĈ j , j = 2, . . . , N, factorize aŝ
where factor y * −q y * −q is present only when * < j.
The proof is based on the concept of principal monomial, which is associated with every pair i ≺ j. Each path from i to j gives rise to a unique element ψ ji ∈ U q (g − ) such that w j = ψ ji w i . We denote by ψ ij the element obtained from ψ ji by reverting the order of simple factors and call it principal monomial of the pair (i, j).
Lemma 3.3 ([19]).
Suppose that i ≺ j and ψ ∈ U q (g − ) is a Chevalley monomial of weight
Proof. The first part of the statement is proved in [19] , Lemma 3.4. Similar statement for a different version of the comultiplication is also proved therein. Here we give a proof for the current version of the quantum group. Suppose that α ∈ Π + and ε i − ε k = α. By [19] , Lemma 3.4, the node w i ⊗ψ kj v λ lies in V j−1 . Applying ∆f α = f α ⊗1+q −hα ⊗f α to w i ⊗ψ kj v λ we get
for all k j. Here we used f α w i = w k and f α ψ kj = ψ ij for all k j. Proceeding along the path from i to j we complete the proof.
Thanks to Lemma 3.3, only the principal term off ij contributes to ℘ j (w j ⊗ v λ ). Put σ = 1 for symplectic g and σ = −1 for orthogonal g.
Given a route
Proof of Proposition 3.2 for j = N. We prove this special case by induction on N. The base for induction is immediateĈ 2 = 1 for g = so(2). It is less obvious although straightforward
. So we assume ε 2 = 0 for
higher N in what follows. Our strategy is to factor out φ i = B i + q −1 for i = 2 ′ , 2. This will facilitate the induction transition.
Observe that for all 3 ≺ m ≺ 2 ′ we have the equality c i, m,1
Also, for all i we replace
The sum
The only nonzero differences in the last sum correspond to i = 1, m = ∅, m = (2) and i = 2, m = ∅. They are equal to c 1,
respectively. This gives the last term
This way we factor out qφ 2 ′ in the expression forĈ 1 ′ :
Consider separately the sums over i = 1, 2 and 3 i 3 ′ . First, using the equality
where the substitution qρ 1 −ρ 2 ′ = qqρ 2 −ρ 2 ′ is made. Next observe that for 3 k 3 ′ and l = 1, 2, we have c lk = q −θ lk = q
= q −ρ l +ρ k +1 , since ε 2 = 0 by the assumption. Rewrite the internal sum for i = 2 in (3.10) as
Along with the sum over 3 i 3 ′ in (3.10), this gives
Upon these transformations, (3.10) turns intô
, the first line gives qφ 2 . Eventually, we get
The right-hand side is exactlyĈ 2 ′ (y 1 , y 3 , . . . , y 3 ′ ) for dim V = N − 2. This yieldsĈ 1 ′ by induction on N.
Proof of Proposition 3.2 for the general j. Now we assume 1 < j
This is equal to qB 1 (1 +
The expression in the bracket is nothing but C j (y j ′ , y j ′ +1 , . . . , y j−1 ) for dim V = j. Its factorization is already proved.
We apply Proposition 3.2 for the analysis of the matrix entriesf ij specifically for orthogonal g. Introduce δ 
Observe that y j ′ −1 is divisible by δ j ′ = 1, the spectrum of Q restricted to V j−1 does not contain x j , its eigenvalue on M j . ThereforeF 
Regularization of matrix coefficients
In this section we describe regularization forf ij . We consider reductions off ij along twosided ideals in B = U q (g − ) from the following family. Denote by S the union of integer
and by S ij =]i, j[∩S for all pairs i ≺ j. Fix k ∈ S and let l, r be the nearest nodes to k such that l ≺ k ≺ r. Suppose that f α and f β corresponding to α = ε k − ε l and β = ε r − ε k do not commute. We define the two sided ideal J k ⊂ B generated by all such f lr (exactly one unless g = so(2n) and k = s, s ′ ). As follows from (2.1), B/J k is isomorphic as a vector space to U q (g
, where g i ⊂ g are certain Lie subalgebras. One has the relation f β f α =qf α f β in all cases apart from g = sp(2n) and k = n, n ′ ; then f β f α =q 2 f α f β .
Furthermore
Lemma 4.1. For all i ≺ j and k ∈ S ij , one has f ij = 0 modulo J k and
Proof. Readily follows from (2.3-2.8).
Proof. Let us check i) first. Fix k ∈ S ij and writê
The second sum vanishes modulo J k , and this implies the first factorization. The element
follows from i).
Corollary 4.3. The elementsf ij (λ) with i ≺ j < s ′ or s < i ≺ j do not turn zero at all λ.
Proof. Indeed, projectingf ij along k∈S ij J k we get f m , where m is the (unique) path from i to j. All factors in the product are Shevalley generators, therefore f m and hencef ij do not vanish. The case of orthogonal g and j < s ′ is covered by Corollary 4.3, as δ − j = 1 then. Now suppose that g is orthogonal and s
We find it equal to f 2 n in for odd N and f n−1 f n for even N. This completes the proof.
This theorem gives regularization of the negative Mickelsson generators,ẑ −α j =f 1j , for
Example 4.5. Let us illustrate Theorem 4.4 on the example off 15 for g = so(6). The algebra A 5 is generated by y 1 , . . . , y 4 subject to y 3 y 4 = y 2 . Then d
. With
The elements f 1 f 2 f 3 , f 13 f 3 , f 14 f 2 and f 15 form a basis in the subspace of weight ε 5 − ε 1 in
Taking in to account that (q −q + A 3 + A 4 )Ā 3Ā4 = y 3 y 4 −1 q−q =Ā 2 , we get the regularizatioň
which never turns zero.
Regularization of positive Mickelsson generators
In this section, we regularize Mickelsson generators of positive weights. The assignment f α ↔ e α , q ±hα → q ∓hα extends to an algebra automorphism ω : U q (g) → U q (g). Denote
andž α j =ẑ α j j≺lD j l ∈ U q (g). The elementsẑ α j with α j = ε 1 − ε j ∈ R + form a set of positive Mickelsson generators, [10] .
Introduce an ani-algebra automorphism τ of U q (g − ) that is identical on the Chevalley generators. The Serre relations imply that τ is well defined.
Proof. The proof can be conducted by considering explicit expressions (2.3-2.8) for f ij . It is immediate for general linear and odd orthogonal g. In other cases, the hardest part of the proof boils down to checking [
and g = so(2n). This can be done by applying the modified Jacobi identity
for appropriate values of a, b, c ∈ C. They are chosen so as to kill one of the internal commutators, making use of the relations in the subalgebras of A-type in U q (g).
if so(2n + 1).
for so(2n), and δ
for so(2n + 1) assuming j s.
In all other cases including symplectic g, put δ Proof. We can assume that g is orthogonal and s
jk (λ)e k1 . By the PBW theorem for U q (g),ž α j (λ) = 0 if and only ifž jk (λ) = 0 for all k.
One can check that the algebra generated by {y l } l<j ′ is isomorphic to A j ′ . Indeed, y k y k ′ = y j for all k = * and
The anti-automorphism τ takesž jk tof k ′ j ′ ( lĀ l ), where the product is done over those
This proves thatž α j is divisible by δ Assuming ii) we find that all maps ℘ i are surjective, hence iii). Conversely, iii) implies that all maps W i → V i /V i−1 are surjective. Since, W 1 = V 1 , induction on i proves ii).
If ℘ i are injective, then M i ∩ W i−1 ⊂ M i ∩ V i−1 = {0}, that is, iii) ⇒ iv). Finally, suppose iv) and prove iii) by induction: assuming iii) ⇔ ii) true for i < j, the map ℘ j is injective and hence an isomorphism.
Let u j =F j /d − j ∈ V ⊗ M λ be the regularized singular vector and introduce C j (λ) ∈ C through the equality ℘ j (u j ) = C j (λ)v λ,j . borderline Levi conjugacy classes in [10] .
