In order to produce the desired global order of accuracy, high-order finite-difference methods require suitably accurate stable boundary schemes. Various tools can be helpful in providing insight into the stability of numerical boundary schemes, including spectra, pseudospectra, and the singular value decomposition. In this paper, these tools are applied to several different discretizations of the linear convection equation which display various types of instability. Pseudospectra are seen to be a convenient and effective means of detecting instabilities. The same instabilities can also be revealed by either the spectrum or the spectrum of the associated circulant matrix resulting from the assumption of periodic boundary conditions. Finally, the singular value decomposition is shown to be a good indicator of the cause of the instability.
I. Introduction
One of the challenges in the development of high-order finite-difference discretizations is the need for stable boundary schemes of sufficient accuracy. For continuous hyperbolic problems, N th-order global spatial accuracy is achieved when the interior scheme is order N and the boundary schemes are of order (N − 1) or better.
1 If the boundary schemes are of order lower than (N − 1), then the benefit of the high-order interior scheme can be greatly reduced.
The challenge of developing boundary schemes for high-order finite-difference methods is compounded by the complexity of proving Lax-Richtmyer stability for hyperbolic initial-boundary-value problems. Application of the normal mode analysis of Godunov and Ryabenkii 2 and Gustafsson, Kreiss, and Sundstrom (GKS) 3 to general high-order difference methods can be exceedingly difficult. 4 Carpenter et al. 5 and Zingg and Lomax 6 developed stable boundary schemes for sixth-order compact and noncompact interior schemes, respectively. These boundary operators were found in an ad hoc manner. Subsequently, efforts have concentrated on the development of more systematic approaches to the development of stable boundary schemes using summation-by-parts energy norms 5, [7] [8] [9] [10] and the simultaneous approximation term method. periodic boundary conditions are assumed) and asymptotically stable, but not Lax-Richtmyer stable? The usefulness of the singular value decomposition in providing insight into instabilities was also demonstrated. The objective of the present paper is to explore these issues further, particularly in light of the examples given by Trefethen and Embree 13 showing the effectiveness of pseudoeigenvalues in revealing the existence of unstable modes.
In the next section, the notation and stability definitions are introduced, and pseudospectra are defined. This is followed by five examples showing various types of instability, beginning with an instability associated with the numerical scheme at the inflow boundary. The second example gives stable inflow boundary operators, while the third example is a mild instability associated with the interior scheme. Examples four and five are unstable cases from Trefethen and Embree. 13 The first is an explicit scheme, the second is implicit. In both cases the instability is associated with the outflow boundary scheme.
II. Background

A. Model Problem and Notation
We consider the following initial-boundary-value problem (the linear convection equation):
on the domain 0 ≤ x ≤ 1. The initial condition is U (x, 0) = U 0 (x). This equation governs the propagation of a scalar, U (x, t), to the right with unit speed. The left boundary is called the inflow boundary, since in general a time-varying boundary condition can be specified there, representing an incoming wave. In the study of stability, we need only consider the Dirichlet boundary condition U (0, t) = 0. The right boundary is called the outflow boundary. The wave leaves the domain through this boundary without reflection. This equation is a suitable representative model problem for hyperbolic systems. The notation here parallels that in Lomax et al. 15 The numerical approximation to U (x, t) is written as
where the domain is divided into M equal subintervals of length ∆x, and the time step ∆t = t n+1 − t n is also constant. When a finite-difference approximation is applied to the spatial derivative in (1), the following system of ordinary differential equations (ODE's) is obtained:
and
The matrix A is an M × M matrix that is typically banded. If the same difference operator is used at each node in the interior of the grid, then the entries are constant along the bands, except for the first and last few rows, i.e. A is a quasi-Toeplitz matrix. The entries in these rows are determined by the numerical boundary schemes (NBS's). When a time integration method is applied to the system of ODE's (3), the resulting difference equation can be written in the form
where v is a vector of length M and C is an M × M matrix. The vector v contains the numerical solution at all of the time levels required by the differencing scheme. For example, for a two-step time-marching method, M = 2M and
where u is defined in (5) . If a one-step time integration method is used, then M = M and v = u. Note that the fully-discrete form (6) always exists, while the semi-discrete form (3) exists only if the spatial and temporal discretizations are performed separately.
B. Stability Definitions and Spectra
As a result of the Lax equivalence theorem, Lax-Richtmyer stability is the most fundamental definition of stability. A difference approximation is Lax-Richtmyer stable if there exists a constant K ≥ 1 (independent of n) such that, for an arbitrary initial condition u 0 ,
for all n ≥ 0, 0 ≤ n∆t ≤ T with T fixed. A necessary and sufficient condition for Lax-Richtmyer stability is
for the same conditions as above, with C defined in (6) . A necessary condition for stability is that the associated Cauchy problem (obtained by the assumption of periodic boundary conditions) is stable. The assumption of periodic boundary conditions produces a circulant matrix, sometimes called the circulant cousin of the quasi-Toeplitz matrix which includes the numerical boundary schemes. 16 The Cauchy stability can be checked based on the spectrum of this circulant matrix. This tests the stability of the interior scheme independent of the boundary schemes.
Another useful concept, although neither necessary nor sufficient for Lax-Richtmyer stability, is asymptotic stability, which is the requirement that ||C n || remain bounded as n goes to infinity with fixed M . When consistent with the physics of the problem, the stronger condition that ||C n || tend to zero as n goes to infinity is a desirable property of a difference method. Since the solution of (1) tends to zero as t goes to infinity when U (0, t) = 0, the stronger condition is appropriate for discretizations of (1) . This leads to the requirement that ρ(C) < 1 (10) where ρ(C) is the spectral radius of C, i.e. all of the eigenvalues of C must lie within the unit circle in the complex plane. For difference methods with an intermediate semi-discrete form, (10) is satisfied if all of the eigenvalues of ∆tÃ lie within the stable region of the time integration scheme. The ODE system (3) is termed inherently stable if the spectrum ofÃ lies entirely in the left half-plane. 15 The solution of the ODE's then tends to zero as t goes to infinity.
C. Non-Normal Matrices and Pseudospectra
If C is a normal matrix, a then its eigenvalue spectrum gives an accurate picture of its behaviour. The spectral radius is equal to the L 2 norm, and the spectral radius condition (10) is sufficient for stability. If we assume that C is nondefective, then the following relation holds between the matrix norms ||C n || and the eigenvalues Λ n :
where X is the matrix of eigenvectors of C, Λ the diagonal matrix of eigenvalues, and κ(X) is the condition number of X. The relationship depends upon the condition number of the eigenvector matrix. For a normal matrix, the eigenvectors are orthogonal, and the condition number is unity. For a non-normal matrix the eigenvectors can be far from orthogonal, and the condition number can be large. Therefore, even though the eigenvalue spectrum still describes the asymptotic behaviour accurately, ||C n || can far exceed ||Λ n ||. If the spectral radius of C is less than unity, then ||C n || must tend to zero as n goes to infinity but can grow arbitrarily large for finite n. For nondefective C, we can write the solution to (6) as follows:
where σ m and x m are the eigenvalues and eigenvectors of C. The coefficients c m are determined from the initial condition, i.e. the initial condition is decomposed into a linear combination of the eigenvectors. If ρ(C) < 1, (12) shows that each eigenvector component of the solution must decay with increasing n. The norm of the solution can nevertheless increase because the eigenvectors are far from orthogonal. When an initial condition is represented as a linear combination of eigenvector components, the coefficients can be a That is CC * = C * C. very large. As the solution evolves, the cancellation needed to produce the initial condition is lost, and the norm of the solution can grow.
Pseudospectra provide a more accurate picture of the behaviour of non-normal matrices and operators. They have been applied to a wide range of applications, most extensively by Trefethen and co-workers. Rather than providing a list of references, other than the paper by Reddy and Trefethen 12 and the book by Trefethen and Embree, 13 we refer the reader to the Pseudospectra Gateway. 17 This web site provides extensive information about pseudospectra, including definitions, theorems, a history, and a bibliography. It also provides software for computing pseudospectra, such as the EigTool for MATLAB.
18
There are several definitions of pseudospectra. The most relevant here is the following definition in terms of eigenvalues: 17 Λ = {z ∈ C : z ∈ Λ(A + E) for some E with ||E|| ≤ }
Therefore an eigenvalue of a perturbed matrix A + E, where E is a random matrix with norm , is an -pseudo-eigenvalue of A. If the -pseudospectrum lies within of the spectrum, then the spectrum likely provides an accurate picture. If the deviation is significantly greater than , then the pseudospectrum likely provides a more accurate predictor of the behaviour of || exp(Ãt)|| at finite t for the semi-discrete matrixÃ in (3) and of ||C n || at finite n for the fully-discrete matrix C in (6).
III. Example 1: An Instability Related to the Inflow Boundary
We consider a spatial discretization of the linear convection equation using sixth-order centered differences in the interior. In order to achieve sixth-order global accuracy, numerical boundary schemes of at least fifthorder are required. At the outflow boundary, fifth-order upwind and upwind-biased operators can be used. At the inflow boundary, fifth-order downwind-biased operators are a natural choice.
The spectrum of A with M = 100 is displayed in Figure 1 . The criterion that all of the eigenvalues lie in the left half-plane is clearly violated. As M tends to infinity, the eigenvalue spectrum of a quasi-Toeplitz matrix can be partitioned into a boundary-condition independent spectrum and a boundary-condition dependent spectrum. 16 The boundary condition independent spectrum is the spectrum of the Toeplitz matrix associated with the auxiliary Dirichlet problem found by replacing all boundary conditions by homogeneous Dirichlet boundary conditions. In the asymptotic limit, the spectrum of the auxiliary Dirichlet matrix is bounded by the spectrum of the circulant cousin associated with the Cauchy problem. If the Cauchy problem is stable, any instabilities must thus be associated with the boundary-condition dependent spectrum, which is independent of the matrix size, and are related to the NBS's. 4 In our example, there exist two boundary-condition dependent eigenvalues that lie in the right half-plane. 
IV. Example 2: Stable Inflow Boundary Schemes
Next we consider the modified inflow NBS developed by Zingg et al. 6, 19, 20 The stencil of the operators at the two grid nodes nearest the inflow boundary is increased by one element beyond that needed for fifth-order accuracy. This results in the following two-parameter family of fifth-order inflow NBS's:
The spectrum obtained with α = 3/20, β = 1/10 is displayed in Figure 1 . The entire spectrum lies in the left half-plane. There are still two boundary-condition dependent eigenvalues, but they now lie well in the left half-plane. Therefore, we have both Cauchy stability and asymptotic stability. Pseudospectra are shown in Figure 2 . There are no bulges characteristic of instability. Hence we conclude that the scheme is Lax-Richtmyer stable.
V. Example 3: A Mild Instability Related to the Interior Difference Operator
Next we consider a full discretization with a mild instability caused by the interior difference scheme. The spatial operator is given by sixth-order centered differences plus a symmetric operator given by 
the six-stage time-marching method is given by: 
where U n = U (t n ), and
n+α , t n + αh)
The NBS at the inflow boundary is as given in (14) and (15) with α = 3/20, β = 1/10. At the outflow boundary, fifth-order upwind and upwind-biased operators are used. The matrix entries are given in the Appendix. Figure 3 shows the stability contour of the time-marching method with a solid line. The eigenvalues of the associated circulant matrix are shown by the symbol "o". Some lie just outside the stable region of the time-marching method (near the imaginary axis between 0.8 and 1.2). The eigenvalue spectrum of the spatial operator matrix with NBS's and M = 100 is shown by the symbol "x", demonstrating the asymptotic stability of the method for this value of M . Figure 4 shows the pseudospectra for M = 5000. The bulge in the pseudospectra clearly reveals the instability. In Zingg 14 the matrix used was too small to reveal such a mild instability. The pseudospectra are clearly helpful in revealing the instability in this case, and the spectrum is not. However, the instability is also easily seen by consideration of the spectrum of the associated circulant operator, which can be found analytically.
VI. Example 4: An Instability Related to the Outflow Boundary: Explicit Scheme
Next we consider an example from Trefethen and Embree. 13 In order to maintain consistency with their notation, we consider the linear convection equation with the direction of propagation reversed, i.e. Therefore, the left boundary becomes the outflow boundary, and the right boundary is the inflow boundary. Second-order centered differencing is used together with the leapfrog time-marching method, giving the following fully-discrete scheme:
The boundary scheme at the outflow boundary is
and at the inflow boundary, u n+1 N = 0. This is a two-step method, so M = 2M . The eigenvalue spectrum of C for M = 60 with a Courant number of 1/2 is displayed in Figure 5 . Since the spectral radius exceeds unity, the scheme is asymptotically unstable. Pseudospectra are shown in Figure 6 showing a bulge characteristic of an instability precisely in the vicinity of the eigenvalue of largest magnitude. Figure 7 shows the singular vector associated with the maximum singular value of C 60 and also the product of C 60 and this singular vector. Note that v includes both u n and u n−1 , as in (7) . For this example ||C 60 || is 39.140966. If the singular vector were prescribed as the initial condition, then the solution norm would grow by this factor after 60 time steps. The nature of the singular vector clearly points to the outflow (left) boundary as the cause of the instability. Both the spectrum and the pseudospectra are effective in revealing the instability for this example. 
VII. Example 5: An Instability Related to the Outflow Boundary: Implicit Scheme
This example is an unstable implicit scheme from Trefethen and Embree. 13 The spatial discretization is again second-order centered differences, but the time-marching method is the trapezoidal method. 15 The fully-discrete scheme is given by
and at the inflow boundary, u n+1 N = 0. This is a one-step scheme, so M = M . n || are plotted in Figures 9 and 10 for even and odd M , respectively. When M is even, ||C n || has a peak and then approaches its asymptotic value, which increases with M . For odd M , the asymptotic value is much higher and is approached monotonically. The instability is clearly evident from the bulge in the pseudospectra shown in Figure 11 . The singular vector corresponding to the maximum singular value of C M is shown in Figure 12 for M = 60 as well as the solution after M time steps when the singular vector is given as the initial condition. The L 2 norm of C 60 is 4.608965. The singular vector shows that the instability is associated with the NBS at the outflow (left) boundary.
This example owes its particular behaviour to the fact that the spectral radius of C is equal to unity for Similarly, for M = 6 we obtain: This example is interesting in that the pseudospectra identify a subtle instability. The spectrum also violates our tight spectral radius condition (10).
VIII. Discussion
We return now to example 2, in which a stable inflow boundary scheme is given for the linear convection equation with sixth-order centered differences in the interior. This was found by increasing the stencil of the numerical boundary scheme one node beyond the stencil needed to achieve fifth-order accuracy (and hence sixth-order global accuracy). The resulting free parameter values, α = 3/20, β = 1/10, in (14) and (15) were selected by trial and error to obtain the eigenvalue spectrum displayed in Fig. 1 . It would be preferable to determine α and β in a more systematic manner by solving a minimization problem. The question is: What should we minimize?
A natural choice is the spectral abscissa, the largest real part of all of the eigenvalues of a matrix. Minimizing the spectral abscissa with M = 100 leads to α = 0.13843, β = 0.06657. This reduces the spectral abscissa from −4.8767 × 10 −5 (for the baseline scheme with α = 3/20, β = 1/10) to −4.328 × 10 −4 . As M is increased the values of α and β that minimize the spectral abscissa change, but not dramatically.
b The resulting spectra are compared in Figure 13 . The real part of quite a few eigenvalues has increased near the imaginary axis. Hence it is not clear that this numerical boundary scheme is preferable to the baseline scheme despite the reduction in the spectral abscissa.
Another possibility is to choose α and β to minimize τ 0 || exp(At)||dt for some value of τ . For large τ this gives α = 0.033, β = 0.0729. The spectrum for this scheme is displayed in Figure 14 . The real part of a significant number of eigenvalues has been reduced. Hence the stability properties resulting from these values of α and β could be superior when applied to nonlinear problems or curvilinear meshes.
Svard et al. 22 have recently examined the NBS given in example 2 coupled with sixth-order centered differences applied to a more challenging problem, two coupled advection equations where no energy escapes the system. In this context they found the NBS to produce eigenvalues with positive real parts, while the spectrum of their summation-by-parts operator lies strictly in the left half-plane. In future work, we intend to examine this further.
IX. Conclusions
The examples have shown that pseudospectra are a useful means for detecting instabilities of finitedifference methods. In each case the instability is also revealed by violation of one of the following two conditions:
where C p , the circulant cousin of C, is obtained from the assumption of periodic boundary conditions. The singular vector associated with the maximum singular value of C M is also seen as a good indicator of the cause of the instability.
Appendix
This Appendix gives the entries of the matrix A for the unstable scheme. The fully-discrete matrix is found from: 
