This note discusses an interesting matrix factorization called the CUR Decomposition. We illustrate various viewpoints of this method by comparing and contrasting them in different situations. Additionally, we offer a new characterization of CUR decompositions which synergizes these viewpoints and shows that they are indeed the same in the exact decomposition case.
Introduction
In many data analysis applications, two key tools are dimensionality reduction and compression, in which data obtained as vectors in a high dimensional Euclidean space are approximated in a basis or frame which spans a much lower dimensional space (reduction) or a sketch of the total data matrix is made and stored in memory (compression). Without such steps as preconditioners to further analysis, many problems would be intractable. However, one must balance the approximation method with the demand that any conclusions made from the approximated version of the data still be readily interpreted by domain experts. This task can be challenging, and many well-known methods (for instance PCA) allow for great approximation and compression of the data, but at the cost of inhibiting interpretation of the results using the underlying physics or application.
One way around this difficulty is to attempt to utilize the self-expressiveness of the data, which is the notion that oftentimes data is better represented in terms of linear combinations of other data points rather than in some abstract basis. In many applications data is self-expressive, and methods based on this assumption achieve rather good results in various machine learning tasks (as a particular example, we refer the reader to the Sparse Subspace Clustering algorithm of Elhamifar and Vidal [13] ). The question then is: how may one use self-expressiveness to achieve dimensionality reduction? Mahoney and Drineas [23] argue for the representation of a given data matrix in terms of actual columns and rows of the matrix itself. The idea is that, rather than do something like PCA to transform the data into an eigenspace representation, one attempts to choose the most representative columns and rows which capture the essential information of the initial matrix. Thus enters the CUR Decomposition.
There are two distinct starting points in most of the literature revolving around the CUR decomposition (also called (pseudo)skeleton approximations [7, 15] ). The first is as an exact matrix decomposition, or factorization: given an arbitrary, and possibly complicated matrix A, one may desire to decompose A into the product of 2 or more factors, each of which is "easier" to understand, store, or compute with than A itself. The exact decomposition (see Theorem 4.1 for a formal statement) says that A = CU † R if rank (U ) = rank (A), where C and R are column and row submatrices of A, respectively, and U is their intersection. The second starting point is to find a low-rank approximation to a given matrix. This is along the lines of the work of Drineas, Kannan, Mahoney, and others [10, 11, 12] and stems from the considerations of interpretability above. This is the typical vantage point of much of randomized linear algebra (e.g., [18] ). In this setting, the CUR approximation of a matrix is typically given by A ≈ CC † AR † R, where CC † and R † R are orthogonal projections onto the subspaces spanned by given columns and rows, respectively. These perspectives are not typically addressed in the literature together (indeed, the first perspective is taken but rarely). This short note compares and contrasts these two viewpoints of CUR, showing that they are indeed the same in the exact decomposition case, but distinct in the approximation case. Moreover, we obtain a characterization of CUR decompositions which provides some interesting and unexpected equivalences.
Main Result
The following is the main result of this note; here K is either R or C, and A † is the Moore-Penrose pseudoinverse of A.
Theorem A (Theorem 5.5 and Proposition 5.6). Let C = A(:, J) and R = A(I, :) be column and row submatrices of A ∈ K m×n (possibly with repeated columns/rows), and let U = A(I, J) be their intersection. Then the following are equivalent:
. Moreover, if any of the equivalent conditions above hold, then U † = C † AR † .
This theorem reconciles the exact CUR decomposition A = CU † R with the CUR approximation given by A ≈ CC † AR † R. The latter is the best CUR approximation in a sense that is made precise in the sequel. The moreover part (and the equivalence of (iv)) is interesting in its own right because it is not generally the case that (AB)
The rest of the paper develops as follows: Section 3 establishes the notation used throughout the sequel; Section 4 derives both the exact CUR decomposition and the CUR approximation, which are the primary viewpoints given in the literature. These methods are compared and shown to be equivalent in the exact decomposition case in Section 5, and their difference is illustrated in the approximation case (Section 6). We also give a history of the decomposition and its influences in Section 7.
Notations
Here, the symbol K will represent either the real or complex field, and we will denote by [n], the set of integers {1, . . . , n}. In the sequel, we will often have occasion to speak of submatrices of a matrix A ∈ K m×n with respect to certain columns and rows. For this, we will use the notation A(I, :) to denote the |I| × n row submatrix of A consisting only of those rows of A indexed by I ⊂ [m], and likewise A(:, J) will denote the m × |J| column submatrix of A consisting only of those columns of A indexed by J ⊂ [n]. Therefore, A(I, J) will be the |I| × |J| submatrix of those entries a ij of A for which (i, j) ∈ I × J. We will also allow columns and rows to be repeated, but we still use the same notation in this case. Here, C will always denote A(:, J) for some J ⊂ [n] (possibly with repeated entries), R to denote A(I, :) for I ⊂ [m], and U = A(I, J).
The Singular Value Decomposition (SVD) of a matrix A will typically be denoted by
with the use of W being preferred to the typical usage of U since the latter will stand for the middle matrix in the CUR decomposition. The truncated SVD of order k of a matrix A will be denoted by
where W k comprises the first k left singular vectors, Σ k is a k × k matrix containing the largest k singular values, and V k comprises the first k right singular vectors. We will always assume that the singular values are positioned in descending order, and label them σ 1 ≥ σ 2 ≥ · · · ≥ σ r ≥ 0. To specify the matrix involved, we may also write σ i (A) for the i-th singular value of A.
Given a matrix A ∈ K m×n , its Moore-Penrose pseudoinverse will be denoted by A † ∈ K n×m . We recall for the reader that this pseudoinverse is unique and satisfies the following properties: (i) AA † A = A, (ii) A † AA † = A † , and (iii) AA † and A † A are Hermitian. Additionally, given the SVD of A as above we have a simple expression for its pseudoinverse as
where Σ † is the n × m matrix with diagonal entries 1 σi(A) , i = 1, . . . , k = rank (A).
Our analysis will consider a variety of matrix norms. Some of the most important are the spectral norm A 2 := sup{ Ax 2 : x ∈ S K n }, where S K n is the unit sphere of K n (in the Euclidean norm). It is a useful fact that A 2 = σ 1 (A). The Frobenius norm is another common norm that will be used, and has an entrywise definition, but also can be represented using the singular values as well, to wit
We also utilize the Schatten p-norms, 1 ≤ p ≤ ∞ (which are defined by the right-most term in the Frobenius norm expression above but with the 2 norm of the singular values replaced with an p norm).
Finally, we will use N (A) and R(A) to denote the nullspace and range of A, respectively.
Two viewpoints on CUR
In this section, we will illustrate the conclusion one would obtain for a CUR decomposition or approximation based on each launching point mentioned here.
Exact Decomposition:
For our first tale regarding CUR, we begin by asking the question: given a matrix A ∈ K m×n with rank k < min{m, n}, can we decompose it into terms involving only some of its columns and some of its rows? Particularly, if we choose k columns of A which span the column space of A and k rows which span the row space of A, then we should be able to stitch these linear maps together to get A itself back. The answer, as it turns out, is yes as the following theorem shows (the intuition of the previous statement will be demonstrated in a subsequent figure) . Proof. Given the constraint on U , it follows that rank (C) = rank (R) = rank (A). Thus, there exists an X ∈ K s×n such that A = CX (in fact there are infinitely many if s > rank (A)). Now suppose that P I is the row-selection matrix which picks out the rows of A according to the index set I. That is, we have P I A = R, and likewise P I C = U . Then the following holds:
The second equivalence is by definition of U, R, and P I , while the forward direction of the first equivalence is obvious. The backward direction holds by the assumption on the rank of U , and hence on C and R. That is, the row-selection matrix P I eliminates rows that are linearly dependent on the rest, and so any solution to P I A = P I CX must be a solution to A = CX. Finally, it suffices to show that X = U † R is a solution to R = U X. By the same argument as above, it suffices to show that U † R is a solution to RP J = U = U XP J if P J is a column-selection matrix which picks out columns according to the index set J. Thus, noting that U U † RP J = U U † U = U completes the proof. 
Best Low Rank Approximation:
A low rank approximation of a matrix A is a matrix with small (compared to the size of the matrix) rank which is ideally close to A in norm. Many low rank approximation (and indeed decomposition) methods begin with the idea that perhaps a basis other than the canonical one is a "better" basis in which to represent a given matrix, where the term better is vague and dependent upon the context. The second viewpoint on CUR stems from this same idea and is, in our opinion, the one more closely tied to those interested in data science, whether in theory or practice. So with that in mind, suppose that we would like to take a matrix A ∈ K m×n , and find a rank k approximation to it given some fixed k. Of course, it is well known that if one desires the best rank k approximation to A, then one needs look no further than its truncated SVD. That is, if W k , Σ k , V k are the first k left singular vectors, singular values, and right singular vectors, respectively, then one has (1) argmin
in the case that ξ is any Schatten p-norm. Given this observation, the reader might be forgiven for thinking, why should one look any further for a low-rank approximation for A when the SVD provides the best? Well, this is not the whole story, of course. One reason to continue the search is that the SVD fails to preserve much of the structure of A as a matrix. For example, suppose that A is a sparse matrix; then in general U and V , hence W k and V k , fail to be sparse. Therefore, the SVD does not necessarily remain faithful to the matricial structure of A. For yet another reason, we turn to the wisdom of Mahoney and Drineas [23] . As they point out, a major factor in analyzing data is interpretability of the results. Consequently, if one manipulates data in some fashion, one must do it in such a way as to still be able to make a meaningful conclusion.
Let us take the SVD as a case in point: suppose in a medical study, a researcher observes a large number n of gene expression levels in m patients and concatenates the data into an m × n matrix A. Supposing the desired outcome is to determine which genes are most indicative of cancer risk in patients, the researcher attempts to reduce the dimension of the data significantly, and so takes the truncated SVD of this matrix, and looks at the data in the k-dimensional basis W k . But what does a singular vector in W k correspond to? It will generally be a linear combination of the genes; so Figure 2 . A diagram of the CUR decomposition viewed as linear operators. The illustration of the decomposition of the spaces is inspired by [30] . Because R and C capture the essential information of A, the null spaces correspond as shown (see also Lemma 5.1), and U † is the inverse of U on its range, which allows the diagram to commute.
what would it mean, say, that the first two singular vectors capture the majority of information in the data if the singular vectors are combinations of all of the gene expressions? In using the SVD, interpretability of the data has been utterly lost.
Finally, computing the full SVD of a matrix A is expensive (the naïve direct algorithm requires O(min{mn 2 , nm 2 }) operations). Nonetheless, it is more economical to compute the truncated SVD; indeed, computing A k requires only O(mnk) operations [18] .
So what would be a better alternative? It seems natural to ask: can we choose only a few representative columns of our data matrix A such that they essentially capture all of the necessary information about A? Or more precisely, can we project A onto the space spanned by some representative columns such that the result is close to A in norm? Unsurprisingly, this problem is important enough to be named, and is typically called the Column Subset Selection Problem. Before stating the problem, consider the preliminary observation that if C is a column submatrix of A, then the following holds for ξ = 2 or F [24, Theorem 10.B.7]:
(2) argmin
This property follows from the fact that the Moore-Penrose pseudoinverse gives the least-squares solution to a system of equations. With this observation in hand, combined with the knowledge that CC † : K m → K m is the projection operator onto the column space of C, the Column Subset Selection Problem may be stated as follows.
Problem 1 (Column Subset Selection Problem). Given a matrix A ∈ K m×n and a fixed k ∈ [n], find a column submatrix C = A(:, J) which solves the following:
where ξ is a norm allowed to be specified -typically chosen to be either 2 or F.
The astute observer will notice that this problem is difficult in general (more on its complexity in Section 7). Indeed, there are n k choices of matrices C over which to minimize. However, let us set this difficulty aside for the moment and return to the problem at hand. Equation (2) tells us that given a column submatrix C which solves the Column Selection Problem, A is best represented by A ≈ CC † A. But why stop there? We may as well also select some rows of A which best capture the essential information of its row space. Similar to (2) , one may easily show that, given a row submatrix R of A, the following holds for ξ = 2 or F :
Therefore, we now wish to find the best rows which minimize the argument above. Rather than calling this the "Row Subset Selection Problem," simply note that this is equivalent to solving the Column Subset Selection Problem on A * .
It is now natural to stitch these tasks together, and attempt to find the minimizer of A − CZR ξ given a fixed C and R.
Proposition 4.3 ([29]
). Let A ∈ K m×n and C and R be column and row submatrices of A, respectively. Then the following holds:
Given the result of Proposition 4.3, much of the literature surrounding the CUR decomposition takes
A ≈ CC † AR † R to be the CUR decomposition of A. However, to be more precise, we will herein term this a CUR approximation of A.
It should be noted that Proposition 4.3 is not true for spectral norm as the follow example demonstrates.
Example 4.4. Consider
First note that in this case when evaluating argmin z A − CzR ξ , z is simply a scalar. It is a simple exercise to demonstrate that A − CzR 2 F = 3(1 − z) 2 + (2 − z) 2 , which is minimized whenever z = 5 4 = C † AR † . However, under the 2-norm, one can show that z = 5 4 is not the optimal solution by considering z = 3 2 . Thus Proposition 4.3 does not hold for the spectral norm in general. Example 4.5. Another example of a different sort is to take A = I, and C and R to again be the first column and row, respectively. Then C † AR † = 1, but the eigenvalues of A − CzR are 1 and 1 − z. So any z ∈ [0, 2] yields a minimum value for A − CzR 2 of 1. This example also illustrates the key fact that there may be a continuum of matrices Z for which A − CZR 2 is constant.
Characterization of the Exact Decomposition
Previously, we discussed two starting points and conclusions for what is termed the CUR decomposition in the literature. The purpose of this and the next section is to compare these two viewpoints. First, we demonstrate in Theorem 5.5 that in the exact decomposition case, these viewpoints are in fact one and the same. However, in the process of doing so, we do more by giving several equivalent characterizations of when an exact CUR decomposition is obtained. Before stating this theorem, we make note of some useful facts about the matrices involved. 
Proof. As noted in the proof of Theorem 4.1, the constraint that rank (U ) = rank (A) = k implies also that C and R have rank k as well. The statements about the null spaces follows directly from this observation. To prove the moreover statements, notice that if C ∈ K m×s , then C † C : K s → K s is the orthogonal projection onto N (C) ⊥ . However, N (C) = N (U ) since their ranks are the same and U is obtained by selecting certain rows of C, and hence N (
The final two statements follow by the same reasoning, so the details are omitted. The proof of Lemma 5.2 is a straightforward exercise using Sylvester's rank inequality, and so is omitted. Proof. Assume that A has truncated SVD A = W k Σ k V * k . Then C = W k Σ k (V k (J, :)) * . Since rank (C) = k, we have rank (V k (J, :)) = k. Similarly, we can conclude that rank (W k (I, :)) = k. Note that U = A(I, J) = W k (I, :)Σ k (V k (J, :)) * , hence by Lemma 5.2, we have rank (U ) = k.
As a side note, one can also demonstrate a different form for U aside from simply intersection of C and R.
Proposition 5.4. Suppose that A, C, U , and R are as in Theorem 4.1 (but without any assumption on the rank of U ). Then U = RA † C.
Proof. Let the full singular value decomposition of
We are now in a position to prove our main theorem characterizing exact CUR decompositions (restated here for clarity). 
Proof. Theorem 4.1 and Remark 4.2 give the implication (i) ⇒ (ii). To see (ii) ⇒ (i), suppose to the contrary that rank (U ) = rank (A). By construction of U , this implies that rank (U ) < rank (A). On the other hand, rank (A) = rank (CU † R) ≤ rank (U † ) = rank (U ) < rank (A), which yields a contradiction.
The forward direction of (i) ⇔ (v) is easily seen, while the reverse direction is the content of Corollary 5.3, and (v) ⇒ (iii) is obvious given that under the assumption on the spans, AA † = CC † according to Lemma 5.1. To see (iii) ⇒ (v), recall that by construction, span(C) ⊂ span(A), but (iii) implies that span(A) ⊂ span(C). A similar argument shows that span(R * ) = span(A * ), which yields (v). Now suppose that (i) (and equivalently (ii)) holds. By Proposition 5.4, U = RA † C, hence the following holds:
where the second equality follows from Lemma 5.1 (which requires the assumption (i)) and the last from properties defining the Moore-Penrose pseudoinverse. Thus (i) ⇒ (iv). Conversely, suppose that A † = R † U C † . Then by Proposition 5.4,
Hence rank (A) = rank (AR † RA † CC † A) ≤ rank (C) ≤ rank (A). Thus, rank (A) = rank (C). Similarly, rank (A) = rank (R), and an appeal to Corollary 5.3 completes the proof of (iv) ⇒ (i).
Theorem 5.5 provides several novel characterizations of exact CUR decompositions, and in particular, the equivalence of conditions (ii) and (iii) demonstrates that the two proposed viewpoints indeed match in the exact decomposition case (and only in this case).
We now turn to some auxiliary observations. Proposition 5.6. Suppose that A, C, U, and R satisfy any of the equivalent conditions of Theorem 5.5. Then
Proof. On account of Lemma 5.1 and the fact that A = CU † R,
where the final step follows from basic properties of the Moore-Penrose pseudoinverse. Note that Proposition 5.4 holds for any choice of column and row submatrices C and R. However, Proposition 5.6 requires the additional assumption that U and A have the same rank. Recall that Proposition 5.6 does not follow immediately from Proposition 5.4 without this additional assumption given the fact that (AB) † is not B † A † in general. Additionally, since the conclusion of Proposition 5.6 does not imply rank (U ) = rank (A), then it cannot imply any of the equivalent conditions given in Theorem 5.5 in general. We end this section with an interesting question related to this proposition. Evidently, if U † = C † AR † , then CU † R = CC † AR † R. Does the converse always hold? Note that if rank (U ) = rank (A), then the converse is true by Theorem 5.5 because both quantities are A. However, to show that it holds in general, one must determine if it holds in the case that A = CU † R. At the moment, we leave this as an open question; however, numerical experiments give evidence that it is possibly true.
Distinctness in the Approximation Case
Now let us give a simple example to show that in the CUR approximation case, the choice of C † AR † for the middle matrix in the CUR approximation indeed gives a better approximation than using U † , and in fact these matrices are not the same in this case. Then U = U † = 1, and notice that A − CU † R F = 2. However, minimizing the function f (z) = A − CzR F yields a minimal value of 1.0583 at z = 0.76, which is C † AR † . This simple example demonstrates that in the approximation case when fewer rows and columns are chosen than the rank of A, the matrices U † and C † AR † are different in general.
A History
A precise history of the CUR decomposition (Theorem 4.1) is somewhat elusive and its origins appear to be folklore at this point. Many papers cite Gantmacher's book [14] without providing a specific location, but noting that the term matrix skeleton is used therein. The authors could not verify this source, as a search of the term skeleton in a digital copy of the book turned up no results. However, we find it implicitly in a paper by Penrose from 1956 [26] (this is a follow-up paper to the one defining the pseudoinverse that now bears his name). Therein, Penrose notes (albeit without proof) that any matrix may be written (possibly after rearrangement of rows and columns) in the form
where B is any nonsingular submatrix of A with rank (B) = rank (A), whereupon one can immediately get a valid CUR decomposition for this matrix by choosing R = B D and C = B E . Subsequently, Theorem 4.1 is stated without proof in the case that U is square and invertible in [15] . The proof for square submatrices U that are not full rank appears in [6] . To the authors' knowledge, the first time the direct proof of the general rectangular U case appears in the literature was in [1] ; the proof given here is essentially the one given therein. The trail of the CUR decomposition as a computational tool runs cold for some time after Penrose's paper, but may be picked up again in the works of Goreinov, Zamarashkin, and Tyrtyshnikov [15, 16, 17] . The authors therein take for granted the exact CUR decomposition of the form A = CU −1 R, which is a special case of Theorem 4.1 whenever exactly rank (A) rows and columns are chosen to form U . From this launching point, they ask the question: if A is approximately low rank, then how can one obtain a good CUR approximation to A in the spectral norm? However, their analysis is for general matrices U rather than simply being of the form U = A(I, J). They provide precise estimates on CUR approximations in terms of a related min-max quantity. These estimates are universal in the sense that the derived upper bound is not dependent upon the given matrix A.
The works of Goreinov, Zamarashkin, and Tyrtyshnikov are perhaps the modern starting point of CUR approximations, and have since sparked a significant amount of activity in the area. Specifically, Drineas, Kannan, and Mahoney, have considered a large variety of CUR approximations inspired by the analysis of [15] . They again admit flexibility in the choice of the matrix U , and prove many relative and additive error bounds for their approximations, as well as determining algorithms for computing the approximations which are computationally cheap, [4, 10, 11, 12, 23] . A typical result in these works quantifies how well a CUR approximation with randomly oversampled columns and rows approximates the truncated SVD up to some penalty. Similar work has been done by Chiu and Demanet [7] for uniform sampling of columns and rows with an additional coherency assumption on the given matrix A. For fast deterministic CUR methods, consult [28, 32] Applications of CUR approximations have become prevalent, including works on astronomical object detection [36] , mass spectrometry imaging [34] , matrix completion [33] , the joint learning problem [21] , and subspace clustering [1, 2] .
A very general framework for randomized low-rank matrix approximations is given in the excellent work of Halko, Martinsson, and Tropp [18] , wherein they discuss CUR approximations as well as related methods such as interpolative decompositions and randomized approximations to the SVD.
The Column Subset Selection Problem (CSSP) has been well-studied in the theoretical computer science literature [3, 5, 9, 22, 25, 31, 35] . Indeed as a dimension reduction tool for data analysis, the CSSP is completely natural. Many such methods attempt to represent given data in terms of a basis of reduced dimension which capture the essential information of the data. Whereas Principal Component Analysis may result in a loss of interpretability as mentioned before, column selection corresponds to choosing actual columns of the data, and hence the minimization in the CSSP is attempting to find the best features that capture the most information of the data. Feature selection as a preconditioner to task-based machine learning algorithms -e.g. neural network or support vector machine classifiers -is a critical step in many applications, and thus a thorough understanding of the CSSP is important for the analysis of data. Column selection has also been applied in drawing large graphs [20] .
As for complexity, the CSSP is believed to be NP-hard, with a purported proof given by Shitov [27] ; a proof of its UG-hardness was given already by Ç ivril [8] . UG-hardness is a relaxed notion which states that a problem is NP-hard assuming the Unique Games Conjecture (see [19] for a formal description).
