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0. Introducción
Los siguientes son un conjunto de ejercicios recopilados para la las conferencias
impartidas con el mismo título, durante la Semana de la Ciencia 2013, con el objeto de
divulgar, motivar y atraer hacia la Estadística y la Probabilidad.
La primera recopilación y exposición de esta serie de atractivos ejercicios empezó con
el taller de Juegos y Experimentos Didácticos de Estadística y Probabilidad, impartido
en la Facultad de Estudios Estadísticos con motivo del día Mundial de la Estadística,
celebrado el día 20 de Octubre de 2.010. Y fue publicado como cuaderno de trabajo con
el mismo título.
Durante la conferencia Jugando con la Estadística hubo dos formas de exposición de los
ejercicios: algunos fueron presentados como enunciados llamativos, mientras que otros
se expusieron como actividades o juegos de magia, explicando en un segundo
momento, el contenido probabilístico subyacente.
Para evitar repeticiones, algunos de los enunciados que se expusieron en estas
conferencias no aparecen en esta publicación porque ya estaban recogidos en el
cuaderno de trabajo del primer taller.
Para dar continuidad a este serie de ejercicios se recomienda al lector interesado visitar
la publicación Juegos y Experimentos Didácticos de Estadística y Probabilidad en
http://estudiosestadisticos.ucm.es/data/cont/docs/12-2013-02-06-CT01_2011.pdf
_______________________________________________________________________
Empezamos esta exposición con unos ejercicios que ilustran que a menudo los
números contradicen nuestra intuición
1. El diagnóstico médico (Teorema de
Bayes)
Nos hacen una prueba para averiguar si padecemos una grave enfermedad que
afecta a una de cada 200 personas.
Damos positivo en la prueba. ¿Debemos asustarnos?
Los aciertos de una prueba diagnóstica son de dos tipos:
Sensibilidad es la probabilidad de acertar sobre los enfermos.
Y la especificidad es la probabilidad de acertar sobre los no enfermos.
Supongamos que esta prueba tiene una sensibilidad del 98% y una especificidad del
94%
De cada 10.000 personas, unas 50 tendrán la enfermedad. De ellas, 49 obtendrán un
resultado positivo en la prueba y una dará negativo.
En cuanto a la población sana (9.950 personas), 9.353 darán negativo y 497 positivo.
Luego de las personas diagnosticadas del mal en ese análisis (los 646 que han dado
positivos) en realidad 597 estará sanos (el 92,5% ). Solo estarán realmente enfermos el
7,5% (49 de 646)
Es decir el 92.5% son falsos positivos
10000 personas
50 enfermos 9950 no enfermos
49 positivos 597 positivos1 negativos 9353 negativos
0,98 0,02 0,940,06
Usando el teorema de Bayes:
E  Tener la Enfermedad PE  0,005 PE  0,995
Dar Positivo P/E  0,98 P−/E  0,02
- Dar negativo P−/E  0,94 P/E  0,06
PE/   P/EPEP  P/EPEP/EPEP/EPE 
0,980,.005
0,980,.0050,060,995  0, 0758
Es decir habiendo dado positivo en la prueba, la probabilidad de estar realmente
enfermo es del 7,5%.
Y la de estar sano entonces es del 92,5%
_______________________________________________________________________
A veces nos dejamos sorprender por las coincidencias, hechos que nos parecen
increíblemente casuales. Un cierto conocimiento de la probabilidad de ocurrencia
de estos sucesos haría que no nos maravilláramos por algunos y sí por otros
2. Dos barajas de cartas
Dos barajas de cartas separadas, bien barajadas cada una de ellas.
Vamos sacando cartas simultáneamente de uno y otro mazo.
¿Es probable o improbable que coincidan la misma carta de las dos barajas en la
misma posición, es decir en el mismo momento?
¿Se trata de un truco de magia? O ¿se trata mas bien de sucesos muy probables?
Versión A: El experimento es el mismo que considerar una sola baraja española,
numerar las cartas de 1 a 40 y analizar la probabilidad de que una vez barajadas al
menos una de ellas ocupe su lugar de orden
Pno coincidencias de lugar  3940
40 ≃ 36,3%
P al menos una coincidencia  1 − 3940
40 ≃ 63,7%
Versión B: Y si las barajas son de póker
Pno coincidencias de lugar  5152
52 ≃ 36,4%
P al menos una coincidencia  1 − 5152
52 ≃ 63,6%
_______________________________________________________________________
3. Los sombreros
30 personas van a una fiesta y dejan su sombrero en un perchero. A la salida, cada
una toma uno sin fijarse bien si es el suyo. ¿Qué probabilidad hay de que ninguna
acierte?
Nótese que es otro enunciado del mismo problema de las dos barajas
Pninguno lleve su sombrero  2930
30 ≃ 36,1%
P al menos una persona acierte  1 − 2930
30 ≃ 63,9%
Por cierto, es aproximadamente la misma que la probabilidad de que solo una persona
acierte con su sombrero.
P solo una acierte con su sombrero  301  130 2829
29 ≃ 36,1%
_______________________________________________________________________
El siguiente va dedicado a los "locos de los números y las matrículas"
4. Matrículas de coches
¿Qué probabilidades hay de encontrar dos coches con los mismos números en sus
matrículas?
Reflexionemos sobre la probabilidad de encontrar cerca (en la misma calle, en el
mismo plano de una foto) dos coches con los mismos números en sus matrículas.
Tengamos en cuenta que, para empezar a la mayoría de nosotros nos resultará
prácticamente imposible; no estamos acostumbrados a ir por la calle leyendo los
números de las matrículas, a lo que hay que añadir que nuestra capacidad de retener y
recordar números ya leídos es escasa con lo que el ejercicio en realidad se limita a ¿en
cada grupo de 10 o 15 coches que abarquemos visualmente en el mismo campo, con
qué probabilidad encontraremos dos coches con los mismos números?
Dejamos ahí el plantemanento, sin entrar a detallar los cálculos que serían muy vagos e
imprecisos.
Ilustremos las siguientes situaciones para reflexionar sobre ello; y sobre el hecho de que
los sucesos pueden ser raros, puedesn ser poco probables, pero por muy pequeña que
sea una probabilidad, el suceso puede darse.
1) Probabilidad de esto suceda una vez.
2) Probabilidad de esto suceda dos veces (y en la misma calle). Otros dos coches
distintos con sus dos números de matrículas iguales.
24
3) Probabilidad de esto suceda siendo uno de los coches el tuyo
Invito a reflexionar también sobre las similitudes entre estas tres circunstancias y las
versiones A y B del famoso ejercicio de las coincidencias en las fechas de cumpleaños
que aparece en Juegos y Experimentos Didácticos de Estadística y Probabilidad (*)
_______________________________________________________________________
A veces el enunciado es engañoso
5. El chico de las dos novias
Un chico tiene dos novias una en cada punta de la ciudad.
Cada día va a visitar a una, pero le es indiferente visitar a una o a otra.
Como durante todo el día pasan trenes en ambas direcciones y con la misma
frecuencia, el chico ha decidido tomar cada vez el primer tren que llegue, y así el azar
decide a qué novia visita cada día.
¿Cómo es posible que poco después una de las novias, realmente enamorada, se queje
de que solo ha acudido a una cuarta parte de las citas, mientras la otra que ha
empezado a aburrirse, se queje de que la ha visitado tres veces de cada cuatro?
La respuesta puede ser simple.
Puede ser que los trenes sean igual de frecuentes todo el día, pero no separados en el
tiempo por intervalos iguales.
Suponiendo que pasen trenes cada 8 minutos puede ser que la distribución horaria sea:
A: (Hacia una de las citas) 12:00 - 12:08 - 12:16 – etc.
B: (Hacia la otra cita) 12:02 – 12:10 - 12:18 - …
Por tanto, de manera aleatoria, el chico llegará a la estación con probabilidad ¼ cuando
ha pasado el tren para A y tomará el de B.
Y con probabilidad ¾ llegará a la estación en el intervalo de espera al tren para A.
6. Un encuentro
En un intervalo de tiempo de 30 minutos llegan a un mismo punto de encuentro y de
forma aleatoria dos personas.
¿Qué probabilidad existe de que una de las dos personas espere a la otra al menos 10
minutos?
Este es una variante del poblema de la cita publicado en Juegos y Experimentos
Didácticos de Estadística y Probabilidad (*)
30 min
30 min
10 min
10 min
x
y
•
• •
•
10+= xy
10+= yxB
E  x,y : 0 ≤ x ≤ 30, 0 ≤ y ≤ 30
B  x,y : |y − x| ≥ 10  
 x,y : y − x ≥ 10   x,y : x − y ≥ 10 
PB  AreaBAreaE 
202
302
 49 ≃ 44%
_______________________________________________________________________
Reflexiones sobre la probabilidad condicionada
7. El dilema del prisionero
En una cárcel, tres prisioneros de historiales similares, solicitan el indulto a un
tribunal.
Poco después se sabe que el indulto ha sido concedido a dos de los tres presos.
Uno de los prisioneros conoce a uno de los miembros del tribunal y sabe que si le
pregunta podrá obtener algo de información. Podrá preguntarle por el nombre de
uno de los indultados, pero no podrá preguntar si él es uno de ellos.
Reflexionando concluye que
Si no pregunta, la probabilidad de ser uno de los indultados es 2/3.
-Mientras que si pregunta, obtendrá respuesta, y entonces la probabilidad de ser el
otro de los indultados es ½.
Por tanto concluye que será mejor no preguntar, pues que eso solo le servirá para
disminuir su probabilidad de ser uno de los indultados.
¿Es correcto su razonamiento? ¿Dónde está el error?
¿Es similar este problema al del concurso o al problema de las tres puertas?
A diferencia del problema del concurso ( véase Juegos y Experimentos Didácticos de
Estadística y Probabilidad *) en este enunciado no hay probabilidad condicionada. El
conocimiento de la ocurrencia de un suceso (nombre de un idultado) no condiciona la
probabilidad de que nuestro preso sea o no indultado. La probabilidad es la misma a
priori que a posteriori, no ha cambiado.
_______________________________________________________________________
Un enunciado curioso para un ejercicio sencillo
8. Las bodas de Manchuria
Cuenta la leyenda que en Manchuria, cuando una mujer quería casarse, su padre la
sometía a la siguiente prueba.
Toma tres cuerdas, dobladas por la mitad y sujetas de modo que no se vea la doblez,
con los 6 extremos colgando.
La candidata a esposa tiene que tomar los cabos de dos en dos y atarlos.
Solo obtendrá permiso para casarse si consigue atarlos formando una gran
circunferencia.
¿Hay muchas mujeres solteras en Manchuria?
Se podrán obtener 3 configuraciones posibles:
A Un gran circunferencia PA  8C6.2  815
BUna pequeña y una mediana PB  615
CTres pequeñas PC  115
Mas del 50% de las mujeres obtendrán el permiso de boda
_______________________________________________________________________
A continuación unos juegos con dados, con monedas y con cartas
9. Probabilidad ventajosa
Dos jugadores eligen un dado cado uno, de entre los 4 dados siguientes.
¿Quién tiene ventaja? ¿El jugador que elija dado el primero o el que lo elija el
segundo?
4
044
4
0 33
3
3 3
3
2
622
2
6
1
155
5
1
Podemos afirmar, sin dudas que si uno de los dados gana a todos los demás, el primer
jugador en elegir tiene ventaja.
Podemos comprobar fácilmente que A gana a B; B gana a N y N gana a R.
¿Es razonable imaginar que entonces A gana a R. ¿Sucede entonces que A es el dado
ganador?
Si es cierto, el jugador aventajado es el primero, puesto que ganará facilmente (o con
mayor probabilidad que el segundo jugador) sin mas que elegir el dado A.
3
2) a gana ( =NBP4
044
4
0
33
3
3 3
3
2
622
2
6
1
155
5
1
3
2) a gana ( =BAP
3
2)R a gana ( =NP
Sin embargo, La probabilidad no es transitiva.
Sucede que R gana a A
Por tanto el que tiene ventaja es el jugador que elija en segundo lugar.
3
2)A a gana ( =RP 3
2) a gana ( =NBP
4
044
4
0 33
3
3 3
3
2
622
2
6
1
155
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1
3
2) a gana ( =BAP
3
2)R a gana ( =NP
_______________________________________________________________________
10. Cómo jugar limpiamente con una
moneda defectuosa
Dos jugadores deciden establecer un turno o un ganador entre los dos, usando para
ello como criterio el azar determinado por el lanzamiento de una moneda. Cada uno
de ellos elige cara o cruz, y gana el que acierte el resultado.
¿Qué sucede si la moneda es defectuosa?, ¿o se tienen dudas sobre ello?
Puede usarse este mecanismo (ideado por John Von Neumann)
Tírese la moneda dos veces:
- Si sale Cara-Cara o Cruz-Cruz se vuelve a tirar
- Si sale Cara –Cruz gana el jugador 1
- Si sale Cruz-Cara gana el jugador 2
Este método sí proporciona igualdad de condiciones para los dos jugadores puesto que
PCX  PXC
_______________________________________________________________________
Los juegos con cartas, habitualmente se disfrazan de magia. En algunas ocasiones
se trata de hablidad. En otras son juegos probabilísticos como el siguiente.
Un juego se llama determinista cuando repitiendo un determinado algoritmo se
obtiene siempre el mismo resultado. Puede entonces hacerse "magia" ante un
público que desconoce que el resultado al que vamos es un suceso seguro.
El juego se llama probabilístico si el suceso final al que queremos llegar es un
suceso muy probable, pero no seguro.
Y a veces puede incluso intervenir en la probabilidad final, la habilidad del
"mago", como en el siguiente juego, donde la forma de mezclar las cartas es
importante.
Expliquemos antes de empezar que una mezcla americana consiste en unir las cartas
de dos montones de forma que en la nueva configuación haya unas pocas que vienen de
la derecha, unas pocas de la izquierda, una pocas de la derecha...y así sucesivamente.
La mezcla se llama faro cuando las cartas caen una a una, es decir, una de la derecha,
una de la izquierda, una de la derecha y así sucesivamente.
10. Magia al distribuir cartas de una
baraja francesa
Contamos con una baraja francesa, en la que previamente hemos separado las cartas
rojas de las negras (sin que el público lo sepa) y hemos colocando el montón de las 26
rojas sobre las 26 negras (o al revés).
Repartimos todas las cartas en 4 montones boca abajo, soltándolas una a una sin que
el orden tenga que ser riguroso, es decir no necesariamente hacemos ciclos exactos
en el mismo orden. Solo cuidaremos de que haya mas o menos el mismo número de
cartas en cada montón.
A continuación mezclamos mediante una mezcla america* dos de los cuatro
montones; y entre ellos otra mezcla con los dos montones restantes. Finalmente con
otra mezcla americana unimos los dos montones resultantes, en uno.
Y ahora vamos a construir 3 montones nuevos: En el primero colocamos 16 cartas,
dejándolas de una en una; en el segundo montón colocamos 20 cartas y en el tercer
montón colocamos las 16 cartas restantes.
Y ahora podemos sorprender al público afirmando que al descubrir las cartas de los
tres montones, serán:
Todas del mismo color en los montones primero y tercero (en un montón todas serán
rojas y en el otro todas serán negras).Mientras que en el montón central tendremos
la mitad de las cartas de cada color.
Este se trata, efectivamente de un juego probabilístico en el que el resultado anunciado
se consigue con una alta probabilidad, en función de la habilidad al realizar las
mezclas.Y cuanta mas habilidad tenga " el mago" para acercarse a una mezcla faro mas
seguro está del resultado definitivo. Y será mas vistoso.
Para profundizar en las explicaciones del juego remitimo al arículos Is it ratdom? de
Fernando Blasco (http://www.seio.es/BEIO/files/BEIOVol28Num3_Opinion.pdf )
_______________________________________________________________________
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