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Abstract
In this paper, we study an inverse scattering problem at fixed energy on three-dimensional asymp-
totically hyperbolic Sta¨ckel manifolds having the topology of toric cylinders and satisfying the Robert-
son condition. On these manifolds the Helmholtz equation can be separated into a system of a radial
ODE and two angular ODEs. We can thus decompose the full scattering operator onto generalized
harmonics and the resulting partial scattering matrices consist in a countable set of 2 × 2 matrices
whose coefficients are the so-called transmission and reflection coefficients. It is shown that the re-
flection coefficients are nothing but generalized Weyl-Titchmarsh functions associated with the radial
ODE. Using a novel multivariable version of the Complex Angular Momentum method, we show that
the knowledge of the scattering operator at a fixed non-zero energy is enough to determine uniquely
the metric of the three-dimensional Sta¨ckel manifold up to natural obstructions.
Keywords. Inverse Scattering, Sta¨ckel manifolds, CAM method, Weyl-Titchmarsh function.
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1 Introduction and statement of the main result
In this work we are interested in an inverse scattering problem at fixed energy for the Helmholtz equation
on three-dimensional Sta¨ckel manifolds satisfying the Robertson condition. The Sta¨ckel manifolds were
introduced in 1891 by Sta¨ckel in [68] and are of main interest in the theory of variable separation.
Indeed, it is known that the additive separability of the Hamilton-Jacobi equation for the geodesic flow
on a riemannian manifold is equivalent to the fact that the metric is in Sta¨ckel form. However, to obtain
the multiplicative separability of the Helmholtz equation, we also have to assume that the Robertson
condition is satisfied. As we will see in a brief review of the theory of variable separation, there also exist
some intrinsic characterizations of the separability of the Hamilton-Jacobi and Helmholtz equations in
terms of Killing tensors (which correspond to hidden symmetries) or symmetry operators. We refer to
[5, 6, 17, 29, 30, 43, 44, 45, 69] for important contributions in this domain and to [3, 59] for surveys on
these questions. We emphasize that the description of the riemannian manifolds given by Sta¨ckel is local.
We shall obtain a global description of these manifolds by choosing a global Sta¨ckel system of coordinates
and we shall thus use the name of “Sta¨ckel manifold” in our study. We choose to work on a Sta¨ckel
manifold (M, g) having the topology of a toric cylinder and in order to define the scattering matrix on
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this manifold, we add an asymptotically hyperbolic structure, introduced in [40] (see also [35, 42, 65]), at
the two radial ends of our cylinder. We can then define the scattering operator Sg(λ) at a fixed energy
λ 6= 0 associated with the Helmholtz equation on (M, g) which is the object of main interest of this
paper. The question we address is the following:
Does the scattering operator Sg(λ) at a fixed energy λ 6= 0 uniquely determine the metric g of the
Sta¨ckel manifold?
We recall that inverse scattering problems at fixed energy on asymptotically hyperbolic manifolds are
closely related to the anisotropic Caldero´n problem on compact riemannian manifolds with boundary.
We refer to the surveys [38, 40, 46, 48, 66, 71] for the current state of the art on this question. One of
the aim of this paper is thus to give examples of manifolds on which we can solve the inverse scattering
problem at fixed energy but do not have one of the particular structures for which the uniqueness for the
anisotropic Caldero´n problem on compact manifolds with boundary is known. Note that the result we
prove here is an uniqueness result. We are also interested in stability result i.e. in study the continuity
of the application g 7→ Sg(λ). This question will be the object of a future work.
The main tool of this paper consists in complexifying the coupled angular momenta that appear in
the variable separation procedure. Indeed, thanks to variable separation, the scattering operator at fixed
energy can be decomposed onto scattering coefficients indexed by a discrete set of two angular momenta
that correspond to the two constants of separation. Roughly speaking, the aim of the Complexification
of the Angular Momentum method is the following: from a discrete set of data (here the equality of the
reflection coefficients on the coupled spectrum) we want to obtain a continuous regime of informations
(here the equality of these functions on C2). This method consists in three steps. We first allow the
angular momentum to be a complex number. We then use uniqueness results for functions in certain
analytic classes to obtain the equality of the non-physical corresponding data on the complex plane C.
Finally, we use this new information to solve our inverse problem thanks to the Borg-Marchenko Theorem.
The general idea of considering complex angular momentum originates from a paper of Regge (see [63]) as
a tool in the analysis of the scattering matrix of Schro¨dinger operators in R3 with spherically symmetric
potentials. We also refer to [1, 61] for books dealing with this method. This tool was already used in the
field of inverse problems for one angular momentum in [21, 22, 23, 24, 25, 26, 34, 62] and we note that this
method is also used in high energy physics (see [20]). In this work we use a novel multivariable version of
the Complexification of the Angular Momentum method for two angular momenta which correspond to
the constants of separation of the Helmholtz equation. Note that we have to use this multivariable version
since these two angular moments (which are also coupled eigenvalues of two commuting operators) are
not independent and cannot be considered separately. This work is a continuation of the paper [22] of
Daude´, Kamran and Nicoleau in which the authors treat the same question on Liouville surfaces which
correspond to Sta¨ckel manifolds in two dimensions.
1.1 Review of variable’s separation theory
In this Subsection, we propose a brief review of variable’s separation theory. We refer to [3, 59] and to
the introduction of [5] for surveys of this theory. Let (M, g) be a riemannian manifold of dimension n.
On (M, g), we are first interested in the Hamilton-Jacobi equation
∇W.∇W = E, (1.1)
where E is a constant parameter and ∇ is the gradient operator
(∇W )i = gij∂jW,
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where we use the Einstein summation convention. We are also interested in the Helmholtz equation
−∆gψ = Eψ. (1.2)
where ∆g is the Laplace-Beltrami operator
∆gψ = g
ij∇i∇jψ,
where ∇j is the covariant derivative with respect to the Levi-Civita connection. We note that, as it is
shown in [5], we can add a potential V satisfying suitable conditions to these equations without more
complications in the theory we describe here. It is known that, in many interesting cases, these equations
admit local separated solutions of the form
W (x, c) =
n∑
i=1
Wi(x
i, c),
for the Hamilton-Jacobi equation and of the form
ψ(x, c) =
n∏
i=1
ψi(x
i, c),
for the Helmholtz equation, where x = {xi} is a suitable coordinate system on M and c denotes a set of
constant parameters, whose number depends on an appropriate definition of separation (see below). The
reason why we are interested in such solutions is that it happens that for solutions of this kind, Equations
(1.1)-(1.2) become equivalent to a system of ordinary differential separated equations, each one involving
a single coordinate. In this work we study the particular case of the orthogonal separation, i.e. when
gij = 0 for i 6= j. We now recall the definition of separation of variables for the Hamilton-Jacobi and the
Helmholtz equations.
Definition 1.1 ([5]). The Hamilton-Jacobi equation is separable in the coordinates x = {xi} if it admits
a complete separated solution, i.e. a solution of the kind
W (x, c) =
n∑
i=1
Wi(x
i, c),
depending on n parameters c = (cj) satisfying the completeness condition
det
(
∂pi
∂cj
)
6= 0, where pi = ∂iW.
Definition 1.2 ([5], Definition 4.1). The Helmholtz equation is separable in the coordinates x = {xi} if
it admits a complete separated solution, i.e. a solution of the form
ψ(x, c) =
n∏
i=1
ψi(x
i, c),
depending on 2n parameters c = (cj) satisfying the completeness condition
det
(
∂ui
∂cj
∂vi
∂cj
)
6= 0, where ui = ψ
′
i
ψi
and vi =
ψ′′i
ψi
.
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We now recall the results proved by Sta¨ckel, Robertson and Eisenhart at the end of the eighteenth
century and at the beginning of the nineteenth century which:
1. Characterize the riemannian manifolds admitting orthogonal variable separation.
2. Make the link between the variable separation for Hamilton-Jacobi and Helmholtz equations.
Definition 1.3 (Sta¨ckel matrix). A Sta¨ckel matrix is a regular n × n matrix S(x) = (sij(xi)) whose
components sij(x
i) are functions depending on the variable corresponding to the line number only.
Theorem 1.1 (Sta¨ckel 1893, [69]). The Hamilton-Jacobi equation is separable in orthogonal coordinates
x if and only if the metric g is of the form
g = H21 (dx
1)2 +H22 (dx
2)2 +H23 (dx
3)2,
where
H2i =
det(S)
si1
, ∀i ∈ {1, 2, 3},
where si1 is the minor associated with the coefficient si1, for all i ∈ {1, 2, 3}.
Theorem 1.2 (Robertson 1927, [64]). The Helmholtz equation is separable in orthogonal coordinates x
if and only if in these coordinates the Hamilton-Jacobi equation is separable and moreover the following
condition is satisfied
det(S)2
|g| =
det(S)2∏n
i=1H
2
i
=
n∏
i=1
fi(x
i), (1.3)
where fi(x
i) are arbitrary functions of the corresponding coordinate only and |g| is the determinant of
the metric g.
Thanks to this Theorem we see that a full understanding of the separation theory for the Helmholtz
equation depends on an understanding of the corresponding problem for the Hamilton-Jacobi equation
and we note that the separability of the Helmholtz equation is more demanding. The additional condition
(1.3) in Theorem 1.2 is called Robertson condition. This condition has a geometrical meaning given by
the following characterization dues to Eisenhart.
Theorem 1.3 (Eisenhart 1934, [29]). The Robertson condition (1.3) is satisfied if and only if in the
orthogonal coordinates system x the Ricci tensor is diagonal:
Rij = 0, ∀i 6= j.
Remark 1.4. We note that the Robertson condition is satisfied for Einstein manifolds. Indeed, an
Einstein manifold is a riemannian manifold whose Ricci tensor is proportional to the metric which is
diagonal in the orthogonal case we study.
As shown by Eisenhart in [29, 30] and by Kalnins and Miller in [44] the separation of the Hamilton-
Jacobi equation for the geodesic flow is related to the existence of Killing tensors of order two (whose
presence highlights the presence of hidden symmetries). We thus follow [3, 44] in order to study this
relation. We use the natural symplectic structure on the cotangent bundle T ?M of the manifold (M, g).
Let {xi} be local coordinates on M and {xi, pi} the associated coordinates on T ?M. Let
H = gijpipj ,
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be the geodesic hamiltonian on T ?M. The Hamilton-Jacobi equation can thus be written as
H(xi, ∂iW ) = E.
Thanks to this formalism, an other necessary and sufficient condition for the separability of the Hamilton-
Jacobi equation has been proved by Levi-Civita. We state the version given in [3].
Theorem 1.5 (Levi-Civita 1904, [55]). The Hamilton-Jacobi equation
H(xi, ∂iW ) = E,
admits a separated solution if and only if the differential equations, known as the separability equations
of Levi-Civita,
Lij(H) := ∂iH∂jH∂
i∂jH + ∂iH∂j∂i∂jH − ∂iH∂jH∂i∂jH − ∂iH∂jH∂i∂jH = 0,
where ∂i =
∂
∂xi and ∂
i = ∂∂pi , are identically satisfied.
Remark 1.6. This Theorem gives us a simple method for testing whether a coordinate system is separable
or not. Moreover, it also provides us the basis for the geometrical (i.e. intrinsic) characterization of the
separation.
Since we are interested in a characterization of the separation of the Hamilton-Jacobi equation using
Killing tensors, we recall here some basic properties of these objects following the second Section of [3]. We
first recall that the contravariant symmetric tensors K = (Ki...j) onM are in one-to-one correspondence
with the homogeneous polynomials on T ?M by the correspondence,
PK = P (K) = K
i...jpi...pj .
Example 1.1. The hamiltonian H corresponds to the contravariant metric tensor G.
The space of these polynomial functions is closed with respect to the canonical Poisson bracket
{A,B} := ∂iA∂iB − ∂iB∂iA.
We then defined the Lie-algebra structure [., .] on the space of the symmetric contravariant tensors by
setting,
P ([K1,K2]) = {P (K1), P (K2)}.
Definition 1.4. Let G be a metric tensor. We say that K is a Killing tensor if P (K) is in involution
with PG = P (G) = H, i.e.
{P (K), P (G)} = 0,
which, by definition, is equivalent to the Killing equation,
[K,G] = 0.
Remark 1.7. 1. This means that if K is a Killing tensor, P (K) is a first integral of the geodesic
flow.
2. A vector field X is a Killing vector field, i.e. [X,G] = 0, if and only if its flow preserves the metric.
5
We now consider the case of a symmetric 2-tensor K. Since there is a metric tensor, K can be
represented in components as a tensor of type (2, 0), (1, 1) or (0, 2), respectively noted K = (Kij) =
(Kij) = (Kij). As a symmetric tensor of type (1, 1), K defines an endomorphism on the space χ(M) of
the vector fields on M and an endomorphism on the space Φ1(M) of the one-forms on M. We denote
by KX the vector field image of X ∈ χ(M) by K and by Kφ the one-form image of φ ∈ Φ1(M) by K.
In other words,
KX = KijX
j∂i and Kφ = K
i
jφidx
j .
Then a 2-tensor K gives rise to eigenvalues, eigenvectors or eigenforms according to the equations KX =
ρX and Kφ = ρφ. Finally, we denote by K1K2 the product of the two endomorphisms K1 and K2 whose
expression in components is K1K2 = K
ih
1 K
j
2h. The algebraic commutator of two tensors is then denoted
by
[[K1,K2]] := K1K2 −K2K1.
The first link between separation of variables for Hamilton-Jacobi equation and Killing tensors is then
given by the following Proposition.
Proposition 1.8 ([7, 44, 49]). To every orthogonal coordinate system {xi} which permits additive sepa-
ration of variables in the Hamilton-Jacobi equation, there correspond n− 1 second order Killing tensors
K1,...,Kn−1 in involution, i.e. [Ki,Kj ] = 0, and such that {H,PK1 , ..., PKn−1} is linearly independent.
The separable solutions W =
∑n
k=1W
(k)(xk) are characterized by the relations
H(xi, pi) = E and PKl(x
i, pi) = λl, where l = 1, ..., n− 1 and pi = ∂xiW,
where λ1,...,λn−1 are the separation constants.
Remark 1.9. In language of hamiltonian mechanics, Killing tensors correspond to constants of the
motion. The link mentioned in the previous Proposition thus states that if the Hamilton-Jacobi equation
is separable, then the corresponding hamiltonian system is completely integrable (see [2]).
Whereas it corresponds a family of n−1 Killing tensors in involution to every separable system, there
also exist families of Killing tensors in involution that are not related to separable systems. We thus need
to find additional conditions to characterize the admissible families of Killing tensors. Such conditions
are given in the following two Theorems.
Theorem 1.10 ([5] Theorem 7.15). The Hamilton-Jacobi equation is orthogonally separable if and only
if there exist n pointwise independent Killing tensors (Ki) one other commuting as linear operators, i.e.
[[Ki,Kj ]] = 0, for all i 6= j, and in involution, i.e. [Ki,Kj ] = 0, for all i 6= j.
Theorem 1.11 ([5] Theorem 7.16). The Helmholtz equation is orthogonally separable if and only if there
exist n pointwise independent Killing tensors (Ki) one other commuting as linear operators, in involution
and commuting with the Ricci tensor (Robertson condition).
As it is shown in [5, 6, 44] and recalled in [3] there exist some equivalent reformulations of Theorem 1.10.
We first recall the definition of normal vector field.
Definition 1.5. On a riemannian manifold M a vector field X is called normal if it is orthogonally
integrable or surface forming, i.e. if it is orthogonal to a foliation of M by hypersurfaces.
Theorem 1.12 ([44, 4, 3]). The geodesic Hamilton-Jacobi equation is separable in orthogonal coordinates
if and only if there exists a Killing 2-tensor with simple eigenvalues and normal eigenvectors.
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Definition 1.6. A Killing tensor having these properties is called a characteristic Killing tensor.
We can show that a characteristic Killing tensor generates a Killing-Sta¨ckel space, i.e. a n-dimensional
linear space Kn of Killing 2-tensors whose elements commute as linear operators and are in involution.
Hence it is immediate from Theorem 1.12 that Theorem 1.10 holds.
We conclude this Subsection by an intrinsic characterization of separability for the Hamilton-Jacobi
and the Helmholtz equations using symmetry operators given in [45]. We first recall the one-to-one corre-
spondence between a second-order operator and a second order Killing tensor. We have already seen that
the contravariant symmetric tensors are in one-to-one correspondence with the homogeneous polynomials
on T ?M. Moreover, the operator PˆK corresponding to a second-degree homogeneous polynomial
PK = K
ijpipj
associated with a symmetric contravariant two-tensor K on M is defined by
PˆKψ = −∆Kψ = −∇i(Kij∇jψ).
We note that, if K = G is the contravariant metric tensor, we obtain the Laplace-Beltrami operator
∆g = PˆG.
Definition 1.7 ([45]). We say that a second-order symmetry operator Pˆ is in self-adjoint form if Pˆ can
be expressed into the form
Pˆ =
1√|g|∑
i,j
∂i
(√
|g|aij∂j
)
+ c,
where |g| is the determinant of the metric, aij = aji, for all (i, j) ∈ {1, ..., n}2, and c is a real constant.
Remark 1.13. If Pˆ is a second-order selfadjoint operator we can associate to Pˆ the quadratic form on
T ?M defined by P = aijpipj.
Theorem 1.14 ([45] Theorem 3). Necessary and sufficient conditions for the existence of an orthogonal
separable coordinate system {xi} for the Helmholtz equation are that there exists a linearly independent
set {Pˆ1 = ∆g, Pˆ2, ..., Pˆn} of second-order differential operators on M such that:
1. [Pˆi, Pˆj ] := PˆiPˆj − PˆjPˆi = 0, for all 1 ≤ i, j ≤ n.
2. Each Pˆi is in self-adjoint form.
3. There is a basis {ω(j), 1 ≤ j ≤ n} of simultaneous eigenforms for the {Pi}.
4. (Robertson condition) The associated second order Killing tensors (Ki) commute with the Ricci
tensor.
If these conditions are satisfied then there exist functions gi(x) such that ω(j)g
jdxj, for j = 1, ..., n.
In our work we will give explicitly the operators Pˆ1 = ∆g, Pˆ2 and Pˆ3 corresponding to our study. We
finally note that there exists a more general notion of separability called the R-separation (see for instance
[45, 5, 6]). Our notion of separability corresponds to the case R = 1. The study of the R-separability in
our framework will be the object of a future work.
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1.2 Description of the framework
The aim of this Subsection is to introduce the framework of our paper. Precisely, we give the definition
of the Sta¨ckel manifolds we are dealing with and we show that we can make, without loss of generality,
some assumptions on the Sta¨ckel manifolds we consider.
We start this Subsection by the description of the manifolds we study and the definition of the Sta¨ckel
structure. We first emphasize that the description given by Sta¨ckel is local. We obtain a global description
by choosing a global Sta¨ckel system of coordinates which justify the name “Sta¨ckel manifold”. We thus
consider manifolds with two ends having the topology of toric cylinders with a global chart
M = (0, A)x1 × T 2x2,x3 ,
where T 2x2,x3 =: T 2 denotes the 2-dimensional torus. The variable x1 is the radial variable whereas (x2, x3)
denotes the angular variables. We emphasize that we choose to work with angular variables living in a
2-torus but it is also possible to choose other topologies. For instance the case of angular variables living
in a 2-sphere could be the object of a future work. We define a Sta¨ckel matrix which is a 3× 3 matrix of
the form
S =
s11(x1) s12(x1) s13(x1)s21(x2) s22(x2) s23(x2)
s31(x
3) s32(x
3) s33(x
3)
 ,
where the coefficients sij are smooth functions. Let M be endowed with the riemannian metric
g = H21 (dx
1)2 +H22 (dx
2)2 +H23 (dx
3)2, (1.4)
with
H2i =
det(S)
si1
, ∀i ∈ {1, 2, 3},
where si1 is the minor (with sign) associated with the coefficient si1 for all i ∈ {1, 2, 3}.
Remark 1.15. The metric g is riemannian if and only if the determinant of the Sta¨ckel matrix S and
the minors s11, s21 and s31 have the same sign. Moreover, if we develop the determinant with respect to
the first column, we note that if we assume that s11, s21 and s31 are positive functions and if the minors
s11, s21 and s31 have the same sign, then the sign of the determinant of S is necessary the same as the
sign of these minors.
We emphasize that the application S 7→ g is not one-to-one. Indeed, we describe here two invariances
of the metric which will be useful in the resolution of our inverse problem.
Proposition 1.16 (Invariances of the metric). Let S be a Sta¨ckel matrix.
1. Let G be a 2× 2 constant invertible matrix. The Sta¨ckel matrix
Sˆ =
s11(x1) sˆ12(x1) sˆ13(x1)s21(x2) sˆ22(x2) sˆ23(x2)
s31(x
3) sˆ32(x
3) sˆ33(x
3)
 ,
satisfying (
si2 si3
)
=
(
sˆi2 sˆi3
)
G, ∀i ∈ {1, 2, 3},
leads to the same metric as S.
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2. The Sta¨ckel matrix
Sˆ =
sˆ11(x1) s12(x1) s13(x1)sˆ21(x2) s22(x2) s23(x2)
sˆ31(x
3) s32(x
3) s33(x
3)
 ,
where, 
sˆ11(x
1) = s11(x
1) + C1s12(x
1) + C2s13(x
1)
sˆ21(x
2) = s21(x
2) + C1s22(x
2) + C2s23(x
2)
sˆ31(x
3) = s31(x
3) + C1s32(x
3) + C2s33(x
3)
, (1.5)
where C1 and C2 are real constants, leads to the same metric as S.
Proof. We recall that
g =
3∑
i=1
H2i (dx
i)2 with H2i =
det(S)
si1
∀i ∈ {1, 2, 3}.
1. The result is an easy consequence of the equalities,
si1 = det(G)sˆi1, ∀i ∈ {1, 2, 3}, and det(S) = det(G) det(Sˆ).
2. The result follows from,
si1 = sˆi1, ∀i ∈ {1, 2, 3}, and det(S) = det(Sˆ).
Since we are only interested in recovering the metric g of the Sta¨ckel manifold, we can choose any
representative of the equivalence class described by the invariances given in the previous Proposition.
This fact allows us to make some assumptions on the Sta¨ckel matrix we consider as we can see in the
following Proposition.
Proposition 1.17. Let S be a Sta¨ckel matrix with corresponding metric gS. There exists a Sta¨ckel matrix
Sˆ with gSˆ = gS and such that 
sˆ12(x
1) > 0 and sˆ13(x
1) > 0, ∀x1
sˆ22(x
2) < 0 and sˆ23(x
2) > 0, ∀x2
sˆ32(x
3) > 0 and sˆ33(x
3) < 0, ∀x3
lim
x1→0
s12(x
1) = lim
x1→0
s13(x
1) = 1
. (C)
Proof. See Appendix A.
Remark 1.18. The condition (C) has some interesting consequences which will be useful in our later
analysis.
1. We note that under the condition (C), s21 = s13s32 − s12s33 and s31 = s12s23 − s13s22 are strictly
positive. Thus, since the metric g has to be a riemannian metric we must also have det(S) > 0 and
s11 > 0.
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2. We note that, since s22, s33 < 0 and s23, s32 > 0,
s11 > 0 ⇔ s22s33 > s23s32 ⇔ s22
s23
<
s32
s33
.
We will use these facts later in the study of the coupled spectrum of the operators H and L corre-
sponding to the symmetry operators of ∆g introduced in Subsection 1.1.
From now on and without loss of generality, we assume that the Sta¨ckel matrix S we consider satisfies
the condition (C).
On the Sta¨ckel manifold (M, g) we are interested in studying of the Helmholtz equation
−∆gf = −λ2f.
As mentionned in Subsection 1.1 the Sta¨ckel structure is not enough to obtain the multiplicative sepa-
rability of the Helmholtz equation. Indeed, we have to assume that the Robertson condition is satisfied.
We recall that this condition can be defined as follows: for all i ∈ {1, 2, 3} there exists fi(xi), function of
xi alone, such that
s11s21s31
det(S)
= f1f2f3. (1.6)
We can easily reformulate this condition into the form
det(S)2
H21H
2
2H
2
3
= f1f2f3. (1.7)
Remark 1.19. We note that the functions fi, i ∈ {1, 2, 3}, are defined up to positive multiplicative
constants whose product is equal to one. In the following we will choose, without loss of generality, these
constants equal to one.
1.3 Asymptotically hyperbolic structure and examples
The aim of this Subsection is to define the asymptotically hyperbolic structure we add on the previously
defined Sta¨ckel manifolds and to give three examples which illustrate the diversity of the manifolds we
consider.
We say that a riemannian manifold (M, g) with boundary ∂M is asymptotically hyperbolic if its
sectional curvatures tends to −1 at the boundary. In this paper, we put an asymptotically hyperbolic
structure at the two radial ends of our Sta¨ckel cylinders in the sense given by Isozaki and Kurylev in [40]
(Section 3.2)1. We give now the definition of this structure in our framework.
Definition 1.8 (Asymptotically hyperbolic Sta¨ckel manifold). A Sta¨ckel manifold with two asymptoti-
cally hyperbolic ends having the topology of a toric cylinder is a Sta¨ckel manifold (M, g) whose Sta¨ckel
matrix S satisfies the condition (C) with a global chart
M = (0, A)x1 × T 2x2,x3 ,
where x1 ∈ (0, A)x1 corresponds to a boundary defining function for the two asymptotically hyperbolic
ends {x1 = 0} and {x1 = A} and (x2, x3) ∈ [0, B]x2 × [0, C]x3 are angular variables on the 2-torus T 2x2,x3 ,
satisfying the following conditions.
1Note that the asymptotically hyperbolic structure introduced in [40] is slightly more general than the one used by
Melrose, Guillarmou, Joshi and Sa´ Barreto in [35, 42, 58, 65].
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1. The Sta¨ckel metric g has the form (1.4).
2. The coefficients sij, (i, j) ∈ {1, 2, 3}2, of the Sta¨ckel matrix are smooth functions.
3. The coefficients of the Sta¨ckel matrix satisfy:
(a) H2i > 0 for i ∈ {1, 2, 3} (riemannian metric).
(b) s2j(0) = s2j(B), s
′
2j(0) = s
′
2j(B), s3j(0) = s3j(C) and s
′
3j(0) = s
′
3j(C) for j ∈ {1, 2, 3}
(Periodic conditions in angular variables).
(c) Asymptotically hyperbolic ends at {x1 = 0} and {x1 = A}:
i. At {x1 = 0}: there exist 0 > 0 and δ > 0 such that ∀n ∈ N there exists Cn > 0 such that:
∀x1 ∈ (0, A− δ),
‖(x1∂x1)n((x1)2s11(x1)− 1)‖ ≤ Cn(1 + | log(x1)|)−min(n,1)−1−0 ,
‖(x1∂x1)n(s12(x1)− 1)‖ ≤ Cn(1 + | log(x1)|)−min(n,1)−1−0 ,
‖(x1∂x1)n(s13(x1)− 1)‖ ≤ Cn(1 + | log(x1)|)−min(n,1)−1−0 .
ii. At {x1 = A}: there exist 1 > 0 and δ > 0 such that ∀n ∈ N there exists Cn > 0 such
that: ∀x1 ∈ (δ, A),
‖((A− x1)∂x1)n((A− x1)2s11(x1)− 1)‖ ≤ Cn(1 + | log((A− x1))|)−min(n,1)−1−1 ,
‖((A− x1)∂x1)n(s12(x1)− 1)‖ ≤ Cn(1 + | log((A− x1))|)−min(n,1)−1−1 ,
‖((A− x1)∂x1)n(s13(x1)− 1)‖ ≤ Cn(1 + | log((A− x1))|)−min(n,1)−1−1 .
Remark 1.20. We know that, thanks to the condition (C), s12 and s13 tend to 1 when x
1 tends to 0.
However, at the end {x1 = A}, we can just say that there exist two positive constants α and β such that
s12 and s13 tend to α and β respectively. Thus, at the end {x1 = A}, we should assume that
(A− x1)2s11(x1) = [1]1 , s12(x1) = α[1]1 and s13(x1) = β[1]1 ,
where,
[1]1 = 1 +O((1 + | log(A− x1)|)−1−1).
However, we can show (see the last point of Remark 1.22) that, if s22 or s33 are not constant functions,
then α = β = 1.
Let us explain the meaning of asymptotically hyperbolic ends for Sta¨ckel manifolds we put here2. Since
the explanation is similar at the end {x1 = A} we just study the end {x1 = 0}. We first write the metric
(1.4) in a neighbourhood of {x1 = 0} into the form
g =
3∑
i=1
H2i (dx
i)2 =
3∑
i=1
(x1)2H2i (dx
i)2
(x1)2
.
2We refer to [40], Section 3 p.99-101, for a justification of the name “asymptotically hyperbolic”.
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By definition,
(x1)2H21 = (x
1)2s11 + (x
1)2
(
s12
s12
s11 + s13
s13
s21
)
(x1)2H22 = (x
1)2s11
s11
s32s13−s33s12 + (x
1)2
(
s12
s12
s32s13−s33s12 + s13
s13
s32s13−s33s12
)
(x1)2H23 = (x
1)2s11
s11
s23s12−s22s13 + (x
1)2
(
s12
s23s12−s22s13 +
s13
s12
s13
s23s12−s22s13
) . (1.8)
As it is shown in [57], we know that at the end {x1 = 0}, the sectional curvature of g approaches −|dx1|h
where
h =
3∑
i=1
(x1)2H2i (dx
i)2.
In other words, the opposite of the sectional curvature at the end {x1 = 0} is equivalent to
(x1)2H21 = (x
1)2s11 + (x
1)2
(
s12
s12
s11
+ s13
s13
s21
)
.
Thus, since an asymptotically hyperbolic structure corresponds to a sectional curvature which tends to
−1, we want that this last quantity tends to 1. This is ensured by the third assumption of Definition 1.8
which entails that (for n = 0):
(x1)2s11(x
1) = [1]0 , s12(x
1) = [1]0 and s13(x
1) = [1]0 , (1.9)
where
[1]0 = 1 +O((1 + | log(x1)|)−1−0).
We also note that, under these conditions we can write thanks to (1.8) the metric g, in a neighbourhood
of {x1 = 0}, into the form
g =
(dx1)2 + dΩ2T 2 + P (x
1, x2, x3, dx1, dx2, dx3)
(x1)2
, (1.10)
where
dΩ2T 2 =
s11
s32 − s33 (dx
2)2 +
s11
s23 − s22 (dx
3)2,
is a riemannian metric on the 2-torus T 2 (since s11, s21 and s31 have the same sign) and P is a remainder
term which is, roughly speaking, small as x1 → 0. Hence, in the limit x1 → 0, we see that
g ∼ (dx
1)2 + dΩ2T 2
(x1)2
,
that is, g is a small perturbation of a hyperbolic like metric.
Remark 1.21. 1. According to the previous definition, we also need conditions on the derivatives of
s1j, j ∈ {1, 2, 3}, to be in the framework of [40].
2. By symmetry, we can do the same analysis at the end {x1 = A}.
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From the conditions (1.9) and the Robertson condition (1.6) we can obtain more informations on the
functions f1, f2 and f3. We first remark that
f1f2f3 =
s11s21s31
det(S)
=
s11(s13s32 − s12s33)(s12s23 − s13s22)
s11s11 + s12s12 + s13s13
.
Thus, using the conditions (1.9), we obtain
f1f2f3 ∼ (x1)2(s23 − s22)(s32 − s33), when x1 → 0.
Hence, we can say that there exist three positive constants c1, c2 and c3 such that c1c2c3 = 1 and
f1(x
1) = c1(x
1)2[1]0 , f2(x
2) = c2(s23 − s22) and f3(x3) = c3(s32 − s33). (1.11)
We thus note that the functions fi, i ∈ {1, 2, 3}, are defined up to positive constants c1, c2 and c3 whose
product is equal to 1. However, as mentioned previously, we can choose these constants as equal to 1. Of
course, the corresponding result on f1 at the end {x1 = A} is also true.
Remark 1.22. The previous analysis allows us to simplify the Robertson condition and thus the expres-
sion of the riemannian metric on the 2-torus.
1. We first note that, if we make a Liouville change of variables in the ith−variable,
Xi =
∫ xi
0
√
gi(s) ds, (1.12)
where gi is a positive function of the variable x
i, the corresponding coefficient H2i of the metric is
also divided by gi(x
i). The same modification of the metric happens when we divide the ith−line
of the Sta¨ckel matrix by the function gi. Thus, to proceed to a Liouville change of variables is
equivalent to divide the i-th line of the Sta¨ckel matrix by the corresponding function.
2. We now remark that, if we divide the ith−line of the Sta¨ckel matrix by a function gi of the variable
xi, the quantity
s11s21s31
det(S)
is divided by gi. Thus, recalling the form of the Robertson condition (1.6), we can always assume
that f2 = f3 = 1 by choosing appropriate coordinates on T 2. However, we do not divide the first
line by f1 because it changes the description of the hyperbolic structure (i.e. the condition (1.9)).
Nevertheless, it remains a degree of freedom on the first line. For instance, we can divide the first
line by s12 or s13 and we then obtain that the radial part depends only on the two scalar functions
s11
s13
and s12s13 . As we will see at the end of Section 4, these quotients are exactly the scalar functions
we recover in our study of the radial part. However, since it does not simplify our study we do not
use this reduction for the moment.
3. From now on, f2 = 1 and f3 = 1 and we can thus rewrite (1.11) into the form
s23 − s22 = 1 and s32 − s33 = 1.
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Thanks to these equalities, we can also write
dΩ2T 2 = s
11((dx2)2 + (dx3)2),
for the induced metric on the compactified boundary {x1 = 0}.
4. Generally, we know that s12 and s13 tend to 1 when x
1 tends to 0 but we do not know that this is also
true when x1 tends to A. However, the Sta¨ckel structure allows us to show that the asymptotically
hyperbolic structure has to be the same at the two ends (under a mild additional assumption).
Assume that the behaviour of the first line at the two ends is the following: at the end {x1 = 0}
(x1)2s11(x
1) = [1]0 , s12(x
1) = [1]0 and s13(x
1) = [1]0 ,
and at the end {x1 = A}
(A− x1)2s11(x1) = [1]1 , s12(x1) = α[1]1 and s13(x1) = β[1]1 ,
where,
[1]0 = 1 +O((1 + | log(x1)|)−1−0) and [1]1 = 1 +O((1 + | log(A− x1)|)−1−1)
and α and β are real positive constants. Using the Robertson condition at the end {x1 = 0} and
the end {x1 = A} we obtain
1 = f2 = s23 − s22 = αs23 − βs22,
and
1 = f3 = s32 − s33 = βs32 − αs33.
Thus, using that s23 = 1 + s22 and s32 = 1 + s33, we obtain
(α− β)s22 = 1− α and (β − α)s33 = 1− β.
Hence, if we assume that s22 or s33 are not constant functions, we obtain α = β = 1.
Finally, we now give three examples of Sta¨ckel manifolds.
Example 1.2. We give here three examples of Sta¨ckel manifolds which illustrate the diversity of the
manifolds we consider.
1. We can first choose the Sta¨ckel matrix
S =
s11(x1) s12(x1) s13(x1)a b c
d e f
 ,
where s11, s12 and s13 are smooth functions of x
1 and a, b, c, d, e and f are real constants. The
metric g can thus be written as
g =
3∑
i=1
H2i (dx
i)2,
where H2i , for i ∈ {1, 2, 3}, are functions of x1 alone. Therefore, g trivially satisfies the Robertson
condition and we can add the asymptotically hyperbolic structure given in Definition 1.8. We note
that, as explained in the previous Remark, g depends only on two arbitrary functions (after a
Liouville change of variables in the variable x1). Moreover, we can show that ∂x2 and ∂x3 are
Killing vector fields and the existence of these Killing vector fields traduces the symmetries with
respect to the translation in x2 and x3.
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2. We can also choose the Sta¨ckel matrix
S =
s11(x1) s12(x1) as12(x1)0 s22(x2) s23(x2)
0 s32(x
3) s33(x
3)
 ,
where s11 and s12 are smooth functions of x
1, s22 and s23 are smooth functions of x
2, s32 and
s33 are smooth functions of x
3 and a is a real constant. We can add the asymptotically hyperbolic
structure given in Definition 1.8 and the metric g can be written as
g = s11(dx
1)2 +
s11
s12
(
s11
as32 − s33 (dx
2)2 +
s11
s23 − as22 (dx
3)2
)
.
Therefore, g satisfied the Robertson condition. We note that, after Liouville transformations in the
three variables, g depends on three arbitrary functions. Moreover, thanks to the Liouville transfor-
mation
X1 =
∫ x1
0
√
s11(s) ds,
we see that there exists a system of coordinates in which the metric g takes the form
g = (dx1)2 + f(x1)g0,
where g0 is a metric on the 2-torus T 2. In other words, g is a warped product. In particular, g is
conformal to a metric which can be written as a sum of one euclidean direction and a metric on a
compact manifold. We recall that in this case, under some additional assumptions on the compact
part, the uniqueness of the anisotropic Caldero´n problem on compact manifolds with boundary has
been proved in [27, 28].
3. At last, we can choose the Sta¨ckel matrix
S =
 s1(x1)2 −s1(x1) 1−s2(x2)2 s2(x2) −1
s3(x
3)2 −s3(x3) 1
 ,
where s1 is a smooth function of x
1, s2 is a smooth function of x
2 and s3 is a smooth function of
x3. This model was studied in [3, 12] and is of main interest in the field of geodesically equivalent
riemannian manifolds i.e. of manifold which share the same unparametrized geodesics (see [12]).
The associated metric
g = (s1 − s2)(s1 − s3)(dx1)2 + (s2 − s3)(s1 − s2)(dx2)2 + (s3 − s2)(s3 − s1)(dx3)2,
satisfies the Robertson condition and g has, a priori, no symmetry, is not a warped product and
depends on three arbitrary functions that satisfy s1 > s2 > s3. To put an asymptotically hyperbolic
structure in the sense given in Definition 1.8 we first multiply the second and the third column of
the Sta¨ckel matrix on the right by the invertible matrix
G =
(−1 −1
0 −1
)
,
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since it does not change the metric. We thus obtain the new Sta¨ckel matrix s1(x1)2 s1(x1) s1(x1)− 1−s2(x2)2 −s2(x2) −s2(x1) + 1
s3(x
3)2 s3(x
3) s3(x
1)− 1
 .
In a second time, we use the Liouville change of variables in the first variable
X1 =
∫ x1
0
√
s1(s) ds,
and we obtain the Sta¨ckel matrix
S =
 s1(X1) 1 1− 1s1(X1)−s2(x2)2 −s2(x2) −s2(x1) + 1
s3(x
3)2 s3(x
3) s3(x
1)− 1
 .
Finally, to put the asymptotically hyperbolic structure on the first line, we assume that
s1(X
1) =
1
(X1)2
(1 +O((1 + | log(X1)|)−1−0)), when X1 → 0
and
s1(X
1) =
1
(A1 −X1)2 (1 +O((1 + | log(A
1 −X1)|)−1−1)), when X1 → A1,
where A1 =
∫ A
0
√
s1(s) ds.
1.4 Scattering operator and statement of the main result
We recall here the construction of the scattering operator given in [40, 41] for asymptotically hyperbolic
manifolds. This construction has been used in [22] in the case of asymptotically hyperbolic Liouville
surfaces. Roughly speaking, in the neighbourhood of the asymptotically hyperbolic ends we can com-
pare the global dynamics with a simpler comparison dynamics, i.e. we establish the existence and the
asymptotically completeness of the wave operators
W±k = s− lim eitHJke−itH
k
0 ,
where Jk is a cutoff function that isolate the k
th asymptotically hyperbolic end and Hk0 is a simpler
hamiltonian which governs the free wave dynamics in this end. The scattering operator Sg is then
defined by
Sg = (W
+)?W−, where W± =
∑
k
W±k .
This operator makes the link between the asymptotic (scattering) data in the past and the asymptotic
(scattering) data in the future. The scattering matrix Sg(λ) is then the restriction of the scattering
operator Sg on an energy level λ
2. This corresponds to the time-dependent approach to scattering
theory. There is also an equivalent stationary definition. To define the scattering matrix in a stationary
way, we take the Fourier transform of the wave equation ∂2t u−∆gu = 0 with respect to t, and instead of
studying the asymptotic behaviour of u(t, x) at late times, we study the spatial asymptotic behaviour of
16
solutions of the Helmholtz equation −∆gu = λ2u as |x| → ∞. We thus obtain an other but equivalent
definition of the scattering matrix at energy λ2 thanks to the Helmholtz equation (see Theorem 1.24).
In our particular model, there are two ends and so we introduce two cutoff functions χ0 and χ1,
smooth on R, defined by
χ0 = 1 on
(
0,
A
4
)
, χ1 = 1 on
(
3A
4
, A
)
, χ0 + χ1 = 1 on (0, A), (1.13)
in order to separate these two ends. We consider the shifted stationary Helmholtz equation
−(∆g + 1)f = λ2f,
where λ2 6= 0 is a fixed energy, which is usually studied in case of asymptotically hyperbolic manifolds
(see [13, 40, 41, 42]). Indeed, it is known (see [41]) that the essential spectrum of −∆g is [1,+∞) and
thus, we shift the bottom of the essential spectrum in order that it becomes 0. It is known that the
operator −∆g − 1 has no eigenvalues embedded into the essential spectrum [0,+∞) (see [15, 40, 41]). It
is shown in [41] that the solutions of the shifted stationary equation
−(∆g + 1)f = λ2f,
are unique when we impose on f some radiation conditions at infinities. Precisely, as in [22], we define
some Besov spaces that encode these radiation conditions at infinities as follows. To motivate our defi-
nitions, we first recall that the compactified boundaries {x1 = 0} and {x1 = A} are endowed with the
induced metric
dΩ2T 2 = s
11((dx2)2 + (dx3)2).
Definition 1.9. Let HT 2 = L2(T 2, s11dx2dx3). Let the intervals (0,+∞) and (−∞, A) be decomposed
as
(0,+∞) = ∪k∈ZIk and (−∞, A) = ∪k∈ZJk,
where
Ik =

(exp(ek−1), exp(ek)] if k ≥ 1
(e−1, e] if k = 0
(exp(−e|k|), exp(−e|k|−1)] if k ≤ −1
and
Jk =

(A− exp(ek−1), A− exp(ek)] if k ≥ 1
(A− e−1, A− e] if k = 0
(A− exp(−e|k|), A− exp(−e|k|−1)] if k ≤ −1
.
We define the Besov spaces B0 = B0(HT 2) and B1 = B1(HT 2) to be the Banach spaces of HT 2-valued
functions on (0,+∞) and (−∞, A) satisfying respectively
‖f‖B0 =
∑
k∈Z
e
|k|
2
(∫
Ik
‖f(x)‖2HT 2
dx
x2
) 1
2
<∞
and
‖f‖B1 =
∑
k∈Z
e
|k|
2
(∫
Jk
‖f(x)‖2HT 2
dx
(A− x)2
) 1
2
<∞.
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The dual spaces B?0 and B?1 are then identified with the spaces equipped with the norms
‖f‖B?0 =
(
sup
R>e
1
log(R)
∫ R
1
R
‖f(x)‖2HT 2
dx
x2
) 1
2
<∞
and
‖f‖B?1 =
(
sup
R>e
1
log(R)
∫ A− 1R
A−R
‖f(x)‖2HT 2
dx
(A− x)2
) 1
2
<∞.
Remark 1.23. As shown in [40], we can compare the Besov spaces B0 and B?0 to weighted L2-spaces.
Indeed, if we define L2,s0 ((0,+∞),HT 2) for s ∈ R by
‖f‖s =
(∫ +∞
0
(1 + | log(x)|)2s‖f(x)‖2HT 2
dx
x2
) 1
2
<∞,
then for s > 12 ,
L2,s0 ⊂ B0 ⊂ L2,
1
2
0 ⊂ L20 ⊂ L2,−
1
2
0 ⊂ B?0 ⊂ L2,−s0 .
There is a similar result for the Besov spaces B1 and B?1.
Definition 1.10. We define the Besov spaces B and B? as the Banach spaces of HT 2-valued functions
on (0, A) with norms
‖f‖B = ‖χ0f‖B0 + ‖χ1f‖B1
and
‖f‖B? = ‖χ0f‖B?0 + ‖χ1f‖B?1 .
We also define the Hilbert space of scattering data
H∞ = HT 2 ⊗ C2 ' HT 2 ⊕HT 2 .
In [40] (see Theorem 3.15) the following theorem is proved.
Theorem 1.24 (Stationary construction of the scattering matrix). 1. For any solution f ∈ B? of the
shifted stationary Helmholtz equation at non-zero energy λ2
− (∆g + 1)f = λ2f, (1.14)
there exists a unique ψ(±) = (ψ(±)0 , ψ
(±)
1 ) ∈ H∞ such that
f ' ω−(λ)
(
χ0 (x
1)
1
2+iλψ
(−)
0 + χ1 (A− x1)
1
2+iλψ
(−)
1
)
− ω+(λ)
(
χ0 (x
1)
1
2−iλψ(+)0 + χ1 (A− x1)
1
2−iλψ(+)1
)
, (1.15)
where
ω±(λ) =
pi
(2λ sinh(piλ))
1
2 Γ(1∓ iλ) . (1.16)
2. For any ψ(−) ∈ H∞, there exists a unique ψ(+) ∈ H∞ and f ∈ B? satisfying (1.14) for which
the decomposition (1.15) above holds. This defines uniquely the scattering operator Sg(λ) as the
H∞-valued operator such that for all ψ(−) ∈ H∞,
ψ(+) = Sg(λ)ψ
(−). (1.17)
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3. The scattering operator Sg(λ) is unitary on H∞.
Note that in our model with two asymptotically hyperbolic ends the scattering operator has the structure
of a 2× 2 matrix whose components are HT 2-valued operators. Precisely, we write
Sg(λ) =
(
L(λ) TR(λ)
TL(λ) R(λ)
)
,
where TL(λ) and TR(λ) are the transmission operators and L(λ) and R(λ) are the reflection operators
from the right and from the left respectively. The transmission operators measure what is transmitted
from one end to the other end in a scattering experiment, while the reflection operators measure the part
of a signal sent from one end that is reflected to itself.
The main result of this paper is the following:
Theorem 1.25. Let (M, g) and (M, g˜), where M = (0, A)x1 × T 2x2,x3 , be two three-dimensional Sta¨ckel
toric cylinders, i.e. endowed with the metrics g and g˜ defined in (1.4) respectively. We assume that these
manifolds satisfy the Robertson condition and are endowed with asymptotically hyperbolic structures at
the two ends {x1 = 0} and {x1 = A} as defined in Definition 1.8. We denote by Sg(λ) and Sg˜(λ) the
corresponding scattering operators at a fixed energy λ 6= 0 as defined in Theorem 1.24. Assume that
Sg(λ) = Sg˜(λ).
Then, there exists a diffeomorphism Ψ :M→M, equals to the identity at the compactified ends {x1 = 0}
and {x1 = A}, such that g˜ is the pull back of g by Ψ, i.e.
g˜ = Ψ?g.
For general Asymptotically Hyperbolic Manifolds (AHM in short) with no particular (hidden) sym-
metry, direct and inverse scattering results for scalar waves have been proved by Joshi and Sa´ Barreto
in [42], by Sa´ Barreto in [65], by Guillarmou and Sa´ Barreto in [35, 36] and by Isozaki and Kurylev in
[40]. In [42], it is shown that the asymptotics of the metric of an AHM are uniquely determined (up to
isometries) by the scattering matrix Sg(λ) at a fixed energy λ off a discrete subset of R. In [65], it is
proved that the metric of an AHM is uniquely determined (up to isometries) by the scattering matrix
Sg(λ) for every λ ∈ R off an exceptional subset. Similar results are obtained recently in [40] for even more
general classes of AHM. In [35], it is proved that, for connected conformally compact Einstein manifolds
of even dimension n+ 1, the scattering matrix at energy n on an open subset of its conformal boundary
determines the manifold up to isometries. In [36], the authors study direct and inverse scattering prob-
lems for asymptotically complex hyperbolic manifolds and show that the topology and the metric of such
a manifold are determined (up to invariants) by the scattering matrix at all energies. We also mention the
work [56] of Marazzi in which the author study inverse scattering for the stationary Schro¨dinger equation
with smooth potential not vanishing at the boundary on a conformally compact manifold with sectional
curvature −α2 at the boundary. The author then shows that the scattering matrix at two fixed energies
λ1 and λ2, λ1 6= λ2, in a suitable subset of C, determines α and the Taylor series of both the potential
and the metric at the boundary. At last, we also mention [14] where related inverse problems - inverse
resonance problems - are studied in certain subclasses of AHM.
This work must also be put into perspective with the anisotropic Caldero´n problem on compact
manifolds with boundary. We recall here, the definition of this problem. Let (M, g) be a riemannian
compact manifold with smooth boundary ∂M. We denote by −∆g the Laplace-Beltrami operator on
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(M, g) and we recall that this operator with Dirichlet boundary conditions is selfadjoint on L2(M, dV olg)
and has a pure point spectrum {λ2j}j≥1. We are interested in the solutions u of{
−∆gu = λ2u, on M,
u = ψ, on ∂M. (1.18)
It is known (see for instance [66]) that for any ψ ∈ H 12 (∂M) there exits a unique weak solution u ∈ H1(M)
of (1.18) when λ2 does not belong to the Dirichlet spectrum {λ2i } of −∆g. This allows us to define the
Dirichlet-to-Neumann (DN) map as the operator Λg(λ
2) from H
1
2 (∂M) to H− 12 (∂M) defined for all
ψ ∈ H 12 (∂M) by
Λg(λ
2)(ψ) = (∂νu)|∂M,
where u is the unique solution of (1.18) and (∂νu)|∂M is its normal derivative with respect to the unit
outer normal vector ν on ∂M. The anisotropic Caldero´n problem can be stated as:
Does the knowledge of the DN map Λg(λ
2) at a frequency λ2 determine uniquely the metric g?
We refer for instance to [27, 28, 36, 37, 47, 51, 52, 54] for important contributions to this subject and to
the surveys [38, 48, 66, 71] for the current state of the art.
In dimension two, the anisotropic Caldero´n problem with λ2 = 0 was shown to be true for smooth
connected riemannian surfaces in [52, 54]. A positive answer for zero frequency λ2 = 0 in dimension 3 or
higher has been given for compact connected real analytic riemannian manifolds with real analytic bound-
ary first in [54] under some topological assumptions relaxed later in [51, 52] and for compact connected
Einstein manifolds with boundary in [35]. The general anisotropic Caldero´n problem in dimension 3 or
higher remains a major open problem. Results have been obtained recently in [27, 28] for some classes
of smooth compact riemannian manifolds with boundary that are conformally transversally anisotropic,
i.e. riemannian manifolds (M, g) such that
M⊂⊂ R×M0, g = c(e⊕ g0),
where (M0, g0) is a n − 1 dimensional smooth compact riemannian manifold with boundary, e is the
euclidean metric on the real line, and c is a smooth positive function on the cylinder R ×M0. Under
some conditions on the transverse manifold (M0, g0) (such as simplicity), the riemannian manifold (M, g)
is said to be admissible. In that framework, the authors of [27, 28] were able to determine uniquely the
conformal factor c from the knowledge of the DN map at zero frequency λ2 = 0. One of the aim of
this paper is thus to give an example of manifolds on which we can solve the inverse scattering problem
at fixed energy but do not have one of the particular structures we just described before for which the
uniqueness for the anisotropic Caldero´n problem on compact manifolds with boundary is known (see
Example 1.2, 3)).
1.5 Overview of the proof
The proof of Theorem 1.25 is divided into four steps which we describe here.
Step 1: The first step of the proof consists in solving the direct problem. This will be done in Section
2. In this Section we first use the structure of Sta¨ckel manifold satisfying the Robertson condition to
proceed to the separation of variables for the Helmholtz equation. We obtain that the shifted Helmholtz
equation
−(∆g + 1)f = λ2f,
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can be rewritten as
A1f + s12Lf + s13Hf = 0,
where A1 is a differential operator in the variable x
1 alone and L and H are commuting, elliptic, semi-
bounded selfadjoint operators on L2(T 2, s11dx2dx3) that only depend on the variables x2 and x3. Since
the operators L and H commute, there exists a common Hilbertian basis of eigenfunctions for H and
L. Moreover, the ellipticity property on a compact manifold shows that the spectrum is discrete and the
selfadjointness proves that the spectrum is real. We consider generalized harmonics {Ym}m≥1 which form
a Hilbertian basis of L2(T 2, s11dx2dx3) associated with the coupled spectrum (µ2m, ν2m) of (H,L). We
decompose the solutions f =
∑
m≥1
um(x
1)Ym(x
2, x3) of the Helmholtz equation on the common basis of
harmonics {Ym}m≥1 and we then conclude that the Helmholtz equation separates into a system of three
ordinary differential equations:
−u′′m(x1) + 12 (log(f1)(x1))′u′m(x1) + [−(λ2 + 1)s11(x1) + µ2ms12(x1) + ν2ms13(x1)]um(x1) = 0
−v′′m(x2) + [−(λ2 + 1)s21(x2) + µ2ms22(x2) + ν2ms23(x2)]vm(x2) = 0
−w′′m(x3) + [−(λ2 + 1)s31(x3) + µ2ms32(x3) + ν2ms33(x3)]wm(x3) = 0
,
where f1 is the function appearing in the Robertson condition and Ym(x
2, x3) = vm(x
2)wm(x
3). In this
system of ODEs there is one ODE in the radial variable x1 and two ODEs in the angular variables x2 and
x3. We emphasize that the angular momenta µ2m and ν
2
m which are the separation constants correspond
also to the coupled spectrum of the two angular operators H and L. The fact that the angular momenta
(µ2m, ν
2
m) are coupled has an important consequence in the use of the Complexification of the Angular
Momentum method. Indeed, we cannot work separately with one angular momentum and we thus have
to use a multivariable version of this method.
In a second time, we define the characteristic and Weyl-Titchmarsh functions following the construc-
tion given in [22, 32, 50]. We briefly recall here the definition of these objects and the reason why we use
them. Using a Liouville change of variables X1 = g(x1), X1 ∈ (0, A1) where A1 = ∫ A
0
g(x1)dx1, we can
write the radial equation as
− U¨ + qν2mU = −µ2mU, (1.19)
where −µ2m is now the spectral parameter and qν2m satisfies at the end {X1 = 0},
qν2m(X
1, λ) = −λ
2 + 14
(X1)2
+ q0,ν2m(X
1, λ),
where X1q0,ν2m(X
1, λ) is integrable at the end {X1 = 0} (the potential qν2m also has the same property
at the other end). We are thus in the framework of [32]. We can then define the characteristic and
Weyl-Titchmarsh functions associated with this singular non-selfadjoint Schro¨dinger equation. To do
this, we follow the method given in [22]. We thus define two fundamental systems of solutions {S10, S20}
and {S11, S21} defined by
1. When X1 → 0,
S10(X
1, µ2, ν2) ∼ (X1) 12−iλ and S20(X1, µ2, ν2) ∼ 1
2iλ
(X1)
1
2+iλ
and when X1 → A1,
S11(X
1, µ2, ν2) ∼ (A1 −X1) 12−iλ and S21(X1, µ2, ν2) ∼ − 1
2iλ
(A1 −X1) 12+iλ.
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2. W (S1n, S2n) = 1 for n ∈ {0, 1}.
3. For all X1 ∈ (0, A1), µ 7→ Sjn(X1, µ2, ν2) is an entire function for j ∈ {1, 2} and n ∈ {0, 1}.
We add some singular separated boundary conditions at the two ends (see (2.49)) and we consider the
new radial equation as an eigenvalue problem. Finally, we define the two characteristic functions of this
radial equation as Wronskians of functions of the fundamental systems of solutions:
∆qν2m
(µ2m) = W (S11, S10)
and
δqν2m
(µ2m) = W (S11, S20)
and we also define the Weyl-Titchmarsh function by:
Mqν2m
(µ2m) = −
δqν2m
(µ2m)
∆qν2m
(µ2m)
. (1.20)
The above definition generalizes the usual definition of classical Weyl-Titchmarsh functions for regular
Sturm-Liouville differential operators. We refer to [50] for the theory of selfadjoint singular Sturm-
Liouville operators and the definition and main properties of Weyl-Titchmarsh functions. In our case
the boundary conditions make the Sturm-Liouville equation non-selfadjoint. The generalized Weyl-
Titchmarsh function can nevertheless be defined by the same recipe as shown in [22, 32] and recalled
above. Our interest in considering the generalized Weyl-Titchmarsh function Mqν2m
(µ2m) comes from the
fact that it is a powerful tool to prove uniqueness results for one-dimensional inverse problems. Indeed,
roughly speaking, the Borg-Marchenko Theorem states (see [50]) that if Mq and Mq˜ are two generalized
Weyl-Titchmarsh functions associated with the equations
−u′′ + q(x)u = −µ2u and − u′′ + q˜(x)u = −µ2u,
where q and q˜ satisfy the previous quadratic singularities at the ends, then if
Mq(µ
2) = Mq˜(µ
2), µ ∈ C \ {poles}, (1.21)
then
q = q˜. (1.22)
We refer to [8, 33, 70] for results in the case of regular Weyl-Titchmarsh functions and to the recent
results [32, 50] in the case of singular Weyl-Titchmarsh functions corresponding to possibly non-selfadjoint
equation.
We note that, the characteristic and generalized Weyl-Titchmarsh functions obtained for each one-
dimensional equation (1.19) can be summed up over the span of each of the harmonics Ym, m ≥ 1, in
order to define operators from L2(T 2, s11dx2dx3) onto itself. Precisely, recalling that
L2(T 2, s11dx2dx3) =
⊕
m≥1
〈Ym〉,
we define:
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Definition 1.11. Let λ 6= 0 be a fixed energy. The characteristic operator ∆(λ) and the generalized
Weyl-Titchmarsh operator M(λ) are defined as operators from L2(T 2, s11dx2dx3) onto itself that are
diagonalizable on the Hilbert basis of eigenfunctions {Ym}m≥1 associated with the eigenvalues ∆qν2m (µ
2
m)
and Mqν2m
(µ2m). More precisely, for all v ∈ L2(T 2, s11dx2dx3), v can be decomposed as
v =
∑
m≥1
vmYm, vm ∈ C
and we have
∆(λ)v =
∑
m≥1
∆qν2m
(µ2m)vmYm and M(λ)v =
∑
m≥1
Mqν2m
(µ2m)vmYm.
We emphasize that the separation of the variables allows us to “diagonalize” the reflection and the
transmission operators into a countable family of multiplication operators by numbers Rg(λ, µ
2
m, ν
2
m),
Lg(λ, µ
2
m, ν
2
m) and Tg(λ, µ
2
m, ν
2
m) called reflection and transmission coefficients respectively. We will show
(see Equations (2.59)-(2.61)) that the characteristic and Weyl-Titchmarsh functions are nothing but the
transmission and the reflection coefficients respectively. The aim of this identification is to use the Borg-
Marchenko theorem from the equality of the scattering matrix at fixed energy.
Step 2: The second step of the proof consists in solving the inverse problem for the angular part of the
Sta¨ckel matrix. We begin our proof by a first reduction of our problem. Indeed, our main assumption is
Sg(λ) = Sg˜(λ)
and these operators act on L2(T 2, s11dx2dx3) and L2(T 2, s˜11dx2dx3) respectively. To compare these
objects we thus must have
s11 = s˜11.
Thanks to this equality and the gauge choice f2 = f3 = 1, we will show easily that(
s22 s23
s32 s33
)
=
(
s˜22 s˜23
s˜32 s˜33
)
G,
where G is a constant matrix of determinant 1. As mentioned in the Introduction, the presence of the
matrix G is due to an invariance of the metric g under a particular choice of the Sta¨ckel matrix S. We
can then assume that G = I2 and we thus obtain(
s22 s23
s32 s33
)
=
(
s˜22 s˜23
s˜32 s˜33
)
. (1.23)
Secondly, we want to show that s21 = s˜21 and s31 = s˜31. Using the particular structures of the operators
H and L, we can easily show that(
∂22
∂23
)
= −
(
s23 s22
s33 s32
)(
H
L
)
+ (λ2 + 1)
(
s21
s31
)
. (1.24)
We then apply Equation (1.24) on a vector of generalized harmonics(
Ym
Ym
)
.
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We use the decomposition onto the generalized harmonics to write Ym =
∑
p∈Em cpY˜p, m ≥ 1, on the
Hilbertian basis of generalized harmonics {Y˜m}m≥1 and we identify for each p ∈ Em the coefficient of the
harmonic Y˜p. Hence, we obtain, thanks to (1.23), that
−
(
s23 s22
s33 s32
)(
µ2m
ν2m
)
+ (λ2 + 1)
(
s21
s31
)
= −
(
s23 s22
s33 s32
)(
µ˜2p
ν˜2p
)
+ (λ2 + 1)
(
s˜21
s˜31
)
, ∀p ∈ Em.
We put at the left-hand side the constants terms with respect to the variables x2 and x3 and the other
terms at the right-hand side. We thus obtain that{
s21(x
2) = s˜21(x
2)− C1s23(x2)− C2s22(x2)
s31(x
3) = s˜31(x
3)− C1s33(x3)− C2s32(x3)
,
where C1 and C2 are real constants. We note that, as mentioned previously in the Introduction, these
equalities describe an invariance of the metric g under the definition of the Sta¨ckel matrix S and we can
choose C1 = C2 = 0. Finally, we obtain (
s21
s31
)
=
(
s˜21
s˜31
)
.
We conclude Section 3 by noticing that, thanks to these results, H = H˜ and L = L˜. As a consequence,
since the generalized harmonics only depend on H and L, we can choose Ym = Y˜m and(
µ2m
ν2m
)
=
(
µ˜2m
ν˜2m
)
, ∀m ≥ 1.
We emphasize that the choice of the generalized harmonics is not uniquely defined in each eigenspace
associated with an eigenvalue with multiplicity higher than two. However, the scattering matrix does not
depend on the choice of the Ym on each eigenspace.
Step 3: In a third step, we solve in Section 4 the inverse problem for the radial part of the Sta¨ckel matrix.
The main tool of this Section is a multivariable version of the Complex Angular Momentum method.
The main assumption of Theorem 1.25 implies that,
M(µ2m, ν
2
m) = M˜(µ
2
m, ν
2
m), ∀m ≥ 1.
Roughly speaking, the aim of the Complexification of the Angular Momentum method is the following:
from a discrete set of informations (here the equality of the Weyl-Titchmarsh functions on the coupled
spectrum) we want to obtain a continuous regime of informations (here the equality of these functions
on C2). In other words, we want to extend the previous equality on C2, i.e. that we want to show that
M(µ2, ν2) = M˜(µ2, ν2), ∀(µ, ν) ∈ C2 \ P,
where P is the set of points (µ, ν) ∈ C2 such that the Weyl-Titchmarsh functions does not exists, i.e. such
that the denominator vanishes. We proceed as follows. Recalling the definition of the Weyl-Titchmarsh
function given in (1.20), we consider the application
ψ : C2 → C
(µ, ν) 7→ ∆˜(µ2, ν2)δ(µ2, ν2)−∆(µ2, ν2)δ˜(µ2, ν2)
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and we want to show that ψ is identically zero on C2. To obtain this fact we use an uniqueness result
for multivariable holomorphic functions given in [10] which says roughly speaking that a holomorphic
function which satisfies good estimates on a certain cone and which has enough zeros in this cone is
identically zero. We thus first show that the function ψ is holomorphic and of exponential type with
respect to µ and ν, i.e. that we can find three positive constants A, B and C such that |ψ(µ, ν)| is less
than C exp(A|Re(µ)|+B|Re(ν)|). Up to an exponential correction, we then obtain that ψ is holomorphic
and bounded on a certain cone of (R+)2. Finally, we quantify the zeros of ψ in this cone using the
knowledge of the distribution of the coupled spectrum (on which the function ψ vanishes) given in the
works of Colin de Verdie`re [18, 19]. We can then conclude that ψ = 0, i.e.
M(µ2, ν2) = M˜(µ2, ν2), ∀(µ, ν) ∈ C2 \ P
and, by definition, we deduce from this equality that,
Mqν2 (µ
2) = Mq˜ν2 (µ
2), ∀(µ, ν) ∈ C2 \ P.
Step 4: We use the celebrated Borg-Marchenko Theorem (see [22, 32]) to obtain
qν2m = q˜ν2m , ∀m ≥ 1.
Since this equality is true for all m ≥ 1, we can “decouple” the potential
qν2m = −(λ2 + 1)
s11
s12
+ ν2m
s13
s12
+
1
16
(
˙(
log
(
f1
s12
)))2
− 1
4
¨(
log
(
f1
s12
))
.
and we thus obtain the uniqueness of the quotient
s13
s12
and one ODE on the quotients
f1
s12
,
f˜1
s˜12
and
s11
s12
,
s˜11
s˜12
.
We then rewrite this last ODE as a non-linear ODE on the function
u =
(
s12
f1
f˜1
s˜12
) 1
4
,
given by
u′′ +
1
2
(log(h˜))′u′ + (λ2 + 1)h˜(ls32 − s33)(s23 − ls22)(u5 − u) = 0, (1.25)
where
f =
s11
s12
, h =
s12
f1
and l =
s13
s12
= l˜.
Moreover, u satisfies Cauchy conditions at the ends 0 and A given by
u(0) = u(A) = 1 and u′(0) = u′(A) = 0.
We note that u = 1 is a solution of this system and by uniqueness of the Cauchy problem we conclude
that u = 1. We then have shown that
f1
s12
=
f˜1
s˜12
.
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Finally, using the Robertson condition, we conclude that
s11
s12
=
s˜11
s˜12
and
s11
s13
=
s˜11
s˜13
.
This finishes the proof of Step 4 and together with the previous steps, the proof of Theorem 1.25.
We emphasize that we transformed the implicit non-linear problem of determining the metric from the
knowledge of the scattering matrix at fixed energy into an explicit non-linear problem consisting in solving
the Cauchy problem associated with the non-linear ODE (1.25).
This paper is organized as follows. In Section 2 we solve the direct problem. In this Section we
study the separation of variables for the Helmholtz equation, we define the characteristic and Weyl-
Titchmarsh functions for different choices of spectral parameters and we make the link between these
different functions and the scattering coefficients. In Section 3 we solve the inverse problem for the
angular part of the Sta¨ckel matrix. In Section 4 we solve the inverse problem for the radial part of the
Sta¨ckel matrix using a multivariable version of the Complex Angular Momentum method. Finally, in
Section 5, we finish the proof of our main Theorem 1.25.
2 The direct problem
In this Section we will study the direct scattering problem for the shifted Helmholtz equation (2.26).
We first study the separation of the Helmholtz equation. Secondly, we define several characteristic
and generalized Weyl-Titchmarsh functions associated with unidimensional Schro¨dinger equations in the
radial variable corresponding to different choices of spectral parameters and we study the link between
these functions and the scattering operator associated with the Helmholtz equation.
2.1 Separation of variables for the Helmholtz equation
We consider (see [13, 40, 41, 42]) the shifted stationary Helmholtz equation
− (∆g + 1)f = λ2f, (2.26)
where λ 6= 0 is a fixed energy, which is usually studied in case of asymptotically hyperbolic manifolds
(see [13, 40, 41, 42]). Indeed, it is known (see [41]) that the essential spectrum of −∆g is [1,+∞) and
thus, we shift the bottom of the essential spectrum to 0. It is known that the operator −∆g − 1 has no
eigenvalues embedded into the essential spectrum [0,+∞) (see [15, 40, 41]). We know that there exists a
coordinates system separable for the Helmholtz equation (2.26) if and only if the metric (1.4) is in Sta¨ckel
form and furthermore if the Robertson condition (1.6) is satisfied. We emphasize that, contrary to the
case n = 2 studied in [22], we really need the Robertson condition in the case n = 3.
Lemma 2.1. The Helmholtz equation (2.26) can be rewritten as
A1f + s12Lf + s13Hf = 0, (2.27)
where,
Ai = −∂2i +
1
2
∂i (log(fi)) ∂i − (λ2 + 1)si1, for i ∈ {1, 2, 3}, (2.28)
and
L = −s33
s11
A2 +
s23
s11
A3 and H =
s32
s11
A2 − s22
s11
A3. (2.29)
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Proof. We recall that the Laplace-Beltrami operator is given in the global coordinates system (xi)i=1,2,3
by
∆g =
1√|g|∂i(√|g|gij∂j),
where |g| is the determinant of the metric and (gij) is the inverse of the metric (gij). Using the fact that
gii =
1
H2i
,
√
|g| = H1H2H3,
and the Robertson condition (1.7) we easily show that
∆g =
3∑
i=1
1
H2i
(
∂2i −
1
2
∂i (log(fi)) ∂i
)
. (2.30)
Remark 2.2. We note that the Robertson condition is equivalent to the existence of three functions
fi = fi(x
i) such that
∂i log
(
H4i
H21H
2
2H
2
3
)
= ∂i log(fi), ∀i ∈ {1, 2, 3}.
This equality is interesting since it gives us an expression of the Robertson condition directly in terms of
the coefficients H2i of the metric g.
Hence, from (2.30) we immediately obtain that the Helmholtz equation (2.26) can be written as
3∑
i=1
1
H2i
A0i f = (λ
2 + 1)f, (2.31)
where
A0i = −∂2i +
1
2
∂i (log(fi)) ∂i, for i ∈ {1, 2, 3}. (2.32)
If we multiply Equation (2.31) by H21 and if we use that
H21 = s11 + s21
s21
s11
+ s31
s31
s11
,
H21
H22
=
s21
s11
and
H21
H23
=
s31
s11
,
we obtain
A1f +
s21
s11
A2f +
s31
s11
A3f = 0. (2.33)
Finally, using the equalities
s21
s11
= −s12 s33
s11
+ s13
s32
s11
and
s31
s11
= s12
s23
s11
− s13 s22
s11
,
we obtain from (2.33) the equation
A1f + s12Lf + s13Hf = 0,
where the operators H and L are given by (2.29).
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Remark 2.3. Since we assumed that f2 and f3 are constant functions equal to 1 (see Remark 1.22) we
know that
A02 = −∂22 and A03 = −∂23 .
Remark 2.4. We can make the link between the angular operators H and L and the operators Pˆ2 and
Pˆ3 related to the existence of Killing 2-tensors as introduced in Theorem 1.14. To do this we follow the
construction given in [45]. We thus consider, according to Equation (2.21) of [45], for i ∈ {1, 2, 3}, the
operators
Pˆi =
3∑
j=1
sji
det(S)
(
∂2j −
1
2
∂j log(fj)∂j
)
.
In other words, Pˆ1Pˆ2
Pˆ3
 = −S−1
A01A02
A03
 ,
where A0i were defined in (2.32). We note that
Pˆ1 =
3∑
j=1
sj1
det(S)
(
∂2j −
1
2
∂j log(fj)∂j
)
=
3∑
j=1
1
H2j
(
∂2j −
1
2
∂j log(fj)∂j
)
= ∆g.
Since, A01A02
A03
 = −S
Pˆ1Pˆ2
Pˆ3
 ,
we see that (
A02
A03
)
= −
(
s22 s23
s32 s33
)(
Pˆ2
Pˆ3
)
−
(
s21Pˆ1
s31Pˆ1
)
.
Applied to solutions of the Helmholtz equation (2.26) these operators coincide with(
A02 − (λ2 + 1)s21
A03 − (λ2 + 1)s31
)
= −
(
s22 s23
s32 s33
)(
Pˆ2
Pˆ3
)
.
Since (
A02 − (λ2 + 1)s21
A03 − (λ2 + 1)s31
)
=
(
A2
A3
)
,
it follows that (
Pˆ2
Pˆ3
)
= − 1
s11
(
s33 −s23
−s32 s22
)(
A2
A3
)
.
In other words, when applied to solution of (2.26), we have
Pˆ2 = −s33
s11
A2 +
s23
s11
A3 and Pˆ3 =
s32
s11
A2 − s22
s11
A3,
or
Pˆ2 = L and Pˆ3 = H.
We emphasize that the operators L and H and the operators Pˆ2 and Pˆ3 respectively coincide only if
we apply them to solutions of the Helmholtz equation (2.26). Moreover, thanks to [45] we know that
[Pˆ2, Pˆ3] = 0. Thus, L and H are commuting operators. Moreover, the coupled eigenvalues of the operators
L and H correspond to the separation constants of the Helmholtz equation.
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The operators L and H are of great interest in our study. In particular we will show that L and H are
elliptic operators in the sense of the definition of ellipticity given in [46] which we recall here. Let a(y,D)
be a differential operator given in local coordinates by
(a(y,D)f)(y) = −ajk(y)∂j∂kf(y)− bj(y)∂jf(y)− c(y)f(y),
where y = (x2, x3), ∂j =
∂
∂xj , j ∈ {2, 3}, the coefficients are real and (ajk) is a symmetric matrix. The
differential operator a(y,D) is then said to be elliptic if the matrix (ajk) is positive definite. We can first
prove the following lemma.
Lemma 2.5. The operators L and H satisfy the following properties:
1. LH = HL.
2. L and H are elliptic operators.
3. L and H are selfadjoint operators on the space L2(T 2, s11dx2dx3).
4. L and H are semibounded operators.
Proof. 1. The proof of the commutativity of the operators L and H is quite easy since A2 and A3 are
commuting operators and s22 and s23 only depend on x
2 whereas s32 and s33 only depend on x
3.
We note that, thanks to the fact that Pˆ2 = L and Pˆ3 = H, we already know that these operators
commute thanks to [45].
2. Using the definitions of L and H given in (2.29), we obtain that L is an elliptic operator if and only
if the matrix (− s33s11 0
0 s23s11
)
is positive-definite whereas H is an elliptic operator if and only if the matrix(
s32
s11 0
0 − s22s11
)
is positive-definite. We now recall that s22, s33 < 0 and s23, s32 > 0 (see condition (C) in Proposi-
tion 1.17) and that s11 > 0 (see Remark (1.18)). We can thus conclude that L and H are elliptic
operators.
3. We just study the operator L since the proof is similar for the operator H. We first note that, to
find the weight s11 we can use the exercise 2.19 of [46] which says that an operator A defined by
(Af)(y) = (a(y,D)f)(y) = −ajk(y)∂j∂kf(y) + bj(y)∂jf(y) + c(y)f(y),
is selfadjoint on L2(T 2y ,mg
1
2 dy) if and only if
a(y,D)f = − 1
mg
1
2
∂i
(
mg
1
2 aij∂jf
)
+ qf.
We recall that
L =
s33
s11
∂22 −
s23
s11
∂23 + q(x
2, x3).
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Thus,
〈Lu, v〉 =
〈s33
s11
∂22u, v
〉
+
〈
−s23
s11
∂23u, v
〉
+ 〈qu, v〉 .
Moreover, 〈s33
s11
∂22u, v
〉
=
∫
T 2
s33
(
∂22u
)
v dx2dx3 =
∫
T 2
s33u
(
∂22v
)
dx2dx3,
since the boundary terms vanish by periodicity and the function s33 does not depend on x
2. Thus,〈s33
s11
∂22u, v
〉
=
〈
u,
s33
s11
∂22v
〉
.
The second and the third terms can be treat following the same procedure. Finally, we have shown
that L is selfadjoint on the space L2(T 2, s11dx2dx3).
4. Since the proof is similar for the operator H we just give the proof for the operator L.
〈Lu, u〉 =
〈(
−s33
s11
A2 +
s23
s11
A3
)
u, u
〉
=
〈s33
s11
∂22u, u
〉
+
〈
−s23
s11
∂23u, u
〉
+ (λ2 + 1)
〈
s33s21 − s23s31
s11
u, u
〉
.
We now study each of these terms.〈s33
s11
∂22u, u
〉
=
∫
T 2
s33
s11
(
∂22u
)
us11 dx2dx3
=
∫
T 2
s33
(
∂22u
)
u dx2dx3
= [s33 (∂2u)u]︸ ︷︷ ︸
=0 by periodicity
+
∫
T 2
(−s33)(∂2u)2 dx2dx3
≥ 0,
since s33 < 0. Similarly, 〈
−s23
s11
∂23u, u
〉
≥ 0.
At last, since sij ∈ C∞(T 2) for i ∈ {2, 3} and j ∈ {1, 2, 3}, there exists m ∈ R such that
(λ2 + 1)
〈
s33s21 − s23s31
s11
u, u
〉
≥ m〈u, u〉.
Remark 2.6. Since the operators L and H commute, there exists a common Hilbertian basis of eigen-
functions of H and L. Moreover, the ellipticity property on a compact manifold shows that the spec-
trum is discrete and the selfadjointness proves that the spectrum is real. The generalized harmonics
{Ym}m≥1, associated with the coupled or joint spectrum (µ2m, ν2m) for (H,L), form a Hilbertian basis of
L2(T 2, s11dx2dx3), i.e.
HYm = µ
2
mYm and LYm = ν
2
mYm, ∀m ≥ 1, (2.34)
and
L2(T 2, s11dx2dx3) =
⊕
m≥1
〈Ym〉.
Here, we order the coupled spectrum (µ2m, ν
2
m) such that
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1. Counting multiplicity:
µ21 < µ
2
2 ≤ µ23 ≤ µ24 ≤ ... ≤ µ2n ≤ ...→∞.
2. Starting from n = 1 and by induction on n, for each n ≥ 1 such that µ2n has multiplicity k, i.e.
µ2n = µ
2
n+1 = ... = µ
2
n+k−1, we order the corresponding (ν
2
j )n≤j≤n+k−1 in increasing order, i.e.,
counting multiplicity,
ν2n ≤ ν2n+1 ≤ ... ≤ ν2n+k−1.
The toric cylinder’s topology implies that the boundary conditions are compatible with the decomposition
on the common harmonics {Ym}m≥1 of H and L. We thus look for solutions of (2.26) under the form
f(x1, x2, x3) =
∑
m≥1
um(x
1)Ym(x
2, x3). (2.35)
We use (2.35) in (2.27) and we obtain that um satisfies, for all m ≥ 1,
−u′′(x1) + 1
2
(log(f1)(x
1))′u′(x1) +
[−(λ2 + 1)s11(x1) + µ2ms12(x1) + ν2ms13(x1)]u(x1) = 0.
Finally, inverting (2.34), we obtain{
A2Ym = −(s22µ2m + s23ν2m)Ym
A3Ym = −(s32µ2m + s33ν2m)Ym
. (2.36)
Remark 2.7. The harmonics Ym(x
2, x3), m ≥ 1, can be written as a product of a function of the variable
x2 and a function of the variable x3. Let (f2, g2) and (f3, g3) be periodic fundamental systems of solutions
associated with the operators A2 and A3 respectively. We can thus write Ym(x
2, x3) as
Ym(x
2, x3) = a(x3)f2(x
2) + b(x3)g2(x
2).
We then apply the operator A3 on this equality and we obtain that
A3(Ym)(x
2, x3) = A3(a)(x
3)f2(x
2) +A3(b)(x
3)g2(x
2).
Thus, using that A3Ym = −(s32µ2m + s33ν2m)Ym and the fact that (f2, g2) is a fundamental system of
solutions we obtain that
Ym(x
2, x3) = af2(x
2)f3(x
3) + bf2(x
2)g3(x
3) + cg2(x
2)f3(x
3) + dg2(x
2)g3(x
3),
where a, b, c and d are real constants. Thus, for each coupled eigenvalue (µ2m, ν
2
m), m ≥ 1, the correspond-
ing eigenspace for the couple of operator (H,L) is at most of dimension four. However, the diagonalization
of the scattering matrix Sg(λ) does not depend on the choice of the harmonics in each eigenspace associ-
ated with a coupled eigenvalue (µ2m, ν
2
m) and we can thus choose as harmonics: Ym = f2f3, Ym = f2g3,
Ym = g2f3 and Ym = g2g3. We can then assume that Ym(x
2, x3) is a product of a function of the variable
x2 and a function of the variable x3.
Lemma 2.8. Any solution u ∈ H1(M) of −(∆g + 1)u = λ2u, can be written as
u =
∑
m≥1
um(x
1)Ym(x
2, x3),
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where Ym(x
2, x3) = vm(x
2)wm(x
3) and
−u′′m(x1) + 12 (log(f1)(x1))′u′m(x1) + [−(λ2 + 1)s11(x1) + µ2ms12(x1) + ν2ms13(x1)]um(x1) = 0
−v′′m(x2) + [−(λ2 + 1)s21(x2) + µ2ms22(x2) + ν2ms23(x2)]vm(x2) = 0
−w′′m(x3) + [−(λ2 + 1)s31(x3) + µ2ms32(x3) + ν2ms33(x3)]wm(x3) = 0
.
From Lemma 2.8 we can deduce more informations on the eigenvalues (µ2m)m≥1 and (ν
2
m)m≥1. Indeed,
we can prove the following Lemma which will be useful in the following.
Lemma 2.9. There exist real constants C1, C2, D1 and D2 such that for all m ≥ 1,
C1µ
2
m +D1 ≤ ν2m ≤ C2µ2m +D2,
where
C1 = min
(
−s32
s33
)
> 0 and C2 = −min
(
s22
s23
)
> 0.
Proof. We first recall the angular equations of Lemma 2.8:
− v′′(x2) + [−(λ2 + 1)s21(x2) + µ2ms22(x2) + ν2ms23(x2)]v(x2) = 0 (2.37)
and
− w′′(x3) + [−(λ2 + 1)s31(x3) + µ2ms32(x3) + ν2ms33(x3)]w(x3) = 0. (2.38)
We use a Liouville change of variables in (2.37) to transform this equation into a Schro¨dinger equation
in which −ν2m is the spectral parameter. Thus, we define the diffeomorphism
X2 = g2(x
2) =
∫ x2
0
√
s23(t) dt
and we define
v(X2, µ2m, ν
2
m) = v(h2(X
2), µ2m, ν
2
m),
where h2 = g
−1
2 is the inverse function of g2. We also introduce a weight function to cancel the first order
term. We thus define
V (X2, µ2m, ν
2
m) =
(
1
s23(h2(X2))
)− 14
v(h2(X
2), µ2m, ν
2
m).
After calculation, we obtain that V (X2, µ2m, ν
2
m) satisfies, in the variable X
2, the Schro¨dinger equation
− V¨ (X2, µ2m, ν2m) + pµ2m,2(X2, λ)V (X2, µ2m, ν2m) = −ν2mV (X2, µ2m, ν2m), (2.39)
where,
pµ2m,2(X
2, λ) = −(λ2 + 1)s21(X
2)
s23(X2)
+ µ2m
s22(X
2)
s23(X2)
, (2.40)
with s21(X
2) := s21(h2(X
2)), s22(X
2) := s22(h2(X
2)) and s23(X
2) := s23(h2(X
2)). We follow the same
procedure for (2.38) putting
X3 = g3(x
3) =
∫ x3
0
√
−s33(t) dt and W (X3, µ2m, ν2m) =
(
1
−s33(h3(X3))
)− 14
w(h3(X
3), µ2m, ν
2
m)
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and we obtain that W (X3) satisfies, in the variable X3, the Schro¨dinger equation
− W¨ (X3, µ2m, ν2m) + pµ2m,3(X3, λ)W (X3, µ2m, ν2m) = ν2mW (X3, µ2m, ν2m), (2.41)
where,
pµ2m,3(X
3, λ) = (λ2 + 1)
s31(X
3)
s33(X3)
− µ2m
s32(X
3)
s33(X3)
, (2.42)
with s31(X
3) := s31(h3(X
3)), s32(X
3) := s32(h3(X
3)) and s33(X
3) := s33(h3(X
3)). Assume now that
µ2m is fixed and look at (2.39) and (2.41) as eigenvalue problems in ±ν2m. We suppose that µ2m has
multiplicity k ≥ 1 and we use the notations given in Remark 2.6, i.e. that we want to show that
C1µ
2
m +D2 ≤ ν2j ≤ C2µ2m +D2, ∀m ≤ j ≤ m+ k − 1,
where ν2j ≤ ν2j+1 for all j ∈ {m, ...,m+ k − 1}. We know that the spectra of the operators
P2 = − d
2
(dX2)2
+ pµ2m,2 and P3 = −
d2
(dX3)2
+ pµ2m,3
are included in
[min(pµ2m,2),+∞) and [min(pµ2m,3),+∞),
respectively. The first condition gives us that
−ν2j ≥ −C2µ2m −D2, where − C2 = min
(
s22
s23
)
and −D2 = (λ2 + 1) min
(
−s21
s23
)
and the second one tells us that
ν2j ≥ C1µ2m +D1, where C1 = min
(
−s32
s33
)
and D1 = (λ
2 + 1) min
(
s31
s33
)
.
Since (ν2j )m≤j≤m+k−1 is the set of eigenvalues of (2.37) and (2.38), for a fixed µ
2
m of multiplicity k we
obtain from these estimates that
C1µ
2
m +D1 ≤ ν2j ≤ C2µ2m +D2, ∀m ≤ j ≤ m+ k − 1.
In other words, thanks to our numerotation of the coupled spectrum explained in Remark 2.6,
C1µ
2
m +D1 ≤ ν2m ≤ C2µ2m +D2, ∀m ≥ 1.
Remark 2.10. 1. Thanks to the condition given in Remark 1.18,
C1 = min
(
−s32
s33
)
< −min
(
s22
s23
)
= C2.
2. The previous Lemma says that the coupled spectrum {(µ2m, ν2m), m ≥ 1} lives in a cone contained
in the quadrant (R+)2 (up to a possible shift dues to the presence of the constants D1 and D2).
Moreover, since the multiplicity of µ2m is finite for all m ≥ 1, there is a finite number of points of
the coupled spectrum on each vertical line. We can summarize these facts with the following generic
picture:
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Figure 1: Coupled spectrum
3. The Weyl law (see [46] Theorem 2.21) which says (in two dimensions) that there exists a constant
C such that the eigenvalues are equivalent for large m to Cm, is satisfied by the eigenvalues {µ2m}m
and {ν2m}m but we have to order these sequences in an increasing order to use it. However, we
ordered the coupled spectrum in such a way that the order for the (ν2m) is not necessary increasing.
4. An eigenvalue of the coupled spectrum (µ2m, ν
2
m) has at most multiplicity four as it was mentionned
in Remark 2.7.
Example 2.1. We can illustrate the notion of coupled spectrum on the examples given in Example 1.2.
1. We define the Sta¨ckel matrix
S1 =
s11(x1) s12(x1) s13(x1)0 1 0
0 0 1
 .
In this case H = −∂23 and L = −∂22 and we note that these operators can be obtained by derivation
of the Killing vector fields ∂2 and ∂3. The coupled spectrum of these operators is {(m2, n2), (m,n) ∈
Z2} and we can decompose the space L2(T 2, s11dx2dx3) on the basis of generalized harmonics Ymn =
eimx
2+inx3 . We note that this coupled spectrum is not included in a cone strictly contained in
(R+)2 but there is no contradiction with Lemma 2.9 since the Sta¨ckel matrix S does not satisfies
the condition (C). However, we can use the invariances of Proposition 1.16 to come down to our
framework (this transformation modifies the coupled spectrum). Indeed, we can obtain the Sta¨ckel
matrix
S2
s11(x1) s12(x1) s13(x1)a b c
d e f
 ,
where s11, s12 and s13 are smooth functions of x
1 and a, b, c, d, e and f are real constants such
that b, f < 0 and c, e > 0. In this case we have
H = −s32
s11
∂22 +
s22
s11
∂23 = −
e
bf − ce∂
2
2 +
b
bf − ce∂
2
3
and
L =
s33
s11
∂22 −
s23
s11
∂23 =
f
bf − ce∂
2
2 −
c
bf − ce∂
2
3 .
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Thus, the coupled spectrum of the operators H and L can be computed using the same procedure as
the one used for S1.
We emphasize that in the case of the Sta¨ckel matrix S1 the coupled spectrum is in fact uncoupled.
We can thus freeze one angular momentum and let the other one move on the integers. After
the use of the invariance to come down to our framework these vertical or horizontal half-lines
are transformed into half-lines contained in our cone of (R+)2. This allows us to use the usual
Complexification of the Angular Momentum method in one dimension on a half-line contained in
our cone.
2. We define the Sta¨ckel matrix
S =
s11(x1) s12(x1) as12(x1)0 s22(x2) s23(x2)
0 s32(x
3) s33(x
3)
 ,
where s11 and s12 are smooth functions of x
1, s22 and s23 are smooth functions of x
2, s32 and s33
are smooth functions of x3 and a is a real constant. In this case, the Helmholtz equation (2.26) can
be rewritten as
A1f + s12(L+ aH)f = 0.
Therefore, the separation of variables depends only on a single angular operator given by L + aH
whose properties can be easily derived from the ones for H and L. In particular, the set of angular
momenta is given by ω2m = µ
2
m + ν
2
m, m ≥ 1, and could be used to apply the Complexification of
the Angular Momentum method. Note that, even though the spectra {µ2m, ν2m} are coupled, only the
spectrum ω2m appears in the separated radial equation.
3. In the case of the Sta¨ckel matrix
S =
 s1(x1)2 −s1(x1) 1−s2(x2)2 s2(x2) −1
s3(x
3)2 −s3(x3) 1
 ,
where s1 is a smooth function of x
1, s2 is a smooth function of x
2 and s3 is a smooth function of
x3, there is no trivial symmetry. We are thus in the general case and we have to use the general
method we develop in this paper.
2.2 A first construction of characteristic and Weyl-Titchmarsh functions
The aim of this section is to define the characteristic and Weyl-Titchmarsh functions for the radial
equation choosing −µ2m as the spectral parameter. We recall that the radial equation is
− u′′ + 1
2
(log(f1))
′u′ +
[−(λ2 + 1)s11 + µ2ms12 + ν2ms13]u = 0, (2.43)
where the functions depend only on x1. We choose −µ2 := −µ2m to be the spectral parameter. As
mentioned in the Introduction, to do this we make a Liouville change of variables:
X1 = g(x1) =
∫ x1
0
√
s12(t) dt
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and we define
u(X1, µ2, ν2) = u(h(X1), µ2, ν2),
where h = g−1 is the inverse function of g and ν2 := ν2m. In a second time, to cancel the resulting first
order term and obtain a Schro¨dinger equation, we introduce a weight function. Precisely, we define
U(X1, µ2, ν2) =
(
f1
s12
(h(X1))
)− 14
u(h(X1), µ2, ν2). (2.44)
After calculation, we obtain that U(X1, µ2, ν2) satisfies, in the variable X1, the Schro¨dinger equation
− U¨(X1, µ2, ν2) + qν2(X1, λ)U(X1, µ2, ν2) = −µ2U(X1, µ2, ν2), (2.45)
where,
qν2(X
1, λ) = −(λ2 +1)s11(X
1)
s12(X1)
+ν2
s13(X
1)
s12(X1)
+
1
16
(
˙(
log
(
f1(X1)
s12(X1)
)))2
− 1
4
¨(
log
(
f1(X1)
s12(X1)
))
. (2.46)
with f˙ = dfdX1 , f1(X
1) := f1(h1(X
1)), s11(X
1) := s11(h1(X
1)), s12(X
1) := s12(h1(X
1)) and s13(X
1) :=
s13(h1(X
1)).
Lemma 2.11. The potential qν2 satisfies, at the end {X1 = 0},
qν2(X
1, λ) = −λ
2 + 14
(X1)2
+ q0,ν2(X
1, λ),
where X1q0,ν2(X
1, λ) ∈ L1
(
0, A
1
2
)
with A1 = g(A). Similarly, at the end {X1 = A1},
qν2(X
1, λ) = − λ
2 + 14
(A1 −X1)2 + qA1,ν2(X
1, λ),
where (A1 −X1)qA1,ν2(X1, λ) ∈ L1
(
A1
2 , A
1
)
.
Proof. We first note that since s12(x
1) ∼ 1 when x1 → 0 we obtain by definition of X1 that X1 ∼ x1, as
x1 → 0. Thus we can use the hyperbolicity conditions (1.9) directly in the variable X1. The lemma is
then a consequence of these conditions.
We now follow the paper [22] to define the characteristic and the Weyl-Titchmarsh functions associated
with Equation (2.45). To do that, we introduce two fundamental systems of solutions Sjn, j ∈ {1, 2} and
n ∈ {0, 1}, defined by
1. When X1 → 0,
S10(X
1, µ2, ν2) ∼ (X1) 12−iλ and S20(X1, µ2, ν2) ∼ 1
2iλ
(X1)
1
2+iλ (2.47)
and when X1 → A1,
S11(X
1, µ2, ν2) ∼ (A1 −X1) 12−iλ and S21(X1, µ2, ν2) ∼ − 1
2iλ
(A1 −X1) 12+iλ. (2.48)
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2. W (S1n, S2n) = 1 for n ∈ {0, 1}.
3. For all X1 ∈ (0, A1), µ 7→ Sjn(X1, µ2, ν2) is an entire function for j ∈ {1, 2} and n ∈ {0, 1}.
As in [22, 32], we add singular boundary conditions at the ends {X1 = 0} and {X1 = A1} and we consider
(2.45) as an eigenvalue problem. Precisely we consider the conditions
U(u) := W (S10, u)|X1=0 = 0 and V (u) := W (S11, u)|X1=A1 = 0, (2.49)
where W (f, g) = fg′−f ′g is the Wronskian of f and g. Finally, we can define the characteristic functions
∆qν2 (µ
2) = W (S11, S10) and δqν2 (µ
2) = W (S11, S20) (2.50)
and the Weyl-Titchmarsh function
Mqν2 (µ
2) = −W (S11, S20)
W (S11, S10)
= − δqν2 (µ
2)
∆qν2 (µ
2)
. (2.51)
Remark 2.12. The Weyl-Titchmarsh function is the unique function such that the solution of (2.45)
given by
Φ(X1, µ2, ν2) = S10(X
1, µ2, ν2) +Mqν2 (µ
2)S10(X
1, µ2, ν2),
satisfies the boundary condition at the end {X1 = A1}.
An immediate consequence of the third condition in the definition of the fundamental systems of solutions
is the following lemma.
Lemma 2.13. For any fixed ν, the maps
µ 7→ ∆qν2 (µ2) and µ 7→ δqν2 (µ2)
are entire.
In the following (see Subsections 2.4 and 2.5), we will define other characteristic and Weyl-Titchmarsh
functions which correspond to other choices of spectral parameters which are −ν2m and −(µ2m + ν2m). We
study here the influence of these other choices.
Proposition 2.14. Let X˘1 = g˘(x1) be a change of variables and p˘ be a weight function, then
U(X1, µ2, ν2) =
p(h(X1))
p˘(h˘(X˘1))
U˘((g˘ ◦ h)(X1), µ2, ν2)
and
V (X1, µ2, ν2) =
p(h(X1))
p˘(h˘(X˘1))
V˘ ((g˘ ◦ h)(X1), µ2, ν2),
where
p(h(X1)) =
(
f1
s12
(h(X1))
)− 14
,
U˘(X˘1, µ2, ν2) = p˘(h˘(X˘1))u(h˘(X˘1), µ2, ν2),
and
V˘ (X˘1, µ2, ν2) = p˘(h˘(X˘1))v(h˘(X˘1), µ2, ν2).
Moreover,
WX1(U, V ) =
(
p(h(X1))
p˘(h˘(X˘1))
)2
∂X1(g˘ ◦ h)(X1)WX˘1(U˘ , V˘ ).
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Corollary 2.15. Let Xˆ1 and Xˇ1 be two Liouville change of variables defined by
Xˆ1 = gˆ(x1) =
∫ x1
0
√
s13(t) dt and Xˇ
1 = gˇ(x1) =
∫ x1
0
√
rµ2,ν2(t) dt,
where
rµ2,ν2(x
1) :=
µ2s12(x
1) + ν2s13(x
1)
µ2 + ν2
,
and let pˆ and pˇ be two weight functions defined by
pˆ(hˆ(Xˆ1)) =
(
f1
s13
(hˆ(Xˆ1))
)− 14
and pˇ(hˇ(Xˇ1)) =
(
f1
rµ2,ν2
(hˇ(Xˇ1))
)− 14
.
Let Uˆ and Vˆ be defined as
Uˆ(Xˆ1, µ2, ν2) = pˆ(hˆ(Xˆ1))u(hˆ(Xˆ1), µ2, ν2) and Vˆ (Xˆ1, µ2, ν2) = pˆ(hˆ(Xˆ1))v(hˆ(Xˆ1), µ2, ν2).
and Uˇ and Vˇ be defined as
Uˇ(Xˇ1, µ2, ν2) = pˇ(hˇ(Xˇ1))u(hˇ(Xˇ1), µ2, ν2) and Vˇ (Xˇ1, µ2, ν2) = pˇ(hˇ(Xˇ1))v(hˇ(Xˇ1), µ2, ν2).
Then,
WX1(U, V ) = WXˆ1(Uˆ , Vˆ ) = WXˇ1(Uˇ , Vˇ ).
Remark 2.16. We will use Xˆ1 and pˆ in Subsection 2.4 to obtain holomorphic properties and good esti-
mates in the variable ν2. Secondly, we will use Xˇ1 and pˇ in Subsection 2.5 to show that the characteristic
functions are bounded for (µ, ν) ∈ (iR)2.
2.3 Link between the scattering coefficients and the Weyl-Titchmarsh and
characteristic functions
In this Section, we follow [22], Section 3.3, and we make the link between the transmission and the
reflection coefficients, corresponding to the restriction of the transmission and the reflection operators on
each generalized harmonics, and the characteristic and Weyl-Titchmarsh functions defined in Subsection
2.2. First, we observe that the scattering operator defined in Theorem 1.24 leaves invariant the span
of each generalized harmonic Ym. Hence, it suffices to calculate the scattering operator on each vector
space generated by the Ym’s. To do this, we recall from Theorem 1.24 that, given any solution f =
um(x
1)Ym(x
2, x3) ∈ B? of (2.26), there exists a unique ψ(±)m = (ψ±0m, ψ(±)1m ) ∈ C2 such that
um(x
1) ' ω−(λ)
(
χ0(x
1)
1
2+iλψ
(−)
0m + χ1(A− x1)
1
2+iλψ
(−)
1m
)
− ω+(λ)
(
χ0(x
1)
1
2−iλψ(+)0m + χ1(A− x1)
1
2−iλψ(+)1m
)
, (2.52)
where ω± are given by (1.16) and the cutoff functions χ0 and χ1 are defined in (1.13). As in [22], we
would like to apply this result to the FSS {Sjn, j = 1, 2, n = 0, 1}. However we recall that Sjn are
solutions of Equation (2.45) and this Schro¨dinger equation was obtained from the Helmholtz equation
(2.26) by a change a variables and the introduction of a weight function (see (2.44)). We thus apply the
previous result to the functions
ujn(x
1, µ2, ν2) =
(
f1
s12
(x1)
) 1
4
Sjn(g(x
1), µ2, ν2), j ∈ {1, 2}, n ∈ {0, 1}. (2.53)
We first study the behaviour of the weight function at the two ends in the following Lemma.
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Lemma 2.17. When x1 → 0, (
f1
s12
(x1)
) 1
4
=
√
x1[1]0 ,
where
[1]0 = 1 +O((1 + | log(x1)|)−1−0).
The corresponding result at the end {x1 = A} is also true.
Proof. We first divide the Robertson condition (1.6) by s12 and we obtain that
f1
s12
=
(
det(S)
s12
)2
H21
s12
H22H
2
3
.
We use the hyperbolicity conditions given in (1.8)-(1.9) and Remark 1.22 to obtain that
det(S)
s12
= s
11
(x1)2 [1]0
H21
s12
= 1(x1)2 [1]0
H22 =
s11
(x1)2 [1]0
H23 =
s11
(x1)2 [1]0
.
The Lemma is then a direct consequence of these estimates.
Thanks to (2.47)-(2.48), (2.53) and Lemma 2.17, we obtain that when x1 → 0,
u10(x
1, µ2, ν2) ∼ (x1)1−iλ and u20(x1, µ2, ν2) ∼ 1
2iλ
(x1)1+iλ,
and when x1 → A,
u11(x
1, µ2, ν2) ∼ (A− x1)1−iλ and u21(x1, µ2, ν2) ∼ − 1
2iλ
(A− x1)1+iλ. (2.54)
We denote by ψ(−) = (ψ(−)0 , ψ
(−)
1 ) and ψ
(+) = (ψ
(+)
0 , ψ
(+)
1 ) the constants appearing in Theorem 1.24
corresponding to u10. Since u10 ∼ (x1)1−iλ when x1 → 0, we obtain that
ψ
(−)
0 = 0 and ψ
(+)
0 = −
1
ω+(λ)
.
We now write S10 as a linear combination of S11 and S21, i.e.
S10 = a1(µ
2
m, ν
2
m)S11 + b1(µ
2
m, ν
2
m)S21,
where
a1(µ
2
m, ν
2
m) = W (S10, S21) and b1(µ
2
m, ν
2
m) = W (S11, S10).
Thus, thanks to (2.53),
u10 = a1(µ
2
m, ν
2
m)u11 + b1(µ
2
m, ν
2
m)u21.
We then obtain, thanks to (2.54), that
ψ
(−)
1 = −
b1(µ
2
m, ν
2
m)
2iλω−(λ)
and ψ
(+)
1 = −
a1(µ
2
m, ν
2
m)
ω+(λ)
.
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Finally, we have shown that u10 satisfies the decomposition of Theorem 1.24 with
ψ(−) =
(
0
− b1(µ2m,ν2m)2iλω−(λ)
)
and ψ(+) =
( − 1ω+(λ)
−a1(µ2m,ν2m)ω+(λ)
)
. (2.55)
We follow the same procedure for u11 and we obtain the corresponding vectors
φ(−) =
(
b0(µ
2
m,ν
2
m)
2iλω−(λ)
0
)
and φ(+) =
(
−a0(µ2m,ν2m)ω+(λ)
− 1ω+(λ)
)
, (2.56)
where a0(µ
2
m, ν
2
m) = W (S11, S20) and b0(µ
2
m, ν
2
m) = W (S10, S11). We now recall that for all ψ
(−)
m ∈ C2
there exists a unique vector ψ
(+)
m ∈ C2 and um(x)Ym ∈ B? satisfying (2.26) for which the expansion (1.15)
holds. This defines the scattering matrix Sg(λ, µ
2
m, ν
2
m) as the 2× 2 matrix such that for all ψ(−)m ∈ C2
ψ(+)m = Sg(λ, µ
2
m, ν
2
m)ψ
(−)
m . (2.57)
Using the notation
Sg(λ, µ
2
m, ν
2
m) =
(
L(λ, µ2m, ν
2
m) TL(λ, µ
2
m, ν
2
m)
TR(λ, µ
2
m, ν
2
m) R(λ, µ
2
m, ν
2
m)
)
,
and, using the definition (2.57) of the partial scattering matrix together with (2.55)-(2.56), we find
Sg(λ, µ
2
m, ν
2
m) =
− 2iλω−(λ)ω+(λ) a0(µ2m,ν2m)b0(µ2m,ν2m) 2iλω−(λ)ω+(λ) 1b1(µ2m,ν2m)
− 2iλω−(λ)ω+(λ) 1b0(µ2m,ν2m)
2iλω−(λ)
ω+(λ)
a1(µ
2
m,ν
2
m)
b1(µ2m,ν
2
m)
 . (2.58)
In this expression of the partial scattering matrix, we recognize the usual transmission coefficients
TL(λ, µ
2
m, ν
2
m) and TR(λ, µ
2
m, ν
2
m) and the reflection coefficients L(λ, µ
2
m, ν
2
m) and R(λ, µ
2
m, ν
2
m) from the
left and the right respectively. Since they are written in terms of Wronskians of the Sjn, j = 1, 2, n = 0, 1,
we can make the link with the characteristic function (2.50) and the generalized Weyl-Titchmarsh function
(2.51) as follows. Noting that,
∆qν2m
(µ2m) = b1(µ
2
m, ν
2
m) = −b0(µ2m, ν2m) and Mqν2m (µ
2
m) =
a0(µ
2
m, ν
2
m)
b0(µ2m, ν
2
m)
,
we get,
L(λ, µ2m, ν
2
m) = −
2iλω−(λ)
ω+(λ)
Mqν2m
(µ2m) (2.59)
and
T (λ, µ2m, ν
2
m) = TL(λ, µ
2
m, ν
2
m) = TR(λ, µ
2
m, ν
2
m) =
2iλω−(λ)
ω+(λ)
1
∆qν2m
(µ2m)
. (2.60)
Finally, using the fact that the scattering operator is unitary (see Theorem 1.24) we obtain as in [22] the
equality
R(λ, µ2m, ν
2
m) =
2iλω−(λ)
ω+(λ)
∆qν2m
(µ2m)
∆qν2m
(µ2m)
Mqν2m
(µ2m). (2.61)
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2.4 A second construction of characteristic and Weyl-Titchmarsh functions
In Subsection 2.2 we defined the characteristic and the Weyl-Titchmarsh functions when −µ2m is the
spectral parameter. We can also define these functions when we put −ν2m as the spectral parameter. We
recall that the radial equation is given by (2.43). To choose −ν2 := −ν2m as the spectral parameter we
make the Liouville change of variables:
Xˆ1 = gˆ(x1) =
∫ x1
0
√
s13(t) dt
and we define
uˆ(Xˆ1, µ2, ν2) = u(hˆ(Xˆ1), µ2, ν2),
where hˆ = gˆ−1 and µ2 := µ2m. As in Subsection 3.1 we introduce a weight function and we define
Uˆ(Xˆ1, µ2, ν2) =
(
f1
s13
(hˆ(Xˆ1))
)− 14
u(hˆ(Xˆ1), µ2, ν2).
After calculation, we obtain that Uˆ(Xˆ1, µ2, ν2) satisfies, in the variable Xˆ1, the Schro¨dinger equation
− ¨ˆU(Xˆ1, µ2, ν2) + qˆµ2(Xˆ1, λ)U(Xˆ1, µ2, ν2) = −ν2U(Xˆ1, µ2, ν2), (2.62)
where,
qˆµ2(Xˆ
1, λ) =− (λ2 + 1)s11(Xˆ
1)
s13(Xˆ1)
+ µ2
s12(Xˆ
1)
s13(Xˆ1)
+
1
16
 ˙(log( f1(Xˆ1)
s13(Xˆ
1
)
))2 − 1
4
¨(
log
(
f1(Xˆ
1
)
s13(Xˆ
1
)
))
.
(2.63)
As in Subsection 2.2 we can prove the following Lemma.
Lemma 2.18. The potential qˆµ2 satisfies, at the end {Xˆ1 = 0},
qˆµ2(Xˆ
1, λ) = −λ
2 + 14
(Xˆ1)2
+ qˆ0,µ2(Xˆ
1, λ),
where Xˆ1qˆ0,µ2(Xˆ
1, λ) ∈ L1
(
0, Aˆ
1
2
)
with Aˆ1 = gˆ(A). Similarly, at the end {Xˆ1 = Aˆ1},
qˆµ2(Xˆ
1, λ) = − λ
2 + 14
(Aˆ1 − Xˆ1)2 + qˆAˆ1,µ2(Xˆ
1, λ),
where (Aˆ1 − Xˆ1)qˆAˆ1,µ2(Xˆ1, λ) ∈ L1
(
Aˆ1
2 , Aˆ
1
)
.
We can now follow the procedure of Subsection 2.2 to define the characteristic and Weyl-Titchmarsh
functions corresponding to Equation (2.62) using two fondamental systems of solutions. Thus, we can
define the characteristic functions
∆ˆqˆµ2 (ν
2) = W (Sˆ11, Sˆ10) and δˆqˆµ2 (ν
2) = W (Sˆ11, Sˆ20) (2.64)
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and the Weyl-Titchmarsh function
Mˆqˆµ2 (ν
2) = −W (Sˆ11, Sˆ20)
W (Sˆ11, Sˆ10)
= − δˆqˆµ2 (ν
2)
∆ˆqˆµ2 (ν
2)
. (2.65)
Thanks to Corollary 2.15 we immediately obtain the following Lemma.
Lemma 2.19.
∆qν2m
(µ2m) = ∆ˆqˆµ2m
(ν2m) and Mqν2m
(µ2m) = Mˆqˆµ2m
(ν2m), ∀m ≥ 1.
As in Subsection 2.2 the characteristic functions satisfies the following lemma.
Lemma 2.20. For any fixed µ the maps
ν 7→ ∆ˆqˆµ2 (ν2) = ∆qν2 (µ2) and ν 7→ δˆqˆµ2 (ν2) = δqν2 (µ2)
are entire.
2.5 A third construction of characteristic and Weyl-Titchmarsh functions
and application
The aim of this Subsection is to show that, if we allow the angular momenta to be complex numbers,
the characteristic functions ∆ and δ are bounded on (iR)2. Thus, in this Subsection µm and νm are
assume to be in iR. In Subsections 2.2 and 2.4 we defined the characteristic and the Weyl-Titchmarsh
functions with −µ2m and −ν2m as the spectral parameter respectively. We now make a third choice of
spectral parameter. We recall that the radial equation is given by (2.43) and we rewrite this equation as
−u′′ + 1
2
(log(f1))
′u′ − (λ2 + 1)s11u = −(µ2m + ν2m)
(
µ2ms12 + ν
2
ms13
µ2m + ν
2
m
)
u.
We put, for (y, y′) ∈ R2,
µ := µm = iy, ν := νm = iy
′, ω2 := µ2 + ν2 and rµ2,ν2(x1) :=
µ2s12(x
1) + ν2s13(x
1)
µ2 + ν2
.
Remark 2.21. There exist some positive constants c1 and c2 such that for all (µ, ν) ∈ (iR)2 and x1 ∈
(0, A),
0 < c1 ≤ rµ2,ν2(x1) ≤ c2 < +∞.
To choose −ω2 as the spectral parameter we make a Liouville change of variables (that depends on µ2
and ν2 and is a kind of average of the previous ones):
Xˇ1µ2,ν2 = gˇµ2,ν2(x
1) =
∫ x1
0
√
rµ2,ν2(t) dt.
For the sake of clarity, we put
Xˇ1 := Xˇ1µ2,ν2 and gˇ(x
1) := gˇµ2,ν2(x
1).
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We define
uˇ(Xˇ1, µ2, ν2) = u(hˇ(Xˇ1), µ2, ν2),
where hˇ = gˇ−1. As in Subsection 3.1, we introduce a weight function and we define
Uˇ(Xˇ1, µ2, ν2) =
(
f1
rµ2,ν2
(hˇ(Xˇ1))
)− 14
u(hˇ(Xˇ1), µ2, ν2).
After calculation, we obtain that Uˇ(Xˇ1, µ2, ν2) satisfies, in the variable Xˇ1, the Schro¨dinger equation
− ¨ˇU(Xˇ1, µ2, ν2) + qˇµ2,ν2(Xˇ1, λ)Uˇ(Xˇ1, µ2, ν2) = −ω2Uˇ(Xˇ1, µ2, ν2), (2.66)
where,
qˇµ2,ν2(Xˇ
1, λ) =− (λ2 + 1) s11(Xˇ
1)
rµ2,ν2(Xˇ1)
+
1
16
 ˙(log( f1(Xˇ1)
rµ2,ν2(Xˇ
1
)
))2 − 1
4
¨(
log
(
f1(Xˇ
1
)
rµ2,ν2(Xˇ
1
)
))
.
(2.67)
Lemma 2.22. The potential qˇµ2,ν2 satisfies, at the end {Xˇ1 = 0},
qˇµ2,ν2(Xˇ
1, λ) = −λ
2 + 14
(Xˇ1)2
+ qˇ0,µ2,ν2(Xˇ
1, λ),
where Xˇ1qˇ0,µ2,ν2(Xˇ
1, λ) ∈ L1
(
0, Aˇ
1
2
)
with Aˇ1 = gˇ(A) and qˇ0,µ2,ν2 is uniformly bounded for (µ, ν) ∈ (iR)2.
Similarly, at the end {Xˇ1 = Aˇ1},
qˇµ2,ν2(Xˇ
1, λ) = − λ
2 + 14
(Aˇ1 − Xˇ1)2 + qˇAˇ1,µ2,ν2(Xˇ
1, λ),
where (Aˇ1 − Xˇ1)qˇAˇ1,µ2,ν2(Xˇ1, λ) ∈ L1
(
Aˇ1
2 , Aˇ
1
)
with Aˇ1 = gˇ(A) and qˇAˇ1,µ2,ν2 is uniformly bounded for
(µ, ν) ∈ (iR)2.
Remark 2.23. Thanks to Remark 2.21, we immediately obtain that there exist some positive constants
A− and A+ such that for all (µ, ν) ∈ (iR)2,
A− ≤ Aˇ1 =: Aˇ1µ2,ν2 ≤ A+.
Once more, we follow the procedure of Subsection 2.2 to define the characteristic and Weyl-Titchmarsh
functions corresponding to Equation (2.66) using two fondamental systems of solutions {Sˇj0}j=1,2 and
{Sˇj1}j=1,2 satisfying the asymptotics (2.47)-(2.48). Thus, we define the characteristic function
∆ˇqˇµ2,ν2 (ω
2) = W (Sˇ11, Sˇ10), (2.68)
and the Weyl-Titchmarsh function
Mˇqˇµ2,ν2 (ω
2) = −W (Sˇ11, Sˇ20)
W (Sˇ11, Sˇ10)
=: − δˇqˇµ2,ν2 (ω
2)
∆ˇqˇµ2,ν2 (ω
2)
. (2.69)
As in Subsection 2.4, Lemma 2.19, we can use the Corollary 2.15 to prove the following Lemma.
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Lemma 2.24.
∆qν2 (µ
2) = ∆ˇqˇµ2,ν2 (ω
2) and Mqν2 (µ
2) = Mˇqˇµ2,ν2 (ω
2), ∀(µ, ν) ∈ (iR)2.
We finish this Subsection following the proof of Proposition 3.2 of [22] and proving the following Propo-
sition.
Proposition 2.25. For ω = iy, where ±y ≥ 0, when |ω| → ∞,
∆ˇqˇµ2,ν2 (ω
2) =
Γ(1− iλ)2
pi22iλ
ω2iλe±λpi2 cosh
(
ωAˇ1 ∓ λpi) [1],
δˇqˇµ2,ν2 (ω
2) =
Γ(1− iλ)Γ(1 + iλ)
2iλpi
2 cosh
(
ωAˇ1
)
[1],
Mˇqˇµ2,ν2 (ω
2) = −Γ(1 + iλ)
2e∓λpi22iλ
2iλΓ(1− iλ) ω
−2iλ cosh
(
ωAˇ1
)
cosh
(
ωAˇ1 ∓ λpi) [1],
where [1] = O
(
1
(log |ω|)
)
when |ω| → ∞ with  = min(0, 1).
Proof. The only difference with Proposition 3.2 of [22] is the fact that our potential qµ2,ν2 depends on the
angular momenta µ2 and ν2. However, since qˇ0,µ2,ν2 is uniformly bounded for (µ, ν) ∈ (iR)2, we obtain
Proposition 2.25 without additional complication.
Corollary 2.26. There exists C > 0 such that for all (µ, ν) ∈ (iR)2,
|∆qν2 (µ2)| = |∆ˇqˇµ2,ν2 (ω2)| ≤ C
and
|δqν2 (µ2)| = |δˇqˇµ2,ν2 (ω2)| ≤ C.
Proof. This corollary is an immediate consequence of Proposition 2.25, Remark 2.23 and the definition
of ω2 = µ2 + ν2 ≤ 0 when (µ, ν) ∈ (iR)2.
3 The inverse problem at fixed energy for the angular equations
The aim of this Section is to show the uniqueness of the angular part of the Sta¨ckel matrix i.e. of the
second and the third lines. First, we prove that the block(
s22 s23
s32 s33
)
is uniquely determined by the knowledge of the scattering matrix at a fixed energy using the fact that
the scattering matrices act on the same space and the first invariance described in Proposition 1.16.
Secondly, we use the decomposition on the generalized harmonics and the second invariance described in
Proposition 1.16 to prove the uniqueness of the coefficients s21 and s31. We finally show the uniqueness
of the coupled spectrum which will be useful in the study of the radial part.
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3.1 A first reduction and a first uniqueness result
We first recall that (see (1.10)),
g =
(dx1)2 + dΩ2T 2 + P (x
1, x2, x3, dx1, dx2, dx3)
(x1)2
and
g˜ =
(dx1)2 + d˜Ω
2
T 2 + P˜ (x
1, x2, x3, dx1, dx2, dx3)
(x1)2
.
Our main assumption is
Sg(λ) = Sg˜(λ),
where the equality holds as operators acting on L2(T 2, dV oldΩT 2 ;C2) with
dV oldΩT 2 =
√
det(dΩ2T 2).
Thus, √
det(dΩ2T 2) =
√
det(d˜Ω
2
T 2),
since these operators have to act on the same space. Since,
dΩ2T 2 = s
11((dx2)2 + (dx3)2) and d˜Ω
2
T 2 = s˜
11((dx2)2 + (dx3)2),
this equality implies that
s11 = s˜11. (3.70)
Using Remark 1.22, we can obtain more informations from this equality. Indeed, we first note that,
s11 = s22s33 − s23s32
= s22s33 − (1 + s22)(1 + s33)
= −1− s22 − s33.
Thus, the equality (3.70), allows us to obtain
s22 − s˜22 = s˜33 − s33.
Since the left-hand side only depends on the variable x2 and the right-hand side only depends on the
variable x3, we can deduce that there exists a constant c ∈ R such that
s22 − s˜22 = c = s˜33 − s33.
Using Remark 1.22 again, we can thus write(
s22 s23
s32 s33
)
=
(
s˜22 s˜23
s˜32 s˜33
)
+ c
(
1 1
−1 −1
)
,
or equivalently, (
s22 s23
s32 s33
)
=
(
s˜22 s˜23
s˜32 s˜33
)
G,
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where
G =
(
1− c −c
c 1 + c
)
,
is a constant matrix with determinant equals to 1. Moreover, as it was mentioned in Proposition 1.16, if
Sˆ is a second Sta¨ckel matrix such that(
si2 si3
)
=
(
sˆi2 sˆi3
)
G, ∀i ∈ {1, 2, 3},
then
g = gˆ,
since
si1 = sˆi1, ∀i ∈ {1, 2, 3}.
The presence of the matrix G is then due to an invariance of the metric g. We can thus assume that
G = I2. We conclude that (
s22 s23
s32 s33
)
=
(
s˜22 s˜23
s˜32 s˜33
)
. (3.71)
3.2 End of the inverse problem for the angular part
The aim of this Subsection is to show that the coefficients s21 and s31 are uniquely defined. First, since
{Y˜m}m≥1 is a Hilbertian basis of L2(T 2, s11dx2dx3), we can deduce that, for all m ∈ N \ {0}, there exists
a subset Em ⊂ N \ {0} such that
Ym =
∑
p∈Em
cpY˜p.
We recall that, thanks to (2.29), (
H
L
)
=
1
s11
(
s32 −s22
−s33 s23
)(
A2
A3
)
,
where Aj , j ∈ {2, 3}, were defined in (2.28). Clearly,(
A2
A3
)
= T
(
H
L
)
, (3.72)
where
T = −
(
s23 s22
s33 s32
)
.
We recall that
T˜ = −
(
s˜23 s˜22
s˜33 s˜32
)
= T.
We finally deduce from (3.72) that
−
(
∂22
∂23
)
= T
(
H
L
)
+ (λ2 + 1)
(
s21
s31
)
and we then obtain that
T
(
H
L
)
+ (λ2 + 1)
(
s21
s31
)
= T
(
H˜
L˜
)
+ (λ2 + 1)
(
s˜21
s˜31
)
. (3.73)
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Lemma 3.1. For all m ≥ 1,
H˜
 ∑
p∈Em
cpY˜p
 = ∑
p∈Em
cpH˜(Y˜p) and L˜
 ∑
p∈Em
cpY˜p
 = ∑
p∈Em
cpL˜(Y˜p).
Proof. We recall that H˜ is selfadjoint. Thus the operator (H˜ + i)−1 is bounded. Similarly the operator
(H˜ + i)−1H˜ is bounded. Thus,
(H˜ + i)−1H˜
 ∑
p∈Em
cpY˜p
 = ∑
p∈Em
cp(H˜ + i)
−1H˜(Y˜p)
= (H˜ + i)−1
 ∑
p∈Em
cpH˜(Y˜p)
 .
Multiplying by (H˜+i) from the left we obtain the result of the Lemma. Note that the sum
∑
p∈Em cpH˜(Y˜p)
is finite because the coefficients cp are sufficiently decreasing. Indeed, we note that cp = 〈Ym, Y˜p〉 and
we can use integration by parts with the help of the operator H and the Weyl law on the eigenvalues to
obtain the decay we want.
Remark 3.2. If Em, m ∈ N \ {0}, are finite then Lemma 3.1 is obvious. In fact, following the idea of
[22] Proposition 4.1, we could obtain that this sets are finite using asymptotics of the Weyl-Titchmarsh
function.
Applying (3.73) to the vector of generalized harmonics(
Ym
Ym
)
=
(∑
p∈Em cpY˜p∑
p∈Em cpY˜p
)
we obtain, thanks to Lemma 3.1 and (2.34), that,(
T
(
H
L
)
+ (λ2 + 1)
(
s21
s31
))(
Ym
Ym
)
=
(
T
(
µ2m
ν2m
)
+ (λ2 + 1)
(
s21
s31
))(
Ym
Ym
)
=
∑
p∈Em
cp
(
T
(
µ2m
ν2m
)
+ (λ2 + 1)
(
s21
s31
))(
Y˜p
Y˜p
)
and (
T
(
H
L
)
+ (λ2 + 1)
(
s21
s31
))(
Ym
Ym
)
=
∑
p∈Em
cp
(
T
(
H˜
L˜
)
+ (λ2 + 1)
(
s˜21
s˜31
))(
Y˜p
Y˜p
)
=
∑
p∈Em
cp
(
T
(
µ˜2p
ν˜2p
)
+ (λ2 + 1)
(
s˜21
s˜31
))(
Y˜p
Y˜p
)
.
Hence, ∑
p∈Em
cp
(
T
(
µ2m
ν2m
)
+ (λ2 + 1)
(
s21
s31
))(
Y˜p
Y˜p
)
=
∑
p∈Em
cp
(
T
(
µ˜2p
ν˜2p
)
+ (λ2 + 1)
(
s˜21
s˜31
))(
Y˜p
Y˜p
)
.
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Since {Y˜p}p≥1 is a Hilbertian basis we deduce from this equality that for all m ≥ 1, for all p ∈ Em,
T
(
µ2m
ν2m
)
+ (λ2 + 1)
(
s21
s31
)
= T
(
µ˜2p
ν˜2p
)
+ (λ2 + 1)
(
s˜21
s˜31
)
. (3.74)
We deduce from (3.74) that, (
µ˜2p − µ2m
ν˜2p − ν2m
)
= (λ2 + 1)T−1
(
s21 − s˜21
s31 − s˜31
)
.
Since the right-hand side is independent of m and p, we can deduce from this equality that there exists
a constant vector (
c1
c2
)
,
such that (
µ˜2p
ν˜2p
)
=
(
µ2m
ν2m
)
+
(
c1
c2
)
,
and (
s21
s31
)
=
(
s˜21
s˜31
)
+
1
λ2 + 1
T
(
c1
c2
)
. (3.75)
From (3.75), we immediately deduce that{
s21(x
2) = s˜21(x
2)− C1s23(x2)− C2s22(x2)
s31(x
3) = s˜31(x
3)− C1s33(x3)− C2s32(x3)
, (3.76)
where Ci =
ci
λ2+1 for i ∈ {1, 2}. We recall that
g =
3∑
i=1
H2i (dx
i)2 with H2i =
det(S)
si1
∀i ∈ {1, 2, 3}.
Since the minors si1 only depend on the second and the third column, they don’t change under the
transformation given in (3.76). Thus, as mentioned in the Introduction, Proposition 1.16, recalling that
the determinant of a matrix doesn’t change if we add to the first column a linear combination of the
second and the third columns, we conclude that the equalities (3.76) describe an invariance of the metric
g under the definition of the Sta¨ckel matrix S. We can then choose Ci = 0, i ∈ {1, 2}, i.e. c1 = c2 = 0.
Finally, we have shown that (
s21
s31
)
=
(
s˜21
s˜31
)
. (3.77)
From the definition of the operators L and H given by (2.29), we deduce from (3.71) and (3.77) that
H = H˜ and L = L˜.
We then conclude that these operators have the same eigenfunctions, i.e. we can choose
Ym = Y˜m, ∀m ≥ 1 (3.78)
and the same coupled spectrum (
µ2m
ν2m
)
=
(
µ˜2m
ν˜2m
)
, ∀m ≥ 1. (3.79)
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4 The inverse problem at fixed energy for the radial equation
The aim of this Section is to show that the radial part of the Sta¨ckel matrix, i.e. the first line, is
uniquely determined by the knowledge of the scattering matrix. We first use a multivariable version of
the Complex Angular Momentum method to extend the equality of the Weyl-Titchmarsh functions (valid
on the coupled spectrum) to complex angular momenta. In a second time, we use the Borg-Marchenko
Theorem (see for instance [32, 50]) to obtain the uniqueness of the quotients
s11
s12
and
s11
s13
.
4.1 Complexification of the Angular Momenta
We recall that, thanks to our main assumption in Theorem 1.25, (3.78)-(3.79) and (2.59), we know that,
M(µ2m, ν
2
m) = M˜(µ
2
m, ν
2
m), ∀m ≥ 1, (4.80)
where
M(µ2m, ν
2
m) = Mqν2m
(µ2m) = Mqˆµ2m
(ν2m)
and
M˜(µ2m, ν
2
m) = Mq˜ν2m
(µ2m) = M ˜ˆqµ2m
(ν2m).
The aim of this Subsection is to show that
M(µ2, ν2) = M˜(µ2, ν2), ∀(µ, ν) ∈ C2 \ P, (4.81)
where P is the set of points (µ, ν) ∈ C2 such that (µ2, ν2) is a pole of M and M˜ , or equivalently which
is a zero of ∆ and ∆˜. Usually, in the Complexification of the Angular Momentum method there is
only one angular momentum which we complexify using uniqueness results for holomorphic functions in
certain classes. In [23], there are two independent angular momenta and the authors are able to use the
Complexification of the Angular Momentum method for only one angular momentum. Here, we cannot
fix one angular momentum and let the other one belong to C since the two angular momenta are not
independent (see Lemma 2.9). We thus have to complexify simultaneously the two angular momenta
and we then need to use uniqueness results for multivariable holomorphic functions. Therefore, to obtain
(4.81) we want to use the following result given in [9, 10].
Theorem 4.1. Let K be an open cone in R2 with vertex the origin and T (K) = {z ∈ C2, Re(z) ∈ K}.
Suppose that f is a bounded and an analytic function on T (K). Let E be a discrete subset of K such
that for some constant h > 0, |e1 − e2| ≥ h, for all (e1, e2) ∈ E. Let n(r) = #E ∩ B(0, r). Assume that
f vanishes on E. Then f is identically zero if
lim
n(r)
r2
> 0, r → +∞.
We first introduce the function
ψ : C2 → C
(µ, ν) 7→ ∆˜(µ2, ν2)δ(µ2, ν2)−∆(µ2, ν2)δ˜(µ2, ν2) ,
with,
δ(µ2, ν2) = δqν2 (µ
2) = δqˆµ2 (ν
2),
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where δqν2 (µ
2) and δqˆµ2 (ν
2) were defined in (2.50) and
∆(µ2, ν2) = ∆qν2 (µ
2) = ∆qˆµ2 (ν
2),
where ∆qν2 (µ
2) and ∆qˆµ2 (ν
2) were defined in (2.64). Our aim is then to show that ψ is identically zero.
Lemma 4.2. The map ψ is entire as a function of two complex variables.
Proof. We use Hartogs Theorem (see for instance [39]) which states that a function of two complex
variables is holomorphic if and only if this function is holomorphic with respect to each variable separately.
Indeed, thanks to Lemmas 2.13 and 2.20, we can then immediately conclude.
To use Theorem 4.1 we need the following estimate on the function ψ.
Lemma 4.3. There exist some positive constants C, A and B such that
|ψ(µ, ν)| ≤ CeA|Re(µ)|+B|Re(ν)|, ∀(µ, ν) ∈ C2.
Proof. The proof of this Lemma consists in four steps.
Step 1: We claim that for all fixed ν ∈ C there exists a constant C1(ν) such that for all µ ∈ C
|ψ(µ, ν)| ≤ C1(ν)eA|Re(µ)|.
To obtain this estimate we study the solutions Sj0 and Sj1 defined in Subsection 2.2. First, we show that
for j ∈ {1, 2},
|Sj0(X1, µ2, ν2)| ≤ C(ν)e
|Re(µ)|X1
|µ| 12 ,
|S′j0(X1, µ2, ν2)| ≤ C(ν)|µ|
1
2 e|Re(µ)|X
1
,
|Sj1(X1, µ2, ν2)| ≤ C(ν)e
|Re(µ)|(A1−X1)
|µ| 12 ,
|S′j1(X1, µ2, ν2)| ≤ C(ν)|µ|
1
2 e|Re(µ)|(A
1−X1).
As in [22], we can show by an iterative procedure that
|Sj0(X1, µ2, ν2)| ≤ C
(
X1
1 + |µ|X1
) 1
2
e|Re(µ)|X
1
exp
(∫ X1
0
t|q0,ν2(t)|
1 + |µ|t dt
)
. (4.82)
Recall now that, thanks to the asymptotically hyperbolic structure, we have for all X1 ∈ (0, X10 ), where
X10 ∈ (0, A1) is fixed,
t|q0,ν2(t)| ≤ C(1 + ν
2)
t(1 + | log(t)|)1+0 , ∀t ∈ (0, X).
Thus, as shown in Subsection 3.1 of [22],∫ X1
0
t|q0,ν2(t)|
1 + |µ|t dt ≤ (1 + ν
2)O
(
1
(log(|µ|))0
)
. (4.83)
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We can then conclude
|Sj0(X1, µ2, ν2)| ≤ C(ν)e
|Re(µ)|X1
|µ| 12 .
The result on S′j0(X
1, µ2, ν2) is obtained similarly using the estimate on the derivative of the Green
kernel given in Proposition 3.1 of [22]. By symmetry, we also obtain the corresponding estimates on
Sj1(X
1, µ2, ν2) and S′j1(X
1, µ2, ν2). We can then conclude that
∆(µ2, ν2) = ∆qν2 (µ
2) = W (S11, S10)
and
δ(µ2, ν2) = δqν2 (µ
2) = W (S11, S20),
satisfy
|∆(µ2, ν2)| ≤ C1(ν)eA|Re(µ)| and |δ(µ2, ν2)| ≤ C1(ν)eA|Re(µ)|, ∀(µ, ν) ∈ C2.
Finally, we have shown that
|ψ(µ, ν)| ≤ C1(ν)eA|Re(µ)|, ∀(µ, ν) ∈ C2.
Step 2: We can also show that for all fixed µ ∈ C there exists a constant C2(µ) such that for all ν ∈ C
|ψ(µ, ν)| ≤ C2(µ)eAˆ|Re(ν)|.
To obtain this estimate we use the strategy of the first step on Equation (2.62) with potential (2.63)
introduced in Subsection 2.4.
Step 3: Thanks to Corollary 2.26, there exists a constant C such that for all (y, y′) ∈ R2,
|ψ(iy, iy′)| ≤ C. (4.84)
Step 4: We finish the proof of the Lemma by the use of the Phragme´n-Lindelo¨f Theorem (see [11] Theorem
1.4.3). We first fix ν ∈ iR. Thus, the application µ 7→ ψ(µ, ν) satisfies{
|ψ(µ, ν)| ≤ C1(ν)eA|Re(µ)|, ∀µ ∈ C, (Step 1)
|ψ(µ, ν)| ≤ C, ∀µ ∈ iR, (Step 3) .
Thanks to the Phragme´n-Lindelo¨f Theorem, we deduce from these equalities that
|ψ(µ, ν)| ≤ CeA|Re(µ)|, ∀(µ, ν) ∈ C× iR.
We now fix µ ∈ C, then the application ν 7→ ψ(µ, ν) satisfies{
|ψ(µ, ν)| ≤ C2(µ)eB|Re(ν)|, ∀ν ∈ C, (Step 1)
|ψ(µ, ν)| ≤ CeA|Re(µ)|, ∀ν ∈ iR .
Thus, using once more the Phragme´n-Lindelo¨f Theorem, we obtain
|ψ(µ, ν)| ≤ CeA|Re(µ)|+B|Re(ν)|, ∀(µ, ν) ∈ C2.
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We apply Theorem 4.1 with
K = (R+)2 and F (µ, ν) = ψ(µ, ν)e−Aµ−Bν .
Lemma 4.4. The application F is bounded and holomorphic on
T ((R+)2) = {(µ, ν) ∈ C2, (Re(µ),Re(ν)) ∈ R+ × R+}.
Proof. This lemma is an immediate consequence of Lemmas 4.2 and 4.3.
We now recall that (µ2m, ν
2
m), m ≥ 1, denotes the coupled spectrum of the operators H and L. We note
that µ2m and ν
2
m tend to +∞, as m→ +∞. Therefore, there exists M ≥ 1 such that µ2m ≥ 0 and ν2m ≥ 0
for all m ≥M . We then set
EM = {(|µm|, |νm|), m ≥M}.
Thanks to Equation (4.80), we note that, the application F satisfies
F (µm, νm) = 0, ∀m ≥M,
since
ψ(µm, νm) = 0, ∀m ≥M. (4.85)
Moreover, since the characteristic functions are, by definition, even functions with respect to µ and ν, we
obtain that
F (|µm|, |νm|) = F (µm, νm) = 0, ∀m ≥M,
i.e. that F vanishes on EM .
Remark 4.5. We emphasize that EM denotes the set of eigenvalues counted with multiplicity (which
is at most 4). Since we need a separation property given in the following Lemma to apply the Bloom’s
Theorem, we have to consider a new set, also denoted by EM , which corresponds to the previous set of
eigenvalues counted without multiplicity. To obtain this separation property on the coupled spectrum EM ,
we also need to restrict our analysis to a suitable cone given in the following Lemma.
Lemma 4.6. We set
C = {(µ2, θ2µ2), c1 +  ≤ θ2 ≤ c2 − }, 0 <  << 1, (4.86)
where
c1 = max
(
−s32
s33
)
and c2 = min
(
−s22
s23
)
.
In that case, there exists h > 0 such that |e1 − e2| ≥ h for all (e1, e2) ∈ (EM ∩ C)2, e1 6= e2.
Proof. See Appendix B.
Remark 4.7. We note that, as we have shown in Lemma 2.9, we know that there exist real constants
C1, C2, D1 and D2 such that for all m ≥ 1,
C1µ
2
m +D1 ≤ ν2m ≤ C2µ2m +D2,
where
C1 = min
(
−s32
s33
)
> 0 and C2 = −min
(
s22
s23
)
> 0.
We then easily obtain that
0 < C1 ≤ c1 < c2 ≤ C2.
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Lemma 4.8. We set
n(r) = #EM ∩B(0, r) ∩ C,
where C was defined in (4.86), then
lim
n(r)
r2
> 0, r → +∞.
Proof. See Appendix C.
Remark 4.9. We emphasize that the number of points of the coupled spectrum n(r) we use to apply
the Bloom’s Theorem is not exactly the one we compute in the framework of Colin de Verdie`re. Indeed,
Colin de Verdie`re computes the number of points of the coupled spectrum counting multiplicity whereas
n(r) denotes the number of points of the coupled spectrum counting without multiplicity. However, as we
have seen before (see Remark 2.7) the multiplicity of a coupled eigenvalue is at most 4. Therefore, n(r)
is greater than the quarter of the number computed in the work of Colin de Verdie`re and is thus still of
order r2.
We can then use Theorem 4.1 on the cone C to conclude that
F (µ, ν) = 0, ∀(µ, ν) ∈ C2.
From this equality we immediately deduce that
M(µ2, ν2) = M˜(µ2, ν2), ∀(µ, ν) ∈ C2 \ P,
where P is the set of points (µ, ν) ∈ C2 such that (µ2, ν2) is a zero of the characteristic functions ∆ and
∆˜.
4.2 Inverse problem for the radial part
With the help of a multivariable version of the Complex Angular Momentum method we have shown
M(µ2, ν2) = M˜(µ2, ν2), ∀(µ, ν) ∈ C2 \ P,
where P is the set of points (µ, ν) ∈ C2 such that (µ2, ν2) is a zero of the characteristic function ∆. By
definition, it means that
Mqν2 (µ
2) = Mq˜ν2 (µ
2), ∀(µ, ν) ∈ C2 \ P,
where Mqν2 (µ
2) was defined in (2.51). We can thus use the celebrated Borg-Marchenko Theorem in the
form given in [22, 32] and recalled in the Introduction (see (1.21)-(1.22)) to obtain that
qν2m(X
1, λ) = q˜ν2m(X
1, λ), ∀m ≥ 1, ∀X1 ∈ (0, A1).
Thanks to (2.46), and since the previous equality is true for all m ≥ 1, we then have, for all X1 ∈ (0, A1),
s13(X
1)
s12(X1)
=
s˜13(X
1)
s˜12(X1)
(4.87)
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and
−(λ2 + 1)s11(X
1)
s12(X1)
+
1
16
(
˙(
log
(
f1(X1)
s12(X1)
)))2
− 1
4
¨(
log
(
f1(X1)
s12(X1)
))
=− (λ2 + 1) s˜11(X
1)
s˜12(X1)
+
1
16
 ˙(log( f˜1(X1)
s˜12(X1)
))2 − 1
4
¨(
log
(
f˜1(X
1)
s˜12(X1)
))
. (4.88)
We want to rewrite this equation as a Cauchy problem for a second order non-linear differential equation
with boundary conditions at the end {X1 = 0}. To do that, we put
f =
s11
s12
, h =
s12
f1
, l =
s13
s12
= l˜ and u =
(
h
h˜
) 1
4
.
We can thus rewrite (4.88) into the form
u′′ +
1
2
(log(h˜))′u′ + (λ2 + 1)(f˜ − f)u = 0. (4.89)
Using the Robertson condition (1.6) we can write
s11
s12
= f = −s
12
s11
− l s
13
s11
+ h(ls32 − s33)(s23 − ls22). (4.90)
Remark 4.10. Thanks to (4.90), we see that we can write s11s12 as a function of
s13
s12
and f1s12 , i.e.
s11
s12
= Φ
(
s13
s12
,
f1
s12
)
and
s˜11
s˜12
= Φ
(
s13
s12
,
f˜1
s˜12
)
, (4.91)
where
Φ(X,Y ) = −s
12
s11
−X s
13
s11
+
1
Y
(Xs32 − s33)(s23 −Xs22).
Thus, to show that
s11
s12
=
s˜11
s˜12
,
it is sufficient by (4.87) to prove that
f1
s12
=
f˜1
s˜12
.
From (4.90), we deduce that
f − f˜ = (h− h˜)(ls32 − s33)(s23 − ls22)
= h˜(u4 − 1)(ls32 − s33)(s23 − ls22).
Finally, using this last equality, we can rewrite (4.89) as
u′′ +
1
2
(log(h˜))′u′ + (λ2 + 1)h˜(ls32 − s33)(s23 − ls22)(u5 − u) = 0. (4.92)
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Lemma 4.11. The function u defined by
u =
(
h
h˜
) 1
4
,
satisfies
u(0) = 1 and u′(0) = 0.
Proof. The proof is a consequence of the fact that the asymptotically hyperbolic structures given in the
third point of Definition 1.8 are the same on the two manifolds.
We thus study the Cauchy problem{
u′′ + 12 (log(h˜))
′u′ + (λ2 + 1)h˜(ls32 − s33)(s23 − ls22)(u5 − u) = 0
u(0) = 1 and u′(0) = 0
. (4.93)
We immediately note that u = 1 is a solution of (4.93). By uniqueness of the Cauchy problem for the
ODE (4.93) we conclude that u = 1. We then have shown that
f1
s12
=
f˜1
s˜12
and, using (4.87) and (4.91), we can conclude that
s11
s12
=
s˜11
s˜12
and
s11
s13
=
s˜11
s˜13
. (4.94)
5 Resolution of the inverse problem
We can now finish the resolution of our inverse problem. We first note that
g =
3∑
i=1
H2i (dx
i)2 = ψ?g′,
where
g′ =
H21
s12
(dX1)2 +H22 (dx
2)2 +H23 (dx
3)2,
where ψ is the diffeomorphism (equal to the identity at the compactified ends {x1 = 0} and {x1 = A})
corresponding to the Liouville change of variables in the first variable
X1 =
∫ x1
0
√
s12(s) ds.
Similarly,
g˜ =
3∑
i=1
H˜2i (dx
i)2 = ψ˜?g˜′,
where
g˜′ =
H˜21
s˜12
(dX˜1)2 + H˜22 (dx
2)2 + H˜23 (dx
3)2,
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where ψ˜ is the diffeomorphism (equal to the identity at the compactified ends {x1 = 0} and {x1 = A})
corresponding to the same Liouville change of variables in the first variable for the second manifold. We
note that, thanks to the Borg-Marchenko Theorem, we can identify
A1 = A˜1.
We now note that, thanks to (4.94),
H21
s12
=
det(S)
s12s11
=
s11
s12
+
s12
s11
+
s13
s12
s13
s11
=
H˜21
s˜12
,
H22 =
det(S)
s21
=
s11
s12
s11 + s12 + s13s12 s
13
s13
s12
s32 − s33 = H˜
2
2
and
H23 =
det(S)
s31
=
s11
s12
s11 + s12 + s13s12 s
13
s23 − s13s12 s22
= H˜23 .
We can then deduce from these equalities that
g′ = g˜′.
Finally, we have shown that there exists a diffeomorphism Ψ := ψ−1ψ˜ such that
g˜ = Ψ?g,
where Ψ is the identity at the two ends.
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A Proof of Proposition 1.17
The aim of this Appendix is to prove Proposition 1.17 which we recall here.
Proposition A.1. Let S be a Sta¨ckel matrix with corresponding metric gS. There exists a Sta¨ckel matrix
Sˆ with gSˆ = gS and such that 
sˆ12(x
1) > 0 and sˆ13(x
1) > 0, ∀x1
sˆ22(x
2) < 0 and sˆ23(x
2) > 0, ∀x2
sˆ32(x
3) > 0 and sˆ33(x
3) < 0, ∀x3
lim
x1→0
s12(x
1) = lim
x1→0
s13(x
1) = 1
. (C)
Proof. The proof of this Proposition consists in three steps and uses the riemannian structure and the
invariances of the metric described in Proposition 1.16. We first show that the coefficients of the second
and the third columns are non-negative or non-positive functions. Secondly, we show that these coeffi-
cients can be assumed to be positive or negative functions. Finally, we show that we can find a Sta¨ckel
matrix with the same associated metric and satisfying the condition (C).
Step 1: We claim that for all (i, j) ∈ {1, 2, 3} × {2, 3}, sij ≥ 0 or sij ≤ 0. Since the proof is similar for
the third column we just give the proof for the second one. First, if one of the functions s12, s22 and
s32 is identically zero, the two others cannot vanish on their intervals of definition since the minors s
11,
s21 and s31 cannot vanish. Thus, in this case we immediately obtain that si2 ≥ 0 or si2 ≤ 0 for all
i ∈ {1, 2, 3}. We can thus assume that there exists a triplet (x10, x20, x30) such that s12(x10) 6= 0, s22(x20) 6= 0
and s32(x
3
0) 6= 0. Without loss of generality, we assume that det(S) > 0 and si1 > 0 for all i ∈ {1, 2, 3}.
From the positivity property of the minors we can deduce that, according to the sign of the quantities
s12(x
1
0), s22(x
2
0) and s32(x
3
0),
• s12(x10) > 0, s22(x20) > 0 and s32(x30) > 0: This case is impossible since the minors s11, s21 and s31
cannot be all positive.
• s12(x10) > 0, s22(x20) < 0 and s32(x30) > 0:
s33(x
3
0)
s32(x30)
<
s23(x
2
0)
s22(x20)
<
s13(x
1
0)
s12(x10)
. (A.95)
• s12(x10) > 0, s22(x20) > 0 and s32(x30) < 0:
s13(x
1
0)
s12(x10)
<
s33(x
3
0)
s32(x30)
<
s23(x
2
0)
s22(x20)
. (A.96)
• s12(x10) > 0, s22(x20) < 0 and s32(x30) > 0:
s23(x
2
0)
s22(x20)
<
s13(x
1
0)
s12(x10)
<
s33(x
3
0)
s32(x30)
. (A.97)
Since the four cases corresponding to the case s12(x
1
0) < 0 are similar, we just treat the four cases above.
Assume, for instance, that there exists α20 such that s22(α
2
0) = 0. We want to show that s22 does not
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change of sign. We denote by I the maximal interval (possibly reduced to α20) containing α
2
0 such that
s22(x
2) = 0 for all x2 ∈ I. Since the minors s11 and s31 are non-vanishing quantities, the functions s12
and s32 can then not vanish. Thus, there exists two real constants c1 and c2 such that
c1 ≤ s13
s12
≤ c2 and c1 ≤ s33
s32
≤ c2, (A.98)
i.e. these quotients are bounded. Moreover, s23(x
2) 6= 0 for all x2 ∈ I and by continuity there exists
an interval J such that I ( J and s23(x2) 6= 0 for all x2 ∈ J . If we assume that s22 changes sign in a
neighbourhood of I we obtain that for all  > 0 there exist y20 ∈ J and y21 ∈ J such that
0 < s22(y
2
0) <  and −  < s22(y21) < 0.
Thus, for all M > 0 there exist, y20 ∈ J and y21 ∈ J such that
s23(y
2
0)
s22(y20)
> M and
s23(y
2
1)
s22(y21)
< −M.
We thus obtain a contradiction between (A.98) and each of the equalities (A.95), (A.96) and (A.97). We
can then conclude that s22(x
2) ≥ 0 or s22(x2) ≤ 0. The proof is similar for s12 and s32.
Step 2: We show, thanks to the first invariance given in Proposition 1.16, that there exists a Sta¨ckel
matrix having the same associated metric as S and such that for all (i, j) ∈ {1, 2, 3} × {2, 3}, sij > 0 or
sij < 0. We recall that there is at most one vanishing function sij , (i, j) ∈ {1, 2, 3} × {2, 3}, per column
since the minors s11, s21 and s31 are non-zero quantities. We assume that one coefficient of the second
column vanishes. By symmetry, we can assume that this is s12, i.e. that s12(x
1
0) = 0 at one point x
1
0. We
first assume that s23 and s33 do not vanish. In this case, there exists a real a ≥ 1 such that
|s23| < a|s22| and |s33| < a|s32|
and a real constant b ≥ 1 such that
|s22| < b|s23| and |s32| < b|s33|.
We now search a 2× 2 constant invertible matrix G such that the coefficients of the new Sta¨ckel matrix,
obtained by the transformation given in the first point of Proposition 1.16, are positive or negative. For
instance, if s12 and s13 have the same sign, we put
G =
(
a 1
1 b
)
and we thus obtain a new Sta¨ckel matrix whose second and third columns areas12 + s13 s12 + bs13as22 + s23 s22 + bs23
as32 + s33 s32 + bs33
 .
We can easily show that these six components are positive or negative (we recall that s12 and s13 cannot
vanish simultaneously). However, if s12 and s13 have different signs, we put
G =
(
a −1
−1 b
)
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and we also obtain positive or negative components. If s23 or s33 vanish we just have to choose the
suitable constants a and b using the fact there is at most one vanishing function in the third column.
Step 3: Finally, we show, thanks to the first invariance given in Proposition 1.16 and the riemannian
structure, that there exists a Sta¨ckel matrix having the same associated metric as S and satisfying the
condition (C) of Definition 1.8. We recall that thanks, to the second step, we can assume that the Sta¨ckel
matrix S satisfies sij > 0 or sij < 0 for all (i, j) ∈ {1, 2, 3} × {2, 3}. We recall that the metric g is
riemannian if and only if det(S), s11, s21 and s31 have the same sign. Without loss of generality, we
assume that these quantities are all positive. We recall that according to the sign of the functions s12,
s22 and s32 the inequalities (A.95)-(A.97) are satisfied. We thus have to treat different cases according
to the sign of the components of the Sta¨ckel matrix. We first want to obtain the sign conditions in (C).
Since the proof are similar in the other cases, we just give the proof in the case
s12 > 0, s22 < 0 and s32 > 0.
We then give, in each case, the matrix G ∈ GL2(R) such that the transformation given in the first
invariance of Proposition 1.16 provides us the signs we want.
• If s13 > 0, s23 < 0 and s33 > 0: We put
G =
(
1 −1
0 b
)
,
where
s13
s12
< b <
s23
s22
<
s33
s32
,
and we obtain the required signs. Indeed, we obtain that the second and the third column of the
new Sta¨ckel matrix are given by s12 −s12 + bs13s22 −s22 + bs23
s32 −s32 + bs33

which has the desired signs thanks to our choice of constant b.
• If s13 > 0, s23 > 0 and s33 < 0: We put G = I2.
• If s13 > 0, s23 < 0 and s33 < 0: We put
G =
(
1 −1
0 b
)
,
where
s33
s32
<
s13
s12
< b <
s23
s22
.
As previously, the case s13 < 0 is similar and we thus omit its proof. Up to this point, we proved that
we can assume that 
s12(x
1) > 0 and s13(x
1) > 0, ∀x1
s22(x
2) < 0 and s23(x
2) > 0, ∀x2
s32(x
3) > 0 and s33(x
3) < 0, ∀x3
. (A.99)
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Finally, we just have to use once more the invariance with respect to the multiplication of the second and
the third column by an invertible constant 2× 2 matrix G to obtain that we can assume that
lim
x1→0
s12(x
1) = lim
x1→0
s13(x
1) = 1.
Indeed, we just have to set
G =
( 1
α 0
0 1β
)
,
where,
α = lim
x1→0
s12(x
1) > 0 and β = lim
x1→0
s13(x
1) > 0.
The result then follows.
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B Proof of Lemma 4.6
The aim of this Appendix is to prove Lemma 4.6 which we recall here.
Lemma B.1. We set
EM = {(|µm|, |νm|), m ≥M}
and
C = {(µ2, θ2µ2), c1 +  ≤ θ2 ≤ c2 + }, 0 <  << 1,
where
c1 = max
(
−s32
s33
)
and c2 = min
(
−s22
s23
)
.
In that case, there exists h > 0 such that |e1 − e2| ≥ h for all (e1, e2) ∈ (EM ∩ C)2, e1 6= e2.
Proof. We recall that the coupled spectrum was defined in Remark 2.6 by
HYm = µ
2
mYm and LYm = ν
2
mYm, ∀m ≥ 1, (B.100)
where H and L are commuting, elliptic and selfadjoint operators of order two. Writing Ym(x
2, x3) =
vm(x
2)wm(x
3), we obtain that (B.100) is equivalent to
−v′′m(x2) +
[−(λ2 + 1)s21(x2) + µ2ms22(x2) + ν2ms23(x2)] vm(x2) = 0, (B.101)
and
−w′′m(x3) +
[−(λ2 + 1)s31(x3) + µ2ms32(x3) + ν2ms33(x3)]wm(x3) = 0, (B.102)
where vm and wm are periodic functions, i.e.{
vm(0) = vm(B) and v
′
m(0) = v
′
m(B)
wm(0) = wm(C) and w
′
m(0) = w
′
m(C)
. (B.103)
We first consider Equation (B.101) which we rewrite as
−v′′ − (λ2 + 1)s21v = µ2
[−s22 − θ2s23] v,
where v := vm, µ
2 := µ2m, ν
2 := ν2m and
θ2 :=
ν2
µ2
.
In the following we will consider Schro¨dinger equations associated with (B.101)-(B.102) whose spectral
parameter is µ2 which tends to +∞. Moreover, these equations depend on the parameter θ2 which is
always bounded in a suitable cone we introduce now. We recall that, as we have shown in Lemma 2.9,
there exist real constants C1, C2, D1 and D2 such that for all m ≥ 1,
C1µ
2
m +D1 ≤ ν2m ≤ C2µ2m +D2,
where
C1 = min
(
−s32
s33
)
> 0 and C2 = −min
(
s22
s23
)
> 0.
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Let  > 0 be fixed, we then consider θ2 such that
c1 +
D1
µ2
+  ≤ θ2 ≤ c2 + D2
µ2
− , (B.104)
where
c1 = max
(
−s32
s33
)
and c2 = min
(
−s22
s23
)
.
We note that
0 < C1 ≤ c1 < c2 ≤ C2.
This implies that, for sufficiently large µ2, there exists δ > 0 such that
−s22 − θ2s23 ≥
(
− D2
µ2
)
s23 ≥ δ > 0 (B.105)
and
−s32 − θ2s33 ≥
(
+
D1
µ2
)
(−s33) ≥ δ > 0. (B.106)
For such a θ2, we can thus proceed to the Liouville change of variables
X2 =
∫ x2
0
√
−s22(t)− θ2s23(t) dt,
in Equation (B.101). This new variable thus satisfies X2 ∈ [0, B˜(θ2)], where
B˜(θ2) =
∫ B
0
√
−s22(t)− θ2s23(t) dt. (B.107)
Finally, we set
V (X2) =
[−s22(x2(X2))− θ2s23(x2(X2))] 14 v(x2(X2)).
This new function then satisfies in the variable X2 the Schro¨dinger equation
−V¨ 2(X2) +Qθ2(X2)V (X2) = µ2V (X2), (B.108)
where µ2 is the spectral parameter, Qθ2(X
2) is uniformly bounded with respect to θ2 satisfying (B.104)
and for such a θ2,
Qθ2(X
2) = O(1).
We now search the couples (µ2, θ2) such that (B.108) admits periodic solutions. We define {C0, S0} and
{C1, S1} the usual Fondamental Systems of Solutions of (B.108), i.e.
C0(0) = 1, C˙0(0) = 0, S0(0) = 0 and S˙0(0) = 1,
and
C1(B˜) = 1, C˙1(B˜) = 0, S1(B˜) = 0 and S˙1(B˜) = 1.
We recall that these functions are analytic and even with respect to µ. We write the solutions V of
(B.108) as
V = αC0 + βS0 = γC1 + δS1,
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where α, β, γ and δ are real constants. Thus,
V (0) = α, V˙ (0) = 0, V (B˜) = γ and V˙ (B˜) = δ.
V is then a periodic function if and only if
V (0) = V (B˜) ⇔ α = γ ⇔ W (V, S0) = W (V, S1)
and
V˙ (0) = V˙ (B˜) ⇔ β = δ ⇔ W (C0, V ) = W (C1, V ),
where W (f, g) = fg′ − f ′g denotes the Wronskian of two functions f and g. In other words, V is a
periodic solution of (B.108) if and only if
W (V, S0 − S1) = W (C0 − C1, V ) = 0. (B.109)
We thus add to the Equation (B.108) the boundary conditions (B.109) and we define the corresponding
characteristic functions. In other words, we defined
∆1(µ
2, θ2) = W (C0 − C1, S0 − S1) = 2−W (C0, S1)−W (C1, S0).
We emphasize that ∆1(µ
2, θ2) vanishes if and only if there exists a periodic solution of (B.108) for (µ2, θ2).
The asymptotics of W (C0, S1) and W (C1, S0) are well known (see for instance [23, 31]). Indeed, we know
that
W (C0, S1) = cos
(
µB˜(θ2)
)
×
(
1 +O
(
1
µ
))
(B.110)
and
W (C1, S0) = cos
(
µB˜(θ2)
)
×
(
1 +O
(
1
µ
))
, (B.111)
where µ =
√
µ2 (we do not have to precise the sign of µ since the characteristic functions are even
functions). We then obtain that
∆1(µ
2, θ2) = 0 ⇔ 2− 2 cos
(
µB˜(θ2)
)
+O
(
1
µ
)
= 0. (B.112)
Using the Rouche´’s Theorem (see for instance [31]) we can then deduce that the couples (µ2, θ2) satisfying
(B.112) are close for large µ to the couples (µ2, θ2) satisfying
2− 2 cos
(
µB˜(θ2)
)
= 0 ⇔ cos
(
µB˜(θ2)
)
= 1.
The solutions of this last equation are
µ =
2mpi
B˜(θ2)
, m ∈ Z,
for θ2 satisfying (B.104) and m sufficiently large. Finally, we recall that B˜(θ2) is given by (B.107). Thus,
since s23 is a positive function, the map B˜ is strictly decreasing with respect to θ
2 ∈ [c1 + , c2 − ]. The
map 1
B˜(θ2)
is then strictly increasing. We can summarize these facts on the following picture:
63
Figure 2: First approximation of the coupled spectrum
We do the same analysis on the Equation (B.102). We recall that if θ2 satisfies (B.104) then the inequality
(B.106) is satisfied for µ2 sufficiently large. We can thus set
X3 =
∫ x3
0
√
−s32(t)− θ2s33(t) dt.
This new variable satisfies X3 ∈ [0, C˜(θ2)], where
C˜(θ2) =
∫ C
0
√
−s32(t)− θ2s33(t) dt. (B.113)
We then set
W (X3) =
[−s32(x3(X3))− θ2s33(x3(X3))] 14 w(x3(X3)).
This function then satisfies, in the variable X3, the Schro¨dinger equation
−W¨ 2(X3) + Q˜θ2(X3)W (X3) = µ2W (X3), where Q˜θ2(X3) = O(1), (B.114)
for θ2 satisfying (B.104) and µ2 sufficiently large. As previously, we obtain that (B.114) has a periodic
solution if and only if
∆2(µ
2, θ2) := 2−W (C0, S1)−W (C1, S0) = 0.
Thanks to the asymptotics (B.110)-(B.111) we obtain that
∆2(µ
2, θ2) = 0 ⇔ 2− 2 cos
(
µC˜(θ2)
)
+O
(
1
µ
)
= 0.
Using once more the Rouche´’s Theorem, we obtain that the couples (µ2, θ2) satisfying the previous
equality are close for large µ to the couples satisfying
cos
(
µC˜(θ2)
)
= 1, i.e. µ2 =
2pik
C˜(θ2)
, k ∈ Z,
where k is sufficiently large and θ2 satisfies Equation (B.104). We recall that C˜(θ2) is given by (B.113).
Since s33 is a negative function, the map C˜ is strictly increasing for θ
2 ∈ [c1 + , c2 − ]. The map 1C˜(θ2)
is then strictly decreasing. We can summarize these facts on the following picture:
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Figure 3: Second approximation of the coupled spectrum
The coupled spectrum Λ = {(µ2m, ν2m), m ≥ 1}, or equivalently the coupled spectrum (µ2m, θ2m), is then
given by
Λ = {∆1(µ2, θ2) = 0} ∩ {∆2(µ2, θ2) = 0},
since for all (µ2m, ν
2
m) ∈ Λ, there exists simultaneously a periodic solution of (B.108) and a periodic
solution of (B.114). Using the previous two figures we obtain the following one on which the coupled
spectrum corresponds to the intersection between the previous curves:
Figure 4: The coupled spectrum
We now want to use this particular structure of the coupled spectrum to prove Lemma 4.6. We work on
the plane (µ, θ) and we set ν = θµ, with 0 < α1 ≤ θ ≤ α2, where
α1 =
√
c21 +  and α2 =
√
c22 − ,
with  > 0. We recall that for large m we can approximate µm by
µm =
2mpi
B˜(θ2)
,
where
B˜(θ2) =
∫ B
0
√
−s22(t)− θ2s23(t) dt.
We first want to show that the curves drawn in the first Figure are uniformly separated. In other words,
we show that there exists δ > 0 such that the distance between two successive curves is greater than δ.
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Precisely, we want to show that there exists δ > 0 such that for large m and for all (θ1, θ2) ∈ [α1, α2]2,
|µm+1(θ2)− µm(θ1)|+ |θ2µm+1(θ2)− θ1µm(θ1)| ≥ δ. (B.115)
If we note,
d = |µm+1(θ2)− µm(θ1)|,
we immediately obtain that (B.115) is equivalent to
d+ |dθ2 + (θ2 − θ1)µm(θ1)| ≥ δ. (B.116)
We now use the mean value Theorem on the map 1
B˜(θ2)
and we thus obtain
1
B˜(θ22)
=
1
B˜(θ21)
+ e(ξ)(θ22 − θ21),
where
e(ξ) = − B˜
′(ξ2)
B˜(ξ2)2
> 0,
with ξ ∈ (θ1, θ2). Actually, we can show that there exist two positive constants e1 and e2 such that
0 < e1 ≤ e(ξ) ≤ e2, ∀ξ ∈ [α1, α2].
We then easily obtain that
d =
∣∣∣∣ 2piB˜(θ21) + 2(m+ 1)pie(ξ)(θ1 + θ2)(θ1 − θ2)
∣∣∣∣ .
Using the triangle inequality we thus obtain that
2(m+ 1)pie(ξ)(θ1 + θ2)|θ1 − θ2| ≥ 2pi
B˜(θ21)
− d. (B.117)
We thus have to study different cases.
Case 1: If
d ≥ 2pi
B˜(θ21)
,
we easily obtain
|µm+1(θ2)− µm(θ1)|+ |θ2µm+1(θ2)− θ1µm(θ1)| ≥ d ≥ 2pi
B˜(θ21)
.
Case 2: If
d <
2pi
B˜(θ21)
,
then (B.117) gives us
|θ1 − θ2| > 2pi − dB˜(θ
2
1)
2(m+ 1)pie(ξ)(θ1 + θ2)B˜(θ21)
.
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Thus,
µm(θ1)|θ1 − θ2| = 2mpi
B˜(θ21)
|θ1 − θ2|
>
m
m+ 1
2pi − dB˜(θ21)
e(ξ)(θ1 + θ2)B˜(θ21)
2
>
2pi − dB˜(α21)
4e2α2B˜(α21)
2
.
We note that
dθ2 <
2pi − dB˜(α21)
4e2α2B˜(α21)
2
⇔ d < 2pi
(4θ2e2α2B˜(α21) + 1)B˜(α
2
1)
.
If
d >
2pi
(4θ2e2α2B˜(α21) + 1)B˜(α
2
1)
,
then as in the Case 1, we easily obtain
|µm+1(θ2)− µm(θ1)|+ |θ2µm+1(θ2)− θ1µm(θ1)| ≥ d ≥ δ.
If
d <
2pi
(4θ2e2α2B˜(α21) + 1)B˜(α
2
1)
,
we then obtain
|µm+1(θ2)− µm(θ1)|+ |θ2µm+1(θ2)− θ1µm(θ1)|
= d+ |dθ2 + (θ2 − θ1)µm(θ1)|
= d+ |θ2 − θ1|µm(θ1)− dθ2
> d+
2pi − dB˜(α21)
4e2α2B˜(α21)
2
− dθ2
=
pi
2e2α2B˜(α21)
2
+ d
(
1− 1
4e2α2B˜(α21)
− θ2
)
.
We note that there exists d0 > 0 such that for all d < d0,
d
(
1− 1
4e2α2B˜(α21)
− θ2
)
> − pi
4e2α2B˜(α21)
2
.
Thus, for all d < d0, we immediately obtain
|µm+1(θ2)− µm(θ1)|+ |θ2µm+1(θ2)− θ1µm(θ1)| ≥ pi
4e2α2B˜(α21)
2
≥ δ.
Moreover, if d ≥ d0 we conclude as in the Case 1.
We thus have shown that the curves of the first Figure are uniformly separated. Since, the same analysis
is also true for the second Figure we have shown Lemma 4.6.
67
C Proof of Lemma 4.8
The aim of this Appendix is to prove Lemma 4.8 which we recall here.
Lemma C.1. We set
n(r) = #EM ∩B(0, r) ∩ C,
where
EM = {(|µm|, |νm|), m ≥ 1},
without multiplicity. Then,
lim
n(r)
r2
> 0, r → +∞.
Proof. To prove the Lemma we use the work of Colin de Verdie`re on the coupled spectrum of commuting
pseudodifferential operators in [18, 19]. We recall that the operators L and H are defined by (2.29) and
satisfy (2.34). Since we proved in Lemma 2.5 that H and L are semibounded operators, we can say that
there exists M ∈ R such that L+M and H +M are positive operators. We set
P1 =
√
L+M and P2 =
√
H +M.
The operators P1 and P2 are commuting, selfadjoint pseudodifferential operators of order 1 such that
P 21 +P
2
2 is an elliptic operator. These operators are thus in the framework of [18]. The principal symbol
of P1 and P2 are given by
p1(x, ξ) =
√
−s33
s11
ξ22 +
s23
s11
ξ23 and p2(x, ξ) =
√
s32
s11
ξ22 −
s22
s11
ξ23 , (C.118)
respectively. We put
p(x, ξ) = (p1(x, ξ), p2(x, ξ)),
where x := (x2, x3), ξ := (ξ2, ξ3) and (x, ξ) is a point on the cotangent bundle of T 2, i.e. T ?T 2. We will
apply Theorem 0.7 of [18] to P1 and P2. We recall here this result adapted to our framework.
Theorem C.2. Let C be a cone of R˙2 = R2 \{(0, 0)}, with piecewise C1 boundary such that ∂C∩W = ∅,
where ∂C is the boundary of C and W is the set of critical values of p. We then have
#{λ ∈ C ∩ Λ, |λ| ≤ r} = 1
4pi2
volΩ
(
p−1(C ∩B(0, r)))+O(r),
where Λ is the coupled spectrum of P1 and P2 and Ω = dx
2 ∧ dx3 ∧ dξ2 ∧ dξ3.
Thus, to use Theorem C.2, we have to determine the set W of critical values of p. We first have to
determine the critical points of p i.e. the points for which the differential of p is not onto. The differential
of p is given by (we omit the variables)
Dp(x, ξ) =
−1
4p1p2
(
∂2
(
s33
s11
)
ξ22 − ∂2
(
s23
s11
)
ξ23 ∂3
(
s33
s11
)
ξ22 − ∂3
(
s23
s11
)
ξ23 2
s33
s11 ξ2 −2 s23s11 ξ3−∂2
(
s32
s11
)
ξ22 + ∂2
(
s22
s11
)
ξ23 −∂3
(
s32
s11
)
ξ22 + ∂3
(
s22
s11
)
ξ23 −2 s32s11 ξ2 2 s22s11 ξ3
)
.
We compute the six 2× 2 minors of this matrix and we search the points (x, ξ) for which all these minors
vanish. After calculation, we obtain that (x, ξ) is a critical point of p if and only if the four following
conditions are satisfied: 
ξ2ξ3 = 0
ξ3∂2(s22)(ξ
2
2 + ξ
2
3) = 0
ξ2∂3(s33)(ξ
2
2 + ξ
2
3) = 0
∂2(s22)∂3(s33)(ξ
2
2 + ξ
2
3)
2 = 0
.
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Thus, there are four cases to study according to the vanishing of ∂2(s22) and ∂3(s33). We finally obtain
that
W =

(0, 0) if ∂2(s22) 6= 0 and ∂3(s33) 6= 0
D1 if ∂2(s22) = 0 and ∂3(s33) 6= 0
D2 if ∂2(s22) 6= 0 and ∂3(s33) = 0
D1 ∪ D2 if ∂2(s22) = 0 and ∂3(s33) = 0
,
where
D1 = {t(√s23,
√−s22), t ≥ 0} and D2 = {t(
√−s33,√s32), t ≥ 0},
where s22, s23 = s22 + 1, s33 and s32 = s33 + 1 are constants according to the case we study. We now
recall that in Theorem C.2, we have to choose a cone C such that ∂C ∩W = ∅ and we want to study the
set
p−1(C ∩B(0, r)) = p−1(C) ∩ p−1(B(0, r)).
Let r > 0, we first study the set p−1(B(0, r)). We recall that there exists a constant c1 > 0 such that
max
(
−s33
s11
,
s23
s11
,
s32
s11
,−s22
s11
)
≤ c1.
Thus, if (ξ2, ξ3) ∈ B
(
0, r√
2c1
)
and (x2, x3) ∈ T 2, then
‖p(x, ξ)‖ =
√
p1(x, ξ) + p2(x, ξ) ≤
√
2c1(ξ22 + ξ
2
3) ≤ r.
We deduce from this fact that
T 2 ×B
(
0,
r√
2c1
)
⊂ p−1(B(0, r)). (C.119)
We now study the set p−1(C). We have to divide our study in four cases as we have seen before.
Case 1: ∂2(s22) 6= 0 and ∂3(s33) 6= 0. In this case we just have to avoid the point {(0, 0)}. We consider
the cone
C = {(x, y) ∈ R2 such that  ≤ x,  ≤ y},  > 0.
Figure 5: Case 1
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By definition
p−1(C) = {(x, ξ) ∈ T 2 × R2,  ≤ p1(x, ξ),  ≤ p2(x, ξ)}
and since there exists c2 > 0 such that
c2 ≤ min
(
−s33
s11
,
s23
s11
,
s32
s11
,−s22
s11
)
,
there exists η > 0 such that
T 2 × (R2 \B(0, η)) ⊂ p−1(C).
Case 2: ∂2(s22) = 0 and ∂3(s33) 6= 0. We have to avoid the half-line D1 which has slope β1 =
√
−s22
s23
. We
consider the cone
C = {(x, y) ∈ R2 such that  ≤ x,  ≤ y ≤ β1x− },  > 0.
Figure 6: Case 2
As in the first case, there is η > 0 such that
p1(x, ξ) ≥ , ∀(x, ξ) ∈ T 2 × (R2 \B(0, η))
and
p2(x, ξ) ≥ , ∀(x, ξ) ∈ T 2 × (R2 \B(0, η)).
The last condition can be rewritten as
p2(x, ξ) ≤ β1p1(x, ξ)−  ⇔
√
s32
s11
ξ22 −
s22
s11
ξ23 ≤
√−s22
s23
√
−s33
s11
ξ22 +
s23
s11
ξ23 − 
⇔
√
s32
s11
ξ22 −
s22
s11
ξ23 ≤
√
s22s33
s23s11
ξ22 −
s22
s11
ξ23 − .
We recall that, thanks to the condition given in Remark 1.18,
s22s33
s23
> s32.
Thus, there exists  > 0 small enough such that
p2(x, ξ) ≤ β1p1(x, ξ)− , ∀(x, ξ) ∈ T 2 × R2.
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Finally, we have shown that for such an , there exists η > 0 such that
T 2 × (R2 \B(0, η)) ⊂ p−1(C).
Case 3: ∂2(s22) 6= 0 and ∂3(s33) = 0. We have to avoid the half-line D2 which has slope β2 =
√
− s32s33 .
We consider the cone
C = {(x, y) ∈ R2 such that  ≤ x, β2x+  ≤ y},  > 0,
Figure 7: Case 3
and we show, as in the second case, that for  > 0 small enough there exists η > 0 such that
T 2 × (R2 \B(0, η)) ⊂ p−1(C).
Case 4: ∂2(s22) = 0 and ∂3(s33) = 0. We have to avoid D1∪D2 which have slopes α1 and α2 respectively.
We consider the cone
C = {(x, y) ∈ R2 such that  ≤ x, β2x+  ≤ y ≤ β1x− },  > 0.
Figure 8: Case 4
As in the first case, there is η > 0 such that
p1(x, ξ) ≥ , ∀(x, ξ) ∈ T 2 × (R2 \B(0, η))
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and, as in the second and the third cases, there exists  > 0 small enough such that
p2(x, ξ) ≤ β1p1(x, ξ)− , ∀(x, ξ) ∈ T 2 × R2
and
β2p1(x, ξ) +  ≤ p2(x, ξ), ∀(x, ξ) ∈ T 2 × R2.
Thus, for  > 0 small enough, there exists η > 0 such that
T 2 × (R2 \B(0, η)) ⊂ p−1(C).
In conclusion, we have shown that in any cases there exists η > 0 such that
T 2 × (R2 \B(0, η)) ⊂ p−1(C). (C.120)
Moreover, in each case the cone C defined in (4.86) is, by definition, included in the cone C we considered
and we can thus apply Theorem C.2 to this cone. Therefore, thanks to (C.119)-(C.120) we thus have
shown that for r > 0 large enough
T 2 ×
(
B
(
0,
r√
2c1
)
\B(0, η)
)
⊂ p−1(C) ∩ p−1(B(0, r)) = p−1(C ∩B(0, r)). (C.121)
From the inclusion (C.121) we can deduce that there exists a constant c > 0 such that
cr2 ≤ 1
4pi2
volΩ
(
B
(
0,
r√
2c1
)
\B(0, η)
)
≤ 1
4pi2
volΩ
(
p−1(C ∩B(0, r))) .
Thanks to Theorem C.2, we can then conclude that there exists c > 0 such that
#{λ ∈ C ∩ Λ, |λ| ≤ r} ≥ cr2.
Finally, we recall that
Λ = {(
√
µ2m +M,
√
ν2m +M), m ≥ 1}
and we note that, thanks to the fact that µ2m → +∞ and ν2m → +∞, as m→ +∞,√
µ2m +M ∼ |µm| and
√
ν2m +M ∼ |νm|, m→ +∞.
We recall that
n(r) = #{λ ∈ C ∩ EM , |λ| ≤ r},
without multiplicity, whereas the result obtained before was computed counting multiplicity. However,
the multiplicity of the coupled eigenvalues is at most 4 (see Remark 2.7). Thus, even if it means divide
by 4, we can conclude that
lim
n(r)
r2
> 0, r → +∞.
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