Rayleigh functionals are the generalization of Rayleigh quotients for matrices to nonlinear eigenvalue problems. While analyzing the state of the art we address some problems concerning the existing definitions and give different new ones. These new definitions are more general in that they allow complex eigenvalues and operators. However, in order to obtain local existence and uniqueness, we need to restrict to target eigentriplets (λ * , x * , y * ) with right and left normalized eigenvectors x * , y * such that α * = y H * Ṫ (λ * )x * / = 0 and to sufficiently good eigenvector approximations defining the Rayleigh functional. As there is a one-sided and a two-sided Rayleigh quotient, we introduce the one-sided and the two-sided Rayleigh functional. We estimate the quality of the Rayleigh functional in terms of the angles between target eigenvectors and their approximations and derive perturbation bounds and first order perturbation results of the same kind and order as known for linear problems. We show that stationarity holds in the same way.
0 and to sufficiently good eigenvector approximations defining the Rayleigh functional. As there is a one-sided and a two-sided Rayleigh quotient, we introduce the one-sided and the two-sided Rayleigh functional. We estimate the quality of the Rayleigh functional in terms of the angles between target eigenvectors and their approximations and derive perturbation bounds and first order perturbation results of the same kind and order as known for linear problems. We show that stationarity holds in the same way. We conclude with an analysis of the so called generalized Rayleigh quotient proposed by Lancaster for matrix polynomials. We study the connection between this generalized Rayleigh quotient and the two-sided Rayleigh functional, and compare another variant without left eigenvector approximations with the one-sided Rayleigh functional.
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Introduction
The Rayleigh quotient, although introduced by Rayleigh [14] already in 1873, still plays an enormous role in linear eigenvalue computations, not only in the famous single-vector Rayleigh quotient iteration [17, 18] , but also in block methods [3, 1, 5] , and during inner iterations of projection methods as JacobiDavidson [26] corresponding to Rayleigh-Ritz procedures.
Recently, also projection methods for the solution of the nonlinear eigenvalue problem
where T ( . ) : D ⊂ C → C n×n is a matrix-valued mapping, have been developed as, e.g., the nonlinear Jacobi-Davidson method [2] and the nonlinear Arnoldi method [33] . There projected problems of the form
are generated when applying Ritz-Galerkin conditions on the residual where the columns of the n × m matrix U form an orthonormal basis for the search subspace im U the dimension m of which is small with respect to n. When Petrov-Galerkin conditions are posed, then projected problems of the type
arise. Here the search space im U is different from the space im V of test vectors spanned by the orthonormal n × m matrix V .
These projected problems are m-dimensional nonlinear eigenvalue problems and have to be solved when left and right eigenvectors of T are computed as is done by the generalized Jacobi-Davidson method [24] and the nonlinear version of the two-sided Jacobi-Davidson method [21, 9] .
Let (λ, u = Uc) be a Ritz pair corresponding to (1. Let us note that Lancaster [11] for the special case of matrix polynomials defines a generalization of the two-sided Rayleigh quotient in an explicit way by setting p L (λ, u, v) is such a condition we were looking for. Let us emphasize that λ * is not supposed to be geometrically simple. If dim ker T(λ * ) > 1 then we have to look for such eigenvectors x * ∈ ker T (λ * ), y * ∈ ker T (λ * )
H which satisfy (1.8), cf. Example 11 in Section 4.2.1 below.
However, if λ * is geometrically simple, i.e., if dim ker T (λ * ) = 1, i.e., ker T (λ * ) = span {x * } , ker T (λ * ) H = span {y * } , cf. [24, 16] . In fact, we even have that condition (1.10) is equivalent to the two conditions (1.9) and (1.8), see [21] . Hence, condition (1.8) is always fulfilled for algebraically simple eigenvalues λ * , and the normalized eigenvectors x * , y * are then unique up to phase factors. Though always satisfied for linear problems T(λ) = A − λI where we haveα * = x H * (−I)x * = −1, this condition need not to be fulfilled even if λ * is simple, cf. Example 22 in Section 5.2.
In the proofs we will use the singular value decomposition (SVD) of T (λ * ) that is given by
where
n×n , containing the left and right singular vectors, are unitary. Obviously, λ * is geometrically simple if an only if Σ 1 is nonsingular, i.e., if σ n−1 > 0.
Rayleigh functionals
In this Section, a short review about Rayleigh functionals as well as some new settings used in this paper will be given.
Rayleigh quotients and functionals -a historical survey
For one-dimensional subspaces U = u and V = v and a linear operator T (λ) = A − λI, the solution vectors c of (1.2) and d, e of (1.3) are scalars so that these equations reduce to
respectively. The solutions are 
it does not depend on λ and is identical with p(u, v).
The standard Rayleigh quotient p(u) =: p(u, A) has some nice properties [18] : 
Minimal residual: Given
with equality only when θ = p(u).
Let us discuss the stationarity of the Rayleigh quotient. Actually we cannot speak of stationarity, since p(u) = u H Au/u H u is not differentiable with respect to u if u is a complex vector. However, in the literature this is rather ignored, and we will follow the nomenclature by extending the definition of stationarity to the complex case as follows:
i.e., if the first order terms in a perturbation expansion vanish identically.
An illustrative example is the squared norm f (z):= z 2 = z H z which is not complex differentiable but has the (exact) perturbation expansion
Obviously, z = 0 is the only stationary point. Definition 1 includes the real differentiable case where we have ∇f (z) = 0 when f is stationary at z. An evaluation of the term p(u + s) − p(u) for u = x * shows the stationarity of the Rayleigh quotient for normal matrices, immediately. This computation shows also that the Rayleigh quotient is not stationary for non-normal matrices, in general. This is cured by the two-sided Rayleigh quotient p(u, v) which was developed in [17] . For the two-sided Rayleigh quotient, homogeneity and translation invariance hold as well, but the boundedness property fails [18] . Now, consider the nonlinear eigenvalue problem (1.1). In this paper we suppose that the following assumption is satisfied: Assumption 2. Let λ * ∈ C be given, and let T ( . ) : D ⊂ C → C n×n be a matrix valued function. Suppose that there is a radius τ * > 0 such that the disc S(λ * , τ * ):={λ ∈ C : |λ − λ * | τ * } is contained in int D and thatṪ exists and is Lipschitz continuous on S(λ * , τ * ) with some constant L > 0, i.e., that
Obviously this assumption is equivalent to the assumption that T( . ) is holomorphic on an open neighborhood of λ * ∈ int D. Hence, all derivatives exist, and we can take L = max{ T (λ) : λ ∈ S(λ * , τ * )} as Lipschitz constant. However, if both T and λ are real then it suffices to suppose that
Different attempts to find generalizations of the Rayleigh quotient that work for certain nonlinear eigenvalue problems have been made, cf. [11, 10, 27, 6, 25] , which provide actual quotients. In general, some of the desirable properties of the Rayleigh quotient are lost for the generalized quotients.
The Rayleigh functional was introduced in [4] for quadratic overdamped systems and treated later on in [7, 8, 19] for multi-parametric and nonlinear operators. We recall the definition from [7] for real symmetric T( . ): Let p be a continuous real-valued functional on R n \ {0} subject to the following
Such a functional p is called Rayleigh functional for T ( . ).
All cited authors considered mostly real-valued, continuous p and symmetric operators. If they have considered also complex vectors, then they have assumed existence and differentiability of p(u) beforehand. For real vectors u, the implicit function theorem can be applied to obtain the locally unique existence and differentiability of p up to the same order as T (λ) is differentiable, provided that u is sufficiently close to the exact eigenvector x * . Condition (2.7) guarantees that the desired eigenvalue is simple for Hermitian operators with real eigenvalues, provided that it is geometrically simple.
To make the abstract definition of a Rayleigh functional more understandable we consider some examples:
• For the generalized eigenvalue problem • For the quadratic problem
which yields, provided that u H A l u = 0, which has up to m distinct solutions. The question which one to take is essential. In this sense, it is not obvious how to find a continuous mapping p( . ), as was assumed to exist in [19, 7, 4] . For instance in case of the quadratic problem, we have a continuous mapping, if we take the root λ + of (2.9), but it is not clear whether this will give the eigenvalue. This question is neither asked nor answered in the cited publications. Definition (2.4)-(2.7) is restricted to a set of real eigenvalues for different types of problems, and has been used to derive variational principles analogously to the well-known principles for matrices, cf. [8, 13, 19, 30, 31, 36] . Voss and Werner [35] examined nonoverdamped problems where the Rayleigh functional is defined only on a proper subset, and proved a minmax principle generalizing the characterization of Poincaré. Voss [32] added, more recently, the maxmin characterization corresponding to the characterization of Courant, Fischer and Weyl, and a minmax principle for nonlinear eigenproblems which are continuous in λ, but do not need to be differentiable [34] .
When problems of a more general structure, which do not have subsets with real eigenvalues only, are considered, existence and convergence properties of a matching Rayleigh functional are not always clear and have to our knowledge not been shown yet in the complex case.
New settings
In this section, we discuss and extend the definition of a Rayleigh functional to arbitrary problems with complex eigenvalues, and introduce appropriate functionals. For the following analysis we define the set of vectors u that are admissible for the Rayleigh functional p, depending on the angle to the exact eigenvector x * , as
and we only require the additional assumption (Ṫ(p(u))u, u) / = 0 instead of (2.7). Then, the new setting, defining the one-sided nonlinear Rayleigh functional, will be
(2.14)
for some 0 < ε < π/2 and τ * > 0.
We will see that we cannot prove (local) existence using linearization via Banach's contraction mapping theorem without condition (1.8). However, since, in general, methods using the one-sided Rayleigh quotient are also used to solve non-Hermitian problems, we need to know the behavior of the Rayleigh functional applied to general problems. Then, condition (2.13) does not guarantee that (1.8) is satisfied.
As expected, we will show that the one-sided Rayleigh functional is not stationary for T (λ) when left and right eigenvectors are different.
Ostrowski [17] introduced the two-sided Rayleigh quotient in order to have a stationary Rayleigh quotient for non-normal matrices. In the same manner we define the generalized or two-sided nonlinear Rayleigh functional by
for some 0 < ε < π/2, τ * > 0, which will also be shown to be stationary. Let us point out that ε < π/2 implies u / = 0, v / = 0. For general problems, condition (2.17) restricts the functional to vectors u, v close to eigenvectors that satisfy (1.8).
Notice that the scalar product (·, ·), defined by (x, y) = y H x, is a sesquilinear form, i.e., it is linear in the first argument, (cx, y) = c(x, y), and antilinear in the second argument, (x, cy) =c(x, y) for all c ∈ C.
Angles and distances
Before we analyze Rayleigh functionals, we want to discuss how the quality of an approximation u / = 0 to a normalized eigenvector x * , x * = 1, should be characterized, in particular in the complex case since nonlinear eigenvalue problems typically yield complex eigenvalues and -vectors.
Since βu is as good as u for β / = 0, and γ x * is eigenvector as x * is for γ / = 0, the measure should be scale-invariant, and so ξ = (span {u} , span {x} * ) is the right choice whereas the norm distance u − x * is not the appropriate tool, in general.
To show this, consider an optimal approximation u with u = 1 and ξ = 0, i.e., u = α x * with a phase factor α ∈ C, |α| = 1. In the real case one can have α = 1 or α = −1, i.e., there holds u = x * and u − x * = 0, or else u = −x * and u − x * = 2, respectively. In the complex case, however, one can have α = cos ϕ + i sin ϕ with arbitrary ϕ ∈ [0, 2π ). 
This means that among all points on span {u} the projection u x * has minimal norm distance from x * .
Vice versa, we can project u onto x * to scale x * . We suppose now also u = 1. Then
We collect these two results in an Assertion for later use.
Assertion 3. Let x * , u ∈ C n with x * = 1, and let ξ := (span {u} , span {x * }). Then we have
(ii) sin ξ = u − x * u u − x for all u with u = 1 and arbitrary x ∈ span {x * } where
The two-sided Rayleigh functional
We start with an analysis for the two-sided functional. The corresponding results for the one-sided functional can easily be derived afterwards. After a short view on the real case, we prove locally unique existence of the functional and error bounds in the general complex case. A first order perturbation expansion, implying stationarity, follows.
Real-valued problems
The first part of the analysis is done assuming that we have a real operator and real eigenvalues, hence, also real eigenvectors. This assumption is different and in some sense more restrictive than definiteness, respectively hyperbolicity, which assure real eigenvalues and have been established for the generalized eigenvalue problem [28] , for the quadratic eigenvalue problem [29] , and for polynomial problems of arbitrary degree [15] . The assumption to have real vectors enables us to apply the implicit function theorem for vectors (u, v) in a neighborhood of (x * , y * ), to show existence of a solution of (2.16). In this context, Eq.(1.5) reads as g (p, u, v) 
exists and is differentiable in a neighborhood of (x * , y * ) and is locally uniquely defined by g (p, u, v) 
Differentiation with respect to u gives
and with respect to v
and we end up with the Taylor expansion 
and there holds 
with L from (2.3). Using the SVD for T(λ * ) as defined in (1.12), we decompose
which yields
Now we linearize T as 
using the abbreviations T * :=T(λ * ),Ṫ * :=Ṫ(λ * ). For the sake of readability, we introduce the following
In order to solve for the linear part of p, we first have to make sure that α * + β is nonzero.
Proposition 6. Under the assumptions of Theorem 5 and with
. Then
Proof. Taking the estimate tan ε 1 2 9
into account, we obtain
With (4.4) the assumptions of Proposition 6 are satisfied and inequality (4.8) implies that |α * + β| |α * | − |β| 1 2 |α * | > 0, hence we can rearrange (4.7) for p and obtain the fixed point equation
to which we want to apply the Banach fixed point theorem. We start by showing contractivity of G. (u, v) 
Proof. Considering (4.9) we obtain , and analogously v 17 16 . By an elementary extension of Taylors formula, see e.g., [22] , we derive i.e., G is contractive on S 0 with constant κ = 1/2.
Next we show that G maps S 0 into S 0 .
Proposition 8. Under the assumptions of Theorem 5, let tan
Proof. If we prove that 
Thus, it suffices to show (4.10). From (4.9) we obtain
Hence, all conditions required by the fixed point theorem hold and the existence of a unique solution 
Rearranging gives , we end up with the bound (4.2).
Let us emphasize that the fixed point Eq. (4.9) and, therefore, the Rayleigh functional p(u, v) defined by it, is invariant with respect to scaling of both u and v, and this holds also true for all other results derived in this paper.
In order to evaluate the sharpness of the bound (4.2), we take a closer look at Eq. (4.12) multiplied by (tan ξ tan η) −1 , in the limit ξ , η → 0, by considering its components
This yields lim sup Note that the contraction constant κ = 1/2 in the proof of Proposition 7 can be chosen arbitrarily in (0, 1). But since all other constants depend on this value, they have to be chosen appropriately.
Corollary 9. Suppose that the assumptions of Theorem 5 hold and, moreover, that ξ < π/3, η < π/3.
Then one has tan ξ 2 sin ξ and tan η 2 sin η, and the bound (4.2) 
Proof. See Assertion 3 (i).
Notice that the norm terms may be large if the vectors have wrong scaling behavior. Rescaling of x * and y * helps in this case, cf. Assertion 3 (ii):
At the end we illustrate the theoretical results by two examples.
Example 10. Consider the quadratic problem defined by
We have det T (λ) = −λ 2 + λ so T has the simple eigenvalues λ 1 = 0 and λ 2 = 1 (and the double eigenvalue λ 3 = λ 4 = ∞).
We want to approximate the simple eigenvalue λ * :=0. Then
Hence, α * = y H * Ṫ (λ * )x * = −1/ √ 2 / = 0 as expected since λ * = 0 is simple. As approximation we take u = (1, ε) T , v = (1, 1 + δ) T with sufficiently small ε, δ / = 0. Then the defining equation for the Rayleigh functional We have det T(λ) = −λ 2 (1 − λ)(1 + λ) so T has the double eigenvalue λ 1 = λ 2 = 0 and the simple eigenvalues λ 3 = 1 and λ 4 = −1 (and the double eigenvalue λ 5 = λ 6 = ∞).
We want to approximate the double eigenvalue λ * :=0. Then
and the eigenvectors are x
(2) * = e 2 , y
T .
Choice 1: We choose x * = e 1 , y * = e 2 as target eigenvectors. Then α * = e T 2Ṫ (λ * )e 1 = 1 / = 0, i.e., the assumption of Theorem 5 is satisfied. As approximations to these eigenvectors we take u = (1, ε, ε) T and v = (δ, 1, δ) T with sufficiently small ε, δ / = 0. Then we obtain the equation
For ε, δ → 0, its two solutions behave as λ 1 ∼ −3εδ which goes quadratically toward the target eigenvalue λ * = 0 whereas λ 2 ∼ The defining equation is then
For its solutions we have |λ 1,2 | = O(max{|ε|, |δ|}), i.e., there is no unique solution close to λ * = 0. Nevertheless, both solutions approximate λ * = 0 but only with order 1. Unfortunately, we have no idea how to prove that in the general case.
Of course, in real life applications the exact eigenvectors are not known so one has to take the best available approximations u to x * and v to y * as defining vectors in . Then we have 
Perturbation expansion
Therefore, we obtain
i.e.,ξ ε 0 . The result forη := (span {y * } , span {v + t}) is shown in the same way. Hence, (u
The asymptotic behavior of δ 0 (ε 0 ) follows from Taylor expansion.
Next we provide bounds for T andṪ on S 0 = {λ ∈ C : |λ − λ * | τ 0 } which are needed later on:
Now we are ready to derive an expansion for the complex two-sided Rayleigh functional p(u + s, v + t), which replaces the Taylor expansion (4.1) of the real case. 
2 and, moreover,
Proof. First, we specify the constants:
The existence of p(u + s, v + t) and p(u, v) follows from Proposition 12. We will prove inequality (4.15) first, then (4.14), and the upper bound for ρ at last.
Then the defining equation for the Rayleigh functional p(u + s, v + t) is given by
Considering v H T (p)u = 0 and rearranging with respect to μ yields
with the linear part l :=v
the denominator terms α :=v HṪ (p)u, |α| M 1 u v , and witĥ
Here we have used The proof of (4.20) follows immediately from inequality (4.19) as follows
We continue the proof of Theorem 13 with estimating the absolute value of μ, starting from (4.16) which gives |μ| |l| + |q| + | R| |α +β| 
which is the first part of (4.15), namely |μ|
which follows from (4.17) with δ 0 1/17, we obtain |μ|
which is the second part of (4.15). Hence, (4.15) is valid with the constants
We still have to prove (4.22) . By using the bound (4.2) of Theorem 5, we obtain
Now we estimate the remainder in (4.14). With the notation used in (4.16), the relation (4.14) can be written as = μ + l α . Introducing μ from (4.16), we obtain
Observe that the linear terms cancel out. By using the estimates above, this leads to
2 , we end up with
Theorem 13 provides an expansion of the complex generalized Rayleigh functional which has the same structure as the real expansion defined in (4.1), because there we have u 
for arbitrary complex s, t, but real . On the other hand, with the fixed point equation we were able to derive the bound (4.2) explicitly and in terms of the angles.
The standard one-sided nonlinear Rayleigh functional
Although the complex nonlinear Rayleigh functional p(u), defined by (2.11)-(2.14), and its subspace generalization can be found in various algorithms for nonlinear eigenvalue problems, there is to our knowledge no existence analysis. Such an analysis is, therefore, provided in this section, where problems having equivalent left and right eigenvectors are considered first, i.e., real symmetric problems and Hermitian problems with real eigenvalues.
General problems will be tackled afterwards. As expected, the Rayleigh functional is not stationary in this case. The analysis is done using the same techniques as before and follows immediately from the previous results.
For ε → 0, the two solutions behave as λ 1 ∼ 1 − ε 2 which goes quadratically toward the target eigenvalue λ * = 1 whereas λ 2 ∼ ε is far from it. So we have the locally unique solution p(u):=λ 1 ∼ 1 − ε 2 → 1 as stated by Corollary 18.
General problems
We want again to consider the standard version of the Rayleigh functional, but now for general T (λ), which means that there is no information about the left eigenvector included. The main difference to previous results is that the assumption α * = y H * Ṫ (λ * )x * / = 0 is not needed, but instead we have to impose that As approximation we take u = (1, −(1 + ε)) T with sufficiently small ε / = 0. Then
For ε → 0, the two solutions behave as λ 1 ∼ 1 + 2 3
ε which goes linear toward the target eigenvalue λ * = 1 whereas λ 2 ∼ −2 − 5 3 ε is far from it. So we have the locally unique solution p(u):
In the next example the case of double eigenvalues is considered.
Example 23. Consider the quadratic problem from Example 11. As there we want to approximate the double eigenvalue λ * :=0 but now using the one-sided functional.
Choice 1: We choose x * = e 1 as target eigenvector. Thenα * = e T 1Ṫ (λ * )e 1 = −1 / = 0, i.e., the assumption of Theorem 21 is satisfied. As approximation we take u = (1, ε, ε) T with sufficiently small ε / = 0. Then we obtain the equation
For ε → 0, the solutions behave as λ 1 ∼ −2ε which goes linearly toward the target eigenvalue λ * = 0 whereas λ 2 ∼ 1/ε is far from it. So we have the locally unique solution p(u):=λ 1 ∼ −2ε → 0 as predicted by Theorem 21.
Choice 2: Now we choose
. Thenα * = x T * T (λ * )x * = 0, i.e., the assumption of Theorem 21 is not fulfilled. As approximations we take u = (1 + ε, β, ε) T with sufficiently small ε / = 0. The defining equation is then
the solutions of which behave like |λ 1,2 | = O √ |ε| , i.e., there is no unique solution close to λ * = 0 but both solutions approximate λ * = 0 with order 1/2.
Perturbation expansion
We are interested in a representation for the perturbed one-sided p(u) analogous to Theorem 13. Proposition 12 can be reused.
Theorem 24.
Let the assumptions of Theorem 21 be fulfilled, and let τ 0 , ε 0 be the constants specified there. Then there exist constants 0 <ε 0 ε 0 , 0 < δ 0 < 1, 
where S 0 and ε 0 are as defined in Theorem 5. This restriction guarantees that the denominator v HṪ (λ)u is nonzero. One observes that
and that p L is also homogeneous, i.e.,
Stationarity of the generalized Rayleigh quotient is proved in [11] by showing that the difference
For the two-sided Rayleigh functional p(u, v), the bound given in (4.2) is mostly of theoretic interest -the practical application is more or less limited to polynomial problems. In general, a direct solution of the scalar equation g (p, u, v) :=v H T (p)u = 0 with respect to p is not possible. However, in general a good approximation will be obtained by a Newton step for this equation with respect to p starting from an approximation p = λ ≈ λ * . As already pointed out, this leads to the generalized two-sided
g (λ, u, v) . (6.1) The distance between the approximation p L and the exact eigenvalue λ * is determined by Theorem 27, but beforehand we prove the following auxiliary lemma. The bound (6.2) consists of two terms. The first one has the order of the bound for the two-sided Rayleigh functional and reflects the quality of the vectors u, v, but the second one is an additional nonzero term that depends on the error λ − λ * of the eigenvalue approximation λ. Note that the bounds given in this section correspond to a p L that is defined for all kinds of nonlinear eigenvalue problems, in contrast to the definition of Lancaster in [12] , which was made for matrix polynomials only. The main difference in the definitions of the two generalized Rayleigh-type updates is that the Newton update p L depends not only on the vectors u and v, but also on the eigenvalue approximation λ. On the other hand, the Rayleigh functional gives a new eigenvalue approximation without knowledge of the previous localization of the eigenvalue, as the Rayleigh quotient for matrices does. Further work will show the locally cubic convergence of a two-sided Rayleigh functional iteration, which is the nonlinear equivalent of Ostrowski's two-sided Rayleigh quotient iteration. This implies the locally cubic convergence of the corresponding two-sided nonlinear Jacobi-Davidson method.
