uring performance debugging, a programmer usually studies a program in isolation to eliminate much of the complicated background interference that can make performance characteristics irreproducible. However, programs actually run in more complex environments. Large-scale parallel systems are oken timeshared among a workload of apgication programs; in heterogeneous distributed environments, client applications communicate with servers and contend with other clients for server access. Scheduling and resource contention can significantly affect an application's performance, but a programmer often cannot determine whether or to what extent it is affected.
D
uring performance debugging, a programmer usually studies a program in isolation to eliminate much of the complicated background interference that can make performance characteristics irreproducible. However, programs actually run in more complex environments. Large-scale parallel systems are oken timeshared among a workload of apgication programs; in heterogeneous distributed environments, client applications communicate with servers and contend with other clients for server access. Scheduling and resource contention can significantly affect an application's performance, but a programmer often cannot determine whether or to what extent it is affected.
To analyze multiple application programs, a performance tool must let users open multiple views of performance information and incorporate data from a collection of measured applications. Users of traditional, single-program performance tools can approximate this by simultaneously running multiple analyses. However, just as you cannot easily use a performance tool designed for single-process programs to analyze a parallel program, you cannot easily use a single-program performance tool to analyze multiple programs. Without specific support for multiple programs, a tool cannot help users directly compare applications or understand causes or effects of contention for shared resources. Running multiple versions of a single-program tool also increases demand for resources such as screen space and memory.
We added new features for analyzing multiple programs to the IPS-2 parallel-program performance tools and were surprised a t the wide range of performance problems for which this modified IPS-2 can be used. With multiapplication IPS-2, programmers can simultaneously run and analyze cooperating or contending applications; combine performance displays and metrics of multiple applications or multiple versions of the same application to directly compare performance; analyze critical paths of execution for individual applications, for a single application and the applications with which it interacts, or for entire workloads; study how the application workload performance affects the hardware, operating system, and network performance; study an application's evolution through multiple versions, hardware platforms, or input sets; study a workload's aggregate behavior, how applications interact, or how individual applications perform in the presence of other applications; and compare the measured performance of a program with predictions made by simulations or analpcal models.
IPS-2
IPS-2 is an interactive, trace-based, post-mortem system for measuring program performance in parallel and heterogeneous distributed environments. * It supports the Cray Y-MP, the Sequent Symmetry, Sun workstations and multiprocessors, DECstations, and heterogeneous networks of any of these machines. Figure 1 shows IPS-2's structure. An instrumentation libmy collects traces from application programs, and a data collection inte$ace incorporates external data from hardware, network, or operating system monitors.* Slave analysts collect and process the trace data and external performance data, and a mastey analyst provides a graphical user interface. The system also provides an open interface that lets external graphical display tools use IPS-2 performance data.
T o instrument applications for use with IPS-2, users specify an additional switch during program compilation. The compiler switch automatically inserts instrumentation code into the program and links an instrumentation library to the executable file.
After compilation, users run the master analyst and describe what application processes and external data collectors to run, where to run them, and what command lines to use to run them. IPS-2 has two operation modes: It can actively run applications or replay old traces. T o do the latter, users give the process identifier instead of the command line. They then ask the master to run the processes or replay the traces. The master launches slave analysts on the machines that the application is using, and tells the slaves which processes to run and which old traces to replay. If a slave must run processes, it waits for them to complete before it processes traces. During trace processing, each slave reduces the traces to performance metrics and reports the metrics back to the master for display.
IPS-2 graphically represents parallel and distributed applications as a program tree that describes the application to be run and through which users query about performance. The tree has four levels: program, machine, process, and procedure. Figure 2 shows a program tree before execution. The triangular node at the program level represents the entire application. The rectangular node at the machine level represents a single machine. Elliptical and octagonal nodes at the process level represent application processes and external data collectors, respectively. Rectangular nodes at the procedure level represent procedures; they appear in the tree only after slaves have processed the application traces. Users select a node to examine its performance.
IPS-2 uses criticalpath analysis to guide users to sections of code that caused a parallel program to run s10wly.~ Interactions between processes (such as messages, semaphores, barriers, and locks) form a set of dependences between the processes. Critical path analysis constructs aproqam activity graph, a directed acyclic graph of these dependences (see Figure 3) . Each arc in the graph is assigned a weight proportional to the time consumed between the arc's endpoints. A CPU-time arc's length is the processing time; a message arc's length is the time required to send the message between processes. For unproductive time such as spin time a t barriers, the weight is zero. The longest time-weighted path through the graph is the critical path.
In the critical path analysis algorithm, the initial node may have several outbound arcs and the terminal node may have several inbound arcs; other nodes have one or two inbound arcs and one or two outbound arcs. The algorithm starts a forward pass from the initial node by sending a zero-path-length message to each of its outbound successors. Whenever a node receives pathlength messages from each of its predecessors, it records the longest path length and then sends new path lengths to each of its successors. Each new path length is the sum of the longest inbound path length and the arc length from the current node to the successor. This forward dzfiion pass continues until the terminal node has received messages from each of its predecessors. M e r the forward pass is complete, each node has recorded the length of the longest path to itself from the initial node and has recorded its immediate predecessor along that path. The critical path is the longest path from the initial node to the terminal node. We find the actual nodes and arcs of the critical path by traversing the graph backward from the terminal node, always taking the predecessor arc with the greatest total path length.
IPS-2 provides analysis techniques that can be applied to any node or level of the program tree. Criticalpath profiles list the elements (machines, processes, and procedures) that constitute the critical path, and sort them by their cumulative contributions to the critical path.
Metric tables display performance metr i c~ for individual nodes, andprofile tables display a metric for each node a t a given level of the tree. Nomzalized process time profiles display a process time metric that is normalized by the number of concurrently executing proce~ses.~ Gprof tables display process and procedure performance data as a hierarchical dynamic call graph in the style of the Unix utility gpr0f.5 Users can define time periods, calledphases, and can constrain any metrics and analyses to any execution phase.
1Ps-2'~ primary method of program visualization is the time histogram, which plots performance metrics over the duration of a program's execution. Time histograms can display performance curves, define program phases, and guide trace-browsing displays, which provide a very low-level view of program events.
Modifying IPS-2
We did not change 1Ps-2'~ basic structure to support multiple applications in a single session. However, we modified the user interface, added an operation mode, and extended critical path analysis.
USER INTERFACE
The modified IPS-2 user interface lets users create multiple program trees. Each of these logical trees contains one application and is a distinct view into a workload's performance.
The master analyst automatically creates aphysical tree (see Figure 4) , which duplicates the logical trees' nodes and groups them according to their physical layout. All processes from all applications that use a given machine are grouped under the same machine node. We use the physical tree primarily to determine the entire workload's performance. For example, a procedure-level profile of U 0 operations in the physical tree profiles all procedures in all the logcal trees, whereas the same analysis in a logical tree only profiles procedures in that logical view. The physical tree can also isolate a particular machine's performance.
This organization into logical and physical program trees is well suited to IPS-2 and other tools that encourage hierarchical top-down performance analysis.
COMPARISON MODE
We also added the comparison mode, which lets old traces be replayed and compared with new traces or other old traces. Users select comparison mode for one or more of the application trees, and then select either active or replay mode for the other trees.
Comparison mode has many uses. It can display a program's evolution through several versions, show the changes when an application runs on new hardware platforms or operating systems, measure server performance under various client loads, compare best-and worst-case application input sets, or compare a program's measured performance with simulations or analytical predictions from other (external) tools that produce IPS-2 style program traces or use the IPS-2 external data interface.
To compare system performance, IPS-2 can import data gathered by external hardware, operating system, and network monitors and can correlate it with workload performance. Users can employ comparison mode to analyze differences in each application's effects on system performance.
The time hase of any trace that replays in comparison mode will shift to match that of the active or replay mode programs. Because most IPS-2 analyses depend on relative time stamps, users will not notice the shift. However, the difference is apparent in 
MULTIAPPLICATION CRITICAL PATH ANALYSIS
An application running as part of a workload is difficult to analyze with traditional critical path analysis, because other long-running applications such as servers often dominate workload runtime. Therefore, we extended critical path analysis to let users concentrate on any single application within a workload, or the entire workload.
Intruupplication critical path anu[ysis
The intraapplication criticalpath is an application's longest time-weighted path through the program activity graph.
All interprocess dependence arcs in the application's graph are used to calculate the critical path, but arcs that lead to or from other applications are not considered. Therefore, we can analyze a single application in isolation even if it was run with other applications. Figure 3 shows a program activity graph of three programs. Program A's intraapplication critical path crosses process boundaries, but never crosses the application boundary.
IPS-2 exploits the intraapplication critical path's isolation. Since only one application is examined, it constructs only the part of the graph that includes the selected application. If the entire graph has already been built for an interapplication or global critical path (discussed below), then IPS-2 ignores existing interapplication arcs. 
Interapplication critical path analysis
The interapplication critical path is the longest timeweighted path that begins and ends in a particular application. Arcs that lead to other applications are included only if they lead to arcs that return to the selected application. Interapplication critical path analysis lets users determine if other applications have limited the selected application's performance. For example, in cliendserver programming, the client's interapplication critical path analysis will indicate elements in both the client and the server that limit the client's performance. If the server is on the client's interapplication critical path, then we can study the server procedures that executed on the client's behalf. Interapplication critical path analysis is a modified version of the original critical path analysis algorithm. T h s modified algorithm starts two types of diffusion from the initial node: a primary diffusion, which starts in the selected application, and a secondary diffusion, which starts in all other applications. The primary dffusion reaches all nodes and arcs that are on a path from the selected application's root node. The secondary dffusion, included to insure that the algorithm completes, reaches all remain-44 ing nodes and arcs. Therefore, arcs reached by the secondary diffusion are marked with zero length, and the primary diffusion dominates the secondary diffusion when they meet. Even though the primary diffusion may reach exit nodes of processes that are not in the selected application, the backward traversal from the terminal node will only begin with an exit node from a process in the selected application. In all other respects, the backward traversal is the same as in the original algorithm.
In program C's interapplication critical path in Figure 3 , part of program B is on C's critical path, but program A is not.
Global critical path analysis
The global criticalpath is simply the intraapplication critical path for the physical tree; in other words, it's the critical path of all applications combined. In Figure 3 , parts of programs A and B are on the global critical path, but program C is not.
Experience with multiapplication IPS-2
W e applied multiapplication IPS-2 to three practical examples, which we illustrate with the actual IPS-2 displays used during the analyses.
CLOCK PRECISION'S EFFECT ON PERFORMANCE
Precise time measurement is crucial to the success of event-based performance analysis. If time measurements are imprecise, then several events may have identical time stamps, and event analysis will only approximate the relative costs of the activities that caused the events. If such approximations are adequate, then there is no reason for systems to support high-resolution clocks; but if imprecise clocks yield analysis errors, then we must find ways to improve our measurements.
Providing precise clocks should not be a problem, since computers generally are synchronous devices controlled by system clocks running at very high frequencies. 6 The system clock defines the highest frequency at which events can occur: therefore we should be able to ANALYSIS provide a register that is incremented each time the system clock ticks. However, most systems do not provide such high-resolution clocks, and they rarely use precise clocks for process time measurements (virtual time that advances only while the process is running). Process time clocks typically advance at frequencies that are three or more orders of magnitude slower than the system clock.
Sequent Symmetry systems support microsecond precision clocks for wall time measurements, but only 1 0-millisecond precision clocks for process time measurements. We enhanced the kernel of our Symmetry's Dynix operating system to use microsecond precision counters for process time measurements. T o study how clock precision affects IPS-2 analyses, we ran a sharedmemory database join application before and after the change, and then used comparison mode to display the results on a time histogram and critical path profiles. Figure 5 shows the time histogram of total CPU time for each run of the application. The imprecise (1 0-ms) clock introduced round-off noise into its curve that makes detailed features difficult to identify. The gross features of the two curves are roughly the same, but the precise clocks are-clearly required if we want to determine whether a feature appears because of program behavior or measurement error. Imprecise clocks also affect analysis methods, such as critical path analysis, that are designed specifically for parallel programs. Figures 6 and 7 show a procedurelevel intraapplication critical path profile for each run of the join application. The profile for the IO-ms clock lists partition as the most important procedure, while the profile for the 1-ps clock lists effect-join first and partition second. The qualitative results of this comparison are reproducible, so we conclude that clock resolution caused the different results. We later verified that effect-join is more important to the application's r~n t i m e .~
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This error in critical path analysis can occur when the process time clock advances at a lower frequency than the rate of application synchronization operations such as spin locks. Each time the process time clock advances, IPS-2 attributes the entire preceding time period to the currently active procedure. Since the Dynix operating system is symmetric, with independent kernels on each processor, each processor's process time counter is skewed compared to the other processors. However, if synchronizations occur more frequently than process time updates, critical path analysis will probably find graph dependences between processors, so that all clock advances in all processors appear to be on the critical path. The result is a critical path that is 
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SCHEDULING, SYNCHRONIZATION, AND WORKLOAD
T o demonstrate how multiapplication IPS-2 analyzes program workloads, we examined Psim, a widely studied application,s which had been tuned in isolation using IPS-2. Psim simulates an indirect k-ary, n-cube processor-memory interconnection network. Over the course of a simulation, each simulated CPU issues several memory request packets. The packets travel over the request half of the network, are serviced by the memories, and then carry results back over the result half to the issuing CPU. The simulator computes the state of each network device (processor, switch, or memory) in parallel for one clock cycle and then performs a barrier synchronization before beginning the next clock cycle.
Psim statically assigns processes to compute the states of network elements and achieves nearly linear speedup for up to about 10 processors. The greatest cost of parallelization is time spent waiting at barriers after each PERFORMANCE 46 simulated clock cycle. This cost highest at the beginning of the simi lation, when the first request packe are filling the simulated network, ar at the end, when the last result packe are draining from the network. T1 simulator uses spin locks to enfort mutual exclusion on queues at ea( simulated device, but these locks a accessed by at most two processes ar are not held long. Therefore, 101 waiting does not significantly affect Psim performanc The first column in Figure 8 summarizes perfonnanl of a single Psim running in isolation.
T o study Psim performance outside an isolated en1 ronment, we used multiapplication IPS-2 to run two fou process copies of Psim on a four-processor Seque Symmetry. The two copies had the same input valu and ran concurrently, competing for shared resourcc Ideally, the elapsed times of the two applications shou be about twice as long as the elapsed time of the sing isolated application, while the barrier wait time, CP time, and spin time should remain the same.
However, the actual elapsed time was more than :
times greater than that for one Psim (see the second a1 third columns in Figure 8 ). The slowdown was so s vere that we initially suspected a bug or a system cras but in fact it was due to the difference in barrier sy] chronization between the isolated Psim and the two col current Psims. Average time per barrier increases abo 40 times when Psim competes with other processes. Ba rier implementation causes this enormous increaseeach process spins until all other processes reach tl barrier. In a workload environment, there is only a sm: probability that all processes in an application are schec uled at the same time, and a waiting process uses its el tire time quantum before releasing its processor. Ther fore, other processes remain blocked until the end the time quantum.
Several solutions have been proposed to deal with tl problems of this type of always-spin barrier; one uses ba riers that block after only a small amount of spinning while another coschedules each application's processes. W e implemented the latter solution. Our coschedul is a simple server that lets processes register themselv with an application identifier. The server then uses Un signals to schedule all processes with identical ident fiers at regular intervals.
The elapsed times for the coscheduled competing a] plications are approximately twice that of an applicatic running alone (see the fourth and fifth columns of Figure 8) . The results also confirm the prediction that competing processes do not significantly affect waiting time at spin locks1o (small changes in CPU time, elapsed time, barrier time, and spin time due to machine load variations are insignificant). Figure 9 shows a time histogram with CPU-use curves of two Psims coscheduled at one-second intervals. The alternating periods of high CPU use indicate that excessive barrier synchronization no longer significantly affects the concurrent applications' performance.
CLIENT/SERVER PERFORMANCE
We also used multiapplication IPS-2 to analyze a server and a set of client applications that produce and consume objects in a database. Multiapplication IPS-2 let us partition the analysis logically (clients versus server) and physically. We could isolate individual processes or sets of processes in the distributed system, and track problems as they flowed through different applications.
The Exodus Storage Manager supports storage of persistent objects, files, and indices for use by database systems. 1, 12 Exodus uses a cliendserver model to let applications in a distributed environment simultaneously access objects. The server is the main repository for objects and supports lock management, transaction logging, page allocation and deallocation, and recoveryhollback. The server uses a single multithreaded process to handle requests from multiple clients and uses separate disk processes to perform asynchronous VO. A client library that is linked with each application communicates with the server, performs data and index manipulation, and manages a memory buffer pool for the client. Application programs are either written in the E language13 or call client library routines directly.
In our analysis, we ran a single producer/consumer pair concurrently until they had each handled 100 4-Kbyte data objects. The server and the consumer ran on a single DECstation 3 100, and the producer ran on a separate DECstation 3 100 (see Figure 4) . The server I used several threads and spawned two disk processesone for the transaction log volume and one for the data volume used by the client applications.
We began by examining the Exodus server's overall performance. The process-level intraapplication critical path profile of the server (see Figure 10) shows each thread's cumulative time. The thread sm_server [2] was responsible for more than 30 percent of the server's critical path, with the other threads each accounting for a small percentage of the remainder.
After the profile identified sm_server [2] as an important thread, we refined our analysis to the procedure level. W e used a gprof table to analyze sm-server[Z] from the main procedure down to the procedures that accounted for most of the thread's CPU time (see Figure 
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critical path. Therefore, all of the thread's CPU activity was on the server's critical path. openLogDisk, a descendant of main, accounted (with its descendants) for more than 80 percent of sm_server [2] 's CPU time. openLogDisk is an initialization routine that normally accounts for only a small amount of time, but because we ran our experiment on an uninitialized Exodus server, it spent a significant amount of processing time regenerating the transaction log. Figure 11 lists this cost as CPU time for regenlog. To better understand the server's performance, we examined the client activity that caused it. With multiapplication IPS-2 we can shift our view to other parts of the system. In this case, we examined the client applications and their interactions with the server. A process-level interapplication critical path profile of the producer client (see Figure 12) shows that it was responsible for only about one third of its critical path, with the remainder distributed among the consumer client, server threads, and message delays. Even though the producer and consumer did not directly communicate with each other, they appear on each other's interapplication critical path because server threads workmg on behalf of clients must wait for one another inside the server. The profile also lists the time spent forking the disk process that handled the client data volume.
Message delays from the producer to the server constitute a noticeable portion of the producer's critical path, but message delays back to the producer are not listed. This imbalance appears because a single server thread (sm_server [2] ) received all messages from the producer, while many threads replied to the producer. Critical path analysis considers interthread queuing dependences while calculating the critical path, so if one thread receives a request from a client and assigns another thread to service the request, the critical path may follow this dependence. Therefore, the critical path time for message receives is concentrated in one thread, while the time for replies is spread among several threads; no single thread has enough to reach the top of the profile. We verified this analysis with a machinelevel interapplication critical path profile of the producer (not shown), which lists message delays from the producer's machine to the server's machine that are equal to those from the server's machine to the producer's machine.
The consumer client's interapplication critical path profile (see Figure 13 ) was similar to the producer's. Again, the consumer was responsible for only about one third of its critical path. Message delays from the producer to the server were significant, indicating that the producer's performance limited the consumer's. This is consistent with observations made during execution: Even though the consumer started later than the producer, it eventually caught up and waited for the producer to produce new data objects. The consumer's critical path does not include the fork of any disk processes because the consumer accessed the same data volume as the producer, and only one disk process is forked per open volume.
Process-level analysis gives us a structured view of cliendserver relationships. We could refine our view of specific threads and processes with procedure-level analyses, which identify specific procedures to be tuned and which have led to performance improvements during past studies.*)' However, for this study we were primarily interested in identifymg whch applications affected each other, and process-level analysis was sufficient.
ultiapplication support for a parallelprogram performance tool is a simple idea that can greatly simplify performance studies. It provides easy and M intuitive access to performance results that would otherwise be difficult and labor-intensive to obtain, and has opened the door to a wide range of new measurement possibilities. We have used it to study such diverse problems as workload scheduling strategies; the effects of heavy system loads on programs, operating systems, and hardware; the performance of programs on competing operating systems and hardware platforms; and the comparison of an algorithm
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running with best-case versus worst-case input sets. Given h s simplicity and usefulness, we believe any new performance tool used for applications in complex environments should provide multiapplication support.
When measuring applications in complex environments, however, there are other important keys to success besides supporting multiple applications in a single measurement session. For example, the applications measured in our studies used complex programming facilities such as signals, threads, shared file descriptors, asynchronous I/O, dedicated I/O processes, and connectionless interprocess communication. Correctly handling such facilities is worth the effort if we can measure interesting applications and learn more about parallel and distributed program performance.
