Corresponding to the continual development of human-computer interaction technology, the use of emotional computing (EC) is gradually emerging in the Internet of Things (IoT). Emotion recognition is considered a highly valuable aspect of EC. Numerous studies have examined emotion recognition based on electroencephalogram (EEG) signals, but the recognition rate is unreliable. In this paper, a feature extraction method is proposed that is based on double tree complex wavelet transform (DTCWT) and machine learning. The emotions of 16 subjects are induced under video stimulation, and the original signal is acquired using a Neuroscan device. Both EEG and electromyography (EMG) signal are then eliminated by band-pass filtering, and the reconstructed signal of each frequency band is obtained by DTCWT. Finally, support vector machine (SVM) is utilized to classify three kinds of emotions: calm, happy, and sad, obtaining a classification accuracy of 90.61%. Results show that the proposed algorithm can effectively extract the feature vector and improve the problem of low accuracy in multiple class recognition.
I. INTRODUCTION
Emotion is accompanied by the psychological and physiological states of cognition and consciousness. Such states play an important role in human communication and have numerous applications in the Internet of Things (IoT) [1] - [4] . With the development of technology and human-computer interaction, emotional computing (EC) has received steadily increasing attention, with numerous studies completed by scholars [5] - [9] over the last decade. The concept of humancomputer emotional interaction was first proposed by Minsky, who pointed out that the problem is not whether a functional machine needs emotions, but whether a machine without emotion can achieve intelligence. Specifically, EC is a computational model created by constructing an emotional state that analyzes behavioral and physiological signals and The associate editor coordinating the review of this manuscript and approving it for publication was Zhenyu Zhou . establishes emotional interactions between a human and machine based on measured emotional states. Emotional recognition is the most significant feature of this model. That is, to estimate the corresponding emotions through the behavior and physiological response of the user.
Developments in emotional research have been widely utilized in the field of EC. Current emotional research focuses much attention in the diagnosis of mental illness and depression, and assists health care professionals to make accurate scientific diagnosis. Brain tumor diagnosis and the examination of brain disease provides an important contribution to the scope of knowledge on emotional recognition. Studies investigating the loss of language ability and the use of electroencephalogram (EEG) to detect emotional states are also important channels of research.
In this paper, a feature extraction method based on double tree complex wavelet transform (DTCWT) and machine learning is proposed. The typical machine learning method of support vector machine (SVM) based recognition rate is then used to reveal the characteristic information of EEG signals under different emotions. Data is obtained from 16 volunteers with an age range of 20-25 years old. Using video, the participants are recorded experiencing different emotions. Results show that DTCWT is an effective method for emotion recognition.
Inducing emotion can be achieved through external stimuli and internal responses, and the prevailing method to induce different emotions through external stimuli such as pictures, music, and videos. Video-induced mood is used in this experiment, in which the subjects wear a 64 lead brain collection cap connected by conductive paste with an impedance below 5 k . The subjects sit quietly in front of the computer, with the entire experimental process constructed to allow minimal head movement by subjects in order to avoid interference to the electromyography (EMG) signal. During the experiment, the subjects watch three different emotions on video, corresponding to quiet, joy, and sadness. Each video is two minutes long and each participant watches nine different videos with each mood being reflected in three videos. During this process, different videos randomly appear. At the end of each video, the participant is allowed two minutes for personal mood adjustment, then the next stimulus continues to play. The brain electrical signal acquisition experiment is carried out on the Scan 4.5 acquisition software platform using a Neuroscan 64 lead EEG. After the experiment, the EEG is used to synchronize EEG signals at 1 kHz sampling frequency and the video induced experiment data is recorded. Follow-up processing can then be selected according to the need for data analysis.
II. THEORETICAL ANALYSIS OF THE ALGORITHM A. DTCWT TRANSFORM PRINCIPLE
Wavelet transform during signal analysis and processing may produce serious frequency aliasing phenomenon. When the original signal contains several different periodic signals, the frequency of the different levels of signals decomposed by the discrete wavelet transform may contain other frequency components. In order to overcome these shortcomings of discrete wavelet transform (DWT), Kingsbury et al. proposed the concept of DTCWT [10] . In 2005, the DTCWT decomposition and reconstruction algorithm was further developed [11] , so that the two DWTs use binary tree structure in which one tree generates the real part of the transformation and the other tree generates the imaginary part [12] . Assuming that there are two sets of special real-time filters {gr, hr} and {gi, hi} for decomposition, the two sets of filters are used for the original signals (t) in order to separate two separate wavelet packets (bis Tree decomposition, here called R tree decomposition and I tree decomposition). The algorithm is given as: R tree decomposition: (2) where cr j,n l are the coefficients of R tree and I tree at scale J and node number n, respectively, l is the translation factor, hr and hi are low-pass filters, and gr and gi are high-pass filters. The coefficient cr j,n l of the R tree in the above equation can be understood as the complex real part of the wave decomposition and the coefficient cr j,n l of I tree can be understood as the imaginary part.
Let the reconstructed filter be {sgr, shr} and {sgi, shi}, then the reconstruction algorithm is: R tree reconstruction: 
Kingsbury Q-shift double-tree filter is used in this work to carry out double-tree complex wavelet transform. The filter is a series of orthogonal discrete filter coefficients, which can realize the anti-aliasing phenomenon in the transformation. The sampling frequency of the E-signal s(n) is f s , and the original signal is divided into the L layer by DTCWT.
B. DTCWT PROPERTIES 1) TRANSLATION INVARIANCE
Utilizing DTCWT with reasonable filter can result in translation invariance. Figure 2 shows the input step signal. Discrete wavelet transform and double tree complex wavelet decomposition and reconstruction [13] , [14] are utilized to obtain the corresponding wavelet coefficient and scale function of the test results. It can be seen from Fig. 2 that when the input signal is delayed, the result of wavelet transform is oscillatory, and the result of double tree complex wavelet transform experiences corresponding delay. Therefore, when conducting signal analysis, DTCWT can solve the wavelet transform more effectively when there is translation sensitivity or error. 
2) ANTI-ALIASING EFFECT
Discrete wavelet transform can produce serious spectral aliasing when analyzing signals. Particularly when there are several different signal frequencies in the original signal, the frequency of the different levels of signal decomposed by DWT may contain other frequencies. As DTCWT does not exist in this defect, a multi-frequency simulation signal is designed to test this algorithm:
The spectrum of the simulation signal in time domain waveform and fast Fourier transform is shown in Fig. 3 , in which the sampling frequency is 1024 Hz and the sampling point is 512. The wavelet is used to decompose the signal into four layers, and the reconstructed signal of each layer is illustrated in Fig. 4 . The frequency of the reconstructed signal is provided in Fig. 5 . It can be observed that serious frequency aliasing phenomena is present in the reconstructed signals of the layers after the four layers of db5 wavelet. In theory, the first layer reconstruction signal should only contain 300 Hz, 400 Hz, and 500 Hz. However, it can be The result of the reconstruction of the coefficients of each of the four layers using DTCST is provided in Fig. 6 , while Fig. 7 shows the spectrum of each layer. According to the two graphs, it can be observed that the frequency components of each layer of the dual tree complex wavelet decomposition and reconstruction are consistent with the theory [15] , [16] . While a small number of 300 Hz frequency components are present in the second layer reconstruction signal, the frequency aliasing phenomenon is largely suppressed with respect to DWT.
C. SUPPORT VECTOR MACHINE
Support vector machine (SVM) is proposed for the classification of two values, however, as the focus of this work is to identify emotion, it will inevitably involve the problem of multi classification. The multi classification problem is divided into two classification problems for SVM training. Each time SVM is one of the types of data as a category, the rest of the data is divided into another category, similar to the structure of the two fork tree.
III. ANALYSIS OF EXPERIMENTAL RESULTS

A. EXPERIMENTAL DATA DESCRIPTION
The experimental data in this paper was obtained from 16 healthy undergraduate students using Neuroscan. At the start each experiment, the subjects adjusted their emotional state to calm and then watched a two minute video of a certain emotion. The experiment was constructed so that the head and body movements of the subjects are minimized so as to prevent EMG signal interference. At the end of each video, subjects rested for two minutes and completed a questionnaire regarding the types and intensity of emotions stimulated by the video. One of the most significant aspects is that the participants described a certain stage in the video or the scene which provoked the generation of emotions. This is particularly important for the subsequent data interception. The subjects viewed a total of nine videos, with each mood corresponding to three videos, and the entire experimental process lasted for a total of 30 minutes.
B. PRETREATMENT OF EXPERIMENTAL DATA
During the acquisition process, the subjects will inevitably blink. The effects of eye blinking on the EEG signal is pronounced, particularly for the forehead signals. Therefore, it was necessary to locate the blink signal in the EEG signal and remove it manually. Additionally, very low frequency (< 0.5 Hz) signals can often mix with low-frequency eye and body motion generated artifacts. A high-pass filter was therefore used in the experiment to filter out signals 0.5 Hz below the EEG signal. In order to reduce the amount of calculation, the original signal sampling frequency of 1000 Hz was lowered to 125 Hz. The following figure is taken from the original signal and the pre-processed signal map.
C. FEATURE EXTRACTION 1) DATA STANDARDIZATION
Individual physiological signals vary considerably, and even the same person at different times and circumstances will exhibit different signals. Therefore, in addition to data preprocessing, a new data processing method was utilized in this paper. By this method, the signal of subjects in the calm state is subtracted from the signal in the emotional-induced state, and then unified mapping to the [0, 1] interval is carried out. This process eliminates individual differences in the data.
2) DATA SELECTION AND FEATURE EXTRACTION
Complex wavelet coefficients of complex wavelet transform was used to obtain different frequency bands using dual tree VOLUME 7, 2019 complex wavelet coefficients. Each layer was reconstructed to determine the signal of specific frequency bands based on the extracted phase of each frequency band signal recognition energy and other features as input parameters of SVM for different emotions. The specific method is divided into three steps.
Existing literature has determined that the emotionalrelated channels are F3, FP2, C5, C6, P3, and P4. Therefore, these six channels are selected for analysis and the data of the selected channel is then standardized.
Next, DTCWT is performed on the selected six channels, and four sub-channels (0-4 Hz, 4-8 Hz, [8] [9] [10] [11] [12] [13] [14] [15] [16] Hz, and 16-31 Hz) are obtained for each channel using ten seconds of emotional induction data based on the specific frequency band of the complex wavelet coefficients, and corresponding to the EEG signal θ , δ, α, β band, respectively [17] . The channels are then reconstructed to obtain the signals of each frequency band.
Finally, the instantaneous phase change of the β band under different emotions, the average energy of α band, and β/θ absolute power [18] are fed into the SVM as the eigenvector [19] .
D. DATA PROCESSING RESULTS AND ANALYSIS 1) EXPERIMENTAL DATA PROCESSING
When mood fluctuation occurs, the signal of the band will change obviously. The DTCWT is able to calculate the phase information when reconstructing the signal. When calculating the phase frequency characteristic of a system, the arctangent function is utilized, that is, at w = π , phase transition occurs, and the jump amplitude of 2π is the phase of the winding. The phase of the unwinding principle is thus used in this paper, so that the phase does not occur in the π jump change, thus reflecting the real changes in the situation.
In this paper, DTCWT was performed on the six channels of F3, FP2, C5, C6, P3, and P4 for each subject, and the signal of α band was reconstructed to the fourth layer wavelet coefficients. After the six channels of 16 subjects were decomposed of the signal, the average phase accumulation was located and is shown in Fig. 9 . It can been seen from the figure that when people are in a quiet state, the β signal is relatively stable, and when there is emotion, β signal displays a significant change in phase growth rate. This phase increase is more obvious when there is sadness or nervousness.
According to the existing literature, when people are in a quiet state, α in EEG is the strongest. Once a drop in the mood occurs, α will decline, and when there are positive emotions, α will rise. Fig. 9 shows the power of the α-band under the three emotions of C5, C6, F3, and P3, in which the largest α power can be observed in the quiet state and the minimum α power occurs during sadness.
Define E = β/θ, where β is the power of the β-band after reconstructing the signal, and θis the power of the θ -band after the reconstructed signal. The βwave is a low amplitude and high frequency fast wave, mainly distributed in the temporal lobe part of the brain and the front hemisphere. When the brain central nervous system experiences strong mental activity or is tense, the amplitude of α wave will be reduced to β.Thus it will rise with emotion, with an increase in emotions like tension or sadness being more obvious. When the amplitude is low and frequency is slow, it will be less affected by the mood. Fig. 11 illustrates that under a change of emotion, the value of E exhibits obvious changes under different channels.
By establishing three support vector machines to form a multi-classifier, each of the emotional states of the β-band phase, α-band power, β,and θ power ratio are used as the emotional characteristics of the vector input to the SVM.
2) ANALYSIS OF EXPERIMENTAL RESULTS
A total of 16 subjects were input into SVM in three different emotional states, and the three-fold cross validation method was carried out. The best values of penalty coefficient Cand kernel parameter g were 2 and −3, respectively. As shown in Fig. 12 , the highest recognition rate is 90% at cross validation. After determining the most fitting parameters obtained from the 16 subjects and the best c and g, a group of happy emotions were selected as test data, and an average recognition rate of 87.85% was obtained.
IV. CONCLUDING REMARKS
A DTCWT based EEG signal recognition method was proposed in this paper. Experimental results were then used to provid confirmation of the validity of the proposed method. Compared with the traditional wavelet transform methods, the proposed method preserves more useful signals after reconstructing different levels of EEG signal due to its unique translation invariance and anti-aliasing effect. The proposed technique can therefore be used to extract useful information for emotional recognition. In future work, deep learning will be included in the proposed method to further improve recognition performance. Deep learning has been successfully applied in numerous important fields including wireless communications [20] - [26] , and deep learning based recognition will likely play an important role in potential applications of IoT. MINGHONG TANG received the master's degree from the Nanjing University of Posts and Telecommunications, in 2018. His research interests include signal and information processing, artificial intelligence, bioelectrical signal analysis, and processing and their applications.
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