The simulated annealin (SA) algorithm [fd] [5] has been applied to every di%icult Optimization problem in VLSI CAD. Exisiing 
Overview
The simulated annealing (SA) algorithm has been applied to every difficult optimization problem in VLSI CAD. Its most concentrated application has been in the area of cell placement; studies of SA for placement include those of Kirkpatrick et al. 1141, Sechen [23] , Rose [22] , and Lam and Delosine [lG]. In addition, SA has been applied to scheduling and allocation, logic minimization, PLA foldin , partitioning, floorplanning, routing, compaction, a n f transistor sizing, to name only several other areas in the literature [l] [15] [27] . Indeed, SA is now a dominant niethodology across the spectrum of synthesis and layout tools. All existing implementations of SA use monotone cooling temperature schedules, i.e., at each step, the controlling "temperature" parameter either decreases or remains the same. In general, the algorithm ends with a sequence of steps with zero temperature. Over a hundred papers in the VLSI CAD literature alone have studied variant cooling schedules in the context of particular CAD optimizations. Thus, it is highly significant that our work gives strong evidence to challenge the universal use of cooling schedules. We believe that two aspects of the theoretical analysis of SA have misled practitioners into concentrating on the cooling paradigm: 1) the analysis enerally considers schedules of infinite rather than #kite length, and 2) the quality of a schedule is almost alwa s based on the last solution visited ( "where-you-are"!, rather than the best solution visited during the entire annealing run ("best-so-far"). For the first time in the CAD literature, we have solved for optimal annealing schedules for small instances of three separate CAD problems and found that optimal schedules are not monotone cooling. Furthermore, our experiments indicate that using best-so-far optimal schedules rather than where-you-are optimal schedules will produce a reduction in time of between 30% and 45% to achieve the same expected solution quality.
Preliminaries
SA can be applied to almost any discrete global optimization problem; such problems are generally of the form:
Given a finite solution set S and cost function From the solution si E S at the ith time step, the SA algorithm (Figure 1) generates a "neighbor" solu-0-8186-4350-1/93 $3.00 0 1993 IEEE tion si and decides whether to adopt it as si+l, based on the cost difference f ( s i ) -f(si) and the value of a temperature parameter Ti+1. For each S i , the set of possible neighbors s' is called its neighborhood N Si); a topology over S called its neighborhood structure.
Over the M steps for which the SA algorithm is executed, a tempemture schedule TI, Ta, . . . , TM guides the optimization process. Typical SA practice uses a large initial temperature and a final temperature of zero, with T i monotonically decreasing according to a fixed schedule or in order to maintain some measure of "thermodynamic equilibration". The SA algorithm enjoys certain theoretical attra.ctions 1151. Using Markov chain arguments and basic properties of Gibbs-Boltzmann statistics, one can show that for any finite S, SA will converge to a globally optimal solution given infinitely large A4 and a temperature schedule that converges to zero sufficiently slowly. In other words, P r ( s M E R) 4 1 as A4 -+ 03 (1)
where R c S is the set of all globally optimal solutions, so that SA is "optimal" in the limit of infinite time. Several groups have proved that specific temperature schedules guarantee convergence of SA to a global optimum, e.g., Hajek [9] solution S M that in the limit M -, 00 has probability 1 of being optimal. On the other hand, a practical implementation will never ignore all of the solutions SO, SI., . . . , S M -~: certainly, one can maintain the best solution seen so far, and return it if it is bet,ter than S M (line 8a of Figure 1 ). We call this more realistic variant "best-so-far" (BSF) annealing. Traditional convergence proofs for WYA annealing also apply to BSF annealing, since optimality according to Equation (1) According to the theoretical analysis, it is this sing I e trivially implies optimality of the BSF variant. However, the results of Section 5 below show that BSFoptimal temperature schedules differ markedly from the traditional "cooling" that is suggested by both the physical annealing analogy and the WYA analysis.
The extensive literature on simulated annealing contains little mention of either non-monotone coolin schedules or best-so-far analysis. Lasserre et al. [17f use a BSF implementation in comparin simulated annealing to other iterative optimization%euristics, but do not explore the implications of using BSF as opposed to WYA. A more direct reference to BSF is contained in the 1988 work of Hajek [9 , which establishes WYA optimality of monotone decreasing tem erature schedules. Hajek briefly suggests ([9] , p. 315fa similar analysis for BSF: "It would be interesting to know the behavior of minV(X,) rather than the behavior necessary and sufficient conditions I or the infinite-time
Non-cooling schedules have been investigated by Hajek and Sasaki in [lo] , which shows the existence of a special class of optimization problems for which monotone coolin schedules are suboptimal. An ancillary result of [IO7 is that for neighborhood structures where the costs of any two neighboring solutions differ either by zero or a. constant, there exists an optimal annealing schedule where all T, are either 0 or +m (cf. our results showing optimal "periodic" schedules in Section 5.2 below). While the BSF criterion is not mentioned in [lo], the authors do suggest a similar measure of schedule quality, specifically, the expected number of time steps required to first encounter a solution with cost less than or equal to some prescribed constant. Finally, our study of optimal finite-time schedules follows in the direction established by Strenski and Kirkpatrick [25] .
Computing Optimal Schedules
Strenski and Kirkpatrick [25] use numerical methods to estimate optimal finite-time schedules according to an exact equation for computing expected WYA cost. We now state their technique and then extend it to compute optimal schedules according to the BSF criterion.
For any given finite schedule length M , an optimal temperature schedule is one for which simulated annealing has the lowest expected solution cost after M steps, assuming that all initial states SO are equally likely. We use P ( i ) to denote the 1 x I S 1 row vector whose j t h element [ P ( i ) ] j gives the probability that solution sJ is the current solution at step i.' Because each sJ has equal probability of being the initial siate,
? .m denote the [SI x IS transition matrix induced by temperature Ti, i.e., /A(T,!ljk equals the probability of moving from solution SJ to solution sk in one step at temperature T i . Thus, we can calculate each P ( i ) re-~~~~ 'Here, we use superscripts to denote indices of particular solutions s3 E S. We continue to use subscripts of solutions to denote time steps, so that s, is the current solution at step i .
cursively as P ( i ) = P ( i -l)A(T). Let C be the SI x 1 pected WYA cost E [ f ( s~) ] is equal to column vector of costs for solutions in S. Then t I, e ex-
To compute the expected BSF cost of a. temperature schedule, we first sort the.solutions SJ E S in order of increasing cost f(sJ), so that s1 is the optimal solution and sIsl is the solution with highest cost. 
f ( . ' ) .
In this way, each solution with cost less than or equal to f ( d ) becomes a "sink" in transition matrix Bj(T). We define P i ( i ) , a 1 x (SI probability vector, such that Pj(0) = P(0) and P J ( i ) = P J ( i -l)BJ(Z), V i > 0. For instance, P ' ( i ) contains the probability distribution of solutions at step i if the global optimum s1 has been converted to a sink in all steps up to i .
We use d J ( i ) to denote the probability of ever reaching a solution with cost f(sJ) or less within the first i steps. The value of d j ( i ) is given by the summation
Note that d ' ( M ) is equal to the first element in F1(M), and so equals the probability of ever reaching the global optimum. For j > 0, the probability that 2 is the BSF solution after M steps is simply also choose from amon 100 evenly-s aced temperature values > 0, such tfat the overalrrange [O,+oo] is effectively ~epresented.~ For larger values of M , it is impossible to exhaustively enumerate all possible temperature schedules, and we therefore use an iterative method to generate locally optimal schedules. At each iteration, we test all possible perturbations of a single temperature Ti (i = 1,. . . , M ) to an adjacent temperature value above or below Ti, then deterministically adopt the single perturbation which yields the greatest improvement in expected solution cost. The search terminates when a locally optimal schedule is found.4 For each estimation, we begin from several different initial schedules and report the best locally optimal schedule; we have observed very few distinct local optima, with almost all being qualitatively very similar.
Experimental Results: BSF-Optimal
In this section, we study small instances of classic combinatorial optimization problems -graph placement and graph bisection -which are prominent in the CAD literature. For each of these problem instances, we compute locally BSF-and WYA-optimal temperature schedules as described above. Recall that the methods of Sect.ion 4 require iterative optimization of chain products ipvolving M matrices of size I S x ISI. Thus, our experiments have been performed 1 or the largest instances and time bounds that are consistent with our available hardware and the objective of determining optimal schedules.
Graph Placement
Given an edge-weighted graph G with n nodes, and given a set L of n locations with all interlocation distances, the graph placement problem is to find a one-to-one mapping from the nodes of G onto L so that the weighted sum of edge lengths of G is minimized. This formulation captures minimumwirelength module placement as in the original SA work of [14] and the well-known Timberwolf package
We consider the six-node graph placement instance shown in Figure 2 . Because of symmetries, there are only 17 distinct classes of solutions for this instance. We choose the neighborhood operator to be a swap of node pairs that are adjacent vertically, horizontally, or diagonally in the current solution. Figure 2 shows the global optimum and the unique local optimum configurations when the edge weight a = 5 . For this problem instance, the contrast between WYA-and BSF-optimal temperature schedules is quite dramatic (Figure 3) . The WYA-optimal schedules are monotone decreasing, as would be expected from the traditional intuition. In contrast, the BSFoptimal schedules are monotone increasing, and are clearly superior to the optimal WYA schedules when judged by the practical BSF criterion (see Table 1 and Figure 4) . For exam le, the BSF quality of the 80-step WYA-optimal sche&le can be achieved b a BSFoptimal schedule that is approximately 3 0 k shorter (about 57 time steps). It is also interesting to note the poor WYA quality of BSF-optimal schedules, particularly for larger values of M ; this might indicate the irrelevance, in practice, of optimizing f(s,w). 
Schedules

Graph Bisection
We have also studied a small instance of the graph bisection roblem. Given an edge-weighted graph G = (V, . ET with an even number of nodes, the graph bisection problem seeks a partition of V into disjoint U and W , with IUI = IWI, such that sum of the weights of ed es ( u , w ) E E with U E U , w E W is minimize8: Graph bisection is basic to recursive netlist partitioning, floorplanning and area estimation. Use of annealing to solve the graph bisection problem is less common than use of such iterative greedy methods as the Kernighan-Lin algorithm [13] or its enhancement by Fiduccia and Mattheyses [6] . Nevertheless, SA has been well-studied in the context of graph bisection, notably by Johnson et al. [12] . The annealing algorithm has also been carefully compared against iterative methods in [3] and (261.
We have studied the same highly-structured instance treated by Strenski and Kirkpatrick in 1251. This instance consists of a complete graph of eight nodes, with ed e weights calculated as shown in Figure  5 (a). Each of t f e eight nodes is represented by a leafin the height-3 binary tree shown in the figure; the edge between any two nodes has weight a', where k is the depth of the least common ancestor between the two nodes in the binary tree. We computed locally WYA-and BSF-optimal temperature schedules for this bisection instance, again following the experimental protocol above, and using the discrete range of temperatures (0, 1 , 2 , . . . ,100).
Locallv orhima1 schedules of M = 40 and 160 time Finally, we note that the 8-node graph bisection instance is defined in [25] in such a way that it generalizes to complete graphs with 2k nodes (Strenski and Kirkpatrick analyze only the 8-node instance). We have also computed locally BSF-optimal and WYAoptimal temperature schedules for the 16-node instance with cr = 3, where the symmetries in the solution space allow us to reduce the number of solution classes to 28. For this instance, we found that WYA-optimal schedules are similar to those for the 8-node instance; however, BSF-optimal schedules are no longer periodic, but are instead nearly monotonically increasing, similar to the BSF-optimal schedules for the graph placement instance of Section 5.1.
A third set of experiments was performed on a small instance of the traveling salesman problem (TSP) with n = 6 cities [2], The TSP is one of the most wellstudied problems in the combinatorial optimization literature [18] , and arises in mask lithography, plotting, PCB drilling, daisy-chain signal routing, and probe-testing. Our computations gave optimal schedules that are qualitatively similar to those obtained for the graph placement problem (except that the BSFoptimal schedules decrease slightly for the last fifteen to twenty steps). We also found a 45% time reduction for BSF-optimal schedules compared to WYA-optimal schedules with 80 steps.
steps are shown in Figure 6 . Our WYA-optimal schedules almost exactly match the results of [25] , and again confirm the traditional cooling intuition except in the first four steps, which have temperature 0. On the other hand, our locally BSF-optimal schedules are completely different, containing temperatures of only
Conclusions
In this paper, we have explored the implications of (finite-time) best-so-far analysis of the simulated annealing algorithm. This BSF analysis is more consistent with annealing practice than the traditional MTYA analysis, because the best solution seen can easily be stored and returned at the the end of the algorithm execution. The study of finite-time annealing also reflects practical reality, since applications of the annealing a1 orithm are certainly limited to finite amounts of CP't time. The far-reachin consequences of BSF ple, "infinite-time optimality" holds for a much wider rane;e of schedules under the BSF criterion and yields an immediate challenge to the traditional wisdom of monotone coolin to zero: given infinite time, any schedule that is%ounded away from zero will eventually visit a globally optimal solution, assuming that all solutions are reachable at non-zero temperatures.
To assess the practical effect of the BSF criterion on finite-time annealing strategies, we have numerically estimated BSF-and WYA-optimal schedules for small instances of classic VLSI CAD problem formulations. Although our analysis is restricted to small problems due to the computational complexity of finding optimal schedules, we use instances of real CAD problems, with realistic neighborhood structures and solution spaces. While WYA-optimal schedules confirm the traditional regime of monotone cooling, the BSF-optimal schedules are no longer monotone cooling, but are instead periodic or warming. Moreover, the BSF criterion can yield tan ible improvements in practice: we obtain between 3Ok and 45% reductions in run length versus WYA-optimal schedules, while maintaining the same expected BSF solution quality.
Our intuition regarding BSF annealing is that "reachability" and "mobility" are critical to success, but are at odds with the WYA-optimal practice of reducing the temperature to zero in order to minimize
~( s M ) .
Put another way, all annealing schedules may be viewed as trading off between reachability among solutions high T ) and a bias to lower-cost solutions dominate at the end of the run, while the BSF criterion may allow reachability to take precedence, particularly when searching over a large number of local minima is likely to return better results than cooling to a single local minimum. Thus, it is perhaps not surprising that BSF-optimal schedules may actually be "warming", even at the end of the annealing execution.
In conclusion, best-so-far analysis opens the door to completely new hill-climbing regimes, as well as new theoretical fronts (e.g., the Markov analysis of best-so-far annealing). A major a.rea of our current research lies in the application of non-conventional temperature schedules to benchmarks for larger realworld problems. To this end, the experiments described here oint to periodic "iterated descent" methods [4] [ll] ! I 7 1 and adaptive construction of "nonmonotone" (warming) schedules as especially promising directions. We also believe that the tuning of BSFoptimal annealing strategies to the statistical parameters of optimization cost surfaces [24] will provide an important research direction.
