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In order to make accurate predictions of material properties, current machine-learning approaches
generally require large amounts of data, which are often not available in practice. In this work, a
novel all-round framework is presented which relies on a feedforward neural network and the selection
of physically-meaningful features. Next to being faster in terms of training time, this approach is
shown to outperform current graph-network models on small datasets. In particular, the vibrational
entropy at 305 K of crystals is predicted with a mean absolute error of 0.01 meV/K/atom (four
times lower than previous studies). Furthermore, the proposed framework enables the prediction
of multiple properties, such as temperature functions, by using joint-transfer learning. Finally,
the selection algorithm highlights the most important features and thus helps understanding the
underlying physics.
Designing new high-performance materials is a key fac-
tor for the success of many technological applications
[1]. In this respect, Machine Learning (ML) has recently
emerged as a particularly useful technique in material
science. Complex properties can indeed be predicted by
surrogate models in a fraction of time with almost the
same accuracy as conventional quantum methods, allow-
ing for a much faster screening of materials.
Many studies have been published lately, differing by
the feature generation approaches or the underlying ML
models. Concerning crystalline solids, the majority of
methods presented up to date can mainly be divided in
two categories. The first one, called ’ad hoc’ models here,
relies on a case per case study, targeted on a specific
group of materials and a specific property. Typically,
hand-crafted descriptors are tailored in order to suite
the physics of the underlying property and are the major
point of attention, while common simple-to-use ML mod-
els are chosen. Some examples include the identification
of Heusler compounds of type AB2C [2], force field fitting
by using many-body symmetry functions [3], the predic-
tion of magnetic moment for lanthanide-transition metal
alloys [4] or formation energies by the sine-coulomb-
matrix [5]. This type of methods is popular because it is
simpler to construct case by case descriptors, motivated
by intuition, than general all-round features. Further-
more, due to the limited number of samples for many
problems, much better performance is achieved by focus-
ing on a particular structure, which is therefore inher-
ently built into the model.
The second category, that appeared more recently,
gathers more general models that are applicable to vari-
ous materials and properties, often based on graph net-
works. They take the raw crystal input, transform it
into a graph and process it through a series of con-
volutional layers, inspired by deep learning as used in
the image-recognition field [6]. Examples of such mod-
els are the Crystal Graph Convolutional Neural Network
(CGCNN) proposed by Xie et al. [7] or the MatErials
Graph Network (MEGNet), proposed by Chen et al. [8].
These models are very convenient as they can be used for
any material property. However, their accuracy crucially
depends on the quantity of the available data. Since
the problems that would benefit the most from machine
learning are the ones that are computationally demand-
ing with conventional quantum methods, they are pre-
cisely those for which less data is available. For instance,
the band gap has been computed within GW for 80 crys-
tals [9], the lattice thermal conductivity for 101 com-
pounds [10], and the vibrational properties for 1245 ma-
terials [11]). It is therefore important to develop tech-
niques that can deal efficiently with limited datasets.
In this letter, we bridge the gap between these two
categories, by proposing a model that combines their ad-
vantages. It has the performance of the first one while re-
taining the flexibility and universality of the second one.
We show that this new framework is very effective in pre-
dicting various properties of solids with small datasets.
Finally, the selection algorithm allows one to identify the
most important features and thus helps understanding
the underlying physics.
The model proposed here consists in building a feed-
forward neural network with an optimal set of descrip-
tors. This reduces the optimization space without rely-
ing on a massive amount of data. Prior physical knowl-
edge and constraints are taken into account by adopting
physically-meaningful features selected by a relevance-
redundancy algorithm. Moreover, we propose a novel
architecture that, if desired, learns on multiple proper-
ties, with good accuracy. This makes it easy to predict
more complex objects such as temperature-, pressure-,
or energy-dependent functions (such as the density of
states). The model, illustrated in Fig. 1, is thus referred
to as Material Optimal Descriptor Network (MODNet).
Both ideas, feature selection and the joint-learning archi-
tecture, are now detailed further.
First, the raw structure is transformed into a machine-
understandable representation. The latter should ful-
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Figure 1. Architecture of the MODNet model when learned
on multiple properties. The feature selection from matminer
is followed by a hierarchical tree-like neural network. Various
properties A1,. . . ,ANA ,. . . ,Z1,. . . ,ZNZ (e.g. Young’s modu-
lus, refractive index, ...) are gathered in groups from A to Z
of similar nature (e.g. mechanical, optical, ...). Each of these
may depend on a parameter (e.g. temperature, pressure, ...):
A(a),. . . ,Z(z). The properties are available for various values
of the parameters a1,. . . ,anA ,. . . ,z1,. . . ,znZ . The first green
block of the neural network encodes a material in an appro-
priate all-round vector, while subsequent blocks decode and
re-encode this representation in a more target specific nature.
fill a number of constraints such as rotational, trans-
lational and permutational invariances and should also
be unique. In this study, the structure will be repre-
sented by a list of descriptors based on physical, chem-
ical, and geometrical properties. In contrast to more
flexible graph representations, these features contain pre-
processed knowledge driven by physical and chemical in-
tuition. Their unknown connection to the target can thus
be found more directly by the machine, which is key when
dealing with limited datasets. In comparison, general
graph-based frameworks could certainly learn these phys-
ical and chemical representations automatically but this
would require much larger amounts of data, which are
often not available. In other words, part of the learning
is already done before training the neural network. To
do so, we rely on a large amount of features previously
published in the literature, that were centralized into the
matminer project [12]. These features cover a large spec-
trum of physical, chemical, and geometrical properties,
such as elemental (e.g. atomic mass or electronegativ-
ity), structural (e.g. space group) and site-related (i.e
local environments) features. We believe that they are
diverse and descriptive enough to predict any property
with excellent accuracy. Importantly, a subset of rele-
vant features is then selected, in order to reduce redun-
dancy and therefore limit the curse of dimensionality [13],
a phenomenon that inhibits generalization accuracy. In
particular, previous works showed the benefit of feature
selection when learning on material properties [14, 15].
We propose a new feature selection process based on
the Normalized Mutual Information (NMI) defined as,
NMI(X,Y ) =
MI(X,Y )
(H(X) +H(Y ))/2
(1)
with MI the mutual information, computed as described
in Ref. [16] and H the information entropy (H(X) =
MI(X,X)). The NMI, which is bounded between 0 and 1,
provides a measure of any relation between two random
variables X and Y. It goes beyond the Pearson correla-
tion, which is parametric (it makes the hypothesis of a
linear model) and very sensitive to outliers.
Given a set of features F , the selection process for
extracting the subset Fs goes as follows. When the latter
is empty, the first chosen feature will be the one having
the highest NMI with the target variable y. Once FS is
non-empty, the next chosen feature f is selected as having
the highest relevance and redundancy (RR) score:
RR(f) =
NMI(f, y)[
maxfs∈FS
(
NMI(f, fs)
)]p
+ c
(2)
where (p, c) are two parameters determining the balance
between relevance and redundancy. In practice, varying
these two parameters dynamically seems to work better,
as redundancy is a bigger issue with a small amount of
features. Typically, when FS includes n features, we set
p = max[0.1, 4.5 − n0.4] and c = 10−6n3. The selection
proceeds until the number of features reaches a threshold
which can be fixed arbitrarily or, better, optimized such
that the model error is minimized. When dealing with
multiple properties, the union of relevant features over
all targets is taken. It is in principle very similar to the
mRMR-algorithm [17], but goes beyond by combining
both redundancy and relevance in a more flexible way by
introducing parameters p and c.
Second, in contrast to what is usually done, we in-
troduce the possibility of learning on multiple properties
simultaneously. For instance, one could easily predict
temperature-curves for a particular property.
In order to do so, we use the architecture presented
in Fig. 1. Here, the neural network consists of succes-
sive blocks (each composed of a succession of fully con-
nected and batch normalization layers) that split on the
different properties depending on their similarity, in a
tree-like architecture. The successive layers decode and
encode the representation from general (genome encoder)
3to very specific (individual properties). Layers closer to
the input are shared by more properties and are thus op-
timized on a larger set of samples, imitating a virtually
larger dataset. These first layers gather knowledge from
multiple properties, known as joint-transfer learning [18].
This limits overfitting and improves slightly the accuracy
compared to single target prediction.
Taking vibrational properties as an example, the first-
level block converts the features in a condensed all-round
vector representing the material. Then, a second-level
block transforms this representation into a more specific
thermodynamic representation that is shared by many
third-level predictor blocks, predicting different thermo-
dynamic properties (specific heat, entropy, enthalpy, en-
ergy at various temperatures). A fourth-level block splits
different predictors based on the actual property, but
sharing different temperature predictors. Optionally, an-
other second-level block could be built shared by mechan-
ical third-level predictors.
To investigate the accuracy of MODNet compared to
other existing models in particular as a function of the
dataset size, two case studies are considered for proper-
ties originating from the Materials Project (MP) [11, 19–
22]. First, we focus on single-property learning. We
benchmark MODNet against MEGNet, a deep-graph
model, on the formation energy, the band gap, and the re-
fractive index. Second, we also consider multi-property
learning with MODNet for the vibrational energy, en-
thalpy, entropy, and specific heat at 40 different temper-
atures as well as the formation energy, as the latter was
found to be beneficial to the overall performance. Since
other models (including MEGNet) only predict one prop-
erty at a time, we compare their accuracy with that of
MODNet on the vibrational entropy at 305K. All the
details about the training, validation, and testing proce-
dures are given in the Supplemental Material [23].
Table I summarizes the results for single-property
learning. The complete datasets for the formation energy
and the band gap include 60 000 training samples. For
the band gaps, a training set restricted to the 36 720 ma-
terials with a non-zero band gap (labeled by a superscript
nz in the Table) is also considered as it was done in the
original MEGNet paper [8]. For the refractive index, the
complete dataset is much more limited containing 3 240
compounds. In addition to these complete datasets, sub-
sets of 550 random samples are also considered in order
to simulate small datasets. The results are systemati-
cally compared with those obtained with two variants of
the MEGNet deep-graph model: (i) with all weights ran-
domly initialized and (ii) by fixing the first layers to the
one learned from the formation energy. The second vari-
ant (indicated by a star in Table I) corresponds to using
transfer learning as recommended by the authors when
training on small datasets.
MODNet systematically outperforms MEGNet when
the number of training samples is small, typically below
Table I. Comparison of the mean absolute error (MAE) in the
formation energy (Ef in eV/atom), the band gap (Eg in eV,
the superscript nz refers to datasets restricted to non-zero
band gaps), the refractive index (n) between MODNet and
two variants of MEGNet as a function of the training-set size
(Ntrain). The MEGNet variant including transfer learning is
indicated by a star.
Property Ntrain MODNet MEGNet MEGNet∗
Ef 504 0.210 0.342 0.262
Ef 60 000 0.044 0.028 0.028
Eg 504 0.71 0.94 0.83
Eg 60 000 0.34 0.30 0.27
Enzg 504 0.87 0.98 0.96
Enzg 36 720 0.45 0.38 0.33
n 3 240 0.05 0.08 0.06
∼4 000 samples, even when using transfer learning. In
contrast, for the large datasets containing the formation
energy and the band gap, MEGNet (even without trans-
fer learning) leads to the lowest prediction error. These
simple tests show that depending on the amount of avail-
able data, a clear distinction should be made between
feature- and graph-based models. The former should be
preferred for small to medium datasets, while the latter
should be left for large datasets, as it will be confirmed
hereafter for the vibrational properties.
For the second case study, the dataset only includes
1 245 materials for which the vibrational properties have
been computed [11]. Fig. 2 shows the MAE on the vibra-
tional entropy at 305K (S305K) as function of the training
size for different strategies, for a systematic identical test
set of 145 samples. The latter vary in their output space
(single- or multi-property), type of learning model and
features. Given that MODNet can rely on both single-
and multi-property learning, we distinguish (i) learning
only on S305K (labeled MODNet) and (ii) jointly learning
on all thermodynamic quantities (labeled m-MODNet),
both relying with optimal descriptors.
In Fig. 2(a), MODNet is compared with a Random
Forest (RF) learned on the composition alone (i.e. a vec-
tor representing the elemental stoichiometry) similar to
a previous work relying on 300 vibrational data [24] (in-
dicated by a blue cross in the figure). This strategy is
referred to as c-RF in order to distinguish it from another
strategy, labeled RF, which consists in a RF learned on
all computed features (covering compositional and struc-
tural features). Note that, for both c-RF and RF, per-
forming feature selection on the input space has no ef-
fect on the results as a RF intrinsically selects optimal
features while learning. This strategy can be seen as the
baseline performance. Finally, MODNet is also compared
with the MEGNet model with transfer learning, i.e. using
the embedding trained from the formation energy.
The neural-network models perform better than RF
approaches whatever the size of the data set. This can
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Figure 2. Test MAE on the vibrational entropy at 305K (S305K in µeV/K/atom) as a function of the training size for various
strategies (see text for a detailed description). (a) Random Forest (RF) approaches are compared to neural-network models
(Net). The blue cross indicates the RF result of Legrain et al. [24] based on 300 materials. (b) Various neural-network models
are confronted. (c) Corresponding distribution of the absolute error, i.e. count of the predictions with given error smoothed by
a Gaussian kernel. The mean µ and variance σ of each distribution are also reported.
probably be explained by the rather complex non-linear
nature of the regression problem. Furthermore, MOD-
Net leads to smaller errors than MEGNet confirming our
previous finding that it is more appropriate for small
datasets. For the RF approaches, adding structural fea-
tures is clearly beneficial. This is confirmed by a subse-
quent analysis of the features retained by the selection
algorithm (see below): typically, the bond lengths are an
important feature.
In Fig. 2(b), different neural-network models are com-
pared to one another which all show smaller errors than
both RF approaches. Besides MODNet and MEGNet
already shown in Fig. 2(a), another strategy, labelled
AllNet, is considered which consists of a single-output
feedforward neural network, taking all computed fea-
tures into account. Finally, the results obtained with
m-MODNet are also reported.
Whatever the training size in the range available here,
adding feature selection (compare AllNet to MODNet)
reduces the prediction error. This is especially true at low
sample sizes, where helping the learning algorithm by giv-
ing the right descriptors is crucial. The MEGNet model
with transfer learning performs somewhat better than
AllNet below 500 samples but it is outperformed beyond
this point by all neural network models based on physi-
cal descriptors. Finally, our joint-learning approach that
adds all other thermodynamic properties (m-MODNet)
shows in average a slight improve in accuracy (∼6%). Be-
yond accuracy, this is convenient for constructing a single
model for multiple properties, hence speeding up training
and prediction time. The MAEs obtained on the other
vibrational properties and temperatures are given in the
Supplemental Material [23]. Note that, as also shown in
the Supplemental Material [23], feature selection based
on NMI is slightly more powerful than simpler methods
based on correlation especially for a small dataset size.
In Fig. 2(c), the corresponding absolute error distribu-
tion is also given for two training-set sizes. A clear dis-
tinction between models based on descriptors combined
with neural networks and others are seen for the consid-
ered data sizes. For both cases, m-MODNet has the most
right skewed distribution with lowest mode.
Importantly, our model provides the most accurate
ML-model at present for vibrational entropies with a
MAE (resp. RMSE) of 9.5 (resp. 12.5) µeV/K/atom
on S305K . This is four times lower than reported by
Legrain et al. [24] (trained on 300 compounds) and 25
times lower than reported by Tawfik et al. [25] (trained
on the exact same dataset as this work).
Another important advantage of MODNet is that its
feature selection algorithm provides some understanding
of the underlying physics. Indeed, it pinpoints the most
important and complementary variables related to the
investigated property. For instance, the vibrational en-
tropy is found to strongly depend on the inter-atomic
bond length and the valence range of the constituent ele-
ments (which relates to the ionicity of the bond) while the
refractive index is related to an estimation of the band
gap and to the density. A more in-depth discussion can
be found in the Supplemental Material [23].
In summary, we have identified a frontier between
physical-feature-based methods and graph-based models.
Although the latter are often referred to as state-of-the-
art for many material predictions, the former are more
powerful when learning on small datasets (below ∼4 000
samples). We have proposed a novel model based on op-
timal physical features. Descriptors are selected by com-
puting the mutual information between them and with
5the target property in order to maximize relevance and
minimize redundancy. This combined with a feedforward
neural network forms the MODNet model. Moreover, a
multi-property strategy was also presented. By modify-
ing the network in a novel tree-like architecture, multiple
properties can be predicted, which is useful for tempera-
ture curves, with a slight increase in performance thanks
to joint-tranfer learning. In particular, this strategy was
applied on vibrational properties of solids, providing re-
markably reliable predictions, orders of magnitude faster
than conventional methods. Finally, we illustrated how
the selection algorithm which determines the most im-
portant features can provide some understanding of the
underlying physics.
The python package with pretrained models for the
MODNet is available from Ref. [26].
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