I. Introduction
The dramatic advances made in genetic and molecular biology in recent years have allowed us to produce detailed descriptions of a number of complex processes that arise on many different spatial and temporal scales during development. This unparalleled flood of experimental data may well enable us to understand how genes and proteins work collectively in a cell, and from this how multicellular organisms develop. But, therein exists one of the great challenges of modern science; all too often our knowledge remains in isolated pockets, lacking a conceptual framework tying the fragmented data together and allowing ideas and hypotheses to be explored. This is where mathematical modeling can play a fundamental role, comparable with any laboratory research tool: it allows us to combine the effects of multiple nonlinear processes into a coherent structure which can be used for hypothesis testing and making experimentally testable predictions.
Somitogenesis, the segmentation of the vertebrate anteroposterior (AP) axis, is a perfect paradigm for studying such issues (Gossler and Hrabě de Angelis, 1998) ; it has a long history of experimental investigation at the cellular level, and we have observed recently a huge explosion in the rate of identification of the underlying molecular components. Somitogenesis serves as a model process for studying pattern formation during embryogenesis, encompassing a wide range of mechanisms and processes, such as the role of biological clocks (Dale et al., 2003 (Dale et al., , 2006 Dale and Pourquié, 2000; Maroto and Pourquié, 2001; Pourquié 1998 Pourquié , 2001b , positional information gradients (Diez del Corral et al., 2002 Corral et al., , 2003 Diez del Corral and Storey, 2004; Dubrulle et al., 2001; Dubrulle and Pourquié, 2002, 2004b) , cell migration and adhesion (Drake and Little, 1991; Duband et al., 1987; Duguay et al., 2003; Kulesa and Fraser, 2002) , all of which are tightly coupled, both spatially and temporally.
Somites are tightly bound blocks of cells that lie along the AP axis of vertebrate embryos (Gossler and Hrabě de Angelis, 1998; McGrew and Pourquié, 1998; Pourquié, 2001b) . They are transient structures, and further differentiation of the somites gives rise to the vertebrae, ribs and other associated features of the trunk. Somites segment from the presomitic mesoderm (PSM); thick bands of tissue that lie on either side of the notochord, along the AP axis. At regular time intervals, groups of cells at the anterior ends of the PSM undergo changes in their adhesive and migratory behavior and condense together to form an epithelial block of cells known as a somite (Stockdale et al., 2000) . As a result, somites form in a very strict AP sequence. As the body axis extends, the budding of cells anteriorly is compensated by the addition of cells at the posterior ends of the PSM (Pourquié, 2003) . Each band of the PSM stays approximately constant in length throughout the process of somite formation and a wave of patterning appears to sweep along the AP axis leaving the somites in its wake (Collier et al., 2000) .
From the molecular point of view, formation of the somites begins with the establishment of a prepattern of gene expression. In mouse and zebrafish, members of the Mesp family are periodically activated in regions corresponding to the future somites (Haraguichi et al., 2001; Morimoto et al., 2006; Saga et al., 2001; Takahashi et al., 2000; Takashi et al., 2005) . Overt signs of segmentation occur during subsequent cell cycles when the prepattern is converted to morphological somites. Cells undergo changes in their adhesive and migratory properties and a series of extensive rearrangements and shape-changes, mediated by cell adhesion molecules (CAMs), take place (Drake and Little, 1991; Duband et al., 1987; Duguay et al., 2003; Foty and Steinberg, 2004; Kalcheim and Ben-Yair, 2005) .
Although the physical somite boundaries form at the anterior-most end of the PSM, early scanning microscope images showed that the PSM is not a homogeneous tissue (Meier, 1979; Tam and Meier, 1982) . Prior to somite formation early signs of segmentation were seen: the posterior PSM was shown to display metameric arrangements of cells known as somitomeres, which seem to be precursors of the somites (Gossler and Hrabě de Angelis, 1998; Jacobson and Meier, 1986) . The existence of this prepattern was confirmed by microsurgical experiments in which isolated parts of the PSM formed somites in strict isolation (Chernoff and Hilfer, 1982; Packard, 1976) . However, this somitomeric prepattern was shown to be undetermined and susceptible to modification by external agents (Packard et al., 1993) . More recently, existence of the prepattern has been further contested by microsurgical experiments conducted by Dubrulle and co-workers: AP inversions of somite-length regions of the posterior PSM resulted in normal segmentation whilst inversions of the anterior PSM resulted in somites with reversed polarity (Dubrulle et al., 2001) . These results suggest that the anterior-most portion of the PSM is determined with regard to its segmentation program, whilst the posterior-most portion is labile in this respect. The different regions of the PSM were found to correspond to regions of varying FGF signaling; we discuss this more in following paragraphs.
There are several genes expressed dynamically in the PSM. Some are known as cyclic genes, because they oscillate with the same frequency it takes to form one somite (Dale et al., 2006; Ishikawa et al., 2005; McGrew et al., 1998; Palmeirim et al., 1997; Pourquié, 2001a Pourquié, , 2003 . In the chick, gene expression bands of c-hairy1 and l-fng sweep along the AP axis: beginning as wide bands in the tail end of the embryo, they narrow as they travel in an anterior direction, until they come to rest in the newly forming somite. Expression is considered to arise as a result of an underlying segmentation clock in the PSM cells: several cell-autonomous components of the clock have been identified (Aulehla and Johnson, 1999) , together with other molecular pathways which couple the oscillations in neighboring PSM cells (del Barco Barrantes et al., 1999; Jiang et al., 1998 Jiang et al., , 2000 Jiang and Lewis, 2001; Pourquié, 1999; Rida et al., 2004) .
An additional gene with dynamic expression in the PSM is fgf8. A gradient of FGF8 exists along the AP axis, peaking at the posterior end of the embryo (Dubrulle et al., 2001 Dubrulle and Pourquié, 2002 , 2004a , 2004b . As the body axis elongates, the gradient of FGF8 moves in a posterior direction so that it stays at a constant axial level, relative to the PSM. Cells are initially part of a region where FGF8 signaling prevails, but they gradually exit this region as they move up through the PSM. Dubrulle and co-workers have shown that downregulation of FGF signaling is necessary for cells to become part of a somite, and they term the threshold level of FGF signaling at which this ability is gained the determination front (Dubrulle et al., 2001) . Following the experimental discoveries described above, Pourquié and co-workers have postulated that it is the interaction between the segmentation clock and the FGF8 gradient that gates the cells into somites: the segmentation clock defines when somite boundaries form, whilst the FGF8 gradient defines where they form (Dubrulle et al., 2001; Tabin and Johnson, 2001) . This is now the generally accepted "model" for somite formation.
II. Models for Somite Formation
In this section we will present a number of mathematical models which describe different stages of the formation of somites. We begin by presenting a mathematical formulation of the Clock and Wavefront model, which integrates information from the segmentation clock and the FGF8 wavefront to produce a somitic prepattern. Next we consider individual models for the segmentation clock and FGF8 gradient, which may be integrated into the Clock and Wavefront model. Finally we present a model which includes the role of cell adhesion molecules and the cell rearrangements which take place during the generation of epithelial somites. In each case we introduce the model and its mathematical formulation. We show the results of numerical simulations, discuss the successes and shortcomings of the model and avenues for extension and refinement.
A. The Clock and Wavefront Model
With the recent experimental findings concerning the existence of a segmentation clock and a wavefront of FGF8 along the AP of vertebrate embryos, the Clock and Wavefront model has received a large amount of support. First proposed by Zeeman (Cooke, 1975, 1998; Cooke and Zeeman, 1976; Zeeman, 1974) , the model assumed the existence of a longitudinal positional information gradient along the AP axis which interacts with a smooth cellular oscillator (the clock) to set the times at which cells undergo a catastrophe. In this context, Cooke and Zeeman were referring to the changes in adhesive and migratory behavior of cells as they form somites.
Pourquié and co-workers recently proposed a revised version of the model which involves the interaction of the segmentation clock and FGF8 wavefront in gating the cells into somites (Dubrulle et al., 2001; Tabin and Johnson, 2001 ). Specifically, they assume that the clock sets the times at which new somite boundaries form whilst the position of the determination front sets where they form (Dubrulle et al., 2001) . We developed a mathematical formulation of the Clock and Wavefront model based on these assumptions (Baker et al., 2006a (Baker et al., , 2006b . We also made the following further assumptions: (i) upon reaching the determination front, a cell acquires the ability to segment by becoming competent to produce a somitic factor-which could be, for example, Mesp2 (Morimoto et al., 2006; Saga et al., 2001; Takashi et al., 2000 Takashi et al., , 2005 -in response to the presence of a signaling molecule; (ii) one clock oscillation after reaching the determination front, cells become able to produce the signaling molecule; (iii) after responding to the signaling molecule, a cell is specified as somitic and becomes refractory to FGF8 signaling; (iv) a cell forms part of a somite with nearby cells which produce somitic factor at a similar time. At the level of the determination front, the interaction between the clock and wavefront specifies the chemical prepattern. Cells of the PSM which lie anterior to the determination front will follow a specific developmental pathway which cannot be altered by subsequent perturbation of the clock or wavefront. At the anterior end of the PSM cells undergo changes in their morphological properties and condense to form coherent somites (black segments). The upper box shows schematics of the networks underlying the clock and the gradient. On the left, FGF acts in a negative feedback loop with retinoic acid to control gradient progression whilst on the right a negatively-regulating transcriptional delay network consisting of Hes1/7 controls clock oscillations.
Our mathematical model is based on the signaling model for somite formation, originally proposed by Primmett and co-workers (Primmett et al., 1988 (Primmett et al., , 1989 , and then developed by Maini and co-workers (Baker et al., 2003; Collier et al., 2000; McInerney et al., 2004; Schnell et al., 2002) . In this model (see Fig. 1 ), a small group of cells at the anterior end of the PSM will reach the determination front and undergo a whole cycle of the segmentation clock. These pioneer cells produce and emit a diffusible signaling molecule which spreads along the PSM. Any other cell which has reached the determination front, but not yet been specified as somitic, will respond to the signal by producing somitic factor. At this point the cell becomes allocated to a somite along with other cells which are behaving in a similar manner. The process begins once again when the new cohort of cells at the anterior end of the PSM becomes able to produce signaling molecule.
The mathematical model consists of a system of three nonlinear partial differential equations (PDEs). The variables are somitic factor concentration (only cells with a high level of somitic factor can go on to be specified as somitic), signaling molecule levels and FGF8 concentration. We choose to model the gradient by assuming that FGF8 is produced only in the tail of the embryo and that it undergoes linear decay (see Baker et al., 2006a Baker et al., , 2006b , for more details). As the embryo extends the gradient regresses posteriorly, conferring the ability on cells to be able to produce somitic factor. A time t s later cells gain the ability to produce signaling molecule; t s is the period of the segmentation clock. Somitic factor production is activated in response to a pulse in signaling molecule, which is emitted from cells at the anterior end of the PSM. However, rapid inhibition of signal production means that the peaks in signal concentration are transient and produced at regular intervals: this ensures that a series of coherent somites is generated (McInerney et al., 2004) .
The system of nonlinear PDEs can be written as follows: 
where w * is the level of FGF8 at the determination front, t * (w * , t) is the time at which a cell at x reaches the determination front (i.e., w(x, t * ) = w * ), t s is the period of the segmentation clock, x n is the initial position of the tail and c n represents the rate at which the AP axis is extending. In short, the system of PDEs describes the following behavior: (i) somitic factor production is activated by the signaling molecule and is self-regulating; (ii) signaling molecule is produced rapidly in areas where somitic factor concentration is low and it is able to diffuse along the AP axis; (iii) FGF8 is produced in the tail, which is constantly regressing along the x axis.
We solve the mathematical model on the interval (−∞, ∞), where x → ∞ corresponds to the tail of the embryo and x → −∞ the head of the embryo. We assume that: (i) the levels of somitic factor, signaling molecule and FGF8 are bounded as x → ±∞; (ii) initially the region x < 0 has already been specified as somitic; and (iii) the system is between pulses in the signaling molecule.
The mathematical model can be solved numerically using the NAG library routine D03PCF and the results plotted using the MATLAB function imagesc. The results are shown in Fig. 2 . As time progresses, the region of high FGF8 signaling regresses along the AP axis with constant speed. In its wake a series of pulses in signaling molecule result in a series of coherent rises in somitic factor, enabling the formation of discrete somites.
The model has been tested against experimental data. Dubrulle and co-workers used experimental techniques to make local perturbations to the FGF8 wavefront (Dubrulle et al., 2001) . By implanting beads soaked in FGF8 alongside or into the PSM they generated a series of somite anomalies. Typical anomaly patterns consisted of series of small somites ahead of the bead, followed by a large somite behind the bead and normal segmentation thereafter. The mathematical model can be adapted to take this into account by adding a term into the equation for FGF8, which represents a stationary source of FGF8 (Baker et al., 2006a (Baker et al., , 2006b ):
where the term
represents a source of FGF8 from a bead implant. φ is a measure of the strength of the bead source, x b is the position of the bead and ξ is a measure of the width of the bead. The model can be solved as before, and the results are shown in Fig. 3 . As time progresses, the region of high FGF8 signaling regresses along the AP axis as in the control case, but the speed of wavefront progression is disrupted around the bead implant. This results in a series of small somites ahead of the bead and a large somite behind the bead, as observed experimentally.
The model can also be adapted to include other possible experimental perturbations, such as downregulation of FGF8 signaling and perturbation of the segmentation clock (see Baker et al., 2006a Baker et al., , 2006b , for more details). Testing of these kinds of hypotheses is vital for furthering our understanding of the mechanisms underlying somite formation.
At present the drawback to this kind of modeling approach is that the clock and gradient are modeled at a very high (phenomenological) level. We incorporate the segmentation clock by using a single parameter to represent the period of the clock. Likewise, it is simply assumed that a generic FGF8 molecule makes up the gradient controlling the position of the determination front. Whilst this approach has many benefits-we can make simplifications and predictions regarding the effects of many experimental perturbations (Baker et al., 2003 (Baker et al., , 2006a (Baker et al., , 2006b )-we are unable to infer exactly how each biological perturbation affects somite formation. For example, vitamin A deficient embryos have somites which are reduced in size (Diez del Corral et al., 2003; Molotkova et al., 2005; Moreno and Kinter, 2004 ). In our model we could explain this observation by assuming that the determination front progresses more slowly along the AP axis. This requires us to decrease the parameter c n , which controls the rate at which the Heaviside function controlling FGF8 production moves [see Eq. (2)]. However from our model, we cannot deduce why this change in c n occurs. Explicit modeling of the segmentation clock and FGF8 wavefront will allow us to address these kinds of questions. 
B. Transcriptional Regulation Models for the Segmentation Clock
The segmentation clock has been modeled using networks of transcriptional regulatory modules (Giudicelli and Lewis, 2004; Hirata et al., 2004; Horikawa et al., 2006; Lewis, 2003; Monk, 2003; Pourquié and Goldbeter, 2003) . In each model, the simplest possible feedback loop is considered: binding of a transcription factor to the regulatory region of its own gene inhibits expression (see Fig. 1 ). Such a model can be written in the form (5) dp dt
where p represents protein (transcription factor) concentration and m represents mRNA concentration. The models incorporate delays of length τ p and τ m to reflect the time taken for synthesis of mature protein and mRNA, respectively. a is the rate of protein production, b and c are the decay rates of protein and mRNA, respectively, and the function f (·) is the rate of production of new mRNA molecules. To satisfy the requirement that protein binding inhibits transcription, f (·) should be a decreasing function of p, which we assume to be
where k, n, and p 0 are positive constants. In general we assume n = 2; this represents the inhibitory action of a protein which acts as a dimer (Lewis, 2003) .
To consider a more realistic model for the behavior of a single cell, Lewis also includes a characteristic property of gene regulation: noise (Lewis, 2003) . Binding and dissociation of the protein to/from the regulatory DNA site is considered to behave in a stochastic manner . The regulatory site makes transitions between bound and unbound states with a certain probability; these probabilities can be calculated by considering the rates of binding and unbinding and the numbers of protein molecules in the cell. Fig. 4 shows the results of simulation of the system. In Fig. 4a , we plot the results of numerical simulation of the deterministic system using the MATLAB solver dde23. After initial large-amplitude oscillations in protein and mRNA levels, the system settles down to oscillate in a regular fashion with a period of approximately 50 minutes. The remaining plots, Figs. 4b-4d, show the results of numerical simulation of the noisy system. Simulations were carried out in the following fashion: at each time step, a random number drawn from a uniform distribution was used to determine whether binding or unbinding events occurred and then numbers of protein and mRNA molecules were updated accordingly. Fig. 4b is the stochastic equivalent of Fig. 4a -the system oscillates in much the same manner as the deterministic case, with a similar period but a small amount of variability in peak levels of mRNA and protein. As the protein synthesis rate is decreased the stochastic nature of gene regulation becomes more prominent. The period of oscillation remains robust even at a tenth of its original value [see Fig. 4c ] but the peaks become increasingly noisy. At 100th of its original value, the oscillations are hard to discern and protein numbers fluctuate randomly and persistently (see Fig. 4d ) (Lewis, 2003) .
These models neatly capture the dynamics of the segmentation clock and reproduce oscillations with a period relatively close to that observed experimentally. The period of oscillation is robust in the sense that it remains practically unchanged even when the rate of protein synthesis is drastically reduced (Pourquié and Goldbeter, 2003) . However, this generally requires the Hill coefficient, n, to be higher than that reported experimentally (Monk, 2003) . In other words, one must assume that rather than a dimer, regulation of mRNA transcription requires binding of a multimer, such as a tetramer or larger, to the regulatory DNA site. The models also assume that (i) translation is nonsaturating, (ii) the movement of protein molecules between the cytoplasm and cell nucleus is instantaneous and (iii) the delays in transcription and translation take discrete values. Monk (2003) suggests that a more appropriate assumption would be that the delay is uniformly distributed on some finite interval; this results in a revised equation for mRNA dynamics of the form
One prediction of the model is that oscillations are crucially dependent on instability of the protein. Hirata and co-workers (Hirata et al., 2004 ) generated mice expressing mutant Hes7 with a half-life of approximately 30 minutes (compared to approximately 22 minutes in the wild-type mouse). Somite segmentation and oscillatory gene expression became severely disorganized after a few cycles. This observation is consistent with the results observed in their mathematical models and provides support for this mechanism in the segmentation clock. In a similar manner, Lewis uses his stochastic models to postulate that the effect of reduced protein synthesis may be to cause the progressively irregular oscillations seen in mutant embryos (Jiang et al., 2000; Lewis, 2003) . It would be interesting to see if this could be tested experimentally. The models discussed in this section consider oscillations in protein and mRNA numbers in a single cell, where the environment has been assumed to be spatially homogeneous. The reaction kinetics of gene transcription can vary substantially in spatially heterogeneous environments (Schnell and Turner, 2004; Turner et al., 2004) . Although Lewis and Horikawa and co-workers briefly discuss models which incorporate the role of the Notch-Delta pathway in coupling adjacent PSM cells (Horikawa et al., 2006; Lewis, 2003) , future work in this area will need to consider the possibilities of coupling large numbers of cells, as is the case with the segmentation clock.
C. Models for the FGF8 Gradient
Less well studied have been the mechanisms underlying maintenance of the FGF8 gradient, which has been shown to control the position of the determination front (Dubrulle et al., 2001) . Our mathematical formulation of the Clock and Wavefront model (Baker et al., 2006a (Baker et al., , 2006b assumed simply that FGF8 is produced in the tail of the embryo, which is extending at a constant rate. In our model, diffusion and linear decay are combined to set up a monotonic gradient, which regresses along the AP axis as time proceeds and hence is a constantly moving determination front. In this case, the rate of progression of the determination front is solely controlled by a parameter chosen in the simulations.
We consider a revised mechanism for FGF8 gradient formation (Baker and Maini, 2007) based on the finding that FGF8 acts in a negative feedback loop with RA (Diez del Corral et al., 2002 Corral et al., , 2003 Diez del Corral and Storey, 2004) . We show a schematic representation of this feedback in Fig. 1 . In the negative feedback loop, it is possible that FGF8 might downregulate RA production or upregulate RA decay, or both. The same occurs for RA. In order to account for both possibilities, we investigated the phenomenon using the following system of nonlinear PDEs:
where F denotes the concentration of FGF8, A the concentration of RA and r f , r a , λ f , λ a , η f , η a , s f , s a , and D are positive constants. In briefly, the first equation assumes: (i) the rate of production of FGF8 is decreased by RA; (ii) FGF8 production saturates for high FGF8 concentration; (iii) FGF8 undergoes linear decay; (iv) RA augments FGF8 decay; and (v) FGF8 diffuses at rate D compared to RA. Similar statements can be made about the dynamics of RA.
The system of equations describing RA and FGF8 dynamics is mathematically intractable and so we carry out numerical simulation of the system using the MATLAB function pdepe, in order to analyze the behavior. Fig. 5 shows the results of numerical simulation for a specific set of parameter values. The initial conditions are chosen so that FGF8 obtains its maximal value on the positive x axis and is zero elsewhere and vice versa for RA. In this case, traveling waves (constant shape) form, with the region of high FGF8 signaling moving in a positive x direction at a constant rate. Variation of the model parameters produces changes in both wave speed and shape (Baker and Maini, 2007) .
Despite the fact that analytical solution of the system is impossible, it can be shown that the presence of RA, acting in negative feedback loop with FGF8, makes the model more robust. Robustness is meant in the sense that it increases the parameter range for which the wave moves in a positive x direction (since we wish the determination front to regress along the AP axis over time).
Goldbeter and co-workers have also recently proposed a model for the FGF8 gradient which considers the negative interactions between RA and FGF8 (Goldbeter et al., 2007) . In this model, negative feedback results in windows of bistability: regions along the PSM in which both high and low levels of FGF8 signaling are possible. Goldbeter and co-workers postulate that the action of the clock within this window could result in a shift from high to low levels of FGF signaling and the specification of a presumptive somite.
At present the model of Goldbeter and co-workers does not consider extension of the AP axis or movement of the bistability window along the AP axis. Also it does not explicitly consider interaction of the clock with this window in gating cells into somites. On the other hand, our model does not explicitly couple gradient formation to the rate of AP axis extension. Moreover it needs to be coupled to our previous formulation of the Clock and Wavefront model in order to predict somite patterns.
D. Models Including Cell Adhesion
All the models discussed thus far are concerned purely with the formation of a prepattern in gene expression, which is later converted to physical somites by a series of changes in cell morphology. However, it is possible to write down a model capturing the essential interactions between cells and cell adhesion molecules (CAMs), which leads to formation of a series of peaks in cell density-the somites. To date, the only mathematical model attempting to describe the bulk movement of PSM cells to form a somite is by Schnell and co-workers (Schnell et al., 2002) . This is an extension of the signaling model for somite formation by Maini and co-workers, which we have discussed previously. Here we present a simpler model, which can explain the bulk movements of cells to form a somite.
Letting n denote cell density and a denote the concentration of a morphogen that stimulates expression of CAMs, the following system of nonlinear PDEs can be used to describe somite formation:
The first term on the right-hand side of the equation for cell density represents cell diffusion and the second term the tendency of cells to move up gradients in CAM activity (resulting in cell aggregations). f (n) is a decreasing function of n which for illustrative purposes we take to be χn(N − n). The constant N is chosen to be large enough to ensure that f (n) does not become negative. The equation for morphogen concentration also contains a diffusion term, with diffusion of CAM-triggering morphogen occurring at rate D relative to PSM cells. Production of CAM-triggering morphogen occurs at a rate proportional to the number of cells present, whilst we assume that no cell birth or death occurs.
In this model we have assumed the presence of a diffusive morphogen that triggers CAM response. In this simplified model we have combined the effects of both morphogen and CAMs into one term, a, in order to facilitate mathematical analysis.
Once again, it is not possible to solve the model directly: however, it is possible to undertake a linear stability analysis of the system to find parameter regions in which patterns of cell aggregations may arise. The condition for spatial patterns in cell density is
where n 0 is the initial (uniform) cell density.
The system can be solved numerically using the MATLAB solver pdepe. We assume that initially both PSM cells and CAM-triggering morphogen are distributed uniformly along the AP axis and that a small perturbation is made to the cell density at the anterior end of the PSM (in our simulations this corresponds to x = 0). Fig. 6 shows the results of numerical simulation for a set of parameter values which satisfy Eq. (10). From an initially homogeneous field we see the sequential development of a series of peaks and troughs in cell density with equivalent patterns in CAM-triggering morphogen concentration. The patterns arise on a timescale and with a wavelength that is dependent on the choice of parameters. In other words, each new somite forms at a specific time interval after the last somite and with a defined length, which depends upon the model parameters.
An extension of this model needs to address a number of issues. Firstly, how can the model be made consistent with the observations of genetic prepatterns along the AP axis and how can we incorporate the role of the segmentation clock? Secondly, mathematical analysis shows that the initial (unpatterned) field of cells is unstable to perturbation: should a disturbance arise in a region ahead of the somite pattern, a second patterning envelope would initiate from the point of disturbance. Due to the inherently stochastic nature of gene transcription and translation it is likely this will occur-extension of the model to take account of this is the subject of current work. It is also important to point out that the major drawback of this model is that it does not take into account the intercellular mechanical forces involved in the process of somite formation. As a consequence, it cannot account for the morphological changes observed during somitogenesis.
III. Discussion
We began this article by outlining the processes involved in somite formation, from creation of a genetic prepattern to the mechanisms involved in generating morphological somites. We described the patterns of oscillating gene expression which are readouts of the segmentation clock and the traveling patterns of gene expression which control segmental determination. In the middle section we described a series of mathematical models which aim to capture various aspects of somite formation. The mathematical formulation of the Cooke-Zeeman-Pourquié Clock and Wavefront model integrates simple readouts from the clock and gradient to describe the formation of a genetic prepattern which seems to guide development of the physical somites. Models for the segmentation clock assume an underlying regulatory transcription network, characterized by delays in transcription and translation, drives oscillations in mRNA and protein levels. Models for the FGF8 gradient assume similar types of negative feedback (but without delay) to describe the formation of traveling gradients of RA and FGF8. Finally we postulated a model which, rather than characterizing the formation of a genetic prepattern, describes the formation of cellular aggregationsthe physical somites.
The current challenge is to build on these models in order to drive forward knowledge in this area. Development of more sophisticated models for both clock and gradient will allow us to elucidate the crucial mechanisms underlying each system. These models can be integrated back into a generalized "Clock and Wavefront" framework and used to make predictions and test hypotheses. Below we outline the key challenges in each area.
Current models for the segmentation clock generally consist of simple transcriptional oscillators with delay terms allowing the intermediate synthesis steps, such as transport, elongation and splicing, to be encompassed by a single parameter. Such models are easily solved numerically and allow predictions on the period of the clock to be made based on model parameters. However, there is now a wealth of information available regarding the different molecular players involved in regulation of the segmentation clock (Dequéant et al., 2006) : how they interact and what happens when embryos mutant for crucial components are generated. Larger scale models are required in order to integrate this new data into a concrete framework. This will entail developing a "Systems Biology" approach with the deployment of, for example, Boolean and network models, and multiscale simulation techniques . Another important aspect of the segmentation clock that has not yet been fully explored is the coupling between adjacent PSM cells that arises from signaling via the Notch-Delta pathway. A mean-field approach generally assumes equal coupling between all cells of a network, which is clearly not the case in the somitogenesis oscillator. Development of a theoretical approach for dealing with large systems of coupled oscillators is clearly important here, and also in a wider biological context.
Modeling of the gradient which underlies the determination front has only recently begun to acquire attention and models for this are still at an early stage. It seems highly probable that the formation and maintenance of such gradients are tightly coupled to the events surrounding axial elongation. It has recently been shown, in mouse, that the FGF8 signaling gradient is mirrored by a gradient in Wnt3a, and that in fact, Wnt3a acts upstream of FGF8 (Aulehla and Herrmann, 2004; Aulehla et al., 2003) . Wnt3a has also been shown to play a major role in controlling cell proliferation, axis elongation and oscillations of Axin2 in the PSM (Aulehla et al., 2003; Galli et al., 2004) . This yields the exciting possibility that Wnt3a may provide an underlying link between the segmentation clock, specification of positional information and body axis elongation (Aulehla and Herrmann, 2004; Dubrulle and Pourquié, 2004a) .
The final piece of the story is the transition from genetic prepattern to epithelial somites. Most current models for somitogenesis are concerned with the formation of a genetic prepattern along the AP axis and few have attempted to model the series of cell rearrangements and shape changes that accompany the transition from prepattern to coherent somite. Probably this is linked to the enormity of the task: our understanding of the biological processes involved is far from complete-numerous complex, interacting processes are taking place-and theoretical tools have not yet been developed to answer some of the questions which need to be addressed. The cell-CAM model presented here is a simple attempt to address this process. It neglects many of the salient features of the epithelialization process and cannot yet replicate many experimental observations. However, it is a first step on the road to constructing a framework for this complex process and development of the model is the subject of current work. Glazier et al. (in this volume) developed a computational model of the spatiotemporal pattern of adhesive and repulsive forces at work during somite formation. Sherratt and co-workers are also interested in applying their theoretical studies of differential cell adhesion (Armstrong et al., 2006) to somite formation, using the genetic prepattern to drive the process (Armstrong et al., 2007) , whilst Schnell and Grima have proposed a model in which chemotaxis, differential cell adhesion and minimization of tissue surface tension drive the cell sculpting process (Grima and Schnell, 2007) .
IV. Perspective
The goal of multiscale modeling is to investigate events happening on the microscopic scale and integrate results into models on a macroscopic level . Although most models for somite formation are still firmly based on events taking place at the macroscopic level, the wealth of new experimental data becoming available and the generation of new experimental techniques is beginning to allow the generation of microscale models, thereby paving the way for truly multiscale models in the future.
The future of interdisciplinary research in developmental biology lies in the attitudes of both theoretical and experimental communities. Commitment to communication across the boundaries of increasingly specialist research areas, alongside the development of tools and methods to facilitate the achievement of common goals, is crucial. Mathematical modeling should be used as a tool to drive and expand knowledge. It has the power to integrate multiple hypotheses and ideas into a rigorous framework in which they can be submitted to analysis and in silico experiments, used to elucidate pertinent questions and devise future experiments. In turn, results from these experiments can be applied to adjust and refine models. This feedback loop of modeling, testing and fine-tuning is essential for the development of biologicallyaccurate models and the acceleration of our understanding in the biomedical sciences.
