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Abstract 
Sampling arises simultaneously with input and output delays in networked control 
systems. When the delay is left uncompensated, the sampling period is generally 
required to be sufficiently small, the delay sufficiently short, and, for nonlinear 
systems, only semiglobal practical stability is generally achieved. For example, 
global stabilization of strict-feedforward systems under sampled measurements, 
sampled-data stabilization of the nonholonomic unicycle with arbitrarily sparse 
sampling, and sampled-data stabilization of LTI systems over networks with long 
delays, are open problems. In this paper we present two general results that 
address these example problems as special cases. First, we present global 
asymptotic stabilizers for forward complete systems under arbitrarily long input 
and output delays, with arbitrarily long sampling periods, and with continuous 
application of the control input. Second, we consider systems with sampled 
measurements and with control applied through a zero-order hold, under the 
assumption that the system is stabilizable under sampled-data feedback for some 
sampling period, and then construct sampled-data feedback laws that achieve 
global asymptotic stabilization under arbitrarily long input and measurement 
delays.  All the results employ “nominal” feedback laws designed for the 
continuous-time systems in the absence of delays, combined with “predictor-
based” compensation of delays and the effect of sampling.  
 
 
Keywords: feedback stabilization, time-delay systems, sampled-data systems, nonlinear control. 
 
 
1. Introduction 
 
Motivation. Sampling arises simultaneously with input and output delays in many control 
problems, most notably in control over networks. In the absence of delays, in sampled-data 
control of nonlinear systems semiglobal practical stability is generally guaranteed [5,27,28,29], 
with the desired region of attraction achieved by sufficiently fast sampling. Alternatively, global 
results are achieved under restrictive conditions on the structure of the system [4,7,11,12,14,31]. 
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On the other hand, in purely continuous-time nonlinear control, input delays of arbitrary length 
can be compensated [15,19,20] but no sampled-data extensions of such results are available. 
Simultaneous consideration to sampling and delays (either physical or sampling-induced) is given 
in the literature on control of linear and nonlinear systems over networks 
[2,3,6,26,30,31,34,35,37], but all available results rely on delay-dependent conditions for the 
existence of stabilizing feedback. 
 
    Despite the remarkable accomplishments in the fields of sampled-data, networked, and 
nonlinear delay systems, the following example problems remain open:  global stabilization of 
strict-feedforward systems under sampled measurements and continuous control, sampled-data 
stabilization of the nonholonomic unicycle with inputs applied via zero-order hold and under 
arbitrarily sparse sampling, and sampled-data stabilization of LTI systems over networks with 
long delays.  
 
In this paper we introduce two frameworks for solving such problems: 
1. We present global asymptotic stabilizers for forward complete systems under arbitrarily 
long input and output delays, with arbitrarily long sampling periods, and with continuous 
application of the control input.  
2. We consider systems with sampled measurements and with control applied through a zero-
order hold, under the assumption that the system is stabilizable under sampled-data 
feedback for some sampling period, and then construct sampled-data feedback laws that 
achieve global asymptotic stabilization under arbitrarily long input and measurement 
delays.  
In both frameworks we employ “nominal” feedback laws designed in the absence of delays, 
combined with “predictor-based” compensation of delays.  
 
Problem Statement. As in [15,19,20,21,22,23,24,36,38], we consider systems with input delay, 
))(),(()( τ−= tutxftx&                                                   (1.1)  
where mnn tutxtxtx ℜ∈ℜ∈′= )(,))(),....,(()( 1 , nmnf ℜ→ℜ×ℜ:  is a locally Lipschitz mapping with 
0)0,0( =f  and 0≥τ  is a constant. In [15,19,20,21,38], the feedback design problem for system 
(1.1) is addressed by assuming a feedback stabilizer )(xku =  for system (1.1) with no delay, i.e. 
(1.1) with 0=τ , or  
  ))(),(()( tutxftx =&                                                        (1.2) 
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and applying a delay compensator (predictor) methodology based on the knowledge of the delay. 
In this paper, we incorporate also a consideration of measurement delay, namely, we address the 
problem of stabilization of (1.1) with output 
nrtxty ℜ∈−= )()(                                                        (1.3) 
where 0≥r  is a constant, i.e., we consider delayed measurements. The motivation for a 
simultaneous consideration of input and measurement delays is that in many chemical process 
control problems the measurement delay of concentrations of chemical species can be large.  
 
    We also assume that the output is available at discrete time instants iτ  (the sampling times) 
with 01 >=−+ Tii ττ , where 0>T  is the sampling period. Very few papers have studied this 
problem (an exception is [8] where input and measurement delays are considered for linear 
systems but the measurement is not sampled).  
 
     The problem of stabilization of (1.1) with output given by (1.3) is intimately related to the 
stabilization of system (1.1) alone. To see this, notice that the output )(ty  of (1.1), (1.3) satisfies 
the following system of differential equations for all rt ≥ : 
))(),(()( τ−−= rtutyfty&  
Consider the comparison between two problems described by the same differential equations: the 
problem of stabilization of (1.1) with input delay 0>r  and no measurement delay (i.e., 
))(),(()( rtutxftx −=&  for all 0≥t ) and the problem of stabilization of (1.1), (1.3) with no input delay 
and measurement delay 0>r  (i.e., ))(),(()( rtutyfty −=&  for all rt ≥ ). The two problems are not 
identical: in the first stabilization problem the applied input values for ],0[ rt∈  are given (as initial 
conditions), while in the second stabilization problem the applied input values for ],0[ rt∈  must be 
computed based on an arbitrary initial condition )()( 0 θθ xx = , ]0,[ r−∈θ  (irrespective of the current 
value of the state). Therefore, serious technical issues concerning the existence of the solution for 
],0[ rt∈  arise for the second stabilization problem (see Remark 2.2(b) below).  
 
Results of the paper. We establish two general results: 
 
1. A solution for the stabilization of (1.1) with output given by (1.3) under the assumption that 
system (1.2) is globally stabilizable and forward complete and the input can be continuously 
adjusted (Theorem 2.1). The proposed dynamic sampled-data controller uses values of the 
output (1.3) at the discrete time instants +∈+= ZiiTti ,0τ , where 0>T  is the sampling period 
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and 00 ≥t  is the initial time. This justifies the term “sampled-data”. No restrictions for the 
values of the delays 0, ≥τr   or the sampling period 0>T  are imposed. In general, we show 
that there is no need for continuous measurements for global asymptotic stabilization of any 
stabilizable forward complete system with arbitrary input and output delays. 
2. A solution for the stabilization of (1.1) with output given by (1.3) under the assumption that 
system (1.2) is globally stabilizable and forward complete and the control action is 
implemented with zero order hold (Theorem 3.2). Again, the proposed sampled-data controller 
uses values of the output (1.3) at the discrete time instants +∈+= ZiiTti ,0τ , where 0>T  is the 
sampling period and 00 ≥t  is the initial time. In this case, we can solve the stabilization 
problem for systems with both delayed inputs and measurements provided that the user 
chooses the sampling period as the ratio of the input delay and any integer.  
 
   Our delay compensation methodology guarantees that any controller (continuous or sampled-
data) designed for the delay-free case can be used for the regulation of the delayed system with 
input/measurement delays and sampled measurements. For example, all sampled-data feedback 
designs proposed in [4,5,11,14,27,28,29,31] which guarantee global stabilization can be exploited 
for the stabilization of a delayed system with input/measurement delays, sampled measurements 
and input applied with zero order hold. 
 
The results are applied to  
• the Linear Time Invariant (LTI) case, where BuAxuxf +=),( , mnnn BA ×× ℜ∈ℜ∈ , . This case 
has been recently studied extensively in the context of linear Networked Control Systems, 
where various delays arise. Delay-dependent and/or sampling period-dependent sufficient 
conditions for the stabilization of Networked Control Systems have been proposed in the 
literature [2,3,6,26,30,31,34,35,37]. Here, we propose a linear delay compensator that 
guarantees exponential stability of the closed-loop system under the mild restriction that 
the user chooses the sampling period as the ratio of the input delay and any integer, with 
no additional restrictions for the delays (Corollary 3.4). The compensator is designed 
based on the knowledge of linear feedback stabilizer for the delay-free case.  
• strict-feedforward systems [18,20,33], which are studied in Examples in 2.4 and 3.8. 
• the stabilization of the nonholonomic integrator 
2321211 ,, uxuxxux === &&&                                                        (1.4) 
with both delayed inputs and measurements. The problem was recently studied in [17] in 
the presence of delays and in [4,29] in the presence of sampling. Here, our proposed 
 5
dynamic sampled-data controller is applied with no restrictions for the value of the delays 
or the size of the sampling period. The stabilization problem is solved for the case where 
the inputs can be continuously adjusted (Corollary 4.1), as well as for the case where the 
inputs are applied with zero order hold (Proposition 4.2).  
 
Organization of the paper. In Section 2 the main results concerning the case of the continuously 
adjusted input are stated and many comments and explanations are provided. In Section 3 the 
main results concerning the case of input applied with zero order hold are provided. Special 
results are provided for the case of linear autonomous systems and for the case of nonlinear 
systems which are diffeomorphically equivalent to a chain of integrators. Section 4 is devoted to 
the application of the obtained results to the stabilization of a three-wheeled vehicle with two 
independent rear motorized wheels (the nonholonomic integrator). Finally, in Section 5 we 
present the concluding remarks of the present work. The Appendix contains the proofs of certain 
results.  
 
Notation. Throughout the paper we adopt the following notation:  
∗  For a vector nx ℜ∈  we denote by x  its usual Euclidean norm, by x′  its transpose. For a real 
matrix mnA ×ℜ∈ , nmA ×ℜ∈′  denotes its transpose and { }1,;sup: =ℜ∈= xxAxA n  is its induced 
norm. nnI ×ℜ∈  denotes the identity matrix. 
∗  +ℜ  denotes the set of non-negative real numbers. +Z  denotes the set of non-negative integers. 
For every 0≥t , [ ]t  denotes the integer part of 0≥t , i.e., the largest integer being less or equal to 
0≥t .  
∗   For the definition of the class of functions KL , see [16]. 
∗  By )(AC j  ( );( ΩAC j ), where 0≥j  is a non-negative integer, we denote the class of functions 
(taking values in Ω ) that have continuous derivatives of order j  on A . 
∗  Let nbrax ℜ→− ),[:  with 0≥> ab  and 0≥r . By xtTr )(  we denote the “history” of x  from rt −  
to t , i.e., ( ) ]0,[;)(:)()( rtxxtTr −∈+= θθθ , for ),[ bat∈ . By xtTr )((  we denote the “open history” of x  
from rt −  to t , i.e., ( ) )0,[;)(:)()( rtxxtTr −∈+= θθθ( , for ),[ bat∈ . 
∗  Let ),0[: +∞=ℜ⊆ +I  be an interval. By  );( UI∞L  ( );( UIloc∞L ) we denote the space of measurable 
and (locally) bounded functions )( ⋅u  defined on I  and taking values in mU ℜ⊆ . Notice that we 
do not identify functions in );( UI∞L  which differ on a measure zero set. For )];0,([ nrx ℜ−∈ ∞L  or 
));0,([ nrx ℜ−∈ ∞L  we define )(sup:
]0,[
θ
θ
xx
r
r −∈
=  or )(sup:
)0,[
θ
θ
xx
r
r −∈
= . Notice that )(sup
]0,[
θ
θ
x
r−∈
  is not 
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the essential supremum but the actual supremum and that is why the quantities )(sup
]0,[
θ
θ
x
r−∈
 and 
)(sup
)0,[
θ
θ
x
r−∈
 do not coincide in general. We will also use the notation UM  for the space of 
measurable and locally bounded functions Uu →ℜ+: . 
∗  We say that a system of the form (1.2) is forward complete if for every nx ℜ∈0 , UMu∈  the 
solution )(tx  of (1.2) with initial condition nxx ℜ∈= 0)0(  corresponding to input UMu∈  exists 
for all 0≥t . 
 
Throughout the paper we adopt the convention nnr ℜ=ℜ−∞ )];0,([L  and nnrC ℜ=ℜ− )];0,([0  for 0=r . 
Finally, for reader’s convenience, we mention the following fact, which is a direct consequence of 
Lemma 2.2 in [1] and Lemma 3.2 in [10]. The fact is used extensively throughout the paper.  
 
FACT: Suppose that system (1.2) is forward complete. Then for every nx ℜ∈0 , 
));,([ mlocu ℜ+∞−∈ ∞ τL  the solution )(tx  of (1.1) with initial condition nxx ℜ∈= 0)0(  corresponding to 
input ));,([ mlocu ℜ+∞−∈ ∞ τL  exists for all 0≥t . Moreover, for every 0>T  there exists a function 
∞∈Ka  such that for every nx ℜ∈0 , ));,([ mlocu ℜ+∞−∈ ∞ τL  the solution )(tx  of (1.1) with initial 
condition nxx ℜ∈= 0)0(  corresponding to input ));,([ mlocu ℜ+∞−∈ ∞ τL  satisfies 
⎟⎠
⎞⎜⎝
⎛ +≤
−<≤−
)(sup)( 0 suxatx
ts ττ
, for all ],0( Tt∈ .    
 
 
2. Dynamic Sampled-Data Feedback for Continuously Adjusted Input 
 
We start by presenting the assumptions for system (1.2). Our first assumption concerning system 
(1.2) is forward completeness.  
 
Hypothesis (H1): System (1.2) is forward complete. 
 
Assumption (H1) guarantees that system (1.1) is forward complete as well: for every nx ℜ∈0 , 
));,([ mlocu ℜ+∞−∈ ∞ τL  the solution )(tx  of (1.1) with initial condition nxx ℜ∈= 0)0(  corresponding to 
input ));,([ mlocu ℜ+∞−∈ ∞ τL  exists for all 0≥t . Therefore, we are in a position to define the 
“predictor” mapping ( ) nmn r ℜ→ℜ−−×ℜΦ ∞ );0,[: τL  for all 0, ≥τr  with 0>+τr  in the following 
way: 
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“for every nx ℜ∈0 ,  ( )mru ℜ−−∈ ∞ );0,[ τL  the solution )(tx  of (1.1) with initial condition 
0)( xrx =−  corresponding to input ( )mru ℜ−−∈ ∞ );0,[ τL  satisfies ),()( 0 uxx Φ=τ ” 
 
By virtue of the Fact, we can guarantee the existence of ∞∈Ka  such that  
( )τ++≤Φ ruxaux ),( , for all ( )mn rux ℜ−−×ℜ∈ ∞ );0,[),( τL                                      (2.1) 
Using (2.1) and the fact that nmnf ℜ→ℜ×ℜ:  is a locally Lipschitz mapping, we can guarantee the 
existence of a non-decreasing function ++ ℜ→ℜ:L  such that 
( )( )τττ +++ −+−+++≤Φ−Φ rrr vuyxvuyxLvyux ),(),( , 
 for all ( )mn rux ℜ−−×ℜ∈ ∞ );0,[),( τL , ( )mn rvy ℜ−−×ℜ∈ ∞ );0,[),( τL                      (2.2) 
We assume next that (1.2) is globally stabilizable.  
 
Hypothesis (H2) (continuously adjusted input): There exists );(1 mnCk ℜℜ×ℜ∈ + , ∞∈Kg  with  
( )xgxtk ≤),( , for all nxt ℜ×ℜ∈ +),(                                                      (2.3) 
such that nℜ∈0  is Uniformly Globally Asymptotically Stable for system (1.2) with ),( xtku = , i.e., 
there exists a function KL∈σ  such that for every nxt ℜ×ℜ∈ +),( 00  the solution )(tx  of (1.2) with 
),( xtku =  and initial condition nxtx ℜ∈= 00 )(  satisfies the following inequality: 
( )00 ,)( ttxtx −≤ σ , 0tt ≥∀                                                               (2.4) 
 
    Consider system (1.1) under hypotheses (H1), (H2) for system (1.2). Our proposed dynamic 
sampled-data feedback has states ( )mnr rutTtz ℜ−−×ℜ∈ ∞+ ];0,[))(),(( ττ L  and inputs nty ℜ∈)(  and for 
each 00 ≥t , ( )mn ruz ℜ−−×ℜ∈ ∞ ];0,[),( 00 τL   the states are computed by the interconnection of two 
subsystems: 
1) A sampled-data subsystem (see [10]) with inputs ( )mnr rutTty ℜ−−×ℜ∈ ∞+ ];0,[))(),(( ττ L : 
( )
n
irii
ii
ztz
uTyz
Zittutzftz
ℜ∈=
Φ=
∈∈=
++++
++
00
111
1
)(
)(),()(
,),[,))(),(()(
τττ
ττ
τ
(
&
                                     (2.5) 
where  
+∈+= ZiiTti ,0τ  
are the sampling times and 0>T  is the sampling period. We stress that the proposed sampled-
data dynamic controller uses only values of the output nrtxty ℜ∈−= )()(  at the discrete time 
instants iTti += 0τ , where +∈Zi . 
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2) A subsystem described by Functional Difference Equations (see [13]) with inputs ntz ℜ∈)( : 
( )mr ruutT
tttztktu
ℜ−−∈=
>+=
∞+ ];0,[)(
,))(,()(
00
0
τ
τ
τ L
                                                           (2.6) 
 
Our first main result is now stated. 
 
Theorem 2.1: Let 0>T , 0, ≥τr  with 0>+τr  and suppose that hypotheses (H1), (H2) hold for 
system (1.2). Then the closed-loop system (1.1), (1.3) (2.5), (2.6) is Uniformly Globally 
Asymptotically Stable, in the sense that there exists a function KL∈σ~  such that for every 00 ≥t , 
( )mnn rrCuzx ℜ−−×ℜ×ℜ−∈ ∞ ];0,[)];0,([),,( 0000 τL , the solution mnntutztx ℜ×ℜ×ℜ∈))(),(),((  of the 
closed-loop system (2.5), (2.6), (1.3), (1.1) with initial condition nztz ℜ∈= 00 )( , 
( )mr ruutT ℜ−−∈= ∞+ ];0,[)( 00 ττ L , ( )nr rCxxtT ℜ−∈= ];0,[)( 000  satisfies the following inequality for all 
0tt ≥ : 
( )0000 ,~)()()( ttuxzutTxtTtz rrrrrr −++≤++ +++ τττ σ                                      (2.7) 
 
Some remarks for the dynamic sampled-data feedback given by (2.5), (2.6) are in order before we 
proceed to the proof of Theorem 2.1. 
 
Remark 2.2: 
(a) The dynamic sampled-data controller (2.5), (2.6) is time-varying if k  is time-varying. If k  is 
−T periodic then the dynamic sampled-data controller (2.5), (2.6) is −T periodic too.  
(b) Since the output )(ty  given by (1.3) of system (1.1) satisfies the system of differential 
equations ))(),(()( τ−−= rtutyfty& , for all rtt +≥ 0 , where 00 ≥t  is the initial time, we can in 
principle apply the predictor-based delay compensation approach described in [20] (extended for 
time-varying feedback laws), which gives the static feedback law )))(),((,()( utTtytktu r ττ +Φ+=
(
. 
This is the inspiration for the construction of the sampled-data dynamic feedback (2.5), (2.6): for 
all iTtt += 0 , where +∈Zi , the value of )(tu  computed by (2.5), (2.6) is exactly 
)))(),((,()( utTtytktu r ττ +Φ+=
(
. However, there are technical problems with the application of the 
static feedback law )))(),((,()( utTtytktu r ττ +Φ+=
(
: given initial conditions 
( )nr rCxxtT ℜ−∈= ];0,[)( 000 , ( )mr ruutT ℜ−−∈= ∞+ ];0,[)( 00 ττ L , we cannot guarantee existence of a 
measurable and essentially bounded mrtrtu ℜ→+−− ],[: 00 τ  satisfying the integral equation 
)))(),((,()( utTrtxtktu r ττ +−Φ+=
(
 for all ],( 00 rttt +∈ . For the case 0=τ , one sufficient condition for 
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the existence of a solution of the integral equation is that the initial condition 
( )nr rCxxtT ℜ−∈= ];0,[)( 000 , ( )mr ruutT ℜ−∈= ∞ ];0,[)( 00 L  satisfies the equation 
))(),(()( rturtxfrtx −−=−&  for all ],[ 00 rttt +∈ : in this case the solution is ))(,()( tztktu =  for 
],( 00 rttt +∈ , where )(tz  is the solution of the initial value problem )))(,(),(()( tztktzftz =&  with 
)()( 00 txtz = . Other restrictive sufficient conditions for the existence of a solution of the integral 
equation can be obtained by using fixed point theory. The proof of Theorem 2.1 shows that this 
issue can be completely avoided for the dynamic sampled-data feedback (2.5), (2.6).  
 (c) For every initial condition the value of )(tu  computed by (2.5), (2.6) is exactly 
)))(),((,()( utTtytktu r ττ +Φ+=
(
 for all iTtt +≥ 0  with +∈ Zi  satisfying riT ≥ , so our dynamic sampled-
data feedback is based on the predictor principle. 
(d) For the implementation of the controller (2.5), (2.6), we must know the “predictor” mapping 
( ) nmn r ℜ→ℜ−−×ℜΦ ∞ );0,[: τL . This mapping can be explicitly computed for  
(i) Linear systems BuAxx +=& , with mn ux ℜ∈ℜ∈ , . In this case (Corollary 3.4 below) the 
predictor mapping ( ) nmn r ℜ→ℜ−−×ℜΦ ∞ );0,[: τL  is given by the explicit equation 
( ) ( )∫
−−
−++=Φ
0
)(exp)(exp:),(
τ
τ
r
dwwBuAwxrAux .  
(ii) Bilinear systems uCxBuAxx ++=& , with ℜ∈ℜ∈ ux n ,  and CAAC = . In this case the predictor 
mapping ( ) nmn r ℜ→ℜ−−×ℜΦ ∞ );0,[: τL  is given by the explicit equation 
( ) ( )∫ ∫∫
−−−−
⎟⎟⎠
⎞
⎜⎜⎝
⎛
−+⎟⎟⎠
⎞
⎜⎜⎝
⎛
+=Φ
0 00
)()(expexp)(exp)(exp:),(
ττ
τ
r wr
dwwBudssuCAwxdssuCrAux . 
(iii) Nonlinear systems of the following form: 
mn
n
nnnnnn
uxxx
xxufxxxuax
xufxxuax
ufxuax
ℜ∈ℜ∈′=
+=
+=
+=
−−
,),...,(
),...,,(),...,,(
),(),(
)()(
1
1111
122122
1111
&
M
&
&
 
where all mappings ii fa ,  ( ni ,...,1= ) are locally Lipschitz. In this case the predictor mapping 
( ) nmn r ℜ→ℜ−−×ℜΦ ∞ );0,[: τL  can be constructed inductively. For example, for 1=n  the 
predictor mapping is given by ∫ ∫∫
−−−−
⎟⎟⎠
⎞
⎜⎜⎝
⎛
+⎟⎟⎠
⎞
⎜⎜⎝
⎛
=Φ
0
1
0
1
0
1 ))(())((exp))((exp),(
ττ r wr
dwwufdssuaxdssuaux . 
Example 2.4 below applies Theorem 2.1 to a three-dimensional nonlinear system of the 
above class. Moreover, the nonholonomic integrator (1.4) belongs to the above class and 
Theorem 2.1 can be applied (see Corollary 4.1).  
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(iv) Nonlinear systems ),( uxfx =& , for which there exists  a global diffeomorphism nn ℜ→ℜΘ :  
such that the change of coordinates )(xz Θ=  transforms the system to one of the above cases 
(Corollary 3.7 below).  
For globally Lipschitz systems, one can utilize approximate “predictor” mappings 
( ) nmn r ℜ→ℜ−−×ℜΦ ∞ );0,[: τL  as shown in [15] under additional and more restrictive hypotheses.  
 
Proof of Theorem 2.1: We start with the following claim, which we prove in the Appendix. 
 
Claim 1: There exists a function ∞∈KG  such that for every 00 ≥t  and 
( )mnn rrCuzx ℜ−−×ℜ×ℜ−∈ ∞ ];0,[)];0,([),,( 0000 τL  the solution mnntutztx ℜ×ℜ×ℜ∈))(),(),((  of the 
closed-loop system (2.5), (2.6), (1.3), (1.1) with initial condition nztz ℜ∈= 00 )( , 
( )mr ruutT ℜ−−∈= ∞+ ];0,[)( 00 ττ L , ( )nr rCxxtT ℜ−∈= ];0,[)( 000  exists for all ],[ 00 Tttt +∈  and satisfies  
( )τττ +++ ++≤++ rrrrrr uxzGxtTtzutT 000)()()( , for all ],[ 00 Tttt +∈                          (2.8) 
 
By virtue of induction and Claim 1, the following claim holds. 
 
Claim 2: There exists a function ∞∈KG  such that for every 00 ≥t , +∈Zp , 1≥p  and 
( )mnn rrCuzx ℜ−−×ℜ×ℜ−∈ ∞ ];0,[)];0,([),,( 0000 τL  the solution mnntutztx ℜ×ℜ×ℜ∈))(),(),((  of the 
closed-loop system (2.5), (2.6), (1.3), (1.1) with initial condition nztz ℜ∈= 00 )( , 
( )mr ruutT ℜ−−∈= ∞+ ];0,[)( 00 ττ L , ( )nr rCxxtT ℜ−∈= ];0,[)( 000  exists for all ],[ 00 pTttt +∈  and satisfies  
( )τττ +++ ++≤++ rrprrrr uxzGxtTtzutT 000)()()()( , for all ],[ 00 pTttt +∈                          (2.9) 
where 43421 oKo
timesp
p GGsG =:)()( . 
 
     We notice that for all iTtt +≥ 0  with +∈ Zi  satisfying riT ≥  the solution 
mnntutztx ℜ×ℜ×ℜ∈))(),(),((  of the closed-loop system (2.5), (2.6), (1.3), (1.1) satisfies: 
)()( τ+= txtz                                                                                (2.10) 
Consequently, for all τ++≥ iTtt 0  with +∈ Zi  satisfying riT ≥  it holds that: 
))(,()( txtktu =−τ                                                                           (2.11) 
Hypothesis (H2) in conjunction with inequality (2.4) and equation (2.11) implies that the 
following inequality holds: 
( )ττσ −−−++≤ iTttiTtxtx 00 ,)()( , τ++≥∀ iTtt 0                                                (2.12) 
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Define 2+⎥⎦
⎤⎢⎣
⎡+⎥⎦
⎤⎢⎣
⎡=
TT
rp τ . Using (2.9), (2.10) and (2.12), it follows that the following inequality 
holds: 
( )( )pTttxtTtzutTGtztx rrrrp −−++≤+ ++ 0000)( ,)()()()()( ττσ , pTtt +≥∀ 0                    (2.13) 
Define ( ) ( )( )rpTtsGgrpTtsGts pp −−+−−= ),(),(:),(~ )()( σσσ  for all rpTt +≥  and 
( ))()(:),(~ )()( sGgsGts pp +=σ  for all ),0[ rpTt +∈ . Using (2.3), (2.10), (2.11) and (2.13) we can 
conclude that (2.7) holds. The proof is complete.         <  
 
Remark 2.3: The proof of Theorem 2.1 shows that if );(1 mnCk ℜℜ×ℜ∈ +  with 0)0,( =tk  for all 
0≥t , is a non-uniform in time stabilizer for system (see [9]) then we can prove that the closed-
loop system (2.5), (2.6), (1.3), (1.1) is non-uniformly in time Globally Asymptotically Stable, i.e., 
there exist functions KL∈σ~  and a positive continuous function ),0(: +∞→ℜ+β  such that for every 
00 ≥t , ( )mnn rrCuzx ℜ−−×ℜ×ℜ−∈ ∞ ];0,[)];0,([),,( 0000 τL , the solution mnntutztx ℜ×ℜ×ℜ∈))(),(),((  of 
the closed-loop system (2.5), (2.6), (1.3), (1.1) with initial condition nztz ℜ∈= 00 )( , 
( )mr ruutT ℜ−−∈= ∞+ ];0,[)( 00 ττ L , ( )nr rCxxtT ℜ−∈= ];0,[)( 000  satisfies the following inequality for all 
0tt ≥ : 
( )( )00000 ,)(~)()()( ttuxztutTxtTtz rrrrrr −++≤++ +++ τττ βσ                                 (2.14) 
In this case, there is no need to assume that inequality (2.3) holds. 
 
We next present an example which shows how the obtained results can be applied to feedforward 
nonlinear systems. 
 
Example 2.4 (Control of strict-feedforward systems with arbitrarily sparse sampling): 
Consider the following example taken from [20]:  
ℜ∈ℜ∈′=
−=−+=+=
)(,))(),(),(()(
)()(),()()()(),()()(
3
321
3332
2
321
tutxtxtxtx
tutxtutxtxtxtxtxtx ττ &&&                     (2.15) 
Here, we consider the stabilization problem for (2.15) with output given by (1.3) available only at 
the discrete time instants iτ  (the sampling times) with 01 >=−+ Tii ττ , where 0>T  is the sampling 
period. Hypothesis (H1) holds for system (2.15) and the predictor mapping can be explicitly 
expressed by the equations:  
( ) ( )
′
⎥⎥⎦
⎤
⎢⎢⎣
⎡
++++++=Φ ∫∫ ∫∫
−−−− −−−−
0
3
00
3321 )(,)()(1)(,),(:),(
ττ ττ
τφ
rr
s
rr
dssuxdsdqqusudssuxxrxuxux   (2.16) 
where 
 12
( ) ( ) ( )
( ) ∫ ∫∫ ∫ ∫
∫ ∫
−− −−−− −− −−
−− −−
⎟⎟⎠
⎞
⎜⎜⎝
⎛
+++
+++++++=
0 20
0
33
22
3211
)()()(1
)(3
2
1),(
τ ττ τ τ
τ τ
τττφ
r
s
rr
s
r
w
r
r
s
r
dsdqqudsdwdqquwu
dsdqquxxrxrxrxux
                       (2.17) 
Moreover, hypothesis (H2) holds as well with the smooth, time-independent feedback law: 
⎟⎟⎠
⎞
⎜⎜⎝
⎛ ⎟⎠
⎞⎜⎝
⎛ −−−+++−−−+−−−=
2
2
32
3
3
2
3323213
2
221 2
1
8
3
4
1
8
5
2
1
2
124
4
3
8
33:)( xxxxxxxxxxxxxxk              (2.18) 
It follows from Theorem 2.1 that the dynamic sampled-data controller ))(()( tzktu =  with  
3
321
3332
2
321
))(),(),(()(
)()(),()()()(),()()(
ℜ∈′=
=+=+=
tztztztz
tutztutztztztztztz &&& , for ),[ 1+∈ iit ττ            (2.19) 
and  
+++++ ∈Φ= ZiuTyz irii ,))(),(()( 111 τττ τ
(
                                        (2.20) 
where ( ) 33 );0,[: ℜ→ℜ−−×ℜΦ ∞ mr τL  is defined by (2.16), (2.17) and ℜ→ℜ3:k  is defined by 
(2.18), guarantees global asymptotic stability for system (2.15). The reader should notice that the 
dynamic sampled-data controller (2.19), (2.20), (2.21) can still be used even if no delays are 
present but the state is available only at the discrete time instants iτ  (the sampling times) with 
01 >=−+ Tii ττ , where 0>T  is the sampling period. Hence, in this section we have provided, as a 
special case, the first solution to the problem of global asymptotic stabilization of strict 
feedforward systems with arbitrarily sparse in time sampling of the state and with continuous 
control.     <  
 
 
3. Sampled-Data Feedback for Input Applied with Zero Order Hold 
 
3.1 General Design 
 
This section is devoted to the case where the input is applied with zero order hold. In this section 
we assume that (1.2) is globally stabilizable with feedback applied with zero order hold. This is 
very different from hypothesis (H2) in the previous section.  
 
Hypothesis (H3) (input applied with zero order hold): There exists mnk ℜ→ℜ: , ∞∈Kg , 0>T  
such that  
( )xgxk ≤)( , for all nx ℜ∈                                                                (3.1) 
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and such that nℜ∈0  is Uniformly Globally Asymptotically Stable for the sampled-data system 
n
ii
t
i
iii
xx
T
txx
txktxftx
i
ℜ∈=≥=
+=
=
∈=
+
→+
+
−+
00
1
1
1
)0(,00
)(lim)(
),[,)))((),(()(
1
τ
ττ
τ
τττ
τ
&
                                                       (3.2) 
in the sense that there exists a function KL∈σ  such that for every nx ℜ∈0  the solution )(tx  of 
(3.2) with initial condition nxx ℜ∈= 0)0(  satisfies inequality (2.4) with 00 =t  for all 0≥t . 
 
Remark 3.1: Hypothesis (H3) seems like a restrictive hypothesis, because it demands global 
stabilizability by means of sampled-data feedback with positive sampling rate. However, 
hypothesis (H3) can be satisfied for: 
(i) Linear stabilizable systems, where BuAxuxf +=),( , mnnn BA ×× ℜ∈ℜ∈ ,  (see Corollary 3.4 and 
Remark 3.5 below),  
(ii) Nonlinear systems of the form uxgxfx )()( +=& , ℜ∈ℜ∈ ux n , , where the vector field 
nnf ℜ→ℜ:  is globally Lipschitz and the vector field nng ℜ→ℜ:  is locally Lipschitz and 
bounded, which can be stabilized by a globally Lipschitz feedback law )(xku =  (see [7]). 
(iii) Nonlinear systems of the form 1),(),( ++= iiii xuxguxfx&  for 1,...,1 −= ni  and 
uuxguxfx nnn ),(),( +=& , where the drift terms ),( uxf i  ( ni ,...,1= ) satisfy the linear growth 
conditions ii xLxLxf ++≤ ...)( 1  ( ni ,...,1= ) for certain constant 0≥L  and there exist constants 
0>≥ ab  such that buxga i ≤≤ ),(  for all ni ,...,1= , ℜ∈ℜ∈ ux n ,  (see [12]). 
(iv) Asymptotically controllable homogeneous systems with positive minimal power and zero 
degree (see [4]). 
(v) Systems satisfying the reachability hypotheses of Theorem 3.1 in [14], or hypotheses (A1), 
(A2), (A3) in Section 4 of [11], 
(vi) Nonlinear systems ),( uxfx =& , for which there exists  a global diffeomorphism nn ℜ→ℜΘ :  
such that the change of coordinates )(xz Θ=  transforms the system to one of the above cases. 
 
Consider system (1.1) under hypotheses (H1), (H3) for system (1.2). In this case we propose a 
feedback law that is simply a composition of the feedback stabilizer and the delay compensator: 
( )( ) ),[,)(),()( 1++ ∈Φ= iiiri tuTyktu ττττ τ(                                            (3.3) 
where +∈= ZiiTi ,τ  are the sampling times and ( ) nmn r ℜ→ℜ−−×ℜΦ ∞ );0,[: τL  is the predictor 
mapping involved in (2.1), (2.2). The control action is applied with zero order hold, i.e., it is 
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constant on ),[ 1+ii ττ ; however the control action affecting system (1.1) remains constant on the 
interval ),[ 1 ττττ ++ +ii .   
 
Our main result is stated next. 
 
Theorem 3.2: Let 0>T , 0, ≥τr  with 0>+τr  and suppose that there exists +∈Zl  such that Tl=τ . 
Moreover, suppose that hypotheses (H1), (H2) hold for system (1.2). Then the closed-loop system 
(1.1) with (3.3), i.e., the following sampled-data system 
( )
0,
,),[,))(),(()(
))(),(()(
01
1
=+=
∈∈−Φ=
−=
+
+++
τττ
ττττ
τ
τ
T
ZituTrxktu
tutxftx
ii
iiiri
(
&
                                   (3.4) 
is Uniformly Globally Asymptotically Stable, in the sense that there exists a function KL∈σ~  such 
that for every ( )mn rrCux ℜ−−×ℜ−∈ ∞ );0,[)];0,([),( 000 τL , the solution mntutx ℜ×ℜ∈))(),((  of system 
(3.4) with initial condition ( )mr ruuT ℜ−−∈= ∞+ );0,[)0( 0 ττ L( , ( )nr rCxxT ℜ−∈= ];0,[)0( 00  satisfies the 
following inequality for all 0≥t : 
( )tuxutTxtT rrrrrr ,~)()( 00 τττ σ +++ +≤+ (                                            (3.5) 
Finally, if system (3.2) satisfies the dead-beat property of order jT , where +∈ Zj  is positive, i.e., 
for all nx ℜ∈0  the solution )(tx  of (3.2) with initial condition nxx ℜ∈= 0)0(  satisfies 0)( =tx  for all 
jTt ≥  then system (3.4) satisfies the dead-beat property of order T
T
rlj ⎟⎟⎠
⎞
⎜⎜⎝
⎛ +⎥⎦
⎤⎢⎣
⎡++ 1 , where ⎥⎦
⎤⎢⎣
⎡
T
r  is 
the integer part of 
T
r , i.e., for every ( )mn rrCux ℜ−−×ℜ−∈ ∞ );0,[)];0,([),( 000 τL , the solution 
mntutx ℜ×ℜ∈))(),((  of system (3.4) with initial condition ( )mr ruuT ℜ−−∈= ∞+ );0,[)0( 0 ττ L( , 
( )nr rCxxT ℜ−∈= ];0,[)0( 00  satisfies 0)( =tx  for all TTrljt ⎟⎟⎠⎞⎜⎜⎝⎛ +⎥⎦⎤⎢⎣⎡++≥ 1 .    
 
Remark 3.3:  
(a) If we denote 01 ≥T  to be the delay in receiving the measured data, 02 ≥T  the computation time 
for the quantity ( )),( uxkv Φ= , where ( )mn rux ℜ−−×ℜ∈ ∞ );0,[),( τL , and 03 ≥T  the time for the data to 
reach the actuator, then one should notice that 21 TTr +=  and 3T=τ .  
(b) In practice, when 0, ≥τr  are given, the control practitioner should look for sampled-data 
stabilizers satisfying hypothesis (H3) for certain sampling period 0>T  with Tl=τ  for some 
+∈Zl . Therefore, the value of the sampling period is determined after the estimation of the input 
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delay. If 0=τ  then one can choose any sampling period 0>T  (the condition Tl=τ  holds with 
0=l ). However, if 0>τ  then the sampling period is constrained to be less or equal to 0>τ . This 
may seem to be impractical for the cases where 0>τ  is small. However, in practice, a delay that is 
smaller than a reasonable sampling period would be typically ignored, or the control engineer can 
induce an input delay of magnitude equal to the sampling period (for example, by delaying the 
transmission of the control action).    
 
Proof of Theorem 3.2: Using the Fact, we can guarantee the existence of ∞∈Kb  such that for 
every ( )mn rrCux ℜ−−×ℜ−∈ ∞ );0,[)];0,([),( 000 τL  the solution ntx ℜ∈)(  of (1.1) with initial condition 
( )mr ruuT ℜ−−∈= ∞+ );0,[)0( 0 ττ L( , ( )nr rCxxT ℜ−∈= ];0,[)0( 00  exists for all ],0[ τ∈t  and satisfies 
( )τ++≤ ruxbtx 0)0()( , for all ],0[ τ∈t                                      (3.6) 
If 0>τ  then the input )(tu  takes exactly l  values on the interval ),0[ τ∈t  with input values 
)(tuui =  for ),)1[( iTTit −∈ , li ,...,1= . We also set )()(1 τulTuul ==+ . Using (3.1) and (2.1), we obtain 
the following estimates: 
( )( )τ++−≤ rurxagu 01 )(  
⎟⎟⎠
⎞⎜⎜⎝
⎛ ⎟⎠
⎞⎜⎝
⎛ ++−−≤
−≤≤+ qiqri
uurTixagu
11
0 max))1(( τ , for 1,...,2 += li  
Using the above inequalities, the trivial inequality rxrx 0)( ≤−  and the inequalities 
( )τ+++≤−− rrr uxbxrTix 000))1((  for 1,...,2 += li  (which are direct consequences of (3.6)), we 
can construct a function ∞∈Kh  such that  
( )τ++≤ rri uxhu 00 , for 1,...,1 += li                                                   (3.7)  
Thus we may conclude that there exists ∞∈KH  such that  
( )τττ +++ +≤+ rrrrrr uxHutTxtT 00)()( ( , for all ],0[ τ∈t                                      (3.8) 
Inequality (3.8) holds trivially for the case 0=τ .  
 
We next continue with the following claim. Its proof is provided in the Appendix. 
 
Claim 3: There exists a function ∞∈KG  such that the solution mntutx ℜ×ℜ∈))(),((  of system (3.4) 
exists for all ],[ ττ +∈ Tt  and satisfies  
( )rrrrrrrr xTuTGxtTutT )()()()( ττ ττττ +≤+ ++++ (( , for all ],[ ττ +∈ Tt                          (3.9) 
By virtue of induction and Claim 3, the following claim holds. 
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Claim 4: There exists a function ∞∈KG  such that for every +∈ Zp , 1≥p  the solution 
mntutx ℜ×ℜ∈))(),((  of system (3.4) exists for all ],[ pTt +∈ ττ  and satisfies  
( )rrrrprrrr xTuTGxtTutT )()()()( )( ττ ττττ +≤+ ++++ (( , for all ],[ ττ +∈ pTt                          (3.10) 
where 43421 oKo
timesp
p GGsG =:)()( . 
 
We notice that for all +∈ Zi  with riT ≥  the solution mntutx ℜ×ℜ∈))(),((  of system (3.4) satisfies: 
))(()( ττ +=− iTxktu , ))1(,[ ττ +++∈∀ TiiTt                                                (3.11) 
Hypothesis (H3) in conjunction with inequality (2.4) with 00 =t  and equation (3.11) implies that 
the following inequality holds for all +∈ Zi  with riT ≥ : 
( )ττσ −−+≤ iTtiTxtx ,)()( , τ+≥∀ iTt                                                (3.12) 
Define [ ] 1/ += Trp . Using (3.10) and (3.12), the following inequality holds: 
( )( )τττσ ττ −−+≤ ++ pTtxTuTGtx rrrrp ,)()()( )( ( , τ+≥∀ pTt                    (3.13) 
    Define ( ) ( )( )τσσσ −−+−+−+−= rTptsHGgrTptsHGts pp )1()),(()1()),((:),(~ )()(  for all 
τ+++≥ rTpt )1(  and ( )))(())((:),(~ )()( sHGgsHGts pp +=σ  for all ))1(,0[ τ+++∈ rTpt . Using (3.1), 
(3.8), (3.10), (3.11) and (3.13) we can conclude that (3.5) holds. Notice that if 0),( =tsσ for all 
0≥s  and jTt ≥  (i.e., the dead-beat property of order jT ) then (3.13) implies that 0)( =tx  for all 
( )Tlpjt ++≥  (i.e., the dead-beat property of order ( )Tlpj ++ ).  The proof is complete.         <  
 
    Theorem 3.2 can be applied to all forward complete systems satisfying Remark 2.2(d) and 
Remark 3.1. Here we focus on two special cases: the case of stabilizable Linear Time Invariant 
(LTI) systems and the case of systems which are Diffeomorphically Equivalent to a Chain of 
Integrators (DECI). The latter case includes the linearizable strict feedforward systems (see [18]). 
 
 
3.2 Design for Stabilizable LTI Systems 
 
   For the Linear Time Invariant (LTI) case, there are matrices mnnn BA ×× ℜ∈ℜ∈ ,  such that 
BuAxuxf +=),( . In this case the predictor mapping is given by the explicit expression 
( ) ( )∫
−−
−++=Φ
0
)(exp)(exp),(
τ
τ
r
dwsBuAsxrAux . The linear feedback law Kxxk =)( , where nmK ×ℜ∈ , 
 17
satisfies hypothesis (H3) if and only if there exists 0>T  such that all the eigenvalues of the matrix 
( ) ( ) ⎟⎟⎠
⎞
⎜⎜⎝
⎛
−+ ∫ BKdwAwIAT T
0
expexp  are strictly inside the unit circle on the complex plane.  
 
   The use of the sampled-data feedback law ii Kyu = , where )(iTuui =  and )(iTyyi = , does not in 
general guarantee global asymptotic stability for the delayed case, where 0>+τr . However, 
Theorem 3.2 can be used for the design of a delay compensator, which guarantees global 
asymptotic stability for the corresponding closed-loop system. The following corollary is a direct 
consequence of Theorem 3.2 and its proof is omitted. 
 
Corollary 3.4 (Stabilization of Linear Networked Control Systems with Delays): Let 0>T , 
0, ≥τr  with 0>+τr  and suppose that there exists +∈Zl  such that Tl=τ . Define ⎥⎦
⎤⎢⎣
⎡=
T
rq :  and 
qTrr −=~ . Moreover, suppose that all the eigenvalues of the matrix ( ) ( ) ⎟⎟⎠
⎞
⎜⎜⎝
⎛
−+ ∫ BKdwAwIAT T
0
expexp  
are strictly inside the unit circle on the complex plane. Then the closed-loop LTI system  
+∈+∈=
−+=
ZiTiiTtutu
tButAxtx
i ,))1(,[,)(
)()()( τ&
                                                 (3.14) 
with input applied with zero order hold given by 
( ) ∑++
=
−++=
1
1
)(exp
ql
p
pipii uBQKyrAKu τ                                             (3.15) 
where )()( riTxiTyyi −==  and  
( ) ( )
( ) ( ) ⎟⎟⎠
⎞
⎜⎜⎝
⎛
+=
+=−=
∫
∫
++
r
ql
T
p
dsAsTqlAQ
qlpdsAsApTQ
~
0
1
0
exp)(exp
,...,1,expexp
                                           (3.16) 
is Globally Exponentially Stable, in the sense that there exist constants 0, >σM  such that for 
every ( )mn rrCux ℜ−−×ℜ−∈ ∞ );0,[)];0,([),( 000 τL , the solution mntutx ℜ×ℜ∈))(),((  of system (3.14), 
(3.15) with initial condition ( )mr ruuT ℜ−−∈= ∞+ );0,[)0( 0 ττ L( , ( )nr rCxxT ℜ−∈= ];0,[)0( 00  satisfies the 
following inequality for all 0≥t : 
( ) ( )tuxMutTxtT rrrrrr στττ −+≤+ +++ exp)()( 00(                              (3.17) 
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Remark 3.5: If the pair of matrices ),( BA  is stabilizable then there exists nmK ×ℜ∈  such that the 
matrix )( BKA+  is Hurwitz, a symmetric positive definite matrix nnP ×ℜ∈  and a constant 0>μ  
such that 0)()( <+′+++ IPBKABKAP μ . Using Corollary 4.3 in [12] with PxxxV ′=)( , ssa λ=:)( , 
arbitrary )1,0(∈λ , and the fact that ⎪⎭
⎪⎬
⎫
⎪⎩
⎪⎨
⎧ +≤−ℜ∈⊆ x
k
kATxBKTxxxxTA n
1
2
000 :),( λ , where 
Pxxk
x
′=
=12
max: , Pxxk
x
′= =11 min: , one can show that all the eigenvalues of the matrix 
( ) ( ) ⎟⎟⎠
⎞
⎜⎜⎝
⎛
−+ ∫ BKdwAwIAT T
0
expexp  are strictly inside the unit circle on the complex plane for all 0>T  
satisfying  
1<BKT  and μ<−
⎟⎟⎠
⎞
⎜⎜⎝
⎛ +
PBK
BKT
BK
k
kAT
1
2 1
2
 
Of course, the estimate for the maximum allowable sampling period provided by the above 
inequalities is conservative in most cases. Other estimates for the maximum allowable sampling 
period can be found in [31].     
 
Example 3.6: We consider the scalar control system 
)()()( tutxtx +=&                                                        (3.18) 
where ℜ∈ℜ∈ )(,)( tutx . The system can be exponentially stabilized by the linear feedback kxu −=  
with 1>k  applied with zero order hold, i.e.,  
+∈−=
+∈=
ZiiTkxu
TiiTtutu
i
i
,)(
))1(,[,)(
                                               (3.19) 
where the sampling period 0>T  must satisfy 
⎟⎠
⎞⎜⎝
⎛
−+< 1
21ln
k
T                                                            (3.20) 
The use of the same feedback law for the case where measurement delays are present is described 
by the equations: 
+∈−−=
+∈=
+=
ZiriTkxu
TiiTtutu
tutxtx
i
i
,)(
))1(,[,)(
)()()(&
                                                (3.21) 
where 0≥r  is the measurement delay. Numerical experiments for the closed-loop system (3.21) 
show that for each pair of 1>k  and 0>T  satisfying (3.20), there exists 0>cr  such that 
 
• if crr <  then system (3.21) is globally exponentially stable, 
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• if crr >  then system (3.21) admits exponentially growing solutions. 
 
For the case 2=k , 1=T  the value of the critical measurement delay satisfies )21.0,20.0(∈cr . Figure 
1 shows the evolution of the state for system (3.21) with 2=k , 1=T , 1.0=r  and initial condition 
1)( =θx  for ]0,1[−∈θ . The state converges exponentially to zero. Figure 2 shows the evolution of 
the state for system (3.21) with 2=k , 1=T , 3.0=r  and same initial condition 1)( =θx  for 
]0,1[−∈θ . In this case, the state grows exponentially, indicating instability. 
 
-1
-0,8
-0,6
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0 5 10 15 20t
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Figure 1: The evolution of the state for system (3.21) with 2=k , 1=T , 1.0=r  and initial 
condition 1)( =θx  for ]0,1[−∈θ  
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Figure 2: The evolution of the state for system (3.21) with 2=k , 1=T , 3.0=r  and initial 
condition 1)( =θx  for ]0,1[−∈θ  
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It is clear that for the case crr >  one needs a delay compensator. Notice that for the case 2=k , 
1=T  the critical measurement delay )21.0,20.0(∈cr  is only a small fraction of the sampling period. 
The usual practice would be to ignore the delay and this would give rise to completely 
unacceptable results. Corollary 3.4 shows that the feedback law: 
( ) 11)exp()()exp(
))1(,[,)(
−−−−−=
+∈=
ii
i
urkriTxrku
TiiTtutu                                (3.22) 
will guarantee global exponential stability for the closed-loop system (3.18) with (3.22) when 
Tr < . Indeed, Figure 3 shows the evolution of the state for the closed-loop system (3.18) with 
(3.22), 2=k , 1=T , 3.0=r  and initial condition 1)( =θx  for ]0,1[−∈θ , 4)( =θu  for )0,1[−∈θ . The 
state converges exponentially to zero. 
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Figure 3: The evolution of the state for the closed-loop system (3.18) with (3.22), 2=k , 1=T , 
3.0=r  and initial condition 1)( =θx  for ]0,1[−∈θ , 4)( =θu  for )0,1[−∈θ  
 
This example demonstrates that the delay-compensating predictor-based feedback (3.22) extends 
the range of measurement delays for which stabilization is achieved for given 1>k  and 0>T  
satisfying (3.20).        <  
 
 
3.3 Design for Controllable Systems Linearizable by Coordinate Change  
 
     The class of systems that are Diffeomorphically Equivalent to a Chain of Integrators (DECI) is 
the class of all nonlinear systems ),( uxfx =& , ℜ∈ℜ∈ ux n , , where nnf ℜ→ℜ×ℜ:  is locally 
Lipschitz with 0)0,0( =f , for which there exists a global diffeomorphism nn ℜ→ℜΘ :  such that the 
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change of coordinates )(xz Θ=  transforms the system to the linear system uBzAz 00 +=& , where 
)1,0,...,0(0 =′B , },...,1,,{ ,0 njiaA ji ==  with 11, =+iia  for 1,...,1 −= ni  and 0, =jia  if 1+≠ ij . 
 
     In this case, for every 0>T  there exists nK ℜ∈ , such that all the eigenvalues of the matrix 
( ) ( ) ⎟⎟⎠
⎞
⎜⎜⎝
⎛ ′−+ ∫ KBdwwAITA T 0
0
00 expexp  are zero. For example, for 2=n  the vector 2ℜ∈K  is defined by 
⎟⎠
⎞⎜⎝
⎛−=′
TT
K
2
3,12 . If all eigenvalues of the matrix ( ) ( ) ⎟⎟⎠
⎞
⎜⎜⎝
⎛ ′−+ ∫ KBdwwAITA T 0
0
00 expexp  are zero then the 
sampled-data controller with zero order hold 
+∈+∈′= ZiTiiTtiTzKtu ,))1(,[),()(  
applied to the linear system uBzAz 00 +=&  will guarantee the dead-beat property of order nT  for the 
resulting closed-loop system, i.e.,  
0)( =tz , for all nTt ≥  and for all initial conditions nz ℜ∈)0(  
Thus, we can conclude that the sampled-data controller with zero order hold 
+∈+∈Θ′= ZiTiiTtiTxKtu ,))1(,[)),(()(  
applied to the nonlinear system ),( uxfx =&  will guarantee the dead-beat property of order nT  for 
the resulting closed-loop system.  
 
Therefore, Theorem 3.2 and Corollary 3.4 lead us to the following corollary.  
 
Corollary 3.7 (Predictor for Linearizable Controllable Systems): Let 0>T , 0, ≥τr  with 
0>+τr  and suppose that there exists +∈Zl  such that Tl=τ . Define ⎥⎦
⎤⎢⎣
⎡=
T
rq :  and qTrr −=~ . 
Consider system (1.1) with 1=m  and suppose that there exists a global diffeomorphism 
nn ℜ→ℜΘ :  such that  
uBxAuxfxD 00 )(),()( +Θ=Θ , for all ℜ∈ℜ∈ ux n ,                             (3.23) 
where )(xDΘ  is the Jacobian of Θ , )1,0,...,0(0 =′B , },...,1,,{ ,0 njiaA ji ==  with 11, =+iia  for 1,...,1 −= ni  
and 0, =jia  if 1+≠ ij . Let nK ℜ∈  be such that all eigenevalues of the matrix 
( ) ( ) ⎟⎟⎠
⎞
⎜⎜⎝
⎛ ′−+ ∫ KBdwwAITA T 0
0
00 expexp  are strictly inside the unit circle on the complex plane. Then the 
closed-loop system (1.2) with input applied with zero order hold given by 
+∈+∈= ZiTiiTtutu i ,))1(,[,)(                                                  (3.24) 
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( ) ∑++
=
−′+Θ+′=
1
1
00 )()(exp
ql
p
pipii uBQKyrAKu τ                                       (3.25) 
where )()( riTxiTyyi −==  and the matrices pQ  ( 1,...,1 ++= qlp ) are defined by (3.16) with 0A  in 
place of A , is Globally Asymptotically Stable. Moreover, if all eigenevalues of the matrix 
( ) ( ) ⎟⎟⎠
⎞
⎜⎜⎝
⎛ ′−+ ∫ KBdwwAITA T 0
0
00 expexp  are zero then for every ( )mn rrCux ℜ−−×ℜ−∈ ∞ );0,[)];0,([),( 000 τL , the 
solution mntutx ℜ×ℜ∈))(),((  of system (1.1), (3.24), (3.25) with initial condition 
( )mr ruuT ℜ−−∈= ∞+ );0,[)0( 0 ττ L( , ( )nr rCxxT ℜ−∈= ];0,[)0( 00  satisfies: 
0)( =tx , for all Tnqlt )1( +++≥                                                  (3.26) 
 
Example 3.8: Dead-beat control with a predictor can be applied to any delayed 2-dimensional 
strict feedforward system, i.e., any system of the form: 
)()(),())(()()( 2221 ττ −=−+= tutxtutxptxtx &&                                   (3.27) 
where ℜ→ℜ:p  is a smooth function and the measurements are sampled and given by (1.3). The 
diffeomorphism given by (see [18]) 
′
⎥⎥⎦
⎤
⎢⎢⎣
⎡
−=Θ ∫ 2
0
1 ,)()(
2
xdwwpxx
x
                                               (3.28) 
transforms system (3.27) with 0=τ  to a chain of two integrators. Therefore, the feedback law  
2
0
212 2
3)(11
2
x
T
dwwp
T
x
T
u
x
−+−= ∫                                          (3.29) 
applied with zero order hold and sampling period 0>T  achieves global stabilization of system 
(3.27) with 0=τ  when no measurement delays are present. Moreover, the dead-beat property of 
order T2  is guaranteed for the corresponding closed-loop system. Interestingly, the feedback law 
(3.29) is also globally asymptotically stabilizing as a continuous-time controller, placing the 
closed-loop poles in the Θ -coordinates at 
T
i
4
73±−  for any 0>T . 
 
We next consider the case where we have measurement delay 0>r  satisfying Tr < . In this case 
( 0== ql , rr =~ ) we apply Corollary 3.7 and we can conclude that the feedback law (3.24) with 
( )
1222
)(
0
212 2
3)(
2
23)(1)(1
2
−
− +−−+−+−−= ∫ ii
rx
ii uT
Trrrx
T
rTdwwp
T
rx
T
u
i
ττ
τ
                     (3.30) 
guarantees the dead-beat property of order T3  for the corresponding closed-loop system. Similar 
formulas to (3.30) are obtained for other cases, where 0>τ  or Tr ≥ .     <  
 23
4. Stabilization of a Nonholonomic Mobile Robot Over a Long-Distance 
Communication Network with Arbitrarily Sparse Sampling 
 
The reduced-order model of a three-wheeled vehicle with two independent rear motorized wheels 
can be described by the following system of differential equations: 
)()()),(sin()()()),(cos()()( ttttvtyttvtx ωθθθ === &&&                                         (4.1) 
where ),( yx  are the coordinates of the center of mass of the vehicle and θ  is the angle between 
the axis of the vehicle and the horizontal axis. The inputs v  and ω  are linear combinations of the 
angular velocities of the two rear wheels. 
 
The coordinate transformation: 
)sin()cos(1 θθ yxx +=                                                     (4.2a) 
)cos()sin(2 θθ yxx −=                                                    (4.2b) 
θ=3x                                                                     (4.2c) 
and the input transformation: 
ωω =−= 221 , uxvu                                                                 (4.3) 
brings system (4.1) to the form (1.4). Many researchers have obtained results for the stabilization 
of the equilibrium point 30 ℜ∈  of system (1.4). Here, we assume that the measurements )( rtx − , 
)( rty − , )( rt −θ , where 0>r  ( 3,2,1=i ), are available at discrete time instants which differ by a 
constant 0>T . Moreover, we assume that there is a time delay 0≥τ  between the computed 
control action and the applied input (communication delay). In this case the equations of the 
vehicle are: 
)()()),(sin()()()),(cos()()( τωθθτθτ −=−=−= ttttvtyttvtx &&&                              (4.4) 
with measurements )( rtx − , )( rty −  and )( rt −θ .  
 
The reader should notice that hypotheses (H1), (H2) hold for system (4.1). Particularly, there exist 
smooth time-periodic feedback stabilizers for system (1.4) (see [25,32]) and consequently we can 
guarantee that hypothesis (H2) holds. The predictor mapping for system (4.4) is given by the 
following equation:  
′
⎥⎥⎦
⎤
⎢⎢⎣
⎡
+⎟⎟⎠
⎞
⎜⎜⎝
⎛
++⎟⎟⎠
⎞
⎜⎜⎝
⎛
++=Φ ∫∫ ∫∫ ∫
−−−− −−−− −−
000
)(,)(sin)(,)(cos)(:),,,,(
ττ ττ τ
ωθωθωθωθ
rr
s
rr
s
r
dssdsdppsvydsdppsvxvyx  
                                     (4.5) 
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Using any stabilizing feedback from [25,32] for the nonholonomic integrator (1.4), the coordinate 
transformation (4.2) and the input transformation (4.3) and Theorem 2.1, we arrive at the 
following corollary. 
 
Corollary 4.1: Assume that );( 231 ℜℜ×ℜ∈ +Ck  with 0)0,( =tk  for all 0≥t , is a time periodic 
uniform stabilizer for (1.4), i.e., the feedback law ))(),(),(,()( 32111 txtxtxtktu = , 
))(),(),(,()( 32122 txtxtxtktu =  uniformly, globally stabilizes 30 ℜ∈  for system (1.4). Then for every 
0, ≥τr , 0>T  the sampled-data dynamic feedback  
( )
( )
)()(
)(sin)()(
)(cos)()(
ttz
tztvtz
tztvtz
y
x
ωθ
θ
θ
=
=
=
&
&
&
, ),[ 1+∈ iit ττ                                                  (4.6) 
∫
∫ ∫
∫ ∫
+
+
+
+ +
+
+ +
−−
++
−− −−
+++
−− −−
+++
+−=
⎟⎟
⎟
⎠
⎞
⎜⎜
⎜
⎝
⎛
+−+−=
⎟⎟
⎟
⎠
⎞
⎜⎜
⎜
⎝
⎛
+−+−=
1
1
1
1 1
1
1 1
)()()(
)()(sin)()()(
)()(cos)()()(
11
111
111
i
i
i
i i
i
i i
r
ii
r
s
r
iiiy
r
s
r
iiix
dssrz
dsdpprsvryz
dsdpprsvrxz
τ
ττ
θ
τ
ττ ττ
τ
ττ ττ
ωτθτ
ωτθττ
ωτθττ
                       (4.7) 
where iTti += 0τ , +∈Zi  and  
( )
))()),(cos()())(sin()()),(sin()())(cos()(,()(
)())(cos()())(sin()(
))()),(cos()())(sin()()),(sin()())(cos()(,()(
2
1
tztztztztztztztztztkt
ttztztztz
tztztztztztztztztztktv
yxyx
yx
yxyx
θθθθθ
θθ
θθθθθ
τω
ω
τ
−++=
−+
+−++=
                 (4.8) 
achieves uniform global stabilization of 30 ℜ∈  for system (4.4).  
 
At this point it should be emphasized that if the smooth, time-varying feedback proposed in [9] 
for the stabilization of the nonholonomic integrator were used in (4.8) then the closed-loop system 
(4.4) with (4.6), (4.7), (4.8) would be non-uniformly in time globally asymptotically stable (see 
Remark 2.3 above). Moreover, the reader should compare the result of Corollary 4.1 with the 
results in [17]: no restrictions for the magnitudes of the delays are imposed in the present work.  
 
If the control action is implemented with zero order hold, then a different procedure has to be 
applied. The reader should notice that for every sampling period 0>T  the discontinuous feedback 
stabilizer  
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2/1
22
1
2/1
221
1)(
2)sgn(2)(
x
T
xk
x
T
xx
T
xk
=
−−=
, for ( ){ }02:: 312231 ≠−ℜ∈=∈ ξξξξξCx                 (4.9a) 
( )
( )2321
2
13
2
2
3
2
1
2
31
1
)(
)(
xxT
xxxk
xxT
xxxk
+=
+−= , for { }0,0:: 31232 ≠=ℜ∈=∈ ξξξξCx                                  (4.9b) 
T
xxk
T
xxk
3
2
1
1
)(
)(
−=
−=
, for { }31233 2:: ξξξξ =ℜ∈=∈Cx                                                (4.9c) 
satisfies hypothesis (H3) for system (1.4). To see this notice that inequality (3.1) holds with 
s
T
s
T
sg 32:)( += . Furthermore, by explicit computation of the solution one can show that:  
• if 10 Cx ∈  then the solution )(tx  of (1.4) with )()( 0xktu =  satisfies 0)(2 =Tx , i.e., 
32)( CCTx ∪∈ , 
• if 20 Cx ∈  then the solution )(tx  of (1.4) with )()( 0xktu =  satisfies )()()(2 312 TxTxTx = , i.e., 
3)( CTx ∈ , 
• if 30 Cx ∈  then the solution )(tx  of (1.4) with )()( 0xktu =  satisfies 0)( =Tx . 
It follows that the sampled-data implementation of the feedback (4.9) with sampling period 0>T  
guarantees the dead-beat property of order T3  for the corresponding closed-loop system. The 
inequality 
( ) 2
0
2
00
)(sup
2
)(sup)0(2)0(3)(sup tuTtuxTxtx
TtTtTt <≤<≤<≤
+++≤  
which holds for the solution of (1.4) for every initial condition and for every applied input 
)];,0([ 2ℜ∈ ∞ Tu L , in conjunction with inequality (3.1) guarantees for every 0>T  the existence of a 
function ∞∈KaT  such that for every initial condition the solution of (1.4) with the sampled-data 
implementation of the feedback (4.9) with sampling period 0>T  satisfies ( ))0()(sup
30
xatx T
Tt
≤
<≤
. The 
dead-beat property of order T3  in conjunction with the previous estimate guarantees that the 
discontinuous feedback stabilizer defined by (4.9) satisfies hypothesis (H3) for system (1.4). The 
reader should notice that the feedback design procedure described in [4] can be applied as well for 
the nonholonomic integrator (1.4) (since (1.4) is an asymptotically controllable homogeneous 
system with positive minimal power and zero degree). 
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    Therefore, we are in a position to solve the stabilization problem for (4.4) for the case of inputs 
applied with zero order hold, with measurements )( rtx − , )( rty −  and )( rt −θ  available at discrete 
time instants. Indeed, first we select a sampling period 0>T  which satisfies lT=τ  for some 
+∈Zl . Then we can apply Theorem 3.2 for the discontinuous feedback defined by (4.9) and 
obtain the following result. 
 
Proposition 4.2: Let 0, ≥τr , 0>T  and assume that lT=τ  for some +∈Zl . Then 30 ℜ∈  is 
uniformly globally asymptotically stable for the closed-loop system (4.4) with 
)),cos()sin(),sin()cos(()( 2 ΘΘ−ΘΘ+Θ= YXYXktω , for ),[ 1+∈ iit ττ                     (4.10) 
( ) )()cos()sin()),cos()sin(),sin()cos(()( 1 tYXYXYXktv ωΘ−Θ+ΘΘ−ΘΘ+Θ= , for ),[ 1+∈ iit ττ         (4.11) 
where iTi =τ , +∈Zi , 23: ℜ→ℜk  is defined by (4.9) and 
∫
∫ ∫
∫ ∫
−−
−− −−
−− −−
+−=Θ
⎟⎟
⎟
⎠
⎞
⎜⎜
⎜
⎝
⎛
+−+−=
⎟⎟
⎟
⎠
⎞
⎜⎜
⎜
⎝
⎛
+−+−=
i
i
i
i i
i
i i
r
i
r
s
r
ii
r
s
r
ii
dssr
dsdpprsvryY
dsdpprsvrxX
τ
ττ
τ
ττ ττ
τ
ττ ττ
ωτθ
ωτθτ
ωτθτ
)()(
)()(sin)()(
)()(cos)()(
                               (4.12) 
Moreover, for every initial condition the solution of the closed-loop system (4.4) with (4.10), 
(4.11), (4.12), where iTi =τ , +∈Zi , 23: ℜ→ℜk  is defined by (4.9) satisfies 0)()()( === ttytx θ  for 
all T
T
rlt ⎟⎟⎠
⎞
⎜⎜⎝
⎛
⎥⎦
⎤⎢⎣
⎡++≥ 4 , where ⎥⎦
⎤⎢⎣
⎡
T
r  is the integer part of 
T
r .  
 
It should be noticed that the control action computed by (4.10), (4.11), (4.12) is applied with zero 
order hold, i.e., )(tv  and )(tω  are constant on each interval ),[ 1+ii ττ , +∈Zi , and hence they are 
piecewise constant over the integration intervals ],[ ii r τττ −−  in (4.12).  
 
 
5. Concluding Remarks 
 
    Stabilization is studied for nonlinear systems with input and measurement delays, and with 
measurements available only at discrete time instants (sampling times). Two different cases are 
considered: the case where the input can be continuously adjusted and the case where the input is 
applied with zero order hold. Under the assumption of forward completeness and certain 
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additional stabilizability assumptions, it is shown that sampled-data feedback laws with a 
predictor-based delay compensation can guarantee global asymptotic stability for the closed-loop 
system with no restrictions for the magnitude of the delays. Additionally, when the control is 
applied continuously and only the measurements are sampled, the sampling time can be arbitrarily 
long. Applications to the stabilization of linear networked control systems, strict feedforward 
systems and a nonholonomic mobile robot over a long-distance communication network are 
presented. 
 
   Future work will address the issue of robustness of the proposed feedback laws with respect to 
actuator and measurement errors, as well as the extension of the obtained results to the case where 
the delayed and sampled measured output does not necessarily coincide with the state vector.   
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their attention the fact that the predictor mapping can be explicitly computed for bilinear systems 
uCxBuAxx ++=& , with ℜ∈ℜ∈ ux n ,  and CAAC =  (see Remark 2.2(d)). 
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Appendix 
 
Proof of Claim 1 in the proof of Theorem 2.1: Let 
( )mnn rrCuzx ℜ−−×ℜ×ℜ−∈ ∞ ];0,[)];0,([),,( 0000 τL  be arbitrary and consider the solution 
mnntutztx ℜ×ℜ×ℜ∈))(),(),((  of the closed-loop system (2.5), (2.6), (1.3), (1.1) with initial 
condition nztz ℜ∈= 00 )( , ( )mr ruutT ℜ−−∈= ∞+ ];0,[)( 00 ττ L , ( )nr rCxxtT ℜ−∈= ];0,[)( 000 . It is crucial to 
notice that the solution of )))(,(),(()( tztktzftz τ+=&  with nztz ℜ∈= 00 )(  satisfies )()( τξ += ttz , where 
)(sξ  is the solution of )))(,(),(()( ssksfs ξξξ =&  with nzt ℜ∈=+ 00 )( τξ . Inequality (2.4) implies that 
the solution ntz ℜ∈)(  exists for all ),[ 00 Tttt +∈  and that the following inequality holds 
( )00 ,)( ttztz −≤ σ , ),[ 00 Tttt +∈∀                                                 (A1) 
It follows that the solution of (2.6) exists for all ),[ 00 Tttt +∈ . Continuity of );(1 mnCk ℜℜ×ℜ∈ +  
and inequalities (2.3), (A1) imply that the mapping )(tut →  is continuous on ),( 00 Ttt +  and 
bounded with ),()(lim 00
0
ztktu
tt
τ+=+→  and ),()(lim 0)( 0
∗
+→
++=− zTtktuTtt τ , where )(lim )( 0 tzz Ttt −+→
∗ = . Notice 
that the limit )(lim
)( 0
tzz
Ttt −+→
∗ =  exists by virtue of uniform continuity of the mapping )(tzt →  on 
),[ 00 Ttt + . By virtue of inequalities (2.3) and (A1) we obtain the inequality 
  ( )( )0,)()(sup 00
00
zgutTsu rr
Ttsrt
στττ +≤ +++<≤−−                                                    (A2) 
Using hypothesis (H1) we may conclude that the solution ntx ℜ∈)(  of (1.1) exists for all 
],[ 00 Tttt +∈ . Indeed, by virtue of the Fact, we can guarantee the existence of ∞∈Kζ  such that  
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⎟⎟⎠
⎞
⎜⎜⎝
⎛ +≤
−<≤−
)(sup)()(
0
0 sutxtx
tst ττ
ζ , for all ],( 00 Tttt +∈  
The above inequality in conjunction with (A2) and the trivial inequality 
)(sup)()(
0
0 sxxtTxtT
tst
rrrr ≤≤
+≤  gives: 
( )( )( )0,)()( 0000 zgutTxxxtT rrrrrr σζ ττ +++≤ ++ , ],[ 00 Tttt +∈∀                          (A3) 
Finally, we define ))(,()( 000 TtzTtkTtu +++=+ τ , where ))(),(()( 000 uTtTrTtxTtz r +−+Φ=+ +τ
(
. 
Again, using (2.1), (2.3), (A2) and (A3) we obtain: 
( )( ) ( )( )( )( )0,)(0,)()( 0000000 zgutTxxzgutTaTtz rrrrrr σζσ ττττ +++++≤+ ++++  
and  
( )( ) ( )( )( )( )( )0,)(0,)()( 0000000 zgutTxxzgutTagTtu rrrrrr σζσ ττττ +++++≤+ ++++  
Using (A1), (A2), (A3) and the above inequalities we are in a position to construct a function 
∞∈KG  such that inequality (2.8) holds. The proof is complete.       <  
 
Proof of Claim 3 in the proof of Theorem 3.2: Consider first the case 0>τ . Since lT=τ  for 
some +∈Zl , it follows that T≥τ . By virtue of the Fact, we can guarantee the existence of ∞∈Kb  
such that  
( )ττ ττ +++≤ rr uTxbtx )()()( ( , for all ],[ Tt +∈ ττ                                      (A3) 
Moreover, using the equation ( ) ),[,))(),(()( TtuTrxktu r +∈−Φ= + ττττ τ( , inequalities (2.1) and (3.1), 
we obtain 
 ( )( )ττ ττ +++≤ rrrr uTxTagtu )()()( ( , for all ),[ ττ +∈ Tt                                      (A4) 
Finally, using the trivial inequalities )(sup)()( suuTutT
tsr
rrr <≤++++
+≤
τττττ
τ((  and 
)(sup)()( sxxTxtT
ts
rrrr ≤≤
+≤
τ
τ  in conjunction with (A3), (A4), we can conclude that (3.9) holds with 
))(()(:)( sagsbssG ++= . 
 
Next consider the case 0=τ . Using the equation ( ) ),0[,))0(),(()( TtuTrxktu r ∈−Φ= ( , inequalities (2.1) 
and (3.1), we obtain (A4) with 0=τ . By virtue of the Fact and the assumption 0=τ , there exists 
∞∈Kb  such that  
⎟⎠
⎞⎜⎝
⎛ +≤
<≤
)(sup)0()(
0
suxbtx
ts
, for all ],0( Tt∈                                      (A5) 
Combining (A4) and (A5) we obtain: 
( )( )( )
rrrr
uTxTagxbtx )0()0()0()(
(++≤ , for all ],0[ Tt∈                         (A6) 
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Again, using the trivial inequalities )(sup)0()(
0
suuTutT
tsr
rrr <≤+
+≤ τ
((
 and )(sup)0()(
0
sxxTxtT
ts
rrrr ≤≤
+≤  
in conjunction with (A6) and (A4) with 0=τ , we can conclude that (3.9) holds with 
( ) ))(())((:)( sagsagsbssG +++= .  The proof is complete.       <  
 
 
 
