Salmon production is an important industry in Scotland, with an estimated retail value >£1 billion. 11
(synchronised, partial synchronised and unsynchronised fallowing at the management area level) on 22 the emergence of diseases were investigated. Synchronised fallowing was highly effective at 23 eradicating epidemics when transmission rate is low ( 10 . 0 = β ) even when long distance contacts 24
were fairly common (up to 1.5 farm -1 month -1 ). However for higher transmission rates, long 25 distance contacts have to be kept at much lower levels (0.15 contacts month an economic threat to the industry (Murray and Peeler, 2005) . For example, the cost of the ISA 45 outbreak in 1998/1999 was estimated to be >£20 million (Hastings et al., 1999) . 46
Preventing aquatic diseases is not only important from an economic perspective. Diseases also have 47 an impact on (farmed) fish welfare (Huntingford et al., 2006) , which can affect markets given 48 growing awareness of fish welfare among consumers (Ashley, 2007) . In addition, it is possible for 49 pathogens of farmed fish to be transmitted to wild fish populations (Wallace et al., 2008) . 
Contact structure 122
A stochastic SIS model (susceptible -infectious -susceptible) was constructed to investigate the 123 effect of local (within a management area) and long-distance contacts (directed movements both 124 between and within management areas) and different fallowing strategies on the spread of diseases 125 between farms. This model was restricted to Scottish marine farms. There were n = 263 marine 126 farms dispersed among 53 management areas, each containing 1 to 30 farms (MSS, 2009a), as 127 shown in figure 1. An undirected adjacency matrix A (i.e. wherever there is contact from node i to 128 node j, there is contact in the opposite direction) was constructed of size n × n : an element A ij 129 contains either 1 (potentially infectious contact exists from farm i to j) or 0 (no contact). In this model the transmission rate ( β ) was defined as the monthly probability of an infected farm 135 infecting a susceptible farm when there was contact between an infected and a susceptible farm. We 136 modelled β for 0.10, 0.25 and 0.50 per month. A minimum rate to cause an epidemic for β is 137 0.028, because otherwise the basic reproductive rate R 0 < 1 even in ideal conditions for transmission 138 of the pathogen, assuming an eighteen-month production cycle and transmission in two directions 139 ( 0.028 × d × 2 = 1.008). Maximum transmission rate can be high: for example ISA spread from an 140 index case to five other sites in eight months by local spread (Murray et al., 2010) , which is 141 equivalent to β =0.3 per month, assuming each farm is connected with two others as described 142
earlier. 143
In this model, susceptible farms became infected through potentially infectious contact from a 144 connected infected farm, subject to transmission rate β ; there was no change in status when an 145 infected farm was subject to further infectious contact. The length of production cycles as modelled 146 was eighteen months ( d = 18) and proceeded through five production cycles (time, 0 < t ≤ 90) with 147 a time step size of one month. Farm infectious status (0 for susceptible sites, 1 for infected) at time 148 t was stored in a vector I of size n farms. At time t = 1 one farm was selected at random as the 149 index case. ISA outbreaks, for example, are normally traced back to one index case (Stagg et Long-distance contacts were included in a second adjacency matrix ( L ). These contacts were 154 directed: contact from node i to node j does not imply contact from j to i ( figure 2B ). Long-155 distance contacts were fixed and chosen randomly at the beginning of each simulation. The timing 156 of these contact events was random, but occurred on average once in every cycle (five times per 157 simulation). This means that L ij = 1 does not imply a constant connection. The pairwise probability 158 of directed contact between all farms ( v) varied between 0.0025 and 1.00. For v = 0.0025, there 159 were 1 d 0.0025 × (n(n −1)) = 9.6 directed long-distance contacts for the whole industry per month 160 and 9.6/n = 0.036 directed contacts per farm per month. In addition, when v = 1.00 every possible 161 connection between farms existed, which resulted in 14.6 contacts farm -1 month -1 . Epidemiological 162 investigations into a recent ISA outbreak on the Shetland Islands (Scotland) 
Risk depends on the number of contacts and associated probability of transmitting infection, 172
however the probability of infection can never exceed 1.0. Therefore, we define p i as the 173 probability of receiving pathogens either through long-distance movement or hydrodynamic 174 connections at time t . Variable Q i =1 represents stochastically the receipt of pathogens through 175 contact. 176
The new infectious status of each farm was stored in the vector I i,t +1 of size n. 179
Adding contacts within a management area 182
In this model all farms in a management area could infect two neighbouring farms within the same 183 management area (see section 2.1). After examining the location of the farms this assumption did 184 not appear realistic in every case, because multiple farms were within close proximity (MSS, 185
2009a) and as a result could potentially spread pathogens to more than two other farms. Therefore, 186
we investigated how the proportion of additional local contacts (within a management area) affected 187 the spread of disease and its persistence. For this an undirected contact matrix was compiled, which 188
represented the contacts within a management area (figure 2C). A pairwise probability of 189 connection between all farms in the same local area ( g) was considered. These connections were In this ring model, all farms had two neighbouring farms as in the other models, except those farms 204
on the boundary of a management area. These farms could transmit diseases by hydrodynamic 205 contact to the adjacent management area ( figure 2D ). However, such between-management-area 206 contacts were subject to a multiplier h ( 0 ≤ h ≤ 1). Models were simulated for h = 0, 0.25, 0.50 and 207
1.0, where h = 0 means the boundaries are 100% impermeable, while h = 1.0 means the boundaries 208 have no effect on transmission rate. We preferred this approach as it keeps the number of 209 neighbouring farms similar to the model as described in section 2.1. Management area sizes were 210 once again based on the management areas maps that were compiled by MSS (MSS, 2009a), 211
however the proximities of the management areas were chosen arbitrarily. 212
We investigated the effects of both extra local contacts (section 2.3) and imperfect management 213 area boundaries for transmission rates β = 0.10 and 0.25, along with long-distance movements
214
proportions v = 0.0025 and 0.01 (see section 2.2). 215 216
Fallowing 217
Farms were assumed to have an eighteen-month production cycle between input of smolts and 218 restocking the farm. Other species such as rainbow trout do have a shorter production cycle, and so 219 diseases would have less time to spread before harvest. If fish of different species with different 220 production times are farmed in the same management area then coordinated fallowing will be more 221 problematic. However, salmon occupy by far the majority of sea cages in Scotland: there were 256 222 marine salmon salmon farms in 2008 (MSS, 2009b). As a simplification we assumed that all farms 223 had the same production cycle. After harvesting, the farms were fallowed and left without fish for a 224 short period. The fallowing period was one month (one time step). It was assumed that after 225 fallowing, farms were free from infection, as all fish used for restocking were free of disease. 226
Consequently farms were susceptible once more at the following time-step of the simulation. Time 227
since last fallowing at time t is represented for farm i by m i,t . 228
At m i,t = 18 farms became clear of infection so that I i,t +1 = 0 and m i,t +1 = 1 . 230
In this model, fallowing occurs after infection and therefore may occur in the same time step. The 231 maximum median prevalence could therefore never be 1.00, as prevalence was counted after 232 fallowing, which means there was a 5.56% chance (1/d ) that the index case was fallowed at t = 1. 233
In this case the index case could not infect other farms. 234
The effects of three fallowing strategies were investigated. Timing of fallowing could be different 235 between sites. However, length of production cycle and fallowing period was similar for all sites 236 and all three fallowing strategies: synchronised fallowing (SYN, all farms in one management area 237 were fallowed simultaneously), unsynchronised fallowing (UNS, the start of fallowing period 238 occurred randomly inside management areas) and partial synchronised fallowing (PAR). In this last 239 management strategy, areas with eight or fewer farms were subject to synchronised harvesting and 240 management areas of nine or more farms were subject to unsynchronised harvesting. We used this 241 cut-off point as approximately 50% of the farms were divided over small ( In this section, we use the term equilibrium, by which we mean the point in the graph where the line 259 visually levelled off, as variation is always present in a stochastic model. Increasing the 260 transmission rate β increased the median prevalence over time ( figure 3A and 3B) . Similar,
261
increasing the proportion of long-distance movements v increased the median prevalence. 262
However, β and v were not related to each other. Increasing β increased the probability of We investigated if an epidemic would die out prior to t = 90 (five production cycles), to examine in 277 which situations an epidemic is likely to be controlled. SYN increased the probability to eradicate 
epidemics, therefore there were too many movements. 291
There were no differences in epidemic size between initiating an epidemic in a small or large 292
larger when the index case was in small management areas compared to large management areas. 301
The largest difference was noticed when PAR was applied; the chance to eradicate an epidemic for 302 
Imperfect management area boundaries 339
Weakening the management area boundaries with constant h had no substantial effect on 340 eradicating epidemics for β = 0.10 and for the three different fallowing strategies ( figure 5C ).
341
However, for β = 0.25, the proportion of eradicated epidemics at t = 90 decreased from 0.54 synchronised fallowing were unlikely to be eradicated if long-distance transmission events were 367 more common than 3.6 movements per farm per month. 368
The higher median prevalence and decreased chance of eradicating an epidemic when an epidemic 369 is initiated in large management areas compared to small management areas when unsynchronised 370 fallowing is applied is because pathogens can spread more easily between farms and persist longer 371 at a local level. Local spread will be more important if long-distance movements occur less often 372 then two movements per farm per month. Because large management areas have simply more 373 farms, there is a higher prevalence when the index case is in large management areas. The 374 difference between median prevalence and the chance to eradicate an epidemic is larger between an 375 index case in small and large management areas when partial synchronised fallowing is applied. 376
This is because synchronised fallowing is only applied in small management areas and large 377 management areas apply unsynchronised fallowing. 378
Local contacts should be fewer than 2.2 local contacts per farm, for the Scottish marine sites. 379
However, it is likely that the results are different when the number of farms within a management 380 area differs, since reducing the same number of contacts in small management areas and large 381 management areas results in a too small reduction of contacts in large management areas. In this 382 study we assumed that neighbouring farms within the same management area were assumed to have 383 an equal risk of infection. We did not take into account the seaway distance, currents or wind 384 direction. The direction of spread is complicated as described in Amundrud and Murray (2009) . 385
The importance of local contacts is also seen in the ISA epidemic in Chile where long-distance 386 movements and local transmission were both found contributory in the transmission of the virus 387 (Mardones et al., 2009 ). In addition, it is likely that if pathogens are persistent in the environment or 388 wild hosts that they would re-infect farms (Rae, 2002; Plarre et al., 2005) , which makes it harder to 389 eradicate pathogens. Synchronised fallowing can increase the probability to eradicate an epidemic 390 as synchronised fallowing quickly removes local spread. 391
Moreover management areas must have epidemiologically appropriate boundaries. If separation 392
does not prevent at least 75% of spread then eradication becomes substantially less likely for 393 pathogens with high rates of spread ( β ≥ 0.25) as described in section 3.4.
394
In the model, the first production cycle after a disease outbreak is critical for control. If the 395 pathogen is not eradicated during this time period, it is likely that a large number of farms will have 396 been infected (figure 3). In this case, the disease is likely to become established as an endemic 397 disease and eradication is unlikely or at least expensive. The Scottish ISA outbreaks of 1998/1999 398 which became widespread before detection (Murray et industries of both Scotland (Murray 2006b ) and Ireland (Ruane et al. 2009 ). In this study, we 439 assumed that long-distance movements were homogenous as unpublished data showed that variance 440 in the number of contacts is substantially smaller between sea water contacts compared to contacts 441 between fresh water sites. 442
Live fish movements do not occur at random, but are dependent on the size of the fish and the 443 season. Timing of movements will be important for disease transmission. For example BKD 444 outbreaks are more likely to occur during spring (MSS, 2010) and IPN outbreaks occur mainly after 445 transfer to sea (May-August) (Bruno, 2004a) . Therefore movements during spring may be more 446 risky for BKD transmission compared with other periods of the year. 447
Different model types could be more appropriate for diseases with different characteristics, different 448 modelling objectives, or different management systems. In this study we choose an SIS model, 449
however, an SEIS (susceptible-exposed-infectious-susceptible) can take into account the variations 450 of latent periods, which may vary largely between different diseases. In our SIS model a farm 451 becomes infectious after one month. However, in the real-life situation this varies. For example, 452
IPN outbreaks occur mainly after transfer to sea (Bruno, 2004a 
