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Abstract
We investigate realizations of supersymmetry at finite temperature in terms
of thermal superfields, in a thermally constrained superspace: the Grassmann
coordinates are promoted to be time-dependent and antiperiodic, with a pe-
riod given by the inverse temperature. This approach allows to formulate
a Kubo-Martin-Schwinger (KMS) condition at the level of thermal superfield
propagators. The latter is proven directly in thermal superspace, and is shown
to imply the correct (bosonic and fermionic) KMS conditions for the compo-
nent fields. In thermal superspace, we formulate thermal covariant derivatives
and supercharges and derive the thermal super-Poincare´ algebra. Finally, we
briefly investigate field realizations of this thermal supersymmetry algebra, fo-
cussing on the Wess-Zumino model. The thermal superspace formalism is used
to characterize the breaking of global supersymmetry at finite temperature.
∗Supported by the Swiss National Science Foundation.
1 Introduction
The most popular extension of the Standard Model of strong and electroweak interactions
has a broken supersymmetry. The breaking of supersymmetry is in several aspects dif-
ferent from the breaking of, for instance, the SU(2)L × U(1)Y gauge symmetry. Firstly,
it is not spontaneous, or it is spontaneous only in a more fundamental theory like su-
pergravity or superstrings acting at much shorter distances. Secondly, in contrast with
the common behaviour of spontaneously broken gauge symmetries, supersymmetry is not
restored at high temperature. This fact has conceptual and technical implications when
studying phase transitions in the minimal supersymmetric standard model or, more gen-
erally, cosmology of supersymmetric field theories. One cannot expect that the cooling of
the expanding Universe has triggered supersymmetry breaking.
The fate of supersymmetry in thermal environments has been studied with various
motivations and purposes in a relatively small number of references [1]–[13], scattered over
the last twenty years. The behaviour of supersymmetry at finite temperature is somewhat
but not entirely similar to the one of Lorentz symmetry. In a thermal bath, a relativistic
field theory can be formulated in a covariant way [14], even if the notion of temperature
is certainly not Lorentz invariant since it refers to a particular frame. Poincare´ symmetry
acts then in a well defined way on the observables of the theory. Supersymmetry adds
a new aspect: it exchanges bosons and fermions. At zero temperature, superspace takes
care of the difference in statistics by introducing Grassmann anticommuting coordinates,
which turn bosonic commutation relations into fermionic anticommutators. At finite
temperature, fermion and boson statistics involve in addition the appropriate statistical
weight in field theory Green’s functions.
Our first goal in Sections 2 and 3 of the present paper is to develop a superspace
covariant formalism for the Green’s functions of a supersymmetric field theory at finite
temperature. We formulate the restrictions that thermal effects impose on superspace, in
terms of Kubo-Martin-Schwinger (KMS) relations [15] on Green’s functions. In sections
4 and 5, we then use this “thermal superspace” formalism to derive thermal covariant
derivatives, thermal supercharges, as well as the thermal covariantizations of the transla-
tion and Lorentz generators, in complete analogy with the zero-temperature case. These
operators generate the usual super-Poincare´ algebra, acting locally on the thermal version
of superspace. Notice that the existence of this algebra is not in contradiction with the
expected breaking of supersymmetry in finite temperature field theories, which is due
to periodicity (for bosons) and antiperiodicity (for fermions) relations in the (complex)
time direction. These characterizations are of global character, and the super-Poincare´
algebra is not sensitive to the field’s global periodicity properties. But the existence of a
super-Poincare´ algebra in superspace implies neither the existence of field representations
nor the existence of invariant actions.
At a technical level, the present approach rests mainly on the notion of thermal
superspace, the properties of which can be motivated through the following, heuristic ar-
gument. Consider first supersymmetry at zero temperature. The supersymmetry algebra
relates supersymmetries Qα, Qα˙ to translations Pµ through {Qα, Qβ˙} = 2(σµ)αβ˙Pµ. As
a consequence, supersymmetries can be seen as “square roots” of translations, which act
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like the derivative, Pµ = −i∂µ. One could thus try to represent supersymmetries as gener-
alized translations, which would act through derivatives only, in analogy to translations.
This is however not possible in usual space-time, but requires an enlarged space including
the Grassmann variables that are translated by the supersymmetry generators. Such an
enlarged space is provided by superspace, which consists, in addition to the usual space-
time coordinates, of grassmannian objects denoted by θ and θ. A point X in superspace
has therefore coordinates X = (xµ, θα, θ
α˙
), and since at zero temperature the param-
eters of supersymmetry transformations are space-time constant, the zero-temperature
superspace coordinates θα and θ
α˙
are space-time constants as well.
However, as was noted in [2] (see also [6]), if one wants to respect the correct KMS
boundary conditions, one cannot make use of constant parameters in supersymmetry
transformations rules at finite temperature : the supersymmetry parameters must be time-
dependent and antiperiodic in imaginary time on the interval [0, β], where β = 1/T denotes
the inverse temperature1. Adapting straightforwardly the zero-temperature argument
above, it is natural to require that the variables which are translated by the effect of
the thermal supersymmetry transformation bear the same characteristics as the thermal
supersymmetry parameters. From this we conclude that the construction of a thermal
superspace requires that the Grassmann parameters get promoted to be time-dependent
and antiperiodic in imaginary time on the interval [0, β]. A point in thermal superspace
has therefore coordinates
X̂ =
(
xµ, θ̂α(t), θ̂
α˙
(t)
)
, (1.1)
where a “hat” is used to denote thermal quantities, and θ̂α(t), θ̂
α˙
(t) are subject to the
antiperiodicity conditions
θ̂α(t+ iβ) = −θ̂α(t) , θ̂α˙(t + iβ) = −θ̂α˙(t) . (1.2)
This argument is at the basis of the development of thermal superspace in the following
sections.
The last part of the paper considers field representations of the thermal super-
Poincare´ algebra, focussing on the simplest case of a chiral supermultiplet (Sections 6 and
7). Thermal fields are characterized by their time/temperature periodicity properties:
bosonic fields are periodic, while fermionic fields are antiperiodic. We apply our thermal
superspace formalism to the free Wess-Zumino model and briefly study the behaviour
of the model under thermal supersymmetry transformations, and the structure of its
breaking. Starting from the T = 0 Wess-Zumino model, we perform the Matsubara
mode expansion on the temperature circle of length β and derive the resulting three-
dimensional action for thermal modes. We obtain the bosonic and fermionic thermal
mass spectra. Finally, we derive the variation of the finite temperature model under
thermal supersymmetry, using the supercharges obtained in thermal superspace.
1For a discussion of the difficulties in realizing the correct boundary conditions for thermal fields with
constant supersymmetry parameters, see [3].
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2 Thermal formalism for bosons and fermions
As supersymmetric theories include bosonic and fermionic fields, we start this section by
briefly reviewing some fundamentals of thermal field theory for bosons and fermions.
We will mainly consider physical systems with free fields immersed in a thermal
bath at non-zero temperature T . At the level of field averages, this means that we have
to replace the vacuum expectation value 〈0|...|0〉 by the thermal average 〈...〉β (to be
defined below). The thermal average involves a weighted summation over all accessible
eigenstates |n〉 of the hamiltonian H ,
H|n〉 = En|n〉 n = 0, 1, . . . , (2.1)
the spectrum of which is discrete and infinite. The lowest energy state is |0〉, with energy
E0. We assume that the system does not exchange particles with the heat bath, that is,
we set the chemical potential to zero. The relevant statistical partition function is the
canonical one, given by the trace of the Boltzmann weight,
Z(β) = Tr e−βH , (2.2)
where β = 1/T is the inverse temperature (we set the Boltzmann constant kB = 1), and
the quantum-mechanical trace is
TrO =∑
n
〈n|O|n〉 . (2.3)
The thermal average 〈 ...〉β of an arbitrary field operator O is then defined as
〈O〉β ≡ 1
Z(β)
Tr
(
e−βHO
)
, (2.4)
with the usual Boltzmann weight factor and the normalization 〈1l〉β = 1. We also assume
that the lowest energy state has E0 = 0 so that, in the zero-temperature limit,
〈O〉β β→∞−→ 〈0|O|0〉.
This assumption is merely a normal ordering prescription.
Through the LSZ reduction formulae, a field theory can be defined by the whole
set of its Green’s functions. At finite temperature, the Green’s functions are subject to
important periodicity constraints in imaginary time, known as the KMS (Kubo-Martin-
Schwinger) conditions [15, 16]. We now review the derivation of these conditions for
bosonic and fermionic fields, in view of later on discussing the thermal behaviour of
superfields, which contain both field statistics in their components.
Consider firstly a free real scalar field φ carrying no conserved charges. The hamil-
tonian H being the time evolution operator, the field operator φ at x = (t,x) (in the
Heisenberg picture and with h¯ = c = 1) is
φ(x) = φ(t,x) = eiHtφ(0,x)e−iHt , (2.5)
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with a time coordinate x0 = t which is allowed to be complex. We now define the n-point
thermal Green’s function GnC to be the thermal average of the TC-ordered product of the
Heisenberg field,
GnC(x1, ..., xn) = 〈TC φ(x1)...φ(xn)〉β . (2.6)
The “path-ordering” operation2 denoted by TC is peculiar to the thermal case. For any
scalar field φ, path ordering can be defined through
TC φ(x1)φ(x2) = θC(t1 − t2)φ(x1)φ(x2) + θC(t2 − t1)φ(x2)φ(x1) , (2.7)
where the path Heaviside function θC is defined as θC(t) ≡ θ(τ) for a path parametrized
by t = z(τ), τ ∈ IR. The thermal path-ordered propagator then writes
DC(x1, x2) = θC(t1 − t2)D>C (x1, x2) + θC(t2 − t1)D<C (x1, x2) , (2.8)
where D>C , D
<
C denote respectively the thermal bosonic two-point functions
D>C (x1, x2) = 〈φ(x1)φ(x2)〉β , (2.9)
D<C (x1, x2) = 〈φ(x2)φ(x1)〉β . (2.10)
The Boltzmann weight e−βH can be interpreted as an evolution operator in imaginary
time. Indeed, rewriting the bosonic Heisenberg field (2.5) for a translation in imaginary
time by t = iβ, β ∈ IR, one gets
e−βHφ(t,x)eβH = φ(t+ iβ,x). (2.11)
Expressing (2.9) as
D>C (x1, x2) =
1
Z(β)
Tr
[
e−βHφ(x1)φ(x2)
]
, (2.12)
using the cyclicity of the thermal trace (upon inserting eβHe−βH = 1) and the evolution
in imaginary time (2.11), one deduces the bosonic KMS condition [15, 16]. This condition
relates D>C and D
<
C through a translation in imaginary time,
D>C (t1;x1, t2;x2) = D
<
C(t1 + iβ;x1, t2;x2) . (2.13)
A similar analysis can be performed for fermionic fields. Fermionic path ordering
differs from the bosonic case through a sign,
TC ψa(x1)ψb(x2) = θC(t1 − t2)ψa(x1)ψb(x2)− θC(t2 − t1)ψb(x2)ψa(x1), (2.14)
with a, b = 1, ..., 4 for Dirac (four-component) spinors. The thermal path-ordered fermion
propagator writes similarly to (2.8),
SC ab(x1, x2) = θC(t1 − t2)S>C ab(x1, x2) + θC(t2 − t1)S<C ab(x1, x2), (2.15)
2Path-ordering is the thermal generalization of the usual time-ordering of zero-temperature field theory.
It prescribes that the fields be arranged depending on the position of their (complex) time variables along
a path C taken in the complex time plane [16].
4
where S>C , S
<
C are the thermal fermionic two-point functions conventionally defined as
S>C ab(x1, x2) = 〈ψa(x1)ψb(x2)〉β , (2.16)
S<C ab(x1, x2) = −〈ψb(x2)ψa(x1)〉β . (2.17)
Following the same procedure as in the bosonic case, one derives the fermionic KMS
condition
S>C ab(t1;x1, t2;x2) = −S<C ab(t1 + iβ;x1, t2;x2) , (2.18)
which differs from the bosonic one, eq. (2.13), by a relative sign.
Superspace is usually formulated using two-component Weyl spinors, ψα and ψ
α˙
,
with respectively left-handed and right-handed chirality. The relation with Dirac spinors
is
ψa =
(
ψα
ψ
α˙
)
.
It is then useful to translate the KMS condition for Dirac spinors (2.18) into KMS con-
ditions for two-component spinors ψα, ψ
α˙
. Defining the thermal two-point functions S>C ,
S<C , for two-component spinors as, e.g.,
S> β˙C α (x1, x2) = 〈ψα(x1)ψβ˙(x2)〉β , S< β˙C α (x1, x2) = −〈ψβ˙(x2)ψα(x1)〉β , (2.19)
we derive from (2.18) a fermionic KMS condition for two-component Majorana spinors:
S> β˙C α (t1;x1, t2;x2) = −S< β˙C α (t1 + iβ;x1, t2;x2). (2.20)
This is the only relation we shall need for practical purposes. But similar relations can
be derived for SC αβ , S
α˙
C β and S
α˙β˙
C .
3 Thermal formalism for superfields
3.1 Thermal propagators for superfields
At zero temperature, a superfield formulation of bosons and fermions is by construction
supersymmetric. The spinorial generators of supersymmetry transformations – the super-
charges – act like generalized derivatives on superfields, which contain in their expansion
the bosonic and fermionic fields as components. And the supersymmetry transformation
of superfields encodes the transformations of its components.
As discussed previously, the KMS periodicity conditions provide an essential, manda-
tory characterization of thermal effects at the level of Green’s functions. If superfield
propagators can be defined in a thermal environment, they should of course obey some
form of KMS condition. And such a superfield KMS condition should be able to reproduce
the KMS boundary conditions for the superfields’ bosonic and fermionic components.
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Let us start by recalling some simple facts of the zero-temperature case. T = 0
chiral superfields, noted φ, and T = 0 antichiral superfields, denoted by φ, are defined by
the conditions
Dα˙φ = 0, Dαφ = 0, (3.1)
where the T = 0 covariant derivatives Dα, Dα˙ write
Dα =
∂
∂θα
− i σµαα˙θα˙ ∂µ , Dα˙ =
∂
∂θ
α˙
− i θασµαα˙ ∂µ . (3.2)
Clearly, if φ is chiral, φ = φ† is antichiral. A point in (zero-temperature) superspace
is defined by the space-time coordinates xµ and by anticommuting (Grassmann) spinor
coordinates θα and θ
α˙
, which are space-time constants. It can be equivalently defined by
chiral coordinates (yµ, θα, θ
α˙
),
yµ = xµ − iθασµαα˙θα˙, Dα˙yµ = 0, (3.3)
or by antichiral coordinates (yµ, θα, θ
α˙
),
yµ = xµ + iθασµαα˙θ
α˙
, Dαy
µ = 0. (3.4)
In these variables, it follows from their defining equations (3.1) that the expansions of
chiral and antichiral superfields are simply
φ(y, θ) = z(y) +
√
2 θ ψ(y)− θθf(y) , (3.5)
φ(y, θ) = z(y) +
√
2 θ ψ(y)− θθf(y) . (3.6)
The components of the superfields φ and φ form a chiral multiplet, which contains two
complex scalar fields z and f and a Majorana spinor3 with Weyl components ψα and ψ
α˙
.
Consider now the superfield propagator 〈0|Tφ(y1, θ1)φ(y2θ2)|0〉. Its expansion in
powers of the Grassmann coordinates4 includes the Green’s functions
D(x1 − x2) ≡ 〈0|Tz(x1)z(x2)|0〉 , (3.8)
F(x1 − x2) ≡ 〈0|Tf(x1)f(x2)|0〉, (3.9)
S β˙α (x1 − x2) ≡ 〈0|Tψα(x1)ψβ˙(x2)|0〉, (3.10)
3The spinorial component of the chiral superfield φ is the two-component left-handed Weyl spinor
ψL =
(
ψα
0
)
.
For a Majorana spinor, we have the relation (provided by φ = φ†)
ψR =
(
0
ψ
α˙
)
= (ψL)
c = −γ0Cψ†L
τ
. (3.7)
4Recall that y1 is a function of x1, θ1 and θ1, and similarly y2 is a function of x2, θ2 and θ2.
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as well as Green’s functions for the first or second derivatives of the component fields:
〈0|Tφ(y1, θ1)φ(y2, θ2)|0〉 = D(y1 − y2)− 2θα1 θ2 β˙ S β˙α (y1 − y2) + θ1θ1 θ2θ2F(y1 − y2)
= D(x1 − x2)− 2θα1 θ2 β˙ S β˙α (x1 − x2) + θ1θ1 θ2θ2F(x1 − x2)
+ derivative terms.
(3.11)
A similar expansion can be performed for 〈0|Tφ(y1, θ1)φ(y2, θ2)|0〉 and for the conjugate
〈0|Tφ(y1, θ1)φ(y2, θ2)|0〉.
We now put this system of propagating component fields in a thermal bath at finite
temperature T . The heat bath is expected to affect propagation. The definitions of the
thermal propagators are a straightforward “thermalization”, along the lines of Section 2,
of eqs. (3.8)-(3.10):
DC(x1 − x2) ≡ 〈TC z(x1)z(x2)〉β , (3.12)
FC(x1 − x2) ≡ 〈TC f(x1)f(x2)〉β , (3.13)
S β˙C α (x1 − x2) ≡ 〈TC ψα(x1)ψβ˙(x2)〉β . (3.14)
Simultaneously, one has to require that each of these thermal propagators for the com-
ponents of chiral and antichiral superfields obey KMS conditions. The relevant condition
depends on the statistics of the component fields in the propagator. That is, thermal
propagators of scalar components must obey the bosonic KMS condition (2.13),
D>C (t1;x1, t2;x2) = D
<
C (t1 + iβ;x1, t2;x2), (3.15)
F>C (t1;x1, t2;x2) = F<C (t1 + iβ;x1, t2;x2), (3.16)
while the thermal propagator of the fermionic components has to satisfy the fermionic
constraint (2.20),
S> β˙C α (t1;x1, t2;x2) = −S< β˙C α (t1 + iβ;x1, t2;x2). (3.17)
3.2 Super-KMS condition and thermal superspace
In the Introduction, we have motivated the fact that, at finite temperature, the super-
space Grassmann variables should be dependent on imaginary time and antiperiodic.
Consequently, we promote θ and θ to become time-dependent coordinates, θ → θ̂ = θ̂(t),
θ → θ̂ = θ̂(t) with the antiperiodicity properties (1.2),
θ̂(t+ iβ) = −θ̂(t), θ̂(t+ iβ) = −θ̂(t). (3.18)
These conditions induce a temperature-dependent constraint on the time-dependent su-
perspace Grassmann coordinates θ̂(t) and θ̂(t). Notice that while the introduction of a
dependence on time in θ is a local statement, which should then be visible in the explicit
form of space-time symmetry generators, the above antiperiodicity conditions are global
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statements. The latter are not expected to affect symmetry generators, at least in their
classical expressions. But they will appear in the quantum theory, in the definition of the
space of physical states.
We shall call thermal superspace the space spanned by the variables [xµ, θ̂(t), θ̂(t)],
with θ̂(t) and θ̂(t) obeying the conditions (3.18). Note that in taking superspace Grass-
mann coordinates θ̂(t), θ̂(t), we also introduce a formal time-dependence in the second
terms of the variables y and y (3.3)-(3.4). The implications of this fact will be discussed
later on. For the moment, we only keep track of the t-dependence with the notation ŷ(t),
ŷ(t):
ŷµ(t) ≡ xµ − iθ̂(t)σµθ̂(t), ŷ
µ
(t) ≡ xµ + iθ̂(t)σµθ̂(t). (3.19)
In the present Section, we show that the use of thermal superspace makes it possible
to impose KMS conditions at the level of thermal superfield propagators. These superfield
KMS conditions will yield the correct bosonic (3.15)–(3.16) and fermionic (3.17) KMS
conditions for the thermal propagators of the superfield components (paragraph 3.4).
Furthermore, we will see how the antiperiodicity (3.18) allows for a direct proof of the
super-KMS condition in thermal superspace (paragraph 3.3).
To start with, we define chiral and antichiral superfields at finite temperature, de-
noted by the “hat” notation φ̂, resp. φ̂, similarly to (3.5), (3.6), but with the thermal
superspace Grassmann coordinates θ̂(t), θ̂(t) as the expansion parameters. This yields for
φ̂,
φ̂[ŷ(t), θ̂(t)] = z[ŷ(t)] +
√
2 θ̂(t)ψ[ŷ(t)]− θ̂(t)θ̂(t) f [ŷ(t)], (3.20)
whereas for φ̂ we write
φ̂ [ŷ(t), θ̂(t)] = z[ŷ(t)] +
√
2 θ̂(t)ψ[ŷ(t)]− θ̂(t)θ̂(t) f [ŷ(t)]. (3.21)
Since thermal chiral and antichiral superfields are bosonic objects, and are therefore pe-
riodic, these expansions are consistent with the fact that at finite temperature bosonic
fields are periodic in imaginary time, while fermionic fields are antiperiodic. Moreover, as
in the zero-temperature case, these thermal chiral and antichiral superfields can be seen
as solutions of conditions which generalize Dα˙φ = 0, Dαφ = 0 [eqs. (3.1)] to the thermal
context. We postpone this point to Section 4, in which the thermal covariant derivatives
are constructed.
Following the same prescription of making θ and θ time-dependent and antiperiodic,
we next define the chiral-antichiral superfield propagator at finite temperature to be the
thermal generalization of eq. (3.11),
GC [ŷ1(t1), ŷ2(t2), θ̂1(t1), θ̂2(t2)] ≡ 〈TC φ̂[ŷ1(t1), θ̂1(t1)] φ̂ [ŷ2(t2), θ̂2(t2)]〉β , (3.22)
and expand it in thermal superspace as
GC [ŷ1(t1), ŷ2(t2), θ̂1(t1), θ̂2(t2)] = DC [ŷ1(t1) − ŷ2(t2)]− 2θ̂α1 (t1)θ2 β˙(t2)S β˙C α [ŷ1(t1) − ŷ2(t2)]
+ θ̂1(t1)θ̂1(t1) θ̂2(t2)θ̂2(t2)FC [ŷ1(t1) − ŷ2(t2)]
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= DC(x1 − x2)− 2θ̂α1 (t1)θ2 β˙(t2)S β˙C α (x1 − x2)
+ θ̂1(t1)θ̂1(t1) θ̂2(t2)θ̂2(t2)FC(x1 − x2)
+ derivative terms. (3.23)
The thermal superfield two-point functions G>C , resp. G
<
C , can be defined in relation to
GC , similarly to (2.8), through
GC [ŷ1(t1), ŷ2(t2), θ̂1(t1), θ̂2(t2)] = θC(t1 − t2)G>C [ŷ1(t1), ŷ2(t2), θ̂1(t1), θ̂2(t2)]
+ θC(t2 − t1)G<C [ŷ1(t1), ŷ2(t2), θ̂1(t1), θ̂2(t2)] ,
(3.24)
with
G>C [ŷ1(t1), ŷ2(t2), θ̂1(t1), θ̂2(t2)] = 〈φ̂[ŷ1(t1), θ̂1(t1)] φ̂ [ŷ2(t2), θ̂2(t2)]〉β , (3.25)
G<C [ŷ1(t1), ŷ2(t2), θ̂1(t1), θ̂2(t2)] = 〈φ̂[ŷ2(t2), θ̂2(t2)] φ̂[ŷ1(t1), θ̂1(t1)]〉β . (3.26)
We are now equipped to formulate the KMS condition at the level of thermal su-
perfield propagators. The correct component’s KMS conditions (3.15)-(3.16) and (3.17)
can be obtained from the following superfield KMS (or super-KMS) condition:
G>C [ŷ1(t1), ŷ2(t2), θ̂1(t1), θ̂2(t2)] = G
<
C [ŷ1(t1+iβ), ŷ2(t2), θ̂1(t1 + iβ), θ̂2(t2)], (3.27)
with the time-translated variable ŷ1(t1+iβ) given by
ŷ1(t1+iβ) =
(
t1 + iβ − iθ̂1(t1 + iβ)σ0θ̂1(t1 + iβ) ; x1 − iθ̂1(t1 + iβ)σθ̂1(t1 + iβ)
)
= ŷ1(t1) + (iβ ; 0) ,
(3.28)
where use has been made of the antiperiodicity conditions (3.18) for the thermal super-
space coordinates θ̂(t) and θ̂(t).
3.3 Proof of the super-KMS condition
Clearly, the superfield KMS condition (3.27) is of bosonic type, since chiral and antichiral
superfields are bosonic objects. This condition can be proven at the superfield level in a
way similar to the case of the scalar field case of Section 2. At the superfield level, the
main ingredients of the proof are the cyclicity of the thermal trace, the superfield version
of the evolution in imaginary time, and, most essential, the antiperiodicity in imaginary
time of the superspace Grassmann variables.
Let us start by formulating the evolution in imaginary time [eq. (2.11)] for a thermal
superfield. Suppose the theory has a hamiltonian H for the fields z, ψ and f , which is the
generator of time translations for the x-dependence of these fields. Appling this evolution
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to the various components in the development of, e.g., a thermal chiral superfield φ̂ [eq.
(3.20)], we get
e−βH φ̂[ŷ(t), θ̂(t)] e
βH = z[ŷ0(t) + iβ; ~̂y] +
√
2 θ̂(t)ψ[ŷ0(t) + iβ; ~̂y]− θ̂(t)θ̂(t) f [ŷ0(t) + iβ; ~̂y]
= φ̂[ŷ0(t) + iβ; ~̂y, θ̂(t)]. (3.29)
Similarly, for an antichiral superfield φ̂, the imaginary time evolution applied to (3.21)
yields
e−βH φ̂ [ŷ(t), θ̂(t)] e
βH = φ̂ [ŷ
0
(t) + iβ; ~̂y, θ̂(t)] . (3.30)
Because of the antiperiodicity of the Grassmann variables, eq. (3.18), and with eq. (3.28),
φ̂[ŷ0(t) + iβ; ~̂y, θ̂(t)] = φ̂[ŷ(t1+iβ), θ̂(t)],
φ̂[ŷ
0
(t) + iβ; ~̂y, θ̂(t)] = φ̂[ŷ(t1+iβ), θ̂(t)].
As a consequence, the thermal superfield evolution is governed by
e−βH φ̂[ŷ(t), θ̂(t)] e
βH = z[ŷ(t+iβ)] +
√
2 θ̂(t)ψ[ŷ(t+iβ)]− θ̂(t)θ̂(t) f [ŷ(t+iβ)]
= φ̂[ŷ(t+iβ), θ̂(t)] (3.31)
for φ̂, and by a similar equation for φ̂:
e−βH φ̂[ŷ(t), θ̂(t)] e
βH = φ̂[ŷ(t+iβ), θ̂(t)] . (3.32)
Note that, in the above, the time argument of θ̂(t) and θ̂(t) has not been shifted. The ther-
mal Grassmann variables – which are coordinates – do not undergo dynamical evolution
in imaginary time generated by the hamiltonian, which only acts on fields, i.e.,
e−βH θ̂(t) eβH = θ̂(t) , e−βH θ̂(t) eβH = θ̂(t) . (3.33)
In order to prove the superfield KMS relation (3.27) in thermal superspace, we start
from the thermal superfield two-point function G>C (3.25),
G>C [ŷ1(t1), ŷ2(t2), θ̂1(t1), θ̂2(t2)] =
1
Z(β)
Tr
{
e−βH φ̂[ŷ1(t1), θ̂1(t1)] φ̂ [ŷ2(t2), θ̂2(t2)]
}
, (3.34)
and introduce the thermal component expansions for the superfields [eqs. (3.20)-(3.21)].
We then rotate cyclically φ̂ to the front, and insert the identity eβHe−βH = 1 in the right
side5:
1
Z(β)
Tr
{
e−βH
(
z[ŷ1] +
√
2 θ̂1 ψ[ŷ1]− θ̂1θ̂1 f [ŷ1]
)(
z[ŷ2] +
√
2θ̂2ψ[ŷ2]− θ̂2θ̂2 f [ŷ2]
)}
=
1
Z(β)
Tr
{(
z[ŷ2]−
√
2θ̂2ψ[ŷ2]− θ̂2θ̂2 f [ŷ2]
)
×e−βH
(
z[ŷ1] +
√
2θ̂1ψ[ŷ1]− θ̂1θ̂1 f [ŷ1]
)
eβHe−βH
}
.
5To simplify the notation, we occasionally use ŷi, θ̂i and θ̂i instead of ŷi(ti), θ̂i(ti) and θ̂i(ti) in non
ambiguous situations.
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Here the negative sign in front of one of the fermionic components follows from the anti-
commutativity of the Grassmann variables. Indeed, while fermion fields do not generate
a sign when crossed in a cyclic rotation of the quantum mechanical trace, Grassmann
parameters do. We now use time evolution. Upon cyclically rotating a Boltzmann factor
to the front, and using the superfield evolution eq. (3.31), our last expression can be
rewritten as:
1
Z(β)
Tr
{
e−βH
(
z[ŷ2]−
√
2 θ̂2 ψ[ŷ2]− θ̂2θ̂2 f [ŷ2]
)
× e−βH
(
z[ŷ1] +
√
2 θ̂1 ψ[ŷ1]− θ̂1θ̂1 f [ŷ1]
)
eβH
}
=
1
Z(β)
Tr
{
e−βH
(
z[ŷ2(t2)]−
√
2 θ̂2(t2)ψ[ŷ2(t2)]− θ̂2(t2)θ̂2(t2) f [ŷ2(t2)]
)
×
(
z[ŷ1(t1+iβ)] +
√
2 θ̂1(t1)ψ[ŷ1(t1+iβ)]− θ̂1(t1)θ̂1(t1) f [ŷ1(t1+iβ)]
)}
.
(3.35)
At this point, we make use of the antiperiodicity (3.18) of the Grassmann variables and
set θ̂1(t1) = −θ̂1(t1 + iβ). As a result, the right side of (3.35) rewrites as
1
Z(β)
Tr
{
e−βH
(
z[ŷ2(t2)]−
√
2 θ̂2(t2)ψ[ŷ2(t2)]− θ̂2(t2)θ̂2(t2) f [ŷ2(t2)]
)
×
(
z[ŷ1(t1+iβ)]−
√
2 θ̂1(t1 + iβ)ψ[ŷ1(t1+iβ)]− θ̂1(t1 + iβ)θ̂1(t1 + iβ) f [ŷ1(t1+iβ)]
)}
.
(3.36)
Since fermionic fields do not propagate into bosonic fields, and vice-versa, the two negative
signs in front of the fermionic components above can equivalently be replaced by two
positive signs. The computation (3.34)-(3.36) therefore yields
G>C [ŷ1(t1), ŷ2(t2), θ̂1(t1), θ̂2(t2)]
=
1
Z(β)
Tr
{
e−βH
(
z[ŷ2(t2)] +
√
2 θ̂2(t2)ψ[ŷ2(t2)]− θ̂2(t2)θ̂2(t2) f [ŷ2(t2)]
)
×
(
z[ŷ1(t1+iβ)] +
√
2 θ̂1(t1 + iβ)ψ[ŷ1(t1+iβ)]− θ̂1(t1 + iβ)θ̂1(t1 + iβ) f [ŷ1(t1+iβ)]
)}
.
(3.37)
Realizing that the second line is just the thermal superfield φ̂ (3.20) with all time argu-
ments shifted by iβ, we rewrite (3.37) as
G>C [ŷ1(t1), ŷ2(t2), θ̂1(t1), θ̂2(t2)] = G
<
C [ŷ1(t1+iβ), ŷ2(t2), θ̂1(t1 + iβ), θ̂2(t2)] . (3.38)
This is the superfield KMS condition (3.27), which is hereby proved.
3.4 Component KMS conditions from super-KMS
We verify in this paragraph that the superfield KMS condition (3.27) yields the expected
component relations (3.15)-(3.16) and (3.17). As we shall see, the antiperiodicity of the
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thermal Grassmann variables is again an essential ingredient. This is done by expanding
in eqs. (3.25)–(3.26) the thermal chiral and antichiral superfields φ̂ and φ̂ in components,
using eqs. (3.20) and (3.21):
G>C [ŷ1(t1), ŷ2(t2), θ̂1(t1), θ̂2(t2)] = D
>
C [ŷ1(t1), ŷ2(t2)]− 2θ̂α1 (t1)θ̂2 β˙(t2)S> β˙C α [ŷ1(t1), ŷ2(t2)]
+θ̂1(t1)θ̂1(t1)θ̂2(t2)θ̂2(t2)F>C [ŷ1(t1), ŷ2(t2)], (3.39)
G<C [ŷ1(t1), ŷ2(t2), θ̂1(t1), θ̂2(t2)] = D
<
C [ŷ1(t1), ŷ2(t2)]− 2θ̂α1 (t1)θ̂2 β˙(t2)S< β˙C α [ŷ1(t1), ŷ2(t2)]
+θ̂1(t1)θ̂1(t1)θ̂2(t2)θ̂2(t2)F<C [ŷ1(t1), ŷ2(t2)] . (3.40)
The superfield KMS condition (3.27) leads then to the following:
(i) For the scalar component,
D>C [ŷ1(t1), ŷ2(t2)] = D
<
C [ŷ1(t1+iβ), ŷ2(t2)], (3.41)
which reduces, when returning to variables x = (t;x), to the bosonic KMS relation (3.15),
D>C (t1;x1, t2;x2) = D
<
C(t1 + iβ;x1, t2;x2).
(ii) For the fermionic component,
θ̂α1 (t1)θ̂2 β˙(t2)S
> β˙
C α [ŷ1(t1), ŷ2(t2)] = θ̂
α
1 (t1 + iβ)θ̂2 β˙(t2)S
< β˙
C α [ŷ1(t1+iβ), ŷ2(t2)]. (3.42)
With the antiperiodicity condition (3.18), θ̂α1 (t1 + iβ) = −θ̂α1 (t1), we obtain
S> β˙C α [ŷ1(t1), ŷ2(t2)] = −S< β˙C α [ŷ1(t1+iβ), ŷ2(t2)], (3.43)
which yields, in the variables x = (t;x), the fermionic KMS condition (3.17) with the
correct relative sign, S> β˙C α (t1;x1, t2;x2) = −S< β˙C α (t1 + iβ;x1, t2;x2).
(iii) For the auxiliary field, one gets from (3.27):
θ̂1(t1)θ̂1(t1)θ̂2(t2)θ̂2(t2)F>C [ŷ1(t1), ŷ2(t2)]
= θ̂1(t1 + iβ)θ̂1(t1 + iβ)θ̂2(t2)θ̂2(t2)F<C [ŷ1(t1+iβ), ŷ2(t2)].
(3.44)
With θ̂1(t1+ iβ) = −θ̂1(t1) (3.18) and in the variables x = (t;x), this is the bosonic KMS
condition (3.16), F>C (t1;x1, t2;x2) = F<C (t1 + iβ;x1, t2;x2).
Finally, we recall that we have considered here only the chiral-antichiral thermal
superfield two-point function which, at zero temperature, contains the kinetic propagators
for the scalar and spinor fields. Mass contributions to propagators would arise from
the chiral-chiral Green’s function 〈TC φ̂ φ̂〉β , or from its conjugate 〈TC φ̂ φ̂〉β . To each of
these cases, there corresponds a superfield KMS condition. Since their treatment on
thermal superspace is entirely similar to the chiral-antichiral case discussed above, we
don’t consider them explicitly here.
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4 Thermal covariant derivatives and thermal
supercharges
Up to this point, our construction of thermal superspace has been somewhat academic.
We have simply translated in a superfield formalism results of finite temperature field
theory for the fields of the chiral supermultiplet. The price has been to introduce a de-
pendence on time/temperature in Grassmann superspace coordinates, and also in chiral
space-time coordinates yµ and yµ. In contrast to the antiperiodic θ̂ variables, the lat-
ter dependence is periodic in t → t + iβ since yµ and yµ are bosonic quantities. The
main interest in superspace lies however in the natural representation it provides for the
super-Poincare´ algebra in terms of derivatives with respect to superspace coordinates. A
function on superspace – a superfield – carries then automatically a representation of su-
persymmetry. The purpose of this section is to construct the supersymmetry generators
and covariant derivatives on thermal superspace. Their existence is not a surprise. The
algebra reflects local properties in superspace while the distinction between fermions and
bosons at finite temperature is related to a global property: periodicity or antiperiodicity
of fields around the temperature circle with radius β/2π. However, the existence of a su-
persymmetry algebra on thermal superspace should not be assimilated to a statement that
supersymmetry does not break at finite T . That such an algebra exists does not imply that
a supersymmetric field theory can be constructed carrying the same symmetry algebra.
We shall come back to this point in Section 7.
Deriving expressions for the supercharges and the covariant derivatives on thermal
superspace can be done simply by performing the change of variables from usual, zero
temperature, superspace to thermal superspace, i.e., :
(xµ, θ, θ) −→
(
x′µ = xµ, θ′ = θ̂(t), θ
′
= θ̂(t)
)
,
with t = x0. Under this change of variables, the partial derivatives with respect to x, θ
and θ transform trivially,
∂
∂x
−→ ∂
∂x′
=
∂
∂x
, (4.1)
∂
∂θα
−→ ∂
∂θ′α
=
∂
∂θ̂α
, (4.2)
∂
∂θ
α˙
−→ ∂
∂θ
′α˙
=
∂
∂θ̂
α˙
, (4.3)
while the time derivative has to take the time-dependence of the thermal Grassmann
variables into account:
∂
∂t
−→ ∂
∂t′
+
∂θ̂α
∂t
∂
∂θ̂α
+
∂θ̂
α˙
∂t
∂
∂θ̂
α˙
,
(
∂t′
∂t
= 1
)
. (4.4)
Consequently, we define the partial time derivative at finite temperature as
∂̂
∂t
≡ ∂
∂t
−∆ . (4.5)
13
We call this object the thermal time derivative; ∆ accounts for the thermal corrections,
∆ =
∂θ̂α
∂t
∂
∂θ̂α
+
∂θ̂
α˙
∂t
∂
∂θ̂
α˙
. (4.6)
Accordingly, we also define a thermal space-time derivative as
∂̂µ =
(
∂
∂t
−∆ ; ∂
∂x
)
. (4.7)
Let us now construct the thermal covariant derivatives. We proceed by replacing, in
the expressions of the (zero-temperature) covariant derivatives (3.2), the zero-temperature
Grassmann variables and derivative operators by their thermal counterparts. This means
that (i) we replace the zero-temperature, constant Grassmann parameters θ, θ by the
thermal, time-dependent and antiperiodic parameters θ̂, θ̂, and that (ii) the derivative
operators ∂µ, ∂/∂θ and ∂/∂θ are replaced by ∂̂
µ, ∂/∂θ̂ and ∂/∂θ̂. This yields thermal
covariant derivatives D̂α and D̂α˙ in the form:
D̂α =
∂
∂θ̂α
− i σµαα˙θ̂
α˙
∂̂µ, D̂α˙ =
∂
∂θ̂
α˙
− i θ̂ασµαα˙∂̂µ, (4.8)
which write explicitly, using eqs. (4.7) and (4.6), as
D̂α =
∂
∂θ̂α
− i σµαα˙θ̂
α˙
∂µ + i σ
0
αα˙θ̂
α˙
∂θ̂γ
∂t
∂
∂θ̂γ
+
∂θ̂
γ˙
∂t
∂
∂θ̂
γ˙
 , (4.9)
D̂α˙ =
∂
∂θ̂
α˙
− i θ̂ασµαα˙∂µ + i σ0αα˙θ̂
α˙
∂θ̂γ
∂t
∂
∂θ̂γ
+
∂θ̂
γ˙
∂t
∂
∂θ̂
γ˙
 . (4.10)
In order to validate these expressions, we observe that they play, in thermal superspace,
the same role as the usual covariant derivatives of supersymmetry in T = 0 superspace.
Firstly, the thermal covariant derivatives obey the same anticommutation relations
as at T = 0. This can readily be checked by direct computation of the anticommutators.
One obtains, in perfect analogy to the T = 0 case,
{D̂α, D̂α˙} = −2iσµαα˙∂̂µ, {D̂α , D̂β} = {D̂α˙ , D̂β˙} = 0. (4.11)
This is actually obvious upon noticing that the thermal space-time derivative ∂̂µ gives
zero when acting on the t-dependent variables θ̂, θ̂, since
∂̂0 θ̂
α =
∂θ̂α
∂t
− ∂θ̂
γ
∂t
δαγ = 0, ∂̂0 θ̂
α˙
=
∂θ̂
α˙
∂t
− ∂θ̂
γ˙
∂t
δα˙γ˙ = 0, (4.12)
and plays therefore the same role for the thermal Grassmann variables as that of the
usual space-time derivative for the t-independent, non thermal θ and θ. In this sense, the
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thermal time (and consequently the thermal space-time) derivative is a covariantization,
with respect to thermal superspace, of the zero-temperature time (space-time) derivative.
Secondly, the thermal covariant derivatives D̂α˙ and D̂α provide a definition of the
thermal chiral and antichiral superfields φ̂ and φ̂, eqs. (3.20) and (3.21), as the solution
to the thermal generalization of the conditions (3.1):
D̂α˙ φ̂ = 0, D̂α φ̂ = 0 . (4.13)
We could have actually derived the thermal covariant derivatives directly from the re-
quirements
D̂α˙ ŷ
µ = 0, D̂α ŷ
µ
= 0,
which are equivalent to the chirality conditions (4.13).
Quite naturally, our next aim is to derive the thermal supersymmetry charges. The
zero-temperature supercharges are, in our conventions:
Qα = −i ∂
∂θα
+ σµαα˙θ
α˙
∂µ , Qα˙ = i
∂
∂θ
α˙
− θασµαα˙∂µ. (4.14)
The corresponding thermal objects are constructed using the same procedure as the one
used above for the thermal covariant derivatives. This yields the following expressions for
the thermal supercharges:
Q̂α = −i ∂
∂θ̂α
+ σµαα˙θ̂
α˙
∂µ − σ0αα˙θ̂
α˙
∂θ̂γ
∂t
∂
∂θ̂γ
+
∂θ̂
γ˙
∂t
∂
∂θ̂
γ˙
 , (4.15)
Q̂α˙ = i
∂
∂θ̂
α˙
− θ̂ασµαα˙∂µ + σ0αα˙θ̂
α˙
∂θ̂γ
∂t
∂
∂θ̂γ
+
∂θ̂
γ˙
∂t
∂
∂θ̂
γ˙
 , (4.16)
or, in a compact form,
Q̂α = −i ∂
∂θ̂α
+ σµαα˙θ̂
α˙
∂̂µ , Q̂α˙ = i
∂
∂θ̂
α˙
− θ̂ασµαα˙∂̂µ . (4.17)
It is again straightforward to check that thermal supercharges obey the same anticommu-
tation relations with thermal covariant derivatives as at T = 0:
{Q̂α , D̂β} = {Q̂α˙ , D̂β} = {Q̂α , D̂β˙} = {Q̂α˙ , D̂β˙} = 0 . (4.18)
Furthermore we have
{Q̂α, Q̂α˙} = 2iσµαα˙∂̂µ, {Q̂α , Q̂β} = {Q̂α˙ , Q̂β˙} = 0 . (4.19)
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5 The thermal super-Poincare´ algebra
In order to compute the full thermal super-Poincare´ algebra, we need, in addition to
the thermal supercharges constructed in the previous section, expressions for the thermal
translations and thermal Lorentz generators. Let us start by writing the expressions in
the zero-temperature case, i.e., for the generators of the T = 0 supersymmetry algebra
acting on T = 0 superfields. The T = 0 translation generators act on a chiral superfield
φ simply as:
[P µ, φ(x, θ, θ)] = −i ∂µφ(x, θ, θ), (5.1)
while the Lorentz generators entail a θ-, θ-dependent part:
[Mµν , φ(x, θ, θ)] =
[
i (xµ∂ν − xν∂µ)
+
i
2
(σµν) βα θβ
∂
∂θα
+
i
2
(σνµ)α˙
β˙
θ
β˙ ∂
∂θ
α˙
]
φ(x, θ, θ).
(5.2)
Notice that the above equations display Poincare´ transformations of the (Lorentz) scalar
superfield at a fixed superspace coordinate point (x, θ, θ). In other words, they display
φ′(x, θ, θ)− φ(x, θ, θ) for a Poincare´ transformation
(x, θ, θ) −→ (x′, θ′, θ′) , φ(x, θ, θ) −→ φ′(x′, θ′, θ′) .
At finite temperature, the translation and Lorentz generators above are to be mod-
ified – similarly to the thermal covariant derivatives and the thermal supercharges – by
replacing ∂µ with ∂̂µ, and θ, θ with θ̂(t), θ̂(t). Therefore we define the action of thermal
translation and thermal Lorentz generators on a thermal scalar superfield through
[P̂ µ, φ̂(x, θ̂, θ̂)] = −i ∂̂µφ̂(x, θ̂, θ̂), (5.3)
and
[M̂µν , φ̂(x, θ̂, θ̂)] =
[
i(xµ∂̂ν − xν ∂̂µ)
+
i
2
(σµν) βα θ̂β
∂
∂θ̂α
+
i
2
(σνµ)α˙
β˙
θ̂
β˙ ∂
∂θ̂
α˙
]
φ̂(x, θ̂, θ̂).
(5.4)
As only the derivative in the time direction is modified at finite temperature, we
now distinguish between the generators which are genuinely thermal [that is, which involve
the operator ∆ introduced in eq. (4.6)] and those generators of which the only thermal
character comes from the superspace coordinates being time-dependent. We drop the
“hat” for the latter operators, and hence decompose the thermal translations P̂ µ into P̂ 0
and P i, while the thermal Lorentz generators M̂µν are separated into thermal Lorentz
boosts M̂0i and rotations M ij . A straightforward computation of the commutation rules
yields the thermal Poincare´ algebra – the bosonic sector of the thermal super-Poincare´
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algebra:
[M̂0i, P̂ 0] = −i P i , (5.5)
[M̂0i, P j] = i ηijP̂ 0 , (5.6)
[M ij , P̂ 0] = 0 , (5.7)
[M ij , P k] = −i (ηikP j − ηjkP i) , (5.8)
[M ij ,Mkl] = −i (ηikM jl + ηjlM ik − ηilM jk − ηjkM il) , (5.9)
[M̂0i,M jk] = −i (ηikM̂0j − ηijM̂0k) , (5.10)
[M̂0i, M̂0j ] = −iM ij , (5.11)
[P̂ 0, P̂ 0] = [P̂ 0, P i] = [P i, P j] = 0 . (5.12)
The fermionic sector is given by
{Q̂α, Q̂β˙} = −2
(
σ0
αβ˙
P̂0 − σiαβ˙Pi
)
, (5.13)
[P̂ 0, Q̂α] = [P̂
0; Q̂α˙] = [P
i; Q̂α] = [P
i, Q̂α˙] = 0, (5.14)
[M̂0i, Q̂α] = − i
2
(σ0i) βα Q̂β, (5.15)
[M̂0i, Q̂α˙] = −
i
2
(σ0i)α˙β˙ Q̂
β˙
, (5.16)
[M ij , Q̂α] = − i
2
(σij) βα Q̂β, (5.17)
[M ij , Q̂α˙] = −
i
2
(σij)α˙β˙ Q̂
β˙
. (5.18)
The thermal super-Poincare´ algebra (5.5)—(5.18) has hence the same structure as at
T = 0, and contains the same number of supercharges. This is a natural result of our
construction which introduces a local dependence on time/temperature on superspace
coordinates. The algebra is maintained by the appropriate covariantizations.
An interpretation of the role of the thermal time translation operator P̂ 0 = −i∂̂0
– the thermal covariantization of P 0 – can be given as follows. Clearly, in the ther-
mal Poincare´ algebra (5.5)-(5.12), the thermal Lorentz boosts M̂0i mix space- and time-
translations. Even if a covariant formulation can be given [14], immersing the field theory
in a heat bath via periodicity or antiperiodicity conditions on (imaginary) time removes
invariance under the Lorentz boosts [17, 18]. Without these boosts, the Poincare´ algebra
reduces to spatial rotations M ij and translations P̂ µ, which are true symmetries of finite
temperature field theory. The thermal supersymmetry generators Q̂α and Q̂α˙ then add
to these space-time symmetries to form a three-dimensional supersymmetry algebra in
which the thermal time translation operator P̂ 0 is a central charge: it commutes with all
operators P i, M ij , Q̂α and Q̂α˙.
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6 Thermal supersymmetry transformations
of bosons and fermions
We wish here to compute the transformations of thermal superfield components under
the thermal supersymmetry transformations generated by the thermal supercharges Q̂α˙
and Q̂α˙, eqs. (4.15)-(4.16). This means translating into component language the thermal
superfield transformation δ̂ given by
δ̂φ̂(x, θ̂, θ̂) = i
(
ǫ̂αQ̂α + ǫ̂α˙Q̂
α˙
)
φ̂(x, θ̂, θ̂). (6.1)
Recall that at zero temperature, this is most easily done for a chiral superfield φ in chiral
variables y, θ. Since
Qαy
µ = Qα˙y
µ = 0 , Qαy
µ = 2(σµθ)α , Qα˙y
µ = −2(θσµ)α˙ , (6.2)
one easily deduces that the T = 0 supercharges acting on φ(y, θ) are
Qαφ(y, θ) = −i ∂
∂θα
φ(y, θ) , Qα˙φ(y, θ) = −2(θσµ)α˙
∂
∂yµ
φ(y, θ). (6.3)
It is then immediate to compute the supersymmetry transformations of the components
of φ in chiral variables by expanding δφ(y, θ) = i(ǫαQα + ǫα˙Q
α˙
)φ(y, θ).
The aim here is to investigate the thermal situation. By construction, thermal
supercharges in the thermal chiral variables ŷ, θ̂, θ̂ are analogous to the T = 0 expressions
above. We also have
Q̂αθ̂
β = −iδβα, Q̂α˙θ̂
β˙
= iδβ˙α˙, Q̂αθ̂
β˙
= 0, Q̂α˙θ̂
β = 0, (6.4)
and
∂̂ν ŷ
µ = δµν , ∂̂ν ŷ
µ
= δµν . (6.5)
As a consequence, one sees that
Q̂αŷ
µ = Q̂α˙ŷ
µ
= 0, Q̂αŷ
µ
= 2(σµθ̂)α, Q̂α˙ŷ
µ = −2(θ̂σµ)α˙. (6.6)
Therefore, the supercharges Q̂α and Q̂α˙, when acting on a general
6 thermal superfield
denoted F̂ expressed in the chiral variables, yield
Q̂αF̂ (ŷ, θ̂, θ̂) = −i ∂
∂θ̂α
F̂ (ŷ, θ̂, θ̂), (6.7)
Q̂α˙F̂ (ŷ, θ̂, θ̂) = −i
− ∂
∂θ̂
α˙
− 2i(θ̂σµ)α˙ ∂
∂ŷµ
 F̂ (ŷ, θ̂, θ̂). (6.8)
6A function of the thermal superspace coordinates ŷ, θ̂ and θ̂.
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On a thermal chiral superfield φ̂(ŷ, θ̂), these thermal supercharges obviously reduce to
Q̂αφ̂(ŷ, θ̂) = −i ∂
∂θ̂α
φ̂(ŷ, θ̂), Q̂α˙φ̂(ŷ, θ̂) = −2(θ̂σµ)α˙
∂
∂ŷµ
φ̂(ŷ, θ̂), (6.9)
which is nothing but the thermal version of eqs. (6.3). Analogous expressions can be con-
structed for the thermal supercharges acting on antichiral thermal superfields as functions
of variables ŷ and θ̂.
Inserting the supercharges (6.9) into the thermal supersymmetry transformation
(6.1) leads to
δ̂φ̂(ŷ, θ̂) =
(
ǫ̂α
∂
∂θ̂α
− 2i(θ̂σµǫ̂) ∂
∂ŷµ
)
φ̂(ŷ, θ̂) . (6.10)
Defining then
∂
∂ŷµ
ϕ(ŷ) ≡ ∂µϕ, for ϕ = z or ψ, we get:
δ̂φ̂(ŷ, θ̂) = ǫ̂α
[√
2ψα(ŷ)− 2θ̂αf(ŷ)
]
− 2i(θ̂σµǫ̂)
[
∂µz(ŷ) +
√
2θ̂α∂µψα(ŷ)
]
. (6.11)
Comparison with the component expansion of δ̂φ̂(ŷ, θ̂) immediately leads to:
δ̂z =
√
2ǫ̂αψα , (6.12)
δ̂ψα = −
√
2ǫ̂αf − i
√
2(σµǫ̂)α(∂µz) , (6.13)
δ̂f = −i
√
2(σµǫ̂)α(∂µψα) . (6.14)
In these transformations of the chiral multiplet, the unique difference with the case of
zero temperature is the appearance of the thermal spinorial parameter ǫ̂ in place of the
constant spinorial parameter ǫ of T = 0 supersymmetry.
The nature of ǫ̂ is however deeply related to finite temperature. Reversing the
argument given in the Introduction, it is clear from (6.9) that the supercharge Q̂α acting
on φ̂ translates θ̂ by an amount ǫ̂. Since however the Grassmann coordinate θ̂ is time-
dependent and antiperiodic, one must then assume that ǫ̂ itself is a time-dependent,
antiperiodic spinor:
ǫ̂ (t+ iβ) = −ǫ̂ (t) . (6.15)
This is confirmed by the action on φ̂ of the conjugate supercharge Q̂α˙ [eq. (6.9)], which
translates ŷµ by an amount −2i(θ̂σµǫ̂). In order that the time-dependence of ŷ remains
periodic, ǫ̂ must be antiperiodic, as in eq. (6.15).
The time-dependence of ǫ̂ is, in this thermal superspace formalism, the manifes-
tation of the breaking of global supersymmetry at finite temperature. Computing the
commutator [δ̂1, δ̂2] of two thermal supersymmetry transformations δ̂1, δ̂2 will not close
the algebra we have derived simply because
{Q̂α, ǫ̂(t)} 6= 0 6= {Q̂α˙, ǫ̂(t)} ,
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in contrast with the zero-temperature case in which ǫ is a constant spinor. Notice also that
the supersymmetry transformation of the highest component f of the superfield φ̂ is not
a space-time derivative since ∂µǫ̂ 6= 0. The method usually applied to construct invariant
lagrangians by tensor calculus will no longer hold at finite temperature. And actions
invariant under supersymmetry at zero temperature will exhibit a breaking pattern which
can easily be studied using thermal superspace.
7 Thermal supersymmetry and the
Wess-Zumino model
In looking for realizations of thermal supersymmetry, we shall be applying the transfor-
mations generated by the thermal charges to systems of thermal fields. And thermal fields
are known to be characterized by global periodicity conditions which distinguish bosons
from fermions. Indeed, a thermal bosonic field (say z) is periodic in imaginary time, while
a thermal fermionic field (denoted ψ) is antiperiodic :
z(t + iβ,x) = z(t,x) , ψ(t + iβ,x) = −ψ(t,x) . (7.1)
These thermal characterizations are actually equivalent to the bosonic, resp. fermionic
KMS conditions (2.13), (2.18), which are hence of global nature as well. Therefore, we
expect to see signs of supersymmetry breaking when realizing the thermal supersymmetry
algebra, which is a local structure, on periodic (bosonic), and antiperiodic (fermionic)
fields. A common way of introducing the fields’ global periodicity properties is to develop
them thermally a` la Matsubara. In the Matsubara expansion, bosons are expanded in
thermal modes as
z(t,x) =
1√
β
n=∞∑
n=−∞
zn(x) e
iωBn t , (7.2)
where
ωBn =
2nπ
β
(7.3)
are the bosonic Matsubara frequencies, while fermions are developed as
ψ(t,x) =
1√
β
n=∞∑
n=−∞
ψn(x) e
iωFn t , (7.4)
with the fermionic Matsubara frequencies
ωFn =
(2n+ 1)π
β
. (7.5)
Clearly, these developements contain the information on the periodicity in time.
The Matsubara expansion, after rotation to euclidean time, is a realization of the
imaginary time formalism for finite temperature field theory. It is an expansion on S1×IR3,
the circle S1 having length β = 1/T . In a supergravity theory, it could be regarded as a
particular Scherk-Schwarz compactification [19] scheme of the time direction.
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Since we have considered only non-interacting scalar and fermionic matter fields
described by chiral and antichiral superfields, the natural zero-temperature limiting la-
grangian density – to be studied now at finite temperature – is that of the free (off-shell)
Wess-Zumino model
Sd=4 =
∫
d4x (Ld=4kin + Ld=4mass), (7.6)
with kinetic and mass lagrangians given by,
Ld=4kin =
1
2
(∂µA)
2 +
1
2
(∂µB)
2 +
i
2
ψγµ∂µψ +
1
2
(F 2 +G2) , (7.7)
Ld=4mass = −M4(
1
2
ψψ + AF +BG) . (7.8)
M4 is the mass, ψ a four-component Majorana fermion, A, B, F and G are real scalars.
The auxiliary fields F and G obey the equations of motion
F =M4A , G =M4B . (7.9)
One can equivalently use complex scalar fields z and f with
z(x) =
1√
2
[A(x) + iB(x)] , f(x) =
1√
2
[F (x) + iG(x)] . (7.10)
The supersymmetry transformations at T = 0 are given by:
δA = ǫψ , δB = iǫγ5ψ ,
δF = iǫγµ∂µψ , δG = −ǫγ5γµ∂µψ ,
δψ = −[iγµ∂µ(A+ iBγ5) + F + iGγ5]ǫ ,
δψ = −ǫ[iγµ∂µ(−A + iBγ5) + F + iGγ5] .
(7.11)
Recall that under these T = 0 transformations, the kinetic and mass contributions to the
action Sd=4 are separately invariant, i.e., δ
∫
d4xLd=4kin = δ
∫
d4xLd=4mass = 0. Concretely,
omitting in each case a space-time derivative which integrates to zero,
δ
∫
d4xLd=4kin =
∫
d4xψγνγµ[∂µ(A+ iBγ5)]∂νǫ,
δ
∫
d4xLd=4mass = −iM4
∫
d4xψγµ(A+ iBγ5)∂µǫ,
(7.12)
which of course vanishes at zero temperature where ǫ is a constant spinor.
We now proceed with the thermal mode expansion of the action (7.6), into which we
insert the Matsubara developments. For bosons, the mode expansion follows from (7.2)
and (7.10):
Γ(t,x) =
1√
β
n=∞∑
n=−∞
Γn(x) e
iωBn t , Γ−n = Γ
∗
n , Γ = A,B, F,G . (7.13)
More care is needed for the thermal modes of fermionic fields. Since the mode expansion
in the time direction effectively reduces the space-time dimension to three, the d = 4
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Majorana spinor ψ must be rewritten in terms of a single d = 3 (euclidean) spinor λ. In
our conventions, the expression is:
ψ =
(
λ
iσ2λ∗
)
, ψ† = ( λ† −iλTσ2 ) , (ψ = ψ†γ0) . (7.14)
For the two-component fermions λ, λT , we hence set
λ(t,x) =
1√
β
n=∞∑
n=−∞
λn(x) e
iωFn t , λT (t,x) =
1√
β
n=∞∑
n=−∞
λTn (x) e
iωFn t , (7.15)
while the conjugates λ∗, λ† are developed similarly, with opposite frequencies. Inserting
these expansions into the T = 0 supersymmetric action (7.6), one gets straightforwardly
the euclidean7 action at temperature T = 1/β:
Sβ =
1
β
∫ β
0
dt
∫
d3x
+∞∑
m,n=−∞
{[1
2
∂iAm∂iAn +
1
2
∂iBm∂iBn +
1
2
(ωBn )
2(AmAn +BmBn)
−1
2
(FmFn +GmGn) +M4(AmFn +BmGn)
]
ei(ω
B
m+ω
B
n )t
+
1
2
[
λ†m(σ
i∂i − ωFn )λn ei(ω
F
n−ω
F
m)t +M4λ
†
miσ
2λ∗ne
−i(ωFm+ω
F
n )t
]
+ h.c.
}
.
(7.16)
Integrating on t, we get a three-dimensional theory of the x-dependent field modes An,
Bn, Fn, Gn, λn, λ
T
n , λ
∗
n and λ
†
n given by the Matsubara action:
Sd=3 =
∫
d3x
+∞∑
n=−∞
{
1
2
∂iA−n∂iAn +
1
2
∂iB−n∂iBn +
1
2
(ωBn )
2(A−nAn +B−nBn)
− 1
2
(F−nFn +G−nGn) +
1
2
[
λ†n(σ
i∂i − ωFn )λn + h.c.
]
+M4(A−nFn +B−nGn) +
M4
2
[
λ†−n−1iσ
2λ∗n + h.c.
] }
.
(7.17)
The equations of motion are given here by the thermal modes of the T = 0 equations
(7.9),
Fn = M4An , Gn =M4Bn . (7.18)
The fields A,B, F,G being real, we have for their thermal modes the relations
A−n = A
∗
n , B−n = B
∗
n , F−n = F
∗
n , G−n = G
∗
n . (7.19)
Upon using the equations of motion (7.18) and replacing (7.19), we get for the thermal
expansion of the d = 4, T = 0 supersymmetric action (7.6) on IR3 the euclidean expression
Sd=3 =
∫
d3x
+∞∑
n=−∞
{
1
2
∂iA∗n∂iAn +
1
2
∂iB∗n∂iBn +
1
2
(MB3,n)
2 (A∗nAn +B
∗
nBn)
+
1
2
[
λ†n(σ
i∂i − ωFn )λn +M4λ†−n−1iσ2λ∗n
]
+ h.c.
}
,
(7.20)
7The finite temperature expansion uses periodic imaginary time and the relevant quantity to analyze
the theory is the euclidean action.
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where (MB3,n)
2 stands for the (squared) thermal mass of the n-th d = 3 bosonic mode,
(MB3,n)
2 = M24 + (ω
B
n )
2, (ωBn )
2 =
4π2n2
β2
, n = −∞, ...,+∞ . (7.21)
For fermions, since ωF−n−1 = −ωFn , λn and λ†−n−1 are associated with the same time-
dependent phase. The mass matrix in (7.20) writes then:
Ld=3m,fermions =
1
2
∑
n
(
λ†n λ−n−1
)( ωFn M4
M4 −ωFn
)(
λn
λ†−n−1
)
+ h.c. (7.22)
This mass matrix has two opposite eigenvalues ±MF3,n, verifying the relation for the
(squared) thermal mass of the n-th d = 3 fermionic mode
(MF3,n)
2 = M24 + (ω
F
n )
2 , (ωFn )
2 =
π2(2n+ 1)2
β2
, n = −∞, ...,+∞ , (7.23)
as expected. The eigenstates are linear combinations of λn and λ
†
−n−1. From eqs. (7.21),
(7.23), it is clear that thermal effects lift the mass degeneracy characteristic of T = 0
supersymmetry.
In Section 6, we have shown that component transformations under thermal super-
symmetry have the same form as at T = 0, but with the space-time constant supersym-
metry parameter ǫ replaced by the thermal, time-dependent and antiperiodic quantity ǫ̂.
This allows us to identify immediately the thermal version of the transformations (7.11):
δ̂A = ǫ̂ψ , δ̂B = iǫ̂γ5ψ ,
δ̂F = iǫ̂γµ(∂µψ) , δ̂G = −ǫ̂γ5γµ(∂µψ) ,
δ̂ψ = −[iγµ(∂µ(A+ iBγ5)) + F + iGγ5]ǫ̂ ,
δ̂ψ = −ǫ̂[iγµ(∂µ(−A + iBγ5)) + F + iGγ5] .
(7.24)
These expressions can be easily translated into transformations of the Matsubara modes.
The thermal supersymmetry parameter is to be expressed in terms of a three-dimensional
two-component spinor e(t) as
ǫ̂(t) =
(
ê(t)
iσ2ê∗(t)
)
, ǫ̂†(t) = ( ê†(t) −iêT (t)σ2 ) , (7.25)
and ê, êT , ê∗ and ê† are to be expanded thermally. Unlike in eqs. (7.15), the two-
component fermions here only depend on time. They therefore develop into frequency
sums with constant thermal modes en, e
T
n , e
∗
n and e
†
n, as
ê(t) =
1√
β
n=∞∑
n=−∞
en e
iωFn t , êT (t) =
1√
β
n=∞∑
n=−∞
eTn e
iωFn t , (7.26)
and similarly for e∗n and e
†
n, with opposite frequencies. Inserting the mode expansions in
eqs. (7.24), the transformations of bosonic Matsubara modes write
δAk =
1√
β
∑
m
(
ie†−k−m−1σ
2λ∗m − ieTk−m−1σ2λm
)
, (7.27)
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δBk =
1√
β
∑
m
(
e†−k−m−1σ
2λ∗m + e
T
k−m−1σ
2λm
)
, (7.28)
δFk =
1√
β
∑
m
(
−ie†m−k[(σi∂i − iωFm)λm]− ieTm+k[(σi T∂i + iωFm)λ∗m]
)
, (7.29)
δGk =
1√
β
∑
m
(
−e†m−k[(σi∂i − iωFm)λm] + eTm+k[(σi T∂i + iωFm)λ∗m]
)
, (7.30)
while for fermionic Matsubara modes, upon introducing for the scalars z and f , eq. (7.10),
the notations ζm =
√
2 zm, ϕm =
√
2 fm, with
ζm = Am + iBm , ζ˜m = Am − iBm , ϕm = Fm + iGm , ϕ˜m = Fm − iGm , (7.31)
we get
δλk =
1√
β
∑
m
(
[(σi∂i + iω
B
m)ζ˜m]σ
2e∗m−k−1 − ek−mϕm
)
, (7.32)
δλ∗k =
1√
β
∑
m
(
σ2[(σi∂i − iωBm)ζm]e−k−m−1 − e∗k+mϕ˜m
)
, (7.33)
δλTk =
1√
β
∑
m
(
e†m−k−1[(σ
i∂i − iωBm)ζ˜m]σ2 − eTk−mϕm
)
, (7.34)
δλ†k =
1√
β
∑
m
(
eT−k−m−1σ
2[(σi∂i + iω
B
m)ζm]− e†k+mϕ˜m
)
. (7.35)
As the parameter ǫ̂ has been expanded in non-trivial Matsubara modes, these transfor-
mations mix in general boson and fermion modes with different levels n, in contrast to
the simple dimensional reduction case where ǫ would be a zero-mode constant spinor.
In analogy with the zero-temperature transformation (7.12), the thermal action will
have the following non trivial variation under thermal supersymmetry (7.24):
δ̂
∫
d4xLd=4kin =
∫
d4xψ†γµ∂µ(A+ iBγ5)∂0ǫ̂,
δ̂
∫
d4xLd=4mass = −iM4
∫
d4xψ†(A+ iBγ5)∂0ǫ̂,
(7.36)
where ∂0ǫ̂ does not vanish. In these expressions, it is understood that a rotation to
imaginary (euclidean) time is performed, and that time is integrated over the interval
[0, β] only. Again, inserting the Matsubara mode expansions leads to
δ̂
∫
d4xLd=4kin =
i√
β
∫
d3x
∑
m,n
ωFn λ
†
m−n−1(ω
B
m + i~σ · ~∇)(Am − iBm)σ2e∗n + h.c.,
δ̂
∫
d4xLd=4mass =
M4√
β
∫
d3x
∑
m,n
ωFn (Am − iBm)λ†n+men + h.c.
(7.37)
Clearly, neither the kinetic action nor the mass action are invariant under the thermal
supersymmetry transformations. However, the variations δSd=4kin and δS
d=4
mass vanish sepa-
rately in the T → 0 limit, as expected. The variation of the total action is a combination
of two terms proportional8 to ωFn ∼ T .
8The prefactor β−1/2 is a normalization of the mode expansion which disappears in the T → 0 limit.
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8 Conclusions
Our conclusions are twofold. Firstly, superspace can be modified to satisfy the constraints
imposed by thermal effects and statistics. In particular, superspace Green’s functions
verifying the KMS conditions for bosons and fermions can be written. The modified
thermal superspace admits a super-Poincare´ algebra. It should be noted that this result
is closely similar to the Lorentz covariant formulation of finite temperature field theory
[14]. The algebras of space-time or superspace transformations are essentially local, they
generate infinitesimal transformations and are therefore not affected by global conditions
like periodicity or antiperiodicity along the time/temperature circle.
Secondly, in contrast to the case of Lorentz symmetry, the different statistics strongly
affect realizations of supersymmetry on multiplets of fields at finite temperature. Thermal
supersymmetry of superfields is broken because of the temperature-dependent constraints
we impose on the Grassmann coordinates of thermal superspace. These constraints imply
a covariantization of the T = 0 superspace operators with respect to temperature, which
in turn indicates that a simple superfield will not be sufficient to represent the thermal
version of the super-Poincare´ algebra.
The discussion of the KMS conditions provides thermal superspace with a more
formal background. The requirement of antiperiodicity of the Grassmann coordinates is
essential both in proving a KMS condition at the level of superfields, and in showing that
the latter implies the correct bosonic and fermionic boundary conditions for the superfield
components9. Notice that Green’s functions involving general superfields can be treated
following the method used here for chiral superfields only.
Signs of thermal supersymmetry breaking are seen only after the boundary condi-
tions that characterize thermal fields have been implemented. These boundary conditions
can be formulated in various equivalent ways, either in terms of KMS conditions, or as
periodicity and antiperiodicity requirements on the fields, or equivalently upon expand-
ing these fields thermally. Irrespectively of the form in which they are implemented,
the boundary conditions carry information on the behaviour of thermal fields at distant
regions of space-time, and are in this sense of global nature. They induce a strong differ-
entiation between bosons and fermions, as bosonic fields are periodic in imaginary time,
while fermionic ones are antiperiodic10 and generate obstructions – in terms of lifting of
the T = 0 mass degeneracy and of non-invariance of the Matsubara action – when trying
to realize the thermal super-Poincare´ algebra on systems of thermal fields. But thermal
superspace can be used to analyze these obstructions.
9A formulation of the KMS conditions at the superfield level has been attempted in [5]. In that
work, the superspace Grassmann coordinates are taken constant and therefore the naive superfield KMS
conditions are seen not to hold. They are then reformulated in a “superthermal” approach inspired from
[4].
10Previous studies of thermal supersymmetry breaking, considered either as explicit or as spontaneous,
e.g., [1, 2, 3, 6, 9, 13], or of thermal Lorentz breaking [17, 18], have been conducted at the level of thermal
fields/states with this global periodicity/antiperiodicity distinction.
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