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Résumé
Un cycle, une situation dans laquelle toutes les issues sociales sont oppo-
sables, est caractérisé par son ordre et par sa forme. Si l'ordre minimal des
cycles, qui correspond au nombre de coalitions nécessaires pour que toutes
les issues sociales soient opposables, est un indicateur d'instabilité, la forme
des cycles quand à elle donne de l'information sur la structure des coalitions
contestataires. L'identiﬁcation des coalitions potentiellement contestataires
est d'autant plus facile que la structure des cycles de la fonction d'eﬀectivité
est mathématiquement simple. Ainsi, ce travail qui est consacré à l'étude de
la forme des cycles, démontre que, pour les fonctions d'eﬀectivités simples,
les fonctions d'eﬀectivité maximales et les fonctions d'eﬀectivité anonymes
et neutres, tous les cycles ont une propriété circulaire.
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Une organisation est un ensemble d'acteurs agissant selon la structure
du pouvoir et la distribution des autorités. La connaissance de la structure
de pouvoir d'une organisation permet d'anticiper aussi bien les issues du jeu
que les éventuels conﬂits entre les parties prenantes. Nous admettons ici que
le conﬂit est une situation où, à l'issue de la procédure du jeu (négociation,
exercices respectifs des droits, règle de vote, etc.), aucune alternative n'est
sélectionnée. Le conﬂit a une relation évidente avec les préférences des
membres d'une organisation mais les distorsions de préférences en cas de
conﬂits sont évitables si les pouvoirs sont bien répartis entre les joueurs.
Au cours de ces travaux, nous analysons les conditions de possibilité et
la forme de ces désaccords en fonction de la structure du pouvoir. Il y a
plusieurs représentations théoriques qui abordent ces questions, mais nous
présentons la classe de théories qui la considère comme un problème de
choix social et celle qui la traite comme un problème de pouvoir et de
décision.
En théorie du choix social, les issues sociales découlent d'une règle d'as-
sociation des préférences des joueurs. Le vote à majorité simple est un
exemple typique où chaque joueur a une voix, et l'issue sociale est celle qui
obtient la moitié des voix plus une. D'autres règles plus sophistiquées sont
étudiées en détails dans Van Deemen (46). Dans la plupart des cas, ces
règles tranchent les groupes d'acteurs en deux catégories diamétralement
opposées : plein pouvoir et sans pouvoir. Cette classiﬁcation des coalitions
en gagnantes − non gagnantes suscite des critiques aussi bien d'ordre pra-
tique que d'ordre épistémique. D'ordre pratique car toutes coalitions ne
satisfaisant pas les conditions de la règle sont exclues de la sphère de la
décision, et d'ordre épistémique car une structure de pouvoir et des autori-
tés formalisée en règle de décision ne permettent pas de rendre compte du
problème de contraste entre pouvoir réel et pouvoir formel. Par exemple,
le pouvoir formel est celui décrit par la loi, ou par les conventions expli-
cites consenties par les parties prenantes, tandis que le pouvoir réel décrit
ce qui est observé. Pour apporter une solution au premier problème, H.
Moulin dans (27), (29) suggère le principe du proportionalisme : une coa-
lition à s membres (s est un entier) a le droit de s'opposer contre b(s)






, m le nombre des alternatives, n le nombre de joueurs
et dxe = min {n ∈ N | x ≤ n}. Cette solution a été conçue pour les orga-
nisations où les acteurs sont interchangeables et les alternatives sont per-
mutables, mais les travaux récents de D. Razaﬁmahatolotra montrent que
cette idée peut être généraliser pour une classe de jeux plus générale. Le
problème épistémique posé par les règles de choix social est plus délicat
que le problème d'ordre pratique car il concerne le bon fonctionnement de
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l'organisation : un écart trop important entre la structure formelle et la
structure réelle du pouvoir peut nuire à la crédibilité des autorités et à
l'eﬀectivité des pouvoirs des coalitions. Ce problème, posé par Aghion &
Tirole (7) comme problème de contraste entre les autorités réelles et les
autorités formelles, a été développé récemment par Emmanuel Picavet &
Razaﬁmahatolotra D. (37), (38) dans le contexte de l'étude de la distribu-
tion du pouvoir dans une organisation. Nous ajoutons à ces limites de la
représentation du pouvoir en règle de choix social la conclusion de nos ob-
servations des travaux de formalisation sur les constitutions. L'attribution
du pouvoir est généralement non implémentable par une correspondance de
choix social ; par exemple B. Peleg (33), ou Vannucci (48) (32), Van Hees
(47), E. Picavet (36) ou E. Picavet & D. Razaﬁmahatolotra (37).
La deuxième représentation s'appuie sur la théorie des jeux coopératifs :
un couple (N, ν) tel que N représente l'ensemble des joueurs et ν est une
fonction qui associe à chaque sous ensemble de N un nombre réel positif.
Elle met en valeur les pouvoirs des coalitions pour expliquer le mécanisme
de décision et pour rendre compte des jeux d'inﬂuences entre parties pre-
nantes d'une organisation. Les pouvoirs des joueurs, donc des coalitions,
sont mesurés par des indices de pouvoir dont les plus connus sont ceux de
Banzhaf (13), (20), (14), (18) et de Shapley-Shubik (40), (41), (42), (50).
L'indice de Shapley repose sur l'hypothèse normative que chaque joueur a
un pouvoir proportionnel à la moyenne marginale de ses inﬂuences poten-
tielles, par exemple dans Young (50), tandis que l'indice de Banzhaf évalue
le pouvoir d'un acteur dans un système d'élection à deux niveaux, voir (18)
pour son axiomatisation. Beaucoup de critiques se sont levées contre ces
indices par leurs manques de pertinence par rapport aux observations des
faits et des résultats des études statistiques sur le mécanisme du pouvoir.
Les travaux récents de Vincent (49) montrent par exemple que même pour
une élection à deux niveaux comme celle des États Unis, l'indice de Banzhaf
enregistre trop d'erreurs d'estimation.
La troisième représentation repose sur la théorie des jeux coalitionnels :
un couple (N,E) tel que N représente l'ensemble des joueurs et E une
fonction qui associe à chaque coalition une famille d'ensembles, qui sont des
sous-ensembles de l'ensemble des alternatives. En 1982, pour généraliser le
principe du veto proportionnel, Moulin & Peleg (28) ont introduit la notion
de fonction d'eﬀectivité pour représenter la structure du pouvoir dans ses
formes les plus générales. Une fonction d'eﬀectivité ou correspondance de
veto décrit les pouvoirs eﬀectifs des coalitions. Un ensemble d'alternatives
B fait parti de l'eﬀectivité d'une coalition S si celle-ci a le pouvoir de
forcer l'issue sociale pour être un élément de B, donc elle a le pouvoir de
bloquer les alternatives en dehors deB. Cette description ouvre de nouvelles
catégories de problèmes dans une organisation.
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Premièrement, elle permet de déﬁnir " la rationalité ou la rationalisation
du choix social", voir par exemple les travaux de H. Keiding & Razaﬁmaha-
tolotra D. (22). Selon la déﬁnition adoptée par Moulin & Peleg dans (28),
une coalition est rationnelle au travers de l'usage de son pouvoir si elle lève
son objection contre tout état social en désaccord avec les préférences de ses
membres ; pourvu qu'elle a le moyen de réaliser cet éviction. Malgré que la
quasi-totalité des travaux sur les eﬀectivités adopte cette déﬁnition, cette
acceptation est loin d'être unanime car la notion de rationalité peut être
déﬁnie par rapport au proﬁl des joueurs, par rapport aux résultats voulus
ou par rapport à d'autres observables sociaux. La rationalité selon laquelle
l'usage du pouvoir se fait par la négociation ou le marchandage est l'objet
des travaux de Keiding H. & Razaﬁmahatolotra D. (23) et Razaﬁmahato-
lotra D.
Deuxièmement, la notion de fonction d'eﬀectivité oﬀre d'autres avantages
comme l'uniﬁcation de l'approche stratégique et de l'approche coalitionnelle
de la théorie des jeux, ce qui déﬁnit le problème de l'implémentation. Voir
par exemple les travaux de J. Abdou (2), (6) ou l'ouvrage de J. Abdou &
H. Keiding (5), ou les travaux de B. Peleg, de Ishiishi et tant d'autres. La
fonction d'eﬀectivité nous permet donc d'aborder la question de stabilité
versus conﬂit dans une organisation comme un problème à la fois structurel
et préférentiel. Elle permet d'identiﬁer les limites des pouvoirs respectifs des
coalitions pour préserver la stabilité, et permet également de caractériser
les stratégies génératrices de conﬂits et les manipulations malveillantes des
règles de choix social.
La formalisation d'une organisation en fonction d'eﬀectivité nous per-
met donc de considérer le pouvoir comme des conditions de la liberté et
un moyen de la mise en oeuvre des intentions des parties prenantes. Si les
libertés sont trop importantes, donc chaque coalition dispose d'un moyen
d'actions conséquent, l'organisation risquerait d'avoir des groupes d'acteurs
puissants adverses ; ce qui pourrait agir pour qu'aucune alternative ne soit
pas sans objection. Ce problème, décrit comme une opposition entre l'allo-
cation du pouvoir et la stabilité de l'organisation, implique donc un arbi-
trage à faire entre la préservation de la stabilité et libertés, et entre innova-
tions et créativités. Face à ce dilemme, nous proposons dans ce travail des
études systémiques des organisations instables. Donc, nous ne cherchons
pas à supprimer l'instabilité mais proposons de maîtriser les conﬂits. C'est-
à-dire que le désaccord des préférences dû à l'existence d'un cycle d'eﬀecti-
vité : un cas de répartition de pouvoir permettant à une famille de coalitions
de bloquer la totalité des alternatives dans un proﬁl de préférences don-
nées. Il est naturel que le conﬂit résulte explicitement de l'interaction des
préférences mais en tant que problème de structure, la question consiste à
déterminer les conditions sous lesquelles le désaccord entre préférences est
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évitable, quelque soit le proﬁl de préférences des joueurs.
En 1982, H. Moulin & B. Peleg(28) ont proposé des classes de fonctions
d'eﬀectivité stables tandis que J. Abdou (1) propose deux conditions sous
lesquelles le désaccord de préférences peut se produire, donc l'organisation
risque de se plonger dans un conﬂit. La même année, B. Peleg montre que
sous la convexité (La force de l'union est supérieur à l'union des forces),
le conﬂit ne se produira jamais si les joueurs et les coalitions sont ration-
nels dans l'usage de leurs pouvoirs et par rapport à leurs préférences. Ces
conditions ne sont toutefois que des conditions nécessaires ou suﬃsantes
seulement. C'était en 1985 que H. Keiding (21) proposa une condition né-
cessaire et suﬃsante pour l'absence de conﬂits dans une organisation : une
structure de coalitions et d'ensembles d'alternatives qu'il appela acyclicité
ou absence de cycle. Un cycle est une famille de coalitions qui exercent leurs
pouvoirs par des blocages d'ensembles d'alternatives telle qu'il existe un
proﬁl de préférences dans lequel les parties prenantes de l'organisation sont
en total désaccords : aucune alternative n'est rationnellement sélectionnée.
L'existence d'un cycle est une condition à la fois nécessaire et suﬃsante
pour l'instabilité. Donc, les caractéristiques des cycles : structures, ordre
minimal et nombre permettent d'étudier le problème de conﬂit dans une
organisation.
Ainsi, pour apprécier le niveau d'instabilité d'une organisation, J. Ab-
dou (3) (2003) propose un indice structurel d'instabilité basé sur une pro-
priété des cycles : l'ordre minimal (ou le nombre minimal de coalitions
nécessaires pour briser la stabilité). Cet indice a été généralisé par J. Ab-
dou (4) (2008) dans le cas des fonctions d'eﬀectivité locales. une fonction
d'eﬀectivité locale est une représentation plus abstraites et plus générales
de l'allocation du pouvoir dans une organisation. Ces deux travaux de J.
Abdou ont mis en évidence le rapport entre l'ordre des cycles d'une fonc-
tion d'eﬀectivité et le problème des conﬂits dans une organisation, donc
les propriétés des cycles avec le problème du conﬂit. Cela nous incite à
étudier les deux autres propriétés restantes : les formes structurelles et le
nombre des cycles. La forme structurelle d'un cycle est directement corrélée
à la complexité de l'élaboration d'un proﬁl de préférences dans lequel les
parties prenantes sont en total désaccord, tandis que le nombre des cycles
détermine la probabilité de réalisation de ces désaccords.
Le présent travail est dédié aux études de la forme structurelle des
cycles. Le calcul des fréquences des désaccords est l'objet des travaux com-
muns de Bennor R. & Razaﬁmahatolotra D. Nous allons structuré ce cha-
pitre en deux parties. La première propose d'étudier les relations entres
les diﬀérents cycles que nous étudions : Ceux introduit par J. Abdou (2)
déﬁnitions 3.2 et 3.3, celui de H. Keiding (21) déﬁnition 3.1 et celui que
nous introduisons dans la déﬁnition 3.8. La deuxième partie montre que
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pour les fonctions d'eﬀectivité maximales et pour les fonctions d'eﬀectivité
anonyme et neutres, le cycle circulaire et le cycle sont équivalents.
2 Notations et déﬁnitions
L'ensemble des joueurs est représenté par un ensemble ﬁniN = {1, . . . , n}
et l'ensemble des alternatives par un ensemble ﬁni A = {x1, . . . , xm}. No-
tons P(X) l'ensemble des parties d'un ensemble X et P0(X) = P(A)\{∅}.
Une fonction d'eﬀectivité est une fonction E : P(N) −→ P(P(A)) telle
que E(∅) = ∅, B ∈ E(N), ∀B ∈ P0(A) et A ∈ E(S), ∀S ∈ P0(N) ; E
est dite monotone si ∀B,C ∈ P0(A),∀S, T ∈ P0(N) tels que B ∈ E(S),
alors C ⊃ B et T ⊃ S entraîne C ∈ E(T ). La fonction E est maximale si
∀B ∈ P0(A), ∀S ∈ P0(N), B /∈ E(S) entraîne Bc ∈ E(Sc). La fonction E
est anonyme si ∀S, T ∈ P0(N) tel que |S| = |T |, alors E(S) = E(T ). La
fonction E est neutre si ∀S ∈ P0(N), ∀B, C ∈ P0(A) tel que |B| = |C|,
alors B ∈ E(S) si et seulement si C ∈ E(S). La fonction E est simple
si ∀S ∈ P0(N), E(S) = P0(A) ou E(S) = {A}. Dans ce cas, on note
W(E) = {S ∈ P0(N) | E(S) = P0(A)}. Enﬁn, pour un ensemble X sup-
posé un sous ensemble d'un ensemble Z, X+ = {Y ⊂ Z | X ⊂ Y }.
Une E−conﬁguration d'ordre r d'une fonction d'eﬀectivité E est un
2r−uplet (S1, . . . , Sr, B1, . . . , Br) tel que Bk ∈ E(Sk), ∀k = 1 . . . r. On
note L(A) l'ensemble des relations d'ordre linéaire sur A. Un R ∈ L(A) est
appelé préférence et un S−proﬁl est un élément de L(A)S. Une fonction
d'eﬀectivité E est instable si et seulement si il existe RN ∈ L(A)N tel que
∀x ∈ A ∃S(x) ⊂ N, B(x) ∈ E(S) tels que y RS(x) x,∀y ∈ B(x).
Tout au long de ce travail, un ensemble est représenté par une lettre en
majuscule et son cardinal par une lettre en minuscule. Une famille de coali-
tions est représentée par (Sk)k, et une famille d'ensembles d'alternatives est
représentée par (Bk)k. Au cas où la famille de coalitions est formée d'en-
sembles deux à deux disjoints, on la notera (Tk)k et au cas où la famille
d'ensembles d'alternatives est formée d'ensembles deux à deux disjoints,
on la note (Ck)k au lieu de (Bk)k. L'ensemble des indices est assimilé à
un ensemble modulo sa valeur maximale. Par exemple, si nous considérons
un ensemble d'indice {1, . . . , r}, les éléments de cet ensemble sont modulo
r. Donc, tout indice supérieur à r est égal au reste de sa division eucli-
dienne par r. Sans qualiﬁcation additionnelle, le mot cycle fait référence à
la déﬁnition 3.1.
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3 Structure des cycles et forme de désaccord
Dans cette partie, nous étudions les relations entre les cycles inférieurs,
supérieurs, circulaires et les cycles, et identiﬁons le type de proﬁl dans lequel
une fonction d'eﬀectivité instable tombera dans une situation désaccord
de préférences. Nous montrerons également au travers des observations la
complexité de l'élaboration des discordes sur les préférences dans chacun
de ces cycles.
Déﬁnition 3.1 (Keiding,1985). Soit E : P(N) → P(P(A)) une fonc-
tion d'eﬀectivité. Une E−conﬁguration (S1, . . . , Sr, B1, . . . , Br) est un cycle
d'ordre r de base (C1, . . . , Cr) si
(C1) (C1, . . . , Cr) est une partition de A ;






E est acyclique que s'il ne possède aucun cycle.
Remarque 1. On peut remplacer (C2) par l'une des conditions suivantes :
(C2a) Pour tout J ⊂ {1, . . . , r} tel que ∩k∈JSk 6= ∅, il existe kJ ∈ J tel
que BkJ ∩ Ck = ∅, ∀k ∈ J .
(C2b) Pour tout J ⊂ {1, . . . , r} tel que ∩k∈JSk 6= ∅, il existe kJ ∈ J tel
que CkJ ∩Bk = ∅, ∀k ∈ J .
Comme Bk∩Ck = ∅ (k = 1 . . . r), la condition (C2) signiﬁe que Sk ait le
pouvoir de bloquer tous les éléments de Ck. Ainsi, pour assurer l'instabilité
d'une structure de pouvoir, la condition (C2a) dit que si les Sk, k ∈ J ont
un membre commun, alors il faut que l'une des coalitions, ici SkJ , a le
pouvoir de bloquer tous les éléments de ∪k∈JCk. La version duale de (C2b)
dit qu'il existe un ensemble d'alternatives, ici CkJ tel que tous les Sk, k ∈ J
ont le pouvoir de bloquer les éléments de CkJ .
Cette interprétation qui semble intuitive n'implique pas que l'on puisse
manipuler (informatique ou mathématique) les cycles avec aisance. La déﬁ-
nition 3.1 elle-même montre qu'un cycle n'est pas un objet informatique ou
mathématique simple. Par exemple, les travaux de Minutant (25) ou Ta-
kamiya (44), qui ont étudié la complexité (le mot complexité fait renvoi ici
à la notion informatique de complexité. Dans le cas général, ce mot renvoi
au sens de diﬃcile. ) des cycles montrent que l'on peut avoir un algorithme
pour savoir si une fonction d'eﬀectivité est acyclique ou non. Toutefois, au-
cun résultat informatique n'est disponible pour déterminer les cycles d'une
fonction d'eﬀectivité instable. Les travaux des mathématiciens comme Kei-
ding (21) ou Kolpin (24) ou Abdou (5) ou d'autres montrent également
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la non évidence des propriétés des cycles. Ce problème nous montre l'inté-
rêt d'un résultat d'équivalence qui propose une simpliﬁcation de la forme
structurelle des cycles. Pour une classe générale de fonctions d'eﬀectivité,
un cycle ne peut être équivalent qu'à une structure de complexité égale,
donc nous proposons de chercher des classes de fonctions d'eﬀectivité où
les cycles sont simpliﬁés.
Notons que les cycles de ce travail sont suﬃsants pour obtenir un proﬁl
dans lequel le coeur d'une fonction d'eﬀectivité est vide. Pour des cycles non
suﬃsants pour l'instabilité, voir Danilov (17). La diﬀérence entre les cycles
que nous étudions repose donc sur le niveau d'aisance d'une opération de
déstabilisation d'une organisation.
3.1 Le cycle supérieur et le cycle inférieur
Déﬁnition 3.2 (Abdou, 1982). Soit E : P(N) → P(P(A)) une fonction
d'eﬀectivité. Une E−conﬁguration (T1, . . . , Tr, B1, . . . , Br) est un cycle su-
périeur d'ordre r si Tk ∩ Tl = ∅,∀k 6= l et ∩rk=1Bk = ∅.
Déﬁnition 3.3 (Abdou, 1982). Soit E : P(N) → P(P(A)) une fonction
d'eﬀectivité. Une E−conﬁguration (S1, . . . , Sr, C1, . . . , Cr) est un cycle in-
férieur d'ordre r si Ck ∩ Cl = ∅, ∀k 6= l, C1 ∪ · · · ∪ Cr = A et ∩rk=1Sk = ∅.
En 1982, J. Abdou (1) a montré que pour éviter l'instabilité, il faut
que la répartition de pouvoir ne possède aucun cycle supérieur et cycle
inférieur.
Observation 1. Malgré la dualité de formulation de ces deux cycles, on
constate qu'il est plus facile d'arriver à un cycle de préférences en présence
d'un cycle supérieur qu'en présence d'un cycle inférieur.
En eﬀet, soit par exemple N = {1, . . . , n} l'ensemble des joueurs et
des alternatives et soient E,F : P(N) → P(P(N)) deux fonctions d'ef-
fectivité telles que E({i}) = {N \ {i} , N} , ∀i ∈ N et F (N \ {i}) =
{S | S 3 i} , ∀i ∈ N . Les fonctions E et F sont des jeux d'élections dont
candidats et électeurs sont identiques. Selon E, chaque membre a le pouvoir
d'empêcher son élection, et selon F , un parti constitué de (n− 1) électeurs
a le pouvoir de choisir le joueur restant. Alors, E a un unique cycle su-
périeur, ici ({1} , . . . , {n} , N \ {1} , . . . , N \ {n}) et F a un unique cycle
inférieur, (N \ {1} , . . . , N \ {n} , {1} , . . . , {n}). Supposons que le but de
l'élection est de choisir un jouer pour assumer une tâche désagréable. Dans
E, aucun joueur n'est désigné pourvu que {i} soit la pire proposition pour
{i}, alors que dans F , il faut que chaque joueur négocie avec (n−2) autres
et que la préférence ait une forme particulière comme j+ 1 Ri j,∀i, j ∈ N .
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Donc, en particulier si deux joueurs i, j sont tels que l'un défend l'autre et
réciproquement, ils risquent d'être désigné sans le vouloir.
Il est évident que la structure d'un cycle est largement plus complexe
que la structure d'un cycle inférieur et celle structure d'un cycle supérieur.
Pourtant, dans les deux propositions suivantes, nous montrons que sous
certaines conditions, un cycle peut engendrer un cycle supérieur ou un
cycle inférieur.
Notons
Qk = {L ⊂ {1, . . . , r} | |L| = k} ,
l'ensemble des indices à k−éléments.
Proposition 3.4. Soient E : P(N) −→ P(P(A)) une fonction d'eﬀectivité
et (S1, . . . , Sr, B1, . . . , Br) un cycle d'ordre r sur E. S'il existe L ∈ Qr−1 tel
que ∀k 6= l ∈ L, Sk ∩ Sl = ∅, alors E a un cycle supérieur d'ordre ρ ≤ r.
Preuve : Soit (S1, . . . , Sr, B1, . . . , Br) un cycle d'ordre r de base (C1, . . . , Cr).
Sans nuire à la généralité, nous pouvons supposer que L = {1, . . . , r − 1}
(∈ Qr−1). Alors, ∀k 6= l ∈ {1, . . . , r − 1} , Sk ∩ Sl = ∅. Déﬁnissons,
K = {α ∈ {1, . . . , r − 1} | Sr ∩ Sα 6= ∅} ⊂ {1, . . . , r}
Nous pouvons démontrer que K = ∅, c'est-à-que les Sk sont deux à deux
disjoints.
Si nous avons ∩k∈LBk = ∅ tandis que ∀k 6= l ∈ L, Sk ∩ Sl = ∅, alors E
admet un cycle supérieur d'ordre r− 1. Admettons que ∩k∈LBk 6= ∅. Étant
donné que Bk ∩ Ck = ∅ (k = 1 . . . r), alors
B1 ∩ · · · ∩Br−1 ∩ (C1 ∪ · · · ∪ Cr−1) = ∅
Comme (C1, . . . , Cr) est une partition de A, alors ∩r−1k=1Bk ⊂ Cr. Par suite,
∀k = 1 . . . r − 1; Bk ∩ Cr 6= ∅ (2)
Or, pour tout α ∈ K nous avons Sr ∩ Sα 6= ∅, alors de la déﬁnition 3.1
équation (C2a), il existe kα ∈ {α, r} tel que Bkα ∩ (Cα ∪ Cr) = ∅. De
l'équation 2, nous avons en particulier Bα∩Cr 6= ∅, donc kα = r. Par suite,





Or, pour tout α /∈ (K ∪ {r}) nous avons Sr ∩ Sα = ∅, et étant donné que
pour tout k 6= l ∈ {1, . . . , r − 1}, Sk ∩ Sl = ∅, alors ∩k/∈KBk = ∅ implique
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que E admet un cycle supérieur d'ordre r − |K| ≤ r. Admettons alors que
∩k/∈KBk 6= ∅, donc Br ∩







 6= ∅ (4)
Si K 6= ∅, l'équation 4 implique qu'il existe α /∈ K ({1, . . . , r} \K 6= ∅) tel
que Cα∩Bα 6= ∅. Ce qui est contraire à la déﬁnition 3.1. Donc, K = ∅. Par
conséquent, ∀α ∈ {1, . . . , r − 1} , Sα ∩ Sr = ∅. Cela conduit à l'existence
d'un cycle supérieur d'ordre r.

Proposition 3.5. Soient E : P(N) −→ P(P(A)) une fonction d'eﬀectivité
et (S1, . . . , Sr, B1, . . . , Br) un cycle d'ordre r sur E. S'il existe L ∈ Qr−1
tel que ∩k∈LSk 6= ∅, alors E a un cycle inférieur d'ordre ρ ≤ r.
Preuve : Soit (S1, . . . , Sr, B1, . . . , Br) un cycle d'ordre r de base (C1, . . . , Cr)
et admettons que S1 ∩ · · · ∩ Sr−1 6= ∅ (L = {1, . . . , r − 1}). De la déﬁnition
3.1, il existe k1, . . . , kr−1 ∈ {1, . . . , r − 1}, tous distincts, tels que
Bk1 ⊂ Cr, Bk2 ⊂ Cr ∪ Ck1 , . . . , Bkr−1 ⊂ A \ Ckr−1
En changeant les numéros des indices, nous pouvons admettre sans nuire à
la généralité que
B1 ⊂ Cr, . . . , Bk ⊂ Cr ∪ · · · ∪ Ck−1, . . . , Br ⊂ C1 ∪ · · · ∪ Cr−1 (5)
Montrons que si E n'admet aucun cycle inférieur d'ordre ρ < r, alors
Br ⊂ Cr−1, . . . , B2 ⊂ C1
Premièrement : Br ⊂ Cr−1.
Soit θ l'indice minimal, dans l'ordre r < 1 < 2 · · · < r−1, tel que Br∩Cθ 6=
∅. Si θ = r − 1, la preuve est terminée. Admettons donc que θ < r − 1.
C'est-à-dire que
Br ⊂ Cθ ∪ · · · ∪ Cr−1 (6)
De l'équation 5 avec l'indice θ donne Bθ ⊂ Cr∪· · ·∪Cθ−1, donc de l'équation
6
Bθ ∩Br = ∅
Si Sr ∩Sθ = ∅, nous obtenons un cycle inférieur d'ordre 2, donc admettons
que Sr ∩ Sθ 6= ∅. De la déﬁnition du cycle, il existe k′ ∈ {θ, r} tel que
Bk′ ∩ (Cθ ∪ Cr) = ∅. Comme Br ∩ Cθ 6= ∅, alors k′ = θ. Ce qui donne :
Bθ ∩ Cr = ∅
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C'est-à-dire que les ensembles B1, Bθ, Br sont deux à deux disjoints.
Si S1 ∩ Sθ ∩ Sr = ∅, nous obtenons un cycle inférieur d'ordre 3. Alors,
admettons que S1 ∩ Sθ ∩ Sr 6= ∅, ce qui donnera :
Bθ ∩ (Cr ∪ C1) = ∅ (7)
Maintenant, soit (θt)t≥1, θt+1 ∈ {r, 1, . . . , θ − 1} une suite strictement dé-
croissante telle que θt+1 soit l'indice minimal, dans l'ordre r < 1 · · · < r−1,
satisfaisant Bθt ∩ Cθt+1 6= ∅. Donc :
Bθt ⊂ Cθt+1 ∪ · · · ∪ Cθt−1 (8)
Démontrons par récurrence sur t que θt ≥ 2.
De l'équation 7, l'assertion est vraie pour t = 1 i.e θ2 ≥ 2. Supposons
qu'elle l'est pour tout s ≤ t, i.e. θt+1 ≥ 2.
Comme θt+1 < θt < · · · < θ < r − 1. Alors, l'inclusion Bθt+1 ⊂ Cr ∪ · · · ∪
Cθt+1−1 de l'équation 5 avec l' hypothèse de récurrence Bθs ⊂ Cθs+1 ∪ · · · ∪
Cs,∀s ≤ t entraînent que les ensembles
Bθt+1 , Bθt , . . . , Bθ, Br
sont deux à deux disjoints.
Si Sr ∩ Sθ ∩ · · · ∩ Sθt+1 = ∅, nous obtenons un cycle inférieur d'ordre t+ 2,
sinon la déﬁnition du cycle, Bθt ∩ Cθt+1 6= ∅, . . . , Br ∩ Cθ 6= ∅ entraînent
Bθt+1 ∩ Cr = ∅
Ce qui entraîne que les ensembles
Bθt+1 , Bθt , . . . , Bθ, Br, B1
sont deux à deux disjoints.
Par conséquent, soit nous avons un cycle inférieur d'ordre t + 3 soit la
déﬁnition du cycle sur l'ensemble des indices {θt+1, . . . , θ, r, 1} donne :
Bθt+1 ∩ C1 = ∅
D'où
∀t : Bθt ⊂ C2 ∪ · · · ∪ Cθt−1 (9)
La suite (θt)t étant strictement décroissante tandis que le nombre de ses
termes est ﬁni, donc il existe θtmax = 2. Au terme tmax, l'équation 9 conduit
à une contradiction. Ce qui montre que θ = r − 1.
Deuxièmement : B2 ⊂ C1.
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Partant de Br ⊂ Cr−1 et de B1 ⊂ Cr, nous avons Br, B1, Br−1 sont deux
à deux disjoints. Si Sr−1 ∩ Sr ∩ S1 = ∅, nous obtenons un cycle inférieur
d'ordre 3 sinon, la déﬁnition du cycle donne :
Br−1 ⊂ C2 ∪ . . . Cr−2
Ici, r− 1 joue le rôle de r dans la première étape, c'est-à-dire que l'on peut
montrer avec le même raisonnement que précédemment que
Br−1 ⊂ Cr−2
Par induction de r− 1 à 2, on peut montrer progressivement , que Br−p ⊂
Cr−p−1 (p = 1 . . . r − 2). Au dernier terme, cette récurrence donne :
B2 ⊂ C1
Comme B1 ⊂ C1, alors (S1, . . . , Sr, B1, . . . , Br) est un cycle inférieur
d'ordre r.

Les propositions 3.4 et 3.5 nous donnent le corollaire suivant
Corollaire 3.6. Soit E : P(N) −→ P(P(A)) une fonction d'eﬀectivité.
Alors, E a un cycle d'ordre r ≤ 3 si et seulement si E a un cycle inférieur
ou un cycle supérieur d'ordre ρ ≤ 3.
Preuve : Si r = 2, la proposition est triviale. Supposons que r = 3 et soit
(S1, S2, S3, B1, B2, B3) un cycle d'ordre 3. Si S1∩S2 = ∅, la proposition 3.4
implique que E possède un cycle supérieur d'ordre r ≤ 3. Si S1 ∩ S2 6= ∅,
la proposition 3.5 implique que E admet un cycle inférieur d'ordre ρ ≤ 3.

Remarque 2. Pour r ≥ 4, il existe une fonction d'eﬀectivité qui pos-
sède un cycle d'ordre r sans qu'elle possède pas de cycle inférieur ni cycle
supérieur d'ordre ρ ≤ 4.
En eﬀet, soit N = {1, . . . , 5}, A = {x1, . . . , x4} et E la fonction d'eﬀec-
tivité telle que E(S1) = B
+
1 , E(S2) = B
+
2 , E(S3) = B
+
3 , E(S4) = B
+
4 , où
S1 = {1, 2} , S2 = {2, 3} , S3 = {4, 5} , S4 = {1, 3, 5}, B1 = {x2, x4} , B2 =
{x1, x2} , B3 = {x1, x4} , B4 = {x3} ; et pour tout S ⊃ Sk, E(S) = E(Sk).
Dans les autres cas, E(S) = {A}. Il n'est pas diﬃcile de vériﬁer que E ne
possède ni cycle inférieur ni supérieur d'ordre r ≤ 4 mais (Sk, Bk)k=1,2,3,4
est un cycle d'ordre 4 de base ({x1} {x3} , {x2} , {x4}).
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Les propositions 3.4 et 3.5 et l'exemple de la remarque 2 mettent en
évidence l'importance de la diﬀérence structurelle entre les cycles supé-
rieurs, les cycles inférieurs et les cycles. L'exemple suivant montre que
même avec la sur-additivité (Si B ∈ E(S) et C ∈ E(T ), S ∩ T = ∅
entraîne B ∩C ∈ E(S ∪T )), une condition suﬃsante pour éviter les cycles
supérieurs, les cycles et les cycles inférieurs restent nettement diﬀérents.
Pour l'exemple suivant, nous devons prendre r = 5 car au cas où r = 4, la
sur-additivité donne que les cycles d'ordre r ≤ 4 sont des cycles inférieurs.
Exemple 3.7. Soient N = {1, . . . , 5}, A = {x1, . . . , x5} et E l'eﬀec-
tivité déﬁnie par : ∀S ∈ P(N), |S| ≥ 3 ⇒ E(S) = {B| |B| ≥ 2} et
∀S ∈ P(N), |S| < 3⇒ E(S) = {A}.
- E est sur-additive. S'il existe B 6= A tel que B ∈ E(S), alors |S| ≥ 3.
Par conséquent, si Bk ∈ E(Sk), Bk 6= A (k = 1, 2), |S1 ∩ S2| = |S1|+ |S2| −
|S1 ∪ S2| ≥ 1. Alors, S1 ∩ S2 = ∅. Donc, S1 ∩ S2 6= ∅ entraîne Bk = A pour
un k ∈ {1, 2} ; c'est-à-dire que B1 ∩B2 = Bk¯ ∈ E(Sk¯), k 6= k¯ ∈ {1, 2}. D'où
B1 ∩B2 ∈ E(S1 ∪ S2), ce qui montre la sur-additivité.
- E a un cycle d'ordre 5. Soient Sk = {k, k + 1, k + 2} , Bk = {xk+3, xk+4}
(k = 1 . . . 5 mod 5). Il n'est pas diﬃcile de vériﬁer que (S1, . . . , S5, B1, . . . , B5)
est un cycle d'ordre 5 de base {{x1} , . . . , {x5}}. La structure de ce cycle
est montrée dans le tableau suivant :
Sk {1, 2, 3} {2, 3, 4} {3, 4, 5} {4, 5, 1} {5, 1, 2}
Bk {x4, x5} {x5, x1} {x1, x2} {x2, x3} {x3, x4}
Ck {x1} {x2} {x3} {x4} {x5}
-E ne possède ni cycle supérieur ni cycle inférieur. La sur-additivité de
E assure l'absence de cycle supérieur ( Abdou(1)). De même, cela assure
l'absence de cycle inférieur d'ordre 2. En outre, E ne possède aucun cycle
inférieur d'ordre r ≥ 3. En eﬀet, soit r l'ordre minimal des cycles de E
et supposons que (S1, . . . , Sr, C1, . . . , Cr) soit un cycle inférieur d'ordre
r ≥ 3. Pour r = 3, (|C1|, . . . , |C3|) ∈ {pi(1, 2, 2), pi(1, 1, 3)} où pi est une
permutation de {1, 2, 3} ; et pour r = 4, (|C1|, . . . , |C4|) ∈ {τ(1, 1, 1, 2)}
où τ est une permutation de {1, . . . , 4}. Donc, il faut (2r − 5) indices, di-
sons k1, . . . , k2r−5 ∈ {1, . . . , r}, pour lesquels nous avons |Ckα| = 1. Or,
{x} ∈ E(S) entraîne S = N , alors pour tout α = 1 . . . 2r − 5, Skα = N .
Donc, ∩k 6=kαSk = ∅. Ce qui est en contradiction avec la minimalité de r.

Observons que l'exemple 3.7 nous permet de dégager un nouveau type
de cycle, qui possède une structure intermédiaire entre le cycle supérieur,
le cycle inférieur et le cycle. Nous étudions dans le suivant paragraphe ce
nouveau cycle que nous appellerons cycle circulaire.
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3.2 Le cycle circulaire
Plus généralement, le cycle de l'exemple 2.1. se construit comme suit :
1- On divise les joueurs en r groupes disjoints (T1, . . . , Tr) et les alternatives
en r ensembles d'alternatives disjoints (C1, . . . , Cr) ;
2- Si une coalition comportant c groupes, Tk∪· · ·∪Tk+c−1 est eﬀective pour
bloquer l'union de c ensembles d'alternatives Ck ∪ · · · ∪Ck+c−1, alors toute
coalition déduite de la première par remplacement de k par l reste eﬀective
pour bloquer les alternatives dans Cl ∪ · · · ∪ Cl+c−1.
Formellement,
Déﬁnition 3.8. Soit E : P(N) −→ P(P(A)) une fonction d'eﬀectivité.
Une E−conﬁguration (S1, . . . , Sr, B1, . . . Br) est un cycle circulaire d'ordre
r de taille c, 1 ≤ c ≤ r − 1, s'il existe (T1, . . . Tr) une partition de N et
(C1, . . . , Cr) une partition de A tels que
∀k = 1 . . . r, Bk = Ck ∪ · · · ∪ Ck+c−1, Sk = Tk+c ∪ · · · ∪ Tk−1
Remarque 3. Un cycle circulaire d'ordre r de taille c = 1 est un cycle
inférieur alors qu'un cycle circulaire d'ordre r de taille c = r − 1 est un
cycle supérieur.
Ci-après, nous montrerons d'une part que les cycles circulaires sont une
généralisation des cycles inférieurs et des cycles supérieurs et d'autre part
que les cycles circulaires sont des cycles.
Proposition 3.9. Soit E : P(N) −→ P(P(A)) une fonction d'eﬀectivité
monotone. Alors
(a) Si E admet un cycle supérieur d'ordre r, alors elle admet un cycle
circulaire d'ordre r de taille c = r − 1.
(b) Si E admet un cycle inférieur d'ordre r, alors elle admet un cycle
circulaire d'ordre r de taille c = 1.
Preuve : Montrons d'abord qu'un cycle supérieur engendre un cycle cir-
culaire.
Soit r l'ordre minimal des cycles supérieurs de E et soit (T1, . . . , Tr, B1, . . . , Br)
un cycle supérieur d'ordre r.
Si r = 2, un cycle circulaire est à la fois un cycle inférieur, un cycle supérieur
et un cycle. Pour r ≥ 3, posons Jk = {1, . . . , r} \ {k}. Alors, Jk ∩ Jp 6=
∅,∀k 6= p ∈ {1, . . . , r}. De la déﬁnition 3.2, nous avons :
∀k = 1 . . . r :
⋂
l∈Jk
Bl 6= ∅ (10)
Posons




Bl, Vk = Bk \
⋃
l∈Jk
Bl et Ck = Dk ∪ Vk
Alors, pour tout k 6= p ∈ {1, . . . , r},


























Cl = ∅ ;









 ⊂ Bp ∩Bcp = ∅.
Par conséquent, pour tout k 6= p ∈ {1, . . . , r},
Ck ∩ Cp = (Dk ∪ Vk) ∩ (Dp ∪ Vp) = ∅
De la monotonie de E, nous pouvons admettre que C1∪· · ·∪Cr = B1∪· · ·∪
Br = A et T1∪· · ·∪Tr = N , c'est-à-dire que (C1, . . . , Cr) est une partition de
A et (T1, . . . , Tr) est une partition de N . Comme Jk = {k + 1, . . . , k − 1},
alors
∀k = 1 . . . r : Ck+1 ∪ · · · ∪ Ck−1 = Bk ∈ E(Tk)
Ce qui montre que E a un cycle circulaire d'ordre r de taille c = r − 1.
Par un raisonnement analogue, un cycle inférieur d'une fonction d'ef-
fectivité monotone est un cycle circulaire d'ordre r de taille c = 1.

Observation 2. Cette proposition montre que la structure circulaire est
plus complexe que celle d'un cycle supérieur ou inférieur. Il est plus diﬃ-
cile de provoquer le désordre dans une société qui possède un cycle circu-
laire sans cycles inférieur et supérieur qu'une société possédant un cycle
inférieur.
En eﬀet, soient N = {1, . . . , n} l'ensemble des joueurs, A = {x1, . . . , xm}
l'ensemble des alternatives, (T1, . . . , Tr) une partition de N et (C1, . . . , Cr)
une partition de A. Si E,F : P(N) −→ P(P(A)) sont les deux fonctions
d'eﬀectivité telles que pour tout k = 1 . . . r, Ck ∈ E(Tk+1 ∪ · · · ∪ Tk−1) et
Ck∪· · ·∪Ck+c−1 ∈ F (Tk+c∪· · ·∪Tk−1) où (1 < c < r−1), alors E admet un
cycle inférieur alors que F admet un cycle circulaire de taille c. Les fonctions
E et F n'ont pas de diﬀérence structurelle importante mais en cas de vacuité
du coeur, le désaccord entre les préférences des joueurs dans F est plus
subtile que celui dans E. Il est du type xk Rixk+1 . . . Rixk−1, k = 1 . . . r.
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Proposition 3.10. Soit E : P(N) −→ P(P(A)) une fonction d'eﬀectivité.
Pour tout r ≥ 2 et c = 1 . . . r − 1, une E−conﬁguration circulaire d'ordre
r de taille c sur E est un cycle d'ordre r sur E.
Preuve : Soit (S1, . . . , Sr, B1, . . . Br), uneE−conﬁguration circulaire d'ordre
r de taille c sur E. Alors, il existe (T1, . . . Tr) une partition deN et (C1, . . . , Cr)
une partition de A telles que :
Sk = Tk+c ∪ · · · ∪ Tk−1 et Bk = Ck ∪ · · · ∪ Ck+c−1
Posons Jk = {k + c, . . . , k − 1} et soit J ⊂ {1, . . . , r} tel que ∩k∈JSk 6= ∅.
Comme ∩k∈JSk = ∩k∈J (∪l∈JkTl) et (T1, . . . , Tr) est une partition de N ,
alors ⋂
k∈J




Prenons kJ ∈ ∩k∈JJk, c'est-à-dire que kJ /∈ ∪k∈JJ ck. Puis que C1, . . . , Cr est






Ce qui montre que (S1, . . . , Sr, B1, . . . Br) est cycle d'ordre r de base (C1, . . . , Cr)
(Déﬁnition 3.1 (C2b)).

A la suite du lemme 3.6, une E− conﬁguration circulaire d'ordre r ≤ 3
engendre un cycle supérieur ou un cycle inférieur d'ordre 3. Malgré que
la circularité généralise les cycles inférieurs et les cycles supérieurs, nous
pouvons montrer que même avec la sur-additivité, il existe une fonction
d'eﬀectivité non-circulaire mais possédant un cycle d'ordre 5.
Exemple 3.11. Fonction sur-additive et non circulaire mais possède un
cycle d 'ordre 5. Soient N = {1, . . . , 7} et A = {x1, . . . , x5} et considérons
l'eﬀectivité E telle que
E(S1) = {x2, x3, x4}+ , E(S2) = {x3}+ , E(S3) = {x4, x5}+ ,
E(S4) = {x5, x2}+ et E(S5) = {x1}+ où S1 = {1, 2, 3, 4} ,
S2 = {1, 3, 4, 5, 7} , S3 = {1, 2, 5, 6} , S4 = {3, 6, 7} et S5 = {4, 5, 6, 7} .
Si S ∈ {S|S ⊃ Sk, k = 1 . . . r} , alors E(S) = E(Sk), sinon E(S) = {A} .
Posons H i = {k | Sk 3 i}, alors H1 = {1, 2, 3} , H2 = {1, 3}, H3 =
{1, 2, 3}, H4 = {1, 2, 5}, H5 = {2, 3, 5} H6 = {3, 4, 5} et H7 = {2, 4, 5}, et
pour tout J tel que ∩k∈JSk 6= ∅, alors J ⊂ H i pour un i ∈ N .
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E est sur-additive. Si Sk ∈ P0(N) (k = 1, 2) sont tels que Bk ∈ E(Sk) et
Bk 6= A, alors S1 ∩ S2 6= ∅. Donc, E est sur-additive, ce qui implique que
E ne possède aucun cycle supérieur.
E n'a aucun cycle d'ordre r ≤ 4. Comme H ∈ {H i | @j tel queHj  H i},
entraîne |H| ≥ 3, alors E ne possède aucun cycle d'ordre 3. Si E admet un
cycle d'ordre 4 de base (C1, . . . , C4) alors




En prenant les H ∈ {H i | @j tel queHj  H i}, alors on doit avoir trois
indices k1, k2, k3 tels que Bk1 , Bk2 et Bk3 soient des singletons, ce qui n'est
pas possible selon la déﬁnition de E.
E possède un cycle d'ordre 5. Considérons l'E−conﬁguration (S1, . . . , S5, B1, . . . , B5)
et la partition (C1, . . . , C5) comme dans le tableau suivant :
Sk {1, 2, 3, 4} {1, 3, 4, 5, 7} {1, 2, 5, 6} {3, 6, 7} {4, 5, 6, 7}
Bk {x2, x3, x4} {x3} {x4, x5} x5, x2 {x1}
Ck {x1} {x2} {x3} {x4} {x5}
On peut vériﬁer que (S1, . . . , S5, B1, . . . , B5) est un cycle de base (C1, . . . , C5),






















avec s = 1 . . . 4.
E ne possède aucun cycle circulaire d'ordre 5. Supposons le contraire et
soit (S1(c), . . . , S5(c), B1(c), . . . , B5(c)) (1 ≤ c ≤ 4), un cycle circulaire
d'ordre 5. Alors, il existe (T1, . . . , T5) une partition de N et (C1, . . . , Cr)
une partition de A tels que :
Bk(c) = Ck ∪ · · · ∪ Ck+c−1 et Sk(c) = Tk+c ∪ · · · ∪ Tk−1
De la déﬁnition de E, il existe au plus un k0 ∈ {1, . . . , 5} tel que |Sk0(c)| =
3, et pour tout le reste |Sk(c)| ≥ 4.
Premier cas : La partition (T1, . . . , T5) est de la forme ({i1} , . . . , {i4} , {i5, i6, i7}).
Comme pour au moins 4 indices, nous avons |Sk(c)| ≥ 4, alors c = 4. Par
conséquent, pour tout k : |Bk(c)| = 1. Ce qui entraîne que pour tout k,
Sk(c) ⊃ {1, 3, 4, 5, 7} ou Sk(c) ⊃ {4, 5, 6, 7}. Donc, ∩k=1...5Sk 6= ∅. Ce qui
est impossible.
Deuxième cas : La partition (T1, . . . , T5) est de la forme ({i1} , {i2} , {i3} ,
{i4, i5} , {i6, i7}). Comme # {k | |Sk(c)| ≥ 4} ≥ 4, alors c ≥ 3. Si c = 3,
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nous avons |Bk(c)| = 2,∀k = 1 . . . 5. Ce qui n'est possible que si Sk(c) ∈
{S | S ⊃ Sk, k = 2 . . . 5}. C'est-à-dire que l'on peut réduire l'ordre des cycles
de E. Ce qui est contraire à l'absence de cycle d'ordre r ≤ 4. Si c = 4, alors
|Bk(c)| = 1. Ce qui ne pourrait pas être le cas.

Observation 3. Ici, pour aboutir à l'instabilité, il faut que chaque Sk
mette les alternatives de Ck au fond. Alors, les joueurs qui se trouvent
dans ∩k∈JSk, J ⊂ {1, . . . 5} doivent structurer leurs préférences pour que
les objections soient cohérentes, c'est-à-dire que chaque joueur soigne sa
préférence en fonction de celle des autres, ici de façon non mécanique, pas
comme dans le cas de la circularité.
Par la suite, nous simpliﬁons la structure des cycles des fonctions d'ef-
fectivité monotones maximales et des fonctions d'eﬀectivité monotones ano-
nymes et neutres.
4 Simpliﬁcation de la structure des cycles
La simpliﬁcation de la forme des cycles, qui consiste à montrer l'equi-
valence d'un cycle plus complexe à un cycle dont l'écriture est mathé-
matiquement plus simple, a commencé implicitement par les travaux de
Nakamura (1979)(30) (ou dans l'ouvrage de J. Abdou et H. Keiding (5))
qui montre qu'une fonction d'eﬀectivité simple est instable si et seulement
si elle possède une E−conﬁguration répondant aux critères des cycles in-
férieurs. C'est-à-dire qu'en cas de conﬂit, un cycle inférieur en est l'origine
et inversement, en présence d'un cycle inférieur, il y toujours un moyen de
provoquer le désordre. Formellement,
Théorème 4.1. Soit E : P(N) −→ P(P(A)) une fonction d'eﬀectivité
monotone et simple. Alors, les assertions suivantes sont équivalentes :
(i) E possède un cycle circulaire ;
(ii) E possède un cycle inférieur ;
(iii) E possède un cycle ;
(iv) E est instable.
Les travaux de Moulin (1981) (29) (27), de J. Abdou (5) ou les tra-
vaux récents de J. Abdou (4) nous permettent d'identiﬁer d'autres types
d'organisation de pouvoir où les cycles sont des cycles circulaires. En eﬀet,
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Théorème 4.2. Soit E : P(N) −→ P(P(A)) une fonction d'eﬀectivité
monotone et maximale. Alors, les assertions suivantes sont équivalentes :
(i) E possède un cycle circulaire ;
(ii) E possède un cycle inférieur ou un cycle supérieur ;
(iii) E possède un cycle ;
(iv) E est instable.
Preuve : (i) ⇔ (ii). Proposition 3.9 et la remarque qui s'en suit.
(ii) ⇔ (iii). Les travaux récents de Abdou (3) et (4) montrent que l'ordre
minimal des cycles d'une fonction eﬀectivité maximale est 2 ou 3. Donc,
cette équivalence découle du corollaire 3.6. On peut voir aussi Abdou (5)
ou Danilov (17).
(iii) ⇔ (iv). Keiding (21).

Dans la suite, nous considérons les fonctions d'eﬀectivité monotones,
anonymes et neutres.
Lemme 4.3. Soit E : P(N) −→ P(P(A)) une fonction d'eﬀectivité mono-
tone, anonyme et neutre. Alors, les assertions suivantes sont équivalentes :
(i) E possède un cycle circulaire ;









Preuve : (i)⇒(ii). Si E est circulaire, alors il existe (T1, . . . , Tr) une
partition de N et (C1, . . . , Cr) une partition de A et c, 1 ≤ c ≤ r − 1 tels
que
∀k = 1 . . . r; Ck ∪ · · · ∪ Ck+c−1 ∈ E(Tk+c ∪ · · · ∪ Tk−1)
Si pour tout ∀k = 1 . . . n, m(tk + · · ·+ tk+c−1) > n(ck + · · ·+ ck+c−1), alors
r∑
k=1
m (tk + · · ·+ tk+c−1) >
r∑
k=1




(t1 + · · ·+ tr) > nc
r∑
k=1
(c1 + · · ·+ cr)
mcn > ncm
Donc, il existe k1, 1 ≤ k1 ≤ r tel que
m(tk1 + · · ·+ tc+k1−1) ≤ n(ck1 + · · ·+ cc+k1−1) (11)
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= ck + · · ·+ ck+c−1 +
⌈




= m+ ck + · · ·+ ck+c−1 −
⌈




≤ m. (D'après l'équation 11)








Nous allons prouver qu'il existe (T1, . . . , Tr) une partition deN , (C1, . . . , Cr)
une partition de A et 1 ≤ c ≤ r − 1 tel que
∀k = 1 . . . r; Ck+c ∪ · · · ∪ Ck−1 ∈ E(Tk ∪ · · · ∪ Tk+c−1).












donc nb+ms ≤ nm. Par conséquent :
ms ≤ (m− b)n (13)
Soit θ le quotient entier de n par m et ϕ son reste. Donc,
n = θm+ ϕ, 0 ≤ ϕ < n, 1 ≤ θ,


















En écrivant mϕ = mϕ− bϕ+ bϕ = (m− b)ϕ+ bϕ, nous avons :














≤ mθ + ϕ = n.
Soit k ∈ {1, . . . ,m}
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a) Si k + (m− b) ≤ m, nous obtenons :
tk + . . . tk+(m−b)−1 = (m− b)θ +
⌈









= (m− b)θ + ϕ+
⌈






























La dernière ligne vient de l'équation 13.
b) Si k + (m− b) > m (i.e. k > b) et sachant que que dx+ ye ≤ dxe+ dye,
alors
tk + . . . tk+(m−b)−1 = [tk + · · ·+ tm] + [t1 + · · ·+ tk+(m−b)−m−1],

















≥ (m− b)θ +
⌈











∀k = 1 . . . n; tk + . . . tk+(m−b)−1 ≥ s (14)
Maintenant, considérons (T1, . . . , Tm) une partition de N telle que ∀k =
1 . . .m; |Tk| = tk et c = (m− b). Alors, de l'équation 14, nous avons :
∀k = 1 . . .m; |Tk ∪ · · · ∪ Tk+c−1| ≥ s.
Comme |{xk+c} ∪ · · · ∪ {xk−1}| = m − c = b, alors du point de vue de
l'équation 12, de la monotonie, de l'anonymat et de la neutralité de E,
nous avons :
∀k = 1 . . . r; {xk+c} ∪ · · · ∪ {xk−1} ∈ E(Tk ∪ · · · ∪ Tk+c−1)
Ce qui prouve la circularité d'ordre n et de taille m− (m− b) = b de E.
Deuxième cas : n < m.
De l'anonymat et la neutralité de E, on peut faire la preuve de la même
manière que n > m.
En conclusion, E admet un cycle circulaire d'ordre r = min {n,m} de
taille b ou m− b.
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
Ainsi, nous avons :
Théorème 4.4. Soit E : P(N) −→ P(P(A)) une fonction d'eﬀectivité
monotone, anonyme et neutre. Alors, E est circulaire si et seulement si
elle est instable.
Preuve : Rappelons qu'une fonction d'eﬀectivité monotone, anonyme et
neutre est stable si et seulement si ∀S ∈ P0(N), ∀B ∈ P0(A), B ∈
E(S) ⇔ b + ⌈sm
n
⌉
> m (Moulin (1981) (27) ou (29)). Donc, le lemme 4.3
conduit au résultat voulu.

Corollaire 4.5. Soit E : P(N) −→ P(P(A)) une fonction d'eﬀectivité
monotone, anonyme et neutre. Alors, les assertions suivantes sont équiva-
lentes :
(i) E possède un cycle circulaire ;
(ii) E possède un cycle ;
(iii) E est instable.
Il est évident que pour une fonction d'eﬀectivité monotone, anonyme et
neutre, les cycles inférieurs ou supérieurs ne sont pas équivalents aux cycles
circulaires (Exemple 5).
5 Conclusion
La classe des fonctions d'eﬀectivité maximales et celle des anonymes et
neutres ne représentent qu'une petite partie des diﬀérentes formes d'orga-
nisation. Nous laissons donc ouvert le problème de simpliﬁcation des cycles
des autres classes telles que les fonctions d'eﬀectivité anonymes ou neutres
seulement. Tout au long de cette recherche, la classe des fonctions d'ef-
fectivité décomposables nous a intéressé particulièrement car ces fonctions
sont les seules qui satisfassent le principe de révélation du pouvoir (31), et
sont déﬁnies à partir des jeux à utilités transférables. Nous supposons sans
parvenir à un résultat démontré que le cycle aurait une forme similaire au
balancement de Scarf (24), (26).
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