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a b s t r a c t
This paper concerns a determination procedure for conformalmapping of a wing through a
finite element computation of potential function associatedwith the flow of 2-dimensional
perfect fluid around the given wing section. Through our numerical procedure a family of
mappings is obtained in the forms of finite Laurent series for an initial wing section input.
Each member of the family describes a wing section located in a neighboring domain of
the input one. Some of them could be expected as modified versions of the original wing
section input, although they could not recover completely it.
Inputting the shape of wing section has ambiguity in practical cases of wing sections
such as the NACA23012 wing section. We would like to postulate that our identification
procedure should be employed in the determination process of numerical profiles of
the wing section considered, since identified ones are significantly easier in numerical
processing than the original input shape.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
This paper concerns a determination procedure for conformal mapping of a wing through finite element computation of
potential functions associated with the flow of a 2-dimensional perfect fluid around the given wing section.
This paper shows basic descriptions and computational results for our identification procedure, not containing any
mathematical justification of the procedure, which has not been established by the authors. Historically Theodorsen’s
integral equation in [10] was recognized as a key step to obtain a conformal mapping of wing. So far as the first author
knows, there has been no approach obtaining mapping through the computational value of the potential function on the
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wing surface, which is the subject of the present paper. Nowadayswe are sufficiently rich in our computational environment
if we compute a 2-dimensional exterior Laplace problem treated in this paper. To the first author’s view, it is the time to
check computationally if the present method is effective or not. Incidentally it is noted that the natural boundary technique
due to [3,4] and others (cf. Book of [13,14]) is an essential technique to solve our exterior problems.
Through our numerical procedure a family of mappings is obtained in the forms of finite Laurent series for an initial
inputting of the wing section. Each member of the family describes a wing section located in a neighboring domain of
the input one. Some of them could be expected to be modified versions of the original input wing section, which are
more suitable and handy for computational purposes than the original one, although they could not recover it completely,
especially in the case where it has several points on the surface of wing section at which it loses the smoothness of
real analyticity. The identified mappings have an advantageous point that the determined conformal mappings of wing
automatically generate orthogonal curvilinear coordinates in the exterior regions of the identified wing sections.
Conformal mapping of wing is a mapping which transforms conformally the whole exterior domain of the unit disc
having the origin of the complex z plane as its center onto the whole exterior domain of the wing section considered, and
which satisfies the normalization condition requiring that the difference of the mapping and a complex velocity potential
function Cz be bounded in a neighborhood of infinity. The coefficient C is a real positive constant uniquely determined for
the conformal mapping of the wing.
As is well known, the flow field of two dimensional perfect fluid in the exterior region of a connected two dimensional
wing section is well described through complex function theory (see e.g. [6,8]). Consider a complex velocity potential
function representing the flow which is asymptotic to a uniform flow at infinity. The function is constructed from the flow
around the unit discwith the origin as its centerwhich is asymptotic to a uniform flow suitably corresponding to the function
considered. The conformal mapping of a wing plays a key role in the construction process of the complex velocity potential.
Riemann mapping theorem assures the existence of the conformal mapping of a wing. We have tried to construct the
mapping of wing associated with a NACA23012 wing section from the finite element computation of the potential function
of the flow without circulation around the wing section. It should be noticed that the target wing section loses analyticity
at several points on the surface of the wing section.
Inputting the shape of a wing section has ambiguity in practical cases of wing sections such as a NACA23012 wing
section, in which case it is necessary to make interpretation of the original definition in order to generate numerical data for
the wing sections in a computer. We would like to postulate that our identification procedure should be employed in the
determination process of a numerical profile of the wing section considered, since identified ones are significantly easier in
numerical processing than the original input shape.
There have been many excellent works concerning numerical conformal mapping. Among them [11,12] are cited,
although [11] is related to the numerical construction of the inverse of the conformal mapping of wing in the terminology
of the present paper.
This study is also based on the previous works about planar exterior problems by the first author and his collaborators:
the flow around a wing in a 2-dimensional perfect fluid [17]; the Poisson problems [16]; and the Laplace problems [15].
The main part of our numerical experiment had been done with quadruple precision arithmetic of a set of Fortran
programs in standard laboratory computers. More precisely we employed an Alpha 21264 CPU with an 800 MHz clock
time with 4 GB memory and other computer facilities. Many of the figures and tables contained in the present paper were
originally processed for Master’s theses of the 2nd and the 3rd authors, [5,9]. Several post processing works have been done
for the computed data of NACA 23012NHU wing sections mainly through mathematical software, Mathematica, by the 4th
author.
2. Exterior Laplace problems
2.1. Potential function and stream function
Let a simply connected bounded domain O in the xy plane R2 be a shape of wing section. Suppose that the origin of the
xy coordinate is contained in the interior of O. The boundary C of O is the wing surface. As a matter of fact C is assumed to
be a Jordan curve, namely a simple closed curve topologically homeomorphic to a circle. The exterior region of C is denoted
byΩ . Let Da be the interior of the disc with radius a having the origin as the center. Let Γa be the boundary of the disc Da.
Assume that the radius a is so large that Da may contain O (Fig. 1).
Let ϕ0 = x, and let ψ0 = y. We consider the following two exterior problems.
(D)

−∆ϕ1 = 0 inΩ,
∂ϕ1
∂n
= 0 on C,∫
Γa
ϕ1dΓ =
∫
Γa
ϕ0dΓ ,
sup
x2+y2≥a2
|ϕ1 − ϕ0| <∞.
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Fig. 1. Wing section and computational domain.
(E)

−∆ψ1 = 0 inΩ,
ψ1 = 0 on C,
sup
x2+y2≥a2
|ψ1 − ψ0| <∞.
The solutionsϕ1 of problem (D), andψ1 of (E), are the velocity potential, and the stream function, respectively, in the velocity
field of the perfect fluid around the wing section without circulation, which is asymptotically parallel with the uniform flow
with the unit velocity along the direction of positive x axis near infinity.
2.2. Weak formulation problems
Introduce the following function spaces:
W = H1(Ωi), Ωi = Da − (O ∪ C),
U =
{
v ∈ W :
∫
Γa
vdΓ = 0
}
,
V = {v ∈ W : v = 0 on C}.
Consider the following two bilinear forms, and two linear functionals, which are well defined on the spaceW as continuous
forms, and functionals, respectively:
a(u, v) =
∫
Ωi
∇u∇vdΩ, u, v ∈ W ,
b(u, v) =
∞∑
n=1
n
a
{(γau, Cn)L2(Γa)(γav, Cn)L2(Γa) + (γau, Sn)L2(Γa)(γav, Sn)L2(Γa)}, u, v ∈ W ,
f (v) = 2a
∫ 2pi
0
γav(a cos θ, a sin θ) cos θdθ, v ∈ W ,
g(v) = 2a
∫ 2pi
0
γav(a cos θ, a sin θ) sin θdθ, v ∈ W .
In the above representation, the trace operator γa from H1(Ωi) into L2(Γa), and a complete orthonormal system in L2(Γa) of
trigonometric functions:
C0(a cos θ, a sin θ) = 1√
2pia
,
Cn(a cos θ, a sin θ) = 1√
pia
cos nθ, Sn(a cos θ, a sin θ) = 1√
pia
sin nθ, for n = 1, 2, . . .
are employed, together with the notation (·, ·)L2(Γa) standing for the standard inner product of the real Hilbert space L2(Γa).
More precisely we have for ϕ,ψ ∈ L2(Γa),
(ϕ, ψ)L2(Γa) = a
∫ 2pi
0
ϕ(a cos θ, a sin θ)ψ(a cos θ, a sin θ)dθ.
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We admit the following weak formulation problems (5D), and (5E), corresponding to the problems (D), and (E),
respectively.
(5D)
{
a(ϕ1, v)+ b(ϕ1, v) = f (v), v ∈ U,
ϕ1 ∈ U,
(5E)
{
a(ψ1, v)+ b(ψ1, v) = g(v), v ∈ V ,
ψ1 ∈ V .
It is to be noted that the existence and the uniqueness of the solutions to both problems (5D) and (5E) hold good due
to standard arguments. We remark that the inhomogeneous terms f (v), and g(v), in (5D), and (5E) correspond to the
functions ϕ0 = x, and ψ0 = y, respectively. Formal descriptions of derivation, from (D) to (5D), and from (E) to (5E), are
written in Appendix.
2.3. Construction of complex velocity potential
Here and hereafter the setsΩ and C in the xy-plane R2 are identified with the corresponding sets in the complex plane
C . Define a complex function f1 on the closed complex regionΩ ∪ C through
f1(z) = ϕ1(x, y)+ iψ1(x, y), z = x+ iy ∈ Ω ∪ C,
where ϕ1, andψ1, are the solution of the problem (5D), and the solution of the problem (5E), respectively. The function f1 is
expected to be a complex velocity potential for the flow of perfect fluid around the wing section C, which has no circulation
around the wing section, and asymptotically tends to uniform flow with unit velocity along the x axis towards a positive
direction in the neighborhood of infinity.
Define quantities ϕ+, ϕ−, and δ as follows:
ϕ+ = max
(x,y)∈C
ϕ1(x, y), ϕ− = min
(x,y)∈C
ϕ1(x, y), δ = 2
ϕ+ − ϕ− .
Then a normalized complex function f (z) = ϕ(x, y)+ iψ(x, y) is defined through the following formula.
f (z) = δ
(
f1(z)− ϕ
+ + ϕ−
2
)
, z = x+ iy ∈ Ω ∪ C.
The function f is a complex velocity potential without circulation around the wing section C satisfying the normalization
condition that themaximum, and theminimum, of its real part on thewing sectionC are equal to 1, and−1 respectively, and
satisfying further the other normalization condition that the imaginary part of the function vanishes on the wing section.
As is well known, the real part, and the imaginary part, of the complex velocity potential are the potential function of the
velocity field, and the stream function of the velocity field, respectively, concerning the considered perfect fluid flow.
3. Conformal mapping of wing
3.1. Riemann mapping theorem for exterior domain
Now we prepare three complex planes. The first one contains the considered wing section C, called the physical plane,
and the symbol z stands for the complex variable running in the physical plane. The second one contains the reference unit
disc having the origin as its center, called themathematical plane, and the symbol z stands for the complex variable running
in the mathematical plane. The third one contains the slit running from −1 to 1, called the ledger plane, and the symbol
F = Φ + iΨ stands for the complex variable running in the ledger plane.
For notational simplicity denote the unit circle having the origin as its center in the mathematical plane by B, and its
exterior domain, and its interior domain, by E, and D, respectively. Namely we have D = {z : |z| < 1}, and B = {z : |z| = 1},
and E = {z : |z| > 1}. Further, for a positive number ρ, let Eρ = {z : |z| ≥ ρ}, and let Bρ = {z : |z| = ρ}. It is to be noted
that Eρ is a closed set.
As the mathematical starting point of this work, we recall a corollary of the Riemann mapping theorem. To do so, we
quote Corollary 5.10d of [6] in the following form.
Theorem 1. A unique positive number ρ and a unique analytic function z = D(z), z ∈ Ω , exist such that D maps conformally
Ω in the physical plane onto the exterior region of the circle Bρ in the mathematical plane, having the following Laurent series
expansion as z tends to∞:
D(z) = z + D0 + D1z +
D2
z2
+ · · · .
After transforming the circle Bρ to the unit circle Bwe have the Theorem 2 as a direct rewriting of Theorem 1.
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Theorem 2. A unique positive number d1 and a unique analytic function z = d(z), z ∈ Ω , exist such that d maps conformally
Ω in the physical plane onto E in the mathematical plane, having the following Laurent series expansion as z tends to∞:
d(z) = d1z + d0 + d−1z +
d−2
z2
+ · · · .
Now we can define the inverse mapping z = c(z) of the mapping z = d(z) from the whole exterior region of the unit
circle {z : |z| = 1} ontoΩ such that z = d(z) for z = c(z). Namely we have the Theorem 3.
Theorem 3. A unique positive number c1 and a unique analytic function z = c(z), z ∈ E, exist such that c maps conformally E in
the mathematical plane ontoΩ in the physical plane having the following Laurent series expansion in E lying in the mathematical
plane:
c(z) = c1z+ c0 + c−1z +
c−2
z2
+ · · · .
The Laurent series expansion in Theorem 3 converges uniformly and absolutely for z ∈ Eρ if ρ > 1. Further the
comparison of Theorems 2 and 3 yields
c1d1 = 1.
We call the mapping c(z) the conformal mapping of the wing in the case that O is a wing section. Hereafter, in many
cases, it is expressed in the following form:
z = c(z) =
−∞∑
n=1
cnzn.
Due to Osgood-Caratheodory theorem (see [7]), we have the following:
Theorem 4. Let C be a Jordan curve. Then the function d(z) in Theorem 2, and the function c(z) in Theorem 3, can be extended
to topological mappings of Ω ∪ C onto E1, and of E1 ontoΩ ∪ C, respectively.
In the case of the Jordan curve C, which is assumed for our case in Section 2.1, we denote the extensions d toΩ ∪C, and
c to E1, by d, and c , respectively, for simplicity of notation. In this sense we have the identities:
z = c(d(z)), z ∈ Ω ∪ C, z = d(c(z)), z ∈ E1.
We remark the following two cases.
Case 1. In certain cases, the Laurent series in Theorem 3 converges on Eρ with ρ < 1. One of such examples is the case of
Joukowski wing section, of which conformal mapping of wing is expressed as follows:
c(z) = 1
2
(
rz+ ζ0 + 1rz+ ζ0
)
,
with ζ0 is the point of the interior of the second quadrant of the mathematical plane near to the origin, namely having the
positive real part and the negative imaginary part, both of them very close to 0, and r = |ζ0 − 1|.
Case 2. Further if we consider the conformal mapping of wing in the form:
c(z) = 1
2
(
(r + )z+ ζ0 + 1
(r + )z+ ζ0
)
,
with a small positive  and with the same ζ0 and r as in Case 1. Then the function c(z) is analytic in a domain containing
E and its closure having no singular point as conformal mapping on the boundary B, (namely the derivative c ′(z) 6= 0 for
z ∈ B), and the wing surface C has no singularity in strict sense.
3.2. Hypothesis
We understand that the Joukowski transformation J is a mapping from the mathematical plane onto the ledger plane.
Namely we have the transformation from the point z of the mathematical plane to the point J of the ledger plane with the
value
J(z) = 1
2
(
z+ 1
z
)
if |z| ≥ 1.
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Let O be a wing section with wing surface C being a Jordan curve. Let d(z) be a function described in Theorem 2. Let c1
be a positive constant described in Theorem 3. Define a complex function F(z) through
F(z) = J(d(z)), z ∈ Ω ∪ C.
Let
F1(z) = 2c1F(z), Re F1 = Φ1, Im F1 = Ψ1.
Further define
Φ˜1 = Φ1 − 12pia
∫
Γa
Φ1dΓ .
It is quite natural to expect that the functions Φ˜1, and Ψ1 satisfy, (D) and, (E), respectively, in the following reasons.
(1) Since F1 = Φ1 + iΨ1 is analytic inΩ ,Φ1 and Ψ1 are harmonic inΩ .
(2) Since F1(z)− z remains bounded as |z| tends to∞,Φ1 − x and Ψ1 − y remain bounded as r =
√
x2 + y2 tends to∞.
(3) The condition Ψ1 = 0 on C comes from the value of J(z)with z belonging to the unit circle.
(4) The condition ∂Φ1
∂n = 0 holds good at any point on C except for singular points of the conformal mapping F(z), namely
the points (x, y) where F ′(x + iy) = 0, since, at any non-singular point (x0, y0) of F(z), the equi-potential line, the
contour line of {(x, y) : Φ1(x, y) = Φ1(x0, y0)}, is perpendicular to the stream line C, which is the contour line of
{(x, y) : Ψ1(x, y) = 0}.
(5) The normalization condition
∫
Γa
Φ˜1 dΓ =
∫
Γa
ϕ0dΓ is satisfied since we have∫
Γa
ϕ0dΓ = 0 for ϕ0 = x.
We adopt the following crucial hypothesis as the base of this investigation.
Hypothesis 5. The functions Φ˜1, and Ψ1 satisfy, (5D) and, (5E), respectively.
Here we recall the notation f and f1 employed in previous subsections. Note that f = ϕ + iψ and f1 = ϕ1 + iψ1.
Hypothesis 5 and the uniqueness of the solution to both problems, (5D) and (5E), imply
Φ˜1 = ϕ1, and Ψ1 = ψ1.
Hence we have
F1 − 12pia
∫
Γa
Φ1dΓ = f1.
Therefore F − f is a real constant. Since Φ and ϕ have the same maximum value of 1 on the boundary C, they are coincide
with each other. In other words we have F = f under the Hypothesis 5.
In certain cases such asmentioned in Case 2 after Theorem3,we have the validity of Hypothesis 5. To establish rigorously
the validity of Hypothesis 5 for more realistic cases of wing sections remains as our future work.
Further under the assumption of sufficient smoothness on the boundary C and on the solutions ϕ1 of (D), and ψ1 of (E),
we will derive in Appendix the weak formulation problems (5D) and, (5E), respectively, that the solutions should satisfy.
3.3. An FEM identification procedure for the conformal mapping of wing
The complex velocity potential f is understood as a transformation from the physical plane onto the ledger plane. Namely
we have the transformation from the point z of the physical plane to the point f of the ledger plane with the value
f (z) = ϕ(x, y)+ iψ(x, y), z = x+ iy
if z ∈ Ω ∪ C.
Due to the discussion after Hypothesis 5, we admit the validity f (z) = J(d(z)) for z ∈ Ω ∪ C. Under the assumption of
continuity of c(z), we have
f (c(z)) = J(z), |z| ≥ 1.
A graphical explanation is given as in Fig. 2.
Since we have f (c(z)) = J(z), taking into account the fact that f (z) − δz is bounded in a neighborhood of z = ∞ for
δ = 2/(ϕ+ − ϕ−) as in mentioned in Section 2.3, we conclude that δc1 = 12 . Namely it holds good
c1 = ϕ
+ − ϕ−
4
.
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Fig. 2. Relation among c(z), f (z), J(z).
We understand that the ledger plane has a special structure of the interior boundary of the slit ranging from F = −1 to
F = 1 on the real axis. This line should be parameterized as follows:
F = Φ + i0, Φ = cos θ, −pi ≤ θ ≤ pi.
The segment:
F = Φ + i0, Φ = cos θ, 0 ≤ θ ≤ pi
is understood as a boundary portion of the upper half of the ledger plane. And the other segment
F = Φ + i0, Φ = cos θ, −pi ≤ θ ≤ 0
is understood as a boundary portion of the lower half of the ledger plane. By the above understanding, Joukowski
transformation is a topological mapping from E1 onto the closure of the ledger plane, as a matter of fact (see Fig. 2). Through
this interpretation the Joukowski transformation has the inverse from the closure of the ledger plane onto E1, which in turn
implies that the complex velocity potential function f has the inverse from the closure of the ledger plane onto the closure
ofΩ:
f (−1) : Closure of the ledger plane 3 f = f (z) H⇒ z ∈ Ω ∪ C.
Now we can describe our steps of FEM identification procedure for the conformal mapping of wing.
Step 1. Admit the validity of the following equality:
f (c(z)) = J(z), for z ∈ E1.
Step 2. Then we have
c(z) = f (−1)(J(z)), for z ∈ E1.
Step 3. Compute a fairly good finite element approximation fh(z) of f (z).
Step 4. Admitting the existence of the inverse of fh(z), z ∈ Ωh ∪ Ch, define a complex function:
ch(z) = f (−1)h (J(z)), for z ∈ E1,
whereΩh is the actual computational domain for fh(z)with the interior boundary Ch.
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Step 5. Determine an approximate function CNh (z) via collocation method such that
CNh (zj) = ch(zj), for j = 0, 1, . . . ,N − 1,
where the set of collocation points {zj : j = 0, 1, 2, . . . ,N − 1} is taken as
zj = eiθj , θj = jθ1,
(
θ1 = 2piN
)
, j = 0, 1, 2, . . . ,N − 1.
The function CNh (z) is represented in the form of a finite Laurent series.
Step 6. Examine the conformal property and related properties of the obtained CNh (z) together with its truncated functions
CNhM(z), where C
N
hM(z) is the sum of firstM terms of C
N
h (z).
4. Initial input of the shape of wing section
4.1. Definition of the NACA five-digit wing sections
The book of [2] describes the NACA five-digit series wing sections as follows:
Let the direction along the chord of the wing be the direction of the abscissa, namely the x-axis, and let the remaining
direction of the ordinate be the y-axis. Then the coordinate (xu, yu) for the upper surface of the wing section, and the
coordinate (xl, yl) for the lower surface of the wing section are given in the following way:
xu(x) = x− yt(x) sin θ(x), yu(x) = yc(x)+ yt(x) cos θ(x)
xl(x) = x+ yt(x) sin θ(x), yl(x) = yc(x)− yt(x) cos θ(x)
where functions yt(x), yc(x), and θ(x) represent the thickness distribution, the mean line, and the arctangent of the slope of
the mean line, respectively, which are given as follows:
yt(x) = t0.2 (0.2969
√
x− 0.126x− 0.3516x2 + 0.2843x3 − 0.1015x4),
yc(x) =

1
6
k1{x3 − 3mx2 +m2(3−m)x}, 0 ≤ x ≤ m,
1
6
k1m3(1− x), m ≤ x ≤ 1,
θ(x) = tan−1(y′c(x)).
Constants t, k1,mdetermine a specified shape of thewing section. In the case of aNACA23012wing section, they are defined
as
t = 0.12, k1 = 15.957, m = 0.2025.
More precisely the shape of the wing sections is determined in the following steps.
(1) At the point (x, y) = (ξ , yc(ξ)), draw the line perpendicular to the tangential line of the function yc(x).
(2) Determine the point on the perpendicular line with the distance yt(ξ) upward from the point (x, y) = (ξ , yc(ξ)), and let
the determined point be the point on the upper wing surface corresponding to the parameter value ξ . Similarly consider
the point on the perpendicular line with the distance yt(ξ) downward from the point (x, y) = (ξ , yc(ξ)), and let the
determined point be the point on the lower wing surface corresponding to the parameter value ξ .
(3) The above steps 1, and 2 for all ξ ∈ (0, 1) determine the shape of the wing section considered.
4.2. Discrepancy at the trailing edge of x = 1
In Fig. 4 both wing surfaces are drawn following the definition of the shape of the wing section. We observe that the
upper wing surface does not coincide with the lower one at x = 1, corresponding to the trailing edge of the wing. This
discrepancy comes from the value of the thickness function at x = 1. In fact we have
yt(1) = t0.2 (0.2969− 0.126− 0.3516+ 0.2843− 0.1015)
= t
0.2
× 0.0021 = 0.00105× t.
Therefore this value is 0.00126 in the case of a NACA 23012 wing section, which is more than 1% of the maximum value of
the thickness function in the interval [0, 1], and evidently 0.126% of the chord length of the wing.
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Fig. 3. Drawing NACA 23012 wing section.
4.3. NACA 23012sp wing section
Let y = u(x), and y = l(x), be functions representing the upper, and lower, wing surfaces, respectively. In our
numerical treatment they are obtained through the Newtonmethod from the definitions of (xu(x), yu(x)), and (xl(x), yl(x)),
respectively. In order to obtain the coincidence of the both wing surfaces at the trailing edge, we have made the following
corrections to the original definition of a NACA 23012 wing section (Fig. 5).
(1) Functions u(x), and l(x), are replaced with linear functions joining two points (0.85, u(0.85)) and (1, 0), and two points
(0.85, l(0.85)) and (1, 0), respectively, on the interval from x = 0.85 to x = 1.0.
(2) Functions u(x), and l(x), are replaced with spline functions joining two points (0.8, u(0.8)) and (0.85, u(0.85)), and two
points (0.8, l(0.8)) and (0.85, l(0.85)), respectively, on the interval from x = 0.8 to x = 0.85 so as to maintain C2-class
differentiability beyond the end points of the interval.
The above corrected shape of wing section is said to be a NACA 23012sp wing section in this paper, sp corresponding to
the word, spline.
As is seen in Fig. 3, the upper wing surface is overhanged near the leading edge. Hence the function u(x) is doubly valued
for a certain range of nonpositive variable x, and inputting the shape of the wing surface near the leading edge is a slightly
delicate task.
Further it is recommended in [2] that a certain portion of the wing surface near the leading edge should be changed with
a certain arc of a specified circle with its center lying on the mean line. In our experimental computation we have neglected
this recommendation.
5. Finite element computation
5.1. Approximate problem
First the computational domain Ωi is modified in the following fashion. Let h be a representative mesh length for the
modified domainΩi,h. The circle Γa is replaced with a regular N polygon Γa,h with even number N which is inscribed to Γa.
The wing surface C is replaced with a polygon Ch. ThenΩi,h is the domain surrounded by Γa,h and Ch.
We employ the following finite element spaces:
Wh = {wh ∈ C(Ωi,h) : wh|T ∈ P1,∀T ∈ (triangulation ofΩi,h)},
Uh =
{
uh ∈ Wh :
∫
Γa,h
uhdΓ = 0
}
,
Vh = {vh ∈ Wh : vh = 0 on Ch}.
Our computable approximate problems (5hD) of (5D), and (5
h
E) of (5E) are given as follows.
(5hD)
{
ah(ϕ1h, vh)+ bh(ϕ1h, vh) = fh(vh), vh ∈ Uh,
ϕ1h ∈ Uh,
(5hE)
{
ah(ψ1h, vh)+ bh(ψ1h, vh) = gh(vh), vh ∈ Vh,
ψ1h ∈ Vh.
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Fig. 4. Trailing part of NACA 23012 wing section.
Fig. 5. Correction of the trailing part of the wing.
In the above problems, we have employed the following notation:
ah(uh, vh) =
∫
Ωi,h
∇uh∇vhdΩ
bh(uh, vh) =
N/2−1∑
n=1
n
a
{
(uh, Cn)L2(Γa)(vh, Cn)L2(Γa) + (uh, Sn)L2(Γa)(vh, Sn)L2(Γa)
}+ N
2a
(uh, CN/2)L2(Γa)(vh, CN/2)L2(Γa),
bh(uh, vh) = lumped bilinear form of bh(uh, vh),
fh(vh) = f (v̂h),
gh(vh) = g(v̂h),
where v̂h is an element ofW , represented on Γa in the following form:
v̂h(a cos θ, a sin θ) = 1
θ1
{(θj+1 − θ)vh(a cos θj, a sin θj)+ (θ − θj)vh(a cos θj+1, a sin θj+1)},
for θj ≤ θ ≤ θj+1, 0 ≤ j ≤ N − 1,
(
θ1 = 2piN , θj = jθ1
)
.
In order to describe bh(uh, vh) precisely, we introduce an approximate function of lumped mass type ϕ¯ for ϕ ∈ C(Γa) as
follows.
ϕ¯(a cos θ, a sin θ) = ϕ(a cos θj, a sin θj), for θj − θ1/2 < θ < θj + θ1/2.
Then we have
bh(uh, vh) =
N/2−1∑
n=1
n
a
{
(u¯h, C¯n)L2(Γa)(v¯h, C¯n)L2(Γa) + (u¯h, S¯n)L2(Γa)(v¯h, S¯n)L2(Γa)
}+ N
2a
(u¯h, C¯N/2)L2(Γa)(v¯h, C¯N/2)L2(Γa).
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Fig. 6. Initial triangulation.
Fig. 7. First refinement.
Fig. 8. Second refinement.
5.2. Bisectional refinement of triangulation
We have adopted a method of bisectional refinement of triangulations as illustrated in the Figs. 6–8. They are the initial
triangulation, the first refinement, and the second refinement, from top to bottom.
5.3. Visualization of equi-potential lines and stream lines
The Figs. 9–11 are the results of our computation with the 6th refinement of the original triangulation. The Fig. 9 and
the Fig. 10, show the equi-potential lines drawn by ϕ1h, and the stream lines drawn by ψ1h, respectively. The orthogonality
between the equi-potential lines and the stream lines are well observed in these numerical figures.
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Fig. 9. Equi-potential lines.
Fig. 10. Stream lines.
Fig. 11. Orthogonality between potential lines and stream lines.
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Fig. 12. Behavior of errors.
Table 1
Convergence rate.
Norm Gradient
Dirichlet 0.802
L2 1.606
Max 1.087
5.4. Observation of behavior of errors
We employ the following three norms as estimators for posteriori errors of approximate solution ϕ1h.
Dirichlet Norm = {ah/2(ϕ1h/2 − ϕ˜1h, ϕ1h/2 − ϕ˜1h)} 12 ,
L2 Norm =
{
(ϕ1h/2 − ϕ˜1h, ϕ1h/2 − ϕ˜1h)L2(Ωi,h)
} 1
2
,
Max Norm = max
Ωi,h
|ϕ1h/2 − ϕ˜1h|,
where ϕ˜1h is an element ofWh/2 appropriately defined so as to correspond to ϕ1h.
In Fig. 12, the vertical axis represents the logarithmic values of Norms and the horizontal axis represents the logarithmic
value of representative mesh length h with the convention of h = 1 at the initial triangulation. The gradients of graphs are
tabulated in Table 1, which are computed as the gradients of corresponding linear functions determined by least squares
method through the data sets of three points from h = 0.125 to h = 0.0625.
From Fig. 12 and Table 1, we may roughly conclude that Dirichlet Norm seems to converge to 0 with O(h0.8), L2 Norm
does so with O(h1.6), and Max Norm does so with O(h).
6. Numerical construction of conformal mapping of wing
6.1. Approximation of conformal mapping of wing
Suppose that we have two sets of N distinct points, zj, 0 ≤ j ≤ N − 1, in the mathematical plane and zj, 0 ≤ j ≤ N − 1,
in the physical plane, so as to satisfy
f (zj) = J(zj)(⇔ zj = c(zj)).
Then we can solve the following system of linear equations with N unknowns cN−n, 0 ≤ n ≤ N − 1:
zj − c1zj = cN0 +
cN−1
zj
+ · · · + c
N
−(N−1)
zN−1j
, 0 ≤ j ≤ N − 1.
With the obtained values of cN−n, 0 ≤ n ≤ N − 1, and cN1 = c1, a function cN(z) is defined through
cN(z) =
−(N−1)∑
n=1
cNn z
n.
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By definition cN(z) satisfies the collocation condition:
cN(zj) = c(zj), 0 ≤ j ≤ N − 1.
Now we proceed to determine a finite element approximation cNh (z) of c
N(z). Let ϕ1h, and ψ1h, be finite element
approximations of ϕ1, and ψ1, respectively. Define a finite element approximation f1h of f1 through
f1h(z) = ϕ1h(x, y)+ iψ1h(x, y), z = x+ iy ∈ Ωh.
A normalization process parallel with the process from f1 to f is applied to f1h in order to obtain fh of a finite element
approximation of f . More precisely define
ϕ+h = max
(x,y)∈C
ϕ1,h(x, y), ϕ−h = min
(x,y)∈C
ϕ1,h(x, y), δh = 2
ϕ+h − ϕ−h
.
Then we have
fh(z) = ϕh(x, y)+ iψh(x, y) = δh
(
f1h(z)− ϕ
+
h + ϕ−h
2
)
.
Now we determine N points zjh, 0 ≤ j ≤ N − 1, in the physical plane so as to satisfy
fh(zjh) = J(zj), 0 ≤ j ≤ N − 1.
Let
cN1h =
ϕ+h − ϕ−h
4
.
Then we can solve the following system of linear equations with N unknowns cN−nh, 0 ≤ n ≤ N − 1:
zjh − cN1hzj = cN0h +
cN−1h
zj
+ · · · + c
N
−(N−1)h
zN−1j
, 0 ≤ j ≤ N − 1.
With the obtained values of cN−nh, 0 ≤ n ≤ N − 1, and cN1h, a function cNh (z) is defined through
cNh (z) =
−(N−1)∑
n=1
cNnhz
n = cN1hz+ cN0h +
cN−1h
z
+ · · · + c
N
−(N−1)h
z(N−1)
.
Our problem is to examine whether the function cNh (z) plays the role of an approximation of the conformal mapping of
the wing, c(z), or not.
6.2. Procedure for construction of approximate conformal mapping of wing
Let equi-partitioned points on the unit circle of the mathematical plane be collocation points zj. Namely we have
zj = eiθj (0 ≤ j ≤ N − 1),
where
θj = jθ1, θ1 = 2piN .
Since zj is on the unit circle, the points zjh should be on the boundary Ch ofΩh. Hence we have
ψh(xjh, yjh) = 0, zjh = xjh + iyjh, 0 ≤ j ≤ N − 1,
and
fh(zjh) = ϕh(xjh, yjh), zjh = xjh + iyjh, 0 ≤ j ≤ N − 1.
Namely we should seek the point (xjh, yjh) on Ch such that
ϕh(xjh, yjh) = Re(J(zj)).
Since Re(J(zj)) = cos θj, the meeting point of the equi-potential line with the potential value of cos θj and the wing surface
Ch determines the point zjh.
Coefficients cN−nh are represented in the following formula.
cN−nh =
1
N
N−1∑
j=0
Djeinθj , 0 ≤ n ≤ N − 1
with
Dj = zjh − cN1hzj, 0 ≤ j ≤ N − 1.
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Table 2.1
Coefficients of cNh (z).
n Re(cN−n,h) Im(c
N
−n,h)
−1 +0.55099444939491 +0.00000000000000
0 −0.03388812925951 +0.01932582584728
1 +0.44385110239492 −0.01318768139284
2 +0.02990021094361 −0.00756892311223
3 +0.00340705155791 +0.00426667630318
4 +0.00231452990838 −0.00329754679857
5 +0.00079107210563 +0.00165279378461
6 +0.00121701174266 −0.00079704624324
7 +0.00013791269932 +0.00004458785703
8 +0.00042878511427 +0.00016400823894
9 +0.00000067120285 −0.00015864002154
10 +0.00005183233528 +0.00009662726876
11 +0.00003479578969 +0.00005570746536
12 +0.00003227337287 −0.00005920720241
13 +0.00008619233686 +0.00008561380553
14 +0.00009320726832 −0.00005480752385
Table 2.2
Coefficients of cNh (z).
n Re(cN−n,h) Im(c
N
−n,h)
15 +0.00007765571237 +0.00004210923643
16 +0.00005679465970 −0.00003218903222
17 +0.00003040695467 +0.00006666723290
18 −0.00001022949534 −0.00003863160823
19 +0.00000925716552 +0.00009158143676
20 −0.00001333188815 −0.00004674659566
21 +0.00003043317232 +0.00007582455359
22 +0.00001309505656 −0.00005788805928
23 +0.00004742532222 +0.00006699083267
24 +0.00000613025505 −0.00006598956833
25 +0.00003153126665 +0.00008138001507
26 −0.00001909492440 −0.00006087276154
27 +0.00001369330015 +0.00008977635570
28 −0.00002125355322 −0.00006019535653
29 +0.00002078745345 +0.00008240462732
30 −0.00000667361550 −0.00007245428545
7. NACA 23012NHU wing sections
7.1. Construction of wing sections
We have calculated the values of coefficients cNnh, 1 ≥ n ≥ −(N − 1), for N = 128 employing the numerical values of
ϕh with the representative length h corresponding to the 6th refinement of the original triangulation. Values of the first 32
coefficients are tabulated in Tables 2.1 and 2.2.
The resulting function cNh (z) is found not to work as the conformal mapping of the wing due to the lack of conformal
property outside the unit disc. Hence we proceed to consider the function cNhM(z), which is the truncated form of c
N
h (z)
constructed with its firstM terms. Namely we have
cNhM(z) =
−(M−2)∑
n=1
cNnhz
n.
Nowwe construct a series ofwing sectionsCM in the physical z-planewhich are images of the unit circle in themathematical
z-plane by the mapping function cNhM(z).
CM = {z = cNhM(z) : |z| = 1}.
The obtained wing sections are called NACA 23012NHU wing sections in this work, NHU corresponding to the collection of
initial letters of the 3rd and the 2nd and the 1st authors’ family names.
The NACA 23012NHUwing section CM withM = 12 is shown in Figs. 13–15. The real line shows the inputted polygonal
approximation of a NACA 23012sp wing section, while the dotted line shows CM with M = 12. In a macroscopic view we
may recognize fairly good coincidence between CM withM = 12 and a NACA 23012sp wing section. In an zoomed display,
however, a slight discrepancy is observed, especially in a vicinity of the leading edge.
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Fig. 13. NACA 23012NHU (M = 12).
Fig. 14. Leading edge of NACA 23012NHU (M = 12).
Fig. 15. Trailing edge of NACA 23012NHU (M = 12).
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7.2. Check of conformality of approximate functions
The function cNhM(z) plays a role of conformal mapping outside the unit circle in the mathematical z-plane if and only if
the condition:
d
dz
cNhM(z) 6= 0, |z| > 1
is satisfied.
Define
d(z) =
M−1∑
n=0
dnzM−1−n = d0zM−1 + d2zM−3 + · · · + dM−2z+ dM−1,
where
dn = (n− 1)× cN−(n−1)h, 0 ≤ n ≤ M − 1.
Then we have
d
dz
cNhM(z) = −
d(z)
zM−1
.
Hence for the point z0 6= 0
d(z0) = 0
if and only if
d
dz
cNhM(z0) = 0.
Hence, we can conclude that the transformation by cNhM(z) is conformal outside the unit disc if all the M − 1 zeros of d(z)
are located in the interior of the unit disc in the z-plane.
Suppose that any zero of d(z) is not on the circle Cr with the diameter r having the origin as its center. Due to the
argument principle, the number of zeros of d(z) located in the interior of Cr , denoted by N(r), is given by the following
complex integral.
N(r) = 1
2pi i
∫
Cr
d′(z)
d(z)
dz, d′(z) = d
dz
d(z).
Letting z = reiθ , introduce
f (θ, r) = d
′(reiθ )
d(reiθ )
reiθ .
Then we have
N(r) = 1
2pi
∫ 2pi
0
f (θ, r) dθ.
For a fixed positive integer L, set
θ1 = 2piL , θj = jθ1.
The trapezoidal quadrature formula N (L)(r) for N(r):
N (L)(r) = 1
L
L−1∑
j=0
f (θj, r)
converges to N(r) as L→∞.
Table 3 shows the numerical results computedwith L = 32 768 for r = 0.9 in the left, and for 1.0 in the right, respectively.
For any numberM in the table, we can admit the conformality of cNhM(z) outside the unit circle.
We have observed a general tendency for the location of zeros to be concentrated in a neighboring area of the unit circle
as M becomes large. Fig. 16 shows the numbers of zeros of the derivative of cNhM(z) located in the open annulus among
two concentric circles with radius 0.9 and 1.0 having the origin as their common center. The horizontal axis represents the
number of termsM , and the vertical axis represents the number of such zeros determined by the methodmentioned above.
The tendency may correspond to the essential nature of the exact mapping of the wing for the NACA 23012sp wing
section. It surely cannot be extended to an analytic function with conformal property into a part of interior domain of the
unit disc beyond the boundary since the wing surface loses analyticity at 8 points on the surface, namely at the trailing
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Table 3
N(L)(0.9) (M = 3 ∼ 30) and N (L)(1.0) (M = 3 ∼ 30).
M Re(N (L)(0.9)) Im(N (L)(0.9)) M Re(N (L)(1.0)) Im(N (L)(1.0))
3 1.99999999999998 −0.00000000000001 3 2.00000000000001 0.00000000000000
4 1.99999999999999 0.00000000000000 4 3.00000000000002 0.00000000000000
5 3.00000000000000 0.00000000000000 5 3.99999999999999 0.00000000000000
6 3.99999999999997 0.00000000000000 6 4.99999999999998 0.00000000000001
7 4.99999999999997 0.00000000000000 7 5.99999999999997 0.00000000000000
8 5.99999999999996 0.00000000000000 8 6.99999999999997 0.00000000000000
9 7.00000000000006 0.00000000000000 9 8.00000000000005 0.00000000000000
10 8.00000000000004 0.00000000000000 10 9.00000000000007 0.00000000000001
11 9.00000000000006 0.00000000000000 11 9.99999999999991 0.00000000000000
12 10.00000000000001 0.00000000000000 12 10.99999999999996 0.00000000000001
13 10.99999999999994 0.00000000000000 13 11.99999999999989 0.00000000000000
14 11.99999999999997 0.00000000000000 14 13.00000000000000 −0.00000000000001
15 12.99999999999997 0.00000000000000 15 13.99999999999994 0.00000000000000
16 13.99999999999993 0.00000000000000 16 15.00000000000001 0.00000000000000
17 15.00000000000004 0.00000000000000 17 16.00000000000005 0.00000000000000
18 16.00000000000010 0.00000000000000 18 16.99999999999993 0.00000000000000
19 17.00000000000015 0.00000000000000 19 18.00000000000000 0.00000000000000
20 17.99999999999998 0.00000000000000 20 18.99999999999989 0.00000000000000
21 19.00000000000002 0.00000000000000 21 19.99999999999997 0.00000000000000
22 19.99999999999993 0.00000000000000 22 21.00000000000006 0.00000000000001
23 20.99999999999985 0.00000000000000 23 21.99999999999993 0.00000000000000
24 20.99999999999986 0.00000000000000 24 23.00000000000000 0.00000000000001
25 21.99999999999991 0.00000000000000 25 23.99999999999982 0.00000000000000
26 22.99999999999993 0.00000000000000 26 24.99999999999989 0.00000000000001
27 23.99999999999990 0.00000000000000 27 26.00000000000004 0.00000000000001
28 25.00000000000021 0.00000000000000 28 26.99999999999976 0.00000000000001
29 25.99999999999995 0.00000000000000 29 28.00000000000000 0.00000000000001
30 26.00001631122697 0.00001019650053 30 29.00000000000012 0.00000000000000
Fig. 16. The number of zeros of derivative of approximate conformal mappings among two concentric circles with radius 0.9 and 1.0 having the origin as
their common center.
edge, at the leading edge, at 2 points, which are located on both upper and lower surfaces of the wing with the values of
x coordinate, x = m, and at 4 corrected points, which are located on both upper and lower surfaces of the wing with the
values of x coordinate, x = 0.8 and x = 0.85.
We have observed another tendency that the leading part of the wing surface CM gradually deteriorates asM increases
beyond a certain range, sayM ≥ 40. This tendency suggests that a concentration of zeros of the derivative of the approximate
mapping of wing to a region near to z = −1may occur asM becomes large. Further there are cases of breaking conformality
whenM is greater than or equal to 90 (see Fig. 17).
These observed phenomena may be understood as a complex counterpart of Runge phenomena in one dimensional
polynomial approximation through a collocation method.
7.3. Determination of identified wing section
Set zj = ch(zj), 0 ≤ j ≤ N − 1, with N = 128. Let zjM = cNhM(zj), 0 ≤ j ≤ N − 1. Compute
d∞(M) = max
0≤j≤N−1
|zj − zjM |.
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Fig. 17. Leading edge of NACA 23012NHU (M = 90).
Table 4
d∞(M) and d1(M).
M d∞(M) d1(M) M d∞(M) d1(M)
4 0.01635762 0.00649889 14 0.00677760 0.00034406
5 0.01192260 0.00442769 15 0.00666869 0.00032041
6 0.00871609 0.00220903 16 0.00664742 0.00031112
7 0.00697275 0.00157509 17 0.00658200 0.00029837
8 0.00642529 0.00064990 18 0.00657043 0.00029612
9 0.00634342 0.00062224 19 0.00649743 0.00029595
10 0.00662906 0.00041963 20 0.00645760 0.00029616
11 0.00677893 0.00036666 21 0.00636826 0.00029390
12 0.00688709 0.00033351 22 0.00631976 0.00029458
13 0.00682315 0.00033910 23 0.00623811 0.00028911
An identified wing section is determined through the following min–max principle:
min
M≤M≤M
d∞(M) −→ MI ,
withM = 4,M = 23.
Our computation mentioned in the previous subsection indicates that N(M) = 1 if and only if 4 ≤ M ≤ 23 where
N(M) = N(1) − N(0.9) with the numerical values of N(1) and N(0.9) of the function N(r) for cNhM(z), determined in the
previous subsection.
Our result is MI = 23, and d∞(23) = 0.00623811. The behavior of d∞(M), 4 ≤ M ≤ 23, is shown in the left part of
Table 4 and Fig. 18.
If the quantity d∞ is replaced with d1:
d1(M) = 1N
N−1∑
j=0
|zj − zjM |,
then we have another identification algorithm as follows.
min
M≤M≤M
d1(M) −→ MI .
The resulting number MI is the same as before. Namely we have MI = 23, and d1(23) = 0.00028911. The behavior of
d1(M), 4 ≤ M ≤ 23, is shown in the right part of Table 4 and Fig. 19.
8. Correction of approximate conformal mapping of wing
8.1. Point corresponding to trailing edge
In complex function theoretic 2 dimensional wing theory, it is generally assumed that the conformal mapping of wing
c(z) has a singularity with respect to conformal property at a point z+ on the unit circle near to 1 such that
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Fig. 18. Behavior of d∞(M).
Fig. 19. Behavior of d1(M).
dc
dz
∣∣∣∣
z=z+
= 0. (1)
The image z+ of z+ by c(z) is understood as the point corresponding to the trailing edge of the wing considered.
Now we seek the zero z+,M of dcdz near to 1 applying Newton’s method to the polynomial d(z) introduced in the previous
section. Table 5 shows the numerical results of such zeros.
8.2. Correction of coefficients
Set
rM = |z+,M |. (2)
Define the function cσM(z) through
cσM(z) = cNhM
(
z
rM
)
. (3)
Namely we have
cσM(z) = cσ1Mz+ cσ0M +
cσ−1M
z
+ · · · + c
σ
−(M−2)M
z(M−2)
(4)
with
cσ−nM = cN−nh(rM)−n, −1 ≤ n ≤ M − 2. (5)
Incidentally the superscript σ stands for the word sharp.
Shapes of wing sections of cσM(z) with M = 12, and M = 20, are shown in Fig. 20, and in Fig. 21, respectively. Enlarged
displays of the leading part, and of the trailing part of the wing section of cσM(z)withM = 20 are shown in Figs. 22 and 23,
respectively.
The conformality of the mapping of cσM(z) is checked through a method similar to the method utilized for the case of c
N
hM(z).
This time the numbers of zeros of the derivative of cσM(z) located in the open annulus among two concentric circles with
radius 0.9 and 1.001 having the origin as their common center are computed as N(M). The behavior of N(M) is almost same
as that for cNhM .
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Table 5
Location of point corresponding to trailing edge z+,M .
M Re(z+,M ) Im(z+,M ) |z+,M | β = − arg z+,M
3 0.89762088344298 −0.01333209128763 0.89771988674144 0.01485160528072
4 0.95919193407644 −0.02581010828921 0.95953912274967 0.02690168756303
5 0.96813946610779 −0.01315658525779 0.96822885805533 0.01358871929729
6 0.97764809996066 −0.02462715751276 0.97795823236161 0.02518488039870
7 0.98039434304708 −0.01681245041207 0.98053848795832 0.01714698047038
8 0.98722873551037 −0.02028649816015 0.98743714646807 0.02054604244222
9 0.98800564990870 −0.01990370968273 0.98820611307087 0.02014261537997
10 0.99069854934265 −0.01837395627114 0.99086892066442 0.01854433925739
11 0.99090266094687 −0.01954623963539 0.99109542373854 0.01972313308994
12 0.99117665607359 −0.01866988681996 0.99135247425883 0.01883385687331
13 0.99139295889327 −0.01810216093307 0.99155821169188 0.01825729081788
14 0.99183786245349 −0.01861816954478 0.99201259146923 0.01876917983822
15 0.99254660765694 −0.01750148989269 0.99270089680617 0.01763108779316
16 0.99373777478193 −0.01786941137282 0.99389842584208 0.01798008102060
17 0.99452659471241 −0.01714736151445 0.99467440883797 0.01724002428353
18 0.99532690798752 −0.01736113174133 0.99547830848258 0.01744087418879
19 0.99549053790173 −0.01639662703370 0.99562556236265 0.01646941271712
20 0.99549719294699 −0.01696247711833 0.99564169599074 0.01703755261956
21 0.99525949582723 −0.01559528094673 0.99538167394325 0.01566828028605
22 0.99526027114447 −0.01637349774206 0.99539494611279 0.01644998930317
23 0.99539617020435 −0.01500411711342 0.99550924615889 0.01507237153569
24 0.99590483122151 −0.01590891308893 0.99603189023546 0.01597297210462
25 0.99637194746967 −0.01450883216567 0.99647757823009 0.01456063354547
26 0.99684423718502 −0.01563613719049 0.99696686103161 0.01568435110410
27 0.99694936938871 −0.01397953031243 0.99704737720547 0.01402138825456
28 0.99695998730756 −0.01524148099100 0.99707648605064 0.01528676569805
29 0.99666004603373 −0.01338072196965 0.99674986384769 0.01342475618489
30 0.99662440640393 −0.01477012710269 0.99673384817343 0.01481906904446
Fig. 20. Wing surface of cσM (z)withM = 12.
9. Applications
9.1. Automatic triangulation of computational domain
A triangulation in the mathematical z plane outside the exterior region of the unit disc automatically generates a
triangulation of the computational domain in the physical z plane through the conformal mapping of a wing. An illustration
is shown in Fig. 24 which is drawn by the use of NACA 23012NHU with M = 12. Namely the transformation z = cNhM(z)
with N = 128 andM = 12 is employed. Nodal points in the physical plane are the images of corresponding nodal points in
the mathematical plane.
As a matter of fact, the polar coordinate system in the mathematical z plane outside the unit disc is transformed
into an orthogonal curvilinear coordinate system in the physical z plane outside the wing surface. We show a graphical
correspondence between the outside of the unit disc in the mathematical z plane, in Fig. 25, and the outside of the wing
surface in the physical z plane, in Fig. 26, through cNhM with N = 128 andM = 23.
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Fig. 21. Wing surface of cσM (z)withM = 20.
Fig. 22. Leading part of cσM (z)withM = 20.
Fig. 23. Trailing part of cσM (z)withM = 20.
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Fig. 24. Generation of triangulation.
Fig. 25. Polar coordinate system outside the unit disc.
Fig. 26. Orthogonal curvilinear coordinate system outside the wing surface.
9.2. Visualization of perfect fluid flow around a wing section
Using a conformal mapping of wing cσM(z), we can draw the flow pattern around the wing surface:
CMσ = {z = cσM(z) : |z| = 1}.
The flow is assumed to be asymptotically parallel with uniform flow with the positive direction of x axis, and to satisfy the
so-called Kutta-Joukowski assumption at the trailing edge. Concerning how to obtain the flow, classical fluid mathematics
teaches us the following (refer [8], for example).
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Fig. 27. Equipotential lines and stream lines of the flow satisfying the Kutta-Joukowski assumption.
Instead of J(z), we employ the function
K(z) = J(z)+ ik log z
with real parameter k = sinβ where β = − arg z+,M . It is noted that the value β is listed in Table 5 of Section 8.1. Then the
complex function f (z) defined on the closure of the exterior region of CMσ through
f (z) = K(z), z = cσM(z)
is the complex velocity potential function of the flow of perfect fluid satisfying the above mentioned requirement.
Fig. 27 has been drawn in the case of {cσM(z) : N = 128,M = 20}. In the figure, lines nearly parallel with the vertical
direction are equipotential lines, namely contour lines of the real part of f (z), and those nearly parallel with the horizontal
direction are stream lines, namely contour lines of the imaginary part of f (z).
In this case, the potential function is infinitely many multivalued with singly valued all derivatives in the whole exterior
domainΩ . From the method of drawing, multivaluedness of the potential function is represented in the three consecutive
equipotential lines hanging from the nearly central point of the lower surface of the wing. It is noted that each consecutive
pair of these three lines has a narrower distance between them in comparison with the distance among other pairs of
consecutive two equipotential lines. It is also noted that the difference of values of the potential function, and that of the
stream function, are common among all pairs of two consecutive contour lines except for the case of above-mentioned three
lines.
10. Summary of experiment and conclusions
10.1. Summary of experiment
An FEM approximation ch(z) of conformal mapping of the wing c(z) is constructed through FEM computation of the
potential function of the flow around a NACA 23012sp wing section.
A collocation method yields a family of conformal mapping of wing, {cNhM(z) : 3 ≤ M ≤ N + 1,N = 128}. All members
of the family are represented in finite Leurant series.
Among the family, cNhM(z), 8 ≤ M ≤ 23, seem available as real wing sections.
A family of sigma type, {cσM : 1 ≤ M ≤ N+1}, is constructed. Eachmember of the family has a singular point as conformal
mapping on the unit circle in the 4th quadrant near z = 1.
Among the family of sigma types, cσM , 8 ≤ M ≤ 23, also seemavailable as real ones. Complex function theoretic treatment
can be directly applicable to them.
Among both families, 2D Runge phenomena is observed asM becomes large.
From our experiment we pose a mathematical problem:
‘‘Does a convergent subsequence exist?’’
This problem is obtained from an observation of the discrepancy arising in a telescoping. Namely
1. We telescope as follows: c − cNhM = (c − ch)+ (ch − cNh )+ (cNh − cNhM).
2. (c − ch) seems to converge to 0 as h→ 0.
3. (ch − cNh ) generally diverges as N →∞.
4. (cNh − cNhM) is large forM  N .
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5. Nevertheless, c − cNhM is small forM  N .
6. For an appropriate choice of the numbers N(h) andM(h), does the sequence {c − cN(h)hM(h)} converge to 0 as h→ 0?
10.2. Conclusions
The results of identification do not attain a complete recovery of the original input shape of the wing section in general.
They, however, are significantly easier in numerical processing than the original input shape. The identified mappings have
an advantageous point that the determined conformal mappings of wing automatically generate orthogonal curvilinear
coordinates in the exterior regions of the identified wing sections.
Inputting the shape of the wing section shows ambiguity in some practical cases of wing sections such as NACA 23012,
in which case it is necessary to interpret the original definition in order to determine numerical data for the wing sections in
a computer. We would like to postulate that our identification procedure should be employed in the determination process
of numerical profiles of the wing section considered.
FEM contributes truly to Real Word Problems, but does extensively to Imaginary World Problems, such as the
investigation of conformal mapping.
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Appendix. Formal derivation of weak formulation problems (5D) and (5E)
Throughout this appendix, we assume the following two Assumptions.
Assumption 6. The boundary C is so smooth that the trace operator γC from H1(Ωi) into L2(C)may be well defined.
Assumption 7. The boundary C is so smooth that ϕ1 and ψ1, together with whose first derivatives, may coincide with
corresponding continuous functions on the closure ofΩ , respectively.
A.1. Boundary bilinear form and Steklov operator
For simplicity of notation, in this subsection the inner product (·, ·)L2(Γa) is denoted by (·, ·). Nowwe introduce a bilinear
form l(ϕ, ψ) acting in the real Hilbert space L2(Γa)with the domain D(l) in the following way:
l(ϕ, ψ) =
∞∑
n=1
n
a
{(ϕ, Cn)(ψ, Cn)+ (ϕ, Sn)(ψ, Sn)} , for ϕ,ψ ∈ D(l),
D(l) =
{
ϕ ∈ L2(Γa) :
∞∑
n=1
n{|(ϕ, Cn)|2 + |(ϕ, Sn)|2} <∞
}
.
Then we have
γav ∈ D(l), for v ∈ H1(Ωi),
and
b(u, v) = l(γau, γav), for u, v ∈ H1(Ωi).
LetΛ be the Steklov operator associated with the Laplace operator in the exterior regionΩe = R2 − (Da ∪ Γa). Namely
Λ is defined through
Λϕ =
∞∑
n=1
n
a
{(ϕ, Cn)Cn + (ϕ, Sn)Sn} , ϕ ∈ D(Λ),
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with the domain D(Λ):
D(Λ) =
{
ϕ ∈ L2(Γa) :
∞∑
n=1
n2{|(ϕ, Cn)|2 + |(ϕ, Sn)|2} <∞
}
.
Then we have
l(ϕ, ψ) =
∫
Γa
Λϕ ψdΓ , ϕ ∈ D(Λ), ψ ∈ D(l).
We admit the validity of the Proposition 8, which comes from a representation formula for the bounded solution of the
Laplace equation with Dirichlet boundary condition in the exterior domain of a circle.
Proposition 8. Let u˜ be a bounded harmonic function in a domain containing Ωe ∪ Γa. Suppose that an element u of H1(Ωi)
coincides with u˜ in the intersection of Ωi and the definition domain of u˜. Then we have γau ∈ D(Λ), and that the following
equality holds:
∂u
∂r
= −Λ(γau) on Γa.
A.2. Weak formulation problem (5D)
A.2.1. Auxiliary problem (d)
Denote u = ϕ1 − ϕ0. Since∆ϕ0 = 0 in R2, and since ϕ is the solution of (D), u is the solution of the following problem
(d):
(d)

−∆u = 0 inΩ,
∂u
∂n
= −∂ϕ0
∂n
on C,
sup
r>a
|u| <∞,∫
Γa
udΓ = 0.
Since u is a bounded harmonic inΩ , Proposition 8 implies that γau ∈ D(Λ), and that the following equality holds:
∂u
∂n
= −Λ(γau) on Γa,
where ∂u
∂n is the exterior normal derivative on the boundaryΓawith respect to the interior regionΩi. Therefore u is a solution
of the following problem (di):
(di)

−∆u = 0 inΩi,
∂u
∂n
= −∂ϕ0
∂n
on C,
∂u
∂n
= −Λ(γau) on Γa,∫
Γa
udΓ = 0.
A.2.2. Weak formulation problem (pid)
We will show that the function u is a solution of the following weak formulation problem (pid).
(pid)
{
a(u, v)+ b(u, v) = fC(v), v ∈ H1(Ωi),
u ∈ U,
where
fC(v) = −
∫
C
∂ϕ0
∂n
vdΓ .
From the first equation of (di), we have the following identity for any v ∈ H1(Ωi).∫
Ωi
−∆u · vdΩ = 0.
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The divergence theorem yields∫
Ωi
−∆u · vdΩ = −
∫
∂Ωi
v
∂u
∂n
dΓ + a(u, v) = 0.
Since ∂Ωi = C ∪ Γa, we have
−
∫
∂Ωi
v
∂u
∂n
dΓ = −
∫
C
v
∂u
∂n
dΓ −
∫
Γa
v
∂u
∂n
dΓ =
∫
C
v
∂ϕ0
∂n
dΓ −
∫
Γa
−Λ(γau)vdΓ = −fC(v)+ b(u, v),
where the validity of the second equality comes from the 3rd equation in (di). Hence
a(u, v)+ b(u, v) = fC(v).
The last equality in the problem (di) implies u ∈ U . Therefore u is a solution of the problem (pid).
A.2.3. Derivation of the problem (5D)
Employing the Lemmas 9 and 10, we will deduce that the function ϕ1 = u+ ϕ0 is a solution of (5D).
Lemma 9. Let
fa(v) =
∫
Γa
∂ϕ0
∂n
vdΓ .
Then we have
fC(v) = −a(ϕ0, v)+ fa(v).
Proof. We have
div(vgradϕ0) = gradv · gradϕ0 + v∆ϕ0 = gradv · gradϕ0.
Hence
a(ϕ0, v) =
∫
Ωi
div(v gradϕ0)dΩ =
∫
∂Ωi
v
∂ϕ0
∂n
dΓ
=
∫
C
v
∂ϕ0
∂n
dΓ +
∫
Γa
v
∂ϕ0
∂n
dΓ = fa(v)− fC(v). 
Lemma 10. We have
b(ϕ0, v) = fa(v), ∀v ∈ H1(Ωi).
Proof. Since ϕ0 = x = a cos θ on Γa,we have γaϕ0 = a√pia C1. Therefore
(γaϕ0, Cn) =
{
a
√
pia, n = 1,
0, otherwise,
(γaϕ0, Sn) = 0.
This implies
b(ϕ0, v) = 1a {(γaϕ0, C1)(γav, C1)} =
∫
Γa
cos θγavdΓ .
We have on the boundary Γa
cos θ = ∂
∂r
r cos θ = ∂x
∂n
= ∂ϕ0
∂n
.
Finally we obtain
b(ϕ0, v) =
∫
Γa
∂ϕ0
∂n
vdΓ = fa(v). 
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The first equation of (pid) and Lemma 9 yield the following set of equalities
a(u, v)+ b(u, v) = −a(ϕ0, v)+ fa(v),
a(u+ ϕ0, v)+ b(u, v) = fa(v),
a(u+ ϕ0, v)+ b(u+ ϕ0, v) = b(ϕ0, v)+ fa(v),
a(ϕ1, v)+ b(ϕ1, v) = b(ϕ0, v)+ fa(v).
Hence Lemma 10 gives
a(ϕ1, v)+ b(ϕ1, v) = 2fa(v), ∀v ∈ H1(Ωi).
Since ϕ1 ∈ H1(Ωi) is assured by our assumption in this section, noticing∫
Γa
ϕ1dΓ =
∫
Γa
ϕ0dΓ = 0,
we have ϕ1 ∈ U . Hence ϕ1 is a solution of (5D)with f (v) = 2fa(v).
A.3. Weak formulation problem (5E)
A.3.1. Auxiliary problem (e)
Denote u = ψ1 −ψ0. Since∆ψ0 = 0 in R2, and sinceψ is the solution of (E), u is the solution of the following problem
(e):
(e)

−∆u = 0 inΩ,
u = −ψ0 on C,
sup
r>a
|u| <∞.
Due to the reasoning corresponding to the reasoning in Section A.2.1, u is a solution of the following problem (ei):
(ei)

−∆u = 0 inΩi,
u = −ψ0 on C,
∂u
∂n
= −Λu on Γa.
A.3.2. Weak formulation problem (pie)
The same argument as in Section A.2.2 guarantees that the function u is a solution of the following weak formulation
problem (pie). It is to be noted that fC(v) = 0 for v ∈ V .
(pie)
{
a(u, v)+ b(u, v) = 0, v ∈ V ,
u+ ψ0 ∈ V .
A.3.3. Derivation of the problem (5E)
From the first equation in (pie), we have
a(u+ ψ0, v)+ b(u+ ψ0, v) = a(ψ0, v)+ b(ψ0, v).
Hence ψ1 = u+ ψ0 ∈ V satisfies the following equation:
a(ψ1, v)+ b(ψ1, v) = g(v) for any v ∈ V .
In the above we have employed the notation:
g(v) = a(ψ0, v)+ b(ψ0, v), v ∈ V .
We have
a(ψ0, v) =
∫
Γa
∂ψ0
∂n
vdΓ .
Further we have, similarly to Lemma 10,
b(ψ0, v) =
∫
Γa
∂ψ0
∂n
vdΓ .
Therefore, with the setting of
g(v) = 2
∫
Γa
q
∂ψ0
∂n
vdΓ ,
ψ1 is a solution of (5E).
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