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Abstract
In this note, we establish some connection between the nonnegative inverse eigenvalue problem and
that of doubly stochastic one. More precisely, we prove that if (r;λ2, ..., λn) is the spectrum of an n × n
nonnegative matrix A with Perron eigenvalue r, then there exists a least real number kA ≥ −r such that
(r+ ǫ;λ2, ..., λn) is the spectrum of an n×n nonnegative generalized doubly stochastic matrix for all ǫ ≥ kA.
As a consequence, any solutions for the nonnegative inverse eigenvalue problem will yield solutions to the
doubly stochastic inverse eigenvalue problem. In addition, we give a new sufficient condition for a stochastic
matrix A to be cospectral to a doubly stochastic matrix B and in this case B is shown to be the unique
closest doubly stochastic matrix to A with respect to the Frobenius norm. Some related results are also
discussed.
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1 Introduction
An m×n matrix A with real entries is said to be nonnegative if all of its entries are nonnegative. If in addition,
each row sum of A is equal to 1, then A is called stochastic. Generally, an n× n matrix A over the field of the
real numbers R having each row sum equals to a nonnegative number r ∈ R+, is said to be an r-generalized
stochastic matrix (note that A is not necessarily nonnegative). If A and its transpose AT are r-generalized
stochastic matrices then A is said to be an r-generalized doubly stochastic matrix. The set of all r-generalized
n× n doubly stochastic matrices with entries in R is denoted by Ωr(n). A generalized doubly stochastic matrix
is an element of Ω(n) where
Ω(n) =
⋃
r∈R+
Ωr(n).
Of special importance are the nonnegative elements in Ω(n) and in particular the nonnegative elements in
Ω1(n) which are called the doubly stochastic matrices and have been the object of study for a long time
see [4, 8, 11, 15, 16, 17, 18, 19, 20, 22], and earlier work can be found in [2, 9, 24, 27].
The Perron-Frobenius theorem states that if A is a nonnegative matrix, then it has a nonnegative eigenvalue
r (that is the Perron root) which is greater than or equal to the modulus of each of the other eigenvalues (see
e.g. [25, 14]). To this eigenvalue r of A corresponds a nonnegative eigenvector x which is also referred to as the
Perron-Frobenius eigenvector of A. In particular, it is well-known that if A is an n×n stochastic matrix then its
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Perron eigenvalue r = 1 and its corresponding unit eigenvector is the column vector x = en =
1√
n
(1, 1, ..., 1)T ∈
R
n. Obviously, this is also true for A and AT when A is doubly stochastic. More generally, for any X ∈ Ωr(n),
en is also an eigenvector for both X and X
T corresponding to the eigenvalue r. Therefore X ∈ Ωr(n) if and
only if Xen = ren and e
T
nX = re
T
n if and only if XJn = JnX = rJn, where Jn is the n× n matrix with each of
its entries is equal to 1
n
.
Two matrices A and B are said to be cospectral if they have the same set of eigenvalues. Throughout this
paper, if A = (aij) is any square matrix, then the spectrum of A is denoted by σ(A). In addition, xj(A) and aj
denote the sum and the smallest entry of the jth column of A respectively. For any real number a, the absolute
value of a will be denoted by |a|, and the n× n identity matrix will be denoted by In. Next, we introduce the
following notation which first appeared in [5]. To indicate that the n-list {λ1, . . . , λn} is the spectrum of an
n× n nonnegative matrix A with Perron eigenvalue λ1, we will write the first component with a semi-column
as (λ1;λ2, . . . , λn) and say that it is realized by A.
Recall that the inverse eigenvalue problem for special kind of matrices is concerned with constructing a
matrix that maintains the required structure from its set of eigenvalues. For Jacobi matrices, this has been
studied recently in [6], for symmetric quasi anti-bidiagonal matrices, this has been done in [21] and more recently
for block Toeplitz matrices, a study was presented in [29], see [3] for more on these topics.
In this paper, we are concerned with the following inverse eigenvalue problems. The nonnegative inverse
eigenvalue problem (NIEP) can be stated as the problem of finding necessary and sufficient conditions for an
n-tuples (λ1;λ2, . . . , λn) (where λ2, ..., λn might be complex) to be the spectrum of an n×n nonnegative matrix
A see [1, 10, 13, 14, 28] and the references therein. Similarly, the stochastic inverse eigenvalue problem (SIEP)
asks which sets of n complex numbers can occur as the spectrum of an n×n stochastic matrix A. In addition, the
doubly stochastic inverse eigenvalue problem denoted by (DIEP), is the problem of determining the necessary
and sufficient conditions for a complex n-tuples to be the spectrum of an n× n doubly stochastic matrix. Now
the nonnegative r-generalized stochastic (resp. doubly stochastic) inverse eigenvalue problem can be defined
analogously. However, for r > 0 it is obvious that this last problem is equivalent to that of (SIEP) (resp. DIEP)
since (r;λ2, ..., λn) is realized by an n×n nonnegative r-generalized stochastic (resp. doubly stochastic) matrix
if and only if 1
r
(r;λ2, ..., λn) is realized by an n× n stochastic (resp. doubly stochastic) matrix.
It is well-known (see [9]) that (NIEP) is equivalent to (SIEP). More precisely, if the n-tuples (λ1;λ2, ..., λn)
is the spectrum of an n × n nonnegative matrix A, then (λ1;λ2, ..., λn) is also the spectrum of a nonnegative
λ1-generalized stochastic matrix. In addition, (SIEP) and (DIEP) are known not to be equivalent (see [9])
and hence the obvious question to consider here is how these two problems are connected. Our intention in
this paper, is to establish some relation between these two problems. More generally, if λ = (λ1, ..., λn) is the
spectrum of an n × n nonnegative matrix A, what can be done to λ in order to have it realized by an n × n
doubly stochastic matrix. In addition, the problem of finding sufficient conditions on a stochastic matrix to be
cospectral to a doubly stochastic matrix is also considered here.
Finally, we conclude this section by some results from [12] but first we need to introduce some more relevant
notation. Let Vn−1 = In−1 − (1 + 1√n )Jn−1 and define the block matrix Un =
(
1√
n
√
n−1√
n
eTn−1√
n−1√
n
en−1 Vn−1
)
.
Then the first result can be stated as follows.
Lemma 1.1 For any matrix A ∈ Ω1(n), there exists an (n− 1)× (n− 1) matrix X such that A = Un(1⊕X)Un
and conversely, for any (n− 1)× (n− 1) real matrix X, Un(1⊕X)Un ∈ Ω1(n).
Remark 1.2 The preceding lemma is also valid if Un is replaced by any real orthogonal matrix V whose first
column is en and in this case A = V (1 ⊕X)V T (see [26]).
The second one is the following.
Theorem 1.3 [12] Let A be an n× n real matrix. Then B∗ = (In − Jn)A(In − Jn) + Jn is the unique closest
matrix to A in Ω1(n) with respect to the Frobenius norm
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2 Main observations
We start this section by introducing the following auxiliary result which is presented in Perfect [23] and is due
to R. Rado.
Theorem 2.1 ([23]) Let A be any n×n matrix with eigenvalues λ1, ..., λn. Let X1, X2, ..., Xr be r eigenvectors
of A corresponding respectively to the eigenvalues λ1, ..., λr with r ≤ n and let X = [X1|X2|...|Xr|] be the n× r
matrix whose columns are X1, X2, ..., Xr. Then for any r × n matrix C, the matrix A + XC has eigenvalues
γ1, ..., γr, λr+1, ..., λn where γ1, ..., γr are the eigenvalues of the matrix Λ + CX where Λ = diagonal(λ1, ..., λr).
As a conclusion, we have the following elementary lemma.
Lemma 2.2 Let (r, λ2, ..., λn) be the spectrum of an r-generalized n × n stochastic (resp. doubly stochastic)
matrix A = (aij). Then for any real ǫ, the n-list (r + ǫ, λ2, ..., λn) is the spectrum of an (r + ǫ)-generalized
stochastic (resp. doubly stochastic) n × n matrix S. In particular, there exists k ≥ 0 such that the n-list
(r + ǫ, λ2, ..., λn) is the spectrum of a nonnegative (r + ǫ)-generalized stochastic (resp. doubly stochastic) n× n
matrix S for all ǫ ≥ k.
Proof. Since en is an eigenvector for A corresponding to the eigenvalue r, then taking the matrices X = ǫen
and C = eTn in the preceding theorem, we obtain the (r + ǫ)-generalized stochastic (resp. doubly stochastic)
n× n matrix S = A+ ǫeneTn with σ(S) = (r+ ǫ, λ2, ..., λn). For the second part, we let k = |min(aij)| and then
for any ǫ ≥ k, the matrix S is nonnegative. This completes the proof.
Now for nonnegative matrices, we have the following.
Theorem 2.3 Let σ(A) = (r;λ2, ..., λn) be the spectrum of an n× n nonnegative matrix A = (aij). Then there
exists a real kA ≥ −r such that (r + ǫ;λ2, ..., λn) is the spectrum of a nonnegative (r + ǫ)-generalized n × n
doubly stochastic matrix D, for all ǫ ≥ kA.
Proof. First let xj(A) be denoted by xj for all j = 1, 2, ..., n and without loss of generality, we can assume
that A is nonnegative r-generalized stochastic matrix. Then for any vector y =
√
n(y1, y2, ..., yn)
T in Rn,
Theorem 2.1 tells us that the spectrum σ(B) of the matrix B = A+ eny
T is clearly equal to
σ(B) =

r + n∑
j=1
yj , λ2, ..., λn

 .
Now the key idea is to study the conditions on all the yjs for which B is a nonnegative generalized doubly
stochastic matrix. Clearly the matrix B is given by:
B =


a11 a12 . . a1n−1 r −
n−1∑
j=1
a1j
a21 a22 . . a2n−1 r −
n−1∑
j=1
a2j
. . . . . .
. . . . . .
an1 an2 . . ann−1 r −
n−1∑
j=1
anj


+


y1 y2 . . yn−1 yn
y1 y2 . . yn−1 yn
. . . . . .
. . . . . .
y1 y2 . . yn−1 yn


Now observe that each row sum of B is equal to r+
∑n
j=1 yj , and for all j = 1, 2, ...n, the sum of the jth column
of B is xj + nyj. By equating each jth column sum of B to the jth row sum which is r +
∑n
j=1 yj , we obtain
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the system of n linear equations in the n unknowns y1, ..., yn given by:

ny1 + x1 = r +
n∑
j=1
yj
ny2 + x2 = r +
n∑
j=1
yj
...
nyn−1 + xn−1 = r +
n∑
j=1
yj
nyn + xn = r +
n∑
j=1
yj
(1)
Since
∑n
j=1 xj = nr, then the sum of any n − 1 equations of (1) is equal to the remaining equation and the
system is in fact of n− 1 equations in n unknowns and has an infinite number of solutions (which is obviously
a line solution). Now if we let xm = max(xj), then we take ym as the only parameter for this system, and then
its solution is easily given by:

y1 = r + ym − (1/n)(2x1 + x2 + ...+ xm−1 + xm+1 + ...+ xn)
y2 = r + ym − (1/n)(x1 + 2x2 + x3 + ...+ xm−1 + xm+1 + ...+ xn)
...
ym−1 = r + ym − (1/n)(x1 + ...+ xm−2 + 2xm−1 + xm+1 + ...+ xn)
ym+1 = r + ym − (1/n)(x1 + ...+ xm−1 + 2xm+1 + xm+2 + ...+ xn)
...
yj = r + ym − (x1+x2+...+xm−1+xm+1+...+xj−1+2xj+xj+1+...+xnn )
...
yn = r + ym − (1/n)(x1 + x2 + ...+ xm−1 + xm+1 + ...+ xn−1 + 2xn)
(2)
So that for j 6= m the ij-entry of B = (bij) is clearly given by:
bij = aij + r + ym − (1/n)(x1 + ...+ xm−1 + xm+1 + ...+ xj−1 + 2xj + xj+1 + ...+ xn),
and
bim = aim + ym.
As aj be the smallest entry of the jth column of A, then obviously the conditions for which B is nonnegative
are given by:


a1 + r + ym − (1/n)(2x1 + x2 + ...+ xm−1 + xm+1 + ...+ xn−1) ≥ 0
a2 + r + ym − (1/n)(x1 + 2x2 + ...++xm−1 + xm+1 + ...+ xn−1) ≥ 0
...
am−1 + r + ym − (1/n)(x1 + ...+ xm−2 + 2xm−1 + xm+1 + ...+ xn) ≥ 0
am + ym ≥ 0
am+1 + r + ym − (1/n)(x1 + ...+ xm−1 + 2xm+1 + xm+2 + ...+ xn) ≥ 0
...
an + r + ym − (1/n)(x1 + x2 + ...+ xm−1 + xm+1 + ...+ xn−1 + 2xn) ≥ 0.
(3)
It is easy to see that system (3) has an infinite number of solutions. Let kA be the smallest value of ym for which
(3) is satisfied. Since naj ≤ xj for all j 6= m then we have aj − (1/n)(x1+ ...+xm−1+xm+1+ ...+xj−1 +2xj +
xj+1+...+xn) ≤ 0, so that r+kA ≥ r+kA+aj−(1/n)(x1+...+xm−1+xm+1+...+xj−1+2xj+xj+1+...+xn) ≥ 0,
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for all j 6= m. Moreover am ≤ r and then r + kA ≥ am + kA ≥ 0. Thus kA ≥ −r. Now for any ǫ ≥ kA there
exists α ≥ 0 such that such that ǫ = kA + α and then (r + ǫ, λ2, ..., λn) is obviously realized by B + αJn and
the proof is complete.
Example 2.4 Let A be the stochastic matrix defined by A =

 1/3 1/3 1/31/4 1/4 1/2
1/6 1/6 2/3

 with σ(A) = (1, 0, 1/4).
Then x1 = x2 = 3/4, x3 = 3/2 and therefore the parameter for the system is y3 with
B = A+

 1 + y3 − (2x1 + x2)/3 1 + y3 − (x1 + 2x2)/3 y31 + y3 − (2x1 + x2)/3 1 + y3 − (x1 + 2x2)/3 y3
1 + y3 − (2x1 + x2)/3 1 + y3 − (x1 + 2x2)/3 y3

 =

 7/12 + y3 7/12 + y3 1/3 + y31/2 + y3 1/2 + y3 1/2 + y3
5/12 + y3 5/12 + y3 2/3 + y3

 .
Clearly the smallest entry of B is y3 + 1/3 and therefore kA = −1/3, and then we obtain the nonnegative
1
2 -generalized doubly stochastic matrix X =

 1/4 1/4 01/6 1/6 1/6
1/12 1/12 1/3

 whose spectrum is σ(X) = (1/2, 0, 1/4).
Finally, note that X + 1/2Jn is doubly stochastic with spectrum (1, 0, 1/4).
It should be stressed that the boundary kA = −r can be achieved by the matrix A whose each entry in the
first column is r and all the remaining entries are zeroes and in this case, A is cospectral to the nonnegative
r-generalized doubly stochastic matrix rJn.
3 Applications
One of the obvious applications of the preceding theorem lies in the fact that any known sufficient conditions
for the resolution of (NIEP) will eventually lead to some sufficient conditions for the resolution of (DIEP).
Recall from [7] that if (λ2, ..., λn) is any list of complex numbers which is closed under complex conjugation,
then there exists a least real number λ1 ≥ 0 such that (h;λ2, ..., λn) is realized by some n×n nonnegative matrix
Ah for all h ≥ λ1. Thus by Theorem 2.3, 1h+kAh (h + kAh ;λ2, ..., λn) is realized by an n × n doubly stochastic
matrix.
To present another main application, recall that in [9], the author obtained some sufficient conditions for
a stochastic matrix to be similar to a doubly stochastic matrix. In connection with this, we prove that the
preceding theorem can be simply used to obtain sufficient conditions for a stochastic matrix to be cospectral to
a doubly stochastic matrix which is one of the main results of this paper.
Theorem 3.1 Let A = (aij) be an n × n stochastic matrix with spectrum (1, λ2, ..., λn). Let aj and xj be the
smallest entry and the sum of the jth column of A respectively. If

x1 ≤ 1 + na1
x2 ≤ 1 + na2
...
xn ≤ 1 + nan
(4)
then there exists an n × n doubly stochastic matrix B with spectrum (1, λ2, ..., λn). Moreover, B is the unique
closest doubly stochastic matrix to A with respect to the Frobenius norm and with the property that B is cospectral
to A.
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Proof. In system (3), substituting r = 1 and using the fact that x1+ x2 + ...+xn = n, the system becomes

a1 + ym +
xm
n
− x1
n
≥ 0
a2 + ym +
xm
n
− x2
n
≥ 0
...
am−1 + ym +
xm
n
− xm−1
n
≥ 0
am + ym ≥ 0
am+1 + ym +
xm
n
− xm+1
n
≥ 0
...
an + ym +
xm
n
− xn
n
≥ 0.
. (5)
Choosing ym =
1
n
− xm
n
in (5), we obtain (4). Next, it is not hard to check that the system in (4) implies that
the matrix B in the proof of the preceding theorem is doubly stochastic and has the required spectrum. For
the second part, Theorem 1.3 tells us that it suffices to prove that B = (In − Jn)A(In − Jn) + Jn. Since for a
stochastic matrix A, we have AJn = Jn then (In−Jn)A(In−Jn)+Jn = A−JnA+Jn. Moreover, each ij-entry
of the matrix JnA is clearly equals to
xj(A)
n
. With this in mind, a simple check now shows that all entries of the
two matrices B and A− JnA+ Jn are the same and the proof is complete.
Example 3.2 Consider the following stochastic matrix A =

 2/3 1/3 01/3 2/3 0
1/2 1/2 0

 which has spectrum σ(A) =
(1, 1/3, 0). Clearly A satisfies the conditions of the preceding theorem and from the above argument, A is cospec-
tral to the matrix B =

 1/2 1/6 1/31/6 1/2 1/3
1/3 1/3 1/3

 which is the unique doubly stochastic matrix that is closest to A
with respect to the Frobenius norm.
It is worth mentioning that by choosing a particular ym in system (3) results in a nonnegative generalized
doubly stochastic matrix B whose row and column sum does not depend on the entries of A. As illustration,
we have the following theorem.
Theorem 3.3 Let A = (aij) be an n×n nonnegative r-generalized stochastic matrix with spectrum (r;λ2, ..., λn).
Then there exists an n× n nonnegative generalized doubly stochastic matrix B with spectrum (nr;λ2, ..., λn).
Proof. In system (3), let ym = (1/n)(x1 + ...+ xm−1 + xm+1 + ...+ xn). Since each entry of A is less than or
equal r then xj ≤ nr for all j = 1, 2, ..., n. Therefore with this choice of ym, the system (3) is satisfied and in
this case we obtain the nonnegative generalized doubly stochastic matrix B whose each row and column sum
equals to nr.
4 Some related results
In [9], the author also studied the problem of finding sufficient conditions for a real matrix to be similar to an
element of Ω1(n) and obtained the following result.
Theorem 4.1 [9] Let A be a real n × n matrix with spectrum σ(A) = {1, λ2, ..., λn}. Then A is similar to a
matrix with row and column sum 1 if and only if the space of left eigenvectors of A corresponding to 1 is not
orthogonal to the space of right eigenvectors of A corresponding to 1.
Replacing the word ”similar” by ”cospectral”, we have the following result.
Theorem 4.2 Let A be a real n× n matrix with spectrum σ(A) = {1, λ2, ..., λn}. Then A is always cospectral
to a matrix with row and column sum 1.
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Proof. Let Cn−1 be the companion matrix of the (n − 1)-list {λ2, ..., λn}. Then Cn−1 is an (n − 1) × (n − 1)
real matrix with spectrum {λ2, ..., λn}. Therefore by Lemma 1.1, the matrix B = Un(1 ⊕ Cn−1)Un is in Ω1(n)
and whose spectrum obviously satisfies σ(B) = σ(A).
Corollary 4.3 Let A be a real n×n matrix with spectrum σ(A) = {1, λ2, ..., λn}. Then there exists kA ≥ 0 such
that (1 + kA;λ2, ..., λn) is the spectrum of an n× n nonnegative (1 + kA)-generalized doubly stochastic matrix.
Proof. Consider the matrix B = (bij) = Un(1 ⊕ Cn−1)Un given in the proof of the preceding theorem and
let kA = |min(bij)|. Then (1 + kA;λ2, ..., λn) is the spectrum of the nonnegative (1 + kA)-generalized doubly
stochastic matrix B + kAJn.
Remark 4.4 It should be noted that in the proof of Theorem 4.2, if we replace Un by any orthogonal matrix
V whose first column is en, then the matrix B
′ = V (1 ⊕ Cn−1)V T is also an element of Ω1(n) and whose
spectrum σ(B′) = σ(A). Of course for each choice of V, there corresponds a different nonnegative kA such that
the preceding corollary is valid.
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