An approach to developing active control strategies for separated ows is presented. The methodology proposed is applied to the incompressible unsteady wake ow behind a circular cylinder at Re = 100. Control action is achieved via cylinder rotation. Low order models which are amenable to control and which incorporate the full non-linear dynamics are developed using the Proper Orthogonal Decomposition (POD) technique. These models are generated from data provided by numerical simulation. The model predictions are found to be capable of describing control-induced departures from stationary conditions, making it feasible to envisage employing them for model-based control of the vortexshedding ow. The use of these models and the resulting optimal control results are discussed.
Introduction
The idea of controlling an unstable or unsteady uid ow in order to optimize its characteristics in some way is highly attractive, and has a wide range of potential applications. However, the implementation of this concept is contingent upon the availability of a model of the ow which is suitable for control system design. Thus, to date, applications have been restricted to situations where it is possible to derive simple, sometimes heuristic, models describing the ow behavior and control system action. In many cases of interest though, such models are not available a-priori, and one is faced with the prospect of using expensive full-scale numerical simulations in the control design process. In this paper we describe an alternative approach, whereby a simple, low-order system model is derived numerically from the Navier-Stokes simulation data and then used as the basis for control system design.
2 Navier-Stokes Numerical Simulation of the Cylinder Flow
We consider two-dimensional, incompressible, viscous ow past a circular cylinder at Reynolds numbers where vortex shedding occurs. The large scale separation region and the global unsteadiness of this ow are typical features of applications where ow control is potentially bene cial. One can envisage a variety of possible control objectives, such
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as, the minimization of drag, the minimization of transverse force uctuation, or the reduction of wake unsteadiness.
The incompressible Navier-Stokes equations are discretized in time via a three step projection method (Chorin 1] ) and in space using a Galerkin nite element approximation (Donea et u ? u (n) t = ?u (n) ru (n) + r 2 u (n) (1) r 2 p (n) = r u t (2) u (n+1) ? u 
Here u (n) consists of the x-and y-components of velocity and p (n) represents the pressure. The superscripts denote the time level of the variables, and are the uid density and kinematic viscosity respectively, and t is the time step.
Steps (1) and (3) together represent an explicit timestepping solution to the Navier-Stokes equations; @u @t = ?u ru ? rp + r 2 u (4) while the pressure calculation in step (2) enforces the incompressibility condition r u = 0.
In the absence of upwind spatial di erencing, or added arti cial viscosity, the formulation described here would su er from the well-known numerical instability problems associated with the discretization of the convective term. Such di culties may be avoided by replacing the right hand size of equation (1) by u ? u n t = ?(u n r)u n + 1 Re r 2 u n + t 2 r (u n u n ) r]u n (5) where denotes the dyadic product. The additional term plays the role of an added arti cial viscosity which is only active in the streamline direction (Christie et al 4], Hughes et al 5], Donea 6] ) and despite having only a higher order e ect, due to the presence of t, it is found to be su cient to stabilize the numerical solution. The spatial domain is discretized into a mesh of triangular elements, and linear shape functions Ni(x) x = (x; y)] are de ned for each node i of the mesh. Figure (1) shows the nite element mesh, consisting of 6650 triangles and 3401 vertices, used for the computations reported in this paper. The requirements that Ni(x) be one at the node i, zero at all the other nodes, and be piecewise linear in x and ycoordinates over each triangular element are su cient to specify it uniquely. These shape functions may be used to approximate the problem variables u and p in a piecewise
where the summation extends over the total number of vertices, and ui and pi denote the values of the velocity and pressure at the mesh node i. It is noted the present algorithm allows for equal interpolations for u and p since the pressure is determined directly from the Poisson equation (2) . The nite element spatial discretization thus yields three matrix equations involving the nite element mass matrix for equations (1) and (3) and the nite element Laplacian matrix for equation (2) . The solution of these equations represents our numerical approximation to the ow. Furthermore, due to the strongly local nature of the shape functions, the matrices in these equations are sparse, symmetric and positive de nite, and amenable to e cient solution by iterative methods. Here a preconditioned conjugate gradient algorithm with a diagonal preconditioning matrix is employed.
The numerical ow solution for the non-rotating circular cylinder at a Reynold's number 100 is computed. A typical pressure contour plot of the resultant ow is presented in gure (2) . The corresponding time history of the lift and drag coe cients are displayed in gure (3). The computed lift and drag coe cients are in good agreement with the results of previous experimental and computational (Simo et al 7] ) investigations. 3 Reduced Order Model for a Nonrotating Cylinder
For illustrative purposes, we derive in this section a reduced order model for the non-rotating cylinder ow. The low order model is derived from the numerical simulation by performing a proper orthogonal decomposition on the data (Sirovich 8] and Berkooz et al 9] ), thereby generating a set of spatial functions which are used as a basis for a Galerkin projection of the Navier-Stokes equations.
Given a set of velocity elds corresponding to N discrete times, uj; j = 1:::N, the \snapshot" form of the POD (Sirovich 8] ) generates N basis functions (`modes') of the form, i = P j ijuj, which are mutually orthogonal and optimal in terms of their ability to represent the ow kinetic energy. For each mode i the coe cients ij are the components of the i-th eigenvector of the correlation matrix Kij = (ui ? um; uj ? um) (7) and the corresponding eigenvector represents the energy associated with that mode. In equation (7) (11) where ? is the domain boundary. The above boundary integral is equal to zero, since i n = 0 on the in ow, lateral far-eld boundaries and the cylinder surface, and p = 0 on out ow far-eld boundary. Thus, given a set of initial conditions yi(0), the time evolution of the basis function amplitudes may be calculated from these equations. For illustrative purposes, snapshots are taken after the stationary periodic motion of the NavierStokes simulation has been fully established. Figure (4) shows the eigenvalue spectrum of the correlation matrix formed from a set of 15 snapshots, obtained at regular intervals over two vortex shedding periods. Clearly, most of the uctuation energy is captured by the rst two modes alone, and if six modes are taken the remaining eigenvalues account for less than 0:1 of the unsteadiness in the snapshots. The decomposition of the ow achieved here is thus highly e cient. These results are in agreement with those of Deane et al 10] , and the associated basis functions also correspond satisfactorily. Velocity contours for the rst four are plotted in gures (5) to (8) . Note the pairing of similar patterns, shifted spatially, a result of the convective nature of the ow. 
Inclusion of Cylinder Rotation
To introduce control into the problem, we consider cylinder rotation as a means of actuation. A similar control idea has been suggested by Burns et al 11] . Two approaches are proposed to address this problem. The rst, which we call the \Control Function Method", is motivated by the desirability of having homogeneous boundary conditions on the basis functions used in the Galerkin projection, and involves the removal of the inhomogeneous boundary condition by including a suitably chosen function (the \control function") in the expansion of the velocity eld. The second, the \Penalty Method" retains the POD basis functions in their original form, and imposes the inhomogeneous boundary condition on the cylinder in a weak sense when performing the Galerkin projection. Both formulations are formally valid, but yield qualitatively di erent low order models, and it is thus of interest to compare their performance.
The Control Function Method
A convenient way to generate a control function is to take the ow solution generated via simulation for the desired motion of the boundary. Here, this is simply the velocity eld generated by a steady cylinder rotation with angular velocity = 1 and a zero velocity and constant pressure at the far-eld boundary. The velocity contours of the control function are shown in gure (10) . Note that this ow solution approximates a potential vortex. Denoting this solution by uc(x), the modi ed snapshot set is now u(x; t k ) ? (t k )uc(x) (12) and the mean ow and basis functions are obtained from this modi ed set in the usual way. The i thus generated have zero velocity on the cylinder surface, and the velocity expansion u = um + (t)uc + X j yj(t) j(x) (13) where the term (t)uc satis es the non-homogeneous velocity boundary condition on the rotating cylinder. The Galerkin projection then yields: (14) where yi represents the amplitude of mode i, denotes the control, and the coe cients aij, b ijk , cij, di, fi, gi and hi, are constant. Thus, given a known control (t), the above equations can be numerically integrated in time for any suitable set of initial conditions fyi(0); i = 1 : : : Ng.
The Penalty Method
In this approach the essential boundary condition is enforced in an integral, \weak" fashion. As ! 0, u on the cylinder boundary will converge to the original boundary condition. Essentially, this approach may be thought of as imposing u = Re a distance into the uid, and reducing that distance until a satisfactory solution is obtained.
In this case, on performing the Galerkin projection, we obtain
Note that, even though our i are non-zero on the cylinder surface, n = 0 still; hence the continued absence of the pressure term. As with the control function formulation, equation (17) may be integrated forwards in time, subject to a set of initial conditions and speci ed (t), to yield predictions for the mode amplitudes.
Generalized Basis Functions
It was found that the basis functions obtained from the non-rotating Navier-Stokes simulations were not capable of producing a good prediction of the ow when the cylinder rotation was included. Since this problem is associated with the unphysical coupling of conditions at the cylinder with conditions downstream, we seek a method of generating snapshots which de-couples these elements. In essence, we need to vary the phase of the vortex shedding at the cylinder, so that the unsteady dynamics of the system are re ected in the snapshots.
In order to carry out this system identi cation procedure a cylinder rotation of the form,
essentially a varying frequency sinusoid, or`chirp' is imposed. Here we consider o = 2; T1 = 6; A = 1; T2 = 48 which yields excitation from around half to twice the shedding frequency as shown in gure (11) . The chirp applied after the stationary \locked-on" ow condition corresponding to a cylinder rotation given by o = 2; T1 = 6; A = 0. After the chirp is started 75 snapshots are taken at time intervals of 0.64, and these are used to form the correlation matrix in equation (7) .
The eigenvalue spectrum of the correlation matrix is shown in gure (12) . Clearly, the varying-frequency cylinder rotation results in a ow with many more degrees of freedom (based on energy distribution) than the steady-state shedding. Figures (13) to (15) show some velocity contour plots of the obtained basis functions. From these it may be seen that our goal of generating basis functions capable of providing a more "physical" description of the ow has, at least to some extent, been attained. The presence of nearly frozen patterns convecting downstream may be accounted for by modes like those of gure (13), while other modes are dominated by local behavior around the cylinder (e.g. gure 14). Any changes in the mean ow due to the varying excitation also appear in the basis functions (e.g. gure 15).
The Optimum Control Problem
In this section we consider the problem of determining a control (t) satisfying an initial condition (0) = 0 that will minimize a given cost function. Of interest here, are cost functions which can be written in the following general form 
is evaluated. Then, a straightforward steepest descent update
guarantees that E( k+1 ) E( k ) for a su ciently small scalar k . The iteration process is stopped when the magnitude of the gradient function becomes smaller than a prescribed tolerance. Clearly, more sophisticated update algorithms can be used.
Continuum Formulation
An e cient calculation of the gradient function in equation (20) can be accomplished using the ideas of Optimum Control Theory (Lions 13] and Pironneau 14] Clearly, if we restrict ourselves to functions yi satisfying equations (14) , the minimization of equation (22) is equivalent to the minimization of (19) since the additional term is identically zero for arbitrary i functions. Note that the problem in equation (25) is a linear initial value problem that needs to be solved in reverse time for the N co-state functions i (t). Once these are known, it is straightforward to evaluate E for an arbitrary variation in the control using expression (26). Similar derivation for the Penalty method could be obtained.
The Discrete Problem
In the discrete case, integrals are replaced by summations and the unknown control function (t) is parameterized using an expansion of the form (t) (0)(1 ? t
The vector k containing the N d design variables k m can therefore be updated using the discrete analogue of equation where the superscript n denotes time level and Nt = T= t.
6 Prediction of the Optimal Controller Using the ODE System
Performance Measures
The greater spread of energy in the chirp-excited snapshots implies a need for a greater number of basis functions in our low order model. Here we take 18, as a compromise between model complexity and ow description accuracy (around 98% of the unsteady energy in the snapshots is captured by the rst 18 basis functions). Assessment of our results by comparing predicted and observed modal amplitudes is thus no longer practical and we seek to de ne more rigorous performance measures.
We consider three velocity elds; the \exact" eld u(x;t) produced by the numerical simulation, the projected eld up(x; t) and the predicted eldû(x; t). The second of these is the result of projecting the exact solution onto the reduced approximation space:
up(x; t) = um(x) + 
The normalization is chosen on the (estimated) velocity uctuation u?um to avoid the numerical \swamping" e ect of including the mean ow. Since um is, to all intents and purposes, the same for the control function and penalty methods (it di ers only in so far as the mean value of among the snapshots di ers from zero) these measures will provide a valid basis for comparison. Finally, we note that the orthogonality of the basis functions may be used to simplify equation ( for the control function method. This quantity, resulting as it does from the exact projection of the ow onto the basis functions, will always be less than or equal toÊ.
Test Case
For our test case, we take as initial condition the stationary ow past the non-rotating cylinder, and derive the optimal control for a look-ahead time corresponding to about three vortex shedding periods (T = 20). The low order models used are those derived from the generalized basis function and the forward and backward time integrations are carried out using a fourth-order Runge-Kutta method.
The cost function was chosen to be
Here we associate our desire to reduce the wake unsteadiness with the mode amplitudes, yi. The optimal control calculation is performed with N d = 50 in the parameterization of and is halted once the reduction in E is less than 5% of its current value. The constants governing the control expense, N and max (see equation (4) ) are taken to be 10 and 2 respectively. Figures (16) and (17), for the Control and Penalty method respectively, show the optimized control action for this example. The prescribed rotation is clearly well bounded by our imposed limit max, and tends to be largest over the rst half of the time interval. This re ects the fact that later control action tends to a ect mode amplitudes beyond the look-ahead time T (due to delays associated with convection), and the optimal control thus sees no value in any e ort here.
The test of the algorithm lies in whether the control achieves its objective minimization of the sum of the squared mode amplitudes. This quantity is plotted in Figures (18) and (19), from which it is clear that signi cant reduction is achieved by the calculated control action. Note that despite the fact that the optimal control action predicted by the two methods are di erent, the unsteadiness decrease predicted by the two models are similar.
Example on Control of a Real System
In this section we discuss the application of the optimal control formulations to control the ow in the full NavierStokes simulation. Given the limited predictive capability of the low order models developed, some form of periodic re-initialization of the mode amplitude estimates, yi, is necessary and here we assume this re-initialization to be performed with full knowledge of the ow eld.
Our objective here is the minimization of the (estimated) wake unsteadiness, u ? um, which translates to the minimization of the mode amplitudes. The model performance over approximately the rst eighth of a vortex-shedding period is reasonable, and accordingly we choose to re-initialize our estimates of the mode amplitudes every 0.25 time units. As this will be too short an interval to see the e ect of a control action on the wake unsteadiness, we specify a corresponding look-ahead time ( (25) respectively. These gures can be compared with the pressure contours (time units = 40) for the non-rotating cylinder ow which started from the same initial condition (see gure 2). Notice that from the unsteadiness history of both methods, at 40 time units, the unsteadiness level for the Control Function method is approximately equal to 2.5 whereas the one for the penalty method is about 4. The e ect of the magnitude of the unsteadiness for both methods can be clearly observed in the pressure contour plots. Notice that the vortex shedding far behind the cylinder for the Control Function method almost entirely disappear whereas the one for the Penalty method can still be observed.
The control history predicted by the two methods is very di erent. In the control function method, we observe a periodic coherent rotation whereas for the penalty method, the control action is far less regular and noticeably not centering at zero. We note that the predicted ow behavior of the two methods is also quite di erent. For the control function method the average unsteadiness level is lower than for the penalty method. However, higher frequency components are found in the ow when the control function method is used.
Concluding Remarks
In this paper we have presented investigations into the application of the low order models to control of the unsteadiness in the cylinder wake. Speci cally, we have derived optimal control formulations for the control function method and the penalty method and applied them to the numerical ow simulation, demonstrating that it is possible to reduce the wake unsteadiness via this approach, as long as one can reset the model periodically. From our limited experience, it is not clear which of the two approaches is preferable. It has also been found that a poor choice of basis functions for the low order model can negate the bene ts of the control.
We conclude, then, that low order model-based control of this ow is possible, and that the level of unsteadiness in the cylinder wake can be reduced. However the degree of complexity of our control \system" is markedly greater than would originally be suggested from a consideration of the uncontrolled ow, and this leads us to the general conclusion that actively-controlled ows may, in general, exhibit many more signi cant degrees of freedom than their unforced counterparts. Furthermore, attempts to control the degrees of freedom participating at a given time may tend to push the ow into other regions of parameter space, and the low order model employed must be capable of describing these regions su ciently well to enable successful control. Here we have found the best model to be one generated by a varying frequency \chirp" in the cylinder rotation rate.
This discussion raises the question of whether it is possible to have a low order model which describes the controlled ow to a high degree of accuracy, or whether attempts to generate such a model and apply it to control the ow will simply excite more and more degrees of freedom. 
