data analysis through specialized data models often leads to non-linear data spaces, whose geometry influences data analysis.
Manifolds and stratified spaces are large families of nonlinear geometric spaces used for mathematical modeling of real data. When data is modeled in such spaces, standard operations such as interpolation, averaging, principal components or hypothesis testing are no longer straightforward or even necessarily well defined. This special issue aims to capture the state-of-the-art in statistics on manifolds and stratified spaces, drawing on scientific communities as diverse as mathematical statistics, geometry, image analysis and computational biology.
Manifold Statistics
Shapes are classical examples of objects whose variation exhibits nonlinear behaviour. The history of shape statistics starts as early as 1917 with D'Arcy Thompson's book On Growth and Form [3] , pioneering the study of shapes through their deformations. D'Arcy Thomson cast the problem of analyzing the growth and form of biological shapes as a study of deformations of point sets and conformal maps.
Two main schools of thought have emerged from D'Arcy Thompson's work.
Pattern Theory and Its Descendants: Analyzing Data
Through Its Deformations
In the 1970-1980s, U. Grenander developed the General Pattern Theory [4] , studying both shapes and more general patterns through their deformations, as represented by group actions. In this formulation the analysis is transferred to the domain of Lie groups and homogeneous spaces. The princi-ples of Grenander's pattern theory are the foundation of modern research topics such as Log-Demons [5] and Large Deformation Diffeomorphic Metric Mappings (LDDMM) [6, 7] ; see also [8] [9] present the pole ladder, a numerical method for parallel transport on manifolds, applicable to longitudinal image registration in the Log-Demons and LDDMM frameworks.
In Multivariate tensor-based morphometry with a rightinvariant Riemannian distance on G L +(n), Zacur et al. [10] use a right-invariant metric on G L + (n) for voxel-based statistics on the Jacobian of the registration diffeomorphism from a template in any given voxel.
Explicit Manifold Parametrization of Data
Also in the 1970-1980s, Kendall developed a statistical model of shapes parametrized by finite point sets [11] . In Kendall's work, shape spaces are metric spaces obtained from representing a shape in R n as a finite, ordered family of points in R n , modulo the action of the group of direct similarities (scaling and special Euclidean transformations). In low dimension (n ≤ 2), the resulting orbit space is a Riemannian manifold, while in higher dimensions, the metric space obtained possesses singularities and in that sense is a stratified space. The direct representation and comparison of shapes as found in Kendall's model have since been used widely in the statistical and applied communities both for analyzing shapes and more general data. In many cases, data is modeled as residing on a Riemannian manifold of finite or infinite dimension, and the generalization to such spaces of statistical properties and corresponding numerical algorithms has thus become an active area of research.
In Intrinsic Polynomials for Regression on Riemannian Manifolds, Hinkle et al. [12] develop a theory of intrinsic polynomial curves for regression on Riemannian manifolds, in which polynomial curves are characterized by the vanishing of the fixed higher-order covariant derivative.
In Density Estimators of Gaussian Type on Closed Riemannian Manifolds, Bates and Mio [13] prove consistency results for density estimators of Gaussian type on closed, connected Riemannian manifolds.
In their paper Overview of the Geometries of Shape Spaces and Diffeomorphism Groups [14] , Bruveris, Bauer and Michor give a comprehensive overview of the state-ofthe-art on the geometry of infinite-dimensional shape spaces. Here, a smooth shape is represented as a Riemannian manifold embedded or immersed in Euclidean space, which is a very general, natural and compelling definition of shape. The paper gives an overview of diffeomorphism groups, their actions on mapping spaces and the resulting shape spaces. In particular, geometric spaces of metrics on shape spaces are studied, with applications to LDDMM.
Stratified Statistics
Many types of real-life data are not modeled well as residing on a manifold. For instance, factoring out a group of similarities can lead to a non-smooth orbit space, as is the case with Kendall's shape space in dimensions ≥ 3.The paper On Means and Their Asymptotics: Circles and Shape Spaces by Huckemann and Hotz [15] surveys current results and open questions related to the effect of singular strata on means and their asymptotics in circles, shape spaces and quotients of proper Lie group actions on Riemannian manifolds.
While singular spaces have played a part in shape analysis since the introduction of Kendall's shape space, the term stratification has not been used for that long. A stratified space is a union of smooth manifolds, meeting in a "controlled" way [16] . Stratified spaces lend themselves well to modeling data with variable topology, such as weighted trees [17] [18] [19] [20] [21] [22] [23] or graphs [24] . Approaches to stratified data spaces include the thesis of Bendich [25] , who addressed the inverse problem of estimating stratified data spaces from data using persistent homology. Recently, the 2010-11 SAMSI working group Data Analysis on Sample Spaces with a Manifold Stratification made significant contributions to developing a statistical theory for stratified spaces [26, 27] .
One important open question in stratified statistics is how dimensionality reduction should be defined. Some approaches model the first principal component as a geodesic optimizing a least squares cost function [19, 22] . However, it is unclear both how well a geodesic can describe data in a stratified space, how such principal components might be computed, and how to pass to the second principal component. The latter question is also not fully solved in the case of manifold data spaces. [28] , suggests a new approach to PCA/dimensionality reduction, where dimensions are peeled off in a backwards fashion through a series of nested relations. This definition of PCA does not assume a particular data space, only that the principal component candidates can be defined as level sets of a function.
The paper Backwards Principal Component Analysis and Principal Nested Relations by Marron and Damon
Sampling is a fundamental tool for solving optimization problems, but sampling in stratified spaces is a difficult open question because analogues of distributions such as Gaussians do not translate trivially. In the paper Diffusion on some simple stratified spaces, Nye and White [29] develop a theory for diffusion processes on simple stratified spaces.
In the paper Tree-oriented analysis of brain artery structure by Skwerer et al. [30] , tree-space statistics are used to analyze a set of leaf-labeled blood vessel trees from the Circle of Willis, which is topologically very heterogeneous. The authors investigate the effect of heterogeneous topologies on mean trees and intrinsic dataset geometry as captured by minimum spanning trees. Moreover, multidimensional scaling is used to transfer the data to a Euclidean space where further statistical analysis is performed.
Estimation of Shape Properties
The previous sections focus on the nonlinear nature of data spaces and the effect of data space geometry on statistical measurements. Often, however, the geometric properties of the data objects themselves are highly descriptive, and lead to new mathematical questions.
The paper Equi-Affine Invariant Geometry for Shape Analysis by Raviv et al. [31] studies local descriptors of shapes in 3D. Each shape is represented as a 2-dimensional manifold in R 3 with an equi-affine invariant Riemannian (pseudo-) metric derived from the second fundamental form. The new metric is used for shape operations such as Voronoi tesselation, shape retrieval and symmetry testing using the heat kernel associated to the new Riemannian (pseudo-) metric.
The paper Stable Length Estimates of Tube-like Shapes by Pausinger and Edelsbrunner [32] proposes stable length estimates for tubular structures such as river networks, blood vessels or dendrites. An integral geometric estimate of length for tube-like shapes is deeloped, and persistent homology is used to separate out the stable part of the estimate.
