Including pairwise interactions between the predictors of a regression model can produce better predicting models. However, to fit such interaction models on typical data sets in biology and other fields can often require solving enormous variable selection problems with billions of interactions. The scale of such problems demands methods that are computationally cheap (both in time and memory) yet still have sound statistical properties. Motivated by these largescale problem sizes, we adopt a very simple guiding principle: One should prefer a main effect over an interaction if all else is equal. This "reluctance" to interactions, while reminiscent of the hierarchy principle for interactions, is much less restrictive. We design a computationally efficient method built upon this principle and provide theoretical results indicating favorable statistical properties. Empirical results show dramatic computational improvement without sacrificing statistical properties. For example, the proposed method can solve a problem with 10 billion interactions with 5-fold cross-validation in under 7 hours on a single CPU.
Introduction
Given a response variable and several features of interest, it is a fundamental problem in many fields to identify which features are relevant for predicting the response. This problem becomes a major statistical challenge when the number of features collected exceeds the sample size, a situation that has become increasingly common in contemporary scientific research (in fields such as genetics, medicine, and the social sciences). The last two decades have witnessed many advances in addressing this "high-dimensional" challenge (Tibshirani 1996 , Fan & Li 2001 , Zou & Hastie 2005 , Candes & Tao 2007 , Fan & Lv 2008 , Belloni et al. 2011 , Sun & Zhang 2012 , and the computational and theoretical properties of these methods have been well studied.
However, in many situations, modeling the response as a linear function of the features (i.e., as main effects) might not be sufficient to characterize the full complexity of the relationship. In many settings, one finds that interactions between features account for variability in the response that cannot be explained by an additive function of the features alone. It is plausible that many biological phenomena, e.g., effects of various behaviors, exposures, and genetic factors on disease rates are not additive. For example, in genome-wide association studies (GWAS), the interaction effects among single-nucleotide polymorphisms (SNPs) and their interactions with other genetic or environmental factors have been found to be critical in understanding how certain human diseases formulate (Cordell 2009 ). Moreover, many problems in traditional statistics, including experimental design and nonlinear regression, naturally involve interaction effects.
We consider the following two-way interaction model:
where X ∈ R p is a p-dimensional random vector of main effects, Z = (X 1 * X 1 , X 1 * X 2 , . . . , X p * X p ) ∈ R (p 2 +p)/2 is the random vector of all pairwise interactions of X, and ε is an additive zeromean noise vector independent of X. Model (1) extends a typical linear model (in main effects X), and γ * characterizes how the pairwise interactions among features relate to the response. Although our method could be easily generalized to modeling interactions of higher order, for simplicity we restrict ourselves to the two-way interaction model (1).
With the sparsity assumption that only a small number of components in β * and γ * are nonzero, one might naturally consider solving a lasso (Tibshirani 1996) using all the main effects and the interactions (the so-called all pairs lasso, APL). In practice, APL quickly becomes infeasible to compute as p gets large. Performing APL with standard lasso solvers requires passing the whole augmented design matrix of main effects and interactions, which takes O(np 2 ) space. Moreover, even if we compute the interactions on the fly when solving APL, the state-ofart coordinate descent type of algorithm requires multiple passes over all O(p 2 ) variables until convergence.
Motivated by these observations, we introduce in this paper a computationally viable approach to interaction modeling, called sprinter (for sparse reluctant interaction modeling). In particular, our contribution are as follows:
• We propose a new principle in large-scale interaction modeling, which says that one should prefer main effects over interactions given similar prediction performance. We emphasize that this principle is distinct from (although reminiscent of) the common heredity principle. Sprinter is a multiple-stage method that honors this new principle: in the first stage it tries to capture as much of the variability in the response as possible without resorting to interactions; in the second stage it includes only interactions that capture signal that cannot be captured by main effects. In this sense, sprinter is a "reluctant" interaction selection procedure.
• By adhering to this principle, sprinter allows for interaction modeling on unprecedented problem sizes (for a method not relying on the heredity principle) without compromising practical or theoretical statistical performance. In particular, sprinter fits an interaction model with 2000 main effects about 100 times faster than APL, and it fits a problem with about 10 billion interactions with 5-fold cross-validation in under 7 hours on a single CPU.
• We derive finite-sample theoretical properties of sprinter, showing that the prediction error rate of sprinter is comparable to APL while being much more computationally efficient. Empirically, sprinter performs well across various simulation settings. In particular, it attains empirical statistical performance which is competitive with APL (and other methods) while being much easier to compute (both in terms of time and storage):
Related methods
Variable selection in large-scale interaction models (i.e., when p is large) is computationally very difficult, as the number of interactions, i.e., p 2 , grows quadratically with p. Assumptions on the interaction structure are usually made to facilitate computation. Hierarchy (Nelder 1977 , Peixoto 1987 , Hamada & Wu 1992 is the assumption that an interaction effect is in the model only if either (or both) of the main effects corresponding to the interaction are in the model. See Bien et al. (2013) and Hao & Zhang (2017) for justifications of the hierarchy assumption.
Many methods incorporate the hierarchy assumption into a single optimization problem over main effects and interactions (Efron et al. 2004 , Turlach 2004 , Zhao et al. 2009 , Yuan et al. 2009 , Choi et al. 2010 , Radchenko & James 2010 , Schmidt & Murphy 2010 , Bien et al. 2013 , Lim & Hastie 2015 , Haris et al. 2016 , She et al. 2018 , Hazimeh & Mazumder 2019 . These methods become computationally challenging for larger problem sizes. Other methods operate in multiple stages, exploiting the hierarchy assumption to attain greater computational efficiency (Wu et al. 2009 , 2010 , Hao & Zhang 2014 , Shah 2016 .
However, both the practical performance and the theoretical guarantees of these methods depend on the hierarchy assumption holding, which is not always the case (Culverhouse et al. 2002) . The method we propose in this paper is free of any assumptions on hierarchy and yet benefits from similar computational advantages as the multi-stage hierarchy methods. Furthermore, these multi-stage hierarchy methods often require that all nonzero elements of β * be detected in an early stage, which requires assumptions on the design and size of main effect coefficients. By contrast, our method only requires prediction error control, which holds much more generally.
Our method is not alone in dropping the hierarchy assumption. Interaction pursuit (IP) operates in two stages, first seeking a subset of the original p variables that are involved in the nonzero interactions and then restricting attention to interactions between these selected variables ). This method is efficient and can be quite effective. Like multistage hierarchy methods and unlike our method, IP's success hinges on successful screening in the first step. Screening is easiest when the interactions are concentrated among a small set of original variables. The most challenging situation for this method is when there is no such concentration of interactions over a small set of original variables. Other screening-based methods exist. Niu et al. (2018) select interactions based on the partial correlation between the response and each interaction, with the corresponding two main effects adjusted. Reese et al. (2018) screens interactions based on the three-way joint cumulant between the response and two main effects that consists of an interaction. While these two methods account for the exact two main effects when selecting an interaction, our proposal is more general in that it will only select an interaction that cannot be explained by any linear combinations of all main effects. Furthermore, our method is accompanied by finite sample theoretical guarantees, while such guarantees are not currently available for the methodology in Niu et al. (2018) and Reese et al. (2018) . Thanei et al. (2018) consider a randomized algorithm that solves each step of APL approximately by solving a closest-pair problem. By doing so, they show that the computational complexity of their method is sub-quadratic in p. Our method, while still having the same computational complexity of APL, appears to be as fast as Thanei et al. (2018) in practice, and we find in our experiments it gives better predictive performance.
Organization of the paper
The rest of the paper is organized as follows. In Section 2, we propose a new principle in largescale interaction modeling. We motivate this principle and present a re-parameterized model to rigorously characterize its feasibility. In Section 3, we formally introduce sprinter, a method built on this principle, and discuss its practical implementation as well as its computational complexity. A theoretical analysis of sprinter is then given in Section 4, where we present the prediction error bounds and the computational efficiency. In Section 5 we study the empirical performance of sprinter both through simulation and a data example.
Notation
Let q = (p 2 + p)/2 be the total number of pairwise interactions between p main effects. Given a matrix M ∈ R a×b and an index set T , denote M T as the a × |T | sub-matrix of M with columns selected from T , and λ max (M ) as the maximum singular value of M . On a sample level, we denote X = (X 1 , . . . , X p ) ∈ R n×p as the design matrix with each column X j ∈ R n consisting of all observations of variable X j (for j = 1, . . . , p). Similarly Z ∈ R n×q is the sample matrix of Z = (X 1 * X 1 , X 1 * X 2 , . . . , X p * X p ), y ∈ R n is the response vector, and ε ∈ R n is a vector of n independent samples of random error ε. We denote X j * X k to be the element-wise product of X j and X k and X 2 j = X j * X j . We let cor(X j , X k ) stand for the sample correlation between X j and X k , and let sd(X j ) to be the sample standard deviation of X j . And [p] is the set {1, 2, 3 . . . , p}. Finally, we let τ : [p] 2 → [q] map the interaction between X j and X k to its corresponding index in Z, i.e., Z τ (j,k) = X j * X k .
A reluctance principle
One main reason for the heavy computational burden of APL is that multiple passes over O(p 2 ) variables (including both main effects and interactions) are required until convergence when we use standard iterative techniques from convex optimization. What if we could afford only a single pass over all O(p 2 ) variables and are not able to have O(p 2 ) memory? In this case, one might consider a simple screening procedure that screens out irrelevant variables based on some measure of importance.
Yet this idea treats the p main effects and the p 2 interactions equivalently. The basic premise of our method is that we would like to fit the response as well as possible using only the main effects (or more generally a set of O(p) features based on main effects) and then only include interaction terms for what cannot be captured by main effects.
For example, consider a simple model Y = X 1 + X 2 + X 1 * X 2 , where X 1 = 1 A and X 2 = 1 B are the indicator variables of events A and B, respectively. Suppose further that with high probability A ⊆ B, so that X 1 * X 2 = 1 A * 1 B = 1 A∩B ≈ 1 A ; hence, the main effect X 1 = 1 A can be used in place of the interaction X 1 * X 2 , i.e., Y ≈ 2X 1 + X 2 . This main-effects-only explanation of Y is simpler to understand and yet explains Y nearly as well as the original model with the interaction term.
As a second example, suppose two main effects X j and X k are highly correlated. In such a case, the interaction X j * X k is then not much different from the squared effect X 2 j (or X 2 k ). Thus when main effects are highly correlated, much of the interaction signal can be captured using only the p squared main effect terms. In more general scenarios, specific interactions may be strongly correlated with linear combinations of main effects and (or) squared effects, which means that we could get equivalently predictive models without using that interaction.
These examples demonstrate that main effects, or simple functions of main effects (like their squares), are able in some cases to act as useful handles in approximating interactions. This observation leads us to propose a new principle in large-scale interaction modeling:
The reluctant interaction selection principle: One should prefer a main effect over an interaction if all else is equal.
Leaning on main effects more heavily than interactions is advantageous for at least two reasons. First, main effects are easier to interpret than interactions. Thus when presented with two models that predict the response equivalently, we should favor the one that relies on fewer interactions. When putting forward a regression model with interactions, there is an implication that the included interactions were needed. Second, we will show in this paper that prioritizing main effects (or simple functions of main effects such as squared terms) can lead to great computational savings (both in terms of time and memory). The key reason for these savings is that when p is large, the total number of main effects is far smaller than the number of interactions.
We emphasize that the proposed principle is different from the well-known hierarchical assumption. While both principles simplify the search of interactions by focusing on certain main effects, our principle does not explicitly tie an interaction to its corresponding main effects. For example, an interaction X 3 * X 4 could be highly correlated with a linear combination of X 1 and X 2 , which may lead us to exclude X 3 * X 4 . This logic is very different from the logic used in the hierarchical principle.
Model (1) expresses the signal in terms of a main effects signal term, X T β * , and an interactions signal term, Z T γ * . If X and Z were uncorrelated, this would be a unique decomposition. However, as demonstrated in the examples, there can be "overlap" between these two signal terms. Let X T ϑ * be the part of Z T γ * that can be explained by a linear combination of X, i.e.,
where we denote Σ = Cov(X) ∈ R p×p and Φ = Cov(X, Z) ∈ R p×q . We can then write (1) as
where
is the "pure" interaction effects that cannot be captured by linear combinations of X, with Cov(X, W ) = 0. We denote the covariance of the pure interactions as
where Ψ = Cov(Z) ∈ R q×q . By fitting Y using only linear combinations of X, we fit a misspecified model because the pure interaction W is ignored. We will see in the following sections that the zero covariance structure between X and W is helpful in analyzing the theoretical performance of the proposed method. Actually, this simplicity of theoretical analysis from the "orthogonality" between main effects and interactions is also observed in Hao & Zhang (2014) , where X is assumed to follow a zero-mean symmetric distribution. In such a case, we have that Φ = Cov(X, Z) = 0, which implies that ϑ * = 0 and W = Z. Our method does not require the symmetry of the distribution of main effects, and thus allows for more general covariance structure between main effects X and interactions Z.
Finally, we note that X in (3) can be generalized to be a random vector containing main effects and simple functions of main effects, i.e., the squared effects, or general univariate nonlinear functions of main effects. For example, when X is Gaussian, main effects and interactions are known to be uncorrelated; however, when squared main effects are added to X, then we no longer have Z = W .
The sprinter algorithm
In this section, we describe a new method, called sprinter, that is based on the reluctant interaction selection principle. The proposed method has three steps:
• In Step 1, we fit the response as well as possible using only the O(p) main effects variables (or simple univariate functions of these). This step purposely gives preference to main effects, corresponding to the reluctant interaction selection principle described in Section 2.
• In Step 2, we perform a single pass over all interactions to identify interaction signal that was not captured in Step 1. Because each of the O(p 2 ) interactions is only computed and used once, this step requires far less time and memory than APL, which requires repeated passes over all interactions.
• In Step 3, we fit a lasso (or any other user-specified variable selection method) on all main effects and the interactions that were selected in Step 2. Depending on the screening criterion in
Step 2, the total number of variables in Step 3 can be far smaller than O(p 2 ), leading to large computational gains over APL.
Algorithm 1 sprinter (a lasso example)
Require: Main effects X ∈ R n×p , response y ∈ R n , η > 0
Step 1: Fit a lasso of the response y on X.
Compute the residual r = y − Xθ.
Step 2: For a tuning parameter η, screen based on the residual:
Step 3: Fit a lasso of the response y on X and ZÎ η .
The lasso in Step 1 and Step 3 could be substituted by other regression methods. We choose the lasso as an example for subsequent analysis. In Step 1, X could be replaced by any design matrix of O(p) main effects related variables (in such a case, Step 2 would still only consider interactions between the original p main effects).
Step 2 can be considered as a sure independence screening (SIS; Fan & Lv 2008 , Barut et al. 2016 ) of all interactions using the residual from Step 1. In practice, the optimal value of the tuning parameter η is usually unknown and thus requires tuning. Instead, we consider screening usinĝ
This top-m approach is standard in screening based variable selection methods (Fan & Lv 2008 , Barut et al. 2016 ) and large-scale interaction modeling approaches , Niu et al. 2018 . Popular choices of values of m include n and n/ log(n) . The scaling of sd(r) is needed to facilitate the theoretical analysis of the scaling of η (see, e.g., Theorem 3 and Theorem 5). Clearly, when the top-m approach is used, the scaling of sd(r) is unnecessary. These first two steps are built around the reluctant interaction selection principle. Given a set of highly correlated variables, the lasso tends to select just one of them. Thus, if an interaction is highly correlated with one or more main effects, APL may very well select the interaction. By contrast, sprinter explicitly prioritizes the main effects (in Step 1). An interaction will only be selected (in Step 2) if it can capture something in the signal that the main effects cannot.
Computation
With a value of m ≤ n, the required computation in both Step 1 and Step 3 are no worse than fitting a lasso with p+n features. However, the major computational burden lies in Step 2, where O(p 2 ) sample correlations are computed. It is thus essential for this step to be implemented as efficiently as possible, both in terms of computational time and storage.
We compute the sample correlation between each interaction and the residual from Step 1 on the fly. In the meantime, a min-heap could be used to keep the index pairs of the interactions that attain the m largest sample correlations. This ensures that we won't have to store O(p 2 ) elements. The time complexity of Step 2 is thus O(np 2 + p 2 log m), where O(p 2 log m) is for maintaining the m largest elements in a data stream of size O(p 2 ) by maintaining a min-heap of size m (Cormen et al. 2009 ). Thus the total time complexity is O(np
Note that the whole algorithm only requires O(n(p + m)) storage. Various other data structures could be used to achieve similar computational and storage complexity.
Step 2 could also be computed approximately using locality sensitive hashing (Thanei et al. 2018 ).
Theoretical analysis
If main effects are sub-Gaussian, then their interactions are known to be sub-exponential. However, the analysis of interaction modeling usually involves the product of more than two main effects (e.g., the product of a main effect and an interaction), which has heavier tails than sub-exponential random variables. The following definition will therefore be useful.
Definition 1 (sub-Weibull(ν) random variable/vector, Definition 2.2 and 2.4 of Kuchibhotla & Chakrabortty (2018) ). A random variable U is a sub-Weibull random variable of order ν > 0, i.e., sub-Weibull(ν), if
where U ψν is the Orlicz norm of
The notion of sub-Weibull(ν) generalizes the definition of sub-Gaussian, which is sub-Weibull(2), and sub-exponential, which is sub-Weibull(1). In this paper, we are primarily interested in the cases where ν < 1. In particular, the product of three and four sub-Gaussian main effects, which as shown in Appendix A, are sub-Weibull(2/3) and sub-Weibull(1/2) respectively. In Appendix A, we also give a set of concentration inequalities for these heavy tailed random variables.
In the theoretical analysis of our method, we make the following assumptions:
A1 We have n independent samples from (1), where X = (X 1 , . . . , X p ) follows a zero-mean sub-Gaussian distribution with covariance matrix Σ and sub-Gaussian norm X ψ2 , and ε is zero-mean sub-Gaussian noise independent of X with Var(ε) = σ 2 .
A2
We assume that κ log p ≤ √ n with some absolute constant κ > 1.
Assumption A1 is a very general distributional assumption on the random design; unlike other methods in high-dimensional interaction modeling, we don't require that the distribution of X is symmetric. Assumption A2 that κ log p ≤ √ n is standard in interaction modeling (see, e.g., Assumption (C4) of Hao & Zhang 2014) . This is more stringent than the standard sample size requirement in the main effects screening (see, e.g., Fan & Lv 2008) , which requires log p = O(n). This is because interactions concentrate around their population means more slowly due to their heavier tails.
Ultimately we want to characterize the prediction performance and computational complexity of Step 3 of sprinter, in which we solve the problem β ,γ ∈ arg min
whereÎ η in (5) with tuning parameter η is the output of Step 2, i.e., a screening process based on the sample correlation with the residual r from Step 1. Clearly, by taking η = 0, we haveÎ η = [q], and (8) reduces to APL. In this case, there is no computational gain over APL because all interactions will be considered in Step 3. On the other extreme, if η = ∞, thenÎ η = ∅ and the whole procedure reduces to MEL, which ignores all of the pure interaction signal W T γ * . Therefore, the success of sprinter hinges on capturing a small setÎ η that still captures enough of the pure interaction signal W T γ * . We define the target set of interactions to recover as
We first explain the constraint in the optimization problem in (9). Recall that W T γ * is the part of the interaction signal that cannot be explained by linear combinations of main effects. In Appendix A we show that (W T γ * ) 2 is a sub-Weibull(1/2) random variable. For any value
Therefore, an α-important set of interaction captures all but 4α of the pure interaction signal.
Here, α is a theoretical tuning parameter controlling the size of the target (populationlevel) screening set I(α) in Step 2, thereby determining the trade-off between computation and prediction error. In typical interaction modeling, the goal would be to recover supp(γ * ), which is a 0-important set; however, by taking larger α, we can reduce the size of the target interaction screening set, improving computation with controlled cost to prediction error. In our reluctant interaction selection framework, we do not care about recovering a set of interactions
is small. For example, if Z can be perfectly explained by a linear combination of main effects, then we do not wish to select interaction even if γ * = 0. A strength of our theoretical results is that they are in terms of general α, thus making explicit the trade-off between computational efficiency and prediction accuracy.
From (9) we know that I(α) is an α-important set. Yet for any α ≥ 0, the α-important set is not necessarily unique. If Step 1 does a good job of capturing all the signal from the main effects, i.e., Xθ * ≈ Xθ, where Xθ is the fitted response from Step 1, then r = y − Xθ should essentially be the pure interaction signal Wγ * (with noise).
Step 2 obtainsÎ η by including all the interactions whose (scaled) sample correlation with the residual is large enough, i.e., ω = sd(r)|cor (Z , r) | ≥ η for some η ≥ 0, where ω is a noisy proxy of the population signal strength ω
For any α-important set A to be detectable, we require that the minimum signal strength min ∈A |ω * | in A is large enough to be differentiated from the noise. The target set of interaction I(α) in (9) is thus defined as the α-important set that is most easily detected since it has the largest minimum signal strength, which we define as
The following theorem shows the main theoretical properties of sprinter: it attains good prediction accuracy while being computationally efficient when the minimum signal strength is greater than a certain noise level. The proofs of theoretical results in this section can be found in the appendix.
where K is an absolute constant. Under Assumption A1 and A2, for any α ≥ 0, if η(α) ≥ η * , and if we take
then for any η ∈ [η * , η(α)], sprinter achieves:
1. (Screening property, implying computational efficiency)
2. (Prediction error rate)
with probability greater than 1 − 2 exp −n
, where C 1 , C 2 are absolute constants.
The value of η * in (11) is the noise level in
Step 2, which is the sum of three terms: the first term depends on the strength of the pure interaction signal. The second term stems from the prediction error bound from Step 1, which fits a misspecified model since it ignores the pure interaction signal W T γ * in (3). Actually from Theorem 7 we see that the second term is a slow rate prediction error bound for Step 1. The results in Theorem 3 can thus be generalized by replacing the second term with a faster rate under stronger assumptions if lasso is still used in
Step 1, or any other prediction error bound available to a generic method used in Step 1. In such a generalization, only the second term in η * and the probability with which (13) and (14) hold will be changed. Finally, the last term depends on the error standard deviation σ.
The result in (13) characterizes the size of retained interactions used in Step 3. In particular, it implies that if Var(W T γ * ) = 0, i.e., if all interaction signal can be explained by main effects, thenÎ η = ∅, and Step 3 is not needed at all. Finally, the results in Theorem (3) hold with probability tending to 1 as p → ∞ and n → ∞.
With (13) and (14), we can compare the performance of sprinter with APL. The following remark characterizes the prediction error rate of APL.
Remark 4. Under Assumptions A1 and A2, with the same choice of λ as in (12), the all pairs lasso (APL) has the following slow-rate prediction error rate:
with probability greater than 1 − 4p
Actually, the same bound is true even without requiring Assumption A2. Under the regular assumption that log p = O(n), if the columns of X and Z are scaled such that X j 2 = Z 2 = √ n for all j ∈ [p] and ∈ [q], then with λ = Cσ(n −1 log p) 1/2 for some constant C, (15) still holds with high probability. In such a setting, (15) is the basic slow-rate error bound for the lasso. (14) implies the proposed method has a theoretical prediction error rate (in p and n) that is as good as APL.
implies that the 1 -norm of coefficients of the unimportant interactions do not change much when its original interaction signal Z T I(α) C γ * I(α) C is expressed using only the main effects X. Computationally, recall that Step 3 of sprinter is solving a lasso with
Step 3 of sprinter is computationally more efficient than APL because it solves a problem with a smaller number of variables. Note that Var(Y ) = Var(
, then sprinter is computationally more efficient than APL.
In Section 4.2 we consider an example, where we explicitly write out the condition under which the condition η(α) ≥ η * holds for different values of α and compare the prediction error rate with APL.
A roadmap to the proof of Theorem 3
In this section, we give a series of theoretical results derived in order to prove Theorem 3. As discussed in the previous section, the success of Step 3 depends on Step 2 achieving a type of screening property, i.e., it retaining all the important interactions in I(α), and also that |Î η | is not too large. The following theorem shows that if η(α) ≥ η * holds, then
Step 2 yields a small screening set that contains I(α).
Theorem 5 (Screening property in
Step 2). Consider the event E R = n −1/2 Xθ * − Xθ 2 ≤ R for some prediction error rate R of Step 1. Let
where K is an absolute constant. Under Assumption A1 and A2, for any
holds with probability greater than 1 − 8p
. As discussed in the previous section, for the set I(α) to be recovered, the condition that η(α) ≥η * requires that the minimum signal strength η(α) should be stronger thanη * , which, intuitively can be considered as the noise level of Step 2. This is similar to a "β-min" condition in the screening and variable selection consistency literature (see, e.g., Fan & Lv 2008 , Wainwright 2009 ). The definition ofη * is more general than (11) in that it allows for a generic prediction error rate R of Step 1. As a result, the probability with which (17) holds depends on Pr(E C R ). As discussed earlier, applying a different method in Step 1 or a different rate using lasso (under stronger conditions) will results in a different R, which changes the results (and the corresponding probability) in Theorem 3.
As with other methods in interaction screening, we note that the result in Theorem 5 is less favorable (which is mostly reflected in a stricter sample size requirement A2) than that of sure independence screening (Fan & Lv 2008) in the main-effects-only case. This reveals an intrinsic challenge when dealing with interactions, namely that they have heavier tails than main effects. When we further assume that X has a bounded distribution, Theorem 5 can be much improved. The rate is still less good than the main-effects-only case, as it depends on the misspecified lasso fit in the first step-an expected caveat in a two-stage method.
Both η(α) andη * depend on some population quantities, and thus are not available in practice. We thus adapt the same "top-m" strategy as Fan & Lv (2008) and Fan et al. (2016) usingÎ top m of (6). Appendix C shows that Step 2 succeeds if we adapt the "top-m" approach under certain conditions. With Theorem 5 we have shown (13) in Theorem 3. To show (14), the following theorem first gives a deterministic bound on the prediction error of Step 3 if I(α) ⊆Î η holds.
Theorem 6 (Prediction error in Step 3). For any α ≥ 0, suppose I(α) ⊆Î η , and take
We have
The result is deterministic in that it does not require any probabilistic argument. Based on Theorem 6, Theorem 3 then characterizes the scale of λ and the corresponding probability that (18) holds.
Finally, we show a particular prediction error rate R of Step 1 used in Theorem 5. Although the proposed framework does not depend on a specific regression method in Step 1 for fitting the main effects, we take the lasso as an example. Recall that in Step 1 we are fitting a misspecified model, i.e., we treat W T γ * + ε in (3) as the noise term and solve the following problem:
The following theorem gives a prediction error rate for the main effects only lasso that is carried out in Step 1.
Theorem 7. Suppose that Assumption A1 and A2 hold. Take
where C is an absolute constant, then for any λ ≥ λ 0 , the following bound holds
, that the presence of pure interaction signal leads to rates that could be less good than if no interactions were present. This is the price paid for fitting a misspecified model in Step 1. Also this prediction bound holds under Assumption A2, which is a stricter sample size requirement due to dealing with the empirical process that involves interactions, which have heavier tails than main effects. Under stronger conditions (e.g., compatibility conditions on θ * ), a faster prediction error rate in Step 1 could be derived.
A Gaussian example
In this section we study the condition that η(α) ≥ η * required both in Theorem 3 and Theorem 5 in the case where X follows a Gaussian distribution, and present the exact prediction rate in
Step 3. We defer the detailed computation to Appendix H, where we also consider an example where X is not symmetric.
Consider the simple case where X ∼ N (0, Σ), and there is only one true interaction, i.e., supp(γ * ) = {τ (1, 2)}. Without loss of generality, we assume that Σ jj = 1 for all j = 1, . . . , p, so that for any pair of variable X j and X k , their covariance σ jk equals their correlation coefficient ρ jk . Recall from Section 2 that in the Gaussian case, W = Z and θ * = β * . We discuss two cases, depending on the size of |γ * τ (1,2) |: 1. (Strong interaction) Suppose the signal is strong in that
Appendix H shows that |γ * τ (1,2) | > r(n, q) 2 is a sufficient condition under which η(α) ≥ η * holds for any α ≥ 0. Thus from Theorem 3, by taking α =ᾱ = 0, we have I(α) = supp(γ * ), and
which is the prediction error rate of APL.
(Weak interaction) Suppose the signal strength is weak in that
we can show that I(α) = ∅. As a result, (10) implies that η(α) = ∞, which is trivially greater than η * . Therefore, the condition of Theorem 5 holds, and from (14),
which from (20), is of the same scale as the rate of APL. Intuitively, when the signal is weak, we can ignore this interaction because it doesn't affect the prediction error.
In summary, in the example where main effects are Gaussian and there is only one interaction, the prediction rate matches APL for all signal strengths.
5 Numerical studies
Simulation studies: binary features
We consider a simulation scenario with binary features in which some but not all interactions can be well approximated by main effects. We generate p binary features as follows: For a (perfect) binary tree of depth d = 5, each leaf node is an independent Bernoulli(0.1) random variable; the value of each non-leaf node is the maximum of the node values in its sub-tree, i.e., each non-leaf node represents an event that is the union of all the events represented by its children nodes. The total number of nodes in the tree is p = 2 d+1 − 1, and we consider these node values as main effects. This construction ensures that for any pair of main effects, they are either independent or else one is an ancestor of the other. The interaction between two binary features is simply the intersection of the two main effect events, so in this second case their interaction is simply the main effect corresponding to the descendant node. Figure 1 shows the binary tree (of depth 5), where each node represents a main effect, and the node color represents the success probability of the corresponding Bernoulli random variable. Node color represents the success probability (rounded to 1 decimal place) of the corresponding Bernoulli random variable.
We can control the degree to which the interaction signal can be explained by main effects by choosing the proportion of nonzero elements of γ * correspond to interactions between main effects that are ancestors/descendants of each other versus not. We consider three scenarios: (a) almost all interactions can be explained by main effects; (b) approximately half of the interactions can be explained by main effects; and (c) a very limited amount of interactions can be explained by main effects. These three scenario correspond to three cases where the main-effect-interaction-ratio,
, is large, medium, and small. For each value of MIR, we generate the response y using (3) with the zero-mean additive noise ε generated according to the signal-to-noise ratio Xθ * 2 + Wγ * 2 nσ 2 ∈ {0.5, 1, 2, 3, 4}. We generate n = 100 samples in each simulation setting, and in Figure 2 we report the prediction error of various methods (averaged over 100 repetitions). In particular, we compare the performance of the following methods:
• The all pairs lasso (APL) with tuning parameter selected by cross-validation. We use the R package glmnet to implement APL.
• Interaction Pursuit (IP) by Fan et al. (2016) .
• The main effects lasso (MEL) with tuning parameter selected by cross-validation.
• Oracle: Least squares estimate with an oracle knowledge of true support.
• sprinter, as in Algorithm 1, with lasso using main effects and squared effects in Step 1. We use cross-validation in Step 1 before going to subsequent steps, and an additional crossvalidation is used in Step 2 and 3 together to select the final model. Both lasso fits are implemented using glmnet. As MIR gets small, the performance of MEL worsens relative to other methods that model interactions. The performance of sprinter is favorable in comparison with APL, MEL, and IP.
Simulation studies: Gaussian features and hierarchy
We study the performance of sprinter in different interaction structures when the main effects follow a multivariate Gaussian distribution. We generate n = 100 samples from model (1), where X is a p-dimensional random vector following a multivariate zero-mean Gaussian distribution with Cov(X j , X k ) = 0.5 |j−k| for 1 ≤ j, k ≤ p, and p = 400. Recall that the principle in Section 2 is different from the hierarchical principle for interactions, and the proposed method does not assume hierarchy; Actually sprinter does not assume any structure among interactions. Denote T 1 as the indices of non-zero main effects, T 2 as the indices of non-zero squared terms and T 3 as indices of non-zero interaction terms, and consider the following structures for the interactions:
1. Mixed: T 1 = {1, 2, . . . , 6} , T 2 = {1, 5, 15} , T 3 = {(1, 5) , (4, 18) , (10, 11) , (9, 17) , (1, 13) , (4, 17)}.
2. Hierarchical, i.e., β jk = 0 =⇒ β j = 0 or β k = 0: T 1 = {1, 2, . . . , 6} , T 2 = {1, 2, 3} and T 3 = {(1, 3), (2, 4), (3, 4) , (1, 8), (2, 8), (5, 10)}.
3. Anti-hierarchical, i.e., β jk = 0 =⇒ β j = 0, β k = 0: T 1 = {1, 2, . . . , 6}, T 2 = {11, 12, 13} and T 3 = {(11, 13), (12, 14) , (13, 14) , (11, 18), (12, 18) , (15, 5. Main effects only: T 1 = {1, 2, . . . , 6} , T 2 = ∅ and T 3 = ∅.
6. Squared effects only: T 1 = ∅ , T 2 = {1, 2, . . . , 6} and T 3 = ∅.
Note that the hierarchy structure only exists in the hierarchical model and the main effects only model. The signal strength is then set as β * j = 2 for j ∈ T 1 , γ * j = 3 for j ∈ T 2 and j ∈ T 3 . Finally, the zero-mean additive noise ε in (1) is generated according to the signal-to-noise ratio Xβ * 2 + Zγ * 2 nσ 2 ∈ {0.5, 1, 2, 3, 4, 5}. In addition to the methods considered in the previous study, we also include the performance of the following methods:
• RAMP , which iteratively adds variables into a path of solutions under marginality (hierarchy) principle. They also consider the two-stage lasso, but state that RAMP performs better than the two-stage lasso (Hao & Zhang 2014 ).
• SIS + Lasso: We use sure independence screening (Fan & Lv 2008 ) on all main effects and interactions, and fit the lasso on the selected candidate features. We measure the statistical performance of each method in prediction error, which is averaged over 100 repetitions and is reported in Figure 3 . Observe that sprinter almost works uniformly better than other methods in all settings except the main effects only model. This is because sprinter includes both main effects and the squared effects in Step 1, which involves p irrelevant squared effects. Actually, sprinter works much better in this setting if it uses only main effects in Step 1.
Simulation studies: computation time
In this section, we show that sprinter is much more computationally efficient than APL, while having similar (if not better) statistical performance. To this end, we consider varying p ∈ {100, 200, 400, 1000, 2000} in the mixed model in Section 5.2 with signal-to-noise ratio equal to 3. The following plots show both the computation time (in seconds) and the prediction mean squared error (averaged over 10 repetitions). As expected, APL is computationally much more expensive than the proposed method. In particular, for p = 2000, the proposed method is about 100 times faster than APL. In addition, while not shown, sprinter can solve a problem with 140000 main effects (about 10 billion interactions, which is infeasible for APL) with 5-fold cross-validation under 7 hours on a single CPU.
In addition to enjoying obvious computational benefits, the right panel of Figure 4 shows that the proposed method does not lose statistical performance in terms of prediction error. Actually, sprinter attains even smaller prediction error than APL.
Data example: Riboflavin
Finally, we consider applying sprinter to the Riboflavin data set (Bühlmann et al. 2014) , which is also considered in Thanei et al. (2018) . The data set contains p = 4088 gene-expression features and n = 71 observations, which are randomly split into a set A of size 30 and a set B of size 31. We first use set A as the training set and set B as the testing set, and then we reverse the roles of A and B. To measure the statistical performance, we report the normalized out-of-sample prediction error (Thanei et al. 2018) :
The following table shows both the computing time and r 2 for sprinter, the xyz algorithm applied in approximating a solution to APL (Thanei et al. 2018) , and APL. Not only is sprinter about 70 times faster than APL, but it also achieves a higher r 2 . By contrast, xyz is about as efficient as sprinter, but suffers from poor prediction performance.
An R (R Core Team 2018) package, named sprintr, is available online, implementing our method. The estimation is very fast with the core screening functions coded in C.
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Appendices
Appendix A first gives the technical tools for the theoretical analysis. Then Appendix B, D, and G prove the building blocks in order to prove Theorem 3, which is then given in Appendix E.
A Useful inequalities for sub-Weibull random variables
We first present the following property of a sub-Weibull random variable.
Lemma 8. If U ∼ sub-Weibull(ν) with norm U ψν , then for any integer k ≥ 1, we have
where Γ(x) = e −t t x−1 dt is the Gamma function.
Proof. First we have
where the first inequality is Markov inequality, and the second inequality holds from Definition 1. Then
where we use the change of variable t =
The following theorem serves as the main tool for our theoretical analysis. It gives concentration inequalities for the average of n i. i. d. sub-Weibull(ν) random variables. As the definition of sub-Weibull(ν) a generalization of sub-Gaussian and sub-Exponential random variables, the following theorem reduces to Hoeffding's inequality for sub-Gaussian random variables when ν = 2, and it reduces to Bernstein inequality for sub-Exponential random variables when ν = 1.
Theorem 9. If U 1 , ..., U n are i. i. d. sub-Weibull(ν) random variables with ν ≤ 1, then the following bound holds:
where the absolute constant C(ν) > 0 only depends on ν.
Proof. We first consider the following definition:
Definition 10 (Generalized Berstein-Orlicz norm, Definition 2.3 of Kuchibhotla & Chakrabortty (2018) ). For fixed value of ν > 0 and L > 0, define the function Ψ ν,L based on its inverse function, for all t ≥ 0,
Then the generalized Berstein-Orlicz (GBO) norm of a random variable U is defined as
First it is easy to verify that Ψ ν,L is monotonically non-decreasing, Ψ ν,L (0) = 0, and
The following theorem gives an upper bound on the GBO norm of i U i /n for i.i.d. U i :
Lemma 11 (Theorem 3.1 of Kuchibhotla & Chakrabortty (2018) , simpliefied to i.i.d. case). Consider i.i.d. sub-Weibull(ν) random variables U 1 , ..., U n , the following bound holds:
where the constant c(ν) > 0 only depends on ν, and
Combining (23) and (24), we have
The concentration inequality above shows that for small value of t, the tail bound for subWeibull averages behaves like a Gaussian (i.e., having t/n tail), and for larger value of t, it has a much heavier tail.
Finally, the single mixture bound in (22) that holds for all values of t follows from applying the inequality that a + b ≤ √ 4ab for any a, b > 0 in (26).
A.1 Some concentration inequalities for interactions
First let X ψ2 denote the sub-Gaussian norm of the sub-Gaussian random vector X = (X 1 , ..., X p ). For any j, k, m, l ∈ [p], by Young's inequality, we have
As a result, X j X k X m is a sub-Weibull(2/3) random variable with (1) and
. Applying Theorem 9, we have the following useful concentration inequalities for the products of main effects and interactions:
Corollary 12. Under Assumption A1, for any t > 0,
Note that the inequalities above can be easily adapted to derive concentration inequalities for the products of the pure interaction W .
B Proof of Theorem 5
We follow the analysis in Barut et al. (2016) and Fan et al. (2016) . First we let the vector 1 n stands for a vector of n ones, and C n = I n − 1 n 1 T n /n is the centering matrix. We consider
and the corresponding population quantity
We first show that ω * is useful in representing interaction variables ∈ I(α), and furthermore that ω converges to ω * . As a result, we can use ω , which is computable, as a noisy proxy for ω * to determine whether is in I(α). We formally present it as the following lemma Lemma 13. Under Assumption A1 and A2 and withη * as in (16), Pr max
2 Z , then we have that C nZ 2 = n 1/2 . From (27) and (28),
Furthermore we denoteŽ = Ψ −1/2 Z . For any and m,
, where c 1 is an absolute constant. Therefore, by Theorem 9, with some absolute constant C 1 > 0, we have
Similarly
ψ1 ≤ c 2 for some absolute constant c 2 > 0. By Theorem 9, with some absolute constant C 2 > 0, we have
For any > 0,
First set t = 2n 3/5 in (32), we have that
Combining (31), (32), and (33), from (30) and union bounds we have that
n 3/4 ≤4 exp (2 log p − t) + 4 exp 2 log p − 2n 3/5 .
Take t = 2(log p) 3/5 n 1/5 , we have
≤4 exp 2 log p − 2(log p) 3/5 n 1/5 + 4 exp 2 log p − 2n 3/5 .
For each 1 ≤ ≤ q, ε and C nZ are independent, and E(ε
T C nZ follows a sub-Gaussian distribution (sub-Weibull (2)) with mean zero and variance σ 2 C nZ 2 2 = nσ 2 . From a Hoeffding-type inequality (see, e.g., Vershynin 2010) we have
for some absolute constant K 2 > 0. By a union bound,
Now combine (34) and (35), we have from (29) that
holds with probability greater than 1−4 exp 2 log p − 2(log p) 3/5 n 1/5 −4 exp 2 log p − 2n
Finally the results follows from Assumption A2 that κ log p ≤ n 1/2 < n.
Now for any η ∈ [η * , η(α)], consider the following event
Recall from (10) that min ∈I(α) ω * = 3η(α)/2. For any ∈ I(α), by assumption (11) and on event E, we have
which implies that ∈Î η . Thus
To show the second half of Theorem 5, we first give an upper bound on
and that
which together imply that
Conditional on E, for any ∈Î η , we have that
which implies that ∈Ĩ η and thusÎ η ⊆Ĩ η . Finally
C Screening property of I top k Corollary 14. Let
Under Assumption A1 and A2, if m ≥ k and
where η * is in (11), then
holds with probability greater than 1 − 8p 
Then by assumption (38) and Lemma 13, we have that |ω | ≥ |ω m | with certain probability, which implies that ∈Î top m .
D Proof of Theorem 6
The basic inequality of (8) implies that
for any pair ofβ ∈ R p andγ ∈ R |Îη| . We have
On the events
On T 1 ∩ T 2 , we have
For any α ≥ 0 and suppose that I(α) ⊆Î η , we defineβ = β
where we use that Z = W + XΣ −1 Φ and θ
E Proof of Theorem 3
First we note that I(ᾱ) ⊆ I(α) for anyᾱ ≥ α. So if I(α) ⊆Î η holds for someᾱ, then from the proof in the previous section,
Define E 2 to be the event that (13) holds, and E 1 to be the event that (14) holds. We first find the value of λ and the corresponding probability such that E 2 holds. Note that for each ∈Î η , it is easy to verify that εZ ∼ sub-Weibull(2/3), with E[ Z ] = 0, and εZ ψ 2/3 ≤ σ Z ψ1 . So by Theorem 9 and a union bound, for any t > 0,
Take t = 2(log p) 1/2 n 1/4 , we have
where the last inequality holds because κ log p ≤ √ n from Assumption A2. Similarly, for any j ∈ [p], εX j ∼ sub-Weibull(1), with E[εX j ] = 0 and εX j ψ1 ≤ σ X ψ2 . So by Theorem 9 and a union bound, for any t > 0,
n 3/4 ≤ 2pe −t .
Take t = 2(log p) 2/3 n 1/3 , we have
≤ 2 exp −2(κ 1/3 − 1) log p .
Finally note that for anyᾱ
2 is a sub-Weibull(1/2) random variable. By Triangle inequality and Lemma 8,
By Theorem 9, we have that
n 3/4 ≤ 2e −t .
Take t = n 3/5 we have
In summary, by a union bound and κ 1/2 > κ 1/3 , we have that
with C 2 = 4(C(1/2) + 1). By Theorem 5, Lemma 13, we have that
Finally, from Theorem 7, we plug in
. The probability result then follows a union bound on Pr(
F Proof of Theorem 4
We start from the basic inequality that
For some λ 0 > 0, denote the events
Appendix E shows that Pr(T 1 ∩ T 2 ) ≥ 1 − 4p −2(κ 1/3 −1) with λ in (12).
G Proof of Theorem 7
which implies that
The "empirical process" part can be bounded by
Denote the event
which further implies the slow rate bound in prediction error, i.e., 1 2n Xθ − Xθ * 2 2 ≤ 2λ θ * 1 . We now characterize the scale of λ 0 and the probability that T holds:
For any 1 ≤ j ≤ p,
H Details of Section 4.2 H.1 Gaussian case, with a single interaction
We assume that X ∼ N (0, Σ) and there is only one true interaction, i.e., supp(γ * ) = {τ (1, 2)}. We discuss the validity of the condition that η(ᾱ) ≥ η * in Theorem 5, and compare the prediction error rate in (14) with that of the APL.
Recall that in the Gaussian case, we have W = Z and θ * = β * . Without loss of generality, we assume that Σ jj = 1 for all j = 1, . . . , p, so that for any pair of variable X j and X k , their covariance σ jk equals their correlation coefficient ρ jk . Furthermore, we have E(Z 2 τ (j,k) ) = E(X Also note that for any (t, s)
Cov(Z τ (j,k) , Z τ (t,s) ) = E Z τ (j,k) Z τ (t,s) − E(Z τ (j,k) )E(Z τ (t,s) ) = E (X j X k X t X s ) − E (X j X k ) E (X t X s ) = σ jk σ ts + σ jt σ ks + σ js σ kt − σ jk σ ts = ρ jt ρ ks + ρ js ρ kt .
With supp(γ * ) = {(1, 2)}, for any A ⊆ 
H.2 Independent Bernoulli case
We now consider the case where Pr(X j = 1) = p j and Pr(X j = 0) = 1 − p j for each j. And X j 's are independent. Then
Without loss of generality, assume t ≤ s. Note that Φ j,τ (t,s) = Cov(X j , Z τ (t,s) ) = E X j Z τ (t,s) − E(X j )E(Z τ (t,s) )
Similarly that for any (t, s) ∈ [p] × [p], Ψ τ (j,k),τ (t,s) = Cov(Z τ (j,k) , Z τ (t,s) ) = E Z τ (j,k) Z τ (t,s) − E(Z τ (j,k) )E(Z τ (t,s) ) = E (X j X k X t X s ) − E (X j X k ) E (X t X s ) .
Now for any (t, s) ∈
For simplicity assume that there is only one interaction, e.g., supp(γ * ) = {τ (1, 2)}. We have Ψ τ (1,2)τ (1,2) = E (X 1 X 2 X 1 X 2 ) − E (X 1 X 2 ) E (X 1 X 2 ) = p 1 p 2 (1 − p 1 p 2 ), and Cov Z τ (1,2) , W τ (1,2) = Cov Z τ (1,2) , Z τ (1,2) − p 1 Cov Z τ (1,2) , X 2 − p 2 Cov Z τ (1,2) , X 1 = p 1 p 2 (1 − p 1 p 2 ) − p Then we could follow the same discussion as in Appendix H.1.
