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Introduccion
A partir del metodo construido por J. B. Fourier en el siglo XIX, para
solucionar ecuaciones diferenciales parciales lineales que representaban la
transferencia de calor en solidos, se abrio una gran ventana de posibilidades en
el analisis de fenomenos en diferentes campos como la ingeniera, la economa,
la fsica, la medicina, entre otros. A pesar de lo esplendida de la teora de
Fourier, el avance de las tecnologas y la necesidad de analisis cada vez mas
precisos, han dejado ver cierta debilidad de dicho analisis. La poca adecuacion
de las funciones trigonometricas para reejar fenomenos muy localizados, es
una de ellas, i.e., una mnima perturbacion en la informacion en un momento
determinado genera un impacto global en toda su representacion de Fourier.
De esta manera cuando hay superposicion de varios eventos complejos bien
diferenciados, el analisis de Fourier no es efectivo en su totalidad.
Al tratar de mejorar el analisis de Fourier, surge un nuevo metodo, el
analisis wavelet. Su objetivo cubre todo un campo de estudio denominado
analisis tiempo-frecuencia. En este sentido, la idea base del analisis wavelet
es construir a partir de una unica funcion, un conjunto o familia de funciones
que posibilite el estudio de manera mas precisa.
En economa, la informacion puede presentarse como un conjunto de datos
en el mismo periodo de tiempo para diferentes individuos, a los cuales se les
conoce como datos de corte transversal ; tambien es posible que se presenten
en diversos periodos de tiempo para un mismo individuo, en este caso, se
denominan series de tiempo. Un panel de datos, es la combinacion de datos
de corte transversal y series de tiempo. En este sentido, los datos varan en
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frecuencia y tiempo, por lo que los metodos de analisis para cada tipo de
datos son decientes.
En la actualidad el analisis wavelet esta siendo utilizado como metodo de
estudio de los panel de datos. En 2006 Hong y Kao [32] propusieron dos test
para determinar la correlacion serial de informacion economica registrada en
panel de datos.
El test W^1 =
 
nP
i=1
2Ti
JiP
j=0
2jP
k=1
^2ijk   M^
!
=V^
1
2 analiza la heterocedasti-
cidad consistente, la cual surge para diferentes varianzas 2i y escalas nas
Ji; mientras que el test W^2 =
1p
n
nP
i=1
 
2Ti
JiP
j=0
2jP
k=1
^2ijk   M^
!
=V
1
2
i0 analiza la
heterocedasticidad corregida.
De acuerdo a la tesis de maestra de [42] se plantea que los test de [32]
no son consistentes y su conabilidad queda entre dicho. Con el proposito
de resolver dicha dualidad se planteo el presente trabajo de investigacion, y
se estudio la estructura matematica del test W^1 y se volvio a programar en
Matlab la funcion wavetest agregando parametros y vericandolo con la base
de datos proporcionada por [77].
El documento esta organizado en cuatro captulos. En el primer captulo
se presenta en forma general la terminologa basica para el fundamento
teorico de los captulos siguientes, tales como el analisis de Fourier, series
de tiempo y teora de probabilidad. En el segundo captulo se discuten
conceptos sobre wavelet para el analisis multirresolucion de series de tiempo
que permiten construir wavelet con mejores propiedades de aproximacion. En
el tercer captulo se plantean los conceptos sobre panel de datos, sus ventajas
y desventajas, los test que determinan los modelos econometricos a utilizar
y algunos aspectos metodologicos de la tecnica de panel. Finalmente, en el
captulo cuarto se presentan: i) la demostracion del test W^1 estructurada
en siete item, tales como la acotacion de los factores de traslacion, la
convergencia en probabilidad y/o en distribucion, y la convergencia de las
densidades espectrales; ii) los valores de los test calculados W^1 a partir de los
datos reales proporcionados por [77] con los cuales se vericaron las hipotesis.
El captulo termina presentando las conclusiones del trabajo.
Al nal del documento se presenta un apartado con la notacion utilizada
en el interior de este, la cual facilita la lectura de la demostracion del test
W^1.
CAPITULO 1
Preliminares
En este corto captulo se presentara alguna terminologa necesaria para
la lectura de esta monografa. Se hace un corto repaso de temas de analisis,
teora de probabilidad, procesos estocasticos y teora asintotica (p.e., [6], [14],
[17], [30], [51], [57], [71]).
1.1. Terminologa
Las funciones integrables L1(R) es el espacio de todas las funciones
f : R ! C, tal que RR jf(t)jdt = kfkL1 < 1: De igual forma se tiene
L2(R), el espacio las funciones cuadrado-integrables, cuya norma es
kfkL2 =
Z
R
jf(t)j2dt
1=2
<1:
Este espacio se dota con el producto escalar
hf; giL2 =
Z
R
f(t)g(t)dt;
donde g(t) denota el conjugado complejo de g(t): Con este producto interno
el espacio L2(R) es de Hilbert. Las funciones f; g 2 L2(R) son ortogonales si
4 Preliminares
hf; giL2 = 0: En general, Lp(R) (p  1), es el espacio de todas las funciones
(clases de equivalencia) f : R! C, tal que RR jf(t)jpdt = kfkpLp <1; aca
kfkLp =
Z
R
jf(t)jpdt
1=p
es la norma de f en Lp(R). Otro espacio que se utilizara es `2(Z), el de las
sucesiones (xj), j 2 Z, tal que
P
j jxjj2 <1.
Sea F = C o R, X y Y espacios normados (espacios vectoriales equipados
con una norma). Un operador lineal es una funcion T : X ! Y tal que
T (a u + b v) = a T (u) + b T (v), para cada a; b 2 F y cada u; v 2 X. El
operador T es continuo en u0 si para cada  > 0 existe  > 0 tal que si
ku  u0kX <  entonces kT u  T u0kY < : (1.1.1)
Si (1.1.1) se cumple para cada u0 2 X se dice que T es continuo en X. Si 
no depende del punto u0 se dice que T es uniformemente continuo en X.
El operador T es acotado si y solo si existe una constante c > 0 tal que
kT ukY  ckukX para cada u 2 X.
Si f; g 2 L1(R), entonces la convolucion de f y g, denotada f g, se dene
por
(f  g)(t) =
Z
R
f(t  z)g(z)dz:
Un sistema de funciones fj; j 2 Zg, j 2 L2(R), se llama ortonormal siZ
R
j(t)k(t)dt = jk;
donde jk es la delta de Kronecker. Es decir,
jk =

1; si j = k;
0; si j 6= k:
Un sistema ortonormal se llama una base en un subespacio V de L2(R)
si cualquier funcion f 2 V tiene una representacion de la forma
f(t) =
X
j
cjj(t);
donde los coecientes cj satisfacen
P
j jcjj2 < 1: En lo que sigue se
utilizara la notacion
P
j =
P1
j= 1;
R
R =
R1
 1; kfkL2 = kfk2 y h; i2:
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La funcion caracterstica del conjunto A, A, se dene por
A(t) =

1; t 2 A;
0; t =2 A.
Tambien se utilizara la notacion IfAg para denotar esta funcion y la llaman
funcion indicadora.
1.2. Espacio de probabilidad
A partir de la teora de la medida, la teora de probabilidad ha alcanzado
un alto grado de formalizacion. En las siguientes lneas se presentan algunos
elementos basicos sobre el tema, para un estudio profundo se puede consultar
[6].
Denicion 1.2.1. Sea 
 un conjunto no vaco y A una coleccion de
subconjuntos de 
. A es una  algebra sobre 
 si y solo si se satisfacen
las siguientes condiciones
i) 
 2 A
ii) Si A1; A2; : : : es una sucesion contable de elementos de A, entoncesS
An 2 A
iii) Si A 2 A, entonces Ac 2 A; donde Ac es el complemento de A en 
.
La pareja (
;A) se llama espacio medible y a los elementos de A,
conjuntos medibles.
Denicion 1.2.2. Sea C una coleccion de subconjuntos de 
: Por  algebra
minimal que contiene a C o la  algebra que genera a C, denotada (C), se
entiende una  algebra de subconjuntos de 
 tal que si K es otra  algebra
que contiene a C, entonces C  (C)  K:
La  algebra B generada por todos los conjuntos abiertos de Rn, se
llama algebra de Borel y los elementos en B se llaman conjuntos de Borel.
Esta  algebra es de gran interes en diversos campos de la matematica, en
particular en la teora de probabilidades.
Denicion 1.2.3. Una probabilidad P es una medida normalizada sobre un
espacio medible (
;A); esto es, P es una funcion de valor real la cual asigna
a todo A 2 A el numero P (A) tal que
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i) P (
) = 1
ii) Si A1; A2; : : : es una sucesion contable de elementos de A disjuntos dos
a dos, entonces
P
 1[
n=1
An

=
1X
n=1
P (An)
iii) P (A)  0 para todo A 2 A.
La tripla (
;A; P ) se llama espacio de probabilidad. P (A) se lee como la
probabilidad del evento A.
Algunas consecuencias de la denicion (1.2.3) son:
1. P (;) = 0:
2. Sean A y B eventos. Si A  B, entonces P (A)  P (B).
3. Si A1; A2; : : : ; An son eventos disjuntos dos a dos, entonces
P
 n[
k=1
Ak

=
nX
k=1
P (Ak):
4. P (Ac) = 1  P (A), para todo A 2 A.
5. Si fAng es una sucesion contable de eventos, entonces
P
 1[
n=1
An


1X
n=1
P (An); desigualdad de Boole:
1.2.1. Variable aleatoria
Denicion 1.2.4. Una variable aleatoria X es una funcion de valor real
cuyo dominio es 
 y la cual es A medible, esto es, para cualquier numero
real x, f! 2 
 : X(!)  xg 2 A.
El conjunto f! 2 
 : X(!)  xg se llama conjunto de eventos
elementales, se denotara por [X  x]:
Si X es una variable aleatoria, la funcion de distribucion FX se dene por
FX(x) = P [X  x]; para todo x 2 R:
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Note que diferentes variables aleatorias pueden tener la misma funcion de
distribucion. Por ejemplo, sea 
 = fC; Sg, si P (C) = P (S) = 1=2 y si X y
Y son variables aleatorias denidas por X(C) = 1, X(S) = 0, Y (C) = 0 y
Y (S) = 1, entonces
FX(x) = FY (x) =
8<:
0; si x < 0
1=2; si 0  x < 1
1; si x  1.
Si X es una variable aleatoria, entonces la funcion de distribucion FX
tiene las siguientes propiedades:
1. FX es no decreciente, es decir, si  1 < a < b <1, entonces
FX(a)  FX(b
2. lmx!1 FX(x) = 1 y lmx! 1 FX(x) = 0
3. FX es continua por la derecha, esto es,
lm
h#0
FX(x+ h) = FX(x); 8x:
Una funcion de distribucion F se llama absolutamente continua, si existe
una funcion medible Borel f sobre R tal que
F (x) =
Z x
 1
f(t)dt 8x:
La funcion f se llama la densidad de F .
Si X es una variable aleatoria con funcion de distribucion absolutamente
continua y densidad f , entonces el valor esperado de X es dado por
E(X) =
Z
R
xf(x)dx;
siempre que la integral sea nita.
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1.2.2. Procesos estocasticos
Una variable aleatoria siempre tiene asociada una distribucion de
probabilidad que mide la probabilidad de ocurrencia de sus distintos
resultados. Cuando la variable aleatoria cambia con el tiempo, se le puede
asociar una distribucion de probabilidad que tambien vara con el tiempo.
En tales ambientes resulta util denir un proceso estocastico [57].
Denicion 1.2.5. Sea I  R un conjunto de ndices y (
;A; P ) un espacio
de probabilidad. Una funcion X : I  
 ! Rn es un proceso estocastico si
para cada t 2 I jo, la funcion Xt : 
 ! Rn es una variable aleatoria, que
representa el valor del proceso X(t; !), ! 2 
: Si ! 2 
 es jo, la aplicacion
I ! Rn tal que t 7! Xt(!) se llama la trayectoria o realizacion del proceso
X.
Los valores que toma el proceso en Rn se llaman estados del proceso. Si
el conjunto I es contable, el proceso estocastico X se dice que es de tiempo
discreto. Por otro lado, si I es un intervalo de los reales no negativos, el
proceso estocastico es de tiempo continuo.
Si X es un proceso estocastico continuo, entonces
i) X es independiente si para todo t; s 2 I s 6= t, las variables aleatorias
asociadas Xs y Xt son independientes.
ii) X es independientemente distribuida, si la distribucion de probabilidad
FXt es la misma para cada t 2 I.
iii) X tiene incrementos independientes si para cada n  1 y para cualquier
particion del intervalo I, t0 < t1 <    < tn, las diferencias
Xt1  Xt0 ; Xt2  Xt1 ; : : : ; Xtn  Xtn 1
son variables aleatorias independientes.
iv) X tiene incrementos estacionarios si Xt   Xs d= Xt+h   Xt+s para
cada t, s, t + h, s + h en I, s < t y h > 0. El smbolo
d
= signica
que los terminos en comparacion tienen la misma distribucion de
probabilidad. La estacionariedad de un proceso estocastico alude a
que la distribucion de probabilidad de la diferencia entre dos variables
aleatorias permanece invariante bajo cualquier traslacion temporal.
1.3 Teora asintotica 9
Una serie de tiempo es la realizacion de un proceso estocastico. En otras
palabras, una serie de tiempo se puede consider como una coleccion de
variables aleatorias fXt : t 2 Ig ( p.e., [30], [51] o [71]).
1.3. Teora asintotica
La distribucion de un estimador puede cambiar con el tama~no muestral.
En ocasiones no es posible obtener cuantitativamente el valor medio de
un estimador para saber si es insesgado o no. Lo mismo puede ocurrir
con su varianza para un tama~no de muestra dado. En estas situaciones
determinar las propiedades analticas del estimador en muestras nitas
es muy complicado y se pasa a estudiar las propiedades asintoticas. El
conocimiento del comportamiento en el lmite de la distribucion de un
estimador, puede utilizarse para inferir una distribucion aproximada para el
estimador obtenido en una muestra nita. Para ello necesitaremos conceptos
de teora asintotica.
Cuando se desea determinar si un estimador es bueno, es decir,
consistente, eciente, suciente o sesgado, es difcil determinarlo. Sin embargo
se puede aproximar al comportamiento a partir de su distribucion para
tama~nos muestrales altos. Esto se puede hacer a partir del lmite de la
distribucion del estimador.
1.3.1. Convergencia en probabilidad.
Denicion 1.3.1. Convergencia en probabilidad La variable aleatoria
xn converge en probabilidad a una constante c, si
lm
n!1
Prob(jxn   cj > ) = 0
para cualquier  > 0.
La convergencia en probabilidad implica que los valores cercanos a c que
toma la variable son cada vez mas probables, a medida que n aumenta.
Denicion 1.3.2. Estimador Consistente. Un estimador ^ de un
parametro  es un estimador consistente de  si y solo si
lm
n!1
Prob(j^   j < ) = 1
para cualquier  > 0.
10 Preliminares
1.3.2. Convergencia en distribucion y distribucion
lmite
Sea xn una sucesion de variables aleatorias, cuyo elemento representativo
xn, es una variable aleatoria obtenida de una muestra de tama~no n. Si xn
tiene una funcion de distribucion Fn(x), es porque converge a la funcion de
distribucion F (x) de la variable aleatoria x en todo punto de continuidad de
F (x).
Denicion 1.3.3. Convergencia en Distribucion. Decimos que la
sucesion de variables aleatorias fxng converge en distribucion a una variable
aleatoria x con funcion de distribucion F (x) si
lm
n!1
jFn(x)  F (x)j = 0
en todos los puntos en los que F (x) sea continua.
Cabe notar que la convergencia en distribucion esta relacionada con la
distribucion de probabilidad asociada a fxng a medida que n aumenta; no
implica la convergencia de los valores que toma cada variable aleatoria xn.
Denicion 1.3.4. Distribucion lmite Si xn converge en distribucion a x,
siendo F (x) la funcion de distribucion de x, entonces F (x) es la distribucion
limite de x. Se representa xn
d ! x:
1.3.3. Distribuciones asintoticas
Las distribuciones asintoticas obtenidas a partir del teorema de lmite
central dependen de parametros desconocidos, ahora bien, lo que haremos
es derivar las distribuciones asintoticas de los estimadores que nos interesan.
La forma mas comun de plantear una distribucion asintotica es construirla a
partir de la distribucion lmite conocida de la variable aleatoria. Si
p
n[(xn   =)] d ! N [0; 1];
entonces, aproximadamente, o asintoticamente, xn  N [; 2=n]; lo que
escribiremos como
xn
a ! N [; 2=n]:
Mediante la armacion de que xn se distribuye asintoticamente como
una normal con media  y varianza 2=n, quiere decir que esta distribucion
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normal es una aproximacion a la verdadera distribucion nita, no que la
verdadera distribucion es exactamente una normal.
Extendiendo la denicion, supongamos que ^ es un estimador del vector
de parametros : La distribucion asintotica del vector ^ se obtiene de la
distribucion lmite, p
n(^   ) d ! N [0;V] (1.3.1)
con V una matriz de covarianza de 2 2, lo que implica que
^
d ! N [; 1
n
V]:
La matriz de covarianzas de la distribucion asintotica es la matriz de
covarianzas asintoticas y se designa por
Asy:V ar[^] =
1
n
V:
Recordemos que una matriz es semidenida positiva si x0Ax  0; 8x 2 R,
con A simetrica y f(x) = x0Ax, donde x0 es el vector transpuesto ([4]).
Denicion 1.3.5. Normalidad y eciencia asintotica. ^ es asintotica-
mente normal si 1.3.1 se cumple y asintoticamente eciente si la diferencia
entre la matriz de covarianzas de cualquier otro estimador consistente que
sea asintoticamente normal y 1=nV es una matriz semidenida positiva.

CAPITULO 2
Wavelets
2.1. Introduccion a los Wavelets
El origen de la descomposicion de una se~nal en wavelets esta en la
necesidad de conocer las caractersticas y particularidades de la se~nal en
diferentes instantes de tiempo. La principal virtud de las wavelets es que
permite modelar procesos que dependen fuertemente del tiempo y para los
cuales su comportamiento no tiene porque ser suave [1], [13], [15], [16], [22].
Una de las ventajas de las wavelets frente a los metodos clasicos, como la
transformada de Fourier, es que en el segundo caso se maneja una base de
funciones bien localizada en frecuencia pero no en tiempo, esto es, el analisis
en frecuencia obtenido del analisis de Fourier es insensible a perturbaciones
que supongan variaciones instantaneas y puntuales de la se~nal como picos
debidos a conmutaciones o variaciones muy lentas como tendencias. En otras
palabras, si f es una se~nal (f es una funcion denida en todo R y tiene
energa nita
R1
 1 jf(t)j2dt). La transformada de Fourier f^(!) proporciona
la informacion global de la se~nal en el tiempo localizada en frecuencia. Sin
embargo, f^(!) no particulariza la informacion para intervalos de tiempo
especcos, ya que
f^(!) =
Z 1
 1
f(t)e i! tdt
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y la integracion es sobre todo tiempo ([24]). As, la imagen obtenida no
contiene informacion sobre tiempos especcos, sino que solo permite calcular
el espectro de amplitud total jf^(!)j; mientras que la mayora de las wavelets
interesantes presentan una buena localizacion en tiempo y en frecuencia,
disponiendo incluso de bases de wavelets con soporte compacto.
En este captulo se presenta una introduccion a las transformadas de
Fourier y wavelets.
2.2. Transformada de Fourier
En esta seccion se recordara la denicion y algunas propiedades
importantes de la transformada de Fourier. En particular, se hara un resumen
de resultados basicos de analisis de Fourier omitiendo sus pruebas, las cuales
se pueden encontrar en algunos de los siguientes textos [7], [24], [53], [65],
[69].
Denicion 2.2.1. Sea f 2 L1(R) y ! 2 R. La transformada de Fourier de
f en ! se dene por
f^(!) :=
Z
R
f(t)e i!tdt (2.2.1)
donde tx =
Pn
j=1 tjxj, es el producto interno usual de Rn.
Como Z
R
jf(t)jje it!jdt =
Z
R
jf(t)jdt = kfkL1 <1
se tiene que la transformada de Fourier esta bien denida. La aplicacion
f 7! f^ se llama transformacion de Fourier y se denota por F (F(f) = f^). La
funcion f^ es continua y tiende a cero cuando j!j ! 1 (Lema de Riemann-
Lebesgue). Es claro que F(a f + b g) = aF(f) + bF(g), para cada a; b 2 R:
En general f^ no es una funcion integrable, por ejemplo, sea
f(t) =

1; jtj < 1;
0; jtj > 1.
Entonces
f^(!) =
Z 1
 1
e it!dt =

e i!   ei!
 i!

= 2
sen!
!
62 L1(R):
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Si f^(!) es integrable, entonces existe una version continua de f y se puede
obtener la formula de inversion de Fourier
f(t) = F 1 f^(!) = 1
2
Z
R
f^(!)ei!td!: (2.2.2)
La siguiente proposicion recoge algunas propiedades fundamentales de la
transformada de Fourier.
Proposicion 2.2.2. Sean f , g 2 L1(R), entonces
1. \(Txf)(!) = e i!xf^(!), donde (Taf)(t) = f(t  a).
2. (Txf^)(!) = \(eix()f)(!)
3. [f  g = f^ g^
4. Si  > 0 y g(t) = g( t) entonces g^(!) = 
 1g^(!=).
Otro resultado util es el siguiente: Si f; g 2 L1(R) \ L2(R); entonces
kfk22 =
1
2
Z
R
jf^(!)j2d! (formula de Plancherel) (2.2.3)
hf; gi2 = 1
2
Z
R
f^(!)g^(!)d! (formula de Parseval): (2.2.4)
Por extension, la transformada de Fourier se puede denir para cualquier
f 2 L2(R). En virtud a que el espacio L1(R) \ L2(R) es denso en L2(R).
Luego, por isometra (excepto por el factor 1=2) se dene f^ para cualquier
f 2 L2(R), y las formulas (2.2.3) y (2.2.4) permanecen validas para todo
f; g 2 L2(R).
En teora de se~nales, la cantidad kfk2 mide la energa de la se~nal, mientras
que kf^k2 representa el espectro de potencia de f .
Si f es tal que
R
R jtjkjf(t)jdt <1; para algun entero k  1, entonces
dk
d!k
f^(!) =
Z
R
( it)ke i!tf(t)dt: (2.2.5)
Recprocamente, si
R
R j!jkjf^(!)jd! <1; entonces
(i!)kf^(!) = F f (k)(!): (2.2.6)
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2.2.1. Serie de Fourier
Sea f una funcion 2 periodica en R. Se escribira f 2 Lp(0; 2) si
f(t)[0;2](t) 2 Lp(0; 2); p  1:
Cualquier funcion f , 2 periodica en R, tal que f 2 L2(0; 2), se puede
representar por una serie de Fourier convergente en L2(0; 2)
f(t) =
X
n
cne
int;
donde los coecientes de Fourier son dados por
cn =
1
2
Z 2
0
f(t)e intdt:
Se puede vericar que si f 2 L1(R), entonces la serie
S(t) =
X
k
f(t+ 2k) (2.2.7)
converge casi para todo t y pertenece a L1(0; 2). Ademas, los coecientes
de Fourier de S(t) estan dados por
ck =
1
2
f^(k) = F 1(f)( k):
En efecto, para ver la expresion (2.2.7), basta probar queZ 2
0
X
k
f(t+ 2k)dt <1:
Para la segunda parte se calcula los coecientes de Fourier
1
2
Z 2
0
hX
k
f(t+ 2k)
i
e iktdt:
Intercambiando la suma con la integral se obtieneX
k
1
2
Z 2
0
f(t+ 2k)e iktdt =
X
k
1
2
Z 2(k+1)
2k
f(z)e ikzdz
=
1
2
f^(k):
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2.3. Transformadas wavelets
El analisis wavelets es un metodo de descomposicion de una funcion o
se~nal usando funciones especiales, las wavelets. La descomposicion es similar
a la de la transformada de Fourier, donde una se~nal f(t) se descompone en
una suma innita de armonicos ei!t de frecuencias ! 2 R, cuyas amplitudes
son los valores de la transformada de Fourier de f , f^(!):
f(t) =
1
2
Z 1
 1
f^(!)ei! td!; donde f^(!) =
Z 1
 1
f(t)e i! tdt:
El analisis de Fourier tiene el defecto de la no localidad: el comportamiento
de una funcion en un conjunto abierto, no importa cuan peque~no, inuye en
el comportamiento global de la transformada de Fourier. No se captan los
aspectos locales de la se~nal tales como cambios bruscos, saltos o picos, que
se han de determinar a partir de su reconstruccion.
2.3.1. Transformada wavelet continua
La teora wavelets se basa en la representacion de una funcion en terminos
de una familia biparametrica de dilataciones y traslaciones de una funcion
ja  , la wavelet madre que, en general, no es senoidal. Por ejemplo,
f(t) =
Z
R2
1pjaj 
t  b
a

W f(a; b)dadb
en donde W f es una transformada de f denida adecuadamente. Tambien
se tiene de modo alterno un desarrollo en serie
f(t) =
X
j;k
cj;k2
j=2 (2jt  k)
en donde se suma sobre las dilataciones en progresion geometrica. Para
conservar la norma en L2(R) de la wavelet madre  , se insertan los factores
1p
jaj y 2
j=2, respectivamente.
Denicion 2.3.1. Una wavelet  es una funcion cuadrado integrable tal que
la siguiente condicion de admisibilidad se tiene
C :=
Z
R
j ^(!)j2
j!j d! <1; (2.3.1)
donde  ^(!) es la transformada de Fourier de  .
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Observacion 2.3.1. Si ademas  2 L1(R), entonces la condicion (2.3.1)
implica que
R
R  (t)dt = 0: En efecto, por el Lema de Riemann-Lebesgue
([53]), lm!!1  ^(!) = 0 y la transformada de Fourier es continua, lo cual
implica que 0 =  ^(0) =
R
R  (t)dt:
Sea  2 L2(R). La funcion dilatada y trasladada se dene por
 a;b(t) :=
1pjaj 
t  b
a

; a; b 2 R; a 6= 0:
Esta funcion se obtiene a partir de  , primero por dilatacion en el factor a
y, luego, por traslacion en b. Es claro que k a;bk2 = k k2:
Denicion 2.3.2. Para f;  2 L2(R), la expresion
W f(a; b) :=
Z
R
f(t) a;b(t)dt (2.3.2)
se llama la transformada wavelet de f .
Por la desigualdad de Cauchy, se ve queW f es una funcion acotada conW f(a; b)  kfk2k k2: Note tambien que
W f(a; b) = hf;  a;biL2(R) = hf;  a;bi:
La transformada wavelet W f de f puede ser descrita en terminos del
producto de convolucion. La convolucion de dos funciones f; g 2 L2(R) es
dada por
(f  g)(t) =
Z
R
f(t  z)g(z)dz:
Observe que esta formula esta denida para al menos todo t 2 R, pero f  g
no necesariamente esta en L2(R). Usando la notacion e (t) =  ( t), se tiene
W f(a; b) = (f  e a;0)(b): Note tambien que ~^ a;b(!) = pjaj ~^ (a!)e i! b:
Estos hechos se aplicaran en la prueba de la siguiente proposicion, la cual
establece la formula de Plancherel para la transformada wavelet.
Proposicion 2.3.3. Sea  2 L2(R) y satisface la condicion (2.3.1).
Entonces para cualquier f 2 L2(R), las siguientes relaciones se tienen
1. Isometra Z
R
jf(t)j2dt = 1
C 
Z
R2
W f(a; b)2db da
a2
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2. Formula de inversion
f(t) =
1
C 
Z
R2
W f(a; b) a;b(t)db da
a2
Demostracion. Es facil vericar que (f  e a;0)(b) =pjajF 1ff^(!) ~^ (a!)g:
En consecuencia,Z
R2
W f(a; b)2db da
a2
=
Z
R
Z
R
(f  e a;0)(b)2dbda
a2
=
Z
R
Z
R
jajF 1f^() ~^ (a )(!)2d!da
a2
=
Z
R
Z
R
f^(!)2 ^(a!)2d!dajaj
=
Z
R
f^(!)2 Z
R
 ^(a!)2 dajaj

d!
= C 
Z
R
f^(!)2d! = C kfk22:
Observe que se utilizo el teorema de Fubini y la formula de Plancherel para
la transformada de Fourier.
Para simplicar los calculos en la formula de inversion, suponga que
f; f^ 2 L1(R):Z
R
W f(a; b) a;b(t)db =
p
jaj
Z
R
F 1

f^() ~^ (a )

(!) a;b(t)d!
=
p
jaj
Z
R
f^(!)
~^
 (a!)F 1(g)(!)d!;
donde g(b) :=  a;b(t): Ahora, la transformada inversa de Fourier de g es
F 1(g)(!) = 1
2
Z
R
g(b)ei! bdb
=
1
2
p
jaj
Z
R
 (z)e ia!zei!tdz
=
1
2
p
jaj ^(a!)ei!t:
20 Wavelets
Sustituyendo e integrando respecto a a 2da se obtieneZ
R2
W f(a; b) a;b(t)dbda
a2
=
1
2
Z
R
jaj
Z
R
f^(!)
 ^(a!)2ei!td! da
a2
=
1
2
Z
R
f^(!)
Z
R
 ^(a!)2 dajaj

ei!td!
= C 
1
2
Z
R
f^(!)ei!td!
= C f(t):
Otro resultado de interes que se presentara en la siguiente proposicion, es
la formula de Parseval para la transformada wavelet.
Proposicion 2.3.4. Sea  2 L2(R) y satisface la condicion (2.3.1).
Entonces para cualquier f; g 2 L2(R), se tienen
hf; giL2(R) =
1
C 
Z
R2
W f(a; b)W g(a; b)dadb
a2
Demostracion. Como (f  e a;0)(b) = pjajF 1ff^(!) ~^ (a!)g o de manera
equivalente, F f  e a;0(!) =pjajf^(!) ~^ (a!); entoncesZ
R
W f(a; b)W g(a; b)db = jaj
Z
R
f^(!)~^g(!)j ^(a!)j2d!;
ahora, integrando respecto a a 2da se sigueZ
R2
W f(a; b)W g(a; b)dbda
a2
=
Z
R
jaj
Z
R
f^(!)~^g(!)
 ^(a!)2d! da
a2
=
Z
R
f^(!)~^g(!)
Z
R
 ^(a!)2 dajaj

d!
= C 
Z
R
f^(!)~^g(!)d!
= C hf^ ; g^iL2(R) = C hf; giL2(R):
Note que se aplico el teorema de Fubini, y en el ultimo renglon de la expresion
anterior, la formula de Parseval para la transformada de Fourier.
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En la siguiente proposicion se listan algunas propiedades.
Proposicion 2.3.5. Sean  y ' wavelets y f; g 2 L2(R): Entonces
1. W (f + g)(a; b) = W f(a; b) + W g(a; b), ;  2 R:
2. W +'f(a; b) = W f(a; b) + W'f(a; b), ;  2 R:
3. W (Tcf)(a; b) = W f(a; b   c), donde Tc es el operador traslacion
denido por Tcf(t) = f(t  c):
4. W (Dcf)(a; b) =
p
cW f(c a; c b), donde Dc es el operador dilatacion
denido por Dcf(t) =
p
cf(c t):
2.3.2. Transformada wavelet discreta
La transformada wavelet continua introduce cierta redundancia, pues la
se~nal original se puede reconstruir completamente calculandoW f(a; ) para
una cantidad numerable de escalas, por ejemplo, potencias enteras de 2. Esto
es, si se elige la escala a = 2 j para cada j 2 Z, y tambien se discretiza en
el dominio del tiempo en los puntos b = 2 jk, k 2 Z, la familia de wavelets
sera ahora dada por
 2 j ;2 jk(t) =
1p
2 j
 
t  2 jk
2 j

= 2j=2  (2jt  k); 8j; k 2 Z:
Se utilizara la notacion  jk para denotar la wavelet  comprimida 2
j y
trasladada el entero k, es decir,  jk(t) = 2
j=2  (2jt  k):
Con la eleccion de a = 2 j y b = 2 jk, observe que el muestreo en el
tiempo se ajusta proporcionalmente a la escala, es decir, a mayor escala se
toma puntos mas distantes, ya que se busca informacion global, mientras
que a menor escala se buscan detalles de la se~nal, por tal motivo se muestrea
en puntos menos distantes entre si. Para otras elecciones de a y b se puede
consultar [12].
Denicion 2.3.6. Una funcion  2 L2(R) es una wavelet si la familia de
funciones  jk denidas por
 jk(t) = 2
j=2  (2jt  k); 8j; k 2 Z; (2.3.3)
es una base ortonormal en el espacio L2(R).
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Una condicion suciente para la reconstruccion de una se~nal f es que
la familia de dilatadas y trasladadas  jk forme una base ortonormal en el
espacio L2(R), ver [19] y [31] para mas detalles. Si esto se tiene, cualquier
funcion f 2 L2(R) se puede escribir como
f(t) =
X
j;k
cj;k jk(t) (2.3.4)
o teniendo en cuenta (2.3.3) como
f(t) =
X
j;k
cj;k2
j=2 (2jt  k);
donde cj;k = hf;  2 j ;2 jki =W f(2 j; 2 jk):
Denicion 2.3.7. Para cada f 2 L2(R) el conjunto bidimensional de
coecientes
cj;k = hf;  jki =
Z
R
2j=2f(t) (2jt  k)dt
se llama la transformada wavelet discreta de f .
En consecuencia, la expresion (2.3.4) se puede escribir en forma alterna
como
f(t) =
X
j;k
hf(t);  jk(t)i jk(t): (2.3.5)
La serie (2.3.5) se llama representacion wavelet de f .
Observacion 2.3.2.  jk(t) es muy apropiada para representar detalles mas
nos de la se~nal como oscilaciones rapidas. Los coecientes wavelet cj;k miden
la cantidad de uctuaciones sobre el punto t = 2 jk con una frecuencia
determinada por el ndice de dilatacion j.
Es interesante notar que cj;k = W f(2 j; 2 jk) es la transformada wavelet
de f en el punto (2 j; 2 jk): Estos coecientes analizan la se~nal mediante la
wavelet madre  .
2.4. Filtros Lineales
El comportamiento de una variable puede verse afectado por la interaccion
con otras variables, en especial variables exogenas; esto puede generarle
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cambios y comportamientos extra~nos. Un metodo conocido para extraer o
separar la informacion original y las perturbaciones, es el metodo de ltrado.
El ltrado es un campo de investigacion universal usado por los cientcos
en astronoma, biologa, ingeniera, y fsica, como tambien en economa y
nanzas. Tradicionalmente, los ltros en economa y nanzas son usados
para extraer componentes de una serie de tiempo tales como tendencias,
volatilidad, estacionalidad, ciclos de negocios, y ruidos [26].
Popularmente el ltro es un elemento que utilizamos en nuestro cotidiano
vivir para separar un componente de otros, que se encuentran mezclados;
analogamente en el contexto matematico el ltrado es un procedimiento
que se usa en el tratamiento de se~nales que permite separar o extraer un
componente de un conjunto de componentes de una se~nal por medio de una
transformacion lineal, por lo general la convolucion.
En palabras cortas, un ltro lineal es un metodo que tiene como objetivo
la identicacion y extraccion de ciertas caractersticas de las series de tiempo
(para nuestro caso) ampliamente usados en el procesamiento de se~nales.
2.4.1. Filtros con dominio en el tiempo
Una serie de tiempo discreta es una sucesion de observaciones ordenadas
en el tiempo, donde el tiempo puede tomar valores desde menos innito hasta
innito,
fxtg1t= 1 = f: : : ; x 2; x 1; x0; x1; x2; : : :g
La denicion de serie de tiempo se profundizara en el captulo 3.
El esquema de un proceso de ltrado es
(2.4.1)
Un ltro lineal convierte una serie de tiempo xt en otra serie de tiempo
yt a partir de la transformacion lineal (2.4.1). La serie yt que se obtiene a
la salida del ltro es el resultado de la convolucion de la entrada xt con un
vector de coecientes !t. Los elementos del vector !t son los coecientes del
ltro.
La convolucion de la entrada el vector xt con los coecientes del vector
!t se expresan matematicamente como:
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yt =
1X
i= 1
!ixt i (2.4.2)
Un ltro que use unicamente valores pasados y presentes de la serie de
tiempo xt es denominado Filtro Causal o Filtro Fsicamente Realizable(FFR).
Cuando se hace un ltrado a una serie en el tiempo y no en la frecuencia,
estos se clasican de acuerdo con la se~nal de respuesta, la cual es particular
o especial, ademas la se~nal de salida yt sera invariante en el tiempo si
F (xt+h) = yt+h, para todo h  Z.
El impulso de respuesta de una se~nal de impulso unitario1 es la sucesion
de salida del ltro, si este es nito el ltro se denomina impulso de respuesta
nito FIR (nite impulse response), en caso contrario se denomina ltro de
impulso de respuesta innito IIR(innity impulse response).
Filtro de Respuesta del Impulso Finito
Los ltros FIR (que solo puede ser implementado en tiempo discreto)
pueden ser descritos como una suma ponderada de entradas con un
determinado retardo. Para estos ltros, si la entrada en un determinado
instante es cero, la salida sera cero a partir de un instante posterior a los
retardos inducidos por el ltro. De este modo, solo existira respuesta por un
tiempo nito.
El ltro FIR basico se caracteriza por
yt =
MX
i= N
!ixt i
Generalmente, la Formula de un ltro FIR en economa y nanzas es un
promedio movil centrado, cuya estructura es
yt =
1
M +N + 1
(xt M +   + xt 1 + xt + xt+1 +   + xt+N)
El impulso de respuesta de este ltro es nito y de la forma:
1La se~nal de impulso unitario es de la forma
xt =
n 1; si t = 0;
0; si t 6= 0.
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wi =
n 1
M+N+1
; si i =  N; : : : ; 1; 0; 1; : : :,M;
0; en otros casos.
Filtro de Respuesta al Impulso Innito
Los ltros IIR, por el contrario, pueden presentar salida aun cuando la
entrada sea cero, si las condiciones iniciales son distintas de cero. La energa
del ltro decaera con el tiempo, pero no llegara a ser nula. Por tanto, la
respuesta al impulso se extiende innitamente.
La forma general de un ltro IIR
yt =
LX
i=1
iyt i +
MX
i=0
!ixt i
Donde L es el valor de rezago de la salida yt y M es el valor de rezago de
la entrada xt.
2.4.2. Filtros con Dominio en la Frecuencia
Una se~nal puede tener varios componentes periodicos (seno-coseno) posi-
blemente con diferentes amplitudes, diferentes fases y diferentes frecuencias,
esto puede originar una sucesion nita o innita. La serie que se generan de
esta se~nal tiene la particularidad de presentar una periodicidad determinada
por ejemplo series de tiempo de periodicidad mensual, trimestral, semestral
o anual. Esto nos permite realizar el analisis desde el dominio de la frecuen-
cia, la base de este analisis aplicado a las series temporales es mediante la
transformada de Fourier.
Frecuencia de Respuesta
En la seccion anterior se dijo que la funcion de impulso de respuesta se
utiliza para describir y clasicar ltros lineales con dominio en el tiempo;
otra forma de clasicarlos es a partir de la funcion de frecuencia de respuesta
o funcion de transferencia, siempre y cuando el ltro lineal sea con dominio
en la frecuencia.
H(f) =
1X
k= 1
!ke
 i2fk (2.4.3)
26 Wavelets
donde f es la frecuencia, !k es la funcion de respuesta al impulso de un ltro.
Un aspecto importante, es notar que la funcionH(f) es la version discreta
a la presentada en la expresion 2.2.1, la transformada de Fourier de la funcion
impulso de respuesta. Para el analisis de de una se~nal a partir de la frecuencia,
se considera una se~nal con frecuencia f conocida, de la forma
xt = e
i2ft (2.4.4)
En general, si la se~nal de entrada tiene la forma de la expresion 2.4.4, el
ltro lineal 2.4.2 toma la forma
yt =
1X
k= 1
!ke
i2f(t k)
= ei2ft
 1X
k= 1
!ke
i2fk
!
(2.4.5)
Notese que el termino entre parentesis es la frecuencia de respuesta (2.4.3),
por lo que reescribiendo yt tendramos que
yt = H(f)e
i2ft
La funcion de frecuencia de respuesta H(f) expresada en coordenadas
polares, puede verse como
H(f) = G(f)ei(f)
Esta representacion permite identicar dos aspectos importantes de la
funcion frecuencia de respuesta; la primera es la magnitud de la funcion
frecuencia de respuesta jH(f)j que determina la ganancia de dicha funcion;
es decir, G(f). As G(f) recibe el nombre de funcion ganancia. La otra parte
es la funcion de fase ei(f), que determina el angulo de fase  del ltro.
2.4.3. Filtros Pasa Baja y Pasa Alta
Un ltro se clasica como pasa baja o pasa alta dependiendo de la relacion
entre la funcion ganancia y la frecuencia; si la ganancia es grande cuando la
frecuencia es baja o peque~na cuando la frecuencia es alta, se tiene un ltro
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pasa baja (relacion inversa); en sentido contrario es pasa alta, es decir, si
la ganancia es peque~na cuando la frecuencia es baja o grande cuando la
frecuencia es alta, se tiene un ltro pasa alta (relacion directa).
Frecuencia
Ganancia
Peque~na Grande
Baja PA PB
Alta PB PA
PA: ltro pasa alta
PB: ltro pasa baja
2.5. Filtro Haar
Al considerar la transformada wavelet discreta (TWD) Haar de escala
unitaria para fytgTt=1, donde T es par, los coecientes wavelets y de escala
estan dados por
Wt;1 =
1p
2
(y2t   y2t 1); t = 1; 2; 3; 4; : : : ; T
2
Vt;1 =
1p
2
(y2t + y2t 1); t = 1; 2; 3; 4; : : : ;
T
2
(2.5.1)
Los coecientes wavelet fWt;1g capturan el comportamiento de fytg
a traves de frecuencias altas de ancho de banda [1
2
; 1], mientras que los
coecientes de escala fVt;1g capturan el comportamiento en frecuencias bajas
con ancho de banda [0; 1
2
]. La energa total de fytg esta dada por la suma
de las energas de fWt;1g y fVt;1g. De aqu se puede notar que la energa de
los coecientes de escala dominan a los coecientes wavelet para procesos de
raz unitaria.
Para este caso, Fan y Gencay proponen el test estadstico:
S^T;1 =
PT=2
t=1 V
2
t;1PT=2
t=1 V
2
t;1 +
PT=2
t=1 W
2
t;1
(2.5.2)
Las hipotesis para las series de tiempo que se trataran en la seccion siguiente
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y con las que se probaran o no la estacionalidad a traves de test de raz
unitaria, son:
H0 :  = 1 contra H1 : jj < 1 (2.5.3)
Dadas dichas hipotesis, bajo H0 S^T;1 debe acercarse a 1, dado quePT=2
t=1 V
2
t;1 domina a
PT=2
t=1 W
2
t;1; mientras que bajo H1, debe ser mucho menor
que 1.
La distribucion asintotica de S^T;1 bajo H0, tiende a
T (S^T;1   1)!   0
2
R 1
0
[W (r)]2dr
donde 2 = 4!
2.
En la distribucion asintotica nula se encuentran los parametros 0 y 
2

(o !2). Para estimar dichos parametros se utiliza ^0 = T
 1PT
t=1 u^
2
t el cual
es un estimador consistente para 0 y !^
2 = 4^0 + 2
Pq
j=1 [1  j=(q + 1)]^j
el cual es un estimador consistente siempre que se estime con un estimador
kernel no parametrico, por ejemplo el kernel Bartlett.
Bajo las condiciones anteriores y si ^2 = 4!^
2, se dene el test de Fan y
Gencay, como:
FG1 =
T ^2
^0
h
S^T;1   1
i
(2.5.4)
El test estadstico FG1 bajo la hipotesis nula tiene una distribucion lmite
  1R 1
0
[W (r)]2dr
(2.5.5)
2.6. Filtro Daubechies
Al considerar en forma general un ltro Daubechies de soporte compacto
fhlgL 1l=0 de escala unitaria, los coecientes wavelet y los coecientes de escala
estan dados por
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Wt;1 =
L 1X
l=0
hly2t l
Vt;1 =
L 1X
l=0
gly2t l
(2.6.1)
Donde t = L1; L1 + 1;    ; T=2 con L1 = L=2. Al igual que el ltro
Haar los coecientes wavelet extraen la informacion a partir de frecuencias
altas y los coecientes de escala extraen la informacion a partir de los
coecientes de escala; sin embargo para cualquier ltro Daubechies los Wt;1
son estacionarios bajo las hipotesis 2.5.3 y los Vt;1 son no estacionarios bajo
H0 y estacionarios bajoH1. Lo anterior implica que bajo el analisis de energa,
que los coecientes de escala dominan a los coecientes wavelet bajo H0 y
sobre esta caracterstica se formula el test estadstico
S^LT;1 =
PT=2
t=L1
V 2t;1PT=2
t=L1
V 2t;1 +
PT=2
t=L1
W 2t;1
(2.6.2)
La distribucion asintotica para S^LT;1 esta dada por:
i) S^LT;1 = 1 + op(1) bajo H0 y S^
L
T;1 = cL + op(1) bajo H1
ii) (T
2
)(S^LT;1   1) =)   E(W
2
t;1)
2
R 0
1 [W (r)]
2dr
bajo H0
Con cL =
E(V 2t;1)
E(V 2t;1)+E(W
2
t;1)
< 1
El test estadstico de Fan y Gencay para un ltro Daubechies, es:
FGL1 =
T
2
 ^2
^2y;1
h
S^LT;1   1
i
(2.6.3)
El test estadstico FGL1 bajo la hipotesis nula tiene la misma distribucion
lmite de FG1, ecuacion 2.5.5.

CAPITULO 3
Panel de Datos
En este captulo se presentaran los conceptos sobre Panel de datos, sus
ventajas y desventajas, los test que determinan el modelo econometrico a
utilizar (efectos jos o efectos aleatorios) y algunos aspectos metodologicos
de la tecnica de panel; los cuales dan el fundamento teorico para el analisis
del caso de aplicacion que se desarrollara en el captulo 4.
Los modelos usados en el analisis economico se pueden clasicar segun
los datos utilizados y segun las relaciones supuestas entre las variables que
intervienen en estos.
Cuando se realizan estudios economicos, en el analisis de la informacion
pueden existir, entre otras, la dimension temporal y la dimension estructural.
La primera hace referencia al analisis de series de tiempo, que incorpora
informacion de las variables de estudio en un periodo de tiempo determinado.
La segunda representa el analisis de la informacion para las unidades
individuales de estudio restringidas en un momento determinado del tiempo.
De las anteriores, interesa obtener conclusiones que se deriven de los modelos
estimados y que proporcionen relaciones de causalidad o de comportamiento
entre diferentes clases de variables a partir de los datos suministrados.
32 Panel de Datos
3.1. Panel de datos
Denicion 3.1.1. Un panel de datos es un conjunto de datos que combina
series temporales con unidades de seccion cruzada o de corte transversal
(pases, ciudades, bancos, regiones, empresas, hogares, etc).
3.2. Modelo general de un panel de datos
La estructura basica para un panel de datos es un modelo de regresion
lineal de la forma
yit = x
0
it + z
0
i + "it (3.2.1)
donde i = 1; 2; : : : ; N ; t = 1; 2; : : : ; T . Aca i es la unidad de estudio (corte
transversal), t se rere a la dimension en el tiempo,  es un vector de
k parametros y xit es la i-esima observacion al momento t para las k
variables explicativas. La heterogeneidad o efecto individual es z0i, donde
zi esta conformada por constantes y un conjunto de individuos o un grupo
especco de variables, los cuales pueden ser observables (p.e. genero, raza,
etc.) o no observables (p.e. caractersticas especcas de familias, destrezas,
gustos, etc.) todas invariantes en el tiempo t. Si zi es observable para todos
los individuos, entonces el modelo se reduce a un modelo de regresion lineal
clasico ([29]). En caso contrario, se tienen:
1. Regresion Total: Si zi contiene solamente terminos constantes, el meto-
do de mnimos cuadrados ordinarios genera estimadores consistentes y
ecientes para  y el vector de pendientes .
2. Efectos Fijos: Cuando zi sea no observable y este correlacionada con xit,
entonces el estimador de mnimos cuadrados para  sera inconsistente.
Sin embargo el modelo
yit = x
0
it + i + it (3.2.2)
donde i = z
0
i, representa todos los efectos observables. Debe hacerse
notar que en el presente se da una perdida importante de grados de
libertad.
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3. Efectos Aleatorios: Este modelo considera que los efectos individuales
no son independientes entre s, sino que estan distribuidos aleatoria-
mente alrededor de un valor dado. Una practica comun en el analisis
de regresion es asumir que el gran numero de factores que afecta el
valor de la variable dependiente pero que no han sido excluidas explci-
tamente como variables independientes del modelo, pueden resumirse
apropiadamente en la perturbacion aleatoria. El modelo puede ser for-
mulado como:
yit = x
0
it + E[z
0
i] + fz0i  E[z0i]g+ "it
yit = x
0
it +  + i + "it (3.2.3)
Estos efectos aleatorios se aproxima a especicar que i es un elemento
aleatorio de un grupo especco, similar a "it excepto que para cada
grupo hay una graca que representa identicamente la regresion para
cada periodo. El investigador hace inferencia condicional o marginal
respecto a una poblacion.
4. Test de Especicacion de Hausman: Esta prueba permite determinar
que modelo es el mas adecuado para el panel de datos que se
esta analizando, si es el de efectos jos o de efectos aleatorios. El test
de Hausman se utiliza para analizar la posible correlacion entre los
i y los regresores. Se basa en la idea que bajo la hipotesis de no
correlacion, los modelos OLS, LSDV y GLS 1 son consistentes, pero el
OLS es ineciente, mientras que en la hipotesis alternativa, el OLS es
consistente, pero el GLS no lo es. Por lo tanto, bajo la hipotesis nula,
los dos estimadores dieren sistematicamente, y el test puede basarse
sobre sus diferencias. Otro ingrediente esencial para el test es la matriz
de covarianza de el vector diferencia, [b  ^]:
V ar[b  ^] = V ar[b] + V ar[^]  2Cov[b; ^] (3.2.4)
1OLS: Mnimos Cuadrados Ordinarios, LSDV: Mnimo Cuadrados de Variable Dummy,
y GLS: Minimos Cuadrados Generalizados
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El resultado esencial de Hausman es que la covarianza de un estimador
eciente y la diferencia del estimador ineciente, es cero, lo cual implica
que
Cov[(b  ^); ^] = Cov[b; ^]  V ar[^] = 0
o que
Cov[b  ^] = V ar[^]
reemplazando este resultado en (3.2.4)la matriz de covarianza requerida
para el test,
V ar[b  ^] = V ar[b]  V ar[^] = 	: (3.2.5)
El test 2 se basa en el criterio de Wald:
W = 
2
[K   1] = [b  ^]0	^ 1[b  ^]:
Para 	^, usamos la matriz de covarianza del estimador de pendientes
en el modelo LSDV y en el modelo de efecto aleatorio, excluyendo el
termino constante. Bajo la hipotesis nula, W tiene una distribucion
lmite 2 con K   1 grados de libertad.
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3.3. Criterios para la seleccion del modelo
Cuando el investigador quiere hacer inferencia debe decidir si va a trabajar
respecto a las caractersticas de la poblacion o sobre los efectos que se
encuentran en la muestra. Si decide trabajar sobre una muestra aleatoria;
es decir, hacer inferencias sobre una poblacion, la estructura apropiada para
su analisis es de tipo aleatorio. Mientras que si toma una muestra seleccionada
a conveniencia, el modelo de efectos jos sera el apropiado.
Ademas, si el objetivo del estudio se centra en los coecientes de las
pendientes de los parametros y no en las diferencias individuales, se debe
elegir un modelo que las elimine y que trabaje la heterogeneidad no observable
como aleatoria (incorporandolas en el termino de error), lo que modica
la varianza del modelo, mientras que en el modelo de efectos jos la
heterogeneidad no observable se incorpora en la ordenada del modelo.
Otro factor que afecta la seleccion del modelo radica en el tama~no de
las dimensiones, tanto temporal como estructural. Cuando t es peque~no y N
grande los resultados obtenidos por los dos modelos dieren sustancialmente,
ademas se genera gran cantidad de parametros de efectos jos respecto al
numero de datos disponibles, quienes cuentan con parametros poco conables
y una estimacion ineciente.
3.4. Modelo de efectos jos
El modelo (3.2.2) se puede escribir, como
yit = ii +Xi + it;
suponiendo que el termino i contiene las diferencias entre unidades y debido
a ello, dicho parametro debe ser estimado. En terminos matriciales, tenemos:26664
y1
y2
...
yn
37775 =
26664
i 0 : : : 0
0 i : : : 0
...
...
. . .
...
0 0 : : : i
37775
26664
1
2
...
n
37775+
26664
X1
X2
...
Xn
37775  +
26664
1
2
...
n
37775
o
y =

d1 d2 : : : dn X
 


+ 
3.4 Modelo de efectos jos 37
donde di es una variable dummy
2 que indica la i-esima unidad. Reuniendo
las nT las se obtiene
y = D+X + ;
con D =

d1 d2 : : : dn

nTn : Este modelo se denomina mnimos
cuadrados de variables cticias, MCVF.
Algunos supuestos necesarios para el modelo de efectos jos, son: Sea
f(yi1; : : : ; yiT ; xi1; : : : ; xiT ; i); i = 1; : : : ; Ng
una muestra aleatoria y
yit = x
0
it + i + it
el modelo. Ademas,
1. Supuesto Uno:
E(ijxi; i) = 0 (t = 1; :::; T );
donde i = (i1; :::; iT )
0 y xi = (xi1; :::; xiT )0: Tanto yit como el vector
k  1 de variables explicativas xit son observables, mientras i es un
regresor no observado invariante en el tiempo.
2. Supuesto Dos :
V ar(ijxi; i) = 2IT :
Bajo este supuesto los errores son condicionalmente homocedasticos y
no serialmente correlacionados. Bajo el supuesto Uno, tenemos:
E(yijxi; i) = Xi + i; (3.4.1)
donde yi = (yi1; :::; yiT )
0;  es un vector T  1 de unos y Xi =
(xi1; :::; xiT )
0 es una matrix T  k. La implicacion de (3.4.1) para el
valor esperado de yi dado xi es
E(yijxi) = Xi + E(ijxi): (3.4.2)
2Una variable dummy, binaria o cticia es aquella que toma valor de 1 para algunas
observaciones indicando la presencia de un efecto sobre miembros de un grupo y 0 para el
resto de observaciones.
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Sin embargo, bajo el supuesto Dos
V ar(yijxi; i) = 2IT (3.4.3)
Lo cual implica que
V ar(yijxi) = 2IT + V ar(ijxi)0 (3.4.4)
3. Supuesto Tres :
E(ijxi) = 0 (t = 1; 2; :::; T ):
4. Supuesto Cuatro:
V ar(ijxi) = 2IT :
Frecuentemente se utiliza E(itjxi) = 0 a pesar de ser una suposicion
debil, sin embargo es conveniente hacerlo pues en las aplicaciones se
dicultara imaginar como E(itjxi) = 0 tiende hacia E(itjxi; i) = 0.
3.5. Contraste de signicatividad de los efec-
tos de grupo
La razon t habitual para ai implica un contraste de la hipotesis de
que i es igual a cero. Pero, normalmente, esta hipotesis no es util en un
contexto de regresion. Si estamos interesados en las diferencias entre grupos,
podemos contrastar la hipotesis de que los terminos constantes son todos
iguales, mediante un contraste F . Bajo la hipotesis nula, el estimador eciente
coincide con mnimos cuadrados agrupados. La razon F utilizada para el
contraste es
F (n  1; nT   n K) = (R
2
u  R2p)(n  1)
(1 R2u)(nT   n K)
(3.5.1)
donde u indica el modelo no restringido y p indica el modelo agrupado, o
restringido, con un unico termino constante para todos. (Se puede utilizar
tambien la suma de errores al cuadrado, si resulta mas conveniente). Si fuese
mas comodo, tambien podra estimarse el modelo con una unica constante
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y n   1 variables Dummys. Los demas resultados no cambian, y en vez de
estimar i , cada coeciente de las variables Dummys sera una estimacion de
i 1: El contraste F de que los coecientes de las n 1 variables Dummys
son cero es identico al anterior. Es importante tener presente que, aunque los
resultados estadsticos sean los mismos, la interpretacion de los coecientes
de las variables Dummys en las dos formulaciones son diferentes.
3.6. Los estimadores intra y entre grupos
Podemos formular el modelo de regresion de las siguientes tres formas.
Primero, la formulacion original es
yit = i + 
0xit + it: (3.6.1)
En terminos de desviaciones de las medias del grupo,
yit   yi = 0(xit   xi) + it   i; (3.6.2)
mientras que en terminos de las medias de grupo,
yi = i + 0xi + i: (3.6.3)
Los tres son modelos de regresion clasica y, en principio, los tres podran
ser estimados, al menos consistentemente, aunque no ecientemente, por
mnimos cuadrados ordinarios. Consideremos, entonces, las matrices de
sumas de cuadrados y productos cruzados que se utilizaran en cada caso,
donde nos centraremos solamente en la estimacion de . En (3.6.1), los
momentos seran sobre las medias totales, y y x, y utilizaramos las sumas
totales de cuadrados y productos cruzados,
S 0xx =
nX
i=1
TX
t=1
(xit   x)(xit   x)0
y
S 0xy =
nX
i=1
TX
t=1
(xit   x)(yit   y)
Para (3.6.2), como los datos estan ya en desviaciones, las medias de
(xit   xi) y (yit   yi) son cero. las matrices de momentos son sumas de
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cuadrados y productos cruzados intra-grupos (es decir, desviaciones de las
medias de los grupos),
Swxx =
nX
i=1
TX
t=1
(xit   xi)(xit   xi)0
y
Swxy =
nX
i=1
TX
t=1
(xit   xi)(yit   yi)0:
Finalmente, para (3.6.3), las medias de las medias de los grupos es la media
total. Las matrices de momentos son las sumas de cuadrados y productos
cruzados entre-grupos.
Sbxx =
nX
i=1
T (xi   x)(xi   x)0
y
Sbxy =
nX
i=1
T (xi   x)(yi   y):
Es facil comprobar que
S 0xx = S
w
xx + S
b
xx y S
0
xy = S
w
xy + S
b
xy:
Hay, por lo tanto, tres posibles estimadores de mnimos cuadrados de ,
que corresponden a la descomposicion analizada. El estimador de mnimos
cuadrados es
b0 = [S 0xx]
 1S 0xy = [S
w
xx + S
b
xx]
 1[Swxy + S
b
xy]: (3.6.4)
El estimador intra-grupos es
bw = [Swxx]
 1Swxy:
Este es el estimador MCVF. Un estimador alternativo sera el estimador
entre-grupos,
bb = [Sbxx]
 1Sbxy:
Este es el estimador de mnimos cuadrados de (3.6.3) en los n conjuntos
de medias de grupos. De la expresion anterior
Swxy = S
w
xxb
w y Sbxy = S
b
xxb
b:
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Insertando estos resultados en (3.6.4), vemos que el estimador de MCO es un
promedio ponderado matricialmente, de los estimadores intra y entre grupos:
bt = Fwbw + Fbbb;
donde
Fw = [Swxx + S
b
xx]
 1Swxx = I  Fb:
3.7. Paneles no balanceados y efectos jos
Los paneles en que los tama~nos de grupos dieren son comunes y se
conocen como paneles no balanceados. Las modicaciones necesarias para
permitir tama~nos desiguales, son: el tama~no muestral completo es
Pn
i=1 Ti
en vez de nT , y las medias de los grupos deben basarse en Ti, que vara entre
los grupos. Las medias totales para los regresores son
x =
nP
i=1
TiP
t=1
xit
nP
i=1
Ti
=
nP
i=1
Tixi
nP
i=1
Ti
=
nX
i=1
wixi;
donde wi = Ti=(
Pn
i=1 Ti): Si los grupos son de igual tama~no, wi = 1=n, la
matriz de momentos
Swxx = X
0MdX
es una suma de matrices de sumas de cuadrados y productos cruzados,
nX
i=1
X0iM
o
iXi =
nX
i=1
 
TiX
t=1
(xit   xi)(xit   xi)0
!
sumadas a traves de los grupos, denominada la suma de cuadrados intra-
grupos.
3.8. Efectos aleatorios
Dentro algun contexto puede ser mas apropiado interpretar los terminos
constantes especcos de la unidad, como distribuidos alaeatoriamente entre
las unidades de seccion cruzada. Esto es apropiado si creemos que las
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unidades de seccion cruzada de la muestra son extracciones muestrales de
una poblacion grande. Retomando (3.2.3), el analisis de familias, se puede
interpretar como el conjunto de factores, no incluidos en la regresion, que son
especcos en esa familia y ademas que
E[it] = E[] = 0;
E[2it] = 
2
 ;
E[u2i ] = 
2
u;
E[ituj] = 
2
 ; (3.8.1)
E[itjs] = 0; si t 6= s o i 6= j;
E[uiuj] = 0; si i 6= j:
Reescribiendo (3.2.3) en bloques de T observaciones, tenemos:
wit = it + ui y wi = [wi1; wi2; : : : ; wiT ]
0;
el cual se denomina modelo de componentes del error . Por consiguiente,
E[w2it] = 
2
 + 
2
u;
E[witwis] = 
2
u; t 6= s:
Para las T observaciones de la unidad i, sea 
 = E[wiw
0
i]. Entonces,

 =
26664
2 + 
2
u 
2
u 
2
u    2u
2u 
2
 + 
2
u 
2
u    2u
...
...
...
. . .
...
2u 
2
u 
2
u    2 + 2u
37775 = 2 I+ 2uii0; (3.8.2)
donde i es un vector columna T  1 de unos. Como las observaciones i y j
son independientes, la matriz de varianzas y covarianzas de los errores para
nT observaciones, es
V =
26664

 0 0    0
0 
 0    0
...
...
...
. . .
...
0 0 0    

37775
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3.9. Heterocedasticidad
El problema de heterocedasticidad se presenta cuando es violado el
supuesto de varianza constante de los errores de la funcion de regresion.
La heterocedasticidad tiene que ver con la relacion entre una o mas de las
variables independientes del modelo y el cuadrado de los errores estimados
a partir de la regresion. Este problema se maniesta en un crecimiento o
decrecimiento de la varianza del modelo.
La presencia de heterocedasticidad es muy comun en regresiones estima-
das a partir de datos de corte transversal. Por ejemplo, cuando se recolectan
datos provenientes de estratos, de regiones, por tama~no de la familia o por
tipo de empresa. En general, puede presentarse en estudios que incluyen
grupos con comportamientos marcados a lo largo de toda la muestra; por
ejemplo, la variable ingreso monetario del hogar segun el estrato, pues se
puede pensar que la varianza del ingreso monetario del grupo de alta riqueza
es mas alta que la del grupo de escasos recursos.
El problema de heterocedasticidad repercute directamente sobre la
estimacion de los parametros de la regresion. Los estimadores seguiran siendo
insesgados y consistentes pero no ecientes. La heterocedasticidad causa la
subestimacion o sobre estimacion de la varianza del modelo de regresion,
por lo tanto el valor del error estandar de los parametros, el valor de
los estadsticos t y los intervalos de conanza cambian con respecto a los
resultados que deberan obtenerse en ausencia de heterocedasticidad. En este
sentido, la presencia de heterocedasticidad en el modelo de regresion hace que
las pruebas de hipotesis no tengan validez estadstica o que las inferencias
sean erroneas.
3.9.1. Deteccion de la heterocedasticidad
A continuacion se presentan los metodos para detectar la existencia de
heterocedasticidad:
1. Analisis de residuales: Este metodo permite evaluar gracamente
si existe heterocedasticidad causada por una variable independiente
en particular o por todo el conjunto de variables independientes.
Para el primer caso se elabora un diagrama de dispersion entre xt
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y 2t (cuadrado del termino de error) donde xt es el regresor que el
investigador supone genera la heterocedasticidad. En el segundo caso,
se construye el diagrama de dispersion entre yt estimado y 
2. Si estas
gracas muestran alguna tendencia especca, puede armarse que
existe heterocedasticidad en el modelo de regresion. No obstante esta
metodologa es indicativa y no esta basada en una prueba estadstica.
2. Analisis de regresion: Es la utilizacion de una o mas regresiones
auxiliares. La regresion no se estima entre las variables independientes,
sino entre el cuadrado del termino de error y el conjunto de regresores
del modelo original. Dentro de este metodo se encuentran las pruebas
de Park, White, Glejser, Breusch-Pagan-Godfrey y Golfeld-Quandt.
3.10. Autocorrelacion
El problema de autocorrelacion se presenta en una regresion cuando
los errores de las diferentes observaciones estan relacionados en el tiempo.
Esto indica que el efecto de los errores en el tiempo no es instantaneo sino
por el contrario es persistente en el tiempo. La autocorrelacion es mas
comun en series ordenadas en el tiempo que en informacion proveniente de
encuestas en un tiempo jo (seccion cruzada). La autocorrelacion puede
estar relacionada con los ciclos economicos; generalmente esta se presenta
en un modelo con variables macroeconomicas donde en el tiempo ocurre un
evidente comportamiento tendencial.
Otra causa de la autocorrelacion es la presencia de sesgo de especicacion
en el modelo; principalmente por omision de variables importantes, las
cuales pasan a formar parte del error de la regresion. La autocorrelacion
puede ser tambien generada en casos donde se usa una forma funcional
incorrecta del modelo, esto hace que los datos se ajusten a una forma
funcional que no es la mas adecuada. Se argumenta, que la manipulacion de
informacion puede llegar a generar tambien autocorrelacion. Un caso tpico
se presenta en las cuentas nacionales, donde muchos datos son obtenidos
a partir de otros, aplicando tecnicas de interpolacion o extrapolacion. Por
ejemplo, cuando se convierten datos diarios a semanales. Finalmente, modelos
especiales como los de rezagos distribuidos y los autoregresivos pueden
originar autocorrelacion. Entre las consecuencias de la autocorrelacion se
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tiene la sobrestimacion o subestimacion de los estadsticos t que juzgan
la signicancia de las variables independientes en el modelo. Aunque los
estimadores siguen siendo insesgados y consistentes son inecientes. En este
sentido se afecta la validez estadstica de las pruebas de hipotesis.
3.10.1. Deteccion de la autocorrelacion
Los metodos mas comunes para detectar autocorrelacion son:
1. Analisis de residuales: este metodo plantea la construccion de
diagramas de dispersion para los errores en funcion de tiempo o en
funcion de un perodo inmediatamente anterior. El primer paso es
estimar el modelo original por MCO. Luego los errores estimados de
la regresion son gracados en un eje de coordenadas para identicar si
existe alguna tendencia de los mismos en el tiempo, o de estos con su
primer rezago.
2. El estadstico de Durbin-Watson: Esta prueba es valida para
aplicar en errores que se modelan como un proceso autoregresivo de
orden 1 \AR(1)", como el mostrado a continuacion:
t = t 1 + t
El estadstico d oscila entre 0 y 4. Si este se aproxima a 0, se dice
que existe autocorrelacion positiva (relacion directa entre los errores),
por el contrario si d se aproxima a 4, existe autocorrelacion negativa
(relacion inversa entre los errores). El Durbin-Watson (d) se estima de
la siguiente manera:
d =
nP
t=2
(t   t 1)
nP
t=1
2t
= 2(1  ^); (3.10.1)
donde ^ es el coeciente de autocorrelacion de orden 1, el cual puede
despejarse directamente de (3.10.1),
^ = 1  d
2
:
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La hipotesis planteada es entonces
Ho : t;t 1 = 0; (no existe correlacion entre los errores)
Ha : t;t 1 6= 0; (existe correlacion entre los errores):
El estadstico Durbin-Watson puede ser comparado con su respectivo
tabulado, teniendo en cuenta el numero de observaciones contenidas en
la muestra y el numero de regresores. Se debe tener en cuenta que d es
utilizado para identicar solo autocorrelacion de orden 1 siempre y cuando
el modelo tenga intercepto. Ademas no puede usarse en el caso de modelos
autoregresivos.
Prueba de Breusch-Godfrey. Esta es una prueba similar a la prueba de
White. Se diferencia de esta en que la variable dependiente de la regresion
auxiliar es el termino de error t y los regresores sus respectivos rezagos
hasta el orden deseado por el investigador. Adicionalmente son incluidos
los regresores usados en el modelo original. La hipotesis nula corresponde a
que todos los coecientes de autocorrelacion de orden (los coecientes que
acompa~nan a los residuos rezagados en la regresion auxiliar) son iguales a
cero, mientras la hipotesis alterna es que al menos uno de ellos es distinto
de cero.
El estadstico de prueba es (n   s)R2 s 2s, donde s es el numero de
errores rezagados en la regresion auxiliar. Para probar autocorrelacion de
orden uno, que es la practica mas comun, s sera igual a uno. La hipotesis
nula es rechazada cuando (n   s)R2 > 2s a un nivel de signicancia ; en
este caso se concluye que hay autocorrelacion ([75], [29]).
CAPITULO 4
Caso de Aplicacion
Este captulo se presenta en dos momentos; en el primero, se estudia
de manera detallada la demostracion del test W^1, planteado por Hong
y Kao, publicado en la revista Econometrica \Wavelet-based testing for
correlation of unknown form in panel models"[32]. Para dicho analisis las
demostraciones de las proposiciones, los teoremas del 1 al 6 y el corolario
1, se agrupan de acuerdo a la nalidad de cada una, e.g. convergencia
en probabilidad. En el segundo momento se determina la veracidad de la
conabilidad del test de heterocedasticidad consistente W^1 a traves de la
funcion Wavetest(resid;N; T; J;W ) la cual se programo de nuevo en Matlab.
As se contrastan los resultados de [32], [42] y los obtenidos en el presente
trabajo.
4.1. Vericacion de la Demostracion de W^1
El test propuesto por [32], W1, que detecta correlacion serial en modelos
de panel estaticos o dinamicos, a traves de los componentes de error it, es:
W^1 =
0@ nX
i=1
2Ti
JiX
j=0
2jX
k=1
^2ijk   M^
1A =V^ 12 (4.1.1)
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Donde:
^ijk  (2) 1=2
Ti 1P
h=1 Ti
R^i(h)	^

jk(h);
1
R^i(h)  T 1i
TiP
t=jhj+1
^it^it jhj (h = 0;1; :::;(Ti   1)).2
M^ 
nP
i=1
R^2i (0)Mi0;
V^ 
nP
i=1
R^4i (0)Vi0;
Mi0 
Ti 1P
h=1
(1  h=Ti)bJi(h; h);
Vi0  4
TiP
h=1
TiP
m=1
(1  h=Ti)(1 m=Ti)b2Ji(h;m)
aJ(h;m) 
JiP
j=0
2jP
k=1
	^jk(h)	^

jk(m);
3
bJ(h;m)  2Re[aJ(h;m) + aJ(h; m)];4
	jk(!) = (2)
 1=2
1P
h= 1
	^jk(h)e
ih!;5
	^ij(h)  (2) 1=2
R 
  	jk(!)e
 ih!d!;6
a^ijk  (2) 1=2
Ti 1P
h=1 Ti
^i(h)	^jk(h), donde
^i(h)  R^i(h)=R^i(0).
El modelo de panel de datos planteado para el trabajo con el test W1,
[37] es:
Yit =  +X
0
it + i + t + uit; t = 1; 2; :::; T ; i = 1; 2; :::; n
donde Xit puede ser estatico o dinamico en la forma de incluir valores de
desfase de Yit , i es un efecto individual y t es el efecto de tiempo comun.
1^ijk, coeciente emprico wavelet.
2R^i(h) funcion de autocovarianza.
3aJ es un valor real
4bJ es un valores real
5	ij(!), Espectro de un Wavelet.
6	^ij(h)), transformada de Fourier.
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Las hipotesis planteadas son, hipotesis nula
H0 : cov(uit; uit jhj) = 0
para todo h 6= 0 e i, e hipotesis alternativa
H1 : cov(uit; uit jhj) = 0
para todo h 6= 0 y para algunos i. La prueba estadstica se construye
utilizando la funcion de densidad espectral en la que el supuesto h es conocido
bajo la hipotesis alternativa relajada.
La prueba de H0 se realiza con el residual estimado degradado
^ = u^it   ui   ut + u (t = 1; 2; :::; T ; i = 1; 2; :::; n)
donde
u^it = Yit  X 0it^
ui = T 1i
TiP
t=1
u^it
ut = n 1
nP
t=1
u^it
ut = (nTi) 1
nP
i=1
TiP
t=1
u^it
y ^ estimadores consistentes bajo la hipotesis nula H0.
En lugar de utilizar la funcion de autocovarianza dada por Ri(h) =
E(it; it jhj), Hong y Kao utilizan el espectro de potencia fi(!) =
(2) 1
P+1
h= 1Ri(h)e
 ih!; ! 2 [ ; ] para construir la prueba estadstica,
ya que puede contener informacion sobre la correlacion serial en todos los
rezagos.
Tambien, en lugar de emplear la representacion de Fourier de la densidad
espectral, manejan la densidad espectral basado en wavelets 	jk(!), usando
la base wavelet mencionada  2 L2(R), 	jk(!)denida como:
	jk(!) = (2)
 1=2
+1X
m= 1
 jk
 !
2
+m

; ! 2 [ ; ]
donde, 	jk(!) capta ecazmente los picos locales y los picos de densidad
espectral cambiando el efecto ndice de tiempo k.
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Sobre la base de los coecientes wavelet empricos ^ijk 
(2) 1=2
PTi 1
h=1 Ti R^i(h)	^

jk(h), la prueba estadstica de heterocedasti-
cidad coherente W^1 y la prueba estadstica de heterocedasticidad con
correlacion W^2, as como su distribucion de probabilidad, bajo la hipotesis
nula H0, descrita:
W^1 =
Pn
i=1

2Ti
PJi
j=0
P2J
k=1 ^
2
ijk R^2i (0)(2Ji+1 1)

2[
Pn
i=1 R^
4
i (0)(2
Ji+1 1)]1=2
d! N(0; 1)
W^2 =
1p
n
Pn
i=1

2Ti
PJi
j=0
P2J
k=1 ^
2
ijk (2Ji+1 1)

2(2Ji+1 1)1=2
d! N(0; 1)
A continuacion se plantean las respectivas demostraciones.
4.1.1. Acotamiento del factor de traslacion y los
rezagos
Lema 4.1.1. Supongamos que los supuestos 1 y 2 (Pag. 1524-1525, [32])
se cumplen, y sea bJi(h;m) como esta en W^2. Entonces para cualquier
Ji; Ti 2 Z+ y C una cota constante que es independiente de i; Ti y Ji se
tiene:
(i) bJi(h;m) es un valor real, bJi(0;m) = bJi(h; 0) = 0 y bJi(h;m) =
bJi(m;h);
(ii)
PTi 1
h=1
PTi 1
m=1 h
jbJi(h;m)j  C2(1+)(Ji+1) para 0    12 ;
(iii)
PTi 1
h=1 [
PTi 1
m=1 jbJi(h;m)j]2  C2(Ji+1);
(iv)
PTi 1
h=1
PTi 1
h2=1
[
PTi 1
m=1 jbJi(h1;m)bJi(h2;m)j]2  C(Ji + 1)2(Ji+1);
(v) jPTi 1h=1 bJi(h; h)  (2Ji+1  1)j  C[(Ji+1)+2(Ji+1)(2Ji+1=Ti)(2 1)]; con
 como en la Suposicion 2 (Pag. 1525,[32]);
(vi) jPTi 1h=1 PTi 1m=1 b2Ji(h;m)   2(2Ji+1   1)j  C[(Ji + 1)2 +
2Ji+1(2Ji+1=Ti)
(2 1)]
(vii) sup1h;mTi 1 jbJi(h;m)j  C(Ji + 1);
(viii) sup1hTi 1
PTi 1
m=1 jbJi(h;m)j  C(Ji + 1)
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Demostracion del Lema (4.1.1). Este lema se amplia en Lee y Hong (2001,
4.1.1), quienes consideran el caso tanto para Ji  J ! 1 como para
Ti  T !1. Para detalles de la demostracion, ver Hong y Kao (2002).
4.1.2. Convergencia en Probabilidad
Las siguientes demostraciones muestran que efectivamente los coecientes
wavelets y la varianza convergen en probabilidad 0 y la razon entre las
varianzas converge en probabilidad 1.
Teorema 4.1.2. Sea bijk y ijk denidas en la ecuacion (4.1.1) y en la
ecuacion (4.1.15), y VnT 
Pn
i=1 
8
i Vi0, donde Vi0 se asume como en el
segundo test estadstico W^2, entonces V
 1=2
nT
Pn
i=1 2Ti
PJi
j=0
P2j
k=1(b2ijk  
2ijk)
p! 0.
Demostracion del Teorema (4.1.2). Para demostrar el teorema basta con
vericar que b2ijk   2ijk = (bijk   ijk)2 + 2(bijk   ijk)ijk.
Teorema 4.1.3. Sean M^ y V^ como estan denidos en el segundo test
estadstico W^2. Entonces V
 1=2
nT (M^  MnT )
p! 0 y V^ =VnT p! 1
Demostracion del Teorema (4.1.3). Recordemos la denicion de M^
y V^ en el primer test estadstico W^1. Siguiendo un razonamiento
analogo a la demostracion del teorema 3 (4.1.3), podemos obtener
M^ = MnT [1 + op(1)] y V^ = VnT [1 + op(1)], de lo cual se obtie-
ne (nAT )
 1V^  1=2W^1 = (nAT ) 1
Pn
i=1 2Ti
PJi
j=0
P2j
k=1 ^
2
ijk + Op(1)
dado que MnT  C
Pn
i=1(2
Ji+1) = O(VnT ), y VnT=nAT ! 0 por
(nAT )
 1Pn
i=1 2
Ji+1 ! 0. Recordemos que se debe demostrar:
(a) (nAT )
 1Pn
i=1 2Ti
PJi
j=0
P2j
k=1(^
2
ijk   2ijk)
p! 0
(b) n 1A
Pn
i=1 2Ti
PJi
j=0
P2j
k=1 
2
ijk = (nAT )
 1Pn
i=1 2ciQ(fi; fi0) + o(1),
donde 2ijk esta denida en la suposicion 2 (Pag. 1525,[32]) teniendo
como ijk 
R 
  fi(!)	jk(!)d!
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Primero demostremos (a), puesto que
(nAT )
 1
nX
i=1
2Ti
JiX
j=0
2jX
k=1
(^2ijk   2ijk) =
= (nAT )
 1
nX
i=1
2(nAT )
 1
nX
i=1
2Ti
JiX
j=0
2jX
k=1
[(^ijk   ijk)2 + 2(^ijk   ijk)ijk]
(4.1.2)
Es suciente demostrar que el primer termino de (4.1.2) desapare-
ce en probabilidad. El segundo termino de (4.1.2) desaparece en proba-
bilidad, entonces por la desigualdad de Cauchy-Schwarz y el hecho que
(nAT )
 1Pn
i=1 2Ti
PJi
j=0
P2j
k=1 
2
ijk  C supi2NA Q(fi; f0)  C2. Note que
si ^ijk   ijk = (^ijk   ijk) + (ijk   ijk), obtenemos:
nX
i=1
2Ti
JiX
j=0
2jX
k=1
(^ijk   ijk)2  2
nX
i=1
2Ti
JiX
j=0
2jX
k=1
[^ijk   ijk) + (ijk   ijk)2]
 2(M^71 + M^72) (4.1.3)
Siguiendo la demostracion analoga a la proposicion (4.1.14), podemos
obtener
(nAT )
 1M^71 = Op[(nAT ) 1 + (nAT ) 1VnT ] (4.1.4)
bajo las suposiciones 1 a 6 (Pag. 1524-1531, [32]) y HA. Notese que hemos
obtenido una razon mas lenta bajo HA que bajo H0. Para el segundo termino
en (4.1.3), ademas podemos descomponer a M^72 en
M^72  2
nX
i=1
2Ti
JiX
j=0
2jX
k=1
[(ijk   E ijk)2 + (E ijk   ijk)2]  2(M^721 + M^722)
(4.1.5)
Consideramos el primer termino en (4.1.5). Tenemos que el
sup1hTi 1 var[
Ri(h)]  CT 1i , lo cual sigue de la armacion
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var[ Ri(h)] = T
 1
i
Ti 1X
l=1 Ti
(1 + jljTi)[R2i (l) +Ri(l   h)Ri(l + h) + i(h; l; l + h)]
Cf Hannan (1970, pag. 209). Por lo tanto, nosotros tenemos
M^721 
nX
i=1
Ti sup
1hTi 1
var[ Ri(h)]
Ti 1X
h=1
Ti 1X
m=1
jbJi(h;m)j = O(VnT )
Para el segundo termino en (4.1.5), notese que jE ijk   ijkj 
(2) 1=2T 1i
P1
h= 1 jhRi(h)	^jk(h)j y as tenemos
M^722 
nX
i=1
JiX
j=1
2jX
k=1
"
Ti 1X
h=1 Ti
R2i (h)
#" 1X
h= 1
h2j	^2jk(h)j2
#
= O
"
(22
J=T )
nX
i=1
(2Ji+1)
#
= o(VnT )
dada la suposicion 2 (Pag. 1525,[32]) y 22J^=T ! 0. Siguiendo la de-
sigualdad de Markov (nAT )
 1M^72 = OP [(nA) 1VnT ]. As, (4.1.3), (4.1.4) y
VnT=(nAT )! 0 implica (a).
Ahora demostraremos a (b). Continuamos con
(nAT )
 1
nX
i=1
2
1X
j=0
2jX
k=1
ijk   (nAT ) 1
nX
i=1
2
JiX
j=0
2jX
k=1
ijk 
 C sup
i2NA
1X
j=Ji+1
2jX
k=1
2ijk ! 0
Como el mn1in(Ji) ! 1 y Qi(fi; f0) =
P1
j=0
P2j
k=1 
2
ijk  C. As se
completa la demostracion del test W^1.
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Proposicion 4.1.4.
V
 1=2
nT
nX
i=1
2Ti
JiX
j=0
2jX
k=1
(^ijk   ijk)ijk p! 0
Demostracion de la proposicion 4.1.4. Recordando
^ijk   ijk = (2)( 1=2)
9X
c=1
Ti 1X
h=1 Ti
^ci (h)	^jk (h)
Podemos escribir
nX
i=1
2Ti
JiX
j=0
2jX
k=1
(^ijk   ijk)ijk =
9X
c=1
8<:
nX
i=1
Ti
JiX
j=0
2jX
k=1
"
Ti 1X
h=1 Ti
^ci(h)	^jk(h)
#
ijk
9=;

9X
c=1
^c (4.1.6)
Mostraremos V
 1=2
nT ^
d ! 0 para 1  c  9. Primero, hacemos
V
 1=2
nT j ^1 + ^8 + ^9 j  (A^1 + A^8 + A^9)1=2
0@ nX
i=1
2Ti
JiX
j=0
2jX
k=1
ijk
1A1=2
= Op[n
 3=4V 1=4nT + (VnT=nT )
1=2] (4.1.7)
donde V  1nT
nP
i=1
2Ti
JiP
j=0
2jP
k=1
2ijk = Op(1) por Lema (4.1.1)(v) y
E 2ijk  CT 1i
Ti 1 1P
h=1 T1
j 	^jk2h j2.
A continuacion, consideramos el segundo termino ^2 en (4.1.6). Escribi-
remos
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^2 = (^   )0
nX
i=1
2
JiX
j=0
2jX
k=1
"
Ti 1X
h=1 T1
 ixv(h)	^jk(h) +
Ti 1X
h=1 T1
[~ ixv    ixv(h)]	^jk(h)
#
~ijk
 (^   )0M^3 + (^   )0M^4; (4.1.8)
Para el primer termino M^3 se~nalando que fijkg es una secuencia
independiente a traves de i con media cero, obtenemos
EM^3
2
=
nX
i=1
Ti
2E

Ti 1X
h=1
Ti 1X
m=1
bJi(h;m) ixv(h)
Ri(m)

2

nX
i=1
4i Ti
"
Ti 1X
h=1
k ixv(h)k
#2
sup
1hTi 1
"
Ti 1X
m=1
bJi(h;m)
#2
= O
"
T
nX
i=1
(Ji + 1)
2
#
= O(TVnT ) (4.1.9)
dado la suposicion 5 (Pag. 1528, [32]), Lema (4.1.1, viii), y VnT  C
nP
i=1
2Jk+1:
Resulta que V
 1=2
nT (^   )0M^3 = Opn 1=2 por la inecuacion de Chebyshev.
Para el segundo termino M^4 en (4.1.8), tenemos
V
 1=2
nT j (^   )0M^4 j V  1=2nT k (^   ) k M^1=22 (
nX
i=1
2Ti
JiX
j=0
2jX
k=1
2ijk)
1=2 = Op[(nT )
 1V 1=2nT ]
donde M^2 = Op[(nT )
 1VnT ] es conocido en (4.1.20). Se observa (4.1.8)
que V
 1=2
nT ^2 = Op(n
 1=2 + (nT ) 1V 1=2nT ): Del mismo modo tenemos que
V
 1=2
nT ^3 = Op(n
 1=2 + (nT ) 1V 1=2nT ):
Ahora consideramos ^4 en (4.1.6). ^4 =
nP
i=1
Ti
Ti 1P
h=1
Ti 1P
m=1
bJi(h;m)^4i(h)
Ri(m):
Usando el Lema (4.1.1, ii) y VnT  C
nP
i=1
2Ji + 1, podemos obtener
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E^24 =
nX
i=1
nX
l=1
TiTl
Ti 1X
h1=1
Ti 1X
h2=1
Ti 1X
m1=1
Ti 1X
m2=1
bJi(h1;m1)bJl(h2;m2)
 E[^4i(h1) Ri(m1)^4l(h2) Rl(m2)]
 CT 1
nX
i=1
"
Ti 1X
h=1
Ti 1X
m=1
jbJi(h;m)j
#2
+ CT 2
"
nX
i=1
Ti 1X
h=1
Ti 1X
m=1
jbJi(h;m)j
#2
 C(2 J=T )VnT + CT 2V 2nT (4.1.10)
donde la primera desigualdad se desprende de:
a) j E[^4i(h1) Ri(m1)^4i(h2) Ri(m2)] j CT 3=2i T 3=2l ,
b) para i 6= l,j E[^4i(h1) Ri(m1)^4l(h2) Rl(m2)] j CT 2i T 2l , puede ser demos-
trado mediante la expansion de los datos bajo H0, donde los fvitg coinciden
con f"itg, y como tambien estan i.i.d. en E(v8it)  C para cada i, y fitg
y fltg son mutuamente independiente para i 6= l; por lo tanto, tenemos
V
 1=2
nT ^4 = Op(2
J=2=T 1=2 + V
1=2
nT =T ) por la inecuacion de Chebyshev. Simi-
larmente podemos obtener V
 1=2
nT ^5 = Op(2
J2=T 1=2 + V
1=2
nT =T ).
Proximamente, consideramos ^6. Escribiendo
^6 =
nP
i=1
Ti 1P
h=1
Ti 1P
m=1
bJi(h;m)^6i(h)
Ri(m), donde ^6i(h) = T
 1
i
TiP
t=h+1
vitvt h,
como en (4.1.16). Usando el Lemma (4.1.1)(ii) y vnT  C
nP
i=1
2Ji+1, podemos
obtener
E^26 =
nX
i=1
nX
l=1
TiTl
Ti 1X
h1=1
Ti 1X
h2=1
Ti 1X
m1=1
Ti 1X
m2=1
bJi(h1;m1)bJl(h2;m2)
E[^6i(h1) Ri(m1)^6l(h2) Rl(m2)]
 Cn 1
nX
i=1
"
Ti 1X
h=1
Ti 1X
m=1
jbJi(h;m)j
#2
+ Cn 2
"
nX
i=1
Ti 1X
h=1
Ti 1X
m=1
jbJi(h;m)j
#2
 C(2 J=T )VnT + Cn 2V 2nT (4.1.11)
para la primera inecuacion usaremos el hecho que
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a) jE[^6i(h1) Ri(m1)^6i(h2) Ri(m2)]j  CT 2n 1; y
b) para i 6= l, jE[^6i(h1) Ri(m1)^6l(h2) Rl(m2)]j  CT 1i T 2l n 2,
pueden ser demostrado mediante la expansion de los fvitg los cuales tienen
la propiedad que estan identicamente distribuidos y la independencia entre
fvitg y fvltg para i 6= l bajo H0. Se sigue por la inecuacion de Chebyshev y
2J=n! 0 de modo que V  1=2nT ^6 = Op(2 J2=T 1=2+V 1=2nT =n)
p ! 0. Similarmente
hacemos V
 1=2
nT ^7 = Op(2
J2=T 1=2 + V
1=2
nT =n)
p ! 0. Hemos demostrado que
V
 1=2
nT ^c
p ! 0 para 1  c  9 dado max1in 22(Ji+1)=(n2 + T ) ! 0. La
Proposicion 4.1.4 depende de la ecuacion (4.1.6).
4.1.3. Convergencia en Distribucion Normal
Teorema 4.1.5. Tomando MnT 
nP
i=1
4iMi0, Mi0, como en el primer test
estadstico W^1. Entonces V
 1=2
nT (
nP
i=1
2Ti
JiP
j=0
2jP
k=1
2ijk  MnT ) d ! N(0; 1).
Demostracion del Teorema (4.1.5). Recordando la denicion de ijk en la
ecuacion(4.1.15) de la suposicion 8 (Pag. 1534,[32]), podemos escribir
nX
i=1
2Ti
2jX
j=0
2jX
k=1
ijk =
nX
i=1
Ti
T 1X
h=1
T 1X
m=1
bJi(h;m)
Ri(h) Ri(m)

nX
i=1
(A^i + B^1i   B^2i   B^3i);
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donde
A^i  2T 1i
Ti 1X
h=1
Ti 1X
m=1
bJi(h:m)
TiX
t=2
t 1X
s=1
itit jisis m (por simetra de bJi(; ));
B^1i  T 1i
Ti 1X
h=1
Ti 1X
m=1
bJi(h:m)
TiX
t=1
2itit hit m;
B^2i  T 1i
T 1X
h=1
T 1X
m=1
bJi(h:m)
hX
t=1
TiX
s=m+1
itit hisis m;
B^3i  T 1i
T 1X
h=1
T 1X
m=1
bJi(h:m)
TiX
t=1
mX
s=1
itit kisis m
Note que bajo H0, fitg coincide con f"itg, y son i.i.d. para cada i, fitg y
flsg son independientes i 6= l y todo t; s.
Proposicion 4.1.6. Bajo las condiciones de la proposicion (4.1.10), se tiene
que V
 1=2
nT
Pn
i=1
bUi d! N(0; 1)
Demostracion de la proposicion (4.1.6). EscribimosbUi = T 1i PTit=qi+2 Uit, donde
Uit  2it
Pqi
h=i it hHi;t qi 1(h),
Hi;t qi 1(h) 
Pqi
m=i bJi(h;m)Si;t qi 1(m) y
Si;t qi 1(m) 
Pi;t qi 1
s=i isis m.
Entonces bU = PeTit=q0+2 Ut, donde T  max1in(Ti), Ut Pn
i=1 Uit1(qi  t  Ti), y 1() es la funcion indicador.
Se coloca Ft =
Nn
i=1Fit, donde Fit es el sigma campo generado por
fis; s  tgni=1. Puesto que fitit mg es independiente de Hi;t qi 1(h) para
0  h  qi, fUt;Ft 1g, es una secuencia de diferencias de martingalas
adaptadas (m.d.s), con
E bU2 = TX
t=q0+2
EU2t =
TX
t=q0+2
nX
i=1
E(U2it)1(qi  t  Ti) = VnT [1 + o(1)]
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dado que qi ! 1, qi=2Ji ! 1 y q2=T ! 0. Aplicamos el Teorema Central
del Lmite para martingalas de Brown (1971) y as vericar las siguientes
condiciones:
(a) var 2(bU)PeTt=q0+2EfU2t 1[jUtj  var1=2(bU)]g ! 0 para todo  > 0
(b) var 2(bU2)T 2PeTt=q0+2E(U2t jFt 1) p! 1.
Primero vericaremos (a) demostrando que V  2nT
PeT
t=q0+2
EU4t ! 0. Dado
t, fUitg es una sucesion con media cero independiente de i, as tenemos que
EU4t  C[
Pn
i=1 T
 2
i (EU
4
it)
1=21(qi  t  Ti)]2. Sin embargo, siguiendo a Lee y
Hong (2001, demostracion del teorema 1 (4.1.2)), podemos obtener que para
cada i y para Ti sucientemente grande, EU
4
it  Ct2
Pqi
h=1
Pqi
m=1 b
2
Ji
(h;m).
Lo que conlleva a V  2nT
PeT
t=1EU
4
t = O(T
 1)! 0. Por tanto la condicion (a)
se cumple.
Ahora vericaremos la condicion (b) demostrando que V  2nT E(eU2  
E bU2)! 0, donde
eU2 PeTt=q0+2E(U2t jFt 1),
E(U2t jFt 1)  E
8<:
"
T 1i
nX
i=1
Uit1(qi  t  Ti)
#2
jFt 1
9=; (4.1.12)
=
nX
i=1
T 1i E(U
2
itjFit 1)1(qi  t  Ti) (4.1.13)
Donde la segunda igualdad sigue del hecho que para cada t, fUitg es
una sucesion aleatoria de media cero e independiente de i, fUit;Fit 1g es una
m.d.s. en Lee y Hong (2001) demostrando que para cada i y Ti sucientemente
grande,
E
(
TiX
t=qi+2
[E(U2itjFi;t 1)  EU2it]
)2
 C(q=T )
"
Ti 1X
h=1
Ti 1X
m=1
jbJi(h;m)j
#2
+C(Ji+1)2
Ji
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De all que
E(eU2   E eU2)2 = nX
i=1
E
(
TiX
t=qi+2
[E(U2itjFi;t 1)  EU2it]
)2
 C(q=T )V 2nT + C( J + 1)VnT
para todo T sucientemente grande, donde la igualdad sigue del hecho
que fPTit=qi+2[E(U2itjFi;t 1)  EU2it]g es una sucesion aleatoria de media cero
e independiente de i, y la inecuacion sigue del Lema (4.1.1, ii) y de que
VnT  C
Pn
i=1 2
Ji+1. Luego, dado que q2=T ! 0 y 22 J=T ! 0, tenemos
V  2nT E(eU2 E eU2)2 = O(q=T )+O[V  2nT Pni=1(Ji+1)2Ji ]! 0 cuando n; T !1.
As, la condicion (b) se cumple y por tanto V
 1=2
nT
bU d! N(0; 1) por el teorema
de Brown.
Corolario 4.1.7. Suponga que se mantienen los supuestos del 1 al 9
(pag. 1524, 1525, 1528, 1531, 1533-1535, [32]) y J^0 esta dado como:
J^0  maxf[ 12q+1 lg2(2qq ^0(q)T )   1]; 0g. Si f"itg en (4.1.26) es i.i.d. para
cada i, entonces W^1(J^0)
d ! N(0; 1) y W^2(J^0) d ! N(0; 1).
Demostracion del Corolario (4.1.7). El resultado se sigue del Teorema 5
(4.1.12), por el supuesto 9 (Pag. 1535-1536, [32]) que implica, 2J^=2J   1 =
op(T
 1=(2(2q+1))) = op(2 J=2), donde el estocastico de escala mas na J
esta dado por: 2J+1  maxf[22q0(q)T ]1=(2q+1); 0g. Este ultimo satisface las
condiciones del Teorema 5 (4.1.12).
4.1.4. Igualdad de varianzas y acotamiento
Proposicion 4.1.8.
V
 1=2
nT
nX
i=1
2Ti
JiX
j=0
2jX
k=1
(bijk   ijk)2 = OP [V  1=2nT + (n 1 + T 1)V 1=2nT )
Demostracion de la Proposicion 4.1.8. Por la denicion de bvit en:
^it = u^it   ui   ut + u; (t = 1; 2; :::; Ti; i = 1; 2; :::; n)
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donde u^it  Yit  X 0it^,
ui  T 1i
PTi
t=1 u^it,
ut  n 1
Pn
i=1 u^it, y
u  n 1Pni=1 T 1i PTit=1 u^it,
teniendo que ^ es un estimador consistente para  dentro de H0, tomamosbvit = evit  eX 0it(b ), donde eX 0it y evit son los de la suposicion 5 (pag. 1528,[32]).
Notese que bajo H0, vit en: vit  "it + (   )0(Xit   E Xi   E Xt + E X),
coincide con los verdaderos errores "it en:
^ 
"
nX
i=1
TiX
t=1
~Xit ~X
0
it
# 1 " nX
i=1
TiX
s=1
~Xit ~Yit
#
donde ~Xit  Xit   Xi   Xt + X,
Xi  T 1i
PTi
t=1Xit,
Xt  n 1
Pn
i=1Xit y
X  n 1Pni=1 T 1i PTit=1Xit,
los cuales i.i.d. para cada i, vit y vls son independientes para todo i 6= l y
todo t, s.
Tomando eRi(h)  T 1PTt=jhj+1 evitevit jhj, escribimos
bRi(h)  eRi(h) = (b   )0 ixx(h)(b   )  (b   )0 ix(h)  (b   )0 ix(h)

3X
c=1
bci(h) (4.1.14)
donde e ixx(h)  VT 1i PTit=jhj+1 eXit eX 0it jhj, e ixv(h) y e ivx(h) son las de la
suposicion 5 (pag. 1528, [32]).
Recordando la denicion de bRi(h) en:
fi(!)  (2) 1 Ri(0) +
JiX
j=1
2jX
k=1
ijk	jk(!); ! 2 [ ; ]; donde
Ri(h)  Ti 1
TiX
t=h+1
itit jhj y ijk  (2) 1=2
Ti 1X
h=1 Ti
Ri(h)	^

jk(h): (4.1.15)
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podemos escribir
bRi(h)  eRi(h) = T 1i TiX
t=jhj+1
( eiit   eieit jhj   itet jhj   eteit jhj + eit + eeit jhj)
=
9X
c=4
bci(h) (4.1.16)
Tomando (4.1.14) y (4.1.16), tenemos bijk  eijk = (2) 1=2 9P
c=1
Ti 1P
h=1 Ti
bci(h)b	jk(h), de
aqu que
nX
i=1
2Ti
JiX
j=0
2jX
k=1
(bijk   ijk)2bci(h)  25 9X
c=1
8<:
nX
i=1
Ti
JiX
j=0
2jX
k=1
"
Ti 1X
h=1 Ti
bci(h)b	jk(h)#2
9=;
 25
9X
c=1
bAc (4.1.17)
Ahora se demostrara que V
 1=2
nT
bAc p! 0 para 1  c  9. Primero
se considera bA1. Para (4.1.16), tenemos jb1i(h)j  kb   k2kb ixx(h)k 
kb   k2kb ixx(0)k. Sea bji(h;m) como esta denido en el Lema (4.1.1).
Entonces tenemos
V
 1=2
nT j bA1j = V  1=2nT

nX
i=1
Ti
Ti 1X
h=1
Ti 1X
m=1
bJi(h;m)
b1i(h)b1i(m)

 V  1=2nT kb   k4
"
nX
i=1
Ti
Ti 1X
h=1
Ti 1X
m=1
b2Ji(h;m)
# 1=2 " nX
i=1
T 3i kb ixx(0)k4
# 1=2
= Op(n
 3=2)
dado el Lema (4.1.1)(vi), VnT  C
Pn
i=1 2
Ji+1, la suposicion de la 3 a la 5
(pag. 1528, [32])) Ti  CT y 2i 2 [c; C].
Ahora,consideremos el segundo termino bA2 en (4.1.17). Recordando
que  ix(h)  p lmTi!1 e ix(h), tenemos b2i(h) = (b   )0 ix(h)(b  
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)0[e ix(h)   ix(h)]. As,bA2  2kb   k2
nX
i=1
Ti
JiX
j=0
2jX
k=1
8<:

T 1X
h=1 T
b ix(h)b	jk(h)

2
+

T 1X
h=1 T
[e ix(h)   ix(h)]b	jk(h)

2
9=;
 2kb   k2cM1 + 2kb   k2cM2 (4.1.18)
Ahora consideramos cM1 en (4.1.18). Sea xijk  R   fix(!)	jk(!)d!,
donde fx(!)  (2) 1
P1
h= 1  x(h)e
 ij!, entonces por la identidad de
Parsevals xijk = (2)
 1=2P1
h= 1  ix(h)b	jk(h) yPTi 1h=1 Ti  ix(h)b	jk(h) =
(2)1=2xijk +
P
jhjTi  ix(h)
b	ij(h). Por la desigualdad de Cauchy-Schwarz,
tenemos
cM1  2 nX
i=1
2Ti
JiX
j=0
2jX
k=1
kxijkk2 + 2
nX
i=1
Ti
X
jhjTi
k ix(h)k2
JiX
j=0
2jX
k=1
X
jhjTi
jb	jk(h)j2
= O(nT ) + o[nT (2
eJ=T )2 ] (4.1.19)
= O(nT )
dado 2
J=T ! 0, donde J  max1in(Ji). Aqu, tenemos que usar el
hecho de que
a) Por la identidad de Parsevals y la suposicion 5 (Pag. 1528, [32]), se tiene
JiX
j=0

2jX
k=1
kxix(h)k2 = (2) 1
1X
h= 1
k ix(h)k2 < C
b) Por la suposicion 5 (Pag. 1528, [32]) y Ti = ciT  cT , se tieneX
jhjTi
k ix(h)k2 = o(T 1)
c) Dada la suposicion 2 (Pag. 1525, [32]), se tiene
JiX
j=0
2jX
k=1
X
hjTij
jb	jk(h)j2  JiX
j=0
X
hjTij
j b (2h=2j)j2  C22Ji=T 2 1i
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Por el segundo termino cM2 en (4.1.18), se tiene:
kb   k2cM2  kb   k2 nX
i=1
Ti
Ti 1X
k=1
Ti 1X
m=1
jbJi(h;m)jke ix(h)   ix(h)kke ix(m)   ix(m)k
= Op
"
(nT ) 1
nX
i=1
Ti 1X
h=1
Ti 1X
m=1
jbJi(h;m)j
#
(4.1.20)
= Op[(nT )
 1VnT ]
dado el Lema (4.1.1)(ii), VnT  C
PT
i=1 2
Ji+1, y la suposi-
cion 5 (Pag. 1528, [32]). Combinando (4.1.18) y (4.1.19) obtene-
mos V  1nT bA2 = Op(V  1nT + (nT ) 1V 1=2nT ). De manera similar, tenemos
V
 1=2
nT
bA3 = Op(V  1=2nT + (nT ) 1V 1=2nT ).
Ahora consideremos el termino bA4 en (4.1.17). Por la desigualdad de
Cauchy-Schwarz y el hecho que bajo H0, fitg coincide con f"itg son i.i.d.
con E8it  C para cada i, tenemos E(2ijT 1i
PTi
t=h+1 itkT 1i
PTi
t=m+1 itj) 
CT 2i para h;m > 0. De la desigualdad de Markov, el Lema (4.1.1)(ii) y
VnT  C
Pn
i=1 2
Ji+1 se tiene
V
 1=2
nT
bA4  V  1=2nT nX
i=1
Ti
Ti 1X
h=1
Ti 1X
m=1
jbJi(h;m)j2i
T 1i
TiX
t=h+1
it

T 1i
TiX
t=m+1
it

= Op(T
 1V 1=2nT ) (4.1.21)
De manera similar para bA5, tenemos V  1=2nT bA5 = Op(T 1V 1=2nT ).
Para la bA6 en (4.1.17), note que it y t h son independientes para
h > 0 bajo H0, por la desigualdad de Cauchy-Schwarz y E8it  C,
tenemos E(jt ht mjjT 1i
PTi
t=h+1 itjjT 1i
PTi
t=m+1 itj)  C(nTi) 1 para
h;m > 0, llegando a V
 1=2
nT
bA6 = Op(n 1V 1=2nT ). De manera similar, tenemos
V
 1=2
nT
bA7 = Op(n 1V 1=2nT ).
Finalmente, dado E(2jT 1i
PTi
t=h+1 itjjT 1i
PTi
t=m+1 itj)  Cn 1T 2i
para h;m > 0, bajo H0, tenemos V  1=2nT bAc = Op[(nT ) 1V 1=2nT ] para c = 8; 9.
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As hemos demostrado que V
 1=2
nT
bAc p! 0 para todo 1  c  9 dado
maxiin 22(Ji+1)=(n2 + T )! 0. La proposicion (4.1.8) sigue de (4.1.17).
Proposicion 4.1.9.
V
 1=2
nT (
nX
i=1
2Ti
JiX
j=0
2jX
k=1
2ijk  MnT ) = V  1=2nT
nX
i=1
bAi + op(1)
Primero descomponemos bAi en los terminos con t   s > qi y t   s  qi,
para algun entero qi 2 Z+
bAi = 2T 1i Ti 1X
h=1
Ti 1X
m=1
bJi(h;m)
0@ TiX
t=qi+2
t qi 1X
s=1
+
TiX
t=2
t 1X
s=max (t qi;1)
1A itit hisis m
 bBi + bB4i: (4.1.22)
Ademas, descomponemos bBi,
bBi = 2T 1i
 
qiX
h=1
qiX
m=1
+
qiX
h=1
n 1X
m=qi+1
+
n 1X
h=qi+1
n 1X
m=1
!
bJi(h;m)
TiX
t=qi+2
t qi 1X
s=1
itit hisis m
 bUi + bB5i + bB6i: (4.1.23)
Demostracion de la proposicion (4.1.9). Recordamos la denicion deMnT en
el teorema 4.1.5. Obtenemos
nX
i=1
0@2Ti JiX
j=0
2jX
k=1
2ijk  MnT
1A = nX
i=1
A^i+
nX
i=1
(B^1i   4iMi0) 
nX
i=1
B^2i 
nX
i=1
B^3i:
Demostraremos
a) V
 1=2
nT (
Pn
i=1
bB1i  MnT ) p! 0,
b) V
 1=2
nT
Pn
i=1
bB2i p! 0,
c) V
 1=2
nT 
Pn
i=1
bB3i p! 0,
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(a) Observemos que bB1i tiene una estructura similar a bB1n en Lee y Hong
(2001). Siguiendo el razonamiento de Lee y Hong (2001)y usando el Lema
4.1.1(ii), podemos obtener para cada i y Ti sucientemente grande,
E( bB1i E bB1i)2  CT 1i
"
Ti 1X
h=1
Ti 1X
m=1
jbJi(h;m)j
#2
 C2(2 J=T )
Ti 1X
h=1
Ti 1X
m=1
jbJi(h;m)j
Puesto que f bB1ig es una sucesion aleatoria independiente de i yPn
i=1E
bB1i = MnT , tenemos E( bB1i   MnT )2 = Pni=1E( bB1i   E bB1i)2 =
O(VnT2
eJ=T ) dado el Lema 4.1.1 (ii) y VnT  CPni=1 2Ji+1. Lue-
go, por la desigualdad de Chebyshev y 22
eJ=T p! 0, tenemos
V
 1=2
nT (
Pn
i=1
bB1i  MnT ) = Op[(2 eJ=T )1=2] = op(1).
(b)Ahora consideremos bB2i. Siguiendo a Lee y Hong (2001), te-
nemos E bB22i  CT 1i  [PTi 1h=1 PTi 1m=1 jbJi(h;m)j]3. Entonces, por el
hecho que bB2i es una sucesion aleatoria con media cero indepen-
diente de i, por el Lema 4.1.1 (ii) y VnT  C
Pn
i=1 2
Ji+1, tenemos
E(
Pn
i=1
bB2i)2 = Pni=1E bB22i = Op[(2 eJ=T )VnT ]. Luego V  1=2nT Pni=1 bB2i p! 0
por la desigualdad de Chebyshev y 22
eJ=T ! 0.
(c) Por razonamiento similar que (b), se obtiene V
 1=2
nT 
Pn
i=1
bB3i p!
0.
Proposicion 4.1.10. Teniendo los Supuestos 1 y 2 (Pag. 1524-1525,
[32]) 22
eJ=T!0, qi  qi(Ti)!1, qi=2Ji!1, y q2i =Ti ! 0, donde eJ 
max1in(Ji). Si fitg son i.i.d. para cada i, entonces V  1=2nT
Pn
i=1
bAi =
V
 1=2
nT
Pn
i=1
bUi + op(1).
Demostracion de la proposicion (4.1.10). Dado (4.1.22) y (4.1.23), tenemosbAi = bUi+ bB4i+ bB5i+ bB6i. Es suciente mostrar que V  1=2nT Pni=1 bBci p! 0 para
c = 4; 5; 6.
(a) Consideremos primero bB4i en (4.1.22). De Lee y Hong (2001,
demostracion del Teorema 1), tenemos para cada i y Ti sucientemente
grande,
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E bB24i  C(qi=Ti)
"
Ti 1X
h=1
Ti 1X
m=1
jbJi(h;m)j
#2
 C2(q2 J=T )
Ti 1X
h=1
Ti 1X
m=1
jbJi(h;m)j
donde q  max1in(qi) y la ultima inecuacion sigue del Lema 4.1.1(ii).
Luego, usando el hecho que f bB4ig es una sucesion aleatoria con media
cero independiente de i. Por el Lema 4.1.1(ii) y VnT  C
Pn
i=1 2
Ji+1,
tenemos E(
Pn
i=1
bB4i)2 =Pni=1E bB24i = O(VnT bq2 J=T ). As, la desigualdad de
Chebyshev, q2=T ! 0 y 22 J=T ! 0, implica V  1=2nT
Pn
i=1
bB4i p! 0.
(b) Ahora consideramos bB5i como en (4.1.23). Por la denicion de
bJi(h;m), la desigualdad de Cauchy-Schwarz y la suposicion 2 (Pag.
1525,[32]), tenemos
E bB25i = 4i T 1X
h=1
T 1X
m>qi
b2Ji(h;m)  C
JiX
j=0
X
m>qi
j b (2m=2j)j2  C222Ji=q2 1i
Por tanto, E(
Pn
i=1
bB5i)2 = Pni=1E bB25i  C(2 eJ=q0)2 1Pni=1 2Ji , donde
q0  mn1in(qi). Seguido por la desigualdad de Chebyshev y 2 eJ=q0 ! 0
para que V
 1=2
nT
Pn
i=1
bB5i = Op[(2 eJ=q0)2 1] = op(1).
(c) Finalmente, consideramos bB5i en (4.1.23). Siguiendo a Lee y Hong
(2001, demostracion del Teorema 1 (4.1.2), obtenemos
E bB26i  C22Ji=q2 1i + CT 1i
"
T 1X
h=1
T 1X
m=1
jbJi(h;m)j
#2
(4.1.24)
 C2Ji(2Ji=q0)2 1 + C(2 J=T )
T 1X
h=1
T 1X
m=1
jbJi(h;m)j (4.1.25)
Por el Lema (4.1.1, ii) y la suposicion 2 (Pag. 1525,[32]).
As V
 1=2
nT
PN
i=1
bB6i = Op[(2 J=q0)(2 1) + (2 J=T )1=2] p! 0. Por la de-
sigualdad de Chebyshev VnT  C
Pn
i=1 2
Ji+1, 2
J=q0 ! 0 y 22 J=T ! 0. As se
completa la demostracion de la proposicion (4.1.18).
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4.1.5. Monotona para ai en Q(fi; fio)
Teorema 4.1.11. Suponganse que las suposiciones de la 1 a la 6 (Pag.
1524-1531, [32]) son verdaderas, n = T& para  2 (0;1) y & 2 (0;1), y
2Ji+1 = aiT

i para ai 2 [c; C] y  2 (0; 1). Si ai es monotonamente creciente
en Q(fi; fio) y Ti = T , para todo i.
Demostracion del Teorema (4.1.11). Dado Ti = ciT y 2
Ji+1 = aiT

i , tenemos
2Ji+1 = biT
 , donde bi  aici . Cuando T !1, tenemos:
V 0nT  n 1
nX
i=1
8i (2
Ji+1   1) = T 
 
n 1
nX
i=1
8i bi
!
= bT  [1 + o(1)];
donde b = n 1
nP
i=1
8i bi. Se deduce del Teorema 2 (4.1.5) y V^ =V
0
nt
p ! 1 tal que
(nAT )
 1(bT )1=2W^1 = n 1A
X
i2NA
ciQ(fi; fi0) + op(1) y;
(nAT )
 1(bT )1=2W^2 = n 1A
X
i2NA
(b=8i bi)
1=2ciQi + op(1):
Para c = 1; 2; ponemos S
(c)
nT   2ln[1  (W^c)], donde () es la N(0; 1)
CDF. Porque ln[1  (z)] =  1
2
z2[1 + o(1)] como z ! +1, tenemos
(nAT )
 2bT S(1)nT =
"
n 1A
X
i2NA
ciQ(fi; fi0)
#2
+ op(1)
(nAT )
 2bT S(1)nT =
"
n 1A
X
i2NA
(b=8i bi)
1=2ciQ(fi; fi0)
#2
+ op(1):
Suponga fT (1)i gn(1)i=1 y fT (2)i gn(2)i=1 son dos secuencias de tama~nos de muestra
utilizados para W^1 y W^2 respectivamente de modo que S
(1)
n(1)T (1)
=S
(2)
n(2)T (2)
! 1
como n(1); n(2); T (1); y T (2) ! 1. Entonces eciencia relativa de Bahadur
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de W^1 a W^2
BE(W^1 : W^2)  lm
n(2)P
i=1
T
(2)
i
n(1)P
i=1
T
(1)
i
= lm
 
1
n(2)
n2P
i=1
ci
!
n(2)T (2) 
1
n(1)
n(1)P
i=1
ci
!
n(1)T (1)
=
0BB@ lmn!1 n
 1
nP
i=1
p
b=(8i bi)ciQ(fi; fi0)
lmn!1 n 1
nP
i=1
ciQ(fi; fi0)
1CCA
(1+k)=(3 )
De la ultima igualdad se tiene n(c) = [T (c)]k para c = 1; 2. Por lo tanto,
BE(W^1 : W^2) > 1 si ai es una funcion monotonamente creciente Q(fi; fi0) y
ci = c(i:e:; Ti = T ) para todo i.
4.1.6. Convergencia en probabilidad y en distribucion
Teorema 4.1.12. Suponganse que las suposiciones de la 1 a la 5 y la 7 son
verdaderas (pag. 1524-1529 y 1533,[32]), y J^ es un dato de manejo de escala
na con 2
J^
2J
= 1 + op(2
 J=2), donde J es una escala na no estocastica, tal
que 2
J
(n2+T )
! 0, como n!1. Si f"itg en:
Yit =  +X
0
it + i + t + "it; (t = 1; :::; Ti; i = 1; :::; n;n; Ti 2 Z+);
(4.1.26)
es i.i.d para cada i, entonces W1(J^)   W1(J) p ! 0;W2(J^)   W2(J) p !
0;W1(J^)
p ! N(0; 1) y W2(J^) p ! N(0; 1).
Demostracion del Teorema (4.1.12). Solamente consideramos W^1(J^); la
prueba para W^2(J^) es similar. Escribimos
W^1(J^)  W^2(J) =
= V^ (J^) 1=2
8<:
nX
i=1
2Ti
J^X
j=J
2jX
k
^2ijk   [M^(J^)  M^(J)]
9=;  [V^ (J^)1=2=V^ (J)1=2   1]W^1(J)
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Dado W^1(J) por Teorema 1 (4.1.2) y V^ (J)=VnT
p ! 1 por Teorema
3 (4.1.3), basta para W^1(J^)   W^1(J) p ! 0 y W^1(J^) d ! N(0; 1) si (a)
V
 1=2
nT
(
nP
i=1
2Ti
J^P
j=J
2jP
k
^2ijk   [M^(J^)  M^(J)]
)
p ! 0 y (b) V^ (J^)=V^ (J) p ! 1.
Mostramos primero a (a). Descomponiendo
nX
i=1
2Ti
J^X
j=0
2jX
k=1
^2ijk =
nX
i=1
2Ti
J^X
j=0
2jX
k=1
[(^ijk   ijk)2 + 2ijk + (^ijk   ijk)ijk]
 G^1 + G^2 + 2G^3
(4.1.27)
Para el primer termino de (4.1.27), escribimos
G^1 =
nP
i=1
2Ti
 
J^P
j=0
 
JP
j=0
!
2jP
k=1
(^ijk   ijk)2  G^11   G^12.
Por la proposicion 1 (4.1.8), tenemos V
 1=2
nT G^12
p ! 0. A continuacion, para
cualquiera de las constantes dadas M > 0 y  > 0, tenemos
P (G^11 > )  P (G^11 > 2J=2M j2J^=2J   1j  ) + P (2J=2M j2J^=2J   1j > )
donde el segundo termino se desvanece a 0 como n, T ! 1
dado 2J=2j2J^=2J   1j p ! 0. Para la primera probabilidad, dado
2J=2M j2J^=2J   1j  , tenemos para todos los n y Ti sucientemente
grande, V
 1=2
nT G^12  V  1=2nT
nP
i=1
2Ti
J^P
j=0
2jP
k=1
(^ijk   ijk)2 p ! 0 por proposicion
1 (4.1.8). Por lo tanto, V
 1=2
nT G^1 = op(1).
A continuacion, consideramos G^2. Por simetra de bJ(; ) escribimos
G^2 =
nX
i=1
4i
Ti 1X
h=1
[bJ^(h; h)  bJ(h; h)] +
nX
i=1
Ti 1X
h=1
[T 1i R
2
i (h)  4i ][bJ^(h; h)  bJ(h; h)]
+ 2
nX
i=1
Ti
Ti 1X
h=1
h 1X
m=1
Ri(h) Ri(m)[bJ^(h;m)  bJ(h;m)]
 G^21 + G^22 + 2G^23:
(4.1.28)
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Para el ultimo termino G^23 de G^2 (4.1.28), tenemos para cualquier constante
M > 0 y  > 0,
P (V
 1=2
nT jG^23j > )  P (V  1=2nT jG^23j > ; 2J=2M j2J^=2J   1j  )
+ P (2J=2M j2J^=2J   1j > )
donde, de nuevo, el segundo termino se convierte en 0 para n, t ! 1.
Ahora demostramos que la primera probabilidad desaparece. Tomando T 
max1in(TI), como se hizo antes. Dado 2J=2M j2J^=2J  1j   y la denicion
de aJ(h;m) como en W^1, tenemos
jaJ^(h;m)  aJ(h;m)j = 2
[log2 2
J (1+=M2J=2)]X
i=[log2 2
J (1 =M2J=2)]
jcj(h;m) ^(2h=2j) ^(2m=2j)j;
donde
cj(h;m)  2 j
2jX
k=1
ei2(m h)k=2
j
=

1 si m = h+ 2jr para cualquier entero r
0 de lo contrario

(4.1.29)
Cf. Priestley (1981, p.392, (6.19)). De ah que para todo n y T sucientemente
grande se deduce,
EjG^23j 
T 1X
h=1  T
T 1X
m=1  T
E

nX
i=1
1(h  Ti)1(m  Ti)Ti Ri(h) Ri(m)

 2
[log2 2
J (1+=2J=2M)]X
i=[log2 2
J (1 =2J=2M)]
jcj(h;m) ^(2h=2j) ^(2m=2j)j;
 2n1=2
[log2 2
J (1+=2J=2M)]X
i=[log2 2
J (1 =2J=2M)]
2j
242 j T 1X
h=1  T
j ^(2h=2j)j
35

" 1X
r= 1
j ^(2h=2j) + 2rj
#
 Cn1=22J+1=2J=2M = O(V 1=2nT =M)
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donde la segunda desigualdad sigue, dada la suposicion 2 (pag. 1525,[32]).
Por lo tanto, P (V
 1=2
nT jG^23j > ; 2J=2M j2J^=2J   1j  ) tambien se desvanece
a 0. En consecuencia, tenemos V
 1=2
nT G^23
p ! 0. Del mismo modo, tambien
podemos obtener V
 1=2
nT G^22
p ! 0 y
V
 1=2
nT fG^21   [M^(J^)  M^(J)]g = V  1=2nT [4i   R^2i (0)][bJ^(h; h)  bJ(h; h)]
p ! 0
donde n 1
nP
i=1
[R^2i (0) 4i ] = Op[(nT ) 1=2] dado los Supuestos 3-5 (Pag. 1528,
[32]), y que bajo H0, fitg coincide con fitg y as es i.i.d. para cada i Se
deduce de G^2 (4.1.28) que V
 1=2
nT fG^2   [M^(J^)  M^(J)]g
p ! 0
A continuacion, por la desigualdad de Cauchy-Schwarz, tenemos
V
 1=2
nT jG^3j  (V  1=2nT G^1)1=2(V  1=2nT jG^2j)1=2
= Op[V
 1=4
nT + (T
 1=2 + n 1=2V 1=4nT )]opn
1=4 = op(1)
por la Proposicion 1 (4.1.8) y el hecho de que
n 1=2V  1=2nT G^2 = n
 1=2V  1=2nT (G^21 + G^22 + G^23)
p ! 0
como se puede demostrar utilizando el razonamiento similar a la de G^23. El
resultado de (a) sigue de la ecuacion 4.1.27.
(b) Para mostrar V^ (J^)=V^ (J) = 1 + op(1) basta con mostrar V^ (J^))=VnT
p ! 1
dado V^ (J)=VnT
p ! 1 por Teorema 3 (4.1.3). Recordando las deniciones de
V^ (J^) y VnT podemos utilizar un razonamiento analogo al G^23 para obtener
[V^ (J^)  VnT ]=VnT = V  1nT
nX
i=1
[R^4i (0)  8i ]
Ti 1X
h=1
Ti 1X
m=1
[bJ^(h;m)  bJ(h;m)]
p ! 0;
donde hemos utilizado el hecho de que
n 1
nX
i=1
[R^4i (0)  8i ] = Op[(nT ) 1=2]
Por lo tanto, V^ (J^)=V^ (J)
p ! 1. Resulta que [V^ (J^)=V^ (J) 1]W^1(J) p ! 0 dado
que W^1(J) = Op(1) por Teorema 4.1.2. Por lo tanto, contiene el resultado
(b), y tendramos W^1(J^)  W^1(J) p ! 0, y W^1(J^) p ! N(0; 1).
Esto completa la demostracion.
4.1 Vericacion de la Demostracion de W^1 73
4.1.7. Convergencia entre densidades espectrales
Teorema 4.1.13. Suponga los supuestos del 1 al 8 (pag. 1524, 1525, 1528,
1531, 1533, 1534, [32]) son verdaderas, q 2 (0;1), J ! 1, 2Ji=Ti ! 0
cuando Ti !1.
Entonces: (a) Para cada i, Q(f^i; fi) = Q( fi; fi) + op(2
Ji=Ti + 2
 2qJi); y
EQ( fi; fi) =
2Ji+1
Ti
Z
 
f 2i (!)d! + (2
 2q(Ji+1))q
Z
 
[f q(!)]2d!
+O(2Ji=Ti + 2
 2qJi)
(b) Si ademas Ji = J para todo i y
Ti
T
= ci, entonces:
n 1
nP
i=1
Q(f^i; fi)= n
 1
nP
i=1
Q( fi; fi)+op(2
J=T + 2 2qJ), y
n 1
nX
i=1
EQ( fi; fi) =
2J+1
T
n 1
nX
i=1
c 1i
Z
 
f 2i (!)d!
+ 2 2q(Ji+1)qn 1
nX
i=1
Z
 
[f
(q)
i (!)]
2d!
+ o(2J=T + 2 2qJ)
Demostracion del Teorema (4.1.13). Se demostrara el literal (b) solamente.
la prueba para el literal (a) es similar y mas simple.
Primero mostraremos que
n 1
nP
i=1
Q(f^i; fi)= n
 1
nP
i=1
Q( fi; fi)+Op(2
J=T + 2 2qJ)
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Escribiendo
n 1
nX
i=1
[Q(f^i; fi) Q( fi; fi)]
= n 1
nX
i=1
Q(f^i; fi) + 2n
 1
nX
i=1
Z
 
[(f^i(!)  fi(!))][(f^i(!)  fi(!))]d!
 Q^1 + 2Q^2 (4.1.30)
Para Q^1 en (4.1.30), por identidad de Parceval (4.1.4), y VnT n2
J+1,
tenemos:
Q^1 = n
 1
nP
i=1
jP
j=0
2jP
k=1
(^ijk; ijk)
2 = Op[(nT )
 1 + 2J=nT ] = Op(2J=T )
Como n, T ! 1. Nuevamente, tenemos Q^2 = Op(2J=T + 2 2qj) por
la inecuacion de Cauchy Schwarz, Q^1 = Op(2
J=T ), n 1
nP
i=1
Q( fi; fio) =
Op(2
J=T + 2 2qj), se sigue por la desigualdad de Markov`s,
n 1
nP
i=1
EQ( fi; fi) = Op(2
J=T + 2 2qj). Este ultimo se muestra a conti-
nuacion. Calculamos (b) n 1
nP
i=1
EQ( fi; fi), entonces escribimos:
n 1
nX
i=1
EQ( fi; fi) = n
 1
nX
i=1
EQ( fi; E fi) + n
 1
nX
i=1
Q(E fi; fi)
(4.1.31)
Consideramos en primer lugar el segundo termino de (4.1.31). Por la
ortonormalidad de f	jk()g, obtenemos:
n 1
nX
i=1
EQ( fi; fi) = n
 1
nX
i=1
1X
i=J+1
2jX
k=1
2ijk + n
 1
nX
i=1
JX
j=0
2jX
k=1
(E ijk   ijk)2
(4.1.32)
Para el primer termino de (4.1.31), utilizando (4.1.29) y (4.1.33):
ijk = (2)
 1=2
1X
h= 1
Ri(h)	^

jk(h); (4.1.33)
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tenemos:
1X
i=J+1
2jX
k=1
2ijk + n
 1 =
1X
j=J+1
1X
h= 1
1X
m= 1
R(h)R(m)cj(h;m) ^(2h=2
j) ^(2m=2j)
=
1X
j=J+1
1X
h= 1
1X
r= 1
R(h)R(h+ 2jr) ^(2h=2j) ^(2h=2j + 2r)
Ahora se evaluan los terminos correspondientes a r = 0 y r 6= 0,
respectivamente. Para r = 0 tenemos:
1P
j=J+1
1P
h= 1
R2i (h)j  ^(2h=2j) j
2
=
1P
j=J+1
(2=2j)q
1P
h= 1
j ^(2h=2j)j2
j(2h=2j)j2q h
2R2i (h)
= lmz!1
j (z)j2
j(z)j2q
1P
j=J+1
(2=2j)q [
1P
h= 1
h2R2i (h)][1 + o(1)]
= q2
 2q(J+1)
R
 
[f
(q)
i (w)]
2dw[1 + o(1)],
Deniendo a nivel generalizada la derivada espectral de fi(!):
f
(q)
i (!)  (2) 1
1X
h= 1
jhjqRi(!)e ih!; f! 2 [ ; ]:
(4.1.34)
Tambien denimos una medida q 2 (0;1) de la suavidad de  ^() a 0.
q   (2)
2q+1
1  2 2q lmz!0
j ^(z)j2
jzj2q : (4.1.35)
Donde f (q)() y q estan denidas en (4.1.34) y (4.1.35), y o(1) es
uniforme en i y ! 2 [ ; ], para los terminos correspondientes a r 6= 0,
se puede demostrar que 2 2q(J+1) De esto se desprende que, para el primer
termino de (4.1.32),
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n 1
nX
i=1
1X
j=J+1
2jX
k=1
2ijk = 2
 2q(J+1)2qn
 1
nX
i=1
Z
 
[f
(q)
i (!)]
2d! + o(2 2q(J+1)):
(4.1.36)
Para el segundo termino de (4.1.32), por el Lema (4.1.1, vii) y la
suposicion 8 (Pag. 1534, [32]). Tenemos:
n 1
nX
i=1
JX
j=0
2jX
k=1
(E ijk   ijk)2
= n 1
nX
i=1
JX
j=0
2jX
k=1
[T 1i
Ti 1X
h=1 Ti
j h j Ri(h) jk(2h) +
X
jhjTi
Ri(h) jk(2h)]
 4Cn 1
nX
i=1
T 2i
Ti 1X
h=1
Ti 1X
m=1
j hRi(h)Ri(m)bi(h;m) j= O((J + 1)=T 2)
(4.1.37)
Por ultimo, consideramos que el primer termino de (4.1.31), es el factor
de variacion. Escribimos
n 1
nX
i=1
EQ( fi; E fi) = n
 1
nX
i=1
Ti 1X
h=1 Ti
Ti 1X
m=1 Ti
bJi(h;m)cov[
Ri(h); Ri(m)]
= n 1
nX
i=1
Ti 1X
h=1 Ti
Ti 1X
m=1 Ti
bJi(h;m)T
 1
i
X
l

1  (l) +m
Ti

 [Ri(l) +Ri(l +m  h) +Ri(l +m)Ri(l   h) + ki(l; h;m  h)]
 
1nT + 
2nT + 
3nT ;
es decir, donde (l) = l si l > 0; (l) = 0 si h m  l  0, y (l) =  l+h m
si (Ti h)+1  (l)  h m. Cf. Priestley (1981, p. 326). Dada la Suposicion
6 (ver Pag. 1531, [32]) y el Lema (4.1.1,vii), tenemos j 
2nT j C(J + 1) y
j 
3nT j C(J + 1).
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Para el primer termino 
1nT podemos escribir

1nT = n
 1
nP
i=1
Ti 1P
h=1 Ti
bJi(h; h)T
 1
i
P
l
(1  h
Ti
)R2i (l)
+n 1
nP
i=1
Ti 1P
h=1 Ti
Ti 1P
jrj=1
bJi(h; h+ r)T
 1
i
P
l
[1  (l)+h r
Ti
]Ri(l)Ri(l + r)
= n 1
nP
i=1
T 1i (2
Ji+1   1)
1P
h= 1
R2i (h) +O[(J + 1)=T ],
Donde hemos utilizado el Lema (4.1.1, v) para el primer termino, lo que
corresponde a h = m; el segundo termino corresponde a h 6= m y esto es
O[(J + 1)=T ] uniforme en i dado
1P
h= 1
j Ri(h) j C y el Lema (4.1.1, v). Se
deduce que J !1,
n 1
nX
i=1
EQ( fi; E fi) =
2J+1
T
n 1
X
i=1
Z
 
f 2i (!)d! +O(2
J=T )
(4.1.38)
Retomando de (4.1.31) hasta (4.1.38) y J !1, obtenemos:
n 1
nX
i=1
EQ( fi; E fi) =
2J+1
T
n 1
X
i=1
Z
 
f 2i (!)d! + (2
 2q(J+1)qn 1
nX
i=1
Z
 
[f
(q)
i (!)]
2d!
+ o(2J=T + 2 2qJ):
Esto completa la demostracion del teorema 6 (4.1.13).
4.2. Vericacion de las hipotesis
En esta seccion, se determino la veracidad de la conabilidad del test
de heterocedasticidad consistente W^1, probado con datos reales, para ello se
programo una funcion denominada Wavetest(resid;N; T; J;W ) en Matlab.
En la tabla No.1 (a), (b) y (c) se muestran los valores calculados del test
W^1 con la funcion Wavetest a partir de los residuales obtenidos mediante el
modelo estatico en la seccion 4.2 de la tesis de maestra de [77].
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El modelo estatico obtenido, fue
log(mit) = (t) log(yit) + t + i + it (4.2.1)
con coeciente de escala (t) = 1 + 2  t+ 3  t2.
Donde:
t: Captura el efecto temporal generado por cambios en la tasa de interes
agregada sobre la demanda de dinero para la rma i en el periodo t.
i: Efecto rma.
it: Termino de error.
lg(mit): Logaritmo de los saldos monetarios reales.
lg(yit): Logaritmo de los ingresos operacionales.
Bajo el modelo (4.2.1) y con ayuda del software Matlab, se calcularon
los residuales7 a partir de una muestra aleatoria de 570 datos. Los wavelets
utilizados para dicho calculo, fueron Spline de primer orden (S1) y segundo
orden (S2).
Spline de primer orden (S1)
 ^(z) = eiz=2(2) 1=2
sin4(z=4)
(z=4)2
h P3(z=4 + =4)
P3(z=2)P3(z=4)
i1=2
(4.2.2)
y Spline de segundo orden (S2)
 ^(z) =  iei!=2(2) 1=2 sin
6(z=4)
(z=4)3
h P5(z=4 + =4)
P5(z=2)P5(z=4)
i1=2
(4.2.3)
donde
P3(z)  23+ 13 cos(2z), y P5(z)  130 cos2(2z)+ 1330 cos(2z)+ 815 , con factores
de escala j = 4; : : : ; 10. A partir de estos y usando niveles de signicancia de
 = 5% y de  = 10%, se encontro:
Para el metodo de efectos jos (ver tabla No. 1.(a)), el spline de
primer orden o wavelet Franklin, bajo los factores de escala y niveles
7Al calcular el test de Hausman, a partir de estos, encontraron que el modelo a seguir
era el de efectos jos; dado que p = 0;0075, con  = 0;05.
4.2 Vericacion de las hipotesis 79
de signicancia mencionados, los valores obtenidos con el test W^1 caen
en zona de aceptacion; generando la aceptacion de la hipotesis nula,
H0. Mientras que para el Spline de segundo orden bajo los factores de
escala j = 8; 9; 10, los valores obtenidos con el test W^1 caen en zona
de rechazo para ambos niveles de signicancia utilizados; por lo que se
rechaza la hipotesis nula, H0.
Para el metodo de efectos aleatorios (ver tabla No. 1.(b)) bajo los spline
de primer y segundo orden, con los valores obtenidos a partir del test
W^1, se acepta la hipotesis nula H0, dado que los valores caen en zona
de aceptacion.
En el metodo de efectos totales (ver tabla No. 1.(c)) con los spline de
primer y segundo orden, se observa que ambos permiten obtener valores
para W^1 por debajo de los valores crticos en el nivel de signicancia del
10%, lo que permite aceptar la hipotesis nula H0; aunque con el spline
de segundo orden para un valor de j = 10 el valor queda sobre el valor
crtico superior, se asume que dicha situacion no afecta la aceptacion
de H0.
Efectos (a) Fijos (b)Aleatorio (c) Total
S1 S2 S1 S2 S1 S2
Factor de escala, j W^1 W^1 W^1 W^1 W^1 W^1
4 0.51 1.46 0.32 1.31 1.64 0.62
5 1.33 1.34 0.97 1.09 1.53 0.91
6 0.97 1.19 1.43 1.27 1.48 0.73
7 1.12 1.61 1.10 1.13 1.14 1.01
8 1.51 2.52 1.24 1.12 1.53 0.52
9 1.36 3.14 1.12 1.25 1.04 1.53
10 0.84 2.38 1.27 1.07 1.02 1.65
Tabla No.1 (a) Test calculado W^1 con Matlab
El ltro para la funcion de escala Daubechies de orden p tiene la expresion,
h^(!) =
p
2

1+e i!
2
p
R(e i!)
con p  1 y R(e i!) un polinomio trigonometrico [40].
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Utilizando la funcion de escala madre de los Daubechies de orden 4 (db4)
y de orden 6 (db6), denida por los coecientes ltros (ver Tabla No. 2), con
p = 2 se tiene:
Coecientes Daubechies 4 (db4) Coecientes Daubechies 6 (db6)
n hp(n)(p = 3) hp(n)(p = 2)
0 0.4829629131445341 0.235233603892
1 0.8365163037378079 0.570558457915
2 0.2241438680420134 0.325182500262
3 -0.1294095225512604 -0.095467207783
4 -0.060416104155
5 0.024908749865
Tabla No. 2 db4 y db6
En la Tabla No.4 (a,b,c) se muestran los valores obtenidos con los Wavelet
Daubechies 4 (db4) y los Daubechies 6 (db6), encontrando:
Con el metodo de efecto jos, efectos aleatorios y efectos totales se
acepta la hipotesis Nula H0 con W^1, tanto para los Daubechies 4 (db4)
y los Daubechies 6 (db6), para toda j = 1; 2; 3; :::; 10
Efectos (a) Fijos (b)Aleatorio (c) Total
Wavelet db4 db6 db4 db6 db4 db6
Factor de escala, j W^1 W^1 W^1 W^1 W^1 W^1
0 0.67 0.67 0.53 0.53 0.67 0.67
1 1.23 1.23 0.65 0.65 0.81 0.81
2 0.42 0.42 0.71 0.71 0.88 0.88
3 1.55 1.55 0.76 0.76 0.96 0.96
4 1.66 1.66 0.81 0.81 1.08 1.08
5 0.72 0.72 0.87 0.87 1.14 1.14
6 0.89 0.89 0.84 0.84 1.17 1.17
7 0.97 0.97 0.92 0.92 1.19 1.19
8 1.01 1.01 0.97 0.97 1.23 1.23
9 0.87 0.87 1.01 1.01 1.27 1.27
10 0.78 0.78 1.17 1.17 1.32 1.32
Tabla No.4 (a) Test calculado W^1 con Matlab
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4.3. Contraste de Resultados
En esta seccion se comparan los resultados obtenidos por [42] y los
obtenidos en esta modelacion, teniendo en cuenta las hipotesis planteadas:
H0 : cov(it; it jhj) = 0; para todo h 6= 0 y todo i: (4.3.1)
Ha : cov(it; it jhj) 6= 0; al menos para h 6= 0 y algun i: (4.3.2)
Para Spline de primer orden (S1) y segundo orden (S2), se encontro:
(a) Efectos Fijos para el test W^1
Datos Tovar y Montilla Datos Martinez y Villa
Factor de escala, j S1 S2 Factor de escala, j S1 S2
4 0.51 1.46 4 60587.0 1371.4
5 1.33 1.34 5 7594.9 429.3
6 0.97 1.19 6 2478.3 253.1
7 1.12 1.61 7 1367.0 237.8
8 1.51 2.52 8 1065.6 266.5
9 1.36 3.14 9 998.3 321.0
10 0.84 2.38 10 1039 400.3
Tabla No. 5 (a) Contraste de Resultados calculados para el test W^1 con MatLab.
(b) Efectos Aleatorios para el test W^1
Datos Tovar y Montilla Datos Martinez y Villa
Factor de escala, j S1 S2 Factor de escala, j S1 S2
4 0.32 1.31 4 0.72 1.01
5 0.97 1.09 5 1.17 1.39
6 1.43 1.27 6 1.36 1.17
7 1.10 1.13 7 1.22 1.08
8 1.24 1.12 8 1.14 1.04
9 1.12 1.25 9 1.10 1.03
10 1.27 1.07 10 1.07 1.02
Tabla No. 5 (b) Contraste de Resultados calculados para el test W^1 con MatLab.
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(c) Efectos Totales para el test W^1
Datos Tovar y Montilla Datos Martinez y Villa
Factor de escala, j S1 S2 Factor de escala, j S1 S2
4 1.64 0.62 4 0.953 1.325
5 1.53 0.91 5 1.539 1.839
6 1.48 0.73 6 1.785 1.549
7 1.14 1.01 7 1.613 1.428
8 1.53 0.52 8 1.507 1.380
9 1.04 1.53 9 1.446 1.357
10 1.02 1.65 10 1.409 1.345
Tabla No. 5 (c) Contraste de Resultados calculados para el test W^1 con MatLab.
Tomando como referencia los datos obtenidos en las las Tablas No. 5 (a)
Efectos Fijos, Tabla No. 5 (b) Efectos Aleatorios y Tabla No.5 (c) Efectos
Totales, se determino:
En nuestra tesis de maestra para los Spline de primer orden (S1) y
los Spline de segundo orden (S2), con los metodos de efectos jos,
aleatorios y totales, bajo los factores de escala y niveles de signicancia
mencionados, los valores obtenidos con el test W^1 caen en zona de
aceptacion, por tanto se acepta la hipotesis nula H0.
Tambien, los valores calculados con los Wavelets Daubechies 4 (db4) y
los Daubechies 6 (db6), se encontro que con los metodos efectos jos,
efectos aleatorios y efectos totales se acepta la hipotesis nula H0, para
toda j = 1; 2; 3; :::; 10, en el test W^1.
Mientras que en la tesis de [42], los valores que obtuvieron para los
Spline de primer orden (S1) y los Spline de segundo orden (S2),
aplicando el metodo de efectos jos, estos caen en zona de rechazo
generando el rechazo de la hipotesis nula H0. Para efectos aleatorios,
se acepta la hipotesis nula H0. Para efectos totales, se acepta hipotesis
nula H0 con  = 5% , mientras que con  = 10% se rechaza para
j = 6 para el spline de primer orden S1 y para j = 5 con el Spline de
segundo orden, calculados en el test W^1.
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4.4. Conclusiones
En econometra, el trabajo con panel de datos, consiste en poder
determinar si la informacion (datos de corte transversal y las series de
tiempo) esta serialmente correlacionada, es un aspecto de suma importancia.
El presente trabajo de investigacion se fundamento en dicha premisa.
Aprovechando el test W^1 elaborado por [32], el modelo planteado por [77], y
los resultados de la investigacion de [42], se busco determinar la conabilidad
del test.
El estudio detallado y minucioso de la demostracion del test W^1
permitio comprobar que su estructura es solida dado que garantiza que el
factor de traslacion y los rezagos estan acotados, que los coecientes wavelet
y la varianza convergen en probabilidad, adicional la varianza converge en
distribucion Normal lo que facilita la toma de decisiones frente a la hipotesis
nula (H0), otro aspecto fundamental es que al garantizar la convergencia de
los coecientes (ai) del espectro de potencia (f), se garantiza que la forma
cuadratica (Q(f; f0)) es positiva, demostrando de esta manera que el test si
captura la correlacion serial.
De esta forma, se concluye que el test W^1 es conable en estructura.
Otro elemento importante para garantizar la utilidad del test W^1 fue
raticar, a partir de datos reales, los resultados obtenidos por [32] mediante
la simulacion Monte Carlo. Dado que [32] plantean que los test W^1 y W^2 solo
necesitan los residuales y los resultados de [42] no raticaron dicha situacion,
se agregaron mas parametros o argumentos a la modelacion en Matlab. En
este caso y de acuerdo a la estructura, estos permitieron tener valores mucho
mas acordes a lo esperado.
Se considera que la incorporacion del numero de categoras o empresas
(N), numero de datos por categora (T ), factor de escala (j) permitieron que
los valores obtenidos mediante la funcion wavetest analizara la presencia o
no de correlacion serial y a partir de ella se aceptara o rechazara la hipotesis
nula.
Por lo expuesto con anterioridad, se puede concluir que el test W^1 es
conable, i.e., el test si captura la existencia o no de correlacion serial, siendo
el test no sensible al cambio de la funcion wavelet utilizada al interior del
test.
El lector interesado en la funcion wavetest comunicarse con los autores.8
8Contactar a los e-mail: monymontilla@gmail.com y rito700715@hotmail.com

CAPITULO 5
Notacion
a parametro de dilatacion

 producto tensorial
ai coecientes del desplazamiento ~u
b parametro de translacion
b(; ) forma bilineal
bi coecientes del desplazamiento ~!
bj;k coecientes de fj en Vj
i Coeciente de regresion
^i Coeciente parcial (estimado) de la regresora Xi
C constante de normalizacion de la condicion de admisibilidad
cj;k coecientes wavelets de u^j+1
ck coecientes de las funciones de escala
f termino independiente del problema diferencial
F funcional correspondiente a la formulacion variacional
FX funcion de distribucion
hj ltro wavelets de los Daubechies
h = 2j espaciado entre puntos diadicos de la escala j
hk coecientes del ltro de la funcion de escala
hj; k funciones de escala sistema de Haar
~h vector ltro wavelet fhn; n 2 Zg H espacio de Hilbert
H(f) funcion de frecuencia de respuesta
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I momento de inercia
I0 momento de inercia
j escala
L operador diferencial
L(!) polinomio trigonometrico
m+ 1 orden de B-spline, splines polinomiales de grado m
N orden de la funcion de escala de Daubechies (N + 1coeficientes)
O y o Notacion de Landau, comparacion asintotica de funciones. permite
establecer la cota inferior asintotica, la cota superior asintotica y la cota
ajustada asintotica.
p(x) coeciente en el problema de valores de contorno
pk coecientes de las funcion de escala como combinacion lineal de B-splines
~pk coecientes de las funcion de escala de Daubechies
T matriz de la transformacion entre el espacio fsico y el espacio wavelet
Tc operador de translacion
~u desplazamientos en la direccion x
V^ Ij Subespacio de B-Splines interiores
U vector de desplazamientos Seccion
^j incremento en el espacio V^j+1
~ desplazamientos en la direccion y
V subespacio de H donde se plantea el problema variacional
Vj subespacios cerrados de L
2(R) que constituyen un AMR
w^ grados de libertad en el espacio fsico
wi desplazamiento del nodo i en la direccion transversal
wk coecientes de la wavelet como combinacion lineal de B-splines
~! desplazamientos en la direccion z
w^ desplazamientos transversales en el espacio fsico
Wj complemento ortonormal de Vj en Vj+1, Wj
L
Vj = Vj+1
W^ Ij complemento ortonormal de V^
I
j en V^
I
j+1
 coecientes wavelet
^ grados de libertad en el espacio wavelet
k coecientes wavelets del desplazamiento w
j coecientes wavelets del sistema
w es el vector de coecientes wavelets correspondiente a w^
j;k(t) coecientes donde t > 0
~j; k coecientes de u^j
^j coecientes de u^j solucion de Galerkin Modicado
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[^j+1] coecientes de u^j en las funciones de escala de V^j+1
^ 1(!) transformada de Fourier de una B-spline fraccional
 variacion de un operador
m;n delta de kroneker
 parametro de frecuencia
" vector de deformaciones de componentes "x y 
 umbral del criterio de corte en el Algoritmo
(x) funcion de escala madre en un analisis de multiresolucion
N funcion de escala de Daubechies de orden N
j;k(x) funciones generadas componiendo traslaciones y dilataciones de (x)
^(!) transformada de Fourier de , denida por
R1
 1 (t)e
 2itdt
^m+1(!) transformada de Fourier de m+1
'^0(!) funcion de ! acotada
 constante de continuidad de F
  frontera del dominio de denicion del operador L
 coeciente de Poisson
u el elemento del espacio Vh que interpola a u en los nodos
r polinomios de grado r
 constante de coercividad de la forma bilineal a
! variable de frecuencia
 es la coordenada local, 0    1
 (x) wavelet madre
 N(x) wavelet de orden N en el AMR Daubechies
 j;k(x) funciones generadas componiendo traslaciones y dilataciones de  (x)

 dominio de denicion del operador LL
suma directa de los subespacios
d
= signica que los terminos en comparacion tienen la misma distribucion de
probabilidad
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