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We derive for the first time the limiting distribution of maxima of skew-t random vec-
tors and we show that its limiting case, as the degree of freedom goes to infinity, is the
skewed version of the well-known Hüsler–Reiss model. The advantage of the new fami-
lies of models is that they are particularly flexible, allowing for both symmetric and asym-
metric dependence structures and permitting themodelling of multivariate extremes with
dimensions greater than two.
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1. Introduction
Multivariate max-stable distributions are mathematical devices for modelling high-dimensional extreme data. Their
theoretical properties have been extensively studied; for instance see [10, Ch. 5] for a clear introduction and [35, Ch.
5], [14, Ch. 6] for detailed overviews. This topic is currently undergoing a period of intense development due to the
increasing demand for multivariate extreme analysis in fields such as engineering, finance and hydrology. In the last few
decades authors have proposed: classes of models, for instance the asymmetric logistic [39], the negative logistic [24], the
bilogistic [27], and the beta [12]; approaches for modelling the dependence of extremes directly, such as [11,29,6]; and
methods for estimating the extremal dependence, for example [8,22,15,16].
The family of models proposed by Hüsler and Reiss [23] has grown in importance in light of its connection with max-
stable processes [14, Ch. 9]; [28], and also because it is one of the few parametric models that allowsmodelling multivariate
extremes with dimensions greater than two, as in for instance the class proposed by Cooley et al. [12] and the vine copulas
that offer a tractable alternative for non-normal data [26]. In recent years max-stable processes have emerged as a common
tool for spatial statistical analysis of environmental processes that are observed at many locations over a region, see for
instance [38,36,33].
The limitations of the Gaussian model when modelling the dependence of multivariate data with heavy tails has led
various researchers to seek alternative approaches. The multivariate t distribution has emerged for its simplicity and for its
ability to capture the tail dependence between extremes. Nikoloulopoulos et al. [32] have derived themultivariate extreme-
value limiting distribution based on an underlying t distribution and have shown its connection with the Hüsler–Reiss
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model. While the extremal behaviour of multivariate symmetric models such as the normal and t distributions has been
extensively studied, their skewed versions have not been widely characterized. Attention to these skewed versions has only
recently been paid by Chang and Genton [9], Lysenko et al. [31] and Bortor [7]. The absence of the extremal versions of these
models has motivated our interest in these families of distributions.
The univariate and the multivariate skew-normal (SN) distributions (e.g. [4]) have been proposed for modelling
asymmetric data that exhibit an evident departure from Gaussianity. The SN distribution represents a superset of the
normal family, also called the generating family. A number of different applications are well-documented by Azzalini and
Capitanio [2] and Genton [18], whose work has justified the usefulness of this family of models. In the bivariate case,
[31,7] show that, while the SN distribution captures dependence for a wider range of ‘‘extreme’’ observations than does the
Gaussian distribution, it fails to describe the tail dependence among extreme values. Instead, the skew-t (ST ) distribution,
that is, the asymmetric version of the t [3,1] turns out to have heavy tails similar to the generating family, therefore the tail
dependence can be appropriately assessed.
In this paperwe derive themultivariatemax-stable limiting distributions of ST randomvectors, alongwith the SN version
of the Hüsler–Reiss model. The connection between these two models is that the latter is a special case of the former.
The major advantage of multivariate extreme-value models based on skewed distributions, compared to those based on
the symmetric families, is that while the latter allows only symmetric tail dependence structures, the former allows both
symmetric and asymmetric dependence. Thus, we provide a new, wider and more realistic class of models. Our proposed
models can be applied by practitioners in order to analyse multivariate extremes for dimensions d > 2.
The paper is organized as follows. Section 2 discusses the max-domains of attraction of the skew-normal and skew-t
variables. Section 3 introduces multivariate extremes. Section 4 presents the limiting distribution of ST random vectors and
derives its limiting case, that is the SN version of the Hüsler–Reiss model. Section 5 illustrates the tail dependencies of the
introduced models. Section 6 concludes with some discussion.
2. Domains of attraction and normalizing constants
Let Y1, . . . , Yn be independent and identically distributed (i.i.d.) random variables (rvs) with cumulative distribution
function (cdf) F and let Mn = maxi=1,...,n Yi denote the sample maximum. We focus on the maximum since the minimum
is defined by mini=1,...,n Yi = −maxi=1,...,n−Yi, so the results can be reformulated for the sample minimum. If sequences of
constants (an) > 0 and (bn) ∈ R exist such that the limiting distribution
lim
n→∞ Pr

Mn − bn
an
≤ y

≡ lim
n→∞ F
n(any+ bn) = G(y) (1)
is non-degenerate, then the limit G is an Extreme-Value (EV) distribution and it must be amember of the Generalised EV (GEV)
family of distributions (e.g. [20]). A random variable Y has a GEV distribution, denoted by Y ∼ GEV(µ, σ , ξ) if its cumulative
distribution function is
G(y;µ, σ , ξ) = exp

−

1+ ξ

y− µ
σ
−1/ξ
+

, −∞ < µ, ξ <∞, σ > 0,
where y+ = max(0, y) and µ, σ and ξ are respectively location, scale and shape parameters. The GEV class contains
the following three sub-families [17]: Fréchet-type distributions Gθ (y) = exp(−y−θ ), y ≥ 0 for θ > 0; Weibull-type
distributions G−θ (y) = exp{−(−y)−θ }, y < 0 for θ < 0; and Gumbel-type distributions G0(y) = exp
−e−y , y ∈ Rwhen
θ → 0. A family of distributions F satisfying the limit (1) is said to be in the domain of attraction of G, written F ∈ D(G).
Now, we consider the skew-normal and skew-t rvs and their limiting distributions.
Definition 1. A continuous univariate rv Y follows a univariate extended SN distribution with location parameter µ ∈ R,
scale parameter ω > 0, shape parameter α ∈ R and extended parameter τ ∈ R, denoted by Y ∼ ESN(µ, ω, α, τ ), if its
probability density function (pdf) is
fESN(y) = φ(y;µ,ω)
Φ(τ/
√
1+ α2)Φ(αz + τ), y ∈ R,
where φ(y;µ,ω) is a normal pdf with mean µ and variance ω, z = (y − µ)/ω and Φ(y) is a univariate standard normal
cdf.
Remark 1. In Definition 1, if τ = 0 then the rv Y is skew-normally distributed denoted by Y ∼ SN(µ, ω, α).
Remark 2 (Stochastic Representations). The class of models in Definition 1 admits the following representations. Let Y =
µ+ ωZ , where
Z d= (X |X0 < αX + τ)
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and 
X
X0

∼ N2

0
0

,

1 0
0 1

,
then Y ∼ ESN(µ, ω, α, τ ). If τ = 0 then a SN rv is gained. This latter case can also be obtained as a convolution of the two
normal rvs, that is Z d= δ|X0| +
√
1− δ2X with δ ∈ (−1, 1) and where δ = α/√1+ α, see [4] for details.
Let Y ∼ SN(0, 1, α), from Proposition 1.1 of [35, Ch. 1, p 40] it may be verified that the SN distribution FSN is a
von Mises function and therefore FSN ∈ D(G0) [9]. Two distinct cases need to be considered depending on the sign of
α. When α ≥ 0, the following approximations 1 − FSN(y) ≈ fSN(y)/y and f ′SN(y) ≈ −2yfSN(y) hold for y → ∞,
where fSN(y) denotes the SN probability density function and ≈ indicates asymptotic equality. When α < 0, as y → ∞
given that Φ(αy) ≈ −φ(αy)/(αy), where Φ and φ denote respectively the standard normal cdf and pdf, then fSN(y) ≈
−2φ(y)φ(αy)/(αy), f ′SN(y) ≈ 2φ(y)φ(αy)(1/α + α) and 1− FSN(y) ≈ fSN(y)/{y(1+ α2)}. Now, if the following condition
is satisfied then FSN is a von Mises function,
lim
y→y0
f ′SN(y){1− FSN(y)}
{fSN(y)}2 = −1, (2)
where in our case y0 = ∞. Substituting in (2) with the approximated quantities depending on the value of α, then (2) is
always satisfied for any α ∈ R. Thus, FSN ∈ D(G0) for any α ∈ R, and acceptable choices of normalizing constants are given
by inverting the equation 1− FSN(bn) = 1/n for bn and by an = g(bn)where g = (1− FSN)/fSN, where for 1− FSN(y) one of
its approximate forms is used depending on α. Thus, after standard manipulations we get
an = {(1+ α2)bn}−1, bn =

2 log n
1+ α2
1/2
− log log n+ log(2π |α|){2(1+ α2) log n}1/2 , (3)
when α < 0, while when α ≥ 0 it can be verified that the normalizing constants suggested by Hall [21] for the normal
case are also a suitable choice for the SN distribution. Thus, rescaling y for the normalizing constants an and bn, we have the
convergence result F nSN(any+ bn)→ G0(y) for n →∞.
Definition 2. A continuous univariate rv Y follows a univariate extended ST distribution with location parameter µ ∈ R,
scale parameter ω > 0, shape parameter α ∈ R, extended parameter τ ∈ R and ν degrees of freedom (df), denoted by
Y ∼ EST(µ, ω, α, τ , ν), if its pdf is
fEST(y) = fT(y;µ,ω, ν)
FT(τ/
√
1+ α2; ν)FT

(αz + τ)

ν + 1
ν + z2 ; 0, 1, ν + 1

, y ∈ R,
where
fT(y;µ,ω, ν) = 0{(ν + 1)/2}
(ωνπ)1/20(ν/2)

1+ z
2
ν
−(ν+1)/2
is a t pdf with location µ, scale ω, ν df and FT(·, 0, 1, ν) is a univariate standard t cdf with ν df.
Remark 3. In Definition 2, if τ = 0 then the rv Y is skew-t distributed denoted by Y ∼ ST(µ, ω, α). Instead, for ν → ∞
then Y ∼ ESN(µ, ω, α, τ ).
Remark 4 (Stochastic Representations). The class of models in Definition 2 admits the following representations. Let Y =
µ+ ωZ , where
Z d= (X |X0 < αX + τ)
and 
X
X0

∼ T2

0
0

,

1 0
0 1

, ν

,
then Y ∼ EST(µ, ω, α, τ ). If τ = 0 then a ST rv is gained. This latter case can also be obtained as a scale mixture of
the SN distribution, that is Z d= √WV , where V ∼ SN(0, 1, α),√W is a scale mixing variable independent from V with
W ∼ IG(ν/2, ν/2), see [3,1] for details. A positive rv has an inverse gamma distribution, denoted by X ∼ IG(α, β), if its pdf
is f (x) = βαx−(α+1) exp(−β/x)/0(α), with α, β > 0 and 0(·) denoting the gamma function.
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Let Y ∼ ST(0, 1, α, ν), applying Karamata’s Theorem (e.g. [14, Appendix B, p 363]) it can be verified that the tail of the
ST distribution FST, for ν > 1 and α ∈ R, is a regularly varying function (e.g. [35, Ch. 1, p 13–17]) so that it admits the
representation 1− FST(y) ≈ ν−1y−νs(y;α, ν) as y →∞, where
s(y;α, ν) ≈ 20{(ν + 1)/2}
0(ν/2)
√
νπ

1
y2
+ 1
ν
−(ν+1)/2
FT(α
√
ν + 1; 0, 1, ν)
is a slowly varying function. Observe, that from the scale mixture representation of Remark 4, the regular variation property
of Y derives from the regular variation of the mixing variable
√
W by applying Breiman’s theorem (e.g. [5] and references
therein). Indeed, it can be easily shown that the tail of the distribution of
√
W is a regularly varying function with index−ν.
From Proposition 1.11 of [35, Ch. 1, p 54], F ∈ D(Gν) and a suitable choice for the normalizing constants is given by inverting
the equation 1− FST(an) = 1/n and setting bn = 0. Using an approximation to the tail 1− FST(y), after few manipulations
we get
an = {ns(α, ν)}1/ν, where s(α, ν) = 0{(ν + 1)/2}ν
ν/2FT(α
√
ν + 1; 0, 1, ν)
0{(ν + 2)/2}√π . (4)
Thus, rescaling y for the normalizing constant an we have that F nST(any)→ Gν(y) as n →∞.
3. Multivariate extremes
The extension of the definition of the maximum from the univariate to the multivariate case raises many possibilities.
Here, we follow the characterization given by the vector of component-wise maxima, which for a given random vector and
i.i.d. replications of it, is formed by extracting the maximum of each coordinate.
3.1. Multivariate extreme-value distributions
Consider a d-dimensional random vector Y = (Yj)j∈I with some cdf F(y) and margins Fj(yj), where I := (1, . . . , d)
denotes the index set and y = (yj)j∈I ∈ Rd. Set Ij := I \ {j} for any j ∈ I . Let (Yi)i=1,...,n be n i.i.d. replications of Y and let
Mn = (Mn,j)j∈I be the vector of component-wise maxima. Each Mn,j is given by the univariate definition (see Section 2). If
there are sequences of constants an = (an,j)j∈I > 0, where 0T = (0, . . . , 0) and bn = (bn,j)j∈I ∈ Rd and the weak conditions
of Resnick [35, Ch. 5, p 252–253] hold such that for all y ∈ Rd,
lim
n→∞ Pr

Mn − bn
an
≤ y

≡ lim
n→∞ F
n(any+ bn) = Hd(y),
for some limit distribution Hd(y)with non-degenerate margins Gj(yj), then Hd is a multivariate EV distribution, eachmargin
Gj belongs to the GEV family, and F ∈ D(Hd) and Fj ∈ D(Gj) for any 1 ≤ j ≤ d. Extreme value distributions satisfy
the max-stability property, that is, a distribution function F is max-stable if for some choice of constants an > 0 and
bn ∈ Rd, Pr{(Mn − bn)/an ≤ y}n = Pr(Y ≤ y) for all y ∈ Rd and n = 1, 2, . . . (for more details see [14, Ch. 6]). The
limiting distribution of the component-wise maxima can be derived applying the convergence criterion [14, Ch. 6, p 211]
lim
n→∞ F
n(any+ bn) = Hd(y)⇔ lim
n→∞ n{1− Pr(Y ≤ any+ bn)} = − logHd(y). (5)
One of the primary interests in multivariate analysis is the study of the dependence among variables. The dependence
structure of a joint distribution can be described by the copula function, due to its quite general form and because it contains
complete information about the joint model, apart from the marginal distributions. Here we introduce the copula concept
(e.g. [25, Ch. 1, p 12–16]) and we rephrase the multivariate EV distribution in terms of copulas.
From Sklar’s Theorem, a d-dimensional copula C associated with a cdf F is a distribution function that satisfies the
expression F(y) = C(F1(y1), . . . , Fd(yd)), which is unique if the marginal distributions Fj are continuous. Thus, with
continuous margins it is defined by
C(u) := F(F−11 (u1), . . . , F−1d (ud)), u = (u1, . . . , ud) ∈ [0, 1]d.
The copula is the distribution function of the transformed random vectorU = (Uj)j∈I with standard uniformmargins, where
Uj := Fj(Yj), and thus loosely speaking, is a (dependence) function that combines themarginal distributions in order to form
a valid multivariate model. A related notion is the survival copulaC(u1, . . . , ud) := Pr(1− U1 ≤ u1, . . . , 1− Ud ≤ ud) ≡ C¯(1− u1, . . . , 1− ud), (6)
where C¯ is the survival function of C . Since F n is the cdf ofMn and F nj ofMnj for all j ∈ I , the EV copula CEV associated to H is
the limiting copula
CEV(u) = lim
n→∞ C(u
1/n
1 , . . . , u
1/n
d )
n, u = (u1, . . . , ud) ∈ [0, 1]d, (7)
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provided that the limit exists (e.g. [25, Ch. 6, p 172–174]). Thus the EV copulas correspond to the copulas of the EV
distributions, which are the limiting distributions of the vector of component-wise maxima. The EV copulas inherit their
properties from the full distributions. Thus, for instance, the copulas C satisfying limit (7) are in the domain of attraction
of CEV, written C ∈ D(CEV), and CEV are max-stable copulas since they satisfy the scaling property C(u1, . . . , ud) =
C(u1/n1 , . . . , u
1/n
d )
n for all (u1, . . . , ud) ∈ [0, 1]d and all n = 1, 2, . . . .
3.2. Dependence structure
Assuming different marginal distributions, different authors have provided several characterizations of the max-stable
distributions, see for instance [34] (for more details [35, Ch. 5, p 266–276]; [14, Ch. 6, p 211–221]). Here, we focus on the
descriptions stemming from the copula representation.
If standard uniform margins are assumed, then the EV copula can be written as
CEV(u) = exp{−L(− log u1, . . . ,− log ud)}, u = (u1, . . . , ud) ∈ (0, 1]d
with the function L : [0,∞)d → [0,∞), named the exponent function, given by
L(x) =
∫
Sd−1
max
j∈J
(wj xj) dµ(w1, . . . , wd), x = (x1, . . . , xd) ∈ Rd+,
whereµ, named the spectral measure, is a measure on the (d−1)-dimensional unit simplex inRd, that is, Sd−1 = {w ∈ Rd+ :∑d
j wj = 1}, satisfying the marginal conditions

Sd−1 dµ(w1, . . . , wd) = d and

Sd−1 wjdµ(w1, . . . , wd) = 1 for 1 ≤ j ≤ d.
The exponent function L is a homogeneous function of order 1, that is, L(kx) = kL(x) for any k > 0, and is a convex function
satisfying the condition max(x1, . . . , xd) ≤ L(x) ≤ (x1 + · · · + xd) for all x ∈ Rd+. Using the homogeneity property, L can
also be represented by the function A : Sd → [1/d, 1], named the Pickands dependence function, through the relation
L(x) =
d−
j=1
xjA(w), wj = xjd∑
i=1
xi
, x = (x1, . . . , xd) ∈ Rd+ \ {0}.
The function A is the restriction of L to the unit simplex satisfying the condition max(w1, . . . , wd) ≤ A(w) ≤ 1 for all
w = (w1, . . . , wd) ∈ Sd−1. Therefore, A is also a homogeneous and convex function.
A further representation of the exponent function L has been recently introduced by Nikoloulopoulos et al. [32] and
extended by Joe et al. [26]. This turns out to provide a powerful method for deriving multivariate EV limit distributions
andmultivariate tail probabilities that enable the characterization of measures of extremal dependence. We summarize the
main aspects. Define the upper tail dependence (TD) function by
R(x) := lim
u→0
C¯{(1− uxj)j∈I}
u
, x = (x1, . . . , xd) ∈ Rd+, (8)
provided that the limit exists. The lower case is given considering in the limit the copula C{(uxj)j∈I}. Owing to the relation
(6), all the results concerning the upper TD function are easily rephrased from those of the lower TD function. Thus hereafter,
for brevity we focus mainly on the upper TD function. The lower TD function will be mentioned only to clarify and complete
the exposition. The TD function R is a homogeneous function of order 1; see [26]. A copula C is said to be tail dependent
if R(x) > 0 and if R(x) = 0 is said to be tail independent. Since R is differentiable and homogeneous of order 1 then
R(x) = ∑dj=1 xj∂R/∂xj for all x ∈ Rd+. If C has continuous second-order partial derivatives, then for any 1 ≤ j ≤ d, the TD
function is formed by the following limiting conditional tail probabilities
∂R
∂xj
= ∂
∂xj
lim
u→0
C¯{(1− uxj)j∈I}
u
= lim
u→0 Pr{(Ui > 1− uxi)i∈Ij |Uj = 1− uxj},
which are termed conditional tail dependence (CTD) functions and are denoted by limu→0 C¯Ij|{j}{(1−uxi)i∈Ij |1−uxj}. Thus (8)
can be rewritten as
R(x) =
d−
j=1
xj lim
u→0 C¯Ij|{j}{(1− uxi)i∈Ij |1− uxj}, x = (x1, . . . , xd) ∈ R
d
+. (9)
From (6) and (8) it follows that C¯(1− ux) ≈ uR(x) as u → 0. The lower TD function is obtained substituting in the limit (9)
the CTD functions with the following: CIj|{j}{(uxi)i∈Ij |uxj} = Pr{(Ui ≤ uxi)i∈Ij |Uj = uxj}, for all j ∈ I .
These concepts are also used to reformulate the upper exponent function which can be written as
L(x) = lim
u→0
1− C{(1− uxj)j∈I}
u
, x = (x1, . . . , xd) ∈ Rd+, (10)
provided that the limit exists. Observe that this definition of the exponent function corresponds to the right-side limit of
the convergence criterion (5). Noting that L(x) = limu→0 Pr(1 − Ui ≤ uxi, for some i ∈ I)/u and if C has continuous
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second-order partial derivatives, then the exponent function L, using similar arguments to the TD function, can be rewritten
as
L(x) =
d−
j=1
xj lim
u→0 CIj|{j}{(1− uxi)i∈Ij |1− uxj}, x = (x1, . . . , xd) ∈ R
d
+, (11)
where CIj|{j}{(1− uxi)i∈Ij |1− uxj} = Pr{(Ui ≤ 1− uxi)i∈Ij |Uj = 1− uxj}, 1 ≤ j ≤ d. Lastly, from the definitions (8) and (10)
and the inclusion–exclusion principle it follows that the upper exponent function L is related to the upper TD function R by
L(x) =
d−
k=1
(−1)k−1
−
J⊆I,|J|=k
lim
u→0
C¯{(1− uxj)j∈J}
u
= lim
u→0
Pr(1− Ui ≤ uxi, for some i ∈ I)
u
= lim
u→0
1− Pr(Ui ≤ 1− uxi, ∀i ∈ I)
u
,
where in the first line the second summation is with respect to the number of subsets of cardinality k of an d-element set.
This involves that the approximation C(1 − ux) ≈ 1 − uL(x) as u → 0 holds. Observe, that if |J| = 1 then L(x) = x.
The lower exponent function is given substituting in the limit (10) the copula C{(1− uxj)j∈I}with C¯{(uxj)j∈I}. Therefore, in
the limit of (11) we need to substitute the CTD functions with C¯Ij|{j}{(uxi)i∈Ij |uxj} = Pr{(Ui > uxi)i∈Ij |Uj = uxj}, 1 ≤ j ≤ d.
Finally, analogously to the upper case by the inclusion–exclusion relation the lower exponent functionmay be reformulated
through the lower TD function. These results can be used to derive the limiting copula as u → 0.
Theorem 1. Consider the random vector Y = (Yj)j ∈I with cdf F and marginal distributions Fj, j ∈ I . Let U = (Uj)j ∈I with
associated copula C, where Uj := Fj(Yj). Then the EV copula is
CEV(u1, . . . , ud) = exp{−L(− log u1, . . . ,− log ud)}, (12)
where L is determined by (11).
The notion of a TD function generalizes the definition of an important measure for extremal dependence. A measure of
extremal dependence between variables is the dependence in the tails of a distribution. The dependence in the tails was
first introduced for a bivariate random vector with identical margins (e.g. [25, Ch. 2, p 33]), then extended for a multivariate
random vector (d > 2) with non-identical margins by Li [30]. The coefficients of lower and upper tail dependence are
χ L = lim
u→0 Pr{(Yi ≤ F
−1
i (u))i∈Ij |Yj ≤ F−1j (u)} = limu→0
C(u, . . . , u)
u
,
χU = lim
u→0 Pr{(Yi > F
−1
i (1− u))i∈Ij |Yj > F−1j (1− u)} = limu→0
C¯(1− u, . . . , 1− u)
u
,
(13)
if the limits exist. Loosely speaking the coefficients of upper (lower) tail dependence are conditional upper (lower) orthant
tail probabilities of Y given that a univariate margin takes large (small) extreme values. The vector Y is upper tail dependent
if χU > 0, but if χU = 0 it is tail independent. Observe that the coefficient of upper tail dependence (13) is then defined by
χU := R(1, . . . , 1). Furthermore, for a d-dimensional copula ‘C’ in the domain of attraction of an extreme value copula CEV
with exponent function L and Pickands dependence function A, the relationsχU = d−L(1, . . . , 1) = d(1−A(1/d, . . . , 1/d))
hold. These definitions and relations are similar for the lower case.
4. Multivariate skew-t and skew-normal extreme-value distributions
A well-known result is that the normalized maxima Mn of a normal random vector has asymptotically independent
margins [37]. When a skew-normal random vector is considered, the resulting marginal maxima are still asymptotically
independent, as has been shown by Lysenko et al. [31] and Bortot [7]. Therefore some modifications, as provided by Hüsler
and Reiss [23], are required in order to obtain a non-trivial limit. Instead, when a skew-t random vector is considered the
marginal maxima are asymptotically dependent.
Following on from this, this section gives our main results. We derive the multivariate limiting distribution of maxima
of skew-t random vectors and obtain its limiting case when the df ν goes to infinity.
Definition 3. A continuous d-dimensional random vector Y follows a multivariate extended SN distribution with location
parameter µ ∈ Rd, scale parameter  = (ωij)i,j∈I , where ωii > 0 and ωij ∈ R for i ≠ j, shape parameter α ∈ Rd and
extended parameter τ ∈ R, denoted by Y ∼ ESNd(µ,,α, τ ), if its pdf is
fESN(y) = φd(y;µ,)
Φ(τ/

1+ αT ¯α)
Φ(αT z+ τ), y ∈ Rd,
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where φd(y;µ,) is a d-dimensional normal pdf with mean vector µ and variance–covariance matrix , z = (y −
µ)/ω,ω = diag()1/2, ¯ = ω−1ω−1.
Remark 5. In Definition 3, if τ = 0 then the random vector Y is skew-normally distributed denoted by Y ∼ SNd(µ,,α).
Remark 6 (Stochastic Representations). The class of models in Definition 3 admits the following representations. Let Y =
µ+ ωZ, where
Z d= (X|X0 < αTX+ τ)
and 
X
X0

∼ Nd+1

0
0

,

¯ 0
0 1

,
then Y ∼ ESNd(µ,,α, τ ). If τ = 0 then a SN random vector is gained. This latter case can also be obtained as a convolution
of a rv and a random vector both normally distributed, that is Z d= δ1d|X0|+

Id − δ2Xwhere 1d is the d-dimensional vector
of all ones, δ = diag(δ1, . . . , δd)with δi ∈ (−1, 1), for i = 1, . . . , d, Id is the identity matrix and X ∼ Nd(0,6)where 6 is a
correlation matrix, see [4] for details.
Definition 4. A continuous d-dimensional vector Y follows amultivariate extended ST distributionwith location parameter
µ, scale parameter , shape parameter α, extended parameter τ ∈ R and ν > 0 df, denoted by Y ∼ EST(µ,,α, τ , ν), if
its pdf is
fEST(y) = td(y;µ,, ν)
FT(τ/

1+ αT ¯α; ν)
FT

(αT z+ τ)

ν + d
ν + Q (z) ; 0, 1, ν + d

, y ∈ Rd,
where
fT(y;µ,, ν) = 0{(ν + d)/2}||1/2(νπ)d/20(ν/2)

1+ Q (z)
ν
−(ν+d)/2
,
is a d-dimensional t pdf with location vector µ, dispersion matrix and ν df and Q (z) = zT ¯−1z.
Remark 7. In Definition 4, if τ = 0 then the random vector Y is skew-t distributed, denoted by ST(µ,,α, ν). Instead for
ν →∞ then Y ∼ ESNd(µ,,α, τ ).
Remark 8 (Stochastic Representations). The class of models in Definition 4 admits the following representations. Let Y =
µ+ ωZ, where
Z d= (X|X0 < αX+ τ)
and 
X
X0

∼ Td+1

0
0

,

¯ 0
0 1

, ν

,
then Y ∼ EST(µ,,α, τ ). If τ = 0 then a ST random vector is gained. This latter case can also be obtained as a scalemixture
of the SN distribution, that is Z d= √WV, where V ∼ SN(0, ¯,α),√W is a scale mixing variable independent from V with
W ∼ IG(ν/2, ν/2), see [3,1] for details.
4.1. Maxima of skew-t random vectors
Limiting distributions of i.i.d. random vectors are connected with the concept of multivariate regular variation. Indeed, a
random vector is in the maximum domain of attraction of a multivariate extreme value distribution with common margins
if and only if the vector has a distribution which is regularly varying (for details see [35, Ch. 5, p 276–288]). Considering the
scale mixture representation of Remark 8, similar to the univariate case, the multivariate heavy-tail behavior of Y derives
from the regular variation of themixing variable
√
W by applying amultivariate version of the Breiman’s theorem, see [5]. In
order to derive our first main result on the limiting distribution of maxima of skew-t random vectors, we need the following
two preliminary results.
Lemma 1. Let Y ∼ STd(µ,,α, ν). Consider the partitionYT = (YT1, YT2), whereY1, Y2 have dimensions d1, d2 with d1+d2 = d
and with
 =

jj ji
ij ii

, µ =

µj
µi

.
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Then for i, j ∈ {1, 2}, i ≠ j:
1. Yj ∼ ESTdj(µj,jj, α¯j, τ , ν) where
α¯j =
αj + ¯−1jj ¯jiαi
1+ αTi ˜ii|jαi
, α =

αj
αi

, ˜ii|j = ¯ii − ¯ij¯−1jj ¯ji;
2. (Yi|Yj = yj) ∼ ESTdi(µi|j,αQjii|j,αi|j, τi|j, νi|j), where ESTdi is a di-dimensional extended skew-t distribution with µi|j =
µi + ij−1jj (yj − µj),αQj = {ν + Qj(zj)}/(ν + dj),Qj(zj) = zTj ¯−1jj zj, zj = ω−1j (yj − ξj),ii|j = ii − ij−1jj ji,
αi|j = ωi|jω−1i αi,ωi = diag(ii)1/2,ωi|j = diag(ii|j)1/2, τi|j = α−1/2Qj τ , τ = (αTi ¯ij¯
−1
jj + αTj )zj and νi|j = ν + dj;
3. If Y ∼ ESTd(µ,,α, τ , ν), and A is a non-singular d × d matrix and b is a d × 1 vector, then AY + b ∼ ESTd(Aµ +
b,A,αA, τ , ν), whereA = AAT ,αA = ωAA−Tω−1α and ωA = diag(A)1/2.
Using 3. the conditional distribution of (Yi|Yj = yj) in 2. can be written as
Pr(Yi ≤ yi|Yj = yj) = FEST{α−1/2Qj ω−1i|j (yi − µi|j); 0, ¯ii|j,αi|j, τi|j, νi|j},
where FEST is a di-dimensional extended skew-t cdf with location parameter 0, scale parameter ¯ii|j, shape parameter αi|j,
extended parameter τi|j and νi|j df.
Proof. The proof follows straightforwardly from Propositions 4 and 5 of [1]. 
Lemma 2. Let Y have a standard skew-t distribution FST(y)with shape parameter α and ν df. Let y = qα,ν(u) denote the quantile
function. Then
lim
u→0
qα,ν(1− ux)
qα,ν(1− u) = x
−1/ν, −∞ < α <∞, ν ≥ 1, x > 0. (14)
Proof. As discussed in Section 2, 1− FST(y) is a regularly varying function that behaves asymptotically as ν−1y−νs(y;α, ν).
Inverting the equation 1 − FST(y) = u, we get qα,ν(1 − u) ≈ {s(α, ν)/u}1/ν/ν as u → 0, where s(α, ν) is as in (4). Given
that qα,ν(1− xu) ≈ {s(α, ν)/(xu)}1/ν/ν then the result is proved. 
We can now state our first main result. Without loss of generality we assume for simplicity the standard version of the
multivariate skew-t and skew-normal distributions, which is given when the location parameter is null, µ = 0 and the
dispersion matrix is a correlation matrix, = (ωij)i,j∈I , where ωii = 1 and−1 < ωij < 1 with i, j ∈ I .
Theorem 2. Let Y ∼ STd(µ,,α, ν) with standard skew-t marginal distributions FST(yj; α¯j, ν), j ∈ I where α¯j is given
in Lemma 1. Let 9j = (ψik|j)i,k∈Ij be a symmetric (d − 1) × (d − 1) matrix of coefficients whose entries (i, i) and (i, k) with
i, k ∈ Ij are equal to ψii|j := 1 − ω2ij and to ψik|j := ωik − ωijωkj, i ≠ k. Then the limiting distribution of (Mn − bn)/an with
constants as in (4) has expression
HST(y) = exp
− d−
j=1
y−νj FEST


ν + 1
1− ω2ij

y¯i
y¯j
− ωij

i∈Ij
;µ, 9¯j,αj, τj, ν + 1

 , (15)
for all y ∈ Rd, where FEST is a d− 1-dimensional extended ST distribution with location µ = 0, partial correlation matrix
9¯j =

1 · · · ψ¯1,j−1|j ψ¯1,j+1|j · · · ψ¯1,d|j
...
. . .
...
...
...
...
ψ¯j−1,1|j · · · 1 ψ¯j−1,j+1|j · · · ψ¯j−1,d|j
ψ¯j+1,1|j · · · ψ¯j+1,j−1|j 1 · · · ψ¯j+1,d|j
...
...
...
...
. . .
...
ψ¯d,1|j
... ψ¯d,j−1|j ψ¯d,j+1|j
... 1

, (16)
with
ψ¯i,k|j = ωik − ωijωkj
1− ω2ij

1− ω2kj
, i ≠ j, k ≠ j,
shape parameters αTj = {αi(1 − ω2ij)1/2}i∈Ij , extended parameter τj =
√
ν + 1(αj + ∑i∈Ij αiωij), ν + 1 df and y¯m =
ymFT(α¯p
√
ν + 1, 0, 1, ν),m = j, i and p = i, j with α¯p defined as in Lemma 1.
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Proof. Distribution (15) is derived using Eq. (12) of Theorem 1. We then need to compute the exponent function (10) for
the skew-t case. Considering the transformations ui = FST(yi; 0, 1, α¯i, ν) and uj = FST(yj; 0, 1, α¯j, ν)with inverse functions
yi = qα¯i,ν(ui) and yj = qα¯j,ν(uj), where α¯p, p = i, j is defined as in Lemma 1, we see that the CTD functions in (11) can be
expressed for 1 ≤ j ≤ d by
lim
u→0 CIj|{j}{(1− uxi)i∈Ij |1− uxj} = limu→0 Pr{(Yi ≤ qα¯i,ν(1− uxi))i∈Ij |Yj = qα¯j,ν(1− uxj)}.
From Lemma 1 the CTD functions for 1 ≤ j ≤ d can be rewritten as
CSTIj|{j} = limu→0 FEST


qα¯i,ν (1−uxi)
qα¯j,ν (1−uxj)
− ωij
1− ω2ij
√
ν + 1
ν
qα¯j,ν (1−uxj)2
+ 1

i∈Ij
;µ, 9¯j,αj, τj, ν + 1
 ,
where CSTIj|{j} ≡ limu→0 CIj|{j}{(1−uxi)i∈Ij |1−uxj} and FEST has locationµ = 0, partial correlationmatrix (16), shape parameter
αTj = {αi(1− ω2ij)1/2}i∈Ij , extended parameter
τj =
 ν + 1
ν
qα¯j,ν (1−uyj)2
+ 1
1/2αj +−
i∈Ij
αiρij
 ,
and ν + 1 df.
Applying Lemma 2, qα¯i,ν(1 − uxi)/qα¯j,ν(1 − uxj) → x¯i/x¯j and ν/qα¯j,ν(1 − uxj)2 → 0 as u → 0 where x¯i =
xiFT(α¯j
√
ν + 1; 0, 1, ν) and x¯j = xjFT(α¯i
√
ν + 1; 0, 1, ν). Thus we get the following final expression for the upper exponent
function,
L(x) =
d−
j=1
xjFEST
 ν + 1
1− ω2ij

x¯j
x¯i
1/ν
− ωij

i∈Ij
;µ, 9¯j,αj, τj, ν + 1
 , x ∈ Rd+.
Using the substitution u = exp(−y−ν) in (12), the distribution (15) follows. 
We term (15) the extremal skew-t distribution.
Remark 9. Following the arguments of Section 3.2 and with similar steps to Theorem 2 it can be shown that the lower
exponent function, related to the ST distribution, has expression
L(x) =
d−
j=1
xjF¯EST
 ν + 1
1− ω2ij

−

x¯j
x¯i
1/ν
+ ωij

i∈Ij
;µ, 9¯j,αj,−τj, ν + 1
 , x ∈ Rd+,
where F¯EST(·) is the survival function associated with the extended ST distribution and in this case x¯i = xiFT(−α¯j√
ν + 1; 0, 1, ν) and x¯j = xjFT(−α¯i
√
ν + 1; 0, 1, ν).
Remark 10. Observe that if α = 0 then (15) reduces to the model derived by Nikoloulopoulos et al. [32], that is
HT(y) = exp
− d−
j=1
y−νj FT


ν + 1
1− ω2ij

yi
yj
− ωi,j

i∈Ij
;µ, 9¯j, ν + 1

 , y ∈ Rd,
where FT is a d − 1-dimensional t cdf with location µ = 0 partial correlation matrix (16) and ν + 1 df. We term HT the
extremal t distribution.
4.2. The limit of the extremal skew-t model
Hüsler and Reiss [23] derived the non-trivial limiting distribution of maxima of normally distributed random vectors Y,
with correlation matrix  = (ωij)i,j∈I under the condition that the pairwise correlations depend on the sample size such
that ωij(n) → 1 as n → ∞ for all i, j ∈ I . Nikoloulopoulos et al. [32] showed that the Hüsler–Reiss model emerges as the
limit of the extremal t distribution when in HT as ν →∞, ωij(ν)→ 1 at appropriate rates. In this subsection, we derive the
limit of the extremal skew-t distribution as ν → ∞. With some new, added constraints to the Nikoloulopoulos et al. [32]
assumptions we establish the limiting case resulting in the skewed version of the Hüsler–Reiss model. In essence, a further
condition on the shape parameter α of Theorem 2 as well as its dependence on the df ν are required.
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Theorem 3. Let Y have the multivariate extremal t distribution. Assume in Theorem 2 the dispersion matrix  = {ωij(ν)}i,j∈I
where for all i, j ∈ I, ωij(ν) = 1 − λ2ij/(2ν) with λij > 0, λij = λji for i ≠ j and λii = 0. Assume also that each component of
α depends on the df ν through the relation αj(ν) = αj√ν for all j ∈ I and that the condition∑i∈I αi = 0 is satisfied. Then the
exponent function in Theorem 2 converges to
L(x) =
d−
j=1
xjFESN

λij + 12λij log
x˜j
x˜i

i∈Ij
;µ, 3¯j, κj, ζj

, x ∈ Rd+, (17)
where FESN is a d − 1-dimensional extended SN distribution with µ = 0,3j = (λik|j)i,k∈Ij is a symmetric (d − 1) × (d − 1)
matrix of coefficients whose entries (i, i) and (i, k) with i, k ∈ Ij are equal to λii|j := λ2ij and to λik|j := (λ2ij + λ2kj − λ2ik)/2, i ≠ k,
κj = (αiλij)i∈Ij , ζj = −
∑
i∈Ij αiλ
2
ij/2 and x˜m = xmΦ(ϑp) for m = j, i and p = i, j and with ϑj = ζj/

(1+ αTi 3jαi) for any
j ∈ I and i ∈ Ij.
Proof. First, the matrix 9j in (15) now has components ψi,i|j(ν) = 1 − ω2ij(ν) and ψi,k|j(ν) = ωik(ν) − ωij(ν)ωkj(ν) with
i ≠ j and k ≠ j. It can easily be checked that as ν → ∞, the matrix 9¯j converges entry-wise to 3¯j [32], whose entry (i, k)
for all i, k ∈ Ij is equal to
ωik(ν)− ωij(ν)ωkj(ν)
1− ω2ij(ν)

1− ω2kj(ν)
→ λ
2
ij + λ2kj − λ2ik
2λijλkj
, i ≠ j, k ≠ j.
Next, for any j ∈ I the vector αj in (15) depends on ν having the generic component αi(ν)

1− ω2ij(ν)with i ∈ Ij. Using the
approximation 1 − ω2ij(ν) ≈ 2{1 − ωij(ν)} as ν → ∞, it can be immediately verified that αj → κj, namely αj converges
component-wise to the new vector κj = (αiλij)i∈Ij . Moreover, rephrasing the extended parameter τj in (15) as a function of
ν and using the approximation
√
ν + 1
αj(ν)+−
i∈Ij
αi(ν)ωij(ν)
 ≈ ν
αj +−
i∈Ij
αi −
−
i∈Ij
αiλ
2
ij
2ν

as ν →∞, then τj → ζj that is the extended parameter converges to the new parameter ζj = −∑i∈Ij αiλ2ij/2.
Now, for the generic quantity x˜i = xiFT(α¯j
√
ν + 1; 0, 1, ν) we show the convergence of FT(α¯j
√
ν + 1; 0, 1, ν). The
expression for α¯j is given in Lemma 1, where now coefficients α and ω depend on the df ν. Recalling that for any j ∈ I
and i ∈ Ij, as ν →∞we have that α2i (ν){1−ω2ij(ν)} → α2i λ2ij and observing also that αi(ν)αk(ν){ωik(ν)−ωij(ν)ωkj(ν)} →
αiαk(λ
2
ij + λ2kj − λ2ik)/2, then the quadratic form αTi (ν)˜ii|j(ν)αi(ν) in Lemma 1 converges to αTi 3jαi. Thus, using also the
previous result related to τj, we obtain the following convergence result
α¯j(ν)
√
ν + 1 ≡
√
ν + 1

αj(ν)+∑
i∈Ij
αi(ν)ωij(ν)


1+ αTi (ν)˜ii|j(ν)αi(ν)
→−
∑
i∈Ij
αiλ
2
ij
2

1+ αTi 3jαi
≡ ϑj,
as ν →∞ and therefore given that FT → Φ as ν →∞ then FT(α¯j(ν)
√
ν + 1; 0, 1, ν)→ Φ(ϑj). Finally, observing that as
ν →∞,
ν + 1
1− ωij(ν)

x¯j
x¯i
1/ν
− ωij(ν)

→

λij + 12λij log
x˜j
x˜i

,
then using similar arguments of Nikoloulopoulos et al. [32] the exponent function (17) is the limit of the exponent function
of Theorem 2 as ν →∞. 
Remark 11. If we consider a multivariate skew-normal random vector Y, using the results of Theorem 3, similar to
Theorem 2, it can be shown that the limiting distribution of (Mn − bn)/an with constants as in (3) has expression
HSN(y) = exp

−
d−
j=1
e−yjFESN

λij + y˜i − y˜j2λij

i∈Ij
;µ, 3¯j, κj, ζj

, y ∈ Rd,
where FESN has locationµ = 0, correlationmatrix 3¯j, shape parameter κj, extended parameter ζj and y˜m withm = i, jwhose
expressions are given in Theorem 3. We term HSN the extremal skew-normal distribution.
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Fig. 1. The coefficients of upper and lower tail dependence χU and χ L of formulas (18) and (19). In the panels χU and χ L are plotted forω ∈ [−1, 1], ν = 2
df (left panels), ν = 4 df (right panels) and different combinations of the shape parameters α1 and α2 . The top-left and top-right panels highlight the
departure of χU from the extremal t case (α1 = α2 = 0) for different values of α1 and α2 . The bottom-left and the bottom-right panels point out the
departure of χ L from the extremal t case for several combinations of α1 and α2 .
Remark 12. Observe that if in the extremal skew-normal model α = 0, then κj = 0 and ζj = 0, thus HSN reduces to the
model derived by Hüsler and Reiss [23], that is
HN(y) = exp

−
d−
j=1
e−yjΦ

λij + yi − yj2λij

i∈Ij
;µ, 3¯j

, y ∈ Rd,
where Φ is d − 1-dimensional normal cdf with mean µ = 0 and correlation matrix 3¯j. We term HN the extremal normal
distribution.
We summarize the connection between the four extremal distributions: skew-t , skew-normal, t andnormal by the following
scheme:
5. Tail dependencies
In this section we illustrate, for the extremal skew-t model, the behaviour of related quantities of multivariate extremes,
such as the coefficient of upper tail dependenceχU, the coefficient of lower tail dependenceχ L and the Pickands dependence
function A(w).
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Fig. 2. Pickands dependence function A(w) of formula (20) when d = 2. The panels plot A(w) for sequences of 100 values of w ∈ [0, 1] and 16 equally
spaced values of ω ∈ [−0.2, 0.99], ν = 3 df and shape parameters α1 and α2 . The top-left panel, with α1 = α2 = 0, represents the extremal t case. The
top-right panel shows A(w) for negative values of α1, α2 . From the bottom-left to the bottom-right panels A(w) is represented for some combinations of
α1 and α2 .
The coefficient of upper tail dependence (13) in the bivariate case is defined by χU := R(1, 1) ≡ 2 − L(1, 1); see
Section 3.2. From Theorem 2 in Section 4.1 we can straightforwardly derive the expression for the coefficient as
χU = F¯EST

(x1/ν1 − ω)
√
ν + 1√
1− ω2 ; 0, 1, α1, τ1, ν + 1

+ F¯EST

(x1/ν2 − ω)
√
ν + 1√
1− ω2 ; 0, 1, α2, τ2, ν + 1

, (18)
where F¯EST is the univariate survival extended ST function with zero location, unit scale, αj = αi
√
1− ω2, τj =√
ν + 1(αj + αiω), and xj = FT(α¯i
√
ν + 1; 0, 1, ν)/FT(α¯j
√
ν + 1; 0, 1, ν) with j = 1, 2 and i = 2, 1 and where α¯j =
(αj + αiω)/

1+ α2i (1− ω2).
Fig. 1 illustrates χU and χ L for a range of correlation values ω ∈ [−1, 1] with ν = 2 df (left panels), ν = 4 df (right
panels) and several values of shapes α1, α2. The top-left panel compares χU with the coefficient of the extremal t case,
obtained setting in formula (18) α1 = α2 = 0 (solid line). We can see that when both shapes are negative (longdash line),
χU is considerably less dependent than the extremal t case for the whole range ofω. Instead, when both shapes are positive
(dotdash line), χU is the same for high positive ω values and slightly more dependent for the remaining values. A more
substantial departure is obtained when the shapes have a different sign. For instance when α1 is negative and α2 is positive
(dotted line), χU is significantly more dependent for most of the range of ω. When α1 is positive and α2 is negative (dashed
line),χU is again significantlymore dependent formost of theω values, but it becomes less so for high correlations.With the
top-right panel we show, for many combinations of the shapes, that in the extremal skew-t case χU is much more flexible
than in the extremal t case, showing more or less dependence depending on subsets of the correlation parameter. Instead,
the coefficient of lower tail dependence (13) in the bivariate case is given by
χ L = FEST

(−x1/ν1 + ω)
√
ν + 1√
1− ω2 ; 0, 1, α1,−τ1, ν + 1

+ FEST

(−x1/ν2 + ω)
√
ν + 1√
1− ω2 ; 0, 1, α2,−τ2, ν + 1

, (19)
where in this case xj = FT(−α¯i
√
ν + 1; 0, 1, ν)/FT(−α¯j
√
ν + 1; 0, 1, ν) with j = 1, 2 and i = 2, 1. The bottom-left and
bottom-right panels show the behavior of the coefficient of lower tail dependence χ L for different values of the shapes.
Similarly to the upper coefficient, χ L in the extremal skew-t case exhibits much more flexibility than in the extremal t case
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Fig. 3. Pickands dependence function A(w) of formula (20) when d = 3. Contour plot of A(w) for 100 values of w ∈ [0, 1]3 with fixed correlations
ω12 = ω13 = ω23 = 0.9, ν = 3 df and different values for the shape parameters α1, α2 and α3 . The top-left panel represents A(w) in the extremal t case
(α1 = α2 = α3 = 0). The top-right panel shows A(w)with negative shapes α1 = α2 = α3 = −0.5. The bottom-left and bottom-right panels display A(w)
with parameters: α1 = −2, α2 = 9, α3 = −15 and α1 = 7, α2 = −10, α3 = 1, respectively.
(solid line). From the bottom-left panel, in an opposite way compared to χU, we can see that both positive shapes (dotdash
line) impact on χ L remarkably reducing the degree of dependence with respect to the extremal t case, instead both negative
shapes (longdash line) slightly increase the dependence level. Furthermore, when α1 is negative and α2 is positive (dotted
line) χ L is significantly more dependent for most of the ω values, but it becomes less so for high correlations. Instead when
α1 is positive andα2 is negative (dashed line)χ L is substantiallymore dependent for all ranges ofω. Finally, the bottom-right
panel emphasizes the greater flexibility χ L for several combinations of the shapes.
From Theorem 2 in Section 4.1 we can straightforwardly derive the Pickands dependence function (see Section 3.2),
A(w) =
d−
j=1
wjFEST
 ν + 1
1− ω2ij

w¯j
w¯i
1/ν
− ωij

i∈Ij
; 9¯j,αj, τj, ν + 1
 , (20)
where w = (w1, . . . , wd) ∈ [0, 1]d with∑dj=1wj = 1 and the parameters given in (15). Fig. 2 provides a comparison
between A(w) for the bivariate case d = 2 of formula (20) and A(w) of the extremal t case. Each panel illustrates the
behaviour of A(w) with w ∈ [0, 1], where w = w1 and w2 = 1 − w1, for increasing values of the correlation ω from−0.2
to 0.99 (from top to bottom lines respectively), ν = 3 df and different shape values α1, α2.
The top-left panel shows A(w) for the extremal t case obtained from formula (20) setting α1 = α2 = 0. The top-right
panel shows that with α1, α2 < 0, A(w) is substantially less dependent for allω values than A(w) in the top-left panel. From
the bottom-left to the bottom-right panels we can see that when the shape parameters have a different sign, A(w) becomes
more dependent for negative and small correlation values. More importantly, these shape parameters produce a remarkable
asymmetry in the behaviour of A(w). As much as the absolute value of the difference between α1 and α2 grows, as much as
the asymmetry increases. Also, depending on the sign of the difference, the versus of the asymmetry changes.
Fig. 3 extends the graphical representation of Fig. 2 to the trivariate case d = 3 (see formula (20)). The panels here
show the contours of A(w), where w = (w1, w2, w3) ∈ [0, 1]3 and w1 + w2 ≤ 1, with fixed correlation parameters
ω12 = ω13 = ω23 = 0.9, ν = 3 df and different combinations of the shape parameters α1, α2 and α3. Once again the
top-left panel represents A(w) for the extremal t case obtained from formula (20) setting α1 = α1 = α3 = 0. The top-right
panel shows how A(w) decreases remarkably with respect to the top-left panel when all the shape parameters are negative.
Instead, the bottom-left and bottom-right panels confirm once again that when shape parameter values with different signs
are considered, A(w) can be more dependent and can display asymmetric behaviour. From these panels we can see that
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with different combinations of the shapes, A(w) can exhibit a much more asymmetric form when compared with the top-
left panel.
6. Conclusion
Many multivariate extreme models exist in the literature, but most of them are limited to the bivariate case and only
few can be easily extended for higher dimensions. A good compromise between complexity and flexibility is provided by
the Hüsler–Reiss model, of which the expression of the d-dimensional distribution (d > 2) is known and from which
the bivariate and trivariate densities are easy to derive. An example where the trivariate density has been developed,
but with the [38] parameterization, is given by Genton et al. [19]. An advantage of this model is its connection with
max-stable processes (e.g. [38,28]), and therefore its applicability for the analysis of high-dimensional spatial extremes
(e.g. [33,13]). An extension of the Hüsler–Reiss model is provided by the more flexible extremal t model of Section 4.1
(e.g. [32]). However, both are restricted to have symmetric dependence structures. In this paper we have introduced their
skewed extensions which allow the representation of both symmetric and asymmetric dependence of extremes. Clearly,
asymmetric dependencies are more realistic structures for modelling multivariate extreme data. The benefit of our work is
the introduction of more flexible models with very little increase in complexity. The skewed versions are not much more
complicated than their predecessors, where the asymmetry is governed by the introduction of an extra shape parameter. In
future work we aim to show better insight into these skew distributions by applying them in order to analyse multivariate
extreme data.
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