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a b s t r a c t
We consider a noisy observed vector y = x + u ∈ Rn. The unobserved vector x is a
solution of a non-invertible linear system Ax = v, where v is a forcing term. A unique
solution of the system is obtained by considering additional constraint on the vector x.
This constraint is defined by a triple (β, F,A−), where β is a vector, F denotes a matrix
whose range is equal to N (A) (the null space of A) and A− is a generalized inverse of A.
Each triple (β, F,A−) defines the solution x = Fβ + A−v and the general linear mixed
model y = Fβ+A−v+ u. Given the covariance matrices of u and v, we will prove that the
best linear unbiased predictor of x knowing y depends only on A. If β is a parameter and
(F,A−) is given, then we will study the asymptotic behavior of the best linear estimator of
β. If the constraint (β, F,A−) is not known, then we will estimate it using the data y. Some
numerical results will be given.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
In the sequel M′ will denote the transpose or the adjoint of the matrix M. If a1, . . . , am are m real numbers, then
a = (a1, . . . , am)′ denotes the m by 1 matrix. The matrix y = (y1, . . . , yn)′ represents the data y1, . . . , yn. We suppose
that the data y = x + u is decomposed as the sum of an unobserved component x and a noise u. The signal extraction
problem is to use the data y to estimate x and the noise u. This problem is very well-known in Statistic, Probability and
Inverse Problems. Usually, x is a solution of a non-invertible system Ax = v. This is the case if x1, . . . , xn is a time varying
autoregressive process of order p. More precisely, if there exists a sequence (ati : i = 1, . . . , p, t = p + 1, . . . , n) of real
numbers such that
xt −
p
i=1
ati xt−i = vt , t = p+ 1, . . . , n, (1.1)
where v = (vp+1, . . . , vn)′ is a (n− p)-vector, then x is a solution of the system Ax = v with
A =

−ap+1p · · · −ap+11 1 0 · · 0
0 −ap+2p · · · −ap+21 1 0 · 0
· · · · · · · · · ·
0 · · 0 −anp · · · −an1 1
 .
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We observe that the matrix A has maximal rank. Hence, AA′ is invertible. Knowing v, additional constraints are needed
to define a solution x of the system (1.1). Usually in state-space representation and Kalman filter, we fix the p initial
values x1, . . . , xp and get a unique solution x{1,...,p} of the system Ax = v. More precisely, there exist a unique n by
n − p matrix, denoted by A−{1,...,p}, and a unique basis (f 1{1,...,p}, . . . , f p{1,...,p}) of N (A)(null-space of A) such that x{1,...,p} :=p
i=1 xif
i
{1...p} + A−{1...p}v. We can show that the range R(A−{1,...,p}) of A−{1,...,p} is equal to E{1,...,p} = {x ∈ Rn : x1 = · · · = xp =
0} = {x ∈ Rn : C{1,...,p}x = 0}, withC{1,...,p} is the p×nmatrixwith entriesC{1,...,p}(i, i) = 1 for 1 ≤ i ≤ p andC{1,...,p}(i, j) = 0
if not. The vector
p
i=1 xif
i
{1...p} is the unique solution of the homogeneous system Ax = 0, with fixed components C{1,...,p}x.
The vector A−{1,...,p}v is the unique solution of the nonhomogeneous system Ax = v such that C{1,...,p}x = 0. If we fix p
integers i1 < · · · < ip, instead of fixing 1 < · · · < p, then we obtain a unique generalized inverse A−{i1,...,ip} and a unique
basis (f 1{i1,...,ip}, . . . , f
p
{i1,...,ip}) ofN (A) such that
x{i1,...,ip} :=
p
j=1
xij f
j
{i1,...,ip} + A−{i1,...,ip}v
is the unique solution of the system Ax = v, with fixed values xi1 , . . . , xip . We can show that the range R(A−{i1,...,ip}) of
A−{i1,...,ip} is equal to
E{i1,...,ip} = {x ∈ Rn : xi1 = · · · = xip = 0}
= {x ∈ Rn : C{i1,...,ip}x = 0},
with C{i1,...,ip} is the p × n matrix with entries C{i1,...,ip}(ik, ik) = 1 for 1 ≤ k ≤ p and C{i1,...,ip}(i, j) = 0 if not. The vectorp
k=1 xik f
k
{i1,...,ip} is the unique solution of the homogeneous system Ax = 0, with fixed components C{i1,...,ip}x, and A−{i1,...,ip}v
is the unique solution of the nonhomogeneous system Ax = v such that C{i1,...,ip}x = 0.
More generally, let A be any (n − p) by n matrix with maximal rank. The matrix A− is called a generalized inverse of A
if AA−A = A. Each complementary subspace E ofN (A) defines a unique generalized inverse A−E as follows. The restriction
AE of A on E is a one to one mapping from E ontoR(A) (range of A). Generalized inverse A−E is defined by A
−
E v := A−1E v for
all v ∈ R(A). Now, let CE be a parametrization of E , namely CE is an p × n matrix such that E = {x : CE x = 0}. We can
show that the matrix

CE
A

is invertible and
CE
A
−1
= FE A−E  , (1.2)
with the n × p matrix FE being a basis of N (A). The unique solution of the system Ax = v, with the constraint CE x = β
is given by x = FEβ + A−E v. Inversely, let A− be a generalized inverse of A and R(A−) := E its range. We can show that
A−E = A− and derive a basis FE of N (A) via Formula (1.2). The unique solution of the system Ax = v, CE x = β is given
by x = FEβ + A−v. If E = N (A)⊥ is the orthogonal complement of N (A), then the corresponding generalized inverse is
equal to the Moore–Penrose inverse A′(AA′)−1. In this case, a parametrization of N (A)⊥ is F′x = 0 with F = [f 1, . . . , f p]
being a basis ofN (A).
Generalized inverse of Amay also be defined as follows. We fix a basis F = [f 1, . . . , f p] ofN (A). The n× pmatrix
U := [U1, . . . ,Up] = F(F′F)−1/2
satisfies AU = 0 and U′U = Ip. We can show that for any generalized inverse A−, there exists a unique p by n− pmatrix K
such that
A− = FK+ A′(AA′)−1 (1.3)
= UK˜+ A′(AA′)−1, (1.4)
with K˜ = (F′F)1/2K. In fact, if F and A− are given, then
K˜ = U′A−.
Inversely, any p by n− pmatrix K and any basis F ofN (A) define a generalized inverse A− = FK+ A′(AA′)−1.
Now, we come back to the system y = x + u with Ax = v. Each generalized inverse A−, with the range E , defines a
basis FE of N (A) and a unique solution x = FE β˜ + A−v, with constraint CE x = β˜. Here CE is a parametrization of E .
If we decide to work in another basis F of N (A), then there exists an p × p invertible matrix P such that FE = FP. The
vector x = FPβ˜ + A−v is the unique solution of the system Ax = v, with the constraint PCE x = Pβ˜ := β. Hence, the
triple (β, F,A−) induces a solution x = Fβ+A−v for the unobserved vector x. We get the following signal plus noise Model
M(u, v, F,A−):
y = Fβ + A−v + u,
x = Fβ + A−v. (1.5)
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If (F,A−) are fixed, then (1.5) is an example of the general linear mixed model. The context of the general linear mixed
model is
y = Xβ + Zη+ u, (1.6)
where y is a vector of n observable random variables, β is a vector of p unknown parameters, X and Z are known matrices.
The random effects η and u are unknown, centered and independent random variables (see [12] for a general case). Their
covariance matrices Cov(η) = Ση , Cov(u) = Σu are known. The term Xβ is called the fixed effects and Zη is the random
effects.
This paper is organized as follows. In Section 2, we will revisit the best linear unbiased predictors (BLUP) and the best
linear unbiased estimators (BLUE) in the context of the general linear mixed model (1.6). In Sections 3 and 4, we will fix a
basis F ofN (A) and a generalized inverse A− in our signal extraction problem. In Section 3, we will show that the BLUP xˆ of
the unobserved component x and its covariance matrix Cov(xˆ− x) depend only on A,Σu andΣv := Cov(v); but, the BLUE
βˆ and its covariance matrix Cov(βˆ − β) depend on F, A−, Σu, Σv . Section 4 will be devoted to the study of the asymptotic
properties of the BLUE βˆ of β. We will prove, under some mild assumptions, that Cov(βˆ − β) converges as n → ∞. In
Section 5, we fix a basis F ofN (A) and suppose that the couple (β,A−) is not known and has to be estimated. Wewill show,
under the hypothesis u and v are Gaussian, withΣu = σ 2u In andΣv = σ 2v In−p, that ((F′F)−1F′y,A′(AA′)−1) is the maximum
likelihood estimator (MLE) of (β,A−). Here, In is the identity n × n matrix. We will show, in general Gaussian case, that
the MLE of (β,A−) does not coincide with ((F′F)−1F′y,A′(AA′)−1). We will show numerically, in the last Section, that the
behavior of the trace of the covariance matrix of the error of the BLUP of x seems to be linear with respect to the data size.
Wewill also compare numerically, in AR(1) and AR(2) cases, the covariance matrix of the error of the BLUE of β for different
choices of generalized inverses.
2. BLUE and BLUP
There is a long history and huge literature of the best linear unbiased estimators (BLUE) and the best linear unbiased
predictors (BLUP), see for instance Drygas [3,4], Henderson [6,7], Rao [15] and Robinson [16] and references herein. The
context of the BLUE and the BLUP is the linear model (1.6) already discussed in the end of Section 1.
BLUE of β. The BLUE of β is the estimator βˆ = Tˆβy, with Tˆβ (called the hat matrix of βˆ) being the n by n matrix such that
TˆβX = Ip and Cov(Ty) − Cov(Tˆβy) ≥ 0 is positive semi-definite for all matrix T subject to TX = Ip. Hence, the BLUE of β
depends linearly on y and its hat matrix depends on X, Z,Ση andΣu.
BLUP of η. The BLUP of η is the estimator ηˆ = Tˆηy, with Tˆη (called the hat matrix of ηˆ) being the n by n matrix such that
TˆηX = 0 and Cov(Ty) − Cov(Tˆηy) ≥ 0 is positive semi-definite for all n by n matrix T subject to TX = 0. Hence, the BLUP
of η depends linearly on y and its hat matrix depends on X, Z,Ση and Σu. We call, by convention, predictors of a random
variable to distinguish them from estimators of a deterministic parameter.
The following remark tells us that the hat matrix of the BLUP xˆ of x depends only on the projection Z⊥ of Z on the
orthogonal complement R(X)⊥ of the range of X.
Remark 2.1. Let xˆ = Txy be the BLUP of x = Xβ + Zη. If T is such that TX = X, then the covariance matrix of the error
Cov(Ty − x) = CovT(Xβ + Zη+ u)− Xβ − Zη
= CovT(Z⊥η+ u)− Z⊥η.
It follows that the minimizer
Tx = arg min
T:TX=X
Cov(Ty − x)
depends only on Z via its projection Z⊥. Hence, the BLUP of Xβ + Zη is equal to the BLUP of Xβ + Z⊥η.
Now, let us recall two equivalent formulations of the BLUE and the BLUP. Henderson [6] showed that the BLUE of β and the
BLUP of η are defined as the solution of the following system:
X′Σ−1u Xβˆ + X′Σ−1u Zηˆ = X′Σ−1u y, (2.1)
Z′Σ−1u Xβˆ + (Z′Σ−1u Z+ Σ−1η )ηˆ = Z′Σ−1u y. (2.2)
Later, Henderson et al. [9] showed the following alternative form
βˆ = (X′(ZΣηZ′ + Σu)−1X)−1X′(ZΣηZ′ + Σu)−1y, (2.3)
ηˆ = (Z′Σ−1u Z+ Σ−1η )−1[Z′Σ−1u − Z′Σ−1u X(X′(Σu + ZΣηZ′)−1X)−1X′(Σu + ZΣηZ′)−1]y. (2.4)
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The BLUP xˆ of x (see [8]) is given by
xˆ = Xβˆ + Zηˆ. (2.5)
On the one hand, Formula (2.3) tells us that βˆ is the general least squares estimator (GLSE) of β, i.e., it is the minimizer
of the quadratic form
β→ (y − Xβ)′(ZΣηZ′ + Σu)−1(y − Xβ).
On the other hand, Formulas (2.1) and (2.2) tell us that (βˆ, ηˆ) is the minimizer of the following penalized residual sum of
squares (see also [14,1] for a complete study)
(Xβ + Zη− y)′Σ−1u (Xβ + Zη− y)+ η′Σ−1η η. (2.6)
Now, we get the following result (see [13] pages 953–954 for a similar formulation).
Proposition 2.2. If there exists a matrix A such that AZ = In−p and AX = 0, then the BLUP xˆ is equal to (In + ΣuA′Σ−1η A)−1y.
Proof. We recall that (In + ΣuA′Σ−1η A)−1y is the minimizer of the following quadratic form:
x → (x− y)′Σ−1u (x− y)+ x′A′Σ−1η Ax. (2.7)
From that and from (2.6), we have easily Xβˆ + Zηˆ = (In + ΣuA′Σ−1η A)−1y, which achieves the proof. 
Remark 2.3. (1) The estimator Bxˆ is the BLUP of Bx for any matrix Bwith n-columns. In particular, for all integers 1 6 i1 <
· · · < ip 6 n, (xˆi1 , . . . , xˆip) is the BLUP of (xi1 , . . . , xip).
(2) If Rn is endowed with the scalar product
(a, b)Cov(y)−1 = a′(ZΣηZ′ + Σu)−1b,
then the estimator Xβˆ is the projection of the data y on the subspace R(X).
(3) If R2n−p is endowed with the scalar product
⟨(a1, b1), (a2, b2)⟩Σ−1u ,Σ−1η = a′1Σ−1u a2 + b′1Σ−1η b2,
then Eq. (2.7) tells us that (xˆ,Axˆ) is the projection of the vector (y, 0) ∈ R2n−p on the subspace {(x,Ax) : x ∈ Rn}.
(4) IfΣu = σ 2u In,Ση = σ 2η In−p, then Proposition 2.2 implies that the BLUP xˆ of x is given by
In + σ
2
u
σ 2η
A′A
−1
y.
If A is the matrix corresponding to the discrete second derivative, then the latter predictor is known in the macro-
economic literature as Hodrick–Prescott filter (see e.g. Dermoune et al. [2], Hodrick–Prescott [10], Schlicht [17]).
3. Application to signal extraction problem
Now, we come back to our signal extraction problem y = x+ u, with Ax = v. In Section 1, we have shown that x has the
form Fβ+A−v, where F is a basis ofN (A) and A− is a generalized inverse of A. Formula (2.3) of Section 2 gives the BLUE of
β and Proposition 2.2 yields the BLUP of x:
xˆ = (In + ΣuA′Σ−1v A)−1y.
Note that the covariance matrix of βˆ:
Cov(βˆ − β) = (F′(Σu + A−Σ−1v (A−)′)−1F)−1
depends on F,A−,Σu,Σv , while the covariance matrix of the error Cov(xˆ− x) depends only on A,Σu,Σv . More precisely,
we have
Cov(xˆ− x) = (M− In)A′(AA′)−1Σv(AA′)−1A(M− In)′ +MΣuM′,
withM = (In + ΣuA′Σ−1v A)−1.
The following result will be helpful in the sequel.
Proposition 3.1. Suppose that Σv = σ 2v In−p,Σu = σ 2u In and let A− = FK+ A′(AA′)−1. The covariance Cov(βˆ− β) is equal to
σ 2u (F
′F)−1 + (F′F)−1/2K(σ−2u (AA′)−1 + σ−2v In−p)−1K′(F′F)−1/2.
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Proof. Henderson [8] has proved that the BLUE βˆ has the covariance matrix C11 defined via
C11 C12
C′12 C22

:=

F′Σ−1u F F
′Σ−1u A
−
(A−)′Σ−1u F (A
−)′Σ−1u A
− + Σ−1v
−1
,
where the term on the right-hand side is the inverse of the coefficient matrix in the System (2.1), (2.2). To compute the
inverse above, we will need the following formula (see e.g. Zhang [18] Theorem 1.2 page 19). 
Lemma 3.2. Let A and D be two invertible matrices. We have
A B
C D
−1
=

(A− BD−1C)−1 −A−1B(D− CA−1B)−1
−D−1C(A− BD−1C)−1 (D− CA−1B)−1

and
(A− BD−1C)−1 = A−1 + A−1B(D− CA−1B)−1CA−1
provided that the relevant inverses exist.
Suppose thatΣu = σ 2u In andΣv = σ 2v In−p. Applying Lemma 3.2, we can show that
C11 = σ 2u (F′F)−1 + (F′F)−1/2K(σ−2u (AA′)−1 + σ−2v In−p)−1K′(F′F)−1/2.
4. Asymptotic behavior of βˆ
In order to avoid any confusion, we use subscript to emphasize the dependence on n for some matrices and vectors,
e.g. An, A−n , Fn, Un, yn, xn, un, vn, etc. Hence, for each integer n, we have the modelM(un, vn, Fn,A−n ) already defined by
yn = xn + un; xn = Fnβ + A−n vn. (4.1)
In this section, we discuss the behavior of βˆ as n → +∞ under two different assumptions. Let Pn be the probability
distribution of (yn, xn, vn, un) and
πn(yn+1, xn+1, vn+1, un+1) = (yn, xn, vn, un)
be the canonical projection. We will say that sequence (M(un, vn, Fn,A−n ) : n > p+ 1) is coherent if
Pn+1 ◦ π−1n = Pn
Fn(i, j) = Fn+1(i, j),
(4.2)
for all 1 6 i 6 n, 1 6 j 6 p and non-coherent if condition (4.2) fails to hold.
4.1. Non-coherent case
In the sequel,
γ := (F′F)1/2β (4.3)
and γˆ is its BLUE. We suppose that
Cov(vn) = σ 2vn In−p, Cov(un) = σ 2un In.
The following results are a consequence of Proposition 3.1.
Proposition 4.1. (1)
Cov(βˆ) = σ 2un(F′nFn)−1 + (F′nFn)−1/2Kn(σ−2un (AnA′n)−1 + σ−2vn In−p)−1K′n(F′nFn)−1/2,
and
Cov(γˆ) = σ 2un(Ip + Kn((AnA′n)−1 + αnIn−p)−1K′n),
with αn = σ
2
un
σ 2vn
.
(2) βˆ is consistent if and only if σ 2un(F
′F)−1 → 0 and
(F′nFn)
−1/2Kn(σ−2un (AnA
′
n)
−1 + σ−2vn In−p)−1K′n(F′nFn)−1/2 → 0
as n →+∞.
(3) The quantity Cov(σ−1un (F
′
nFn)
1/2(β − β)) converges as n → +∞ (we say in shortβ is asymptotically normal), if and only if
Kn((AnA′n)−1 + αnIn−p)−1K′n is convergent.
(4) If σun(F′nFn)−1/2 → 0, then there exist sequences of generalized inverses A−n such that βˆ is consistent, and asymptotically
normal (sequence of the Moore–Penrose inverses A′n(AnA′n)−1 is among them).
316 A. Dermoune et al. / Journal of Multivariate Analysis 105 (2012) 311–321
4.2. Coherent case
In this subsection, we suppose that the sequence (M(un, vn, Fn,A−n ) : n > p + 1) is coherent. An example of coherent
model can be constructed as follows. The unobserved vector xn is a solution of the time-varying AR(p) model (1.1), where
ati and E(vsvt) are independent of n for all 1 6 i 6 p, p + 1 6 t 6 n and for all p + 1 6 s, t 6 n. We fix p integers
1 6 i1 < i2 < · · · < ip < n. For each n > p + 1, there exists a unique solution xn = (x1, x2, . . . , xn)′ of the system (1.1),
with the fixed values xi1 , . . . , xip . Let Fn be the n by pmatrix and A
−
n be the generalized inverse of An such that
xn = Fnβ + A−n vn,
with β = (xi1 , . . . , xip)′. Hence, our data
yn = Fnβ + A−n vn + un.
Moreover, ifE(usut) does not depend on n for all 1 6 s, t 6 n, thenwe can easily show that the sequence (M(un, vn, Fn,A−n ) :
n > p+ 1) is coherent.
Now, for each n, let βˆn := Tnyn be the BLUE of β known yn. We denote by

Tn 0

the n by n + 1 matrix. As Tn 0
Fn+1 = TnFn = Ip(because Fn(i, j) = Fn+1(i, j) for all 1 6 i 6 n, 1 6 j 6 p), then
Tn+1Cov(yn+1)T′n+1 6

Tn 0

Cov(yn+1)

Tn 0
′
6 TnCov(yn)T′n.
Hence, Cov(βˆn+1) 6 Cov(βˆn) for all n. It follows that the sequence (Cov(βˆn) : n > p+ 1) is convergent.
5. Maximum likelihood estimator of (β,A−)
We will denote the BLUE, βˆ of β, by βˆ(A−) in order to emphasize that it depends on the generalized inverse A−. Let us
suppose that (x, y) is a Gaussian random vector. Hence, the−2 log-likelihood of y is equal to
l(β,A−) = n ln(2π)+ ln(det(A−Σv(A−)′ + Σu))+ (y − Fβ)′(A−Σv(A−)′ + Σu)−1(y − Fβ), (5.1)
with A− = FK + A′(AA′)−1. We propose to estimate (β,K), using the likelihood function of the data y. The maximum
likelihood estimator (MLE) of (β,K) is denoted by (β∗,K∗) and hence, (A−)∗ := FK∗ + A′(AA′)−1 is an estimator of A−. It
follows that (β∗, (A−)∗) is solution of the system
∂βl(β∗, (A−)∗) = 0, (5.2)
∂Kl(β∗, (A−)∗) = 0. (5.3)
Eqs. (5.1) and (5.2) tell us that β∗ = βˆ((A−)∗). IfΣu = σ 2u In andΣv = σ 2v In−p, then we will show that (A−)∗ = A′(AA′)−1 is
the Moore–Penrose inverse of A; but the latter equality does not hold in the general Gaussian case. Before starting the proof
of these results, we need the following result.
Proposition 5.1. We have
(y − Fβˆ(A−))′(A−Σv(A−)′ + Σu)−1(y − Fβˆ(A−)) = y ′A′(Σv + AΣuA′)−1Ay
for any generalized inverse A− of A.
Proof. The proof is a consequence of the following result due to Harville [5] (see also Lamotte [11]). This result tells us that
(y − Fβˆ(A−))′(A−Σv(A−)′ + Σu)−1(y − Fβˆ(A−)) = y ′B′(Cov(By))−1By
for all matrix B, with maximal rank and such that BF = 0. Taking B = A, then
(y − Fβˆ(A−))′(A−Σv(A−)′ + Σu)−1(y − Fβˆ(A−)) = y ′A′(Cov(Ay))−1Ay
= y ′A′(Σv + AΣuA′)−1Ay. 
Now, we are ready to look for the MLE (β∗, (A−)∗) of (β,A−). From Proposition 5.1 and the equalities (5.1)–(5.3), we have
(A−)∗ = argmin
A−
det(A−Σv(A−)′ + Σu).
Theorem 5.2. (1) If u ∼ N (0, σ 2u In) and v ∼ N (0, σ 2v In−p), then the MLE of (β,A−) is given by
β∗ = (F′F)−1F′y, (A−)∗ = A′(AA′)−1.
(2) In the general Gaussian case, (A−)∗ does not coincide with the Moore–Penrose inverse of A.
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Proof. (1) We give the proof in details for the case p = 1, the same proof is valid for 2 ≤ p < n. We will mention how
it does work. The proof consists of two steps. Firstly, we will define a linear transformation Ny of the observed vector y,
which will be denoted by y˜, such that the expectation E(y˜) and the covariance matrix Cov(y˜) of the latter have a much
simpler form. Write y = Fβ + A−v + u as y = Uγ + A−v + u, where U and γ are defined respectively in (1.2), (4.3),
and A− = UK˜+ A′(AA′)−1. Let λ1, . . . , λn−1 be the eigenvalues of AA′ and g1, . . . , gn−1 an orthonormal set of eigenvectors
corresponding to λ1, . . . , λn−1. It is easy to see that the set { A′g1√λ1 , . . . ,
A′gn−1√
λn−1
,U} is an orthonormal basis of Rn. Now, define
the n by nmatrix
N :=

A′g1√
λ1
· · · A
′gn−1√
λn−1
U

and the n-vector y˜ := N′y. Denoting en = (0, . . . , 0, 1)′ ∈ Rn, from AU = 0, U′U = Ip, we have:
µ˜ := E(y˜) = γen.
Let ai = g ′i K˜′ for i = 1, . . . , n− 1. We can show that
V := Cov(y˜) = V11 V12V21 V22

,
withV11 is the following diagonal matrix:
V11 =

σ 2v λ
−1
1 + σ 2u · ·
· . . . ·
· · σ 2v λ−1n−1 + σ 2u
 , (5.4)
V21 =V′12 = σ 2v a1√
λ1
· · · σ
2
v an−1√
λn−1

(5.5)
and
V22 = σ 2u + σ 2v n−1
i=1
a2i . (5.6)
From (1.4), we have
(A−)′N = K˜′U′N+ (AA′)−1AN =
 g1√
λ1
· · · gn−1√
λn−1
K˜′

,
where K˜ (defined in (1.5)) is, in our case, a row vector of dimension n− 1. It follows thatV = N′σ 2v A−(A−)′ + σ 2u InN = σ 2v N′A−(A−)′N+ σ 2u In.
Since {g1, . . . , gn−1} is an orthonormal set, (5.4) is clear. Finally, by setting ai = g ′i K˜′ for i = 1, . . . , n− 1, we get (5.5) and
(5.6).
Now, we compute the determinant and the inverse ofV, which will be needed later. Let
k(a) :=V22 −V21V−111V12 = σ 2u + σ 2u σ 2v n−1
i=1
a2i λi
σ 2v + σ 2u λi
. (5.7)
From Schur complement (see e.g. Zhang [18]), we have:
det(V) = det(V11) det(V22 −V21V−111V12)
= k(a) det(V11),
where det(V11) is independent of a. Examining (5.7), we deduce that the minimizer of a → det(V) is a = 0. From ai =
K˜gi = 0, for i = 1, . . . , n− 1, we have K∗ = 0, which yields
(A−)∗ = UK˜∗ + A′(AA′)−1 = A′(AA′)−1.
Now, let us mention how the case p ≥ 2 works. In this case, a matrix a = (aij : i = 1, . . . , p, j = 1, . . . , n − p) takes the
place of the vector a1, . . . , an−1 of the case p = 1. We can show that
det(V) = det(σ 2u In + σ 2vM(a))C,
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with C does not depend on a and the entries ofM(a) are given by
Mij(a) =
n−p
k=1
aikajkσ 2u λk
σ 2v + σ 2u λk
.
Here, (λk) are the eigenvalues of AA′. The matrix M(a) is symmetric and positive semi-definite. Hence, the minimizer of
a → det(σ 2u In + σ 2vM(a)) is attained atM(a) = 0, which implies that a = 0 and achieves the proof of the first part of the
theorem.
(2) Now, we prove the second part of the theorem by giving an examplewith theMLE (A−)∗ ≠ A′(AA′)−1. Let us consider
a couple (y1, y2) of data such that y1 = x1 + u1, y2 = x2 + u2, with x2 − x1 = v. We suppose that u = (u1, u2)′ and v are
independent, Gaussian with covariances Σu =

σ 21 r
r σ 22

, and var(v) = σ 2v . In this case the matrix A =
−1 1, and its
null-space is spanned by the vector F =

1
1

. Hence, the generalized inverse (Figs. 1 and 2)
A− = kF+ A′(AA′)−1 =
k−
1
2
k+ 1
2

is parameterized by a real number k. From that, we have
A−(A−)′ =


k− 1
2
2 
k2 − 1
4


k2 − 1
4
 
k+ 1
2
2
 .
We can show that σ
2
2−σ 21
2(σ 21+σ 22−2r)
is the minimizer of
k → f (k) = det(σ 2v A−(A−)′ + Σu).
In this case, the MLE of (β,A−) is equal toβˆ((A−)∗), (A−)∗ =

2r − σ 21
σ 21 + σ 22 − 2r
σ 22 − 2r
σ 21 + σ 22 − 2r

 .
Hence, (A−)∗ is equal to the Moore–Penrose inverse if and only if σ 21 = σ 22 . 
6. Illustrative numerical results
6.1. AR(1) case
Let us consider the following simple model:
yt = xt + ut , xt − axt−1 = vt ,
for t = 1, . . . , n, withΣu = 2In andΣv = 0.2In−1. We suppose that the parameter a is known. In this case
A =
−a 1 · · ·· −a 1 · ·· · · · ·
· · · −a 1

and
F =

1
a
...
an−1

is a basis of the null space N (A) of A. We have to add a new constraint Cx = β in order to solve the system Ax = v. We
denote by xˆt the BLUE of xt = β and βˆ the BLUE of (F′F)−1/2F′x = β (constraint which corresponds to the Moore–Penrose
inverse of A). The trace of covariance matrix of the error Cov(xˆ− x) is denoted by Tr(Cov(xˆ− x)) (Figs. 3 and 4).
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Fig. 1. The six curves represent n → Var(xˆ1) and n → Var(βˆ) with a = 0.9, a = 1, and a = 1.1. They confirm the convergence of the corresponding
variances and that the error of estimate is the best in the Moore–Penrose case.
Fig. 2. The three curves t −→ Var(xˆt )with a = 0.9, a = 1 and a = 1.1. In the randomwalk case (a = 1), the best error is achieved by fixing the constraint
at the middle of the observation interval.
Fig. 3. The figure on the left hand side represents the two curves n → Tr(Cov(xˆ{1,2})) and n → Tr(Cov(βˆ)) with a1 = 0.3, a2 = 0.5, and the figure on
the right hand side represents the two curves n → Tr(Cov(xˆ{1,2})) and n → Tr(Cov(βˆ)) with a1 = 2, a2 = −1. They confirm the convergence of the
corresponding variances and that the error of estimate is the best in the Moore–Penrose case.
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Fig. 4. The figure on the left hand side represents the behavior of three curves n → Tr(Cov(xˆ−x))with respect to the data size in AR(1) case with a = 0.9,
a = 1, and a = 1.1. The figure on the right hand side represents the behavior of two curves n → Tr(Cov(xˆ− x))with respect to the data size in AR(2) case
with a1 = 0.3, a2 = 0.5, and a1 = 2, a2 = −1.
6.2. AR(2) case
Let us consider the following model:
yt = xt + ut , xt − a1xt−1 − a2xt−2 = vt ,
for t = 1, . . . , n. We suppose that the parameters a1 and a2 are known. In this case,
A =

−a2 −a1 1 · · ·
· −a2 −a1 1 · ·
· · · · ·
· · · −a2 −a1 1
 .
Thenull spaceN (A)ofA is determinedby the roots of theAR(2)polynomial z → 1−a1z−a2z2. A basis F =

F1 F2

ofN (A)
can be constructed as following. We distinguish three cases. If the roots z1 and z2 are real numbers and such that z1 ≠ z2,
then Fk =

z−1k
· · ·
z−nk

with k = 1, 2. If z1 = z2, then F1 =

z−11
· · ·
z−n1

and F2 =
 z
−1
1
2z−21
· · ·
nz−n1
. If z1 = r exp(iθ) and z2 = r exp(−iθ), then
F1 =

r−1 cos(θ)
· · ·
r−n cos(nθ)

and F2 =
 r−1 sin(θ)2r−2 sin(2θ)· · ·
r−n sin(nθ)
. We have to add a new constraint β = Cx in order to solve the system Ax = v.
We denote by xˆ{t−1,t} the BLUE of β =

xt−1
xt

and βˆ the BLUE of β = (F′F)−1/2F′x (constraint which corresponds to the
Moore–Penrose inverse of A).
Conclusion. In this work, we showed that the signal extraction problem, y = x+u, withAx = v, is equivalent to the general
linear mixed model y = Fβ + A−v + u. We studied the effect of the choice of generalized inverse A− on the BLUE of β and
the BLUP of x for a fixed data size and when the data size becomes large. We showed, in the Gaussian case, withΣu = σ 2u In,
Σv = σ 2v In−p, that ((F′F)−1F′y,A′(AA′)−1) is the MLE of (β,A−). If u1, u2, . . . , un are not i.i.d., we gave an example which
shows that the MLE of (β,A−) is different of ((F′F)−1F′y,A′(AA′)−1).
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