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SUMMARY
Advances in computing have led to the generation and storage of extremely
large amounts of data every day. Data mining is the process of discovering relation-
ships within data. The identified relationships can be used for scientific discovery,
business decision making, or data profiling. Among data mining techniques, outlier
detection plays an important role. Outlier detection is the process of identifying
events that deviate greatly from the masses. The detected outliers may signal a new
trend in the process that produces the data or signal fraudulent activities in the
dataset. This thesis shows that the efficiency and accuracy of unsupervised outlier
detection methods for high dimensional tabular data can be greatly improved.
Local outlier factor (LOF) is an unsupervised method to detect local density-based
outliers. The advantage of the method is that the outliers can be detected without
training datasets or prior knowledge about the underlying process that produces the
dataset. The method requires the computation of the k-nearest neighbors for the
dataset. The main problem is that the efficiency and accuracy of the indexing method
for computing k-nearest neighbors deteriorates in high dimensional data. The first
contribution of this work is to develop a method that can compute the local density-
based outliers very efficiently in high dimensional data. In our work, we have shown
that this type of outlier is present even in any subset of the dataset. This property
is used to partition the data set into random subsets to compute the outliers locally.
The outliers are then combined from different subsets. Therefore, the local density-
based outliers can be computed very efficiently. Another challenge in outlier detection
in high dimensional data is that the outliers are often suppressed when the majority
of dimensions do not exhibit outliers. The contribution of this work is to introduce
xii
a filtering method where outlier scores are computed in sub-dimensions. The low
sub-dimensional scores are filtered out and the high scores are aggregated into the
final score. This aggregation with filtering eliminates the effect of accumulating delta
deviations in multiple dimensions. Therefore, the outliers are identified correctly.
In some cases, the set of outliers that form micro patterns are more interesting
than individual outliers. These micro patterns are considered anomalous with respect
to the dominant patterns in the dataset. In the area of anomalous pattern detection,
there are two challenges. The first challenge is that the anomalous patterns are often
overlooked by the dominant patterns using the existing clustering techniques. A
common approach is to cluster the dataset using the k-nearest neighbor algorithm.
The contribution of this work is to introduce the adaptive nearest neighbor and the
concept of dual-neighbor to detect micro patterns more accurately. The next challenge
is to compute the anomalous patterns very fast. Our contribution is to compute the
patterns based on the correlation between the attributes. The correlation implies
that the data can be partitioned into groups based on each attribute to learn the
candidate patterns within the groups. Thus, a feature-based method is developed




In this decade, we have seen a widespread use of data mining applications by universi-
ties, government agencies, and business organizations. The data mining applications
are used to discover the behaviors of the collected observations, which could have not
been found manually. The corporations utilize this knowledge to gain a competitive
advantage by being able to predict the market and user behaviors more accurately
[62]. The government uses data mining methods to detect fraudulent activities [111].
Research institutions apply data mining methods to better understand the relation-
ships in the dataset that may lead to scientific discovery [79]. Generally, data mining
is used to infer the common patterns in a data set. The common techniques are
association rule mining, clustering and classification. However, recently, along with
pattern detection, the data mining community is showing substantial interest in de-
tecting outliers in datasets. According to Hawkin [65], an outlier, or anomaly, is an
observation that deviates from others so greatly that it raises suspicion in the dataset.
Because of that, outlier detection has several important applications. Outliers can
provide interesting insight about the dataset. For example, the network activities
that is surprisingly high with respect to its network may indicate an error or a net-
work attack in the system. The appearance of an outlier may indicate a new trend in
the process that produces the data or an undiscovered error in the system. In some
cases, outlier detection is the only technique that can be used to discover malicious
activities that might have not been discovered by any other means.
Outlier or anomaly detection can be divided into different categories depending on
the nature of the dataset. The first category is anomaly detection in sequential data
1
[122]. Sequential data is simply an ordered sequence of data. In database auditing,
an anomalous sequence of data access may indicate a malicious unauthorized access
in the database. Another category is anomaly detection in graph data. An example is
a sudden bursts in network connections, which is an important indicator of a network
attack. Another category is outlier detection in tabular data. In this category, a
feature selection technique is used to select features representing the characteristics
of the dataset. Then, the data is transformed into a set of records with respect to the
feature set. An outlier in this category is a record that deviates from the rest in the
transformed dataset. Outlier detection in tabular data is the primary focus of this
thesis.
Outlier detection in tabular data further falls into three subcategories: supervised,
semi-supervised, or unsupervised. Supervised outlier detection determines the class
of an observation from the classifiers. The classifiers are the machine learning models
whose parameters are learned from the provided training dataset. Neural network
and decision trees are popular methods in this subcategory. The main challenge in
constructing the classifiers is the skewness in the dataset between the normal class
and anomaly. Because the training data for anomalies is too small relatively with
respect to the data for the normal class, the penalty functions tend to favor the
normal class. Even if the classifier misses the anomalies completely, it still achieves
the correction rate of 99%. In the absence of training data for the outliers, the semi-
supervised methods can be used. In this case, a machine learning model is selected to
capture the boundaries of the normal class. A new observation that falls outside the
boundaries is classified as an outlier. A one-class support vector machine is often used
for semi-supervised outlier detection. Generally, the supervised method has a high
precision rate; however, it depends on the availability of training datasets for both
normal and outlying observations. A new type of outlier will not be detected. The
semi-supervised method depends on the availability of the training dataset for normal
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observations. The semi-supervised learning method can incorrectly identify a new
normal observation that falls outside the trained boundary as an outlier. In practice,
we usually do not have sample data for outliers or for all the normal observations. The
unsupervised methods are used to detect outliers in such cases. This thesis addresses
the problems in unsupervised outlier detection.
1.1 Outlier Detection in Large and High Dimensional Data
Historically, outliers have been studied extensively in statistics. The outliers can be
detected by conducting hypothesis tests, e.g. Grubb’s test [56], Dixon test [123].
Regardless of the type of statistical test, the statistical methods perform the hypoth-
esis test against an assumed distribution of the underlying process that produces the
dataset. In many cases, the distributions are unknown. Moreover, the statistical tests
are generalized to multivariate tests for datasets with more than one attribute, The
multivariate statistical methods, however, are only effective for a very small number
of attributes. Therefore, distance-based outlier detection is practically preferred for
multi-dimensional data by comparing the distance between the points in a dataset.
In Knorr’s definition [51], the observations with the largest distances are outliers.
These outliers are considered to be global outliers. Breunig [24] introduces the con-
cept of local density-based outliers. An observation that deviates greatly from its
neighbors with respect to its local density is considered to be an outlier. The density
is measured by the length of the k-nearest neighbor distances of its neighbors. Even
though a local outlier may not deviate from all the other observations, it, indeed,
may signal interesting information. For example, a network activity may be consid-
ered exceptionally high depending on the nature of the network. Specifically, a server
dedicated for content streaming likely requires more bandwidth than email servers.
However, in the calculation of local density-based outliers, the computation of
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the k-nearest neighbor is costly. The local density-based method utilizes multi-
dimensional index trees to speed up the k-nearest neighbor computation. A multi-
dimensional index tree is a hierarchy of the boundaries of the set of points in the
subtrees. When the number of dimensions increases, the number of possible bound-
aries to contain the subsets explodes. Therefore, the performance of the index trees
deteriorates in high dimensions. One of our contributions in this thesis is to introduce
a method that can compute the local density-based outliers efficiently. We observe
that when the dataset is partitioned into multiple subspaces, the local outliers are
still prominent in any of these subspaces. This leads to the randomized method for
local density-based outlier detection in high dimensional data.
In many cases, an outlier deviates greatly from only some subsets of the attributes.
In multi-dimensional data, the delta deviations can be accumulated. When the num-
ber of attributes is large, the accumulation can be significant. This accumulation can
even be greater than the deviation of an outlier in the set of attributes when it shows
up as a strong outlier. Therefore, such outliers will be overlooked in a high dimen-
sional dataset. Another contribution of our work in local outlier detection is that
we introduce a method to compute the deviations for each attribute. We filter the
attributes with delta deviation. Then, we aggregate the deviations in the remaining
attributes. Therefore, the outliers can be detected correctly.
1.2 Detecting Patterns of Anomalous Activities
The previous section described outlier detection in tabular data. The outliers in
discussion are mainly individual outliers. The false alarm rate is usually high for
outlier detection methods. A detected outlier may only have a random deviation
from the dataset. When the outliers appear in groups, it may indicate that there is
a pattern in the deviation. Therefore, in some cases, the groups of outliers are more
interesting than individual outliers. A clustering algorithm, like the kernel method
4
[55], can be used to cluster the datasets. However, the clustering methods are not
designed to discover groups of outliers. They either tend to cluster the groups of
outliers with the dominant clusters or split a cluster into small clusters. Therefore,
the groups of outliers are not detected correctly. Our contribution is to detect the
groups of outliers. We introduce an adaptive dual-neighbor method that can detect
anomalous patterns with different levels of granularity. The method is, however,
inefficient for large datasets. To correct this problem, we introduce another type
of anomalous pattern. We assume that the patterns are defined by the correlations
between the attributes. This allows the pattern to be learned by partitioning the
datasets based on attributes. During the learning process, a pattern will be pruned
out as an anomalous candidate if its size is large. Therefore, the algorithm can run
very efficiently for large datasets.
1.3 Organization of the Thesis
The thesis is organized as follows. In the following chapter, we will present important
research in outlier detection. In the third chapter, we will discuss the randomization
method to detect local density-based outliers efficiently. Chapter 4 presents the adap-
tive method to identify the anomalous patterns more accurately. Chapter 5 describes
the problem of delta deviation accumulation in detecting individual outliers. We then
describe the filtering method to improve the quality of outlier detection in such cases.
The adaptive neighbor method introduced in Chapter 4 is applied to cluster datasets
with delta deviation accumulation. Chapter 6 introduces an efficient method to de-
tect attribute-based correlated anomalous patterns. Chapter 7 will give a summary




Outlier detection has been used extensively in many applications. Banking institu-
tions use neural network methods in order to detect credit card fraud. The neural
network methods learn profiles of customers using their transaction histories. If a new
transaction deviates from its profile, it will signal an alarm to the system. Outlier
detection is also used in auditing [100]. Insurance industry uses outlier detection in
order to identify fraudulent claims. In addition to neural networks, another com-
monly used technique is to apply the Benford law [71]. The Benford law assumes
that the numbers in a financial statement tend to follow a non-uniform distribution
which is called the first-digit law. The law can be used to identify fraudulent account
statements by detecting the accounts that do not follow this law. The trajectory
outlier detection can be used in applications such as video surveillance and shipment
monitoring [25] [85]. For example, irregularities in shipping routes may indicate ter-
rorists or smuggling activities. In video surveillance, outlier detection is an important
tool to identify malicious activities such as intrusion or product thefts. In stock mar-
ket, time-series anomaly detection methods are used to alert unusual trends in stock
price to prevent financial losses. Sequential anomaly detection is used in biology to
identify unusual DNA sequences [122]. In criminal investigation, the outlier detection
method can be used to identify the networks of terrorists or criminals by analyzing
and detecting their unusual connections.
Outlier detection methods can be categorized based on training dataset availabil-
ity, distribution assumption, or data type. In terms of training data, a method can
be supervised, semi-supervised, or unsupervised. When there is a training dataset
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for both outlier and normal observations, this dataset is used to train a selected data
model to classify future input. For semi-supervised methods, the training data is
either available for normal observations or outliers but not both. In this cases, the
models are learned only for the known classes of observations. If a new observation
does not belong to the known classes, it is declared to be an outlier. The limitation of
supervised and semi-supervised methods is that the training dataset must represent
all possible classes. If there is a new class of observations, this observation will not
be detected correctly. In contrast, unsupervised outlier detection methods use sim-
ilarities between observations to detect outliers. An observation that deviates from
the masses is an outlier. The advantage of an unsupervised method is that no train-
ing dataset is required. However, the unsupervised outlier detection methods usually
have much higher false alarm rates than the false alarm rates of the supervised and
semi-supervised methods.
Based on distribution assumption, an outlier detection method can be categorized
into either parametric method or nonparametric method. A parametric method as-
sumes that the dataset follows some statistical model. The main objective of the
parametric method is to learn the parameters of the model. An outlier is an observa-
tion that does not fit into the model well. Statistic based outlier detection methods
usually fall into this category. A nonparametric method does not rely on any assumed
distribution. Therefore, a nonparametric method can also be called parametric free
method. The outlier detection methods using k-nearest neighbor algorithm such as
distance-based and density-based outlier method are examples of the nonparametric
methods.
Outlier detection methods can also be categorized based on data type. Tabular,
sequential, and graph-based data are the three most common data types. Even though
time-series, trajectory, and spatial data are also common data types, they can be
transformed into tabular, sequential, or graph-based data. In the following sections,
7




Statistical methods assume some distribution. The first approach is to compute
the probability f(x; Θ) of an observation x where Θ is the set of parameters of the
probability model f(x; Θ). If the probability is small, we consider that the observation
x is an outlier. The second approach is to perform a hypothesis test.
In univariate data, we can perform the Grubb’s test[56]. First, we measure the
distance of an observation x from the mean of the population and normalize it with
the sample standard deviation s. We obtain the z-score of x where z = |x−x̄|
s
. It
should be noted that the mean x̄ follows a normal distribution due to the central
limit theorem. Since in a normal distribution, only 5% of the data has the z-score
less than 1.97, one may consider x to be an outlier if its corresponding z-score is larger
than 1.97. However, the mean in the formula above may include outliers. Therefore,
we need to reconsider the bound for the z-score. We observe that the z-score also
includes the sample standard deviation. As a result, the z-score cannot be larger
than (N − 1)/N where N is the data size. Using this observation, we can conclude











,N−2 is the t-value
at a significant level of α/2N .
In multivariate data, we can test the value of an observation against µ ± 3σ if
we assume the data follows a normal distribution N(µ, σ). Since 99.7% of data is
within µ ± 3σ, we may consider an observation an outlier if it is outside this range.
The parameters µ and σ can be replaced with sample mean and sample standard
deviation if the data is large and the outliers are not very extreme. In other words,
the method will fail to work if the outliers are too extreme for the sample mean
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and standard deviation to represent the data correctly. Another alternative is to
reduce the multivariate test to a univariate test by transforming the data using the
Mahalanobis distance y2 = (x− x̄)′S−1(x − x̄) [94]. In the formula, y2 measures the
deviation of x from the estimated mean. The inverted covariance matrix S−1 is used
to normalize the data. We then can perform the Grubb’s test on y2 as discussed
previously.
In statistics, regression analysis is used to estimate the relationship between at-
tributes. Linear regression and logistic regression are two common models. An outlier
in regression analysis is an observation whose value is far from the prediction. To
detect such outliers, the residuals of the observations are computed based on a trained
model. If a residual is large, its corresponding observation is declared as an outlier
[59]. Another alternative is to apply Akaike Information Content (AIC) [7] for outlier
detection. In regression analysis, AIC is a metric to evaluate a model. AIC has the
following form AIC = 2L(β̂; x) + 2p where L(β̂; x) is a log-likelihood function with
the maximum likelihood estimator β. A regression model is selected if its AIC is
minimum. For outlier detection, with respect to normal observations, the outliers
will have negative effects on model training. Therefore, a model will not be optimum
if the training data contains outliers. As a result, we can use AIC for outlier detection
by selecting a subset of the dataset such that AIC is optimum [60]. The data that
are eliminated from the subsets are considered outliers.
2.1.2 Supervised Methods
In supervised methods, classification is used to detect outliers when the training data
is available. A training data consists of observations and their corresponding class
labels. The class labels indicate whether an observation is normal or an outlier. The
classification-based methods consist of two phases: training and classification. The
labeled observations are used to train a classification model to predict the class labels
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of new observations in the classification step. The challenge is to select a model that
can detect the outliers with a high detection rate. Even though there are different
classification methods that can be applied to outlier detection, neural networks and
decision trees are the two most common methods.
Neural networks have been widely used to detect credit card fraud [136]. A neural
network is a mathematical model F : x 7→ y that maps an input x to an output
y. A neural network is a set of functions that interconnect with each other. Each
composition of some functions is considered as a neuron. These neurons form three
layers: input, hidden, and output. The objective of neural networks is to select a
set of functions from a class of functions such that the network yields the highest
accuracy from the training dataset.
A decision tree is usually used to detect malicious attacks in network intrusion
detection system [96][67]. A decision tree is a classifier that learns the correlations
between attributes and class labels. Each interior node in a tree corresponds to an
attribute. Each child node corresponds to a set of values of the parent node. The
leaf nodes are the class labels. Given an observation, we start with the root node
and then follow the tree based on the values of the observation until we reach a leaf
node. The leaf node correspond to the class of the observation. There are several
ways to build a decision tree. One commonly used method is to split an attribute
using the concept of mutual information. The mutual information metric measures
the dependency between two variables. In other words, it indicates how much one
can infer one variable when another variable is know. When the mutual information
is zero, the variables are independent. The mutual information is used to choose a
split point of an attribute to maximize the mutual information between the attribute
and the class labels. The set of split points are used to construct the decision tree.
The classification based outlier detection methods can detect known types of out-
liers accurately. However, it requires the dataset to have enough training data for
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the outliers. This is challenging since the number of outliers is small. In general,
the classification methods use some penalty functions to adjust the parameters of a
model in order to yields a higher detection rate. However, for the problem of outlier
detection, the overall high detection rate is irrelevant. A classifier with 99% accuracy
can still miss 100% of these outliers. This problem is known as data skew in classifi-
cation with minority classes [32]. Chawla et al [32] propose a boosting method that
assigns higher weight to the minor classes in order to improve the accuracy for the
minor classes.
2.1.3 Semi-supervised Methods
When training data is either available for normal observations or outliers but not
both, the semi-supervised methods are used to produce the boundaries for the known
classes. For example, when the normal observations are known, an observation that
falls outside the boundary of normal observations is an outlier. The one-class support
vector machine [127] is a commonly used for semi-supervised outlier detection.
Support vector machine (SVM) is a classification method using hyperplanes to
partition a training dataset. Let say we have training data {xi} and corresponding
labels {ci} where ci ∈ [−1, 1]. The support vector machine method learns parameters
w and b such that ci(w×xi+b) > 0. The hyperplanes w×xi+b = 1 and w×xi+b = −1
are the separation hyperplanes at the boundaries of two classes −1 and 1. The
distance between two classes is 2
‖w‖
. The objective of the support vector machine is
to maximize the distance between the hyperplanes. Thus, it is equivalent to minimize
1/2‖w‖2 with the constraints ci(w × xi + b) > 0, ∀i. This optimization problem can
be solved using Lagrange multipliers. The support vector machine method assumes
that the training data is linearly separable. A training data set is said to be linearly
separable if two classes in the data can be separated by a hyperplane. For nonlinear
separable data, we can apply the generalized support vector machine method which
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uses the kernel method for class separation. It should be noted that the support vector
machine method requires at least two classes in order to construct the boundaries.
In the case, there is only one class, Schölkopf et al[127] apply the kernel method to
transform the data such that the points close to the origin are treated as another
class. Therefore, the origin and the training data are used to construct the decision
boundaries. The problem can also be generalized to the problem of classification
with multiple classes by constructing multiple hyperplanes for each class. If a new
observation does not belong to any class, it is an outlier.
2.1.4 Unsupervised Methods
In unsupervised methods, clustering methods are used to detect outliers. A clustering
method groups similar observations using some objective function. Compared with
the classification methods, the clustering methods can group data without training
datasets. The clustering methods can be used to detect outliers by comparing the
observations with the identified clusters. If an observation is far from the cluster
centroids, it is declared an outlier. For an example, one can use kmean [101] to
identify cluster centroids and compute the distances of the observations from the
centroids. The top extreme observations are outliers. Although kmean is fast, it
cannot detect clusters with different densities or shapes. In such cases, we can use
density-based clustering methods such as the kernel method, DBSCAN [53], or SNN
[52] in order to identify cluster centroids. There are several limitations of using
clustering methods for outlier detection. The goal of clustering methods is to detect
clusters, not outliers. It is not optimal in outlier detection. For instance, an outlier
close to a centroid can still be an outlier. An outlier may be incorrectly flagged as a
normal observation, whereas a normal observation may be flagged as an outlier. In
this section, we will discuss two algorithms, namely kmean and SNN.
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2.1.4.1 Kmean
The kmean [101] clustering algorithm partitions a dataset D into k clusters. The
objective of the algorithm is to minimize the sum of distances from the observations in
the clusters to their cluster means. Suppose we have a dataset D with n observations
{X1, X2, . . . , Xn}. Assume that we have D partitioned into k clusters C1, . . . , Ck with
the corresponding means µi, i ∈ [1, k]. The objective function of the kmean algorithm









The kmean algorithm consists of two steps: a clustering step and an update step.
Initially, k distinct cluster means are selected either randomly or heuristically. In the
clustering step, the kmean algorithm clusters the dataset using the current k cluster
means. A cluster Ci is a set that consists of all the observations Xj such that:
Ci = {Xj ∈ D| min
l∈[1,k]
‖Xj − µl‖2}





, ∀Xj ∈ Ci
The kmean algorithm is run multiple times until the means converge or until the the
number of iterations is greater than a chosen threshold Nθ. In general, the kmean
algorithm is very efficient. However, the number of clusters depends on the parameter
k. In addition, the kmean algorithm is not designed to detect clusters with different
densities and shapes.
2.1.4.2 SNN
The shared nearest neighbor algorithm (SNN) [52] applies the concept of strong link
and topic threshold to cluster a dataset. The strength of a link between two points is
the number of shared nearest neighbors. If a point with the number of strong links is
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greater than a chosen topic threshold, then that point is selected to be a core point.
The non-core points are eliminated from the dataset. The SNN clustering algorithm
will cluster the updated dataset. Two points belong to the the same cluster if there
exists a strong link between them. As a result, the SNN clustering algorithm can
cluster datasets with different shapes and densities.
2.1.5 Distance-based and Density-based
In order to overcome the limitations of statistical and clustering methods in outlier
detection, Knorr et al [51] introduced a definition of outlier using distance. According
to Knorr et al [51], the top farthest observations are outliers. The computation is
O(N2) to compute pairwise distances, where N is the size of a dataset. Knorr et al
introduce a pruning strategy in order to speed up the algorithm. The advantage of the
method is that it can detect outliers without any assumption about the underlying
distribution of a dataset. However, in some applications, the outliers of interest
may not be the farthest observations. An outlier can be defined by its most similar
observations instead. Therefore, Breunig et al [24] introduce a density-based method
that detect outliers with respect to their local densities. An observation that is far
with respect to its local region is considered an outlier. The method appears to be
useful in practice. However, its complexity is O(N2) [28].
2.2 Anomaly in Sequential Data
We have discussed the outlier detection methods with tabular data. An observation
is modeled as a tuple with a fixed number of attributes. In practice, there may be
a natural order to the attributes and a variable number of attributes. This type of
data is sequential data. There are a variety of such data in practice. For an intrusion
detection system, the data of a user is a sequence of commands. In DNA analysis, the
data is a sequence of alphabets. In text mining, the data is a sequence of characters
or words of a document.
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A sequence is defined as follows. Given a set of alphabets of size n, Σ = {c1, c2, . . . cn},
a sequence S of length k is a sequence of s1s2 . . . sk where si ∈ Σ, ∀i ∈ [1, k].
We may reduce the problem of outlier detection in sequential data to the problem
of outlier detection in tabular data by transforming sequences into tuples using a
fixed number of attributes. A metric is selected to measure the similarity between
these tuples. However, this reduction still does not consider the natural order in the
attributes. Two sequences that are shown to be similar in tabular data may not
be similar in sequential data [122]. Therefore, the problem of outlier detection in
sequential data is distinct from the problem of outlier detection in tabular data.
2.2.1 Detecting Unusual Sequences
The first problem in sequential data is to detect an unusual sequence in a set of
sequences. As in tabular data, we need to measure the similarity between the se-
quences. Sequences that are detected of being different from other sequences in the
set are outliers.
The main approach is to apply a Markovian model to estimate the probability
of one value in a sequence with respect to the preceding values in the sequence, e.g.
Prob(s1s2 . . . sk). The set of input sequences is used to construct the probabilities.
Using the Bayes’ theorem, the probability Prob(s1s2 . . . sk) can be written as:
Prob(s1)Prob(s2/s1)Prob(s3/s1s2) . . . P rob(sk/s1s2 . . . s(k − 1))
Therefore, we can construct a tree representing the conditional probability of a new
value given a set of known values. The challenge is that the length of a sequence
can be very long. However, in some applications, it is shown that they may have a
property of short memory [41] such that Prob(s1/s1s2 . . . sk) ≈ Prob(s1/s1s2 . . . sL)
for k > l. This property implies that we do not need to construct the tree for a
sequence of more than L alphabets. Therefore, the maximum height of the tree will
be L. Ron et al [41] introduce a Probabilistic Suffix Automata (PSA) to model the
15
conditional probability. Probabilistic Suffix Tree (PST) is an efficient implementation
of PSA [41].
The PST is used for pattern mining in sequential analysis. For instance, Yang and
Wang introduce a method to cluster sequences using PST[76]. In their method, they
construct PST for each cluster and perform the membership test of a new sequence




T (s3/s1s2) . . . P rob
T (sk/s1s2 . . . s(k − 1))
Prob(s1) . . . P rob(sk))
The idea is that the probability of a sequence computed from the PST of the cluster
to which it belongs must be larger than a random probability Prob(s1) . . . P rob(sk).
This can be extended to outlier detection. If a sequence does not belong to any
cluster, it is an outlier. However, since the method is designed for clustering, it is
inefficient for outlier detection. We need to construct PST for all the clusters. Sun
et al [122] observe that outliers usually appear close to the root nodes. They suggest
pruning the nodes that are far from the root by either using the count of the number
of sequences in the node or the total probability of a sequence at the current node.
Since only a fraction of the tree is computed using this method, it can boost the com-
putation by many orders of magnitude. In addition to pruning, Sun et al also propose
to use Normalized measure, SIMN =
1
l
(log(P T (s1) +
∑l
j=2 log P
T (sj|s1 . . . sj−1) to
compute the similarity between sequences. According to their evaluation, the Nor-
malized probability similarity measure outperforms the Odds measure in terms of
outlier detection.
Figure 1 shows an example of a PST tree. Each node contains a sequence of
alphabets starting from the root node, the total number of corresponding sequences
and its probability. Since the number of sequences starts with Y X is only 10, the
child nodes corresponding to Y X will not be constructed.
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Figure 1: An example of a PST tree
2.2.2 Detecting Unusual Subsequences in a Sequence
Another problem of outlier detection in sequential data is to detect unusual sub-
sequences in a long sequence. In this problem, we assume that the values in the
sequence follow some patterns, e.g. ProbT (s2/s1). If a subsequence does not follow
any pattern, it is unusual. The challenge is that a sequence can be very long and the
length of an anomalous pattern can vary. We can use a brute force method to produce
all possible subsequences in a long sequence and then compute the subsequences that
deviate from the other subsequences. This method consists of two iterations. The
first iteration is to compute all possible subsequences. For each subsequence, it is
compared against all the possible subsequences. The computation for this method is
expensive. Keogh et al [84] propose a pruning strategy to speed up the algorithm.
Keogh et al observe that if we can find some subsequences similar to the current
subsequence, we can safely prune the subsequence since it is not considered unusual.
It leads to another observation. If there exists an order between subsequences such
that the most similar subsequences are in the top, the current normal subsequences
can be pruned quickly. The authors also observe that we do not need a perfect order
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for the algorithm to be fast. The order just needs to be good enough so that the
computation is efficient. Therefore, Keogh et al propose to use Symbolic Aggregate
ApproXimation (SAX) [98] to approximate the order. As a result, their method can
detect unusual subsequences in a long sequence efficiently.
2.2.3 Detecting Unusual Values in a Sequence
In this problem, we are interested in detecting an unusual value in a sequence of
values [140] [126]. An example is to detect anomalies in network traffic flows [92].
The simplest case of this problem is when the variance of the values in a sequence is
small. In such cases, we can compute the mean µ and standard deviation σ of the
sequence. The interval µ±kσ, where k is a natural number, corresponds to the upper
bound and lower bound of the incoming values. A value that falls outside the bounds
is unusual.
For more complex sequences, there are two methods. The first method is to
compute the average and standard deviation of the most recent values in a sequence.
The average and standard deviation are the predicted value and the bound of the
incoming values. The performance of this method depends on window size. If the
window is small, we may not have enough data to predict the value correctly. In
the other hand, if the window is large, the old values may affect the accuracy of the
predicted value. One possible solution is to assign the weight to the past values such
that the more recent values have higher weights. Another method is to model the
sequence using the Markovian model [131] to compute the probability of a new value
using the past values. A value is flagged unusual if its probability is small. These two
methods use the most recent values to detect anomalies in a sequence. However, both
of them do not consider seasonal effect that may occur in the sequence. A solution is
to fit a periodic function into the data model [87] so that the seasonal effect will be
considered in the model.
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2.3 Graph-based Anomaly
Recently, graph mining has been studied extensively in the area of data mining. Some
examples of graph mining are discovering frequent subgraphs, mining correlation rules
between subgraphs, detecting communities in a graph. Graph-based anomaly detec-
tion focuses on anomalies in a list of graphs or detecting anomalies within a graph.
One possible solution for the first problem is to reduce this type of anomaly to point-
based outlier detection by transforming the graphs into multidimensional records
using graph kernels [23] [138]. However, the graph structure may be lost during the
transformation.
Noble et al [113] propose the use of SUBDUE [38] for detecting anomalous sub-
structures in a graph. The SUBDUE method identifies repetitive substructures in
a graph [38]. The SUBDUE method uses Minimum Description Length (MDL) to
identify substructures in a graph. The concept of MDL corresponds to the minimum
number of bits used to describe an information. The objective of the SUBDUE is
to identify a substructure in a graph that use the minimum of extra information to
describe the graph. In their definition, a substructure is anomalous if it is infrequent.
However, the authors observe that the frequency of a substructure is inversely propor-
tional to its size. In other words, a large graph tends to less frequent. As a result, the
degree of anomaly should be inversely proportional to its size. The authors multiply
the frequency of a substructure with its size to take the size into account.
The graph-based anomalies discussed above are based on a static graph. Another
problem of graph-based anomaly is anomaly detection in a dynamic graph. We can
consider a dynamic graph as a network of messages being passed between the nodes.
One example of anomaly detection in problem is to detect disruption in a network
[72]. An unusual disruption in a network can be used to detect system failures or
network intrusion activities.
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2.4 Robust Outlier Methods
Researchers are not only interested in detecting outliers in datasets but also interested
in developing methods that minimize the effect of outliers in data analysis. These
methods are called robust outlier methods. Statistics that are robust to outliers are
called robust statistics. In clustering methods that assume some underlying distri-
bution, the appearance of an outlier can make estimated parameters to be incorrect
[22]. For example, the mean of a Gaussian used in modeling a cluster can be affected
by an extreme outlier. In classification, some methods are sensitive to outliers [86].
For example, support vector machines use the points on class boundaries to construct
the hyperplanes which separate the observations from different classes. An outlier
can make the hyperplane construction to be far from the true class boundaries. This
results in classification with a high error rate. In regression analysis [128], the outliers
may affect the estimated slope of a regression model. In order to reduce the effect
of outliers on data analysis, we can run an outlier detection algorithm to remove the
detected outliers from the dataset. Another alternative is to develop data analysis
methods that are robust to outliers [137]. For example, one can use M-estimation
for regression analysis. M-estimation [73] is a generalization of Maximum Likelihood
Estimation (MLE) . The MLE method is a method to estimate the parameters of a
density function by selecting the values that minimize the product of the likelihood
functions. It is equivalent to minimizing the sum of the log likelihood functions. The
MLE has the following form:






The function f(Xi, θ) is a density function and Xi is an observation. The M-estimation
replaces the density function with any function ρ(Xi) with some properties. By re-
placing the density function f(x) with a function ρ(x), the M-estimation method can
be more resistant to outliers than the MLE method [105].
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Table 2: Outlier detection methods categorized based on distribution assumption and











Table 1 shows a summary of the outlier detection methods categorized based on
data type and the availability of training data. Table 2 shows the summary based
on distribution assumption and the availability of training data. In our research,
our outlier detection methods fall into the category of non-parametric unsupervised
outlier detection using tabular data. In this category, our contribution is to develop
efficient and accurate outlier detection methods.
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CHAPTER III
EFFICIENT LOCAL DENSITY-BASED OUTLIER
DETECTION USING RANDOMIZATION
3.1 Motivation
Recently, a survey of different outlier detection methods [28] has appeared in the
literature. Accordingly, we can roughly categorize the methods into parametric and
nonparametric methods. The advantage of nonparametric methods is that they do
not require the prior knowledge of the processes that produce the events (e.g. data
distribution), which makes these methods capable of detecting outliers in any dataset.
The nonparametric methods can be classified as globally based and locally based. The
globally based methods [51] identify the observations that are considered to be the top
outliers with respect to distance for the entire dataset. The locally based methods
[24] compute the outliers with respect to their local subspaces. In this chapter, a
subspace is a subset that is created from a dataset by using hyperplanes to partition
the dataset. The nonparametric locally based methods are introduced by Breunig
et al [24] by using the concept of local outlier factor (LOF). The method computes
the LOF score for each point by computing the ratio between the k-nearest neighbor
distance of the query point with the average of those of its neighbors. Since in real
applications, an observation is, generally, an outlier because it deviates from its local
region rather than the entire dataset, the LOF method is shown to be very useful in
practice [28] [104] [89] [95].
In order to compute the LOF factor, we have to compute the k-nearest neighbors
for the entire dataset. For a dataset of size n, the time complexity is O(n2). This is
expensive. In very low dimensional data, one may use indexing methods to speedup
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the nearest neighbor searches, namely R*-tree [17], X-tree [18], Kd-tree [57], etc. The
main idea of the indexes is to create a hierarchical tree of boxes. A box represents
a set of points and the boundaries of the those points. The box is further split into
smaller boxes. In order to query a kth-nearest neighbor for a given point, we start
from the root and traverse the index tree for the box that contains the query point
until we reach a leaf. The k-nearest neighbors are in the leaf and its surrounding
boxes. This is efficient for very low dimensional datasets because the number of
boxes to search is small. However, the number of boxes exponentially increases with
the number of dimensions, so that we have to compute the distance for most of the
points in the dataset. The approximate search for k-nearest neighbors can be used to
improve the performance by relaxing the problem from computing the exact k-nearest
neighbors to approximate k-nearest neighbor with some delta errors. However, the
original problem in fact still exists and this approach also performs poorly with high
dimensions. This is known as the curse of dimensionality [129].
Therefore, it is challenging to compute LOF for high dimensional datasets[28]. In
this chapter, we show that it is possible to compute LOF efficiently for dataset with
very high dimensionality without the limitation of using index trees. The method is
made possible by our observations of the outlier consistency property of local outliers,
which will be discussed later in the formalism section. Therefore, we can employ a
randomization method to compute LOF. The implementation of this method requires
small modifications to the existing LOF method.
From now on, we will refer to the original version of LOF with full k-nearest
neighbor computation as the nonrandomized version of LOF. In the following
sections, we will formally define the randomized method. In the experiment section,
we will evaluate the effectiveness and efficiency of the randomized version against
the nonrandomized version of LOF.
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3.2 Related Work
Outliers have been studied extensively in the field of statistics [65] by computing the
probability of an event against its underlying distribution. However, this method
requires prior knowledge about the process that produces the events, which is usually
unknown. Knorr et al [51] introduce a distance-based method to identify the outliers.
The outliers are those points whose distance to other observations are the largest.
Their method can detect global outliers. The advantage of this method is that no
prior knowledge about the underlying distribution is required.
Breunig et al [24] introduce a local density based method for outlier detection. An
outlier is a point that deviates from its neighbors. The local outlier factor is measured
by the ratio of its distance to its neighbors and the local density. The outliers in this
definition are locally based.
Spiros et al [132] introduce the method to detect outliers by using the multi-
granularity deviation factor (MDEF). The authors then propose an approximate
version to speed up the method. The method is based on the modification of an
approximate nearest neighbor search algorithm (quad-tree) in order to avoid the cost
of computing the MDEF scores for all the points in the dataset. Thus, the method
depends on the performance of the index tree.
Recently, Kriegel et al [89] propose the angle-based method that computes outlier
scores based on the angles of the points with respect to other points. The method aims
to provide more accurate rankings of the outliers in high dimensions. However, the
method can not detect outliers surrounded by other points. The naive implementation
of the algorithm runs in O(n3).
Since LOF is a useful method to detect outliers, we will focus on improving
the LOF method to make its running time fast in very large and high dimensional
datasets.
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3.3 Local Outlier Factor
In this section, we revisit the concept of local density-based outlier introduced by
Breunig et al [24]. The local density-based outlier is based on the k-nearest neighbor
distance, the local reachability and local outlier factor which Breunig et al formally
defined as follows, I quote:
Definition 1 (k-distance of an object p). ”For any positive integer k, the k-distance
of object p, denoted as k-distance(p), is defined as the distance d(p, o) between p and
an object o ∈ D such that:
• for at least k objects o′ ∈ D \ {p} it holds that d(p, o′) ≤ d(p, o), and
• for at most k − 1 objects o′ ∈ D \ {p} it holds that d(p, o′) < d(p, o).”
Definition 2 (k-distance neighborhood of an object p). ”Given the k-distance of
p, the k-distance neighborhood of p contains every object whose distance from p
is not greater than the k-distance, i.e. Nk-distance(p)(p) = {q ∈ D \ {p}|d(p, q) ≤
kdistance(p)}.”
Definition 3 (reachability distance of an object p with respect to object o). ”Let k
be a natural number. The reachability distance of object p with respect to object o is
defined as reach-distk(p, o) = max{k-distance(o), d(p, o)}.”
Definition 4 (local reachability density of an object p). ”The local reachability den-







The k-distance of an object and its corresponding k-distance neighborhood are
used to define the reachability of a point o with respect to p. The reachability of o
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to p is the actual distance between p and o by the k-distance of o if o is sufficiently
close to p. The purpose is to reduce the fluctuation of the outlier computation.
The local reachability density is the inverse of the average reachability distance
of the neighbors of p. It measures the local density of p. The parameter MinPts is
used as a parameter of the local density density. It is the same as the parameter k to
compute the k-distance. The parameter MinPts specifies the number of neighbors
used to compute the local density.









Intuitively, the local outlier factor (LOF) of p is the ratio between the average local
reachability of its neighbors and its local reachability. Breunig et al also computed
the lower bound and upper bound for LOF under some constraints. If p is in a deep
cluster, the local outlier factor is close to 1. If p is outside the clusters, it is greater
than 1. The local outlier factor measures the degree of the local deviation of p with
respect to its neighbors.
3.4 Generalized Local Density-based Outlier
We observe that the main idea of the local outlier factor is in fact similar to computing
the ratio between the distance from p to its nearest points with the density of its local
subspace, in order to identify local outliers. Breunig et al measure the local density
by using the average k-distance of the nearest neighbors of p. This metric, however,
can be generalized to other local density functions without affecting the meaning of
local density-based outlier. A reasonable choice can be a kernel density function. In
this study and in the following theorems, we measure the local density by the average
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closest distance between the points in S (density(S)). We say that S is approximately
uniform if the following two conditions hold. The variance of the closest distances
is less than a small ǫ and there is no k-nearest distance is larger than the average
k-nearest distance with ǫ unit.
We also observe that if the distance of p to its nearest points is much greater than
the density of any subset in D (dist(d, S)) that is approximately uniform, then p is
not in any cluster. Clearly, p is an outlier in D. On the contrary, if there is a subset
S ′ such that the difference is small, then p is likely to be generated from the same
distribution of S ′. We can not conclude that p is an outlier, so p is considered to be
normal.
These two observations lead to the conclusion that the ratio between the distance
and the density must be high for all the subsets in the dataset for a point to be an
outlier. Thus, we can define a locally based outlier as follows:
Definition 6. Given a point p, a dataset D, and for any subset S of D such that Si
is approximately uniform, then p is an outlier with respect to D iff dist(p,S)
density(S)
≫ 1.
Figure 2 illustrates two outliers p1 and p2 based on this definition. In the figure,
p1 is not only a local outlier for the cluster containing S1, but p1 is also an outlier









Figure 2: Outliers with respect to their local subspaces.
By this definition, we observe that if we take a random hyperplane to partition
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a dataset into two subsets, then in most of the cases, the local outlier factors will
not change dramatically. Hence, we can recursively partition the subsets into smaller
subsets. We can partition the dataset until the subsets are small enough for us to
compute the local outlier factors efficiently. As we see, we do not need to perform
the nearest neighbor computation for the entire dataset in order to detect the local
outliers.
Figure 2 illustrates an example of the partition. L1 and L2 partition the dataset.
S1 . . . S4 are unchanged after the partitions. L2 cuts S3 into two subspaces S
′
3 and




3 are still approximately uniform after the partition. The
points p1 and p2 remain to be outliers in the new subsets partitioned by L1 and L2.
The procedure to detect the local outliers assumes that the partition does not
affect the density for the partitioned sets. There are two cases where it can go wrong.
The first case is when a point q is on a cluster boundary and the partition isolates
it from the cluster it belongs to. If the distance between the local subspace of q and
the new clusters in the subset it belongs to is large, then q is incorrectly identified as
an outlier with respect to the new clusters. The second case is when there are many
points like q that are separated from their clusters. It may make an outlier p to be
normal in the new subset contains only these points.
These problems in fact can be avoided if during the separation, the new subsets
contain enough neighbors of these points. Fortunately, it can be shown that the
probability of partitions that separate a normal point from all of their neighbors
is small. This is due to the fact that if a set C which contains q (on the cluster
boundary) is large, then the probability of drawing a hyperplane cutting C such that
it only contains q is small.
Theorem 1. Given a set D, a point p on its boundary, the probability of selecting
k-nearest neighbors of p or less is k/N .
Proof. The probability to choose a value k is 1/N . Thus, the probability to choose
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If p is not an outlier, it should belong to a large cluster. This implies that k ≪ N .
The theorem shows that the probability of a point p being on the boundary to be
separated from its cluster is small. This is an important observation because we can
detect the local outliers effectively using randomization. If we randomly partition
the dataset performed multiple times, in most partitions, q will appear to be normal.
Thus, if a point appears to be normal in most partitions, then we can flag it as normal
with high confidence.
The observations above are the principles of the randomized method for computing
outliers by randomly partitioning a dataset and running the algorithm multiple times
so that the false outliers can be ruled out.
3.5 Algorithm
The randomized algorithm is described in Figure 3. In this algorithm, PARTITION
(Figure 4) takes a dataset D as input. Then, it will call SPLIT (Figure 5) to split
the dataset into two subsets S1 and S2 in the following way. SPLIT randomly selects
two points p1 and p2 in D. For every point in D, SPLIT computes the distance from
it to p1 and p2. D will be split into S1 and S2 where S1, S2 contain all the points that
are closer to p1, p2 respectively. This SPLIT is equivalent to choosing a hyperplane P
to partition the dataset. Then, for S ∈ {S1, S2}, if the size of S is still greater than
a threshold Mθ, PARTITION will be applied to S. This recursive PARTITION will
be performed until the size of the result sets are smaller than a chosen size of Mθ. At
this point, the LOF for all the points in S will be computed with respect to S. Mθ
should be greater than the parameter MinPts of LOF. Other than that, it can be
any value that allows the outlier detection to be computed efficiently.
In the end, we will have all the outlier scores for D. As discussed in section 3.4,
the result set of outliers may contain false outliers due to isolated points. Therefore,
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1: procedure COMPUTEOUTLIER(Set D, Niter)
2: for all i ∈ [1, Niter] do
3: Partition(D)
4: end for




Figure 3: Randomized local density-based outlier method
we run PARTITION multiple times to rule out the false outliers. The final LOF for
each point will be its minimum score over all the iterations. We use the parameter
Niter to set the number of iterations of the algorithm. According to the experiments,
the output tends to be stable with Niter = 10. We can speed up the algorithm by
filtering points with low scores that are less than a threshold δout. The points with
the scores computed in the first few iteration less than δout will not be considered in
the next iterations.
It is expected that there will always be some small differences in the rankings be-
tween the original method and the randomized method. In the original LOF method,
the ranking depends on MinPts. The choice of MinPts is subjective. A small change
in MinPts will lead to a change in the ranking by LOF. Therefore, it is acceptable
for the ranking to be slightly different. In the case that a more similar LOF ranking
is desired, we can recompute the outlier scores for the top N outliers by using the
original nonrandomized version. It will give the exact score for these points. The
number of top outliers is small, thus the computation time is cheap. We call this
version the recompute version of the randomized method, while we call the earlier
one the naive version.
We can also run the algorithm multiple times with the new final score being the
average of all the runs. We call it the merge version. We notice that even though















Figure 4: Compute candidate outliers
procedure SPLIT((Set D, Set S1, Set S2)
p1 ← random(S)
p2 ← random(S)
for all p ∈ D do
if ||p, p1|| < ||p, p2|| then
put p into S1
else




Figure 5: Partition a set using random split points
of the nonrandomized version, it is limited to the top N outliers. On the other hand,
the output of the merge version is less similar for the top outliers, but the similarity
can be improved for all the points. Thus, we first produce the average outlier scores
using the merge version, then we recompute the score of the top outliers (hybrid
version). Finally, we have rankings similar to that of the nonrandomized method for
all the outliers.
3.5.1 Query Time of New Point
The partition can actually be treated as the creation of a binary tree with two-key
nodes. Each key represents a new subset. The two keys are the selected points (called
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Figure 6: Tree structure of randomized LOF
split points) for the partition. Each key has a pointer to the child node. The structure
is then recursively created. A leaf node is a node which represents a subset which will
not be further partitioned. The leaf node contains all points of the subset. The keys
of the root node are the first two randomly selected points. To traverse the tree, we
start with the root node. We compare a query point p to the keys of the parent node
and choose the key which is closest to p. Then, we traverse the tree to the child node
referred by this key. We repeat this process until we reach a leaf node where we will
compute the outlier score for p with respect to the leaf node.
An example of the tree structure is illustrated in Figure 6. Points p1, p2 are two
split points at level one. p3, p4, p5, and p6 are split points at level two. The set
represented by p2 is partitioned into two subsets S4 and S5. We do not continue to
partition these two subsets since the sizes of S4 and S5 are less than Mθ. We will
have the final subsets S1, S2, S3, S4, and S5. For a new query point p, we compare
the distance ‖p, p1‖ and ‖p, p2‖. Since p is closer to p1 than p2, we traverse to the left
child. At level two, p is closer to p4, so we traverse to the right child. The right child
is the final subset S3. We will compute the candidate outlier score for p with respect
to S3.
32
The example illustrates how we can use a binary tree with two-key nodes to
represent the algorithm. We maintain such trees to query the outlier score of a new
point. Otherwise, we do not need to maintain the trees. The space to store the tree
is O(n) where n is the dataset size.
As we discussed earlier, we will maintain multiple trees for ruling out false outliers.
The number of trees corresponds to the number of iterations. The score of a point will
be the minimum score computed from all the trees. The time complexity of a query
is O(h + f(Mθ)), where h is the height of the tree and f(Mθ) is the time required to
compute the outlier scores for the subset. If the trees are balanced, the number of
steps to reach the leaf nodes is O(log n).
3.5.2 Time Complexity Analysis
We use the tree structure discussed in section 3.5.1 to analyze the time complexity
of the algorithm. The algorithm consists of three main steps: partition, outlier score
computation for local sets, and merge.
The partition step is fastest when the tree is perfectly balanced. Multiple parti-
tions are required until the subsets are less than Mθ. For each level h, there are 2
h sub-
sets, the size of each set is n
2h
, thus the partition cost at this level is O(2h× n
2h
) = O(n).
The total time for all levels is O(H × n), where H is the height of the tree. If the
tree is balanced, H ≈ log n. The total time will be O(n log n). In the outlier score
computation step, we consider it a constant O(c) because the sizes of the subsets are
very small. The maximum number of subsets is n, the worst time complexity to
compute the scores is O(n). In the worst case, the merging process for different runs
and iterations can be done in O(n).
In total, the upper bound for the balanced tree is 0(n log n). In practice, we may
not have a balanced tree, however, if we assume that most of the time the ratio of the
sizes of subsets after a split is a reasonable value, the time complexity can be roughly
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approximated as in the balanced tree. It is possible that a partition may result in two
completely unbalanced subsets where one set contains most of the points. Therefore,
the key is to ensure that the probability of completely unbalanced subsets is rare.
Fortunately, we can show that under some assumptions such extreme cases are rare.
Theorem 2. Given a uniformly distributed set D, a point p, and a random hyperplane
P that divides D into S and S’ where p ∈ S, we have prob(|S| < k) ≪ 1, where
k ≪ |D|.
Proof. According to the definition of the uniform distribution, the probability of
choosing a subspace S in D is roughly the same as |S|
|D|
. Thus, prob(|S| < k) ≤ k
|D|
.
Since k ≪ |D|, we have prob(|S| < k)≪ 1.
Theorem 3. Let say we have a set D which consists of D1 and D2 where |D1| ≪ |D2|
and D2 is uniformly distributed, a point p, and a random hyperplane P divides D into
S and S’ where p ∈ S, we have prob(|S| < k)≪ 1, where k ≪ |D|.
Proof. There are two cases. The first case is that at least one of two representative
points p or q belongs to D1. Since |D1| ≪ |D2|, we have prob(p ∈ D1 ∨ q ∈ D1)≪ 1.
The second case is where both p, q belong to D2 and we can apply Theorem 2 on D2.
We conclude that prob(|S| < k)≪ 1.
In such datasets the probability of producing two unbalanced subsets is rare, which
means that the probability for the algorithm to approach O(n2) is small. We see that
the theorems can be extended to any dataset with multiple uniform distributions. The
speed is guaranteed under this assumption; however, in practice, when the assumption








Figure 7: 2D test data for local outlier
3.6 Experiments
3.6.1 2D Example
We use a two dimensional dataset to show that the randomized method can detect
local outliers correctly. We generate two Gaussians with different means and standard
deviations. We then generate two local outliers p1 and p2 for clusters C1 and C2. The
dataset is illustrated in Figure 7. First, we compute the outlier scores using the
nonrandomized version. The LOF method detects two outliers p2 (2.75) and p1 (2.4)
as two top outliers. In addition, it returns two other outliers q2 (2.2) and q1 (2.1).
These outliers are synthetically generated by the Gaussian. Then, we compute the
scores using the merge version. We set Mθ = 100 and Nrun = 6. The points p2 and
p1 are consistently detected as the top two outliers for all the different runs. Their
final scores are 2.65 and 2.35 respectively, which are very close to the original scores.
In contrast with p1 and p2, the rankings for q2 and q1 are not consistent. However,
when using the merge version, they were ranked correctly. The scores are 2.1 and
1.9 respectively. The experiment shows that the randomized method is as good as
the original method using full nearest neighbor computation. In some cases, some
outliers may be ranked differently but on the average the output of the randomized








































(c) KDD CUP ’99 Dataset
Figure 8: Similarity in ranking for randomized outlier detection
3.6.2 Real Datasets
3.6.2.1 Dataset Description
We evaluate the performance of our method against the original LOF method with
three different datasets: MAGIC Gamma Telescope [112], Physics [30], and KDD
Cup ’99 Network Intrusion [112]. The details of the datasets after normalization and
after removing nonnumerical attributes are shown in Table 3. We will refer to the
outliers computed by the nonrandomized LOF as nonrandomized outliers.
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3.6.2.2 Evaluation Metrics
Before proceeding with the experiments, we first discuss the metrics for evaluating
the effectiveness of the randomized method. The LOF method returns two values
which are the local outlier factor (which we call score in our method) and the ranking
of the points according to the local outlier factor. We observe that the LOF method
is sensitive to the parameter MinPts. With the same LOF method, a small change
in MinPts can lead to changes in the ranking and the scores. Except for very strong
outliers where the scores are distinct, the ranking is sensitive to the scores. It is even
more sensitive for points with low outlier scores. For an example, there is not much
difference between the rankings of 200 and 203 for the outliers with the scores of
1.90 and 1.85 due to the statistical variation. Therefore, the objective is not to have
the exact same scores and rankings between the original and randomized versions.
Instead, the main objective is to have similar scores with some acceptable statistical
variation. Since we are interested in the top outliers, we try to preserve the ranking for
these outliers. This preservation is important if there are strong and distinct outliers
in the dataset. Therefore, we evaluate the method using the following metrics:
We use the ”detection rate”
N−Nlof
N
to evaluate the top outliers, where Nlof is the
number of outliers in the top N outliers in our method that also appear in the top
N nonrandomized outliers. According to the experiments, the scores drop quickly
when the points are outside the top 100 outliers, which makes the ranking sensitive
to small changes of the scores. Thus, we vary N up to 200 outliers. For the weak
outliers, we compute the mean and standard deviation of the ratios of the absolute
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differences between the methods for every point. If they are small, the two methods
produce similar scores.
3.6.2.3 Effectiveness of the Randomized Method
We evaluate the effectiveness of the randomized method as follows:
First, we run the nonrandomized LOF on the datasets to compute the outlier
scores (minpts = 20). Then, we run the randomized method on the datasets (Mθ =
500, Niter = 20, and Nrun = 6). The results are shown in Figure 8a, 8b, and 8c.
In all the figures, the naive version performs worst in comparison with the others.
Nonetheless, in all the experiments, it still guarantees the detection rate of 40% for
N = 25. It means that at least the top ten outliers are detected. The method
performs best for the KDD dataset where the top 20 outliers are identified. The
merge version produces slightly better results for the Magic and KDD datasets. At
least 50% of the top 50 outliers are detected. The performance of the merge version
is more stable compared with the naive versions when N increases. As expected, the
recompute version boosts the performance for all the datasets. In the figures, all top
five outliers are correctly detected. At least 80% of the top 50 outliers are detected
in the Magic and KDD datasets. However, the differences in the rankings start to
increase when N increases. By using the hybrid approach, the performance of the
randomized version becomes stable with high accuracy. As we can see, this approach
is the best in all the experiments.
By manually examining the results, we found that the KDD dataset contained
many strong outliers. The outlier scores for the KDD dataset are high while those
in the Magic and Physics datasets are low. It can be explained by the fact that the
KDD dataset contains many intrusion attack connections. This makes the distinction
between the outlier scores in the KDD dataset more obvious. Therefore, the results













Figure 9: Effect of dimensionality on the detection rate.
For the weak outliers, we compute the mean and standard deviation as mentioned
earlier. We found that the top 180, 167, and 151 outliers had the exact same scores
with the outliers computed by the original LOF in the Magic, Physics, and KDD
datasets respectively. The statistics imply that our method and the original LOF
method produce similar results.
3.6.3 Dimensionality
We want to answer the question whether the effectiveness of the randomized method
will also be reduced by the ”curse of dimensionality” as is the case for index trees. We
generate synthetic datasets with the dimensionality up to 500. We run the experi-
ments with d = 100, 200, and 500, where d is the number of dimensions. The datasets
consist of the Gaussians with randomly generated means and standard deviations. We
also inject ten randomly generated outliers into the datasets. According to Figure 9,
the ten injected outliers are correctly identified and the top 20 outliers are correctly
identified in all the experiments. We notice that there is a slight decrease in the de-
tection rate when d increases. When we examine the outliers manually, we find that it
is due to the fact that the scores of the outliers become closer when d increases which
makes the ranking fluctuate. This experiment shows that the randomized method is





















Figure 10: Running time: Randomization versus LOF
Table 4: Running time: Randomization versus LOF
Dataset Nonrandomized Randomized
LOF (seconds) LOF (seconds)
Magic 89 8
Physics 909 30
Kdd Cup ’99 1681 37
Synthetic 4848 106
3.6.4 Speed Comparison
We evaluate the running time of the randomized method against the nonrandomized
version of LOF using the Magic, Physics, and Kdd Cup ’99 datasets. In these datasets,
Magic is the smallest (19K points) while Kdd is the largest (80K points). In Figure
10, the running time of the nonrandomized version grows quickly when the size of
the datasets increase from 19K to 80K. However, the running time of the randomized
method grows slower. In addition to Magic, Physics, and KDD Cup ’99 datasets, we
use a synthetic dataset with 200 dimensions and 100K points. The synthetic dataset
contains five randomly generated Gaussians and ten random outliers. According to
the experiment, the randomized method is consistently faster than the original LOF
method. The running times of the methods, in seconds, are shown in Table 4.
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3.6.5 Performance
We randomly generate the Gaussian clusters with different means and standard de-
viations for the sizes from 50K to 400K. We randomly injects the top 10 outliers in
the datasets. We generate the datasets for d = 50, 100, and 200. According to the
results, all the generated outliers are detected as the top outliers. Figure 11 shows
the running time for different datasets. The vertical axis shows the running time
in seconds. In the figure, the running time is linear with the size of the dataset for
















Figure 11: Running time of the randomized method
3.6.6 Convergence Rate
The method relies on the multiple iterations in order to rule out the false outliers.
We will evaluate how the iterations affect the effectiveness of the method. We observe
that in the first iteration there will be many false outliers. However, when the number
of iterations (Niter) increases, these outliers will be ruled out in subsequent iterations.
The quality of detected outliers will become stable at some iteration. We will evaluate
it based on the changes in the scores. This experiment aims to identify a good value
of Niter in practice.
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Figure 12 shows the rate of change in the size of outliers for the Magic, Physics,
and KDD dataset (after filtering out the low score outliers). As expected, the figure
shows that the number of outliers changes rapidly in the first few iterations and
the rate of change becomes stable when Niter approaches 10. The rate of change is
insignificant when Niter > 10. We performed multiple runs with the datasets and













Figure 12: Convergence rate
3.6.7 Other Parameters
The parameter Mθ is the stop condition for the partition step. The partition will stop
if there is less than Mθ points in the partition. As discussed earlier, the value for Mθ
should not affect the quality of the algorithm as long as it is large enough. In this
case, Mθ should be at least larger than MinPts. In our experiments, the scores are
not affected when we increase Mθ.
In the algorithm, δout is used to limit the number of candidate outliers. In practice,
δout can be set with any value that is smaller than the minimum outlier score we want
to detect. The choice of δout does not affect the running time significantly since the
merge operation is fast. The choice of δout depends on the datasets. For example, in
the KDD dataset, we can set δout = 2 because KDD returns many outliers with very
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high scores, whereas we can set δout = 1.2 and 1.5 for Magic and Physics datasets
respectively since their scores are small.
3.7 Conclusion
We have shown that it is unnecessary to perform the k-nearest neighbor computation
for the entire dataset in order to identify local density-based outliers. We introduced
a randomized method to compute the local outlier scores very fast with high proba-
bility without finding k-nearest neighbors for all data points by exploiting the outlier
consistency property of local outliers. We also introduced different versions for the
randomized method to improve its accuracy and stability. The parameters can be
selected intuitively. We have evaluated the performance of our method on a variety of
real and synthetic datasets. The experiments have shown that the scores computed
by the randomized method and the original LOF are similar. The experiments also
confirm that the randomized method is fast and scalable for very high dimensional
data. A natural extension of this method is to develop an incremental version of this




ANOMALOUS PATTERN DETECTION USING
ADAPTIVE NEAREST NEIGHBOR APPROACH
4.1 Motivation
Clustering algorithms divide the similar observations into groups in order to extract
the common patterns of the data. In order to learn the general patterns, small
clusters and non-dominant patterns are discarded or simply undetected . Despite their
relatively small size, these clusters may be invaluable because their non-dominant
patterns may reveal important knowledge. In this chapter, We introduce a new
metric and a new algorithm that can discover small clusters in high dimensional and
heterogeneous datasets. We have shown that our algorithm can effectively discover
these clusters. In addition, our algorithm has discovered novel patterns based on our
proposed metric of interestingness for unusual observations.
4.2 Adaptive Nearest Neighbors
Our approach is based on a variation of k-nearest neighbors and the concept of dual-
neighbor to cluster the data set. In clustering, k-nearest neighbor algorithm is used
to cluster the dataset by constructing a list of k-nearest neighbors for each point in
the data set. The distance from a point to its kth nearest neighbor is considered as
its neighborhood distance. A point and its neighbors are considered to be similar to
each other. The definition of similarity can be misleading since the close points may
not be actually close to each other as illustrated in Figure 13. Point q belongs to a
dense region while point p is in a less dense region. With k = 5, s is in the list of
k-nearest neighbors of p and s is considered to be similar to p. However, as shown
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Figure 13: kth nearest neighbor of p and q
Figure 14: Adaptive nearest neighbors of p and q
in the figure, s is not similar to p because the distance between q and its nearest
neighbors is less than that between q and p. Those two dissimilar points will be in
the same cluster.
To solve the problem, Jarvis and Patrick introduced the concept of shared nearest
neighbor [75]. The strength of the similarity between two points is measured by the
number of nearest neighbors shared between them. Two points belong to the same
cluster if the strength of the link exceeds a certain threshold. The clustering algorithm
can produce excellent results. However, it is non-trivial to select an appropriate value
of k and to justify the results of SNN in high dimensions. Ertoz et al improved the
SNN by introducing the topic threshold [52]. A point with the number of strong links
exceeding the topic threshold will represent its neighbors. Their clustering algorithm
is based on the number of strong links and the link strength of the point in the
data set. In high dimensions, the points in small clusters can not have a sufficient
number of strong links to form a cluster. The points in this cluster will be broken into
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smaller clusters even though they may be only slightly different from other points.
Another problem is that the parameter k is the same for all points in the data set.
As illustrated in Figure 13, the result will be inconsistent with a global parameter k.
Figure 13 illustrates a simplified case when k is small. In the figure, the distance from
p to its 4th nearest neighbor is twice the distance from q to its 4th nearest neighbor
even though the distance from p and q to their 2nd nearest neighbor are the same.
The volumes of k-distances of p and q will differ significantly with a small increase
in k.
In this paper, we propose the use of adaptive nearest neighbors (ANN) to define
the neighborhood distance. The approach has three parameters which can be used
to fine tune the adaptive neighborhood distance. From our perspective, the concept
of neighborhood distance of a point, say p, is a relative concept since it can not be
defined without surrounding points. As illustrated in 13. The neighborhood distance
of p is greater than that of q because the first two nearest neighbors of p are farther
than those of q.
With this observation, the first few nearest neighbors are used to define the initial
neighborhood distance. Those neighbors are called the initial neighbors or i-neighbors
in short. The distance from p to its i-neighbors is called i-distance. The i-distance
defines the minimum neighborhood distance of p regardless of k. When p is in a dense
cluster, the i-distance tends to be smaller.
The next parameter, α, is used to control the local variation of the neighborhood
distance around p. In Figure 14, r, s and t are i-neighbors of p whereas q is the 4th
nearest neighbor of p. First, we project r, s and t on the line passing two points p
and q. The line segment ph is chosen for it is the longest projected line segment of r,s
and t on pq. If the ratio between the line segment pq and ph is less than α, then q is
included in the list of neighbors of p. Point q is called an adaptive neighbor of p. The
list of adaptive nearest neighbors of p is denoted by ANN(p). This process is repeated
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until there is a point w in the k-nearest neighbor list of p whose ratio is greater than
α. Point w and all the nearest neighbors of p farther than w are excluded from
the adaptive nearest neighbor list of p. Point w is called the boundary point. The
parameter α controls the local maximum variation of the nearest neighbors. The idea
behind α is that the neighbor should be excluded from the list of nearest neighbors
when it is significantly different from the others in the list and α measures the level
of differences. The choice of α is application dependent. Intuitively, we can set the
value of α with 1.2. The value of 1.2 says that if the change in distance is larger than
20%, then the change is significant and the neighbor corresponding to that change
should not be in the list of adaptive neighbors.
The last parameter to adjust is the granularity level. For a small data set as in
Figure 13, it makes sense to partition it into two distinct clusters. But in a larger
data set, the two clusters should be merged into one if the distinction between them
is small compared with others. The boundary points can be used for controlling the
granularity. We use the parameter z for this. The procedure for constructing the lists
of ANNs is modified as follows. Instead of stopping the construction of the ANN list
for p when a boundary point is reached, we continue to put it into the ANN list of
p. The process is stopped when z equals the number of times we reach the boundary
points. The algorithm achieves the finest granularity level when z = 1. The detailed
procedure for constructing the ANN list is described in Figure 15. In Figure 15, s is
the number of i-neighbors and z is the granularity tuning parameter. Also, k is the
maximum number of nearest neighbors that are computed for a point p. The value
of k should be less than the largest size of the anomalous patterns in which we are
interested. Otherwise, the anomalous pattern will be combined with normal patterns
for some large value of z.
With adaptive nearest neighbors, we can define the neighborhood distance of
a point independent of k with different levels of granularity. This neighborhood
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distance is called the adaptive neighbor distance, denoted by adistance. According to
the discussion above, we can say that any point within the adaptive neighborhood of
a point p is truly a natural neighbor of p. Also, we observe that the similarity must
be a mutual relation. In other words, if two points are considered naturally close to
each other, they should be in the list of ANNs of each other. We formally define the
closeness as follows:
Definition 7. Given any two points p and q in dataset D, p and q have a dual-
neighbor relationship, denoted by dual(p, q) ≡ true, if and only if p ∈ ANN(q) and q
∈ ANN(p).
In the definition, two points are considered neighbors to each other when they
have a dual-neighbor relationship. With this definition, we can address the problem
of k-nearest neighbors as illustrated in Figure 13 when p and q have no dual-neighbor
relationship where z = 1. In a coarser granularity level, i.e. z = 2, p and q be-
come neighbors to each other. Another useful concept is the indirect dual-neighbor
relationship.
Definition 8. Given any two points p and q in dataset D, p and q have an indirect
dual-neighbor relationship, denoted by indual(p, q) ≡ true, if and only if
(i) dual(p, q) ≡ true, or (ii) ∃r ∈ D : dual(p, r) ≡ true ∧ indual(r, q) ≡ true
As discussed above, we are interested in discovering unusual patterns. With the
definition of the indirect dual-neighbor, we can formally define the concepts of usual
and unusual patterns as follows:
Definition 9. An observation is usual if it belongs to a large group of observations
where each observation has at least one observation in the group that is similar to it.
The group that contains those usual observations is called a usual pattern.
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Definition 10. An observation is said to have an unusual pattern if it belongs to a
small group of observations where each observation has at least one observation in the
group that is similar to it and has no other observation outside of the group similar to
it. The group that contains those unusual observations is called an unusual pattern.
In this chapter, ANN and the dual-neighbor are used to define the similarity
between two points. The indirect dual-neighbor shows the indirect similarity between
two observations belonging to the same pattern. With the definitions of usual and
unusual patterns, the clustering criteria of our approach is stated as follows:
Given two points p, q in dataset D, p and q belong to the same cluster C if and
only if indual(p, q) ≡ true.
This definition implies the chain effect and it can produce very large clusters.
This, however, is acceptable because the observations in large clusters are usual. As
mentioned above, we are interested in discovering unusual patterns. To be unusual,
the observations should deviate from other usual patterns. Therefore, the chain effect
will have no impact on the results for discovering unusual patterns. The parameters
i-neighbors, α and z play an important role in defining the level of similarity. In a
uniformly distributed region, the choice of the number of i-neighbors has less effect
since all points should belong to the same cluster. The concept of i-neighbor is useful
in non-uniformly distributed regions. In this case, the number of i-neighbors should
be small, which is usually less than 10. The parameter α is used to control the local
variance of the neighborhood distance according to the i-neighbors. The parameter α
defines the upper bound of the acceptable deviation between the neighbors. The last
parameter is z which is used for adjusting the level of granularity. When z = 1, we
can see all natural clusters in terms of ANN. When z is increased, the nearby clusters
are merged together. In practice, the number of i-neighbors and α are less important
than z since they can be easily selected without affecting the results. Intuitively, we
can set α = 1.2 and z ∈ [2, 4].
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1: function ANN(p)
2: for i← s, k do
3: r ← ithneighbor(p)
4: τmax ← 0
5: πmax ← 0
6: for j ← 1, (i− 1) do
7: q ← jthneighbor(p)
8: π ← −→pq−→pr/‖−→pr‖
9: τ ← ‖−→pr‖/π
10: if π > πmax then
11: πmax ← π




16: if πmax > α ‖ πmax = 0 then
17: if level < z then
18: level← level + 1
19: else





Figure 15: Constructing adaptive nearest neighbors
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5: while D 6= ∅ do
6: p ← remove D
7: push p into S
8: C ← new HashSet
9: add C into clsSet
10: while S 6= ∅ do
11: q ← pop S
12: add q into C
13: for all r ∈ ANN(q) ∧ dual(q, r) = 0 do
14: push r ← S





Figure 16: Outcast pseudocode
Figure 15 shows the linear time processing steps to cluster the data set after the
lists of adaptive nearest neighbors have been computed according to Figure 16. For
every unclustered point, we randomly select a point to form a new cluster where the
selected point is the representative of the cluster. Then, we expand the cluster by
including all the dual-neighbors and the indirect dual-neighbors of the point into the
cluster. To facilitate the algorithm, we create a stack S to store the dual-neighbors.
As shown in steps 11-12, an unclustered point p is removed from the data set. Since p
does not belong to any cluster, a new cluster C is created for p before pushing p onto
stack S. In steps 13-16, a point q is popped from S and q is added to cluster C. Besides,
all dual-neighbors of q are pushed onto the stack. Those steps are repeated until S is
empty, which means the inner while loop is stopped when indirect dual-neighbors of
the points in cluster C are included in the cluster.
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4.3 Experiments
In this section, we present experimental results using the Sam’s Club data set [139].
The data set contains the sales transaction data for 18 Sams club stores between the
dates of January 1 and January 31, 2000. From the sales transactions, we create a
new data set of 34,250 tuples with 31 attributes. Each tuple represents a sale item
and the attributes represent the total sales quantities for each individual item for
the days in January. The total sale varies from 0 to 16,788. The purpose of this
experiment is to apply the well-known local outlier detection method LOF and the
density-based clustering algorithm SNN on the data set in order to detect any unusual
sales patterns. We first ran LOF on the data set to determine the top local outliers.
We then ran kmean and SNN on the top 5% outliers to produce a summary of the
outliers. We also ran SNN on the whole data set with different values of k in the
attempt to discover unusual patterns by studying the small clusters returned by SNN.
We then compared the results with those from our algorithm.
4.3.1 LOF, KMEAN, SNN
Figure 17a shows the average sales for each day in January for all items in the dataset.
According to the figure, the sale follows the same pattern every week. Sales gradually
decrease from the start of the week toward the middle of the week and then slightly
(a) For all items in the dataset (b) For top 10 LOF items
Figure 17: The average daily sales in January for all items
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Table 5: Top 10 LOF outliers in Sam’s club data
Item LOF Item LOF
1 2681.28 6 1798.9
2 2205.68 7 1789.0
3 1907.18 8 1710.38
4 1895.92 9 1699.56
5 1841.24 10 1686.28
Table 6: Clusters in Sam’s club data generated by SNN
k cluster size µ σ
80 86 30 73.75 195.02
1571 41 101.07 267.16
110 85 33 122.96 300.23
1522 82 87.76 213.85
140 85 33 122.96 300.23
1561 112 74.66 213.85
170 14 32 90.83 267.01
1600 155 78.66 207.4
200 1668 185 89.16 208.46
increase toward the end of the week before achieving its peak on Saturday. The sales
quickly drop on Sunday. This pattern repeats every week in January. The figure
illustrates that most customers tend to go shopping on Saturdays.
For the first test, we computed the LOF values for all items. The LOF values
vary greatly from 0.012 to 2681.28. The values of the top 10 outliers and their sale
information are shown in Table 5 and Figure 17b. The strongest outlier is item 1
whose pattern deviates from the norm since its sales increase slightly on Saturdays
and tends to fall toward the end of the month. For the next 9 outliers ranked by the
LOF approach, the sale pattern resembles that in Figure 17a.
We take the top 5% of the items ranked by LOF to form a new dataset with the
size of 1712 and then apply several clustering algorithms on the new data set. The
purpose is to group the top outliers together in order to learn the common patterns
of these outliers in an attempt to explain their significance. In this experiment, we
use kmean and SNN to cluster the dataset.
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(a) For all items in the dataset (b) For top 10 LOF items
Figure 18: The average daily sale for all items and top outliers
Figure 18a shows the average sales amount and its standard deviation for items
in the clusters produced by kmean when k = 20. According to Figure 18a, kmean
clusters the outliers into groups with different ranges of sale volume (less than 500,
500, 1000 and 1500) and the average size of the clusters is 85.6. The sale patterns
for those clusters are the same as the common pattern of the whole data set. Similar
results are obtained when we ran kmean with different values of k.
Figure 18b shows the results of SNN when k = 20. There are 32 clusters with
the average size of 53.5. Clusters 1 and 17 are two main clusters with the size of 791
and 100 respectively. The average sale of cluster 1 ranges from 32.3 to 89.3 and its
standard deviation ranges from 167 to 419.4. The sales volume of the items in the
cluster are quite different even though they belong to the same cluster. As illustrated,
the sales pattern of the clusters resembles the common sales pattern of the whole data
set.
In the next experiment, we ran SNN on the whole data set, varying k from 20 to
200. Table 6 shows the list of clusters with the size greater than 30 for each k. In
Table 6, µ is the average sales for each cluster and σ is the average standard deviation
of the sales for the dates in January. We found that most items form a cluster by
themselves and that there are at most two clusters with the size greater than 30 for
each k. Also, the fourth and fifth columns of Table 6 show that σ is twice µ. It means
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Table 7: Interesting patterns clustered by Outcast
Cluster Size Cluster Size
93 70 652 40
363 54 663 40
241 49 444 209
that the sale quantity varies greatly for the items in the same clusters as shown in
Figure 19a. Consequently, we found no interesting patterns in this experiment.
4.3.2 Outcast
Table 7 shows the size of the interesting clusters found by our algorithm with the
granularity level 2. There is one major cluster with the size of 6203 and 16 small
clusters with their size ranging from 40 to 209. Among them, cluster 1 and 110
(Figure 19b) have sale patterns that resemble the common pattern. We found that
the top 14 outliers recognized by LOF belong to cluster 1 and that 51 out of 58 items
in cluster 1 are in the top 100 outliers.
Cluster 241 with the size of 49 is the most interesting pattern found by our algo-
rithm. Figure 19c shows the sales pattern of the items in the cluster. Even though
the average sale volumes of the items vary from 80.74 to 389.35, they follow the
same pattern which is reversed from the common sale pattern (Figure 17a). The
sale achieves the peak at the beginning of the week instead of on Saturday and then
slightly decreases toward the weekend before reaching its lowest point on Sunday. It
is interesting to find that all the sales in the second week of the items in this cluster
jump sharply on Friday instead of Saturday as the common pattern and then the sale
drops quickly on Saturday and Sunday. The sales on this day is almost double the
sales on the peaks of the other weeks. When we further investigate the items in the
clusters, we found that all of those items are cigarettes. Even though the items have
interesting sales patterns, their LOF ranking is very low.
Two other interesting patterns occur in clusters 93 and 652 as shown in Figure
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(a) SNN (b)
(c) For items in cluster 241 (d) For items in clusters 93 and 652
(e) For items in clusters 363 and 663 (f) For items in different clusters
Figure 19: The average sale volumne for each day in January
19d. Even though cluster 93 resembles the weekly common sales pattern in the way
that the sale is highest on Saturday as compared with the other days in the same
week, the overall sales in every week tends to decrease toward the end of the month.
In contrast, items in cluster 652 almost have no sale for the first three weeks. In the
last week, the sales increase rapidly toward the end of the month and achieve their
peak on the last Saturday of the month. Figure 19e shows the sale pattern for clusters
363 and 663. Those two clusters are similar to clusters 93 and 652 except that the
sales for those clusters are four times less than that of clusters 93 and 652.
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Figure 19f shows the sale patterns for clusters 60, 463, 444 and 331. Cluster 444
contains 209 items and those items have almost no sales except for a few sales on the
last Saturday. The other clusters are less interesting than the ones mentioned above
due to their small sale volume.
In summary, we ran experiments with different combinations of the outlier detec-
tion and clustering algorithms. With LOF, most items in the data set were classified
as outliers. When examining the top 10 outliers. We found that the sales pattern of
the top outliers is slightly different from the common weekly sales pattern. The top
10 outliers have high sale volumes and their sales pattern follow the weekly pattern.
We then clustered the dataset with kmean and SNN. Those clustering algorithms di-
vide the top 5% of the outliers into groups of different sale volumes but no interesting
patterns are found. It is the same when we ran SNN on the whole data set. However,
when we tested the data set with our algorithm, we discover six unusual patterns.
Among them, the sale pattern of cluster 1 does not differ from the weekly sales pat-
tern. We found that 89% of the items in the cluster are in the top 100 outliers ranked
by LOF. Cluster 241 is the most interesting since we found that cigarrete sales follow
the Friday sales pattern rather than the Saturday pattern. The other four clusters
do not follow the common sales pattern. The experiment confirms that interesting
patterns may not be discovered by simply clustering the top outliers.
4.4 Conclusion
Clustering and outlier detection are two different approaches that can be used to learn
general patterns and novel events. However, both of these approaches can not detect
unusual patterns that appear in small clusters, which may be interesting. For most
clustering algorithms, small size clusters are sacrificed in order to discover large size
clusters. In contrast, the outlier detection approach simply focuses on single outliers
rather than groups of outliers. Top outliers are the most interesting events. In our
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experiments, we have shown that top outliers are not always interesting since they
may simply be noise in high dimensions, all data points may be considered outliers
due to the sparsity of the data. We present an alternative approach for knowledge
learning by introducing the concept of an unusual pattern, based on the size of the
small clusters and their deviation from the common patterns. We have developed
an algorithm to detect those unusual patterns. The running time of the algorithm is
quadratic. The parameters of the algorithm are used to adjust the granularity level
of the output. Our experiments on a real world data set show that our algorithm can
discover interesting unusual patterns which are undetected by two well-known oultier
detection and clustering techniques , namely LOF and SNN, and their combination.
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CHAPTER V
ACCURATELY RANKING OUTLIERS WITH DELTA
DEVIATION ACCUMULATION AND MIXTURE OF
VARIANCES
5.1 Motivation
In Chapter 3, we discussed a randomization method to detect local density-based
outliers efficiently. In this chapter, we will introduce a method to improve the ac-
curacy of the local density-based outlier detection method. As we have discussed,
the distance-based [51] and density-based [24] approaches were introduced in order
to overcome the limitations of the statistic approaches. With regard to the distance-
based approach, a point whose distance to the remaining points is large is considered
to be an outlier [51]. For the density-based outlier, the degree of being an outlier of
an observation is measured by the ratio of the k-nearest neighbor distance between
the observation and its local density. The main advantage of this approach over the
statistic ones is that the outliers can be detected without the knowledge of the dis-
tribution of the dataset. It is effective in datasets with a small number of attributes.
In practice, the dataset may contain many attributes. In certain types of datasets,
e.g. image data, the number of attributes may be in the thousands. Feature selection
methods can be used to reduce the number of attributes, for an example in clustering
and classification. In some cases, the number of reduced attributes is significant. The
attributes are selected or transformed based on the objective functions of the clus-
tering/classification techniques. The objective is to keep the attributes that are most
relevant to the clustering/classification criteria. The attributes from the dataset that
do not show a clear structure for clusters or do not correlate with the class labels are
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not selected. However, for the problem of outlier detection, we do not know in general
which attributes will play an important role in determining outliers. An observation
may show up as a strong outlier with respect to the attributes that are eliminated by
the feature selection method. If we dismiss any attribute, we may not be able to dis-
cover the outliers as shown by Breunig et al [24]. Therefore, in some cases, we need to
run the algorithm on the entire feature space to detect outliers. This, however, poses
problems for the distance-based and density-based outlier detection methods in high
dimensional data. These problems which arise because of mixture of variances and
accumulated sub-dimensional variations will be discussed in the following sections.
5.1.1 Mixture of Variances
We consider a dataset with seven data points to illustrate the problem of using k-
nearest neighbors (L2) to detect outliers. The data has three attributes x, y and z.
The domains of x and y are the intervals of [0, 2]. The domain of z is the interval [0,
8]. Figure 20 shows a two dimensional plot for the data points in attributes x and y.
We then compute the nearest neighbor distance for these points. Except for point p,
the nearest distances are less than 0.64. The nearest neighbor distance of p is 1.39.
From those values, we see that p has an exceptionally large nearest neighbor distance
compared with the other points. Figure 20 shows that p clearly deviates from the
other six points in the plot. Thus, we conclude that point p is an outlier.
Figure 21 shows the complete plot for the data points using all three attributes
x, y and z. The variation in the attribute z is four times those of attributes x and
y. In the complete space, the nearest neighbor distance of p is the same as those of
the other points. The variation in attribute z suppresses the variations in attribute x
and y. For the 3-dimensional space, p does not appear as an outlier. This is incorrect
if we look at the subspace using the dimensions x and y.
This example shows the problem of using the distance to detect outliers. A possible
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Figure 20: The 2D outlier p
solution is to consider the attribute variations to compute the distance between the
points by normalizing the values. The normalization, however, is globally based.
Thus, it is ineffective for regions with local variations. We can consider the following
situation. The data points from the example above belong to a subset of a dataset.
The ranges of x, y, and z above are subsets of the domains that are already normalized.
If the points are also nearest neighbors of each other in the larger dataset, the problem
still remains. Therefore, the normalization will not tackle the problem.
We can formulate the problem with an arbitrary number of attributes as follows.
Let us say we have a point q which is an outlier in a subspace. Let {σi} be the
variances of the attributes in this subspace. The variances can be computed either
from the local region of point q or from the entire dataset. The method of computing
the variations corresponds to the problem of local outlier and global outlier detection
respectively. Suppose we have an attribute j with the variance of σj where σj = ki× σi
and ki are some large numbers. Point q is no longer an outlier in the new subspace
that contains attribute j.
Instead of considering every attribute, one possible solution is to compute the
outlier scores for the data points for each possible combination of attributes. If a
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Figure 21: The outlier p is suppressed in the 3D space
point is an outlier in any combination of attributes, it is considered to be an outlier.
However, the number of possible combinations is exponential. Therefore, it can not
be done for high dimensional data.
5.1.2 Accumulated Sub-dimensional Variations
In this section, we consider another problem with respect to outlier detection in high
dimensions. Let us consider three points p, q, and r in an n-dimensional space. In
this example, p and q are normal points. Point r is an outlier in an m-dimensional
subspace. Let us denote the value of attribute i of a point p with subscript i (i.e.,
pi) and let us assume that the difference between pi and qi is δn for every attribute
i ∈ [1, n], we have









We further assume that |pi−ri|=δm for ∀i ∈ [1, m] and |pi−ri|= 0 for ∀i ∈
[m+1, n]. We have












Equations 1 and 2 show the distance from p to q and r in terms of δn and δm. If











,where δn, δm 6= 0 (3)
Let define τ = δm
δn






In Equation 4, τ is the ratio of the distance of p to q and r in one attribute in the
m-dimensional space. It measures the deviation of r with respect to p and q in this
attribute. If τ is large, we can conclude that r is an outlier in such cases. However, in
n-dimensional space, the distances from r to p and q are the same. It is because of the
accumulation of insignificant statistical changes δn. The accumulation is large enough
to suppress the strong deviation of r in the m-dimensional subspace. Therefore, r is
not an outlier. This shows that an outlier in a subspace can be suppressed by random
deviations in a larger super-space.
Equation 4 implies that the ratio of the nearest neighbor distance between two
points can be as large as
√
n/m so that an outlier in an m-dimensional space will not





25 = 5. Hence, outliers which have a ratio of 5 :1 or less
of the distance of their nearest normal group of points to the density of the group
may not be detected. The number of 5-dimensional subspaces is large (approximately
7.5× 107). Similar to the mixture of local variances, we can not compute the outliers
in all possible subspaces.
The problem of not being able to distinguish if a possible outlier is a true outlier
or a normal point in this example is the problem of accumulated sub-dimensional
delta variations.
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Table 8: Notations and basic definitions
KNN(p) The set of k-nearest neighbors of p
pi The value in attribute i of point p
di(p, q) The difference of p and q in attribute i
Li(p) Ordered list of points














Feature selection is a method for selecting a subset of attributes or features from the
full feature space that preserve the characteristics of the dataset the most. The effect
of feature selection is to reduce the number of attributes in data analysis to avoid the
curse of dimensionality and to improve the quality of data analysis. Feature selection
is used in clustering and classification. The characteristics of a dataset depends on
the objective function of a clustering or classification method.
Information entropy is a common measure used in selecting the best attributes for
classification. In information theory, the information entropy of an event X,(H(X)),
measures the amount of information carried by the event X. The mutual information,
an extension of entropy, measures the correlation between the two events X and Y ,
(I(X, Y )). It measures how much one can infer X given that Y is known or vice
versa. When information entropy is applied to the problem of classification, an event
corresponds to an attribute of the dataset. The class labels also correspond to one
event. The mutual information measures the correlation between the class labels and
the attributes. In feature selection, the attributes with top mutual information are
correlated to the class labels the most, therefore they will be preserved.
In clustering, principal component analysis or PCA is often used for feature selec-
tion. PCA is a method that computes the eigenvectors and eigenvalues of a sample
dataset. A subset of eigenvectors define a subspace. The corresponding eigenvalues
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measure the variances of the dataset in that subspace. They represent the most infor-
mation of a dataset. Therefore, the eigenvectors with the top eigenvalues are selected
for clustering.
Even though feature selection is useful in clustering/classification, it cannot be
used to detect the outliers in our case. The feature selection methods select the
attributes that are most relevant to the majority of the data. However, it does not
necessarily indicate the attributes that an observation will likely deviate with respect
to the other data points. Therefore, feature selection is not applicable to the problem
of detecting these outliers.
Another related work is subspace clustering. This method tries to discover clusters
in the subspaces that are hidden in the data spaces. A popular method is to measure
the variances in densities in some subspace to detect these clusters. Similar to feature
selection, subspace clustering focuses on the concentration of the cluster density, not
the outliers; therefore, it is not relevant to outlier detection.
Understanding the limitation of subspace outlier detection, Lazarevic et al [95]
proposed the feature bagging method. The method randomly selects subsets of at-
tributes and detects outliers in those subspaces. The detected outliers will be aggre-
gated together. The method, however, only selects some subspaces randomly. It may
miss the subspaces where a point will be an outlier. Since the number of possible
subspaces is very large in high dimensions, the probability that a subspace will be
missed is high. If a point is an outlier in only one subspace, it is likely that it can
not be detected. In addition, feature bagging does not solve the problem of mixtures
of local variances as discussed above.
In the following section, we will discuss our method to tackle these challenges.
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5.3 Concept of Outlier in High Dimensions
Even though the concept of outliers based on distance is clear in low dimensions, the
distance metric is not intuitive in high dimensions. In this section, we will provide an
intuition for what it means to be an outlier in high dimensions and will give precise
definitions of outlier score functions.
In previous work, the distance between a point and its neighbors, which is used
to define the degree of an outlier for a point, is based on the Euclidean distance. It is
self explanatory in low dimensions. However, as our related discussion in section 5.1
shows, outliers can not be detected accurately using the Euclidean distance. There-
fore, we propose Chebyshev distance (L∞) in place of Euclidean distance (L2). By
definition, the Chebyshev distance between any two points p and q is the maximum of
|pi − ri|, ∀i ∈ [1, n]. We argue that the problem of delta accumulation can be avoided
since the variances are not cumulative in high dimensions in L∞.
Let us say we have a sample S such that each attribute of the points in S follows
the distribution N (µi, σ) , ∀i = 1 . . . n. With L2 norm, the distance between two
points can vary from 0 to 2σ
√
n. The variance is proportional to the number of
dimensions. However, in Chebyshev space, the range of the difference will be limited
to the interval [0, 2σ] regardless of n.
We will first assume there is a boundary of a point p such that any point that
is outside the boundary is an outlier. A boundary can be a squared rectangle R
(or hypercube in high dimensions) with p as its center. The sides of the rectangle
are parallel with the axis. R define a region in which every point is considered to
be a neighbor of p. We say that point q is an outlier with respect to p in region R
with length 2d (the distance between any two parallel sides) if its distance to R is
significantly larger than the bounds, denoted by ‖p−R‖ ≫ d.
To be more precise, an outlier is defined in the following postulate:
Postulate 1. Given a boundary hypercube R with length 2d for a point p, A point q
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is an outlier with respect to point p if distance (p, R) > κd for some large κ.
Postulate 1 says that every point will have a boundary defining the neighborhood
region. At this moment, we assume that the region is already defined. The method
to construct the boundary will be discussed later in the next section. The definition
of outlier and the use of the Chebyshev distance lead to the following theorem:
Theorem 4. A point q is an outlier with respect to p in region R with length 2d in
n-dimensional space iff q is an outlier with respect to p in at least one dimension i,
where i ∈ [1, n].
Proof. The projected hypercube on a dimension i is a line segment Di where p is its
center. Since the length of the hypercube is 2d, the length of the line segment is 2d.
Since q is an outlier with respect to p, we have distance (p, R) > κd. As defined, the
distance from a point to a hypercube is the maximum distance from the point to the
surfaces of the hypercube in the Chebyshev space. Since the surfaces are orthogonal
or parallel to the line segment, ∃i : distance (pi, Di) > κd. Thus, p is an outlier in
at least one dimension i. Conversely, if q is an outlier with respect to p in at least
one dimension i, we have distance (p, R) > κd by the Chebyshev distance definition.
Therefore, q is an outlier with respect to p in the n-dimensional space.
The Chebyshev distance and encapsulating hypercube provide the property to
exam the outliers in each dimension individually. This property is later used to refine
outlier scores to compute the outliers more accurately.
Postulate 1 defines what it means to be an outlier with respect to an individual
point and we can extend the concept of outlier with respect to a set of points S.
Postulate 2. Given a set of points S, if a point q is an outlier with respect to all
points p in S for some rectangle R of p, then q is an outlier in S.
The postulate is straightforward. We can see that given a set of points S, if p is an
outlier to all points in S, then we can consider p to be an outlier with respect to set
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S. However, if p is outlier only to a few points in S, we can not conclude that p is an
outlier with respect to S. The criterion is self explanatory when the boundaries for
the points in S are defined. We will discuss how the boundaries can be constructed
and how the problems of data with a mixture of variances can be handled using this
concept of outlier.
5.3.1 Filtering and Normalization
From Theorem 4, we observe that we can compute the outlier score in each attribute
instead of computing the outlier in individual attributes. We will take a set of points
from the local region of a query point. We then measure the deviation of the points in
each attribute using Chebyshev distance with respect to the boundaries of each point
in the local set. If in some attributes, the deviation of the point is not statistically
significant, we will discard these attributes. Then, we can aggregate the deviations
in the remaining attributes into a final score. The filtering allows us to deal with the
effect of accumulating insignificant fluctuations in many attributes.
From the problem of mixtures of variances in Figures 20 and 21, we observe that
the differences in the local variances suppress the outliers. The dimensions with high
local variances will dominate those with low local variances. In our study, we are
interested in unsupervised outlier detection. We do not have training datasets to
learn the attributes that are more relevant. Therefore, it is conservative to treat the
attributes equally. In addition, the rate of deviation is more important than the unit
of deviation. These suggest that we could compute the ratio of the deviation against
the variances in each dimension of a point instead of computing the ratio based on
all attributes. The ratio based on an individual attribute measures the deviation of
the point normalized with the local variance in the attribute. The local variances
will be considered when we aggregate the deviations in all dimension. Therefore, it
solves the problem associated with a mixture of variances discussed in the previous
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sections. In the following section, we will discuss how to compute the outlier ratio
for each dimension.
5.4 Sub-dimensional Outlier
We use kthnn(p) to denote the kth nearest neighbor of p in Chebyshev space and
kdist(p) (k-distance) is the distance from p to its kth nearest neighbor. In this chapter,
where there is no confusion, the distance will be computed in Chebyshev space. The
k-distance measures the relative density of the points in a dataset. Next, we want
to compute the density of a point p projected into each dimension which we call
dimensional density. The densities are used to construct the boundary hypercube for
the point. A simple approach to compute the dimensional densities is to average the
local distances from a point p to its neighbors for the dimension under consideration.
However, the result depends on parameter k. It raises the question of how many
neighbors should we consider in computing the dimensional densities? With small
k, the dimensional density reflects the average pairwise distances between the points
in the local region. However, the pairwise distances can vary greatly in nonuniform
data. For an example, in a dataset where the points tend to appear in groups of less
than k points (where k is very small), the k-distance will not measure the density
correctly. In contrast, the dimensional density will be more biased with large k.
In Chapter 4, we introduced the definition of adaptive nearest neighbors which
allows us to determine the natural dimensional density in terms of the level of granu-
larity at each point. The method will automatically determine k using more intuitive
parameters. In this method, we observe that when a point belongs to a nearly uni-
formly distributed region, the pairwise distance can approximately represent the local
density of the point. Therefore, k should be small.
To measure the uniformity, we look at the neighbors with significant changes in the
k-distance with respect to p. We say that the neighbors associated with the changes
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are in a decision boundary of p. At each decision boundary, we will determine whether
we should include more points to measure the density. The level of granularity will
be used in such cases. Thus, we will use the concept of adaptive neighbor to define
local dimensional density.
Denote that di(p, q) the distance between p and q in dimension i, we will create an
ordered list Li of the nearest neighbors of p ordered by di(p, q) (where q is a k-nearest
neighbor of p) for every dimension i. For each neighbor q, if di(p, q) = 0, p should
be eliminated from the list. To simplify the problem, in this work, we assume that
there is no q such that di(p, q) = 0.
Let say we have Li ≡ {q1, . . . , qk}, where qj denotes the projected jth nearest
neighbor of p on dimension i. We then compute the change of distances for the points
in the list. The change can be computed using the differences di(q
j, p) and di(q
j+1, p).
To normalize the change due to local density variation, we compute the rate of change
by normalizing it with the distance between p and its nearer neighbor in the Li. We










(for each j ∈ [2, . . . , k]).
If p is in a uniformly distributed region, ξji will increase with j without any
disruptive change. In such cases, we can use di(p, q
1) to estimate the local dimensional
density of p in dimension i. A point where there is a sharp increase in ξji is called
the decision boundary of the local distance of point p. We will consider a change to
be significant when it is greater than a threshold λ to , i.e. ξji ≥ λ. The decision
boundaries correspond to the levels of granularity. The levels of granularity determine
how many significant changes should be allowed to estimate the density.
We use a parameter z to determine the level of granularity in detecting the outliers.
We then define the local dimensional density of a point p with a granularity of level
z as follows:
Definition 11. Given that qjz is the zth decision boundary point of a point p, the
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In the definition above, if there is no sharp change in the neighbor distance in
dimension i, i.e., the rate of change is less than a chosen threshold for every neighbor
( ξli < λ, ∀l ∈ [1, . . . , k]), we will choose the distance to the first neighbor in the list
(Li) as an estimate of the local density in the dimension i of p. However, if there is a
sharp change, it may indicate that the neighbors prior to the decision boundary are
too close to p with respect to the other points in the local region. We assume that
the number of close neighbors is small. In such cases, we need to decide whether the
distance corresponding to a change should be chosen in order to reflect the density
more correctly. The value of z corresponds to the maximum number of changes that
we should tolerate. Therefore, we will use the distance to the zth decision boundary to
estimate the density. Another case we need to consider is when the maximum number
of decision boundaries in the current list of neighbors is less than z. One option is to
extend the list until the zth decision boundary is met. However, it is possible that the
list will become too large in order to embrace this boundary. Therefore, we will set
the limit at the kth nearest neighbor. We will choose the distance to the kth nearest
neighbor to estimate the density if there is no zth decision boundary.
Next, we compute the average local distance in each dimension for a local region
S. Region S is a set of points in a local region of the dataset. With |S| large enough,
Formula 12 is the estimate of the expected mean of local dimensional densities of
the points in the region. In the formula, the local distances whose value is zero are
removed from the computation.
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In Definition 12, δi is simply the average of the local distance of every point in
region S as computed in Definition 11. As mentioned earlier, we will not consider the
points with zero local distances. m is the number of points in S which has the local
distances that are not zero. The variable δi is used to measure the local density of
set S in dimension i.
As mentioned earlier, the absolute distance does not consider that the local vari-
ances may differ in each attribute. Since the local density of the region of a point
is defined, we can use this density to construct a boundary such that every point
outside it can be an outlier candidate. We will normalize the dimensional distance to
the point with respect to the density. We will call it the dimensional variance ratio.
Definition 13 (Dimensional variance ratio).




Formula 7 measures the deviation of point p from point q with respect to the




, we can consider the ratio to be the distance from p to q with respect to a
hypercube of length of 2 units.
We observe that the ratio is close to 1 if p is within the proximity of q. In contrast,
those with a large dimensional variance ratio (ri ≫ 1) imply that they deviate greatly
from the normal local distance in terms of dimension i. We can conclude that they
are outliers with respect to q in dimension i.
We have shown in Theorem 4 that an outlier in an m-dimensional space will be
an outlier in at least one dimension. Formula 7 is sufficient to detect outliers with
respect to q in any subspace. We will show this in the following theorem.
Theorem 5. Let denote τ (p, q) = max {ri (p, q)} , ∀i. If τ (p, q) > κ, for some large
κ, then p is an outlier to q.
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Proof. We can consider {δi} as the normalizing constants for all points in region S.
Since S is small, we can consider the points within a hypercube R with unit length
of 2 where q is its center are normal neighbors of q. Then, τ (p, q) > κ is the distance
from p to hypercube R. Since τ (p, q) > κ, for some large κ, then p is an outlier to q
according to Postulate 1.
The theorem above shows that if we can detect a point as an outlier in any
attribute with respect to a point q using the boundary computed in its local region,
we can conclude that it is an outlier. We then can extend the concept of outlier to a
set of points as follows:
Theorem 6. Given a set S, a point q is an outlier in S if τ (p, q) > κ, ∀p ∈ S.
Proof. The result follows directly from Postulate 2 and Theorem 5.
Since a point can be an outlier in some attributes (with respect to its nearest
neighbors), it is natural to aggregate the dimensional variance ratios into one unified
metric to represent the total deviation of point p. However, a naive aggregation of the
ratios in all dimensions can lead to the problem that the outliers can be suppressed due
to the accumulation of random deviation. The accumulation of many small random
deviations can make the strong deviations in some attributes less significant. For an
example, if the dimensional variance ratios in a region follow the distribution N(1, ǫ),
the total ratio can be as large as (1 + ǫ)
√
n, for normal points according to Equation
4. This value is significant when n is large. The ratio is large not because the point
deviates from others but because the small dimensional variations are accumulated
during the aggregation. Therefore, we introduce a cutoff threshold ρ0. We use it to
eliminate the insignificant changes when computing the final ratio. The ratios that
are less than ρ0 are not aggregated in order to compute the total deviation.
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Definition 14 (Aggregated variance ratio).




r2i (p, q) , ∀ri (p, q) > ρ0 (8)
As shown in the definition, instead of naively combining all the ratios, we only
combine the ratios that are significant. The cutoff threshold ρ0 is used as a filter to
remove the attributes that do not contribute to the outlier score of point p. As shown
later in our experiments, this is effective in improving the quality of outlier detection.
Property 1. If p is not an outlier with respect to q, then r (p, q) = 0.
Proof. If p is not an outlier with respect to q, then ri (p, q) ≤ κ, ∀i. If we set ρ0 = κ,
then ri (p, q) ≤ ρ0, ∀i. Thus, we have r (p, q) = 0.
We use the cutoff threshold to eliminate the attributes where p does not appear
as an outlier. As a result, the aggregated variance ratio will be zero if there is no
attributes such that p is an outlier. This property leads to the next property.
Property 2. p is an outlier with respect to q if and only if r (p, q) > ρ0 for some ρ0.
Proof. If p is an outlier with respect to q, there is at least one dimension i such
that ri (p, q) > κ. If we set ρ0 = κ, ri (p, q) > ρ0. Thus, r (p, q) > ri(p, q). Since
ri (p, q) > ρ0, we have r (p, q) > ρ0.
Similarly, we can also prove the reverse direction. According to property 1, if p is
not an outlier, then r (p, q) = 0. Therefore, if r (p, q) > 0, there must be at least one
attribute such that p is an outlier with respect to q.
The property shows that when p is an outlier, it is guaranteed that the aggregated
value will always be greater than some value. In this case, the value is the cutoff
threshold. As we have discussed previously, a point is an outlier with respect to a set
if it is an outlier with respect to every point in the set. Therefore, we can define a
score function to measure the degree of p as an outlier as follows:
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Definition 15 (Outlier score).
o-score (p/S) = min
q∈S
r(p, q) (9)
Formula 9 aggregates the outlier information for a point with respect to every
point in S. Since the dimensions where p is not an outlier are excluded, we can
guarantee that p is an outlier in S if its o-score is high. In other words, even if p is an
outlier in only a subset of some attributes in very high dimensional data, the value
of o−mhyphenscore for p will still be high (Theorem 6). Thus, o−mhyphenscore
is sufficient to measure the degree of outlierness of a point.
The properties above show that Formula 9 can be used to define the degree to
which a single point in the dataset is considered an outlier. For a point in a dataset,
we will select a region where p is the center. We will compute the dimensional
variances for every point in the region. Then, we will compute the aggregated variance
ratios between p and every point in the region. If all the ratios are large, we will
conclude that p is an outlier. The way we compute the outliers is similar to the LOF
method mentioned in Chapter 3. However, the differences are the way we measure
the deviation between points. Instead of computing the k-distance using all the
attributes. We measure the deviation in each attribute. Therefore, the method is
more effective in high dimensional datasets.
It should be noted that it is possible for points to appear as a group of outliers.
The current definition above only measures the deviation of one individual point.
However, we observe that if two points are relatively close in every attribute with
respect to the other points in its local region, the value of o −mhyphenscore must
be zero for these points. Therefore, if a set of points appear as a group, then o-score
will be zero for every pair of points. As a result, the o-score can be used to cluster a
dataset. A cluster is a set of points such that every pairwise o-score is zero.
In such cases, we observe that every point in a small group C of outliers should
have a large value for o-score with respect to any point that is not in the same group.
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If there exists a point q that is not in the cluster whose o-score value with respect to
C is zero, then q should be in the same cluster C. If C grows to be a large cluster,
then the points in C are considered to be normal. If there is no more points in the
original dataset can not be included in C and C is small, C can be considered to be a
set of outliers. Using these observations, we can define a cluster of outliers as follows:
Definition 16. Outlier cluster in a set S is a set of points C such that o-score (p/S − C)
> ρ0, ∀p ∈ C and r (p, q) = 0, ∀p, q ∈ C.
When the pairwise deviation between the outliers is small with respect to the av-
erage local distance in all dimensions, the outliers naturally appear as a cluster. This
fact is captured by the second condition in the formula. In the following definition,
we can define the degree of an outlier cluster as follows:
Definition 17 (Outlier cluster score).
o-score (C/S) = min
q∈C
o-score(p/S − C) (10)
Thus far, we have introduced the definitions of outlier which conform to the in-
tuitive outlier criteria. The hypercubes for the points in a sample are bounded by
{δi}. Definition 13 defines the ratio of deviation between any two points with respect
to the average local variance in a dimension. We can interpret this as a similarity
function between two points relative to the average variance in one dimension. If a
point is dissimilar to all points in at least one dimension, it is an outlier. Definitions
16 and 17 extend the concept of outlier to an outlier cluster. It allows us to detect
the clusters of outliers in a dataset. The clusters can be detected using Definition 16.
The degree of being a cluster of outliers can be computed by o-score(C/S).
One interesting effect of the dimensional ratio is that we can identify the attribute
in which a point is an outlier. This can then be used to visualize the outliers by




As discussed above, clusters of outliers can be detected by using the outlier score
function. We can use an edge to represent the link between two points. If the
aggregated variance ratio between two points is zero, there will be an edge connecting
two points. A cluster is a set of connected points. When the size of a cluster grows
large, we are certain that the points in the cluster are normal since a point can always
find at least one point close to it in the graph. However, if the points are outliers,
there will be no edge that connects the outliers with other points. Thus, the cluster
will be small. This is, in fact, similar to the clustering algorithm, the algorithm in
Figure 16 based on the dual-neighbor relationship in Chapter 4 where two points
appear in the same cluster if they have a dual-neighbor relationship. Similarly, in
our case, the dual-neighbor relationship can be measured by the aggregated variance
ratio. This method is a natural extension of the adaptive dual-neighbor method. The
difference is that in this chapter, we consider the variance in each attribute, so only
line 13 is changed.
As shown in Figure 22, we put a point p into a stack S and create a new cluster
C. Then, we take point p and put it in C. In addition, all of the points which have
the aggregated variance ratio of zero with respect to p will be put into S. For each
q in S, we expand C by removing q from S and adding q to C. The points with the
aggregated variance ratio of zero with respect to q are then put into S. These steps
are repeated until no point can be added to C. We then create a new cluster C ′.
These steps are repeated until S is empty.
We now show that the algorithm can detect clusters according to our definition
in the following theorem.
Theorem 7. Let say {Ci} is the set of clusters produced by the algorithm, Ci contains
no outlier with respect to Ci, ∀i.
77




5: while D 6= ∅ do
6: p ← remove D
7: push p into S
8: C ← new HashSet
9: add C into clsSet
10: while S 6= ∅ do
11: q ← pop S
12: add q into C
13: for all r ∈ neighbors(q) ∧ r(q, r) = 0 do
14: push r ← S





Figure 22: Clustering pseudocode
Proof. Assuming that a point r ∈ Ci is an outlier in Ci, we have r(q, r) > ρ0, ∀q ∈ Ci
(property 2 and Postulate 2). According to the algorithm from lines 10 to 17, a
neighbor r of a point q is put into Ci iff r(q, r) = 0, which contradicts the condition
above. Therefore, Ci contains no outlier with respect to Ci.
Theorem 7 shows that the clusters produced by the algorithm do not contain any
outlier. Therefore, an individual outlier will be a point that does not belong to any
cluster computed using our algorithm. For a large cluster C, we consider it as a set
of normal points. If C is very small, we will compute the outlier cluster score for C.
If the score is significantly large, C is a cluster of outliers. Therefore, the algorithm





We create a small synthetic dataset D to illustrate our outlier score function. We use a
two dimensional dataset so that we can validate the result of our algorithm by showing
that the outliers and groups of outliers can be detected. The data consists of 3000
data points following a normal distribution N(0, 1). We generate three individual
outliers {p1, p2, p3} and a group C1 of 10 outliers {p1, . . . , p10}. These additional
points are injected into the dataset. We place the three outliers randomly, whereas
we place cluster C1 next to the synthetically generated Gaussian. The injected points
and clusters are used to verify that the algorithm can detect outliers correctly. The
dataset is illustrated in Figure 23.
First, we compute the o-score for all the points in D with ρ = 2 and α = 0.4.
The algorithm detected 5 outliers. The outliers consist of three individual injected
outliers. The other two outliers are in the synthetically generated Gaussian. In
the figure, we see that the points are also outliers in the Gaussian. In this list, we
see that the injected outliers {p1, p2, p3} appear in the top three outliers. The next
two outliers which are generated from the distribution have low scores. The scores
are approximately half of the scores of the injected outliers. The low scores can be
explained by their random deviation from the center of the Gaussian. The scores are
shown in Table 9. In other words, the injected outliers are correctly identified as top
outliers.
Next, we run the clustering algorithm based on the computed o-score as described
in the clustering section. The algorithm detected 9 clusters. Among them, two
clusters have the scores of zero. Thus, seven outlier clusters are detected. We see
that ten points in the manually generated cluster are detected. The algorithm also
groups them into one cluster correctly. These points appear to be the highest ranked
outliers. In addition to the injected cluster, a micro cluster C2 of five outliers is also
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Figure 23: Points p1, p2, p3 and cluster C1 are generated outliers








detected. This cluster is in fact a subset of the Gaussian. Similar to the outliers
generated by the Gaussian discussed earlier, the points in the cluster have low scores.
It is due to the fact that they are just randomly generated from a normal distribution.
In this example, we have shown that our algorithm can discover micro clusters.
However, it should be noted that our algorithm can detect clusters of any size. There-
fore, the algorithm can also be used to detect any cluster for any application. As a
side effect, there is no limit on the size of the micro clusters that the algorithm can
detect. We can adjust the threshold for the size of the micro cluster. It is useful for
applications where outlier clusters may be large (but still relatively small with respect
to the size of the major clusters in the dataset).
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5.6.2 KDD CUP ’99 Dataset
The experiment above shows that our algorithm can detect outliers. In this exper-
iment, we will show that our method can also detect outliers in practice. We use
the KDD CUP 99 network connection dataset from the UCI repository [112] for this
experiment. We test the ability of outlier detection in detecting the attack connec-
tions without any prior knowledge about the characteristics of the network intrusion
attacks. Our outlier detection will be based on the hypothesis that the attack con-
nections may behave differently from the normal network activities. The deviation
from the normal network activities makes them outliers.
We created a test dataset from the KDD original dataset with 97,476 connections.
Each record has 34 continuous attributes. The attributes represent the statistics of
a connection and its associated connection type, i.e. normal, buffer overflow attack.
The original dataset contains a large number of attack connections. For the outlier
detection purpose, it is unrealistic since the number of outliers should be very small.
Otherwise, we should treat them as normal activities. Therefore, we randomly select
a very small number of attack connections in the dataset. The dataset contains 22
types of attacks. The sizes vary from 2 to 16. Totally, there are 198 attack connections
which account for only 0.2% of the test dataset.
In this experiment, we run the local outlier factor (LOF) method described in
Chapter 3 as a baseline to test our method since it is an effective detection method
that can detect density based outliers. Since LOF is sensitive to MinPts, we run
LOF on the dataset with different values of MinPts from 10 to 30. In this dataset,
LOF has the best result with MinPts = 20 has in terms of the number of detected
attacks. However, even with the best result, the top 200 outliers do not contain any
attack connections. The detected attacks are ranked below 200. In the experiment,
only 20 attacks are detected. The ranking of those attacks varies from 200 to 1000.
The top 2000 outliers contain only 41 attacks. The experiment shows that the LOF
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Figure 24: Detection curve of the filtering method on KDD Cup ’99
method is ineffective in this experiment.
We then ran our method on the dataset with the same value of ρ0 (2.2) and
α used in the synthetic dataset. However, we increase the size of the local region
because the dataset for KDD is larger than the synthetic dataset. The size is set to
100. The method returns the list of outlier clusters ordered by score. The sizes of
those clusters are small. Most of clusters contain one outlier. The outlier clusters are
ranked by outlier score. According to the results, one attack is found in the top 10
outlier clusters and 16 attacks are found in the top 50 outlier clusters. Between these
clusters, the cluster with rank of 38 contains 9 outliers. Interestingly, all of these
outliers are attack connections. We studied the outliers and found that all outliers in
this group are warezmaster attacks. It shows that our algorithm can discover micro
clusters. Since the dataset contains only 12 warezmaster connections in a dataset
of more than 90, 000 points, the method achieves high accuracy for this tiny cluster.
When we studied the results for the next outliers in the list. We found that 42 attacks
are discovered the top 200 outliers and 94 attacks are detected in top 1000.
The experiments show that our method outperforms LOF. In LOF, no outliers
are detected in the top 200. In our method, one attack is detected in the top 10, 16
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Table 10: Nine outlier clusters are detected in 2D dataset
Cluster Size Score Items
1 10 7.7 q1, q2, q3, q4, q5, q6
, q7, q8, q9, q10 (C 1)
2 1 7.24 p1
3 1 6.68 p2
4 1 5.98 p3
5 1 2.98 r1
6 1 2.92 r2
7 5 2.43 r3, r4, r5, r6, r7(C 2)
8 2 0 r8, r10
9 1 0 r11
in the top 50, and 42 in the top 200. In the top 1000, we detect 94 outliers whereas
LOF only detects 20 outliers. In conclusion, our algorithm yields a higher order of
magnitude for accuracy.
Figure 24 shows the detection curve with respect to the number of outliers. In this
curve, we show the detection rate for LOF with MinPts = 20 and MinPts = 30. In
addition, the figure also contains the curves for our method with the ranking in terms
of individual outliers. Since our method can cluster the outliers, we also show the
curve in terms of clusters of outliers. In the ranking by cluster, each individual outlier
is considered to be a cluster of size 1. Figure 24 shows that LOF with MinPts = 20
is slightly better than LOF with MinPts = 30. However, the detection rate of our
method is significantly better than the rate of LOF in both cases. The rate of our
algorithm is 60% when the size of outliers is 0.02% of the dataset, whereas that of
LOF is 21%. Given the context that outlier detection in general can have very high
false alarm rates, our method can detect a very small number of attack connections in
a large dataset. Also as shown in Figure 24 , the detection of our method in terms of
clusters is slightly improved. This is because our method clusters the similar points
together. The number of outliers for both normal and attack connections is reduced.
Therefore, the outliers appear to be in the higher ranks.
83
Table 11: Detected attack connections in KDD CUP dataset
Rank Size Score Rank Size Score
7th 1 152.6 72nd 1 15.7
30th 1 38.7 79th 6 14.8
32nd 1 34.4 80th 1 14.7
36th 1 32.5 111st 1 11.9
37th 1 32.2 113rd 1 11.5
38th 9 32.1 158th 1 8.5
54th 1 22.3 159th 9 8.5
62nd 1 19.4 163rd 1 8.3
Table 7 shows the ranking and the cluster size for the top 200 outlier clusters.
According to the table, three clusters of attacks are found. The first cluster whose
ranking is 38th contains nine warezmaster attacks (recall rate = 75%). The next
cluster contains six satan attacks (recall rate = 75%). The last cluster in the table
contains nine neptune attacks (recall rate = 100%). The misclassification rate for
those clusters is zero. The recall rate for those attacks is very high given that each
of them accounts for less than 1.2× 10− 4% of the dataset.
The experiments show that our dimensional ratio method improves the quality of
outlier detection.
5.6.3 The Effect of the Filter Parameter
In this experiment, we study the effectiveness of the filter parameter on the quality
of the detection rate of our method. We evaluate the effect of the filter parameter by
adjusting its value. With the value of 1 (ρ0 = 1), it is equivalent to having no filter
because all the variances will be aggregated.
Figure 25 shows the detection rate for our algorithm when ρ0 = 2.2 and ρ0 = 1
respectively. We also show the curve for LOF with MinPts = 20. Even without using
the filter, according to the figure, our method still consistently performs better than
the LOF method. The graph also shows that the algorithm can discover 27 attacks
in the top 200 outliers, whereas LOF can not detect any attack connection in the top
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Figure 25: Detection rate for the algorithm with/without using the filter
200 outliers. The better performance can be explained by the fact that the variances
for all dimensions are normalized by using the dimensional ratios. When we applied
the filter when aggregating the score, the detection rate is boosted greatly. As shown
in the figure, in the top 200 outliers, the detection rate for the filter approach is
twice that of the test without the filter. Therefore, we can conclude that the filter is
effective in eliminating the random deviation in computing outlier scores. The quality
of outlier detection is improved.
5.6.4 Selecting ρ0
The experiment in the previous section shows the result of the algorithm when the
filter is applied with ρ0 = 2.2. However, we have not discussed how to choose a value
of ρ0. One guideline is to select ρ0 based on the minimum rate of deviation that we
are interested in. For an example, the choice of 2.2 implies that we are only interested
in the points with the deviation with respect to its dimensional variance greater than
2.2. Otherwise, we will not consider them as outliers. Another guideline is based on
the number of detected outliers in the dataset. If the dataset contains many strong
outliers, we can increase ρ0 so that the weak outliers will be eliminated. From the
experiments, 2.2 seems to be a reasonable value for ρ0.
85
Figure 26: Point p36 is not an outlier in this 2d-subspace
5.6.5 Visualization
As we discussed in section 5.4, an outlier in our definition must appear as an outlier in
at least one attribute by Theorem 6. This property allows us to study why a point is
an outlier. For an outlier, we can select the attributes where its dimensional variance
ratios are high. The subsets of attributes form low dimensional spaces, i.e. 2D and
3D. Therefore, we can visualize the outliers with respect to their local region in order
to study the significance of the outliers.
In this section, we take the results of the KDD experiments to study the outliers.
First, it is noted that in addition to the ranking of the outliers, our method also returns
the attributes in which a point p becomes an outlier by checking for an attribute i
in which ri(p) > ρ0. Table 12 shows the dimensional score for two points p7 and
p36. The points p7 and p36 are multihop and back attacks respectively. According
to the table, p7 is an outlier in the 2
nd and 29th dimensions. These dimensions
correspond to the attributes dist bytes and dst host srv diff host rate. The point p36
is an outlier in the 1st and 26nd dimensions. They correspond to attributes src bytes
and dst host same srv rate.
Figures 26 and 27 show two 2-dimensional subspaces for point p36 and its local
86
Figure 27: Point p36 is an outlier in the 1
st and 26th dimensions
Figure 28: Local region with p36 removed in the 1
st and 26th dimensions
region projected on these two subspaces. In Figure 26, the subspace consists of
two dimensions where p36 is not an outlier. As we can see, we cannot recognize
p36 in the region. There is no strong outlier in the figure. However, when we plot
a 2-dimensional subspaces of the 1st (src bytes) and 26th (dst host same srv rate)
dimensions, p36 appears as an outlier as shown in Figure 27. Point p36 is clearly
distinct from its surrounding points. Figure 28 shows the distribution of local region
of the 1st (src bytes) and 26th dimensions with p36 removed from the region.
By using the visualization, we can study the distribution of the local region of an
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Table 12: Dimensional and aggregated outlier scores for p7 and p36
Point Rank Total Score ri ri
p7 7 152.6 r2= 152.57 r29=2.3
p36 36 32.5 r1= 32.4 r26= 2.3
outlier as shown in Figures 26 and 27. The figures also allow us to explain why p36
is not well detected by the LOF method. According to LOF, p36 has a score of 2.1.
The point ranks 6793th in the list of outliers. The score implies that its k-distance
in Euclidean space is only twice the average of k-distance of its neighbors. If we use
the Chebyshev distance, we will have k − dist(p36/k = 30) = 0.066. The average
k − dist(qi/k = 30) is 0.04 for {qi} is one of the 4-nearest neighbors of p. The
k-dist of p36 approximates that of its surrounding neighbors in both Euclidean and
Chebyshev space. As a result, p36 cannot be detected in the traditional approach.
In our sub dimensional score aggregation approach, we can identify p36 as a strong
outlier in the 1st dimension. During the aggregation step, the other insignificant
deviations are removed. Therefore, p36 shows up correctly as an outlier.
5.7 Conclusion
We have shown that the problems are created by a mixture of variances and the
accumulation of noise in high dimensional datasets for outlier detection. We intro-
duced a bottom-up approach to compute the outlier score by computing the ratios
of deviations for each dimension. We then aggregate the dimensional scores into one
final score. Only dimensions in which the ratios are high will be aggregated. Since
the dimensions with high variances are treated the same as those with low variances
in our approach, this method solves the mixture of variances problem. In addition,
we also introduce the use of the filter threshold to solve the problem of random devi-
ation in a high dimensional dataset by preventing many small deviations from being
accumulated into the final outlier score. According to the experiment, the filter has
significantly boosted the performance of outlier detection. In addition, our method
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allows us to visualize the outliers by drawing the graphs in the dimensions where the
points deviate from others. By studying the graphs, we can eliminate the dimensions
in which the outliers are not interesting to us and it can be explained why the out-
liers are interesting. We also apply the clustering technique from [109] to cluster the
outliers by observing that two points whose o-score between them is zero are close
to each other and should be in the same cluster. Thus, our method can also produce
clusters of outliers. The experiments with the KDD CUP ’99 dataset have shown that
the detection rate in our method is improved compared with that in the traditional
density-based outlier detection method.
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CHAPTER VI
EFFICIENT ANOMALOUS CORRELATED ATTRIBUTE
PATTERN DETECTION IN MULTI-DIMENSIONAL
DATA
6.1 Motivation
In Chapter 4, we discussed the adaptive dual-neighbor method to discover anomalous
patterns. In our definition, an anomalous pattern is a micro cluster that deviates
greatly from the masses. The anomalous pattern is cluster-based. In this chapter, we
introduce another type of anomalous pattern. It is not cluster-based. The anomalous
pattern is rather based on the correlation between the attributes. For an example, if
an attribute X of an observation belongs to an interval I1, then its attribute Y will
belong to an interval I2. A set of observations follow the same rule is said to belong
to the same pattern. The problem of anomalous patterns using correlated attributes
is different from the problem of cluster-based anomalous pattern. It can be explained
using the following example. Let say we have a dataset D = {< 1, 100 >, < 2, 200 >
, < 3, 300 >, < 100, 1 >, < 200, 2 >, < 300, 3 >}. In terms of attribute correlation, D
will be divided into two different rules D1 = {< 1, 100 >, < 2, 200 >, < 3, 300 >} and
D2 = {< 100, 1 >, < 200, 2 >, < 300, 3 >}. However, in terms of cluster-based, all
the observations in D belongs to the same cluster. The choice of anomalous pattern
type is application dependent. If we are interested in the correlation between the
attributes, the anomalous pattern based on attribute correlation should be used. If
we are interested in anomalous clusters of observations, the cluster based anomalous
pattern method should be used.
Although this anomalous pattern detection seems to be similar to quantitative
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correlation analysis, there are two distinct differences. First, the correlation analysis
focuses on mining sets of strongly correlated intervals, whereas, we are only interested
in observations that follows an anomalous pattern. In correlation analysis, a small set
of strongly correlated observations is not equivalent to an anomalous pattern. It is
due to the fact that a large pattern may be divided into smaller patterns. However, in
our cases, if there is a similarity among the observations, then they are still considered
as one pattern
The main challenge is to define a set of strongly correlated values. Our contri-
bution is to introduce a method to identify strongly correlated values very efficiently
by partitioning the dataset on attributes and learning the patterns locally. We, then,
introduce a method to combine the patterns together efficiently. The remaining small
patterns are anomalous patterns. We will discuss our method in detail in the next
sections.
6.2 Comparison with outlier detection and clustering
As mentioned earlier, we are interested in detecting rules such as if X is in I1, then
Y should be in I2. This rule has many practical applications. For an example, by
mining a dataset, we can learn that most people within the age of [0, 5] do not own a
house. Therefore, it is unusual for a small subset of people within this age group to
own a house.
One possible solution is to apply an outlier detection or clustering method to
detect this kind of anomaly. An outlier or a micro cluster is an anomalous pattern.
However, we will show that this does not always work using the following example.
Let say we have a small dataset of ten items. There are three attributes. The
domains of the attributes are [0, 1000]. Since the ranges of the attributes are the same,
we do not have to normalize the dataset. The dataset is shown in Table 13. In the
table, we see that the dataset can be clearly divided into three groups of items based
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Table 13: An example dataset contains three groups.
ID A1 A2 A3
X1 8 250 300
X2 9 250 250
X3 10 350 150
X4 50 300 200
X5 40 320 800
X6 30 250 900
X7 20 200 1000
X8 1000 800 10
X9 900 900 20
X10 800 1000 30
on the similarity between the attributes. The groups are S1 = {X1, X2, X3, X4},
S2 = {X5, X6, X7}, and S3 = {X8, X9, X10}.
We will study S1 = {X1, X2, X3, X4}. Table 14 shows the four items in S1 with
three attributes A1, A2 and A3. We compute the statistics about the distances be-
tween the items. We measure k-distances, the average k-distance, and the local outlier
factor[24] of the items. The statistics are shown in Table 15. In the table, the rows
in the table show the k-distance [24] with k = 3, the average distance of all k-nearest
neighbors (3 nearest neighbors), and the LOF factors of the items. As mentioned ear-
lier, because the domains of the attributes are [0, 1000], normalization is unnecessary.
According to the table, X1 and X2 are highly ranked outliers due to their high LOF
scores and X4 is the lowest ranked outlier in the group. X1 and X2 are more unusual
than X4. However, a closer look at Table 14 shows that this is not necessarily true.
According to the table, the values for attributes A2 and A3 are actually almost
the same for all the items. The values vary uniformly from 150 to 350. The items are
similar in terms of A2 and A3. For attribute A1, there are two distinct groups: the
group of X1, X2 and X3 with the mean of 9 and a group of X4. The first attribute of
X4 deviates significantly from the other items in the table. It is five times greater than
the average of group of X1, X2 and X3. Despite this abnormality, X4 is considered
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Table 14: A subset of correlated observations
ID A1 A2 A3
X1 8 250 300
X2 9 250 250
X3 10 350 150
X4 50 300 200
Table 15: Statistics of X1, X2, X3 and X4
X1 X2 X3 X4
k-distance 180.29 141.42 180.29 119.43
Mean 116.58 91.06 134.32 94.14
LOF Score 1.55 1.55 1.34 1.27
less of an outlier than X1 and X2 according to the definition of LOF. Even though
the range of A1 is smaller than those in A2 and A3, the deviation is significant. In
this example, X4 is unusual whereas X1, X2 and X3 are not.
We consider an alternative approach to discover the unusual item X4. It is based
on computing the outliers on all subspaces. There are two problems. First, the
number of subspaces is exponential. Second, in this case, item X4 can not be detected.
For instance, if we look at attribute A1, X4 seems to be similar to the other items.
This example shows that the problem of anomaly detection based on the correlation
between attributes is orthogonal to the clustering-based method.
In the following sections, we formally define the concept of feature-based anoma-
lous pattern. Afterwards, we present a method to detect such patterns based on the
correlations between the attributes. It should be noted that correlation is not the
same as cluster. In clustering, the goal is to find cluster boundaries of a dataset. An
item must be belong to one cluster. However, in a high dimensional dataset, there
may be many different ways to cluster a dataset. In correlation analysis, an item
can belong to different rules. We just need to find a rule to which an item belongs.
Therefore, it allows the anomalous patterns to be detected more efficiently.
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6.3 Related work
Association rule mining is first introduced by Agrawal et al [5]. The method is used
to mine relationships between items in a market basket. In this method, transactions
(i.e., baskets) are examined to see if certain items appear together in enough of the
transactions to make that pattern interesting. For example, maybe items A and B
occur together in 20% of the transactions. Because of this, the pattern A and B may
be considered interesting. The 20% is referred to as the support of the AB pattern.
The percentage of basket containing B given A is the confidence of the rule. The
confidence measures the certainty that A implies B. This is similar to our method in
terms of finding correlations between two attributes. However, it is only for binary
attributes. In addition, it does not detect anomalous patterns.
An association rule is a predicate if there is an X, then there will be an Y. How-
ever, in many cases, an attribute may have continuous values. Ke et al [82] extend
the association rule mining to quantitative correlated pattern mining. A quantita-
tive correlated pattern states that if X is within an interval A, then Y is within an
interval B. Quantitative correlated pattern mining is similar to searching for anoma-
lous patterns in terms of detecting correlated intervals between attributes. However,
there are several differences between two methods. Quantitative correlated pattern
mining counts the correlated intervals with high support. The method can return an
exceptional large number of correlated intervals. The number of correlated intervals
grows rapidly with the number of attributes. However, a strong correlated pattern
does not mean that all items in a pattern anomalous. For example, a large set of sim-
ilar records can be partitioned into multiple quantitative correlated patterns because
the values of the records may be concentrated more on some particular intervals. In
our approach, to be an anomalous pattern, a correlated pattern must deviate greatly
from all other patterns. Therefore, quantitative correlated pattern mining is not suit-
able for anomalous pattern detection. One suggestion is to compute the distances
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between the correlated patterns to identify anomalous patterns. The patterns that
deviate from the other patterns are anomalous. However, there exists two problems.
The first problem is that the number of patterns returned by the quantitative cor-
related pattern is very large. The second problem is that it is in fact reduced to
the problem of anomalous detection whose task is to compute anomalous patterns
efficiently.
Density-based clustering methods cluster a dataset based on the local density.
The nearby items with the same density are clustered together [52] [75]. The density-
based clustering methods can discover clusters with different sizes and shapes [52].
Although an anomalous pattern can be considered as a small cluster, a small cluster
is not always anomalous. For some density-based clustering methods, a small cluster
may be the result of a large cluster that is partitioned into multiple smaller clusters.
In our method, the items in an anomalous pattern must show be a strong correlation
and must deviate from the remaining items in the dataset. In addition, since we
focus on discovering anomalous patterns, the items with high similarity are quickly
pruned from the dataset. We do not have to cluster them together. As a result, our
algorithm runs faster.
6.4 Relational Algebra
In this section, we will extend the definition of relational algebra to incorporate the
concept of interval tuples and the operations on interval tuples. Recall that a relation
R consists of n attributes A1, . . . , An, a tuple t of R is an ordered list of values
corresponding to the attributes. The notation t.Ai refers to attribute Ai of tuple t.
For instance, in Table 14, we have a relation R of four tuples X1, X2, X3, X4. For
tuple X4, we have X4 =< 50, 300, 200 >. The value of attribute A1 of X4 is denoted
as X4.A1 = 50. Where applicable, we drop the attribute name and use the subscript,
i.e. ti, to refer to the attribute for brevity. In addition, we use the terms feature and
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attribute interchangeably.
An interval is a set of real numbers bounded by two end points, which can be
represented by [a, b]. An interval-tuple I is an ordered list of intervals {Ii}. For
an example, an interval-tuple I ≡< [7, 10], [250, 250], [250, 350] > consists of three
intervals I1 = [7, 10], I2 = [250, 250], and I3 = [250, 350]. It should be noted that in
our notation, an interval can be null. Thus, we can have an interval-tuple as follows:
I ≡< [7, 10], [250, 250], null >. In this case, I3 is null.
With the concept of interval-tuples, we can perform the set selection operation
using the intervals as the upper bounds and lower bounds for the attributes in a
relation. The interval selection operation σI(R) selects a subset S of the tuples from
R such that each tuple t in S satisfies the following condition: ti ∈ Ii ,∀Ii 6= NULL.
We say that the selected set S is covered by I. I is a cover interval-tuple of S and
Ii is a cover interval of S on attribute i. If I has only one not null interval, say Ii,
σIi(R) can be used. In this case, we say σIi(R) is an interval selection operation on
interval Ii for R.
In Table 14, we have a relation R that consists of X1, X2, X3 and X4. The oper-
ation σI(R) on I ≡< [7, 10], [250, 250], [250, 350] > returns {X1, X2}. The operation
σI1(R) with I1 ≡< [7, 10] returns {X1, X2, X3}. The set S ≡ {X1, X2} is covered by
I.
We also define a function ω(S) that returns the smallest intervals that cover S.
It is an inverse function of the function σ. In the example above, ω(S) returns
< [8, 9], [250, 250], [250, 300] >. In other words, the function ω(S) computes the lower
bounds and upper bounds for every attribute in S.
6.5 Core Rules and Patterns
Before proceeding with the formal definitions, we will briefly discuss about our cor-
related attributes based approach.
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We can say that if two observations belong to the same pattern, then they are
similar. However, the definition based on similarity in terms of attribute values is
restrictive. The size of a pattern will be small. If a pattern is large, the observations
in the pattern may be actually very different. It contradicts the definition based
on similarity above. We observe that in anomalous pattern detection, the similarity
between observations is not as important as the continuity in the pattern. There
should be no gap between the observations in a pattern. Otherwise, the pattern
should be split into two patterns. Therefore, we divide our method into two phases.
The first stage is to detect core rules . A core rule is a set of strongly correlated
observations. We use the core rules to build patterns. In the second phase, we will
consider the grouping of a core rule with other core rules because of the similarity
between some observations among the rules. Therefore, we will combine all the similar
core rules. A set of combined rules is a pattern. The next section will discuss how to
identify core rules and how to combine patterns.
6.6 Pattern Construction
In this section, we will assume that the core rules of a dataset are already found. We
will discuss how to construct the core rules in the next section.
First, we will introduce an α function to measure the similarity between two
intervals as follows:
Definition 18. α function between two interval-tuples on attribute i is defined by:
α(Ii, Ji) =
max(inf Ii, inf Ji)−min(sup Ii, sup Ji)
min(sup Ii, sup Ji)
, (11)
if Ii ∩ Ji ≡ ∅
and α(Ii, Ji) = 0 if Ii ∩ Ji 6= ∅ (12)
In the function α, we compute the ratio of the difference between two intervals
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instead of the distance between two intervals. Since we are only interested in anoma-
lous pattern, we will not consider two overlapping intervals. Thus, we set α to zero.
If two intervals are close, the ratio will be small. The α function can be extended to
interval-tuple. If there exists an attribute i such that the α between two intervals is
large, we consider those interval-tuples distinguishable. The concept of the α function
can be used to measure the closeness between two sets of tuples as follows:
Definition 19. Two sets S and S ′ are close under αc, denoted by close(S, S
′/αc) ≡
true if and only if α(ωi(S), ωi(S
′)) < αc, ∀i ∈ 1 . . . n.
To measure the closeness between two sets, first, we will compute the correspond-
ing cover interval-tuples of two sets S and S ′. Let say we have I ≡ ω(S) and
I ′ ≡ ω(S ′). The ω function computes the lower bounds and upper bounds for each
attribute of S and S ′. Next, we compare the closeness between two interval-tuples
using the α function. If there is no attribute such that the ratio is large, we conclude
that S and S ′ are indistinguishable. They are considered to be close. The parameter
αc is used to tune the closeness.
As discussed in the previous section, after computing the core rules, we need to
combine the similar rules into patterns. We use the close(S, S ′) function two measure
the similarity between core rules. If two core rules are close under αc, we combine
them into a pattern. We can extend a pattern by combining it with other rules.
Therefore, a pattern is defined as:
Definition 20. Given P = {Si}, if ∀Si ∈ P , there is at least one Sj ∈ P such that
Si and Sj are close under αc, we say {Si} forms a pattern P under αc. We define
supp(P ) =
∑ |Si| as the support of P.
The definition above shows that we can chain a pattern with other patterns if
there exists two core rules that belong to two patterns and they are close. Therefore,
a pattern can be extended to be a large pattern. The supp function measures the
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number of observations that a pattern contains. If a pattern contains only a small
number of observations or has low support, we can conclude that there are a small
number of observations that are similar to them. Therefore, the observations in the
pattern are unusual. We can formally define an unusual pattern as follows:
Definition 21. We say a pattern P is unusual under Nu if supp(P ) ≤ Nu.
The parameter Nu limits the size of a pattern to be considered to be unusual. A
pattern that is not unusual is considered normal. Thus, we have:
Definition 22. We say a pattern P is normal under Nu if supp(P ) > Nu, where Nu
is a user defined value.
We have introduced several definitions to measure the similarity between core
rules. We have also introduced a metric to combine rules into patterns. In the next
section, we will discuss how to construct core rules from a dataset.
6.7 Core Rule Construction
As mentioned in section 6.5, it is a non-trivial task to produce patterns directly from
a dataset since two observations in the same pattern may be in deed very different.
We overcome this problem by introducing the concept of a core rule. We construct
the patterns based on core rules instead of constructing the patterns directly from
the dataset. In a pattern, a core rule is a set of strongly correlated observations.
Before defining the strength of the correlation between observations, we first look at
only one attribute of the dataset using Table 13. We discuss the intuition behind our
method.
Let say we have a dataset S ≡ {8, 9, 10, 20, 30, 50, 800, 900, 1000}. Obviously,
based on only attribute A1, we can split S into two groups based on the differences
in the values. The groups are S1 ≡ {8, 9, 10, 20, 30, 50} and S2 ≡ {800, 900, 1000}
which correspond to {X1, . . . , X7} and {X8, X9, X10} respectively. In our work, we
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call the difference a gap. Thus, the first criteria to split one attribute is to find
for the gaps and then split the values based on those gaps. However, with multiple
attributes, this criteria is not sufficient. As in Table 13, there is a gap for attribute A3
between the values 300 and 800. Therefore, S1 should be partitioned in two subsets
{X1, X2, X3, X4} and {X5, X6, X7}. As a result, we see that we can perform the
partition of a dataset based on each attribute in order to obtain the core rules. First,
we can pick up one attribute, say A1, and partition the dataset based on this attribute.
We then perform the similar partitions on the remaining attributes. This method will
produce a set of candidate core rules. However, there is still one remaining issue with
this method.
Let say we have a dataset V ≡ {< 0, 5 >, < 1, 6 >, < 2, 7 >, < 5, 4 >, < 4, 3 >
, < 3, 2 >}. We will partition the data set using the method discussed above. If
we consider the first attribute, we will have an interval containing {0, 1, 2, 3, 4, 5}.
There is no gap between them. The dataset will not be split. We then consider the
next attribute which consists of {2, 3, 4, 5, 6, 7}. Similar to the previous attribute,
the dataset will not be split. Thus, the dataset is not partitioned into core rules.
However, when we study V , we see that V actually consists of two different subsets
V1 ≡ {< 0, 5 >, < 1, 6 >, < 2, 7 >} and V2 ≡ {< 5, 4 >, < 4, 3 >, < 3, 2 >}.
Therefore, partitioning a dataset using the gaps is not sufficient to capture the
core rules. Fortunately, we have the following observations. If a dataset consists of
some core rules, we can just partition the dataset into equal intervals. The core rules
may be detected. Using the earlier example, when we see that there is no gap in
the first attribute for {0, 1, 2, 3, 4, 5}, we just continue to split it into smaller equal
intervals. In the example above, we will split the first attribute into two intervals,
which will be [0, 1, 2] and [3, 4, 5]. Similarly, we can apply the same method on
the second attribute. By performing all possible combinations of intervals between
two attributes, we will obtain four interval-tuples < [0, 2], [2, 4] >, < [0, 2], [5, 7] >,
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< [3, 5], [2, 4] >, < [3, 5], [5, 7] >. We then apply the interval selection operation σI
on V using the four interval-tuples. As a result, it will return two core rules V1 and
V2 correctly.
In the example above, we show that by partitioning intervals and applying the
interval selection operation on the combinations of the intervals, we may be able
to identify core rules. One challenge is how to partition an interval. We make the
following two observations. If there is no core rule, the choice of a partition is not
important. Because if a set is partitioned into two core rules, the merge operation
always combines them into the same pattern. In other words, we are free to partition
a core rule into smaller rules. For a dataset, we can partition a set multiple times
until the core rules are detected using the method above.
We will use a split function fS to denote the operation that generates core rules.
To sum up, the split function on a set R divides each attribute into at least k intervals.
Each interval is split into smaller intervals if the ratio of the difference between two
consecutive ordered values from R on the same attribute in the interval is greater than
αs. The combinations of the intervals from different attributes produces the interval-
tuples. We use fS(R/k, αs) to denote the set of interval-tuples V ≡ fS(R/k, αs)
returned from the split function on R.
We then select observations from R using those interval-tuples. We create a set S
of tuples from R where S ≡ σI(R). If S does not satisfy the condition |fSi (S/αs)| =
1, ∀i, which means S can be divided into smaller sets. We then split an interval tuple
I into smaller interval tuples by performing the split function fS(S/k = 1, αs) on S
(the value of one for k means that we only split an interval when there is a change of
the values in the interval). We say {S} are the core rules generated from R.
Figure 29 illustrates an example of core rule construction. The example consists
of six observations with two attributes X and Y . The observations are illustrated in
Figure 29a. The values of observations on X and Y form two intervals Ix and Iy.
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(a) An example in 2D (b) Interval construction
(c) Interval-tuple construction (d) Three identified core rules
Figure 29: An example of core rule construction
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Since there is a gap in attribute Y , Iy is split into Iy1 and Iy2 . Since there is no gap
in attribute X, Ix is split into two equal intervals Ix1 and Ix2 . The new intervals are
shown in Figure 29b. By combining all the intervals in different ways, we obtains
four interval-tuples IT1, IT2, IT3, and IT4 as shown in Figure 29c. By applying the
tuple selection operation on the data using IT1, IT2, IT3, and IT4, we obtain three
patterns {p1, p2}, {p2} and {p3, p4, p6}.
As mentioned earlier, the core rules are the elements used to produce patterns. We
use Definition 20 to produce patterns from the core rules by measuring the similarity
between the core rules. We can also combine the patterns into larger patterns. Since
we have already constructed the interval-tuples when combining the core rules, we
can use the set of interval-tuples as a representation of a pattern. Therefore, we
can compare the interval-tuples in order to combine patterns directly. We have the
following definition for this:





Definition 23 defines the score between two interval tuples. The score of a pattern
against another pattern o-score(P, P ′) is the smallest score between the two interval
tuples of two patterns. As we see, the score can also be used to measure the deviation
between patterns. If a pattern is small and it deviates from other patterns greatly,
the pattern can be considered an unusual pattern candidate. Therefore, if we define
the u-score of a pattern P to be the smallest score between it and the remaining
patterns, then the u-score is the unusual score of pattern P .
6.8 Attribute Selection for Core Rule
In our framework, the core rules are produced based on the first selected attribute.
However, a set of observations that is flagged as an anomalous pattern may be just a
normal pattern. This can be shown in the following example.
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1: procedure RuleBase(D)
2: for all i ∈ n do
3: U ← makeSamples(D, i)
4: for all R ∈ U do
5: V ← fS(R/k, αs)
6: for all I ∈ L do
7: S ← makeRules(R, I)
8: put S into RP
9: end for
10: makePatterns(RP, NP, UP )
11: for all p ∈ UP do
12: compute o-score(p, NP )
13: end for
14: P ← matchNorm(NP, P )
15: UP ← matchUnusual(UP, P )




Figure 30: Feature-based anomalous pattern detection
Let say after performing a split, there are three observations < 1, 1 >, < 2, 2 >, <
3, 1000 >. In this set, the third observation, < 3, 1000 >, has an unusual high value
of 1000 for the second attribute. Therefore, < 3, 1000 > is anomalous with respect
to the split on the first attribute. However, let us assume that < 3, 1000 > will be in
the set of < 3, 1000 >, < 4, 2000 >, < 5, 3000 > by performing the split on the second
attribute. In this set, the differences between < 3, 1000 >, < 4, 2000 > and between
< 4, 2000 >, < 5, 3000 > are the same for both the first and second attribute. As we
see, < 3, 1000 > is not anomalous by the split on the second attribute.
This example shows that if a set of observations is detected as anomalous in the
core rule construction step in one attribute, they may not be anomalous on some
other attributes. Therefore, we have to perform the core rule construction using
all the attributes. Then, if an observation belongs to an anomalous pattern in one
attribute and if it belongs to a normal pattern in some attributes, we will consider
all the observations in the corresponding anomalous pattern normal.
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6.9 Framework
6.9.1 Building Core Rules
In the previous sections, we have discussed how to identify core rules and how to
combine the core rules into patterns. In this section, we will present the framework
of our method. The outline for the framework is shown in Figure 30. Similar to the
steps mentioned in section 6.7, first, we select an attribute i to construct core rules.
We can treat the entire dataset D as an input. The dataset is sorted on attribute i.
Since the dataset D is usually very large, we will divide D into chunks. As mentioned
earlier, the result of the method is not affected by the split, therefore, we can choose
the chunk size small enough to be processed efficiently. We will construct core rules
from each chunk R.
We apply the split function fS on R. The split function will output a set V of
interval-tuples. We then apply the interval selection function σI on R to produce the
core rules {S}.
In the next step, we combine all the core rules with the existing normal and
anomalous patterns by calling the function makePatterns. It will produce two up-
dated lists, one of normal patterns NP and the other of anomalous candidate patterns
UP according to Definitions 20, 22, and 21. The anomalous score o − score of the
patterns in UP is computed against NP (lines 11 - 13). As a result, the algorithm
from line 3 to line 13 produces the normal patterns and unusual pattern candidates
for each chunk R.
6.9.2 Pruning Candidates
As mentioned in section 6.8, we need to prune the unusual pattern candidates. The
algorithm consists of n rounds where n is the number of attributes. For each round,
we perform the same steps to produce the patterns as mentioned above. In the ith
round, we will validate an anomalous candidate. For each candidate p ∈ P , p will
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be removed from P if there exists a normal pattern pn ∈ NP such that p and pn are
close under αc (line 14). However, for the first round, no action is performed on UP
from line 15 to 16 and all the unusual pattern candidates are put into P . P contains
the set of candidates for the first attribute. The items which do not belong to any
pattern in this set of candidates are normal.
For the next rounds, the unusual pattern candidates will be removed from UP if
they are not in P (line 15) since they were flagged as normal. The function at line 16
combines the unusual pattern candidates into larger patterns according to the close
function under parameter αc. The candidates which are normal after the combination
are removed from P . The new unusual score of each new pattern is the lowest score
from the candidates for which the new pattern is created. When the computation is
finished for all rounds, all the unusual pattern candidates in P that do not match any
normal pattern or do not have the support high enough are unusual patterns.
The close and score functions are computed from the α function which requires
the dividends to be non zero. For each round, we replace the zeros with the average of
the next c items when the dataset is sorted on attribute i. The zeros can be replaced
by 0.5 if the dataset contains only 0 and 1 for attribute i.
6.9.3 Interval-Tuple Construction
When we produce the core rules, there are four steps. First, we need to compute
the intervals. Then, the interval-tuples are constructed from all the possible combi-
nations of intervals. Next, we apply the interval selection operation on the set using
the interval-tuples. This step will produce the core rules. Then, we apply the ω
function on the core rules to update the correct interval-tuple associated with a core
rule. At this step, we also verify that the core rule does not contain different sets
of observations. If it does, the core rule needs to be split again. It should be noted
that it is challenging to produce these interval-tuples in high dimensional data. The
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number of possible combinations is exponential with the number of attributes. How-
ever, we observe that the number of core rules as the result of the interval selection
operation using those interval-tuples is not greater the number of tuples in the set
used to construct the intervals. Therefore, we can implement an efficient algorithm
to construct the interval-tuples as follow.
Let say we have the list of intervals Li = {I1i , . . . , Iki } for each attribute i. Instead
of combining all the tuples directly before applying the interval selection operation,
we combine these two steps. For the first tuple in the provided dataset, we select an
interval from each attribute such that this set of intervals cover the tuple. The set
of intervals is an interval-tuple. We put the interval-tuple and its associated tuple
into an interval-tuple list. For the next tuple, we will scan the interval-tuple if there
is an interval-tuple that covers the tuple. If there is, we will put the tuple in the
list corresponding to the found interval-tuple. Otherwise, we will construct a new
interval-tuple that can cover the tuple using the intervals as shown earlier. If there is
an interval-tuple that covers it, then the time complexity for this operation is based
on the size of the interval-tuple list. If there is no such interval-tuple, then the time
complexity for this operation is based on the number of intervals. Therefore, the
time complexity for this step is the number of tuples multiplied with the maximum
of the two following values: the size of the interval-tuple list and the number of
intervals. As a result, we can construct the interval-tuples and their corresponding
tuples efficiently. The sketch of the algorithm is shown in Figure 31.
6.10 Parameter Setting
The algorithm consists of five parameters: αc, αs, k, Nc, Nu, which can be determined
in a straightforward manner. The user-defined parameter Nu indicates the size of a
pattern which is to be considered unusual. The parameter, Nc, is the chunk size. The
value of k is chosen based on the number of possible patterns in a chunk. The number
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1: procedure ProduceInterval-Tuple(D, L1 . . . Ln, L)
2: for all dot ∈ D
3: for all I ∈ L do
4: if I covers t then
5: put t into σI
6: else
7: for all i ∈ {1, . . . , n} do
8: I ≡ new interval-tuple
9: for all Ji ∈ Li do
10: if Ji covers ti then




15: put I into L





Figure 31: Constructing interval-tuples
of patterns increases in the chunk when k increases. However, if those patterns are
similar, they will eventually be combined together. The value of k does not impact
the output significantly. Typically, k can be around 4 and Nc is k × Nu. Besides k
and αs are used to split an interval if there is an abnormal change in the interval.
The parameter αc defines the cutoff point for the unusual observations. Heuristically,
we can choose αc and αs between 0.3 and 0.6. The value of 0.3 says that the change
of 30% is significant and an interval with 30% should be split into two intervals.
6.11 Running-time Complexity
We denote |NP |, |UP | and |P | as the total number of items in NP , UP and P
respectively. For lines 5 to 9, it takes O(Nc) time to make the rules. The makePattern
function needs to combine all the patterns and has a worst case of O(N2c ). The running
time from line 11 to 13 is O(|UP | × |NP |). We can use hash tables to store patterns
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for NP, UP and P in order to execute the matching functions (line 14, 15) in linear
time with respect to the number of items. The execution time for the two lines are
O(min(|NP |, |P |)) and O(min(|UP |, |P |)) respectively. Since |NP | + |UP | = Nc,
the execution time for them is less than O(Nc). The running time for line 16 is
O(|UP | × |P |). The total running time from line 3 to 16 is O(Nc + N2c + |UP | ×
|NP | + Nc + |UP | × |P |). Since Nc and |UP | ∗ |NP | are less than N2c , the formula
can be reduced to O(max(N2c , |UP |× |P |)). In general N2c is small and does not grow
with the dataset and |UP | × |P | is small on the average. Therefore, the running time
can be considered constant, O(c).
There are n rounds. It takes O(NlogN) time to sort the data according to the
attribute of the current round. Each round has N
Nc
chunks and the execution time for





+ 1) is small and inversely proportional to N , we replace it by ς, the
formula can be written as O(ς×n×N×logN). The formula shows that the algorithm
runs very fast.
6.12 Experiments
We ran experiments using the KDD CUP 99 Network Connections Data Set from
the UCI repository [112]. The data was compiled from a wide variety of intrusions
simulated in a military network environment prepared by MIT Lincoln Labs. Each
record has 42 features containing the network connection information. Among them,
34 features are continuous and 8 features are symbolic. The last feature labels the type
of connection. About 80% of the dataset are normal connections and 20% are attack
connections. Because the rate of attack connections is very high for regular network
activities, we follow the data generation approach in [42] to create a new dataset
with a very low number of attacks randomly drawn from the KDD Cup Dataset
to test whether the small patterns would be discarded by the sampling method in
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Table 16: List of attacks
Type #attacks Type #attacks Type #attacks
pod 210 teardrop 179 loadmodule 9
ipsweep 209 back 168 ftp write 8
warezclient 203 guess passwd 53 multihop 7
portsweep 200 bufferoverflow 30 phf 4
nmap 200 land 21 perl 3
smurf 200 warezmaster 20 spy 2
satan 197 imap 12
neptune 196 rootkit 10
a large dataset. The new dataset contains 95,174 normalized connections in total
and the total number of attacks account for only 2.2% of the dataset. To make the
experimental results less biased by the possible special characteristics of some types
of attack, the dataset contains 22 types of attack with the number of records for each
attack type varying from 2 to 210. The attack with the largest size accounts for only
0.2% of the dataset. The details of the number of connections for each attack are
shown in Table 16.
6.12.0.1 Competing Methods
First, we run an oultier detection algorithm on the dataset to obtain the list of
outliers. In this experiment, we use the well-known outlier detection method LOF
[24] to compute outliers in the experiments. The local outlier factor of a point p
is the ratio between the kdist(p) and the average of the kdists of all the k-nearest
neighbors of p where kdist(p) is the distance from p to the kth nearest neighbor of p.
The records with high LOF scores are considered as outliers. In LOF, min ptsth is
the number of nearest neighbors to compute kdist.
Figure 32 shows the LOF precision/recall curve for different values of min pts.
Generally, min pts = 100 performs better than the other two values of min pts. As
we see, LOF obtains the highest precision rate (56%) when the recall rate = 2.6%.




















































LOF with minpts = 100
Figure 33: Feature-based method versus LOF
Table 17: Top outliers (10%) clustered by kmean
ID Rank Size Connections Rate(%)
1 7 159 neptune 95.0
portsweep 1.3
2 12 114 satan 0.9
teardrop 89.5
ipsweep 0.9
3 13 110 nmap 100.0
4 16 107 smurf 73.8




Table 18: Top outliers (10%) clustered by SNN
ID Rank Size Connections Rate(%)
1 9 78 neptune 100.0
2 15 58 smurf 77.6
3 16 56 smurf 100.0
Table 19: The results of clustering using SNN on the entire dataset
ID Rank Size Connections Rate(%)
1 35 112 nmap 100.0
2 57 89 warezclient 73.0
rootkit 1.1
3 74 79 neptune 100.0
4 90 65 ipsweep 100.0
5 112 59 smurf 78.0
6 118 58 smurf 100.0
Since the precision is low for a high recall rate, we apply different clustering
algorithms on the outliers to group them into their corresponding attack types. First,
we ran kmean on the top outliers which account for 10% of the dataset. There are 40
clusters. We then filter the output by removing clusters with the size greater than 250.
There are 30 such clusters. Ten of them have at least 50% attacks. Table 17 shows
the corresponding rank of the first five clusters that contain the attack connections.
As we can see, 13 out of 18 top clusters do not contain any attack.
In the next experiment, we used a shared nearest neighbor (SNN) clustering algo-
rithm to cluster the top outliers. SNN returns one cluster of size 3814 and 292 clusters
of size less than 143. There are 19 clusters with the size from 50 to 143. Table 18
shows the top three clusters that contains the attack connections. The first attack
cluster ranks 9th and its size is 78. In those two experiments, the attack connections
are not shown as strong unusual patterns.
The clustering of the top outliers could not detect all the top ten groups of attacks.
Because of this, we want to cluster the entire dataset with the hope that those groups
can be discovered. It is difficult to set the parameter k for kmean in this large
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dataset. With large k, kmean will return many clusters whereas small values of k
may group the normal connections with attack connections. Therefore, we used SNN
for this experiment since it can discover small clusters with different densities in
large datasets [52] without requiring the number of clusters as input. The algorithm
returns 131 clusters with the size from 50 to 250. Among them, there are six clusters
that contain attack connections (see Table 19). The first cluster that contains the
attack connections is ranked 35th. As we can see, the attack and normal connections
are divided into smaller clusters. The attack patterns are not shown clearly in this
experiment. The result shows that even though SNN can discover small clusters, they
will return many of them.
6.12.1 Our Method
In the next experiment, we ran our method on the dataset to discover the unusual
patterns. We set the parameters according to the parameter setting from the algo-
rithm section (Nu = 250, αc = 0.5, k = 4, αs = 0.5, and Nc = 1200). The algorithm
returns 20 unusual patterns with the size of at least 50. Table 20 shows the top 10
unusual patterns by size. The size of those patterns varies from 67 to 243. The first
two patterns are of the attack type. Seventy percent of those patterns contain 100%
attacks. The other 9 smaller patterns containing attacks are shown in Table 21. Ac-
cording to Table 20, we see that satan, neptune and portsweep follow strong patterns.
In the table, we see that warezclient attacks also follow a pattern but its score is low
(6.5) relative to those attack types, which means that its pattern is slightly different
from normal patterns.
As mentioned above, the dataset contains 10 attack patterns with a size of at least
100. In our method, eight of ten are identified in the top unusual patterns (by size).
Table 23 shows the recall rate for each attack type found in Table 20. With the
low false alarm rate, we still get a high recall rate.
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Table 20: Top 10 unusual patterns ordered by size
Rank Size Score Types Rate(%)
1 243 24.1 smurf 79.4
normal 20.6
2 192 43.6 nmap 100
3 170 12.9 normal 100
4 169 203.5 satan 100
5 150 104.1 neptune 100
6 129 26.1 ipsweep 100
7 114 14.2 back 100
8 84 6.5 warezclient 100
9 72 15.6 normal 100
10 67 107.7 portsweep 100
We then take all the unusual patterns with the size of at least 50 and order
them by score. Table 22 shows the ranking, score and attack type of the patterns.
According to the table, our method correctly identifies some of the attacks in the first
six unusual patterns. All of these patterns have the detection rate of 100%. Among
them, the attack type of Satan has the highest score which is 203.5. The score of the
first normal connection pattern in the table is only 29.6 and its size is only 54.
In ranking either by size or by score (after the patterns with very low sizes are
pruned), we can see that the attack types of satan, portsweep, neptune, and nmap
are discovered by our approach. The results imply that these types of attack follow
some patterns which are strongly different from normal connections.
Figure 33 shows the PR curve of our method versus LOF. The figure shows that
Table 21: Other unusual patterns ordered by size
Rank Size Score Types Rate(%)
13 66 11.8 teardrop 100
14 64 54. pod 100
20 50 48.8 pod 100
22 48 83.1 guesspwd 100
23 44 156.6 neptune 100
33 31 20.0 teardrop 100
35 29 30.0 back 100
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Table 22: Unusual patterns ordered by score
Rank Type Score Size Rank Type Score Size
1 satan 203.5 169 11 smurf 24.1 243
2 portsweep 107.7 67 12 normal 15.6 72
3 neptune 104.1 150 13 normal 14.9 64
4 pod 54.6 64 14 back 14.2 114
5 pod 48.8 50 15 normal 12.87 170
6 nmap 43.6 192 16 teardrop 11.8 66
7 normal 29.6 54 17 normal 10.5 67
8 normal 26.2 63 18 normal 9.7 56
9 ipsweep 26.1 127 19 warezclient 6.6 84
10 normal 25.9 59 20 normal 4.2 67
Table 23: The recall rate of the attack types in the top 10 patterns
Type Rate Type Rate
smurf 96.5 back 67.9
nmap 96 ipsweep 61.2
satan 85.8 warezclient 41.4
neptune 76.5 portsweep 33.5
our method yields a precision rate of 80% at very low recall rates. The method
outperforms the LOF approach. Since we quickly prune the patterns with an unusual
score below the cutoff threshold, the attacks with a very low unusual score are removed
from the output. That is why the figure only shows the recall rate up to 90%.
However, this does not effect the result much since the precision rate is usually low
at this recall rate.
According to the experiments, the following interesting observations are found.
Most unusual patterns with normal connections do not form highly supported pat-
terns. Even though they may have high scores, they appeared as very low support
patterns, whereas the attack connections form patterns with high support. The nor-
mal connections that can form patterns with high support tend to have a very low
score. Few discovered unusual patterns have mixed results. Another important ob-












































Figure 35: Running time of the feature-based method
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In conclusion, we have performed a variety of experiments with different combi-
nations of outlier detection and density-based clustering algorithms. The precision is
low when the recall rate increases to 20%. For the clustering algorithms, the normal
connections were also grouped into small clusters. However, our algorithm grouped
the attack and normal connections almost correctly according to their connection
type even though there were 22 types of attacks of small size. They are shown clearly
as unusual patterns in terms of size and score.
6.13 Performance
We implement a memory-based version of the algorithm in Java. For each round,
the dataset can be sorted in O(NlogN) time. We use a hash table data structure to
store the list of unusual candidate items so that the matching functions, matchNorm
and matchUnusual, can be performed in constant time. At first, we ran the program
with different initial attributes. The number of unusual candidates vary from 30K to
60K. During the first round, we do not combine the unusual patterns, therefore, the
performance is not affected. In the next few rounds, the matching functions reduce
the number of unusual items dramatically before the combining step.
Figure 34 shows the performance of the algorithm with different random orders of
the attributes. According to the figure, we see that the order of the attributes does
not affect the running time significantly. Also, the results are almost the same for
different orders of the attributes. The attack connections are consistently in the top
unusual patterns.
In the next experiment, we ran the program on the KDD dataset with the size
varying from 40K to 200K. Figure 35 shows that the execution time of the program
is linear with the growth of the data size. By replacing the memory-based hash table
data structure and merge sort algorithm with the disk-based versions, the algorithm
can be used for any large dataset.
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6.14 Conclusion
We have introduced a fast method that can discover unusual observations by gener-
ating core rules from the feature-based chunks. A core rule is a set of strongly related
observations. The rules are then combined into patterns by using the α function.
When a pattern gains high support, it is considered normal. Otherwise, we will try
to merge the pattern with other patterns. If they still can not gain enough support.
It is considered unusual. The unusual patterns are ranked based on their support. In
the experiments, we have compared our algorithm with other possible alternatives,
namely outlier detection and clustering, to discover unusual patterns. According to
the results, our approach yields the highest detection rate with the most unusual
items grouped into the correct corresponding patterns. We have also introduced the
score function to measure the degree of deviation of the unusual patterns from the
normal patterns. The running time complexity of the method is O(ς×n×N× logN).




This thesis shows that the efficiency and accuracy can be improved for both individ-
ual outlier and anomalous pattern detection. Among outlier detection methods using
the distance approach, we focus on the local density-based outliers. The method re-
quires the computation of k-nearest neighbors in order to compute the local outlier
factors for the dataset. This is challenging in high dimensional data. In our thesis,
we have shown that the full k-nearest neighbors are not necessary in order to identify
local density-based outliers. Indeed, a local outlier is also dominant in any subset of
the dataset. We present a randomization method to compute the local density-based
outlier very fast without finding global k-nearest neighbors. We randomly select two
representative points to partition a set into two subsets. It is performed recursively
until the computation cost is small. The outliers in the subsets are outlier candidates.
With multiple randomizations, the true outliers will remain. We also introduced a
hybrid version of the randomization which performs global nearest neighbor recom-
putations to improve the accuracy of the method. The experiments on a variety of
datasets have shown that the the randomized method and the original LOF have
similar results. The experiments show that the randomization is scalable with high
dimensional and large data sets.
In multiple dimensional data, an outlier may deviate only in a subset of the
attributes. When the number of dimensions is large, the delta deviation in other
attributes can show significant accumulation such that the deviation in the attributes
where the outliers are strong are overlooked. The large number of dimensions sup-
presses these outliers. In our thesis, we have shown that the problem can be solved.
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Previously, the outlier factors are computed using the full feature set. Instead, we
perform the projections of the data onto each dimension. The sub-dimensional score
is the projected deviation of an observation on the dimension. We filter the attributes
with very low sub-dimensional score. The remaining scores are aggregated into the
final score. This technique reduces the effect of the large number of dimensions on
the outlier. Using normalization within the subset, we also solve the problem of a
mixture of variances. As a result, the outliers can be ranked more accurately. The
sub-dimensional approach allows us to visualize the outliers by drawing the graphs
in the dimensions where the points deviate from others. It is helpful for explaining
why the outliers are interesting. We also apply the clustering technique from [109]
to cluster the outliers by observing that two points whose oscore between them is
zero are close to each other and should be in the same cluster. The experiments have
shown that the outliers can be detected more accurately.
We have shown the improvement of the accuracy of outlier detection. Practically,
the outlier detection methods have very high false alarm rates. In many cases, the
majority of outliers are not useful or not easy to understand. Therefore, in this thesis,
we proposed the concept of anomalous patterns where the outliers follow certain pat-
terns. The anomalous patterns imply that the deviation may not just be random. In
our experiments, we have shown that top outliers are not always interesting. We have
presented the adaptive dual-neighbor method to detect anomalous patterns based on
the size and deviation. The granularity level can be adjusted. Our experiments
show that our algorithm can discover interesting patterns which are undetected by
clustering or outlier detection methods.
In some cases, an anomalous pattern can be defined according to the correlation
between the attributes. A pattern is a set of observations that are strongly corre-
lated. We have developed a feature-based method to compute the patterns efficiently.
We partition the data into chunks of correlated observations and learn the patterns
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within the chunks. During the matching and merging between patterns, we prune
the patterns with high support. The remaining patterns after multiple merges are
anomalous. In the experiments, we have shown that the approach yields the highest
detection rate with the malicious observations grouped into the correct corresponding
patterns. The experiments confirm that the feature-based method can run very fast
in large datasets.
In conclusion, we have developed several methods to improve the accuracy and
efficiency of outlier detection. We also proposed the concept of an anomalous pattern
to reduce the false alarm rate. We have presented filtering and the adaptive method to
improve the accuracy. In addition, it is shown that randomization and feature-based




In Chapters 3 and 6, we introduced efficient methods to detect outliers and anomalous
patterns in large and high dimensional datasets. A natural extension of our methods
is to implement parallel versions of those methods.
8.1 Randomized Algorithm
The randomization algorithm mentioned in Chapter 3 computes candidate outliers
using local subspaces. This provides a possibility of parallelization to speed up the
computation when a large computer cluster is available. Let us say we have a dataset
that is partitioned and distributed in a computer cluster. A data node is a node that
contains a partition of the data set. Let us recall that the randomized method has
two main steps. The first step partitions the dataset to compute the candidate scores.
The second step is to combine the candidate scores. In the first step, we randomly
select k pivot points from the dataset, so as to to divide the dataset into k partitions
where parameter k is the number of nodes in the cluster. Each pivot point is assigned
to a node in the cluster. Each data node clusters its local data partition using the
pivot points as the cluster centroids. The computed clusters are then sent to the
computer nodes whose assigned pivot points are the same as their cluster centroids.
As a result, a node receives all the points in the data set that is closest to its assigned
pivot point. After that, each node will compute the candidate outlier scores for the
points in the partition using the randomized algorithm. As we can see, this entire
process corresponding to an iteration of the randomized algorithm. We can run that
process multiple times to obtain different candidate scores. In the second step, a
point is assigned to a cluster node. The candidate scores of a point are sent to the
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assigned node. The node will combine the scores for the collected points and output
the final scores.
As we see, the entire process can be performed in parallel. When the dataset is
distributed equally, the performance should increase proportionally with the number
of nodes in a cluster. However, there is a possibility of data skew where some nodes
receive a majority of the dataset. In such cases, the performance will not increase
proportionally. We need to develop a robust solution that handles this case.
In future work, we will design and implement a parallel algorithm and evaluate
the performance and the robustness of the algorithm.
8.2 Anomalous Pattern Detection Using Correlated Attributes
In Chapter 6, we presented a framework to detect anomalous patterns. In our frame-
work, we introduced the alpha function to combine the items into patterns. However,
the function can not be used to combine categorical attributes. One future work is
to modify the alpha function so that it can also combine the items based on both
categorical and numerical data.
Another future work is to parallelize our method. The first step of our original
method is to sort the dataset based on individual attributes. The dataset can be
sorted using an existing parallel sort algorithm. The second step of the method is
to learn the core rules in each chunk. For this step, each sorted dataset will be
partitioned into chunks. The chunks will be sent to the cluster nodes. The cluster
nodes will learn patterns from those chunks. As we can see, this framework works
well for the first two steps of our existing method. However, the challenge lies in the
combine/merge step of our algorithm. In the combine/merge step, we need to verify
if an anomalous candidate can be combined with any other non-candidate patterns.
This is equivalent with joining sets. In our method, we used a hash table for joining
sets. This process is sequential for all the items. Therefore, the future work is to
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revise the combine/merge set so that it can be computed in parallel.
8.3 Complexity in Data Model
Even though there are many different types of anomaly or outlier detection in the
field, the existing methods are based on simple data models. The data models may
not be comprehensible enough for accurate detection. The tabular model considers
sets of records. However, it does not consider the complex relationship and the order
between the records. The sequential model considers the order but it only considers
sequences of simple values. The graph model considers the relationship but the graph
nodes do not carry complex attributes. For an example, in a computer network,
multiple connections to the same port are not the same as multiple connections to
different ports. This information should be taken into account in analyzing network’s
activities.
Therefore, in future work, the data models in anomaly detection should handle
more complex data types so that more sophisticated anomalies can be detected. The
data models should consider the relationship and natural order between entities, the
temporal information, and complex attributes. In addition, the anomaly detection
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