Introduction
Program slicing [Wei84] is an analysis that answers questions such as "Which statements might affect the computation of variable u at statement s?" or "Which statements depend on t.he value of 1) computed in statement s?". The answers computed by program slicing are generally a set of st atement,s, and the variables considered are generally either scalars or entire arrays.
We introduce the idea of iteration spacing slicing:
we refine program slicing to ask questions such as "Which iterations of which statements might affect the value of elements 1 : 10 of array A in iterations I of statement s?" or "Which iterations of which statements depend on the value computed by iterations I of statement s?". In kmission to make digital/hard copies ofall or pa11 ofthis matrrinl for personal or classroom use is grnnted without fre provided that the copies we not mnde or distrihuted for profit or commercinl dvan(age, the copyright notice. the tille of the publication and its date appear. and notice is These slices give us great flexibility in reordering communication, since they preserve all the necessary dependences, but exclude computations that don't affect the communication.
We explore using this information in the following three ways.
Enabling parallelization of fused loops
Loop fusion is merging the loop structure of two loops to generate a single, fused loop which performs the work of both original loops.
This 
Tolerating message latency
In order to hide message latency, compilers try to overlap computation with communication. Consider a loop body (possibly containing inner loops), which may contain interprocessor dependences which are loop-independent with respect to the outer loop.
We can divide a loop body into three partitions: 1) those iterations which must be done before some send; 2) those iterations which do not depend on communication; and 3) those iterations which depend on some receive. When those partitions are disjoint, we can execute them in the above order, doing the send between the first two sets and the receive between the second and third. 
Message aggregation
Message coalescing (or aggregation) is an important transformation on many machines where the start-up time for a message is significant.
However, message aggregation exacerbates message latency problems: if we coalesce messages, data is not sent as soon as it is ready, because it is held until there is more to send. In addition, a naive approach simply delays sending the data until all of the values are ready; in that situation, a program may execute some iterations before the sends that could be moved after the sends, further increasing delays (Figure 2 ). An iteration space slice can extract those computations which must be done before the send, and postpone the rest, which enables profitable message coalescing in situations in which it would otherwise introduce significant additional latency.
A manual application of this optimization for block-cyclic Gaussian elimination was discussed in [HKMCS94] but automation of the transformation was beyond the capabilities of existing transformation systems.
We derive both that transformation and a more sophisticated form that produces even better performance.
The profitability of these optimizations depends on many machine-specific factors, such as message startup time, message latency, and ability to overlap computation with communication.
In this paper, we describe the necessary analysis and transformation techniques; methods to estimate the profitability of these optimizations on particular machines are beyond the scope of this paper.
The rest of the paper is structured as follows. In Section 2, we describe the representations we use for iteration sets and dependence relations.
In Section 3, we describe the transitive closure of relations, which can be used to compute iteration space slices. In Section 4, we describe the techniques to compute a slice. Section 5 describes applications of the technique to Gaussian elimination. Finally, we present experimental results in Section 6, related work in Section 7, and a conclusion in Section 8.
Iteration Sets and Dependences
In order to compute slices which are as small as possible, we need accurate data dependence information.
In particular, slicing depends on the ability to identify which individual iterations are involved in a dependence.
Most of the previous work on program transformations in loops uses data dependence directions and differences to summarize dependences between array references.
In many cases, these abstractions are too imprecise to use for slicing. Array dataflow methods [RosSO, TP92, PEH+93, Li92] provide information required to support array privatization, but don't provide information on exactly which iteration produced or needs a value.
After loop fusion (with loop carried dependence)
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Original Code Naive aggregation Ilsing slicing shown in Figure 3 , the sets of iterations of stat,ement,s S1 and Sz can be described as 11 = {[k, i] : 1 5 k < i < n} and 12 = {(k, i, j] : 1 5 I; < i, j 5 n}. 
Our assumption that different execution instances of a statement can be usefully described as an iteration set depends on the control flow of the program consisting of well structured loops and conditions. This is not true in many general purpose codes. hut is fairly accurate for many scientific numerical applications.
Transitive Closure
In addition to the fairly standard operations supported within the Omega library, we also provide a transitive closure operator [KPRS96] . Given a tuple relation F, its transitive closure is the least fixed point of:
and its positive transitive closure is the least fixed point of: on which S1 depends. Instead, we want to restrict our attention to the current set of iterations of the k loop (lb 2 k < lb + width).
(We discuss extending this set in Using the code generation facilities of the Omega library, we can generate code for the slice (Ql,Qz) that must be done before the send, and code for the "complement" of the slice (the iterations that can be done after the send (Rl,Rz) ).
Within both the slice and the complement, the iterations are performed in their original order (although reordering transformations could be applied to the individual slices ). Figure 4 represents the code generated by the Omega library. Note that the code in Figure 4 incorporates one subtle feature that at first seems confusing.
When n 5 lb+width-1, we do not perform column updates of the last column before doing the send; since column n is never sent, updating it is never part of a send slice. This is a valid optimization, which is in fact required by the rules of our transformation. In practice, it will not affect the performance but it comes from having a formally derived transformation.
An application of slicing to Gaussian elimination
In Figure 5a , we show a form of Gaussian elimination with partial pivoting that will be the basis of our transformation. Note that we have assumed the existence of a primitive operation to find the pivot of each column.
If the source used a loop containing a conditional to find the pivot, the dependence analysis might be more difficult.
for(k = lb; k <= min(n-l,lb+uidth-1); k++)
send columns for(k = lb; k <= min(n-l,lbtuidth-1); k++) for(i = k+l; i <= n; i++) { for(j = uidthtlb; j < n; j++) 
Standard parallel form for Gaussian elimination
In Figure Fib , we sket,ch the form of a parallel form of Gaussian eliminat,ion.
where the matrix is distributed by columns. One minor optimizat,ion that has been applied here is to distribute the i loop so as t,o allow the pivot, column to be sent earlier.
This is the code that would be generated by most parallelizing compilers for this problem. In all parallel codes, we assume t.hat the transformations to limit the comput,ations t,o those executed on each processor. and to limit the sends and receives to just the appropriate processors.
are performed in a later step.
Naive Aggregation
With a block-cyclic distribution, it appears attractive [HKMCS94] to coalesce the communication of the adjacent columns that, belong to one processor.
A first approach might be as follows: we first block the r(, loop by the widt,h of the cyclic blocks, so that in each block, a single processor owns t,he elements being communicated, as shown in Figure Sc . IJnfort,unately, a dependence carried by the k loop prevents distribution of the inner-k loop, which would allow us to place the communication effectively.
To aggregate the communication, we are reduced lo simply moving the communication out of the inner Icloop. as shown in Figurr 5d. Since within each k-block, only a single processor is sending data, t.his is guaranteed to I)c, safe and deadlock-free.
However, it. serializes a substantial part of the comput.ation: the sending processor performs all t,he computations of a single iteration of kB before sending. although the send itself does not require it. Traditional transformations cannot extract only the necessary portion of the second I loop.
Slicing within a time step
To get. better performance from coalescing, we need to perform only those computations which must be done before f he send, and delay everything else unt,il after the communication.
To extract only the necessary computations, we need to use slicing.
Once again. we block the outer k loop so that within clac-11 block, onI>! a single processor is computing values that are needed on other processors.
In the same block of the k loop. the processor will also compute values which will not, be sent; we want to first compute the values that will be communicated, and delay the execution of those that won't be.
We produce an iteration space slice using as the criteria the region to he sent within a block of k. By the definition of an iteration space slice, it contains every computation which can affect the sent data, and excludes the computations which made the naive approach unprofitable. Separate iteration space slices are computed to perform the computations which depend upon received values, and those which can be done at any point in the block of k. The result is shown in Figure  5e . This slicing gives us code similar to that in Figure 4 (although t,hat code doesn't include pivoting). This is equivalent to an optimization proposed in [HKMCS94].
Slicing across multiple time steps
Slicing the code within a time step permits us to coalesce messages without, a huge penalty, and depending on marhinr details, may improve performance by itself. However. it does not hide the latency of that communication.
Since all the processors start the execution of the next iteration of the lb loop at about the same time, the receiving processors must wait for the message from the sending processor.
Even if we send the message as quickly as possible, there will he a delay. We can further improve the code by making sure that the sending processor gets a head start on each time step of k, so that, the message will he waiting for receiving processors when they need it, by postponing operations from the previous time step.
One approach is to unroll the loop, exposing a larger portion of the iteration space to be sliced. Figure 5f shows the effect of unrolling t.he loop in Figure  5e . We can see that between receiving communications 1 and sending communications 2, we might he doing more work than needed. We can use slicing to delay unneeded work until after srnding communications 2, as shown in Figure  5g . This inrproves the latency tolerance within t,he outer loop, but doesn't help between one iteration and the next. By using techniques similar to those used for software pipelining. we can get the effects of unrolling the loop many times without actually unrolling the loop; this gives us the schema shown in 5h.
The transformed code for Gaussian elimination is too large to include here, but can be found at http://vvv.cs.umd.edu/projects/omega/slicing. This same scheme could he applied directly to Cholesky decomposition and to QR decomposition via Given's rotations.
Experimental Results
Experiments were performed on an IBM SP/2 with 16 processors, running AIX 4.1 and using IBM MPI libraries, and using the high-speed switch in interrupt-driven mode. The interrupt-driven mode imposes an additional overhead on each communication, Ll'c ran threr parallel versions of Gaussian elimination with partial pivoting using both a cyclic and block-cyclic distri-I)ut.ion. We specified the loop to slice, and performed the loop blocking manually. and then program slices were gencrated automatically. C'ommunication st,at.ements were inserted manually.
The first code was a straightforward parallrlization lvith no coalescing ( Figure 5~ ). The second code performed coalescing via slicing a single t,ime step ( Figure  se) .
The third code corresponds to the pipelined version (Figure 5g) .
Two optimizations were hand-applied t,o all codes (including the sequential version against, which speedups were computed).
The matrix was t,ransposcd from its original order. and t,he j and i loops were interchanged in order to achieve better cache prrformance. Parallel versions scaled vtry poorly without this transformation.
We hope that incorporating our techniques into a data-parallel compiler will allow us to take advantagr of a full set of optimizat.ions and improve performance.
We ran the codes for problem sizes 512, and 1024; for cyclic block sizes 1.2, 4, 8, 16, and 32; on 2, 4. 8, 12, and 16 processors.
In nearly all cases, the version sliced over Inultiple time steps out,pcrformed the broadcasting version. Furthermore, t.he version sliced across multiple time steps wa9 able t,o hide significantly more latency than the version sliced over one st.ep.
Speedups for some of those problem sizes are presented in Tables   1 and 2 Speedups are computed against a sequential version. with no parallel overhead.
Note t,hat, in the cyclic( 1) cast, the version which is sliced within a time step should be identical to the code in with each column is broadcast as soon as it. is computed; differences are due t.o the different loop struct,urc and different communication calls used. Overall speedups arr only fair. We found t.hat toward the end of the exerution, as the number of column applications per block of the k loop shrank. the low ratio of computation to communicat,ions was a large performance hit. On some smaller problem sizes on larger numbers of processors, the amount of work assigned to each processor was not sufficient to hide latency of communication.
In these cases the aggregation withouf. latency tolerance can be det.rimental. However, if t,he stencil computation is periodic (e.g.. the first column is considered to be the right neighbor of the last. column), the non-constant distance dependrnce distance will make it inapplicable. Their paper also discusses a number of issues related performing loop fusion and avoiding cache conflicts while doing so. We do not address those issues here, and might profit from using their methods.
Adve This optimization is a restricted case of the transformation described in Section .5.4, for a pure cyclic distribution.
Conclusion
We have described iteration space slicing, an extension of program slicing that computes the set of iterations that depend on or influence the events of interest.
While this analysis might have a number of uses, we have focused on taking slices of parallel programs with respect to computations that produce or depend on inter-processor communication. In particular, we can use slicing t,o enable loop fusion, tolrrate message latency and allow message coalescing.
We have explored several different patterns or schemas for using slicing for these purposes, but we don't claim to have exhausted the set of such schemas, or found the very best s&em&s.
Our 
