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Abstract—This paper presents a new technique to perform
parameterized sensitivity analyses of systems that depend on
multiple design parameters, such as layout and substrate fea-
tures. It uses the electromagnetic method called Partial Element
Equivalent Circuit method to compute state space matrices at
a set of design space points. These electromagnetic matrices are
interpolated as function of the design parameters. The proposed
interpolation scheme allows to compute the derivatives of the
matrices, which are needed to perform the sensitivity analysis. An
extensive study of the required stability and passivity properties
of the system involved in the parameterized sensitivity analysis
is presented in this work. Pertinent numerical results demon-
strate the robustness, accuracy and efficiency of the proposed
methodology.
Index Terms—Sensitivity analysis, transient analysis, param-
eterized Partial Element Equivalent Circuit (PEEC), multiport
system
I. INTRODUCTION
THE DESIGN process of an electromagnetic (EM) sys-tem aims at obtaining the optimal values of the design
variables for which the system responses satisfy the design
specifications. This process is usually carried out on com-
puters through EM simulations. Optimal values of the design
variables are usually determined using optimization algorithms
(optimizers). These algorithms drive the EM simulators to
obtain the responses and their sensitivities in each optimiza-
tion iteration. Traditional EM-based optimization techniques
estimate the responses sensitivities required by the optimizer
through a finite-difference approach (FDA), which invokes the
EM simulator repeatedly for perturbed values of the design
variables [1].
Perturbation is a direct but brute-force method for sensitivity
analysis. It is computational expensive and often inaccurate,
thus impractical, when the number of circuit parameters for
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optimization is large. The perturbation approach needs to
perturb a design parameter g with g and therefore to perform
a circuit simulation once again in order to get the sensitivities
with respect to g. Sometimes it may be difficult to select
a value for g to obtain accurate results. If g is set too
large, perturbation itself is inaccurate. If g is set too small,
extremely high simulation accuracy is required to exactly
highlight the response difference between g and g +g [2].
Among EM methods the Partial Element Equivalent Circuit
(PEEC) method [3] is becoming increasingly popular since
it is able to transform the EM system under examination
into a passive RLC equivalent circuit. PEEC uses a circuit
interpretation of the Electric Field Integral Equation (EFIE)
[4], thus allowing to handle complex problems involving EM
fields and circuits [3], [5]–[11]. Nonlinear circuit devices such
as drivers and receivers are usually connected with PEEC
equivalent circuits using a time-domain circuit simulator (e.g.
SPICE [12]).
In this paper, we propose a new method to carry out param-
eterized sensitivity analysis of systems that depend on multiple
design parameters, such as layout and substrate features. The
PEEC method is used to compute state-space matrices at a set
of design space points. Then, an interpolation process provides
parameterized models of these matrices as functions of the
design parameters, e.g. geometrical and substrate parameters
[13]. The proposed interpolation scheme is able to compute the
derivatives of the electromagnetic matrices, which are needed
to perform the sensitivity analysis. The proposed algorithm is
able to provide sensitivity information over the entire design
space of interest, and not only around one operating point.
To be utilized in a time-domain transient simulator, the
stability and passivity of the proposed model are fundamental
to guarantee stable simulation. Hence, we discuss the required
stability and passivity properties of the systems involved in the
parameterized sensitivity analysis in this paper.
The paper is organized as follows. Section II describes the
PEEC formulation, while Section III discusses the proposed
parameterized sensitivity formulation. Section IV presents the
interpolation process of the PEEC matrices and Section V
discusses the required passivity and stability system properties.
Finally, some numerical examples are presented in Section VI
to validate the proposed technique.
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II. PEEC FORMULATION
In what follows, we describe a quasi-static PEEC formu-
lation [3]. In the standard approach, volumes and surfaces
of conductors and dielectrics are discretized into hexahedra
and patches respectively, representing elementary regions [11]
over which the current and charge densities are expanded into
a series of basis functions. Pulse basis functions are usually
adopted as expansion and weight functions. Such choice of
pulse basis functions corresponds to constant current density
and charge density over the elementary volume (inductive) and
surface (capacitive) cells, respectively. Following the standard
Galerkin’s testing procedure, topological elements, namely
nodes and branches, are generated and electrical lumped ele-
ments are identified modeling both the magnetic and electric
field coupling. An example of PEEC electrical quantities for a
conductor elementary cell is illustrated, in the Laplace domain,
in Fig. 1 where the current controlled voltage sources sLp;ijIj
and the current controlled current sources Icci model the
magnetic and electric field coupling, respectively.
The Galerkin’s approach is applied to convert the continuous
electromagnetic problem described by the EFIE to a discrete
problem in terms of electrical circuit quantities, i.e. currents
i(t) and node potentials v(t). Let us denote with nn the
number of the nodes and with ni the number of branches
where currents flow. Among this latter, nc and nd repre-
sent the branches of conductors and dielectrics, respectively.
Furthermore, let us assume to be interested in generating
an admittance representation having np output currents ip(t)
under voltage excitation vp(t). Using the Modified Nodal
Approach (MNA) [14], the following admittance formulation
is obtained [13], [15]:2664
P 0nn;ni 0nn;nd 0nn;np
0ni;nn Lp 0ni;nd 0ni;np
0nd;nn 0nd;ni Cd 0nd;np
0np;nn 0np;ni 0np;nd 0np;np
3775
| {z }
C
d
dt
2664
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3775
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=
 
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0nn;nn  PAT 0nn;nd PKT
AP R  0ni;np
0nd;nn  T 0nd;nd 0nd;np
 KP 0np;ni 0np;nd 0np;np
3775
| {z }
G

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q(t)
i(t)
vd(t)
ik(t)
3775
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x(t)
+

0nn+ni+nd;np
 Inp;np

| {z }
B
  vp(t) | {z }
u(t)
(1)
where P 2 Rnnnn and Lp 2 Rnini are the coefficients of
potential and partial inductance matrices, respectively, R 2
Rnini is a diagonal matrix containing the resistances of
volume cells and Cd 2 Rndnd is the excess capacitance
matrix describing the polarization charge in dielectrics [16].
A 2 Rninn is the connectivity matrix, while K 2 Rnpnn
is a selection matrix introduced to define the port voltages in
terms of node potentials:
vp(t) = K v(t) (2)
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Fig. 1. Illustration of PEEC circuit electrical quantities for a conductor
elementary cell.
TABLE I
SCALED UNITS
Voltage V
Current mA
Charge pC
P pF 1
Cd pF
R k

Lp H
f GHz
s ns
In (1), q(t) 2 Rnn1 represents the charges on the conductors,
i(t) 2 Rni1 is the vector of volume currents, vd(t) 2 Rnd1
describes the voltage drop across the excess capacitance and
ik(t) 2 Rnp1 represents the port currents. Inp;np is the
identity matrix of dimension equal to the number of ports and
 is
 =

0nc;nd
Ind;nd

(3)
In a more compact form, according to [17], the previous
equations (1) can be rewritten as
C _x(t) =  Gx(t) +Bu(t) (4a)
ip(t) = L
Tx(t) (4b)
where C 2 Rnunu , G 2 Rnunu , B 2 Rnunp , L = B,
x(t) = [q(t) i(t) vd(t) ik(t)]
T 2 Rnu1 and nu = nn+ni+
nd+np is the number of state variables [13], [15]. The vector
ip(t) describes the np port currents that are of opposite sign
with respect to ik(t) [17]. So, this is an np-port formulation,
whereby the only sources are the voltage sources at the np-
port’s nodes.
A. Scaling
The system of equations (1) is typically ill-conditioned
because the values of charges are usually much smaller than
those of currents and voltages. Correspondingly, the entries of
the matrix P are larger than the other elements in matrices C
and G by several orders of magnitude. In order to mitigate
such a problem, scaling can be adopted [13]. The units of
the electrical quantities are changed consistently as shown in
Table I.
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III. SENSITIVITY FORMULATION
The proposed technique aims at performing parameterized
sensitivity analyses of systems that depend on multiple design
parameters, such as layout and substrate features. The PEEC
method provides an admittance formulation in a rational form,
which leads to a time-domain model that can be efficiently
interfaced with linear and nonlinear terminations or SPICE-
like simulators. In what follows, we describe the proposed
algorithm and define the sensitivity formulation.
The system of equations (4) is in a descriptor form with
a singular descriptor matrix C. Hence, C cannot be inverted.
Therefore, to solve the differential equation (4), we decompose
the overall system into two subsystem whose unknowns are:
x1 =
24 q(t; g)i(t; g)
vd(t; g)
35 x2 = [ik(t; g)] (5)
Thus (4) is recast as
C11(g) C12(g)
C21(g) C22(g)
 
_x1(t; g)
_x2(t; g)

=
 

G11(g) G12(g)
G21(g) G22(g)
 
x1(t; g)
x2(t; g)

+

B1(g)
B2(g)

vp(t; g)
(6a)
ip(t; g) =

L1(g)
L2(g)
T 
x1(t; g)
x2(t; g)

(6b)
where C11 and G11 2 Rnsns , C12, G12, B1 and L1 2
Rnsnp , C21 and G21 2 Rnpns , C22, G22, B2 and L2 2
Rnpnp , where ns = nu   np. We have now also explicitly
introduced the dependence from theM design parameters g =
(g(m))Mm=1. Substituting the actual values of (4) into (6), we
obtain:
C11(g) 0
0 0
 
_x1(t; g)
_ik(t; g)

=
 

G11(g) G12(g)
G21(g) 0
 
x1(t; g)
ik(t; g)

+

0
 I

vp(t; g)
(7a)
ip(t; g) =

0  I   x1(t; g)
ik(t; g)

(7b)
Equations (7a) and (7b) can be split into three sets of equa-
tions,8><>:
C11(g) _x1(t; g) =  G11(g)x1(t; g) G12(g)ik(t; g)
0 =  G21(g)x1(t; g)  vp(t; g)
ip(t; g) =  ik(t; g)
(8)
which can be rewritten in a more compact form as:
C11(g) _x1(t; g) =  G11(g)x1(t; g) +G12(g)ip(t; g)
vp(t; g) = G
T
12(g)x1(t; g)
(9)
where we have considered G12 =  (G21)T by inspection of
(1) and (6) and taking into account P = PT [13]. Equation (9)
needs to be terminated with appropriate termination conditions
in order to compute the state-space system itself. It is worth
to notice that the first formulation (4) represents the system
in an admittance form, while the second one (9) adopts an
impedance form. In fact, in the Laplace domain using the
complex argument s and capital letters for the voltages and
current to distinguish from time domain, (9) is recast as:
Vp(s; g) = Z(s; g)Ip(s; g) (10)
where:
Z(s; g) = GT12(g) (sC11(g) +G11(g))
 1
G12(g) (11)
In the next section we will focus on the PEEC matrix
derivatives; those matrices, as will be shown, are needed in the
calculus of the sensitivity. Thereafter, a sensitivity formulation,
with RC-termination conditions, will be derived from (9).
For ease of notation, we discuss the parameterized sensitivity
analysis with respect to one design parameter g = g1 = g
(M = 1). Generalization of the formalism to the multivariate
case (M 6= 1) is straightforward.
A. Matrix derivatives
We assume that a topologically fixed discretization mesh
is used and that it is independent from the specific design
parameter values. To guarantee the accuracy of the method, we
choose the finest meshing over all the geometrical parameter
configurations as follows. First, all the possible meshes are
computed accordingly to the min=20 rule, where min is
the wavelength corresponding to the maximum frequency of
interest. Next, the mesh with the highest number of cells is
selected. This leads to an overmeshing for some of the con-
figurations (which would have required a lower meshing), but
this is necessary to preserve the number of unknowns, i.e. the
PEEC matrices dimensions, while maintaining accuracy. Thus,
keeping the same initial mesh for all the layout configurations,
when shape parameters are modified, the mesh is only locally
stretched or shrunk. In general, the global coordinates of the
nodes, as well as the length and orientation of the edges of
the topologically fixed mesh change when shape parameters
change; however, these changes are neither introducing new
state variables nor eliminating existing state variables. The
matrices B and L are uniquely determined by the circuit
topology and therefore remain unchanged, while the matrices
C and G are defined as functions of the design parameters.
At a deeper level in the MNA equations (1), the previous
assumptions lead to P(g);Lp(g);Cd(g);R(g), while the other
internal PEEC matrices A;;K are not dependent on g.
Therefore, the derivatives of the matrices in (9) can be
expressed as:
bC11(g) =
264 bP(g) 0nn;ni 0nn;nd0ni;nn bLp(g) 0ni;nd
0nd;nn 0nd;ni
bCd(g)
375 (12a)
bG11(g) =
24 0nn;nn  bP(g)AT 0nn;ndA bP(g) bR(g) 0ni;nd
0nd;nn 0ni;nd 0nd;nd
35 (12b)
bG12(g) =
24 bP(g)KT0ni;np
0nd;np
35 (12c)
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ip,np(t)
vp,np(t)CnpRnp
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vp,1(t)C1R1
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PEEC System
Fig. 2. RC terminations of the PEEC model
where the hat notation bf denotes the derivative of the function
f with respect to the parameter g.
B. RC terminations
In what follows, the computation of current and voltage
sensitivity will be discussed in the case of RC terminations.
The port currents can be expressed as:
ip(t; g) = is(t) GTvp(t; g) CT dvp(t; g)
dt
(13)
where is(t) 2 Rnp1 is the current source vector andGT and
CT 2 Rnpnp are diagonal matrices, whose diagonal elements
describe linear resistive and capacitive lumped elements. The
equivalent circuit of (13) is provided in Fig. 2. Inserting (13)
into (9), yields:
C11(g) +G12(g)CTG
T
12(g)

_x1(t; g) =
  G11(g) +G12(g)GTGT12(g) x1(t; g) +G12(g) is(t)
(14a)
vp(t; g) = G
T
12(g)x1(t; g) (14b)
ip(t; g) = is(t) GTGT12(g)x1(t; g) CTGT12(g) _x1(t; g)
(14c)
The current and voltage sensitivities are obtained by differen-
tiating (14) with respect to the parameter g:
C11(g) +G12(g)CTG
T
12(g)
 b_x1(t; g) =
  G11(g) +G12(g)GTGT12(g) bx1(t; g)
 
hbC11(g) + bG12(g)CTGT12(g) +G12CT bGT12i _x1(t; g)
 
h bG11(g) + bG12(g)GTGT12(g) +G12(g)GT bGT12(g)ix1(t; g)
+ bG12(g)is(t) (15a)
f(g)
g
Samples
Sample values
New evaluation point
Interpolated model
New evaluation value
Fig. 3. Example of sampling design space grid.
bvp(t; g) = bGT12(g)x1(t; g) +GT12(g)bx1(t; g) (15b)bip(t; g) = GT h bGT12(g)x1(t; g) +GT12(g)bx1(t; g)i
 CT
h bGT12(g) _x1(t; g) +GT12(g)b_x1(t; g)i (15c)
The contributions x1(t; g) and _x1(t; g) in (15) are computed
from (14). Upon knowledge of the matrices (12), computed
as explained below (Section IV), (15) can be calculated by
means of any differential equation solver.
IV. INTERPOLATION
A set of multivariate data samples fgk;P(gk);
Lp(gk);Cd(gk);R(gk);Kr(gk)gKtotk=1 is gathered to build an
interpolation model. An example is provided in Fig. 3 for the
case of one parameter. The red dots () represent the sampling
points used to build the interpolation model; for each red
dot a set of PEEC matrices is computed. In the proposed
approach a uniformly spaced sampling grid is utilized. In
the N-dimensional (ND) case, the points are still uniformly
sampled, but in the different directions of the ND design
space. Next, a model covering the entire design space, is
built by means of interpolation schemes (full black line). We
use the multivariate cubic spline interpolation method [18],
which is well-known for its stable and smooth characteristics.
The proposed interpolation scheme is continuous in the
first and second order derivatives. Now, a new set of PEEC
matrices and their derivatives can be obtained by evaluating
the interpolation model in any point of the design space. In
Fig. 3, the blue diamond () represents such a new sample.
V. STABILITY AND PASSIVITY PROPERTIES
Stability and passivity are crucial when the interpolation
model is utilized in a circuit simulator for transient analysis.
It is known that, while a passive system is also stable, the
reverse is not necessarily true. Passivity refers to the property
of systems that cannot generate more energy than they absorb
through their electrical ports. When the system is terminated
by arbitrary passive loads, none of them will cause the system
to become unstable. In the Laplace domain, a linear network
described by an admittance matrix Z(s) is passive if [19]:
1) Z(s) = Z(s) for all s, where “” is the complex
conjugate operator.
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2) Z(s) is analytic in <e(s) > 0.
3) Z(s) is a positive-real matrix, i.e. :
zT
 
ZT (s) + Z(s)

z  0 ; 8s : <e(s) > 0 and any
arbitrary vector z.
For each sample of the sampling grid, the computed in-
ternal PEEC matrices P(g), Lp(g) and Cd(g) are posi-
tive definite and R(g) is positive semidefinite [13], [15].
Hence, the impedance system described in (10), with Z =
GT12 (sC11 +G11)
 1
G12 (11) can easily be proven to be
a passive system, following the procedure outlined in [20].
The multivariate interpolation models of the internal PEEC
matrices must now also preserve the positive definiteness or
positive semidefiniteness to guarantee passivity of (9) for each
design space point outside the sampling grid. To this aim, we
use the spline-based passivity-preserving interpolation meth-
ods described in [13], which use particular mapping functions
to guarantee overall passivity, and also allow to analytically
compute the derivative matrices in (12). This passivity in the
Laplace domain leads to stable time-domain simulations for
the systems (9) for arbitrary passive loads.
To prove the stability of the sensitivity system for arbitrary
passive loads, we can derive the expression of the sensitivity
by deriving (10) with respect to a parameter of interest g:bVp = ZbIp + bZIp (16)
To prove the stability of (16), the two terms of this equation
have to be considered. The stability of the first term has just
been discussed, in what follows we will discuss the stability
of the second term bZIp. As we can see, the port currents
Ip are obtained by the solution of (10), together with the
corresponding termination equations, which yields a stable
result. Thus, the stability of bZ is sufficient to guarantee stable
time-domain simulations. The derivative of the impedance
system can written as:
bZ = bGT12 (sC11 +G11) 1G12+
GT12
d
dg
(sC11 +G11)
 1
G12
+GT12 (sC11 +G11)
 1 bG12 (17)
Since the derivative of an inverse matrix can be simplified as:
dA 1
dx
=  A 1 dA
dx
A 1 (18)
equation (17) can be recast as:
bZ = bGT12 (sC11 +G11) 1G12 
GT12 (sC11 +G11)
 1

sbC11 + bG11 (sC11 +G11) 1G12
+GT12 (sC11 +G11)
 1 bG12 (19)
We notice that the poles of (19) depend on the characteristic
polynomial of (sC11 +G11) and therefore they are the same
poles of (11) with double multiplicity. Since (11) represents
a passive and stable system, we can obviously conclude that
(19) is a stable system. We finally state that the sensitivity
system (16), as a sum of two stable contributions, has a stable
response for arbitrary passive loads.
Fig. 4. Spiral inductor.
VI. NUMERICAL RESULTS
Two numerical examples are proposed to validate the dis-
cussed technique. Parameterized time-domain sensitivity anal-
ysis is performed in both cases. Time-domain results obtained
by the presented algorithm are compared with those obtained
using the perturbative approach (with respect to the parameter
gm):
bvp;gm(t; g) = vp(t; g1; ::; gm +gm; ::; gM )  vp(t; g)gm
(20)
where m = 1; : : : ;M and gm represents the perturbation.
The accuracy of the perturbative approach depends on the
choice of the increment gm: if the increment is not small
enough, the estimation of the derivative is not accurate, while
if the perturbation is very small compared with the nomi-
nal value, numerical problems may occur due to numerical
noise. This may lead to inaccurate computation of the system
sensitivities. In contrast, thanks to the interpolation model,
the method presented in this paper leads to more accuracy
and numerical stability since the derivatives are computed
from continuously differentiable polynomials, built by means
of spline functions. The numerical simulations have been
performed on a Linux platform on an Intel Core(TM) i5 CPU
2.67 GHz machines with 8 GB RAM.
A. Spiral inductor
A spiral inductor, shown in Fig. 4, has been modeled in
this example. The dimensions are l1 = 0:8 mm (length of first
edge), l2 = 1:12 mm (length of second edge), t = 0:05 mm
(thickness of the spiral), n = 32 (number of edges). A
trivariate model has been built as a function of the conductor
width w 2 [0:10  0:15] mm and the space between turns
s 2 [0:15  0:30] mm in addition to time. A uniform sampling
grid has been built for six values of w and six values of s,
resulting in a 36 sets of PEEC matrices. Then, the interpolation
process, discussed in Section IV, has been performed.
The input port has been excited by a smooth pulse voltage
source with amplitude 1V, rise/fall times r = f = 1:5 ns,
width 7 ns and internal resistance RT = 50 
. Parameterized
voltage sensitivities with respect to the two parameters have
been computed with the proposed and perturbative approaches
for five values of w, equidistantly spaced between 0:105 mm
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Fig. 5. Time-domain voltage sensitivity with respect to w for the spiral
inductor (Section VI-A).
and 0:145 mm, and for five values of s, equidistantly spaced
between 0:165 mm and 0:285 mm. So, these values were
chosen outside the sampling grid in order to have a fair
accuracy comparison. Figs. 5 and 6 show the sensitivities for
some of those values. As clearly seen, the agreement between
the proposed and perturbative approach is satisfactory.
Table II compares the computational costs between the
perturbative and proposed method. Here, the sensitivity in one
design space point with respect to the two parameters has been
calculated. In this particular case, to obtain the parameterized
model 36 PEEC simulations were used (51 s per simulation)
and it took 21 s to interpolate the data. Using this model,
only 56:6 s are needed to perform the time-domain sensitivity
simulation in one design space point with respect to the two
parameters, therefore for N points (36  51 + 21 + 56:6 N) s
are needed. In the perturbative approach, 3 PEEC simulations
per point are needed (one nominal value and one neighbor per
parameter) and 9:3 s to perform the time-domain sensitivity
simulation, leading to (3  51 + 9:3) N s for N points. From
this two-dimensional example, it is clear that our new approach
become advantageous for N  18. It can be seen that the pro-
posed method is nearly three times faster then the perturbative
approach, apart from the computational overhead required for
the generation of the interpolation models. This cost can be
neglected for a large number of sensitivity computations, for
example if the proposed method is inserted in an optimization
process and it has to be invoked many times. Using the
proposed technique, different optimization processes can be
easily performed on a specific system, e.g. when different sets
of terminations (drivers and receivers) are connected to the
ports or when the source specifications change.
B. Three-port microstrip power-divider circuit
A three-port microstrip power-divider circuit [21] has been
modeled in this example. It is shown in Fig. 7. The geometrical
dimensions are lX = 20 mm, lY = 20 mm, lY;1 = 7:2 mm,
lY;3 = 15:2 mm, the conductor thickness tCond = 0:05 mm
4 6 8 10 12 14 16 18 20
−300
−200
−100
0
100
200
300
Time [ns]
dV
 / 
ds
 [V
/m
]
 
 
Proposed Approach
Perturbated PEEC Data
s = 0.165 [mm]
w = 0.105 [mm]
s = 0.285 [mm]
Fig. 6. Time-domain voltage sensitivity with respect to s for the spiral
inductor (Section VI-A).
wP1
P3P2
lX,1
lY,1 lY,3
lY
lX
Fig. 7. Three-port microstrip power-divider circuit.
and the dielectric thickness tDiel = 0:5 mm. As in the previous
example, a trivariate model has been built as a function of
lX;1 2 [4  15] mm and w 2 [0:8  1:2] mm, in addition
to time. The interpolation process has been performed using
a uniform sampling grid composed of 6  6 (lX1; w) values
according to Section IV. Port P1 has been excited by a smooth
pulse voltage source with amplitude 1V, rise/fall times r =
f = 1:5 ns and width 3 ns. Fig. 8 shows the ports voltages
for lX1 = 5:1 mm and w = 0:84 mm, while Figs. 9 and
10 show the parameterized voltage sensitivity with respect to
lX1 and w, respectively, for five values of lX1, equidistantly
spaced between 5:1 mm and 13:9 mm, and for five values
of w, equidistantly spaced between 0:84 mm and 1:16 mm.
So, again, these values are chosen outside the sampling grid
to allow a fair comparison. The numerical results confirm the
high accuracy of the presented algorithm. Table III shows that
the proposed model is almost twice faster than the perturbative
approach, apart from the computational cost to generate the
interpolation models, for which the same considerations made
previously are valid.
VII. CONCLUSIONS
This paper has presented a new method to perform pa-
rameterized sensitivity analyses of multiport systems that
depend on multiple design parameters. It is based on the
reliable and efficient combination of the PEEC method and
suitable interpolation schemes, which are able to provide
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TABLE II
COMPUTATIONAL RESULTS (CPU TIME) FOR EXAMPLE VI-A
Method PEEC matrices generation Interpolated model generation Sensitivity computation
Perturbative 51 s (1pt) -
Total 162:3 s
PEEC simulations (3 pts) 153:0 s
Time-domain simulation 9:3 s
Proposed -
Total 1857 s
PEEC simulations (36 pts) 1836 s
Model generation 21 s
Total 56:6 s
Model evaluation 1:4 s
Time-domain simulation 55:2 s
TABLE III
COMPUTATIONAL RESULTS (CPU TIME) FOR EXAMPLE VI-B
Method PEEC matrices generation Interpolated model generation Sensitivity computation
Perturbative 122 s (1pt) -
Total 397:8 s
PEEC simulations (3 pts) 366:0 s
Time-domain simulation 31:8 s
Proposed -
Total 4428 s
PEEC simulation (36 pts) 4392 s
Model generation 36 s
Total 205:4 s
Model evaluation 5:4 s
Time-domain simulation 200:0 s
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Fig. 8. Time-domain voltage at ports P1, P2 and P3 of the power divider
(Section VI-B).
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Fig. 9. Time-domain voltage sensitivity at port P1 of the power divider with
respect to lX1 (Section VI-B).
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Fig. 10. Time-domain voltage sensitivity at port P1 of the power divider
with respect to w (Section VI-B).
passive models over the entire design space along with the
corresponding sensitivities. We have discussed the required
stability and passivity properties of the systems involved in
the parameterized sensitivity analysis to guarantee stable time-
domain simulations. Pertinent numerical results have validated
the proposed method and confirm its high modeling capability
and efficiency with respect to the perturbative approach. Once
the model has been generated, the system responses and
corresponding sensitivities can be efficiently computed over
the entire design space of interest. Instead, the perturbative
approach needs additional simulations for each new point in
the design space and demands for a careful choice of the
perturbation values, which are often difficult to estimate.
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