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Abstract. Two asymptotically exact a posteriori error estimates are proposed for eigen-
values by the nonconforming Crouzeix–Raviart and enriched Crouzeix–Raviart elements.
The main challenge in the design of such error estimators comes from the nonconformity
of the finite element spaces used. Such nonconformity causes two difficulties, the first
one is the construction of high accuracy gradient recovery algorithms, the second one is a
computable high accuracy approximation of a consistency error term. The first difficulty
was solved for both nonconforming elements in a previous paper. Two methods are pro-
posed to solve the second difficulty in the present paper. In particular, this allows the
use of high accuracy gradient recovery techniques. Further, a post-processing algorithm
is designed by utilizing asymptotically exact a posteriori error estimators to construct the
weights of a combination of two approximate eigenvalues. This algorithm requires to solve
only one eigenvalue problem and admits high accuracy eigenvalue approximations both
theoretically and numerically.
Keywords. eigenvalue problems, nonconforming elements, asymptotically exact a poste-
riori error estimates
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1. Introduction
Asymptotically exact a posteriori error estimators are widely used to improve accuracy
of approximations. A posteriori error estimators were first proposed by Babusˇka and
Rheinboldt in 1978 [2]. Since then, some important branches of a posteriori error estimators
have been developed, such as residual type a posteriori error estimators [1, 4, 6, 7] and
recovery type a posteriori error estimators [3, 5, 17, 22, 24, 25]. For eigenvalues of the
Laplacian operator by the conforming linear element, asymptotically exact a posteriori
error estimates were proposed and analyzed in [18]. These error estimators play an
important role in improving the accuracy of eigenvalues to a remarkable fourth order.
For this conforming element, errors of eigenvalues can be decomposed into the square
of the energy norm of errors of eigenfunctions and a higher order term. Asymptotically
exact a posteriori error estimators follow directly from this crucial fact and an application
The authors were supported by NSFC projects 11625101, 91430213 and 11421101.
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of high accuracy gradient recovery techniques, such as polynomial preserving recovery
techniques(PPR for short hereinafter) in [23], Zienkiewicz-Zhu superconvergence patch
recovery techniques(SPR for short hereinafter) in [26] and the superconvergent cluster
recovery method in [16].
As for nonconforming elements, errors of eigenvalues are composed of the energy norm
of errors of corresponding eigenfunctions, an extra consistency term and a higher order
term. The nonconformity causes two major difficulties, the first one is the construction of
high accuracy gradient recovery algorithms, the second one is a computable high accuracy
approximation to the consistency error term. A previous paper [13] analyzes the optimal
superconvergence results for both the nonconforming Crouzeix-Raviart (CR for short here-
inafter) element and the enriched Crouzeix-Raviart (ECR for short hereinafter) element. It
offers a computable high accuracy approximation to the energy norm of eigenfunctions.
The aforementioned consistency error term requires to approximate eigenfunctions them-
selves with high accuracy, not gradients of eigenfunctions any more. The fact that there
exist no such function recovery techniques in literature causes the second difficulty for
nonconforming elements.
Two types of asymptotically exact a posteriori error estimators of eigenvalues are de-
signed for the nonconforming CR element and the ECR element. The main idea here
is to turn this function recovery problem into a high accuracy gradient recovery prob-
lem. The first type of a posteriori error estimators employs a commuting interpolation
of eigenfunctions, and the second type makes use of a conforming interpolation of eigen-
functions. Both types of asymptotically exact a posteriori error estimators require the
high accuracy gradient recovery technique for the nonconforming CR element and the
ECR element. The first design of asymptotically exact a posteriori error estimates is much
easier to implement but requires a commutable interpolation, while the other one applies
for more general nonconforming elements as long as the corresponding discrete space
contains a conforming subspace. Although both error estimates achieve the same the-
oretical accuracy, experiments indicate even higher accuracy for the first type of error
estimates when eigenfunctions are smooth enough. While the second one admits much
better experimental performance when eigenfunctions are singular.
An additional technique for high precision eigenvalues is to combine two approximate
eigenvalues by a weighted-average [11]. The accuracy of the resulting combining eigen-
values depends on the accuracy of the weights. In [11], two finite elements are employed
to solve eigenvalue problems on two meshes with one element producing upper bounds of
eigenvalues and the other one producing lower bounds. The main idea there is to design
approximate weights through these four resulting discrete eigenvalues. This algorithm is
verified to be quite efficient by experiments.
By use of the aforementioned asymptotically exact a posteriori error estimators, a new
post-processing algorithm is proposed and analyzed to improve the accuracy of eigen-
values. Given lower bounds of eigenvalues and the corresponding nonconforming ap-
proximate eigenfunctions, an application of the average-projection method [10] to these
eigenfunctions yields conforming approximate eigenfunctions. By [10], Rayleigh quo-
tients of such conforming eigenfunctions are asymptotical upper bounds of eigenvalues.
3The new algorithm combines the lower bounds and the upper bounds of eigenvalues by a
weighted-average. The weights here are designed from the corresponding asymptotically
exact a posteriori error estimators. The resulting combining eigenvalues are proved to
admit higher accuracy both theoretically and experimentally. It needs to point out that
only one discrete eigenvalue problem needs to be solved in this new algorithm.
The remaining paper is organized as follows. Section 2 presents second order elliptic
eigenvalue problems and some notations. Section 3 establishes and analyzes asymptoti-
cally exact a posteriori error estimators of eigenvalues by the nonconforming CR element
and the ECR element. Section 4 proposes two post-processing algorithms to approximate
eigenvalues with high accuracy. Section 5 presents some numerical tests.
2. Notations and Preliminaries
2.1. Notations. We first introduce some basic notations. Given a nonnegative integer k
and a bounded domain Ω ⊂ R2 with boundary ∂Ω, let W1,∞(Ω,R), Hk(Ω,R), ‖ · ‖k,Ω
and | · |k,Ω denote the usual Sobolev spaces, norm, and semi-norm, respectively. And
H10(Ω,R) = {u ∈ H1(Ω,R) : u|∂Ω = 0}. Denote the standard L2(Ω,R) inner product and
L2(K,R) inner product by (·, ·) and (·, ·)0,K, respectively.
Suppose that Ω ⊂ R2 is a bounded polygonal domain covered exactly by a shape-regular
partition Th into simplices. Let element K have vertices pi = (pi1, pi2), 1 ≤ i ≤ 3 oriented
counterclockwise, and corresponding barycentric coordinates {φi}3i=1. Denote {ei}3i=1 the
edges of element K, and {ti}3i=1 the unit tangent vectors with counterclockwise orientation.
Denote the column vectors e1 = (1, 0)T and e2 = (0, 1)T.
Let |K| denote the volume of element K and |e| the length of edge e. Let hK denote the
diameter of element K ∈ Th and h = maxK∈Th hK. Denote the set of all interior edges and
boundary edges of Th by Eih and Ebh, respectively, and Eh = Eih ∪ Ebh. For any interior edge
e = K1e ∩ K2e , we denote the element with larger global label by K1e , the one with smaller
global label by K2e . Let {·} and [·] be averages and jumps of piecewise functions over edge
e, namely
{v}|e := 12(v|K1e + v|K2e ), [v]|e := v|K1e − v|K2e
for any piecewise function v. For K ⊂ R2, r ∈ Z+, let Pr(K) be the space of all polynomials
of degree not greater than r on K. Denote the second order derivatives ∂
2u
∂xi∂x j
by ∂xix ju,
1 ≤ i, j ≤ 2, the piecewise gradient operator and the piecewise Hessian operator by ∇h and
∇2h, respectively.
Throughout the paper, a positive constant independent of the mesh size is denoted by
C, which refers to different values at different places.
2.2. Eigenvalue problems for nonconforming elements. On a domain Ω ⊂ R2 with
Lipschitz boundary, we consider a model eigenvalue problem of finding : (λ,u) ∈ R × V
such that ‖ u ‖0,Ω= 1 and
a(u, v) = λ(u, v) for any v ∈ V,(2.1)
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where V := H10(Ω,R). The bilinear form a(w, v) :=
∫
Ω ∇w · ∇v dx is symmetric, bounded,
and coercive, namely for any w, v ∈ V,
a(w, v) = a(v,w), |a(w, v)| ≤ C ‖ w ‖1,Ω‖ v ‖1,Ω, ‖ v ‖21,Ω≤ Ca(v, v).
The eigenvalue problem (2.1) has a sequence of eigenvalues
0 < λ1 ≤ λ2 ≤ λ3 ≤ ...↗ +∞,
and the corresponding eigenfunctions u1,u2,u3, ..., with
(ui,u j) = δi j with δi j =
{
0 i , j
1 i = j
.
Let Vh be a nonconforming finite element approximation to V overTh. The correspond-
ing finite element approximation of (2.1) is to find (λh,uh) ∈ R × Vh, such that ‖ uh ‖0,Ω= 1
and
ah(uh, vh) = λh(uh, vh) for any vh ∈ Vh,(2.2)
with the discrete bilinear form ah(wh, vh) defined elementwise as
ah(wh, vh) :=
∑
K∈Th
∫
K
∇hwh · ∇hvh dx.
Let N = dim Vh. Suppose that ‖ · ‖h:= ah(·, ·)1/2 is a norm over the discrete space Vh, the
discrete problem (2.2) admits a sequence of discrete eigenvalues
0 < λ1,h ≤ λ2,h ≤ λ3,h ≤ ...↗ λN,h,
and the corresponding eigenfunctions u1,h,u2,h, ...,uN,h, with (ui,h,u j,h) = δi j.
We consider the following two nonconforming elements: the CR element and the ECR
element.
• The CR element space over Th is defined in [8] by
VCR :=
{
v ∈ L2(Ω,R)∣∣v|K ∈ P1(K) for any K ∈ Th,∫
e
[v] ds = 0 for any e ∈ Eih,∫
e
v ds = 0 for any e ∈ Ebh
}
.
Moreover, we define the canonical interpolation operator ΠCR : H1(Ω,R) → VCR as
follows: ∫
e
ΠCRv ds =
∫
e
v ds for any e ∈ Eh, v ∈ H1(Ω,R).(2.3)
Denote the approximate eigenpair of (2.2) in the nonconforming space VCR
by (λCR,uCR) with ‖ uCR ‖0,Ω= 1.
5• The ECR element space over Th is defined in [9] by
VECR :=
{
v ∈ L2(Ω,R)∣∣v|K ∈ ECR(K) for any K ∈ Th,∫
e
[v] ds = 0 for any e ∈ Eih,∫
e
v ds = 0 for any e ∈ Ebh
}
.
with ECR(K) = P1(K) + span
{
x21 + x
2
2
}
. Define the canonical interpolation operator ΠECR :
H1(Ω,R)→ VECR by
(2.4)
∫
e
ΠECRv ds =
∫
e
v ds,
∫
K
ΠECRv dx =
∫
K
v dx ∀e ∈ Eh,K ∈ Th.
Denote the approximate eigenpair of (2.2) in the nonconforming space VECR by (λECR,uECR)
with ‖ uECR ‖0,Ω= 1.
It follows from the theory of nonconforming eigenvalue approximations in [9] that
(2.5) |λ − λCR|+ ‖ u − uCR ‖0,Ω +hs ‖ ∇h(u − uCR) ‖0,Ω≤ Ch2s ‖ u ‖1+s,Ω,
(2.6) |λ − λECR|+ ‖ u − uECR ‖0,Ω +hs ‖ ∇h(u − uECR) ‖0,Ω≤ Ch2s ‖ u ‖1+s,Ω,
provided that u ∈ H1+s(Ω,R) ∩H10(Ω,R), 0 < s ≤ 1.
For the CR element and the ECR element, there holds the following commuting property
of the canonical interpolations∫
K
∇(w −ΠCRw) · ∇vh dx = 0 for any w ∈ V, vh ∈ VCR,∫
K
∇(w −ΠECRw) · ∇vh dx = 0 for any w ∈ V, vh ∈ VECR,
(2.7)
see [8, 9] for details.
2.3. Some Taylor expansions. On each element K, denote the centroid of element K by
MK = (M1,M2). Let AK = h−2
∑3
i, j=1,i, j
(
(pi1 − p j1)2 − (pi2 − p j2)2
)
, BK = h−2
∑3
i=1
(
2pi1pi2 −∑3
j=1, j,i pi1p j2
)
, and HK = h−2
∑3
i=1 |ei|2. We introduce three short-hand notations
φ1ECR(x) = (x1 −M1)2 − (x2 −M2)2, φ2ECR(x) = (x1 −M1)(x2 −M2),
φ3ECR(x) = 2 − 36h2HK
2∑
i=1
(xi −Mi)2.
Note that functions φ1ECR, φ
2
ECR and φ
3
ECR belong to the compliment space of the shape
function space of the CR element with respect to P2(K).
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For any element K and Hh ∈ L2(K,R2×2), define
PKP1 (Hh) = −
1
2
3∑
i=1
|ei|2φi+1φi−1‖tTi Hhti‖0,K,
PKCR(Hh) =
‖eT1 Hhe1 − eT2 Hhe2‖0,K
4|K| 12 (I −ΠECR)φ
1
ECR +
‖eT1 Hhe2‖0,K
|K| 12 (I −ΠECR)φ
2
ECR
− (h2(AK + HK)
144|K| 12 ‖e
T
1 Hhe1‖0,K + h
2(HK − AK)
144|K| 12 ‖e
T
2 Hhe2‖0,K
+
h2BK
36|K| 12 ‖e
T
1 Hhe2‖0,K
)
φ3ECR,
PKECR(Hh) =
‖eT1 Hhe1 − eT2 Hhe2‖0,K
4|K| 12 (I −ΠECR)φ
1
ECR +
‖eT1 Hhe2‖0,K
|K| 12 (I −ΠECR)φ
2
ECR.
(2.8)
The following lemma lists the Taylor expansions of the canonical interpolation errors for
the conforming linear element, the CR element and the ECR element, respectively. See
[12, 15] for more details.
Lemma 2.1. For any quadratic function w ∈ P2(K),
(2.9)
(I −ΠP1)w = PKP1(∇2w),
(I −ΠCR)w = PKCR(∇2w),
(I −ΠECR)w = PKECR(∇2w),
where φi the corresponding barycentric coordinate to vertex pi.
2.4. Superconvergence results for the CR element. Before designing a posteriori error
estimators, we present the post-processing mechanism in [14] for the CR element. Denote
the shape function space of the Raviart-Thomas element [19] by
RTK := (P0(K))2 + xP0(K) for any K ∈ Th,
and the corresponding finite element space by
RT(Th) :=
{
τ ∈ H(div,Ω,R2) : τ|K ∈ RTK for any K ∈ Th
}
.
Given q ∈ RT(Th), define function Khq ∈ VCR × VCR as follows.
Definition 1. 1.For each interior edge e ∈ Eih, the elements K1e and K2e are the pair of elements
sharing e. Then the value of Khq at the midpoint me of e is
Khq(me) =
1
2
(
q|K1e (me) + q|K2e (me)
)
.
2.For each boundary edge e ∈ Ebh, let K be the element having e as an edge, and K′ be an element
sharing an edge e′ ∈ Eih with K. Let e′′ denote the edge of K′ that does not intersect with e, and m,
m′ and m′′ be the midpoints of the edges e, e′ and e′′, respectively. Then the value of Khq at the
point m is
Khq(m) = 2Khq(m′) − Khq(m′′).
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A one order superconvergence of the CR element is analyzed in [13], that is
(2.10) ‖ ∇u − Kh∇huCR ‖0,Ω≤ Ch2| ln h|1/2|u| 7
2 ,Ω
,
provided that u ∈ H 72 (Ω,R) ∩ H10(Ω,R). This superconvergence property leads to the
following lemma for second order derivatives of eigenfunctions.
Lemma 2.2. Let (λ,u) be the eigenpair of (2.1) with u ∈ H 72 (Ω,R) ∩ H10(Ω,R), and (λCR,uCR)
be the corresponding approximate eigenpair of (2.2) in VCR. It holds that
‖ ∇2u − ∇hKh∇huCR ‖0,Ω≤ Ch| ln h|1/2|u| 7
2 ,Ω
,
provided that u ∈ H 72 (Ω,R) ∩H10(Ω,R).
Proof. Let ΠP2u be the second order Lagrange interpolation of u, namely, the interpolation
ΠP2u is a piecewise quadratic function over Th and admits the same value as u at the
vertices of each element and the midpoint of each edge. It follows from the theory in [20]
that
(2.11)
∣∣u −ΠP2u∣∣i,Ω ≤ Ch3−i|u|3,Ω, 0 ≤ i ≤ 2.
Due to the triangle inequality,
(2.12) ‖ ∇2u − ∇hKh∇huCR ‖0,Ω≤‖ ∇2u − ∇2hΠP2u ‖0,Ω + ‖ ∇2hΠP2u − ∇hKh∇huCR ‖0,Ω .
By the inverse inequality,
(2.13) ‖ ∇2hΠP2u − ∇hKh∇huCR ‖0,Ω≤ Ch−1 ‖ ∇hΠP2u − Kh∇huCR ‖0,Ω .
A combination of (2.10), (2.11) and (2.13) yields
‖ ∇2hΠP2u − ∇hKh∇huCR ‖0,Ω ≤ Ch−1|ΠP2u − u|1,Ω + h−1 ‖ ∇u − Kh∇huCR ‖0,Ω
≤ Ch| ln h|1/2|u| 7
2 ,Ω
.
(2.14)
A substitution of (2.11) and (2.14) into (2.12) concludes
‖ ∇2u − ∇hKh∇huCR ‖0,Ω≤ Ch| ln h|1/2|u| 7
2 ,Ω
and completes the proof.  
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3. Asymptotically exact a posteriori error estimators
In this section, asymptotically exact a posteriori error estimators of eigenvalues are
designed and analyzed for the CR element and the ECR element.
For eigenvalues of the Laplacian operator solved by the conforming linear element,
asymptotically exact a posteriori error estimators in [18] are based on a simple identity
λh − λ = |u − uh|21,Ω − λ ‖ u − uh ‖20,Ω,
where (λh,uh) are discrete eigenpairs by this conforming element. Compared to the energy
norm of errors of eigenfunctions, the error ‖u−uh‖0,Ω is of higher order. By approximating
the first term |u − uh|21,Ω with high accuracy gradient recovery techniques [16, 23, 26],
asymptotically exact a posteriori error estimators of approximate eigenvalues are resulted
following the above identity.
For nonconforming elements of second order elliptic eigenvalue problems, the corre-
sponding identity includes an extra term, which represents consistency errors. Take the
CR element for example,
λ − λCR = |u − uCR|21,h + 2(ah(u,uCR) − λCR(u,uCR)) − λCR‖u − uCR‖20,Ω.(3.1)
The nonconformity leads to an extra term ah(u,uCR) − λCR(u,uCR), which relates to values
of eigenfunctions. Since there is no high accuracy techniques to recover eigenfunctions
themselves, this extra term causes the difficulty to approximate discrete eigenvalues with
high accuracy.
3.1. First type of asymptotically exact a posteriori error estimate. For both the CR el-
ement and the ECR element, the canonical interpolation admits a commuting property
(2.7). By subtracting (2.7) from the extra term, the aforementioned consistency error can
be expressed in terms of the interpolation errors of eigenfunctions. Taylor expansions in
Lemma 2.1 imply that the main ingredients of interpolation errors are the second order
derivatives of eigenfunctions. This important property turns the function recovery diffi-
culty into a gradient recovery problem. To be specific, for the CR element, thanks to the
commuting property (2.7) of the canonical interpolation operator ΠCR,
(3.2) λ − λCR = |u − uCR|21,h − 2λCR(u −ΠCRu,uCR) − λCR‖u − uCR‖20,Ω.
The term |u − uCR|21,h can be approximated with high accuracy by a direct application of
gradient recovery techniques [16, 23, 26]. Thanks to the canonical interpolation and Lemma
2.1, the consistency error term is turned to an interpolation error term (u−ΠCRu,uCR), which
can be approximated with high accuracy by the use of these gradient recovery techniques.
Then, asymptotically exact a posteriori error estimators of approximate eigenvalues are
designed from the decomposition (3.2). This idea also works for eigenvalues by the ECR
element.
9Note that within each element K, both∇hKh∇huCR and∇hKh∇huECR belong to L2(K,R2×2).
Define the following a posteriori error estimators
(3.3) FCRCR,1 =‖ Kh∇huCR − ∇huCR ‖20,Ω −2λCR
∑
K∈Th
∫
K
PKCR(∇hKh∇huCR)uCR dx,
(3.4) FECRECR,1 =‖ Kh∇huECR − ∇huECR ‖20,Ω −2λECR
∑
K∈Th
∫
K
PKECR(∇hKh∇huECR)uECR dx
with the polynomials PKCR and P
K
ECR defined in (2.8).
Theorem 3.1. Let (λ,u) be the eigenpairs of (2.1) with u ∈ H 72 (Ω,R)∩H10(Ω,R), and (λCR,uCR)
be the corresponding approximate eigenpairs of (2.2) in VCR. The a posteriori error estimators
FCRCR,1 in (3.3) satisfy ∣∣λ − λCR − FCRCR,1∣∣ ≤ Ch3| ln h|1/2|u|27
2 ,Ω
.
Proof. By the definition of FCRCR,1 in (3.3) and (3.2),
λ − λCR − FCRCR,1 =|u − uCR|21,h− ‖ Kh∇huCR − ∇huCR ‖20,Ω −λCR‖u − uCR‖20,Ω
− 2λCR
∑
K∈Th
(
u −ΠCRu − PKCR(∇2u),uCR
)
0,K
− 2λCR
∑
K∈Th
(
PKCR(∇2u) − PKCR(∇hKh∇huCR),uCR
)
0,K.
(3.5)
Thanks to (2.5) and (2.10),∣∣|u − uCR|21,h− ‖ Kh∇huCR − ∇huCR ‖20,Ω ∣∣ ≤ Ch3| ln h|1/2|u|27
2 ,Ω
.(3.6)
A combination of the Bramble-Hilbert lemma and Lemma 2.1 leads to
(3.7)
∣∣ ∑
K∈Th
(
u −ΠCRu − PKCR(∇2u),uCR
)
0,K
∣∣ ≤ Ch3|u|3,Ω.
By the definition of PKCR in (2.8) and Lemma 2.2,∣∣ ∑
K∈Th
(
PKCR(∇2u) − PKCR(∇hKh∇huCR),uCR
)
0,K
∣∣
≤ C
∑
K∈Th
h2‖∇2u − ∇hKh∇huCR‖0,K‖uCR‖0,K ≤ Ch3| ln h|1/2|u|27
2 ,Ω
.
(3.8)
A substitution of (2.5), (3.6), (3.7) and (3.8) into (3.5) concludes∣∣λ − λCR − FCRCR,1∣∣ ≤ Ch3| ln h|1/2|u|27
2 ,Ω
and completes the proof.  
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Notice that other a posteriori error estimators can be constructed following (3.3) with
different recovered gradients from Kh∇huCR. The resulting a posteriori error estimators
are asymptotically exact as long as the recovered gradients superconverge to the gradients
of eigenfunctions.
Similarly, the a posteriori error estimators FECRECR,1 in (3.4) are also asymptotically exact
as presented in the following theorem.
Theorem 3.2. Let (λ,u) be the eigenpairs of (2.1) with u ∈ H 72 (Ω,R)∩H10(Ω,R), and (λECR,uECR)
be the corresponding approximate eigenpairs of (2.2) in VECR. Then,∣∣λ − λECR − FECRECR,1∣∣ ≤ Ch3| ln h|1/2|u|27
2 ,Ω
.
Remark 3.1. Suppose that (λ,u) are the eigenpairs of the biharmonic operator with u ∈ H 92 (Ω,R)∩
H20(Ω,R), and (λM,uM) are the corresponding approximate eigenpairs by the Morley element on
an uniform triangulation Th. Thanks to the superconvergence of the Hellan–Herrmann–Johnson
element and its equivalence to the Morley element, the recovered Hessian Kh∇2huM superconverges
to ∇2u. Since the canonical interpolation operator of the Morley element also admits the commut-
ing property, a similar procedure produces asymptotically exact a posteriori error estimators for
eigenvalues by the Morley element.
3.2. Second type of asymptotically exact a posteriori error estimates. The second type of
asymptotically exact a posteriori error estimate works for any nonconforming elements as
long as the corresponding discrete space contains a conforming subspace and there exists
some high accuracy gradient recovery technique for the elements.
The canonical interpolation of a conforming element is employed here to approximate
the consistency error term. Take the CR element for example,
(3.9) λ − λCR = |u − uCR|21,h + 2a(u −ΠP1u,uCR) − 2λCR(u −ΠP1u,uCR) − λCR‖u − uCR‖20,Ω,
and the canonical interpolation ΠP1u of the conforming linear element admits the same
value of u on each vertex. The fact that this interpolation is not commutable, together with
the discontinuity of recovered gradients, causes the failure of the same procedure as that
for the first type of a posteriori error estimator. The main idea here is to rewrite the tricky
term by the Green identity as follows.
(3.10) a(u −ΠP1u,uCR) =
∑
e∈Eh
∫
e
(u −ΠP1u)[
∂uCR
∂n
] ds.
On each interior edge, the interpolation error is approximated by the average of recovered
interpolation errors on two adjacent elements.
Define the following a posteriori error estimators
(3.11)
FCRCR,2 = ‖ Kh∇huCR − ∇huCR ‖20,Ω +2
∑
e∈Eh
∫
e
{
PKP1(∇hKh∇huCR)
}[∂uCR
∂n
]
ds
−2λCR ∑
K∈Th
∫
K P
K
P1(∇hKh∇huCR)uCR dx,
11
FECRECR,2 = ‖ Kh∇huECR − ∇huECR ‖20,Ω +2
∑
e∈Eh
∫
e
{
PKP1(∇hKh∇huECR)
}[∂uECR
∂n
]
ds
− 2λECR
∑
K∈Th
∫
K
PKP1(∇hKh∇huECR)uECR dx,
(3.12)
with the polynomial PKP1 defined in (2.8).
Theorem 3.3. Let (λ,u) be the eigenpairs of (2.1) with u ∈ H 72 (Ω,R)∩H10(Ω,R), and (λCR,uCR)
be the corresponding approximate eigenpairs of (2.2) in VCR. The a posteriori error estimators
FCRCR,2 in (3.3) satisfy ∣∣λ − λCR − FCRCR,2∣∣ ≤ Ch3| ln h|1/2|u|27
2 ,Ω
.
Proof. According to the analysis for Theorem 3.1, the definition of FCRCR,2, (3.9) and (3.10), it
only remains to prove that
|
∑
e∈Eh
∫
e
(u −ΠP1u −
{
PKP1(∇hKh∇huCR)
}
)
[∂uCR
∂n
]
ds ≤ Ch3| ln h|1/2|u|27
2 ,Ω
The Cauchy-Schwarz inequality implies that∫
e
(u −ΠP1u −
{
PKP1(∇hKh∇huCR)
}
)
[∂uCR
∂n
]
ds
≤ C‖u −ΠP1u −
{
PKP1(∇hKh∇huCR)
}‖0,e‖[∂(uCR − u)∂n ]‖0,e.
(3.13)
Due to the trace theorem and (2.5),
(3.14) ‖[∂(uCR − u)
∂n
]‖0,e ≤ Ch1/2|u|2,ωe .
According to the Bramble-Hilbert lemma, trace theorem and Lemma 2.1,
(3.15) ‖u −ΠP1u − PKP1(∇2u)‖0,e ≤ Ch5/2|u|3,ωe .
A combination of Lemma 2.2 and trace theorem gives
(3.16) ‖PKP1(∇2u) − PKP1(∇hKh∇huCR)‖0,e ≤ Ch5/2| ln h|1/2|u| 72 ,ωe .
A substitution of (3.14), (3.15) and (3.16) into (3.13) concludes
|
∑
e∈Eh
∫
e
(u −ΠP1u −
{
PKP1(∇hKh∇huCR)
}
)
[∂uCR
∂n
]
ds ≤ Ch3| ln h|1/2|u|27
2 ,Ω
and completes the proof.  
Similarly, the a posteriori error estimators FECRECR,2 in (3.12) are also asymptotically exact.
Note that other asymptotically exact a posteriori error estimators can be constructed
following (3.11) and (3.12) but with different high accuracy recovered gradients.
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Remark 3.2. Since no commuting property of the element is required in the second design of
asymptotically exact a posteriori error estimates, this error estimate applies for more general
nonconforming elements and problems than the first type. Moreover, this type of a posteriori error
estimate also works for higher order elliptic equations as long as this nonconforming element admits
some superconvergence property and the discrete space contains some conforming subspace.
4. Postprocessing algorithm
This section proposes two methods to improve accuracy of approximate eigenvalues
by employing asymptotically exact a posteriori error estimators.
For the ease of presentation, we list the notations of different approximate eigenvalues
and a posteriori error estimates here. Denote the approximate eigenpairs by the CR ele-
ment, the ECR element and the conforming linear element onTh by (λCR,uCR), (λECR,uECR)
and (λP1 ,uP1), respectively. Apply the average-projection in [10] to the approximate eigen-
functions uCR. Denote the resulting eigenfunctions by u˜P∗1 . Define
(4.1) uP∗1 := u˜P∗1/ ‖ u˜P∗1 ‖0,Ω and λP∗1 := ah(uP∗1 ,uP∗1).
Denote the PPR postprocessing technique in [23] by the operator Kh and
FP1P1 :=‖ Kh∇uP1 − ∇uP1 ‖20,Ω .
According to [18], FP1P1 are asymptotically exact a posteriori error estimates for eigenvalues
λP1 . Replace the recovered gradient Kh∇uP1 in the above definition by Kh∇huCR and Kh∇uP∗1 ,
and denote the resulting a posteriori error estimates by FCRP1 and F
P∗1
P1
, respectively. Lemma
2.2 reveals that error estimates FCRP1 are asymptotically exact.
For eigenvalues λCR by the CR element, replace the recovered gradient Kh∇huCR in (3.3)
by Kh∇uP1 and Kh∇uP∗1 , and denote the resulting first type of a posteriori error estimators
by FP1CR,1 and F
P∗1
CR,1, respectively. Similarly, replace the recovered gradient Kh∇huCR in
(3.11) by Kh∇uP1 and Kh∇uP∗1 , and denote the resulting second type of a posteriori error
estimators by FP1CR,2 and F
P∗1
CR,2, respectively. According to [23], recovered gradients Kh∇uP1
admit a similar superconvergence result as Kh∇huCR in (2.10). Thus, both error estimators
FP1CR,1 and F
P1
CR,2 are asymptotically exact.
4.1. Recovered eigenvalues. The first approach is to add the discrete eigenvalues and
the corresponding asymptotically exact a posteriori error estimates together. A direct
application of Theorem 3.1 and 3.3 proves the higher accuracy of the resulting recovered
eigenvalues than that of the original ones.
Table 1 lists the definitions of most recovered eigenvalues mentioned in this paper
and the theoretical convergence rates for each recovered eigenvalue. These theoretical
convergence rates are direct results from Theorem 3.1 and 3.3, and the superconvergence
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Recovered gradients Recovered eigenvalues order
λCR
Kh∇huCR λR, CRCR,1 := λCR + FCRCR,1 λR, CRCR,2 := λCR + FCRCR,2 3
Kh∇uP1 λR, P1CR,1 := λCR + FP1CR,1 λR, P1CR,2 := λCR + FP1CR,2 3
Kh∇uP∗1 λ
R, P∗1
CR,1 := λCR + F
P∗1
CR,1 λ
R, P∗1
CR,2 := λCR + F
P∗1
CR,2 -
λP1
Kh∇huCR λR, CRP1 := λP1 + FCRP1 3
Kh∇uP1 λR, P1P1 := λP1 + FP1P1 3
Kh∇uP∗1 λ
R, P∗1
P1
:= λP1 + F
P∗1
P1
-
λP∗1
Kh∇huCR λR, CRP∗1 := λP∗1 + F
CR
P∗1
3
Kh∇uP1 λR, P1P∗1 := λP∗1 + F
P1
P∗1
3
Kh∇uP∗1 λ
R, P∗1
P∗1
:= λP∗1 + F
P∗1
P∗1
-
Table 1. Definitions of recovered eigenvalues and the corresponding convergence rates.
results of the recovered gradients Kh∇huCR and Kh∇uP1 . Although there is no superconver-
gence result for the recovered gradient Kh∇uP∗1 , numerical examples still indicate a higher
accuracy for the resulting recovered eigenvalues than the original ones.
4.2. Combining eigenvalues. Another way to achieve high accuracy is to take weighted-
average of discrete eigenvalues with the weights computed by the corresponding asymp-
totically exact a posteriori error estimates. Usually the weighted-average of lower bounds,
such as λCR and λECR, and upper bounds, like λP1 and λP∗1 can achieve better accuracy
than those of two lower bounds or two upper bounds.
In this paper, the lower bounds of eigenvalues are fixed as λCR, and the upper bounds
are λP1 or λP∗1 as shown in Table 2. As listed in the first two columns of the table, four
different asymptotically exact a posteriori error estimates FCRCR,1, F
CR
CR,2, F
P1
CR,1 and F
P1
CR,2 of
lower bounds λCR are considered here to compute the weights. The first two rows list
the two a posteriori error estimates FCRP1 and F
P1
P1
for upper bounds λP1 , and the three a
posteriori error estimates FCRP∗1 , F
P1
P∗1
and FP
∗
1
P∗1
for upper bounds λP∗1 . The notations for the
resulting combining eigenvalues are listed in the right bottom block of this table. Take the
notation λC, P
∗
1
P1,CR,1
for example. Define
(4.2) λC, P
∗
1
P1,CR,1
:=
FP1CR,1
FP1CR,1 − FCRP∗1
λP∗1 −
FCRP∗1
FP1CR,1 − FCRP∗1
λCR.
The combining eigenvalues λC, P
∗
1
P1,CR,1
are the weighted-average of the lower bounds λCR
and upper bounds λP∗1 with the weights computed from the a posteriori error estimates
FP1CR,1 and F
CR
P∗1
. The other combining eigenvalues are defined in a similar way to the one in
(4.2).
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λP1 λP∗1
FCRP1 F
P1
P1
FCRP∗1 F
P1
P∗1
FP
∗
1
P∗1
λCR
FCRCR,1 λ
C, P1
CR,CR,1 λ
C, P1
CR,P1,1
λ
C, P∗1
CR,CR,1 λ
C, P∗1
CR,P1,1
λ
C, P∗1
CR,P∗1,1
FCRCR,2 λ
C, P1
CR,CR,2 λ
C, P1
CR,P1,2
λ
C, P∗1
CR,CR,2 λ
C, P∗1
CR,P1,2
λ
C, P∗1
CR,P∗1,2
FP1CR,1 λ
C, P1
P1,CR,1
λC, P1P1,P1,1 λ
C, P∗1
P1,CR,1
λ
C, P∗1
P1,P1,1
λ
C, P∗1
P1,P∗1,1
FP1CR,2 λ
C, P1
P1,CR,2
λC, P1P1,P1,2 λ
C, P∗1
P1,CR,2
λ
C, P∗1
P1,P1,2
λ
C, P∗1
P1,P∗1,2
Table 2. Notations for varied combining eigenvalues.
The difference between the combining eigenvalues we propose and those in [11] lies
in the design of approximate weights. In [11], two elements, which produce two up-
per bounds and two lower bounds of eigenvalues, respectively, are employed to solve
eigenvalue problems on two successive meshes. The weights there are computed by the
resulting four approximate eigenvalues, while the weights in this paper are computed by
the corresponding a posteriori error estimators.
Most of the combining eigenvalues in Table 2 requires to solve two eigenvalue problems
and the corresponding a posteriori error estimates, or even one more eigenvalue problem
for the recovered gradient. The only exceptions are the combining eigenvalues λC, P
∗
1
CR,CR,1,
λ
C, P∗1
CR,CR,2, λ
C, P∗1
CR,P∗1,1
and λC, P
∗
1
CR,P∗1,2
, since the eigenpair (λP∗1 ,uP∗1) are computed by the projection
in [10] of nonconforming eigenfunctions uCR. A third order convergence rate of the
resulting combining eigenvalues λC, P
∗
1
CR,CR,1 and λ
C, P∗1
CR,CR,2 is guaranteed by the high accuracy
recovered gradient Kh∇huCR.
5. Numerical examples
This section presents six numerical tests for eigenvalues of the Laplacian operator. The
first three examples deal with smooth enough eigenfunctions and the other three deal with
singular eigenfunctions.
5.1. Adaptive algorithm. The a posteriori error estimators in Section 3 can also be em-
ployed to develop adaptive algorithms. Starting from an initial grid T1, our adaptive
mesh refinement process operates in the following (widely used) way (see [21]):
(1) Set k=0.
(2) Compute the eigenvalues from (2.2) on Tk.
(3) Compute the local error indicators. Take the CR element with the second type of
asymptotically exact a posteriori error estimate for example. Define
(5.1)
η2K = ‖ Kh∇huCR − ∇huCR ‖20,K +2
∫
∂K
{
PKP1(∇hKh∇huCR)
}[∂uCR
∂n
]
ds
−2λCR
∫
K P
K
P1(∇hKh∇huCR)uCR dx,
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and η2 =
∑
K∈T η2K.
(4) If η2 is sufficiently small then stop. Otherwise, refine those elements K ∈ Tk with
ηK > θmaxK∈Tk ηK.
(5) Set k = k + 1 and go to (2).
Here 0 < θ < 1 is a fixed threshold. In our numerical experiments, we always set θ = 0.3.
In this section, to distinguish from approximate eigenvalues on uniform triangulations,
denote the approximate eigenvalue on those triangulations from the above adaptive algo-
rithm by λACR, and the corresponding recovered eigenvalues by
λR, ACR = λ
A
CR + F
CR
CR,2.
5.2. Example 1. In this example, the model problem (2.1) on the unit square Ω = (0, 1)2 is
considered. The exact eigenvalues are
λ = (m2 + n2)pi2, m, n are positive integers,
and the corresponding eigenfunctions are u = 2 sin(mpix1) sin(npix2). The domain is parti-
tioned by uniform triangles. The level one triangulation T1 consists of two right triangles,
obtained by cutting the unit square with a north-east line. Each triangulation Ti is refined
into a half-sized triangulation uniformly, to get a higher level triangulation Ti+1.
5.2.1. Recovered eigenvalues. Figure 1 plots the errors of the first approximate eigenvalues
by the CR element, the ECR element, the conforming linear element and their corre-
sponding recovered eigenvalues. It shows that the approximate eigenvalues λCR, λECR
h
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Figure 1. The errors of recovered eigenvalues for Example 1.
and λP1 converge at a rate 2, the recovered eigenvalues λ
R, CR
CR, 2 converge at a rate 3 and
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the recovered eigenvalues λR, CRCR, 1 , λ
R, ECR
ECR, 1 , λ
R, ECR
ECR, 2 and λ
R, P1
P1
converge at a higher rate 4.
Note that although the theoretical convergence rates of the recovered eigenvalues λR, CRCR, 1 ,
λR, ECRECR, 1 and λ
R, ECR
ECR, 2 are only 3, numerical tests indicate an even higher convergence rate
4. The errors of the recovered eigenvalues λR, CRCR, 1 , λ
R, CR
CR, 2 , λ
R, ECR
ECR, 1 , λ
R, ECR
ECR, 2 and λ
R, P1
P1
on T8
are 2.02 × 10−7, 3.09 × 10−5, 3.66 × 10−8, 2.52 × 10−7, 1.04 × 10−6, respectively. They are
significant improvements on the errors of the approximate eigenvalues λCR, λECR and λP1 ,
which are 3.30× 10−4, 9.91× 10−4 and 2.97× 10−3, respectively. This reveals that recovered
eigenvalues are quite remarkable improvements on finite element solutions. It shows
that the most accurate approximations are λR, ECRECR, 1 , followed by λ
R, ECR
ECR, 1 , λ
R, CR
CR, 2 , λ
R, CR
P1
and
λR, CRP∗1
. Compared to approximations λR, CRP1 , recovered eigenvalues λ
R, CR
P∗1
achieve pretty
much the same accuracy, but require to solve only discrete eigenvalue problem.
λC, P1CR,CR, 1 λ
C, P1
CR,P1, 1
λ
C, P∗1
CR,CR, 1 λ
C, P∗1
CR,P1, 1
λ
C, P∗1
CR,P∗1, 1
error 9.95E-09 5.23E-09 1.03E-08 1.17E-09 6.50E-08
λC, P1P1,CR, 1 λ
C, P1
P1,P1, 1
λ
C, P∗1
P1,CR, 1
λ
C, P∗1
P1,P1, 1
λ
C, P∗1
P1,P∗1, 1
error 8.36E-08 7.89E-08 8.39E-08 7.48E-08 8.60E-09
Table 3. The errors of different combining eigenvalues on the mesh T8 for Example 1.
5.2.2. Combining eigenvalues. The errors of some combining eigenvalues onT8 are recorded
in Table 3. Among all the errors in Table 3, the smallest one is 1.17×10−9, and it is the error
of a weighted-average of λCR and λP∗1 , where the weights are computed by F
CR
CR, 1 and F
P1
P∗1
.
For the combining eigenvalue λC, P
∗
1
CR,CR, 1 on T8, the error 1.03 × 10−8 is a little larger than
the smallest one in Table 3, but less computational expense is required. Note that all these
combining eigenvalues behave much better than the recovered eigenvalues λR, CRCR, 1 , λ
R, P1
P1
,
λR, CRP1 , λ
R, P1
P∗1
and λR, CRP∗1 in Figure 1.
5.2.3. Extrapolation eigenvalues. Table 4 compares the performance of recovered eigenval-
ues and extrapolation eigenvalues. It shows that the recovered eigenvalues λR, CRCR, 1 behave
better than the extrapolation eigenvalues λEXPP1 , but worse than λ
EXP
CR .
5.3. Example 2: Neumann Boundary. Next we consider the following eigenvalue prob-
lem (2.1) on the unit square Ω = (0, 1)2 with boundary conditions
u|x1=0 = u|x2=0 = u|x2=1 = ∂x1u|x1=1 = 0.
In this case, there exists an eigenpair (λ,u) where λ = 5pi
2
4 ,u = 2 cos
pi(x1−1)
2 sinpix2.
We solve this problem on the same sequence of uniform triangulations employed in
Example 1. Figure 2 shows that the approximate eigenvalues by the CR element, the ECR
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h λCR λP1 λ
EXP
CR λ
EXP
P1
λR, CRCR, 1 λ
R, P1
P1
1/4 -0.3407 3.1266 0.0140 0.0818 0.1236 1.0103
1/8 -8.47E-02 7.66E-01 6.42E-04 -2.04E-02 3.19E-03 6.77E-02
1/16 -2.11E-02 1.91E-01 3.72E-05 -1.34E-03 -4.20E-06 4.26E-03
1/32 -5.29E-03 4.76E-02 2.28E-06 -8.24E-05 -7.15E-06 2.66E-04
1/64 -1.32E-03 1.19E-02 1.42E-07 -5.12E-06 -6.65E-07 1.66E-05
1/128 -3.30E-04 2.97E-03 8.85E-09 -3.19E-07 -4.84E-08 1.04E-06
1/256 -8.26E-05 7.43E-04 5.59E-10 -1.99E-08 -3.25E-09 6.47E-08
Table 4. The errors of recovered eigenvalues and extrapolation eigenvalues, whereλEXPCR =
(4λhCR − λ2hCR)/3 and λEXPP1 = (4λhP1 − λ2hP1 )/3 are approximate eigenvalues by extrapolation
methods.
h
1/2 1/4 1/8 1/16 1/32 1/64 1/128
e
rr
o
r 
o
f t
he
 fi
rs
t e
ig
en
va
lu
es
10-10
10-8
10-6
10-4
10-2
100
102
λCR
λCR + F
CR
CR,1
λCR + F
CR
CR,2
λECR
λECR + F
ECR
ECR,1
λECR + F
ECR
ECR,2
λP1
λP1 + F
P1
P1
slope is 2
slope is 7
slope is 3
slope is 4
Figure 2. The errors of recovered eigenvalues for Example 2.
element and the conforming linear element converge at the same rate 2, the recovered
eigenvalue λR, CRCR, 2 converges at a rate 3, the recovered eigenvalues λ
R, CR
CR, 1 , λ
R, ECR
ECR, 2 and λ
R, P1
P1
converge at a rate 4. Especially, the recovered eigenvalue λR, ECRECR, 1 converges at a strikingly
higher rate 7.
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5.4. Example 3: Triangle Domain. In this experiment, we consider the eigenvalue prob-
lem (2.1) on the domain which is an equilateral triangle:
Ω =
{
(x1, x2) ∈ R2 : 0 < x2 <
√
3x1,
√
3(1 − x1) < x2
}
.
The boundary consists of three parts: Γ1 =
{
(x1, x2) ∈ R2 : x2 =
√
3x1, 0.5 ≤ x1 ≤ 1
}
,
Γ2 =
{
(x1, x2) ∈ R2 : x2 =
√
3(1−x1), 0.5 ≤ x1 ≤ 1
}
, Γ3 =
{
(x1, x2) ∈ R2 : x1 = 1, 0 ≤ x2 ≤ 1
}
.
Under the boundary conditions u|Γ1∪Γ2 = 0 and ∂x1u|Γ3 = 0, there exists an eigenpair (λ,u),
where λ = 16pi
2
3 and
u =
2 4
√
12
3
(
sin
4pix2√
3
+ sin 2pi(x1 − x2√
3
) + sin 2pi(1 − x1 − x2√
3
)
)
.
The level one triangulation T1 is obtained by refining the domain Ω into four half-sized
T2 T3 T4 T5 T6 T7
λ − λCR -3.3545 3.6697 9.61E-01 2.43E-01 6.10E-02 1.53E-02
λ − λR, CRCR, 1 -26.056 -2.10E-01 -9.46E-03 -2.80E-04 -6.08E-06 -8.80E-09
λ − λR, CRCR, 2 -24.192 6.67E-01 1.11E-01 1.46E-02 1.81E-03 2.24E-04
λ − λECR 1.177 4.8974 1.3186 3.36E-01 8.44E-02 2.11E-02
λ − λR, ECRECR, 1 -19.2136 0.3463 2.85E-02 2.27E-03 1.55E-04 1.01E-05
λ − λR, ECRECR, 2 -2.32E+01 2.12E-03 1.25E-04 3.48E-04 3.28E-05 2.40E-06
λ − λP1 20.1024 -11.1936 -2.879 -7.29E-01 -1.83E-01 -4.58E-02
λ − λR, P1P1 26.817 1.0209 0.1005 3.49E-03 9.62E-05 2.21E-06
Table 5. The errors and convergence rates of recovered eigenvalues for Example 3.
triangles. Each triangulation Ti is refined into a half-sized triangulation uniformly, to get
a higher level triangulation Ti+1. It is showed in Table 5 that the recovered eigenvalues
converge much faster than discrete eigenvalues and the recovered eigenvalue λR, CRCR, 1 on
T8 achieves the smallest error 8.80 × 10−9.
5.5. Example 4: L-shaped Domain. Next we consider the eigenvalue problem (2.1) on
a L-shaped domain Ω = (−1, 1)2/[0, 1] × [−1, 0]. For this problem, the third and the
eighth eigenvalues are known to be 2pi2 and 4pi2, respectively, and the corresponding
eigenfunctions are smooth.
In the computation, the level one triangulation is obtained by dividing the domain into
three unit squares, each of which is further divided into two triangles. Each triangulation
is refined into a half-sized triangulation uniformly to get a higher level triangulation. Since
exact eigenvalues of this problem are unknown, we solve the first eight eigenvalues by
the conforming P3 element on the mesh T9, and take them as reference eigenvalues.
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λ1 λ2 λ3 λ4 λ5 λ6 λ7 λ8
λCR 9.68E-04 9.65E-05 6.69E-05 1.79E-04 8.75E-04 7.75E-04 4.44E-04 3.48E-04
λP1 -1.10E-03 -4.52E-04 -6.02E-04 -8.83E-04 -1.37E-03 -1.37E-03 -1.21E-03 -1.23E-03
λP∗1 -1.41E-03 -4.53E-04 -6.03E-04 -8.85E-04 -1.60E-03 -1.51E-03 -1.21E-03 -1.32E-03
λR, CRCR, 1 4.22E-04 8.29E-07 -1.60E-07 -2.18E-07 3.11E-04 1.80E-04 1.11E-06 -8.53E-07
λR, CRCR, 2 2.41E-05 1.04E-05 8.32E-06 9.85E-06 2.48E-05 1.68E-05 1.70E-05 1.30E-05
λR, P1P1 4.78E-04 7.24E-06 8.03E-07 3.35E-06 3.54E-04 2.09E-04 1.72E-05 4.11E-06
λ
R, P∗1
P∗1
7.53E-04 7.93E-06 2.46E-06 5.36E-06 5.62E-04 3.28E-04 1.84E-05 8.34E-06
λC, P1CR,P1 ,2 1.94E-04 9.88E-06 7.65E-06 8.80E-06 1.34E-04 7.89E-05 1.70E-05 1.11E-05
λ
C, P∗1
CR,P∗1 ,2
2.46E-04 9.99E-06 7.80E-06 9.13E-06 1.76E-04 1.08E-04 1.73E-05 1.21E-05
Table 6. Relative errors of different approximations to the first eight eigenvalues on T7
for Example 4.
Table 6 compares the relative errors of the first eight approximate eigenvalues on T7 by
different methods. It implies that the errors of the recovered eigenvalues λR, CRCR, 1 are slightly
smaller than those of λR, P1P1 . For the first eigenvalue, the eigenfunction is singular. The
corresponding recovered eigenvalues λR, CRCR, 2 achieve higher accuracy than the recovered
eigenvalues λR, CRCR, 1 and λ
R, P1
P1
. For the third eigenvalue, the corresponding eigenfunction
is smooth. The relative errors of the third recovered eigenvalues λR, CRCR, 1 and λ
R, P1
P1
are
1.60 × 10−7 and 8.03 × 10−7, respectively, smaller than those of the recovered eigenvalues
λR, CRCR, 2 .
It is observed in Table 6 that for different eigenvalues, the relative errors of the ap-
proximate eigenvalues λCR do not vary too much. This phenomenon still holds for the
approximate eigenvalues λP1 and λP∗1 . However, for the approximate eigenvalues λ
R, CR
CR, 1 ,
λR, P1P1 and λ
R, P∗1
P∗1
, the relative errors of various eigenvalues are quite different. The rea-
son is that the accuracy of the first type of a posteriori error estimators relies heavily
on the regularity of the corresponding eigenfunctions. The relative errors of the various
recovered eigenvalues λR, CRCR, 2 differ little from each other. This fact implies that the accu-
racy of the second type of a posteriori error estimators is insensitive to the regularity of
eigenfunctions.
Figure 3 plots the resulting eigenfunctions on triangulations T10, T20, T30 and T40 from
the adaptive algorithm in Section 5.1. Figure 4 plots the relationship between errors of the
first eigenvalues and the size of discrete eigenvalue problems. It shows that approximate
eigenvalues λACR on adaptive triangulations behave even better than the first type of
recovered eigenvalues λR, CRCR, 1 on uniform triangulations. The recovered eigenvalues λ
R, CR
CR, 2
on the uniform triangulations behave best among all approximations.
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Figure 3. The first eigenfunctions on adaptive triangulations with k = 10, k = 20, k = 30
and k = 40 for Example 4.
5.6. Example 5: H-shaped Domain. Next we consider the following eigenvalue problem
−∆u = λu in Ω,
u = 0 in ∂Ω,
(5.2)
on a H-shaped domain in Figure 5. Note that the first eigenfunction is singular.
The level one triangulation is uniform and shown in Figure 5. Each triangulation is
refined into a half-sized triangulation uniformly to get a higher level triangulation. Since
exact eigenvalues of this problem are unknown, the conforming P3 element is employed to
solve the eigenvalue problem on the mesh T9, and the resulting approximate eigenvalues
are taken as reference eigenvalues.
As presented in Table 7, the recovered eigenvalues λR, CRCR, 2 performs better than λ
R, CR
CR, 1
when the eigenfunctions are singular. The errors of λR, CRCR, 1 and λ
R, CR
CR, 2 on T7 are 2.06× 10−5
and 4.56× 10−3, respectively. The recovered eigenvalue λR, CRCR, 2 on T7 achieves the smallest
error, remarkably smaller than the combining eigenvalues with error 1.48 × 10−3. The
reason why the combining eigenvalues behave worse is that the asymptotically exact a
posteriori error estimators FCRP∗1 are less accurate than F
CR
CR, 2 when the eigenfunctions are
singular.
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Figure 4. The errors of the first eigenvalue for Example 4.
(-2,-2)
(-2,2)
(2,-2)
(2,2)
Figure 5. Initial triangulation for Example 5.
Figure 6 plots the resulting eigenfunctions on triangulations T10, T20, T30 and T40 from
the adaptive algorithm in Section 5.1. Figure 7 plots the relationship between errors of
the first eigenvalues and the size of discrete eigenvalue problems. The performance of
these approximations is quite similar to that for Example 4. Compared to the first type
of recovered eigenvalues λR, CRCR, 1 on uniform triangulations, approximate eigenvalues λ
A
CR
on adaptive triangulations achieve higher accuracy. The recovered eigenvalues λR, ACR on
adaptive triangulations behave much better than other approximations.
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h λCR λP1 λ
R, CR
CR, 1 λ
R, CR
CR, 2 λ
R, P1
P1
λ
R, P∗1
P∗1
λ
C, P∗1
CR, CR,2
T2 1.61E+00 -2.84E+00 6.27E-01 4.39E-01 1.93E+00 2.01E+00 6.46E-01
T3 5.74E-01 -7.99E-01 2.05E-01 6.03E-02 3.37E-01 4.70E-01 1.21E-01
T4 2.06E-01 -2.54E-01 7.52E-02 8.46E-03 8.76E-02 1.44E-01 3.07E-02
T5 7.54E-02 -8.68E-02 2.91E-02 9.72E-04 3.04E-02 5.26E-02 1.00E-02
T6 2.83E-02 -3.10E-02 1.15E-02 8.95E-05 1.17E-02 2.05E-02 3.74E-03
T7 1.09E-02 -1.15E-02 4.56E-03 2.06E-05 4.61E-03 8.10E-03 1.48E-03
Table 7. Errors of the first eigenvalue approximations by different methods for Example 5.
Figure 6. The first eigenfunctions on adaptive triangulations with k = 10, k = 20, k = 30
and k = 40 for Example 5.
5.7. Example 6: Hollow-shaped Domain. Next we consider the following eigenvalue
problem
−∆u = λu in Ω,
u = 0 in ∂Ω,
(5.3)
on a hollow-shaped domain in Figure 8. Note that the first eigenfunction is singular.
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Figure 7. The errors of the first eigenvalue for Example 5.
(-1,-1)
(-1,1)
(1,-1)
(1,1)
Figure 8. Initial triangulation for Example 6.
The level one triangulation is uniform and shown in Figure 8. Each triangulation is
refined into a half-sized triangulation uniformly to get a higher level triangulation. Since
exact eigenvalues of this problem are unknown, the conforming P3 element is employed to
solve the eigenvalue problem on the mesh T9, and the resulting approximate eigenvalues
are taken as reference eigenvalues.
Table 8 lists the errors of approximate eigenvalues on each mesh by different methods.
The recovered eigenvalues λR, CRCR, 2 performs remarkably better than all the other recovered
eigenvalues and combining eigenvalues when the eigenfunctions are singular. The error
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h λCR λP1 λ
R, CR
CR, 1 λ
R, CR
CR, 2 λ
R, P1
P1
λ
R, P∗1
P∗1
λ
C, P∗1
P∗1 , P
∗
1 ,2
T2 6.12E+00 -1.10E+01 1.41E+00 1.21E+00 7.25E+00 7.84E+00 -3.11E-01
T3 1.97E+00 -2.99E+00 4.87E-01 1.34E-01 1.07E+00 1.53E+00 -5.25E-02
T4 6.54E-01 -8.91E-01 1.91E-01 1.73E-02 2.41E-01 4.01E-01 -1.78E-02
T5 2.26E-01 -2.84E-01 7.53E-02 1.33E-03 8.00E-02 1.40E-01 -5.85E-03
T6 8.15E-02 -9.56E-02 2.99E-02 -3.15E-05 3.06E-02 5.39E-02 -1.71E-03
T7 3.03E-02 -3.36E-02 1.20E-02 2.47E-06 1.21E-02 2.13E-02 -4.37E-04
Table 8. Errors of the first eigenvalue approximations by different methods for Example 6.
Figure 9. The errors of the first eigenvalue for Example 6.
of the recovered eigenvalue λC, P
∗
1
CR, P∗1,2
on T7 is 4.37 × 10−4, it is smaller than all the other
approximations but λR, CRCR, 2 . It implies that if eigenfunctions are not smooth enough, the
second type of asymptotically exact a posteriori error estimates FCRCR, 2 for the corresponding
eigenvalues admit higher accuracy than FCRCR, 1.
Figure 9 plots the relationship between errors of the first eigenvalues and the size of dis-
crete eigenvalue problems. Figure 10 plots the resulting eigenfunctions on triangulations
T10, T20, T30 andT40 from the adaptive algorithm in Section 5.1. The performance of these
approximations is quite similar to those for Example 4 and Example 5. The second type
of recovered eigenvalues on uniform triangulations achieve remarkable higher accuracy
of eigenvalues than all the other approximations.
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Figure 10. The first eigenfunctions on adaptive triangulations with k = 10, k = 20, k = 30
and k = 40 for Example 6.
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