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Abstract. In this tutorial, we introduce the basic concepts and mathe-
matical tools needed for phase-space description of a very common class
of states, whose phase properties are described by Gaussian Wigner
functions: the Gaussian states. In particular, we address their manip-
ulation, evolution and characterization in view of their application to
quantum information.
Contents
1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
2 Basic notation and definition of Gaussian state . . . . . . . . . . . . . . . . . . . . 2
3 Evolution of Gaussian states . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
4 Linear and bilinear Hamiltonians . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
4.1 Displacement operator and coherent states . . . . . . . . . . . . . . . . . . . . 8
4.2 Free evolution and two-mode mixing . . . . . . . . . . . . . . . . . . . . . . . 9
4.2.1 Phase shift . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
4.2.2 Two-mode mixing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
4.3 Single-mode squeezing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
4.4 Two-mode squeezing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
5 Single-mode Gaussian states . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
6 Two-mode Gaussian states . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
6.1 Entropies and mutual information . . . . . . . . . . . . . . . . . . . . . . . . 13
6.1.1 Von Neumann entropy . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
6.1.2 Mutual information and conditional entropies . . . . . . . . . . . . . . 13
6.2 Separability of Gaussian states . . . . . . . . . . . . . . . . . . . . . . . . . . 14
6.3 On the quantification of Gaussian entanglement . . . . . . . . . . . . . . . . . 15
6.4 Gaussian quantum discord . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
7 Gaussian states in noisy channels . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
8 Gaussian measurements onto a Gaussian state . . . . . . . . . . . . . . . . . . . . 19
9 Fidelity between Gaussian states . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
10 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
a e-mail: stefano.olivares@ts.infn.it
2 Will be inserted by the editor
1 Introduction
A Gaussian state is a state with Gaussian Wigner functions [1]. In recent years, an
increasing attention has been devoted to this class of states, as they play a major role
in quantum information with continuous variables [2,3,4]. Besides quantum optics,
where they are generated with current quantum optical technology, Gaussian states
naturally appear in the description of optomechanical and nanomechanical oscillators,
gases of cold atoms and ion traps. Furthermore, Gaussian states exhibit extremality
properties: among the continuous variable states, they tend to be extremal if one
imposes some constraints on the covariance matrix [5].
The better way to deal theoretically with Gaussian states is to use a suitable
phase-space analysis. In fact, if the Gaussian character is preserved during the dy-
namics, it is natural to think of the evolution of a Gaussian state as a transformation
of the covariance matrix and first-moments vector that fully characterize it. As we
will see, this is the case if we consider the linear and bilinear interactions used in
quantum optics labs to generate and manipulate quantum states. Furthermore, the
Gaussian properties of these states may be preserved also during the dissipative evo-
lution through noisy channels, both Markovian and non-Markovian.
The main purpose of this tutorial is to introduce the reader to the phase-space
description of Gaussian states in view of their applications to quantum information.
After the definition of Gaussian state and its basic properties in relation with the
covariance matrix and first-moments vector (Sect. 2), we will focus on the unitary
evolution through suitable symplectic transformations (Sect. 3). We will illustrate the
phase-space approach to describe the generation and manipulation of Gaussian states
with linear and bilinear interaction of modes (Sect. 4). Single-mode Gaussian states
will be briefly addressed in Sect. 5, while we will discuss two-mode Gaussian states
in more details in Sect. 6. In the latter case, the concepts of symplectic eigenvalues
as well as of standard form of the covariance matrix and local symplectic invariants
will be introduced and applied to calculate the entropies and the mutual information
of two-mode Gaussian states and to investigate their separability, entanglement and
Gaussian quantum discord (Sect. 6). Dynamics through Markovian noisy channels will
be addressed in Sect. 7 and Sect. 8 will consider the effect of a Gaussian measurement
performed on a multimode Gaussian state. We will review the main results concerning
the fidelity between Gaussian states in Sect. 9. Sect. 10 will close the tutorial with
some concluding remarks.
2 Basic notation and definition of Gaussian state
Each mode k = 1, . . . , n of a system made of n modes or, more in general, n bosons
is described by the annihilation and creation operators aˆk and aˆ
†
k, respectively, with
commutation relations [aˆk, aˆ
†
l ] = δkl. The Hilbert space of the whole system, H =⊗nk=1 Fk, is the tensor product of the infinite dimensional Fock spaces Fk of the n
modes, each spanned by the number basis {|m〉k}m∈N, i.e., by the eigenstates of the
number operator aˆ†kaˆk. If we address non-interacting modes and use the natural units,
the free Hamiltonian of the system may be simply written as H =
∑n
k=1(aˆ
†
kaˆk +
1
2 )
and the corresponding position- and momentum-like operators for the k-th mode are:
qˆk =
1√
2
(aˆk + aˆ
†
k) , and pˆk =
1
i
√
2
(aˆk − aˆ†k) , (1)
respectively. The commutation relations [qˆk, pˆl] = i δkl associated with qˆk and pˆl can
be rewritten in the following compact form, which will turn out to be very useful for
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the phase-space analysis: [
Rˆk, Rˆl
]
= i Ωkl , (2)
where Rˆ = (qˆ1, pˆ1, . . . , qˆn, pˆn)
T is a vector of operators and Ωkl ≡ [Ω]kl are the
elements of the symplectic matrix:
Ω =
n⊕
k=1
ω , ω =
(
0 1
−1 0
)
. (3)
Note that ΩT = −Ω = Ω−1.
We can now introduce the leading element of this tutorial. A n-mode state de-
scribed by the density matrix ̺ is a Gaussian state if its characteristic function:
χ[̺](Λ) = Tr
[
̺ exp
{
−iΛTΩRˆ
}]
(4)
is Gaussian, namely, if χ[̺](Λ) can be written in the following form:
χ[̺](Λ) = exp
{
− 12ΛTΩσΩTΛ− iΛTΩ〈Rˆ〉
}
, (5)
with Λ = (a1, b1, . . . , an, bn)
T ∈ R2n and we defined the covariance matrix (CM):
σkl ≡ [σ]kl = 12 〈Rˆk, Rˆl + Rˆl, Rˆk〉 − 〈Rˆk〉〈Rˆl〉 , (6)
and 〈Oˆ〉 = Tr[̺ Oˆ] is the expectation value of the operator Oˆ. The vector 〈Rˆ〉 ≡
Tr[̺Rˆ] is usually referred to as first-moments vector. The uncertainty relations among
canonical operators impose a constraint on the CM, corresponding to the inequality
[6,7]:
σ +
i
2
Ω ≥ 0 , (7)
that expresses, in a compact form, the positivity of the density matrix ̺.
The exponential appearing in Eq. (4) is called displacement operator:
exp
{
−iΛTΩRˆ
}
= D(Λ) ≡ D(λ) =
n⊗
k=1
Dk(λk) , (8)
where λ = (λ1, . . . , λn)
T ∈ Cn, λk = 1√2 (ak + ibk), and Dk(λk) = exp{λkaˆ
†
k −
λ∗kaˆk} are single-mode displacement operators acting on the k-th mode. Displacement
operator takes its name after its action on the mode operators, namely:
D†(λ) aˆkD(λ) = aˆk + λk, and D†(Λ) RˆD(Λ) = Rˆ+Λ . (9)
In other words, in phase space composed of the couples of conjugate variables qˆk and
pˆk, k = 1, . . . , n, it displaces a state by an amount Λ [8].
By Fourier transforming the characteristic function (4), we obtain the so-called
Wigner function of ̺ [9,10]:
W [̺](X) =
1
(2π2)n
∫
R2n
d2nΛ exp {iΛTΩX}χ[̺](Λ) , (10)
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with X = (x1, y1, . . . , xn, yn)
T . Note that:
1
π2n
∫
R2n
d2nΛ exp {iΛTΩX} = 2n δ(2n)(X), (11)
δ(2n)(X) being the 2n-dimensional δ-function. From the identity:∫
Rn
d2nΛ exp
{− 12ΛTQΛ+ iΛTX} = (2π)n exp
{− 12XTQ−1X}√
det[Q]
, (12)
where Q is a real, positive-definite symmetric 2n× 2n matrix, it follows that in the
case of the Gaussian state (5) we have:
W [̺](X) =
exp
{
− 12
(
X − 〈Rˆ〉
)
T
σ−1
(
X − 〈Rˆ〉
)}
πn
√
det[σ]
, (13)
that is still Gaussian. It is possible to show that pure Gaussian states are the only
pure states with positive Wigner function [11,12].
The same Wigner function (13) can be calculated also as follows:
W [̺](X) =
1
(2π2)n
∫
R2n
d2nΛ exp {iΛTX} χ˜[̺](Λ) , (14)
where χ˜[̺](Λ) = χ[̺](ΩΛ), namely:
χ˜[̺](Λ) = exp
{
− 12ΛTσΛ− iΛT 〈Rˆ〉
}
. (15)
The equivalence between Eq. (10) and Eq. (14) is due to the fact that an equivalent
definition of Eq. (11) is:
1
π2n
∫
R2n
d2nΛ exp {iΛTX} = 2n δ(2n)(X). (16)
Eq. (13) is a particular case of the more general s-ordered Wigner function [9,13]:
Ws[̺](X) =
1
(2π2)n
∫
R2n
d2nΛ exp
{
1
2s|Λ|2 + iΛTΩX
}
χ[̺](Λ). (17)
If s = 0, then we have the usual Wigner function (13); if s = −1 or s = 1 we
obtain the Husimi Q-function or the Glauber-Sudarshan P -function, respectively [9].
Furthermore, by using the relation:
Ws[̺](X) =
∫
R2n
d2nY
1
π(r − s) exp
{
−|Y −X|
2
r − s
}
Wr[̺](Y ), (18)
a r-ordered Wigner function can be transformed into a s-ordered one. The s-ordered
Wigner function is used to define the nonclassical depth T of a quantum state [14]:
T = 1
2
(1− s), (19)
where s is the maximum value for whichWs[̺](X) becomes positive and semidefinite,
i.e., a probability distribution. One has T = 1 for number states and T = 0 for
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coherent states. The nonclassical depth can be interpreted as the minimum number
of thermal photons that has to be added to a quantum state in order to erase all the
quantum features of state [14].
A Gaussian state is fully characterized by its CM and first-moments vector. For
instance, the purity µ(̺) = Tr[̺2] of the Gaussian state depends only on its CM and
reads:
µ(̺) =
1
2n
√
Det[σ]
, (20)
where we used the trace rule in the phase space:
Tr
[
Oˆ1 Oˆ2
]
=
(π
2
)n ∫
R2n
d2nX W [Oˆ1](X)W [Oˆ2](X) , (21)
which follows from the expansion:
Oˆ =
∫
R2n
d2nX W [Oˆ](X)D(X)ΠD†(X) , (22)
where Π = ⊗nk=1(−1)aˆ
†aˆ is the parity operator and D(X)ΠD†(X) = D(2X)Π =
ΠD†(2X), or, equivalently, by using the characteristic function formalism:
Tr
[
Oˆ1 Oˆ2
]
=
1
(2π)n
∫
R2n
d2nΛ χ[Oˆ1](Λ) χ[Oˆ2](−Λ) , (23)
which follows from:
Oˆ =
1
(2π)n
∫
R2n
d2nΛ χ[Oˆ](Λ)D†(Λ) . (24)
We recall also that Tr[D(Λ)] = (2π)nδ(2n)(Λ) and Tr[D(X)] = (2π)nδ(2n)(X). Start-
ing from Eq. (22) we can also obtain the trace form for the Wigner function:
W [Oˆ] =
(
2
π
)n
Tr[Oˆ D(X)ΠD†(X)]. (25)
Note that the identity operator for n modes has a Wigner function given by
W [I](X) = π−n, thus, form Eq. (21) we have Tr[Oˆ] = 2−n
∫
Cn
d2nXW [Oˆ](X), from
which follows the normalization of the Wigner function (13). The Wigner function for-
malism allows to easily calculate the expectations of symmetrically ordered products
of field operators [15], namely:
Tr
[
̺
[
(aˆ†s)
h aˆkt
]
s
]
=
1
2n
∫
R2n
d2nXW [̺](X) (α∗s)
h αkt , (26)
with, as usual, X = (x1, y1, . . . , xn, yn)
T , αk =
1√
2
(xk + iyk), and:
[
(aˆ†s)
h aˆkt
]
s
=
∂h+k
∂xh ∂yk
(x aˆ†s + y aˆt)
k+h
(k + h)!
∣∣∣∣
x=y=0
. (27)
For the sake of completeness, we observe that the expectations in Eq. (26) can be also
obtained starting from the characteristic function expressed in complex notation:
Tr
[
̺
[
(aˆ†s)
h aˆkt
]
s
]
= (−1)k ∂
h+k
∂λhs ∂λ
∗
t
k
χ[̺](λ)
∣∣∣∣
λ=0
(28)
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where χ[̺](λ) = Tr[̺D(λ)] and D(λ) has been defined in Eq. (8): since its derivatives
in the origin of the complex plane generates symmetrically ordered moments of mode
operators, the characteristic function is also known as the moment-generating function
of the signal ̺.
In order to become more familiar with the covariance matrix formalism, we con-
sider the multi-mode state at thermal equilibrium at temperature T described by the
density matrix ν =
⊗n
k=1 νth(Nk) with:
νth(Nk) =
e−βkaˆ
†
k
aˆk
Tr
[
e−βkaˆ
†
k
aˆk
] = N aˆ†kaˆkk
(1 +Nk)aˆ
†
k
aˆk+1
, (29)
=
1
1 +Nk
∞∑
m=0
(
Nk
1 +Nk
)m
|m〉kk〈m| , (30)
where βk = ~ωk/(kBT ), kB being the Boltzmann constant, and Nk = (e
βk − 1)−1 is
the average number of quanta in the k-th mode with frequency ωk. Its CM σν turns
out to be diagonal and reads:
σν =
n⊕
k=1
σth(Nk), (31)
where σth(Nk) =
1
2 (1+2Nk)12 is the 2×2 CM of the k-th single-mode thermal state
with Nk average photons and 1m is the m ×m identity matrix. Moreover, recalling
that 〈n|D(λ)|n〉 = e− 12 |λ|2Ln(|λ|2), Ln(z) being Laguerre polynomials, one can easily
calculate the expression of the characteristic function of the thermal state (30), that
turns out to be a Gaussian state. Note that if Nk → 0 ∀k, then σν → 1212n, that is
the CM of the vacuum state of n bosons.
More in general, the 2n×2nCMΣv of a n-mode Gaussian state ̺v, v = {1, . . . , n},
can be re-written in the following block form:
Σv =

σ1 δ12 · · · δ1n
δT12 σ2 · · · δ2n
...
...
. . .
...
δT1n δ
T
2n · · · σn
 , (32)
where σk and δhk are 2× 2 real matrices. In particular, σk corresponds to the CM of
the state ̺k = Trv\{k}[̺v] and δhk is related to the (classical or quantum) correlations
between the modes h ad k: if δhk = 0, then ̺hk = Trv\{h,k}[̺v] = ̺h ⊗ ̺k, that is
the two modes are uncorrelated, and the CM:
Σhk =
(
σh δhk
δThk σk
)
(33)
of the state ̺hk reduces to the direct sum of the two single-mode CMs, namely,
Σhk = σh ⊕ σk.
3 Evolution of Gaussian states
When an evolution preserves the Gaussian character of a state, it can be described
with suitable transformations of the position- and momentum-like operators or, equiv-
alently, of Rˆ, that preserve the commutation relations (2). These transformations are
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called symplectic transformations and are the main tool used to describe the kine-
matics of Gaussian states in the phase space.
First of all, we recall that the equations of motion of a classical system of n
particles described by coordinates {q1, . . . , qn} and conjugated momenta {p1, . . . , pn}
with Hamiltonian H can be summarized as:
R˙k = Ωkl
∂H
∂Rl
, (34)
where R = (q1, p1, . . . , qn, pn)
T and x˙ denotes time derivative and Ω is the symplectic
matrix defined in Eq. (3). Given a transformation of coordinates R→ R′ ≡ FR, one
has:
R˙′k = FksΩstFlt
∂H
∂R′l
, (35)
and thus the equations of motions remain invarians if and only if:
F ΩF T = Ω , (symplectic condition) (36)
which characterizes the symplectic transformations and, in turn, describes the canon-
ical transformations of coordinates.
Form the quantum mechanical point of view, a mode transformation Rˆ′ = FRˆ
leaves the kinematics invariant if it preserves canonical commutation relations (2):
the 2n× 2n matrix F should satisfy the symplectic condition (36). It is worth noting
that if F and G are symplectic transformations, then also F T , F−1 = ΩF TΩ−1 and
FG are symplectic: the set of the 2n× 2n matrices satisfying the condition Eq. (36)
form the symplectic group Sp(2n,R).
An important theorem due to J. Williamson [16] guarantees that every CM can
be diagonalized through a symplectic transformation [17]. More in detail, if {dk}nk=1
is the set of the symplectic eigenvalues of the 2n× 2n CM σ, namely the moduli of
the eigenvalues {±dk}nk=1 of iΩσ, where Ω is given in Eq. (3), then:
σ = SWST , (37)
whereW =
⊕n
k=1 dk 12 is a n-mode thermal state with Nk = dk− 12 average number
of photon in the k-th mode [see Eq. (31)], and S is the matrix which performs the
symplectic diagonalization (as we will see in the following, if σ describes a physical
state, then dk ≥ 1/2, and, thus, Nk ≥ 0). Now, since the whole set of the symplectic
transformations is generated by Hamiltonians which are linear and bilinear in the field
modes [18,19], the physical statement implied by decomposition (37) is that every
Gaussian state ̺ can be obtained from a thermal state ν by performing the unitary
transformation US associated with the symplectic matrix S, which, in turn, can be
generated by linear and bilinear interactions. Hence, the density matrix corresponding
to the decomposition (37) can be written as:
̺ = US ν U
†
S
. (38)
By using the uncertainty relation (7), which is invariant under the symplectic
group Sp(2n,R), and the decomposition (37), we have:
SWST +
i
2
Ω ≥ 0 ⇒ W ≥ − i
2
Ω ⇒ dk ≥ 1
2
, ∀k, (39)
that is the constraint on the CM by the uncertainty relation leads to the constraints
dk ≥ 1/2 on its symplectic eigenvalues. From Eq. (20) it is straightforward to see that
a Gaussian state is pure if and only if dk = 1/2.
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4 Linear and bilinear Hamiltonians
In order to preserve Gaussian states, a Hamiltonian should be linear or bilinear in the
fields mode [1]. This kind of Hamiltonian can be experimentally realized by means of
parametric processes in quantum optical [20,21], optomechanical [22,23], microme-
chanical [24] and cold gases [25,26,27,28,29,30] systems. Though the actual realiza-
tion of these transformations necessarily involves parametric interactions in nonlinear
media, their quantum optical implementation is often referred to as quantum infor-
mation processing with linear optics, according to the linearity of mode evolution.
The most general Hamiltonian of this kind can be written as:
H =
n∑
k=1
g
(1)
k aˆ
†
k +
n∑
k≥l=1
g
(2)
kl aˆ
†
kaˆl +
n∑
k,l=1
g
(3)
kl aˆ
†
kaˆ
†
l + h.c., (40)
and contains three main building blocks, which represent the generators of the corre-
sponding unitary evolutions to be described in the following subsections. The mode
transformation imposed by the Hamiltonian (40) and, thus, the evolution of the vector
Rˆ and of the CM σ writes:
Rˆ→ FRˆ+ d , and σ → F σ F T , (41)
where d is a real vector and F a symplectic transformations. Remarkably, the con-
verse is also true, i.e., any symplectic transformation of the form (41) is generated
by a unitary transformation induced by Hamiltonians of the form (40) [18,19]. In
this context, it is worth noting that a useful decomposition of a generic symplectic
transformation F is the following:
F = O
(
D 0
0 D−1
)
O′ , (Euler decomposition) (42)
where O and O′ are orthogonal and symplectic matrices, while D is a positive di-
agonal matrix. The physical implication of the Euler decomposition (42) is that ev-
ery symplectic transformation may be implemented by means of two passive devices
(described by the orthogonal matrices O and O′) and by single-mode squeezers (de-
scribed by D) [31] to be addressed in the following subsections.
4.1 Displacement operator and coherent states
The first block of the Hamiltonian in Eq. (40) contains terms of the formH ∝ g(1) aˆ†+
h.c. and is linear in the field modes. The corresponding unitary transformations are the
set of displacement operators we used in Sect. 2 to define the characteristic function.
The comparison between Eqs. (9) and (41) shows that the CM is left unchanged by
the displacement operator while the first-moments vector is displaced.
The displacement operator is strictly connected with coherent states [8]. For a
single mode, coherent states are defined as the eigenstates of the mode operator, i.e.,
aˆ|α〉 = α|α〉, where α ∈ C is a complex number. Using Eq. (9), it can be shown that
coherent states may be defined also as |α〉 = D(α)|0〉, that is the unitary evolution
of the vacuum through the displacement operator. Properties of coherent states, such
as the overcompleteness and the nonorthogonality directly follow from those of the
displacement operator.
Since the CM of coherent states is the same as the vacuum state one [see Eq. (31)
with Nk = 0], they are minimum uncertainty states, i.e., they fulfill Ineq. (7) with
equality sign and, in addition, with uncertainties that are equal for the position- and
momentum-like operators (this is directly seen from the CM).
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4.2 Free evolution and two-mode mixing
The second block appearing in the Hamiltonian (40), i.e.,
∑n
k≥l=1 g
(2)
kl aˆ
†
kaˆl, represents
two different physical processes.
4.2.1 Phase shift
The first process refers to the terms proportional to g(2)aˆ†kaˆk and describes the free
evolution of the modes: in most cases these terms can be eliminated by choosing a
suitable interaction picture. The effect of free evolution is to add an overall phase shift
that, for single-mode fields, has no physical meaning, but it is of extreme relevance
in the case of interference phenomena involving different beams of light, such as the
interferometric scheme used to implement the homodyne detection. The evolution
operator may be written as U(θ) = exp{−iθ aˆ†kaˆk} and acts as a phase rotation on
the field mode aˆk, i.e., U
†(θ) aˆk U(θ) = e−iθ aˆk. Hence, the corresponding symplectic
matrix reads:
Rθ =
(
cos θ sin θ
− sin θ cos θ
)
, (43)
and the evolution of the first-moments vector and the single-mode CM follows form
Eqs. (41), with d = 0.
4.2.2 Two-mode mixing
The second process, involving different mode operators, describes a linear mixing of
two modes and, in the quantum optics context, the simplest example corresponds to
a Hamiltonian of the form H ∝ aˆ†bˆ+ bˆ†aˆ, where for the sake of simplicity we consider
a system of two modes aˆ ≡ aˆ1 and bˆ ≡ aˆ2. This Hamiltonian describes the action of
a beam splitter, i.e., the interaction taking place in a linear optical medium such as
a dielectric plate. The evolution operator can be recast in the form:
U(ζ) = exp
{
ζaˆ†bˆ− ζ∗aˆbˆ†
}
, (44)
where the coupling ζ = φ eiθ ∈ C is proportional to the interaction length (time) and
to the linear susceptibility of the medium. The two-mode mixer is a “passive” device,
i.e., the total number of quanta in the two modes is a constant of motion.
The Heisenberg evolutions of modes aˆ and bˆ are given by:
U †(ζ) aˆ U(ζ) = cosφ aˆ+ eiθ sinφ bˆ , (45a)
U †(ζ) bˆ U(ζ) = cosφ bˆ− e−iθ sinφ aˆ , (45b)
respectively, and the corresponding symplectic matrix Sζ reads [2]:
Sζ =
(
cosφ12 sinφRθ
− sinφRTθ cosφ12
)
, (46)
where the 2 × 2 matrix Rθ is defined in Eq. (43). The first-moments vector and
two-mode CMs evolve as usual according to Eqs. (41), only with d = 0.
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4.3 Single-mode squeezing
In the particular case of quantum optics, the last block of the Hamiltonian (40) de-
scribes χ(2) nonlinear interactions in which a photon in the input (pump) is converted
into two photons, conserving both the energy and the momentum. If the so-called
phase-matching conditions are arranged in order to emit the two photons into the
same mode aˆ, we obtain the single-mode squeezing transformations, which, thus, cor-
respond to Hamiltonians of the form H ∝ (aˆ†)2+h.c. [57]. Squeezing has been firstly
introduced for quadrature operators and refers to a phenomenon in which an observ-
able or a set of observables exhibit a second moment below the corresponding vacuum
level [32].
The single-mode squeezing operator is usually written as:
S(ξ) = exp
{
1
2
[
ξ(aˆ†)2 − ξ∗aˆ2]} , (47)
which corresponds to the following mode evolutions:
S†(ξ) aˆ S(ξ) = cosh r aˆ+ eiψ sinh r aˆ† , (48a)
S†(ξ) aˆ† S(ξ) = cosh r aˆ† + e−iψ sinh r aˆ , (48b)
with ξ = reiψ . By using the mode transformation in Eqs. (48) and the definition of the
quadrature operators (1), it is straightforward to find the symplectic transformation
Σξ describing the single-mode squeezing, namely:
Σξ = cosh r 12 +Rξ with Rξ = sinh r
(
cosψ sinψ
sinψ − cosψ
)
, (49)
which allows to calculate the evolution of the first-moments vector and CM according
to Eqs. (41), but with d = 0.
4.4 Two-mode squeezing
The two-mode squeezing transformations correspond to Hamiltonians of the form
H ∝ aˆ†bˆ† + h.c. and describe χ(2) nonlinear interactions introduced in the previ-
ous subsection but with the two photons emitted in different modes. The evolution
operator is usually written as:
S2(ξ) = exp
{
ξaˆ†bˆ† − ξ∗aˆbˆ
}
. (50)
The corresponding evolutions of the two modes read:
S†2(ξ) aˆ S2(ξ) = cosh r aˆ+ e
iψ sinh r bˆ† , (51a)
S†2(ξ) bˆ S2(ξ) = cosh r bˆ− eiψ sinh r aˆ† , (51b)
where ξ = reiψ and the symplectic transformation associated with the two-mode
squeezer is represented by the block matrix:
Σ2ξ =
(
cosh r 12 Rξ
Rξ cosh r 12
)
, (52)
where Rξ is defined as in (49) and, as usual, the CM σ and the first-moments vector
of a bipartite input state transform according to Eqs. (41) with d = 0.
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Fig. 1. (Color online) Plots of the Wigner function of the single-mode Gaussian state
̺ = D(α)S(ξ) ν(Nth)S
†(ξ)D†(α), for different values of Nth, ξ and α: (a) thermal state, (b)
squeezed thermal state and (c) displaced squeezed thermal state.
5 Single-mode Gaussian states
In the case of a single-mode Gaussian state, Eq. (38) may be written as [33]:
̺ = D(α)S(ξ) νth(N)S
†(ξ)D†(α) , (53)
and the corresponding CM and first-moments vector can be easily calculated by
applying the phase-space analysis introduced in Sect. 4. In particular the CM can
be calculated applying the squeezing transformation (49) to the CM σth(N) of the
thermal state νth(N), namely σ = Σξ σth(N) Σ
T
ξ . The explicit expressions of its
elements are:
σkk =
1 + 2N
2
[
cosh(2r)− (−1)k sinh(2r) cosψ
]
, (k = 1, 2) (54a)
σ12 = σ21 =
1 + 2N
2
sinh(2r) sinψ , (54b)
with ξ = reiψ , while the first-moments vector reads 〈Rˆ〉 = √2(ℜe[α],ℑm[α])T . By
using Eq. (20) we can calculate the purity of the Gaussian state (53), that reads
µ(̺) = (1 + 2N)−1: the purity of a generic single-mode Gaussian state depends only
on the average number of thermal photons, as one should expect since displacement
and squeezing are unitary operations and, thus, do not affect the purity of a state.
The same observation holds when we address the von Neumann entropy:
SV (̺) = −Tr[̺ ln ̺] . (55)
For a single-mode Gaussian state we have:
SV (̺) = f
(√
det[σ]
)
, (56)
where:
f(x) =
(
x+ 12
)
ln
(
x+ 12
)− (x− 12) ln (x− 12) , (57)
and
√
det[σ] = N + 12 = [2µ(̺)]
−1 corresponds to the only symplectic eigenvalue of
the 2×2 positive-definite symmetric matrix σ, since, in this case, the two eigenvalues
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of iΩσ are d± = ±
√
det[σ], as follows from the Williamson’s theorem applied to a
single-mode CM.
Starting from Eqs. (53) and (54) one can obtain the CMs of the coherent state
(by setting Nth = ξ = 0) or of the squeezed vacuum state (with α = ξ = 0). In Fig. 1
the Wigner function of the Gaussian state (53) is plotted for different values of the
involved parameters.
6 Two-mode Gaussian states
We can identify different classes of two-mode or, more in general, bipartite Gaussian
states. However, since these states are the simplest scenario where to investigate the
fundamental issue of entanglement in quantum information, it is useful to introduce
equivalence classes of Gaussian states with the same amount of entanglement, i.e.,
Gaussian states whose CMs are connected by local symplectic transformations and,
thus, are locally equivalent. If we write the CM of a two-mode Gaussian state as:
σ =
(
A C
CT B
)
, (58)
where A, B and C are 2 × 2 matrices, then we can define four local symplectic
invariants, i.e., quantities that are left unchanged by local symplectic transformations:
I1 = det[A], I2 = det[B], I3 = det[C], I4 = det[σ] . (59)
The CMs of locally equivalent states can be reduced to the following standard or
normal form [34,35]:
σ =
 a 0 c1 00 a 0 c2c1 0 b 0
0 c2 0 b
 , (60)
where the values of a, b, c1, and c2 are determined by the local symplectic invariants
(59), namely a2 = I1, b
2 = I2, c1c2 = I3 and (ab− c21)(ab − c22) = I4.
The two symplectic eigenvalues of the CM of a generic two-mode Gaussian state
can be computed in terms of the symplectic invariants [36]:
d± =
√
∆(σ)±
√
∆(σ)2 − 4I4
2
, (61)
with ∆(σ) = I1 + I2 + 2I3 and, in turn, the uncertainty relation (39) reduces to:
d− ≥ 1/2 . (62)
Note that for a pure two-mode Gaussian state we have I4 = 1/16 and ∆(σ) = 1/2,
i.e., a pure Gaussian state has minimum uncertainty. Moreover, bipartite pure states
necessarily have a symmetric normal form, i.e., a = b in Eq. (60), as can be seen by
equating the entropies of the subsystems.
A relevant subclass of Gaussian states is formed by the two-mode squeezed thermal
states (for a general parameterization of an arbitrary bipartite Gaussian state, by
means of a proper symplectic diagonalization, see Ref. [36]), i.e., states generated by
applying the two-mode squeezing operator to a two-mode thermal state, namely:
̺ = S2(ξ) νth(N1)⊗ νth(N2)S†2(ξ) . (63)
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We can calculate the CM of the state (63) as σ = Σ2ξσνΣ
T
2ξ, where Σ2ξ is the
symplectic two-mode squeezing matrix (52) and σν is the CM of the thermal state ν
given in Eq. (31) with n = 2. In formula,
σ =
1
2
(
A12 CRξ
CRξ B 12
)
, (64)
Rξ being defined in Eq. (52) and, if we assume ξ = r ∈ R:
A ≡ A(r,N1, N2) = (1 +N1 +N2) cosh(2r) + (N1 −N2) , (65a)
B ≡ B(r,N1, N2) = (1 +N1 +N2) cosh(2r) − (N1 −N2) , (65b)
C ≡ C(r,N1, N2) = (1 +N1 +N2) sinh(2r) . (65c)
In particular, if N1 = N2 = 0 we have so-called twin-beam state (TWB) or two-mode
squeezed vacuum, that plays a leading role in quantum information with continuous
variable. The first name, TWB, refers to the fact that it shows perfect correlation in
the photon number, i.e., it is an eigenstate of the photon number difference aˆ†aˆ− bˆ†bˆ,
which is a constant of motion as the reader can verify. The second name is instead
connected with a duality under the action of a balanced beam splitter, since one has:
U †(pi4 e
iθ) S2(ξ) U(
pi
4 e
iθ) = S(ξeiθ)⊗ S(−ξe−iθ) , (66)
where U(ζ = pi4 e
iθ) is the evolution operator of Eq. (44) for a balanced beam splitter,
S2(ξ) is the two-mode squeezing operator (50), and S(ξ) is the single-mode squeezing
operator of Eq. (47) acting on the evolved mode out of the mixer. In other words,
a TWB entering a balanced beam splitter evolves into a factorized state composed
of two squeezed vacua with opposite squeezing phases [37] and, viceversa, a TWB
may be generated by using single-mode squeezers and a linear mixer as in the first
continuous variable teleportation experiment [38].
6.1 Entropies and mutual information
6.1.1 Von Neumann entropy
As we have seen in Sect. 3, a consequence of Williamson’s theorem is that every Guas-
sian state can be generated acting on a thermal state with unitary transformations.
Thus, the von Neumann entropy of a generic Gaussian state reduces to that of the
thermal state obtained from it by symplectic diagonalization, since unitary operations
do not affect the entropy of the whole state. In the case of a two-mode Gaussian state
̺AB with CM σ, using Eq. (56) and the additivity of von Neumann entropy (55) for
tensor product states, i.e., SV (̺A ⊗ ̺B) = SV (̺A) + SV (̺B), we obtain:
SV (̺AB) = f(d+) + f(d−) , (67)
where f(x) has been defined in Eq. (57) and d± are the symplectic eigenvalues of σ
written explicitly in Eq. (61).
6.1.2 Mutual information and conditional entropies
Starting from the von Neumann entropies of the state ̺AB and of the two subsystems
̺A = TrB[̺AB] and ̺B = TrA[̺AB] it is possible to assess how much information
14 Will be inserted by the editor
about ̺AB one can obtain by addressing the single parties. This is of course related
to the correlations between the two modes and can be quantified by means of the
quantum mutual information or the conditional entropies [39].
The quantum mutual information is defined as:
IM (̺AB) = SV (̺A) + SV (̺B)− SV (̺AB) , (68)
and can be easily expressed in terms of the symplectic invariants (59) of σ and its
symplectic eigenvalues (61) as follows:
IM (̺AB) = f
(√
I1
)
+ f
(√
I2
)
− f(d+)− f(d−). (69)
Note that f
(√
I1
)
= SV (̺A) and f
(√
I2
)
= SV (̺B), since ̺A and ̺b are a single-
mode Gaussian states (see Sect. 5). It is also worth noting that, in the case of pure
states, the entropies SV (̺A) = SV (̺B) correspond to the unique measure of entan-
glement for pure bipartite states [40].
The conditional entropies are defined as:
SA|B(̺AB) = SV (̺AB)− SV (̺B) ,
= f(d+) + f(d−)− f
(√
I2
)
, (70a)
SB|A(̺AB) = SV (̺AB)− SV (̺A)
= f(d+) + f(d−)− f
(√
I1
)
, (70b)
and can also assume negative values. If SA|B(̺AB) ≥ 0, the conditional entropy gives
the amount of information that the party A should send to the party B in order to
allow for the full knowledge of the overall state ̺AB. If SA|B(̺AB) < 0, the party
A does not need to send any information to the other and, in addition, they gain
−SA|B(̺AB) bits of entanglement, respectively [analogous considerations hold for
SB|A(̺AB)]. This has been proved for the case of discrete variable quantum systems
[41] and conjectured [42] for infinite dimensional ones.
6.2 Separability of Gaussian states
A bipartite state ̺AB ∈ HA ⊗ HB is separable if it can be written as a convex
combination of product states [43], namely, ̺AB =
∑
k pk̺
(A)
k ⊗ ̺(B)k where pk ≥ 0,∑
k pk = 1, and ̺
(h)
k ∈ Hh, h = A,B. Finding the convex combination of a separable
state is a challenging task; nevertheless the separability can be revealed with the aid
of positive but not completely positive maps. In particular, positivity under partial
transposition (ppt), that is the transposition applied only to a part of a system, has
been introduced in entanglement theory by A. Peres [44] as a necessary condition for
separability. In fact, if we apply, for instance, transposition only to elements of the
first subsystem A of a separable state ̺AB, we have ̺
TA
AB =
∑
k pk
(
̺
(A)
k
)
T⊗̺(B)k . Now,
since
[
̺
(A)
k
]
T
=
[
̺
(A)
k
]∗
, transposition corresponds to complex conjugation and the
transposed matrix is a legitimate density matrix itself, being non-negative, self-adjoint
and with unit trace. Then none of the eigenvalues of ̺TA is negative if ̺ is separable.
The ppt criterion is usually only necessary and entangled states with positive partial
transposed density matrix are known to exist and are called bound-entangled states
[45]. R. Simon, however, has proved that for two-mode Gaussian states it represents
also a sufficient condition for separability [46].
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Since complex conjugation corresponds to time reversal of the Schro¨dinger equa-
tion, in terms of continuous variables transposition corresponds to a sign change of
the momentum variables, i.e., a mirror reflection. For a two-mode system described
by the density matrix ̺AB, partial transposition with respect to system A will be per-
formed on the phase space through the action of the matrix ∆A = Diag(1,−1)⊕ 12,
where the first factor of the direct sum, representing the mirror reflection, refers to
subsystem A and the second one to subsystem B (partial transposition with respect
to subsystem B is obtained in a similar way). Hence, the positivity of the partial
transposed operator leads to the following uncertainty relation:
σ˜ +
i
2
Ω ≥ 0 , or σ ≥ − i
2
Ω˜A , (71)
where σ˜ = ∆A σ ∆A and Ω˜A = ∆A Ω ∆A. Furthermore, recalling the definition
(59) of the four local symplectic invariants, now we have:
I˜1 = I1 , I˜2 = I2 , I˜3 = −I3 , I˜4 = I4 , (72)
where I˜k are the symplectic invariants referred to σ˜. Thus, in terms of the symplectic
eigenvalues d˜± of the partially transposed CM the ppt criterion reduces to:
d˜− ≥ 1/2 . (73)
with:
d˜± =
√√√√ ∆˜(σ)±√∆˜(σ)2 − 4I4
2
, (74)
where ∆˜(σ) = I1 + I2 − 2I3. Here we have shown that the ppt criterion is necessary
for separability. As for its sufficiency we refer to the original paper [46].
An equivalent necessary and sufficient criterion is based on the evaluation of the
sum of the variances associated with a pair of EPR-like operators, defined on the two
different subsystems [47]. The insight underlying this criterion is that for an entangled
state it is possible to gain information on one of the subsystems suitably measuring
the other one. This criterion leads to an inequality that can be expressed in terms of
elements of the CM expressed in the standard form (60), namely:
a˜γ2 +
b˜
γ2
− |c˜1| − |c˜2| −
(
γ2 +
1
γ2
)
< 0, (75)
where we introduced the quantities: γ2 =
√
(b˜ − 1/2)/(a˜− 1/2), a˜ = 2a cosh2r1,
b˜ = 2b cosh2r2, c˜1 = 2c1 exp (r1 + r2), c˜2 = 2c2 exp [−(r1 + r2)], and r1 and r2 are
suitable squeezing parameters to transform the CM (60) into the so-called Duan
canonical form (see Ref. [47] for details). A separable state, whether Gaussian or not,
will not satisfy the above inequality.
It is worth noting that also the negativity of the conditional entropies (70) is a
sufficient condition for entanglement [48].
6.3 On the quantification of Gaussian entanglement
For a two-mode state, a quantitative measure of entanglement can be given on the
observation that the larger is the violation d˜− < 1/2 the stronger is the entanglement,
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or more properly, the stronger the resilience of entanglement to noise [49,50,51,52].
The logarithmic negativity for a two-mode Gaussian state, is given by [53]:
E(σ) = max
{
0,− log 2d˜−
}
, (76)
and it is a simple increasing monotone function of the minimum symplectic eigen-
value d˜− (for 0 < d˜− < 1/2). Thus, it represents a good candidate for evaluating
entanglement in a quantitative way.
Another convenient and useful way of looking at the entanglement evolution in
continuous variable systems is by means of the entanglement of formation (EoF),
which corresponds to the minimal amount of entanglement of any ensemble of pure
bipartite states realizing the given state [54,55]. In general the derivation of an ex-
pression of the EoF for arbitrary states is not a simple task.
In the case of a symmetric bipartite Gaussian state with CM given by (60) with
a = b, the EoF reads [55]:
EF = f(xm), (77)
where f(x) is defined in Eq. (57), xm = (d˜
2
− + 1/4)/(2d˜−), and d˜− is the minimum
symplectic eigenvalue of the partially transposed CM given in Eq. (61).
For the two-mode squeezed thermal state (63), in which the standard form of the
CM is obtained from Eq. (60) with a ≥ b and c1 = −c2 = c ≥ 0, the EoF is still given
by Eq. (77) but with [56]:
xm =
(a+ b)(ab − c2 + 14 )− 2c
√
det(σ + i2Ω)
(a+ b)2 − 4c2 . (78)
The EoF of other classes of two-mode Gaussian states can be evaluated by following
the general prescription proposed in Ref. [56].
Quantitative estimation of entanglement can be also obtained by means of entropy
functionals [57]. In particular, the degree of entanglement of an ideal bipartite system
can be assessed following the analysis presented in [58].
6.4 Gaussian quantum discord
The correlations of a bipartite quantum system ̺AB, quantified by the mutual infor-
mation (68), can be divided in a quantum part, known as quantum discord, and a
classical part [59]. The classical correlations are defined as the maximum amount of
information we can gain on one part of the system by locally measuring the other
subsystem, and, thus, can be written as a function of the von Neumann entropies of
the two subsystems as follows [60]:
CA|B(̺AB) = max
Πk
{
SV (̺A)−
∑
k
pkSV (̺
Πk
A|B)
}
, (79)
where the set {Πk}, Πk ≥ 0 and
∑
kΠk = I, represents a positive operator-valued
measure (POVM), ̺ΠkA|B = TrB[̺AB I ⊗ Πk]/pk is the conditional state of sub-
system A when the k-th outcome occurs in a measurement of subsystem B and
pk = TrAB[̺AB I ⊗ Πk]. The maximum is taken over all the POVMs performable
on one subsystem. Classical correlations are thus obtained in correspondence of the
POVM that minimizes the conditional entropy
∑
k pkSV (̺
Πk
A|B), allowing one to ob-
tain the highest amount of information on the state of system A. As a matter of fact,
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the above definition is in general non symmetric with respect to the interchange of
the subsystems. The quantum discord is then defined as:
DA|B(̺AB) = IM (̺AB)− CA|B(̺AB) , (80)
IM (̺AB) being the mutual information (68).
In the particular case of a two-mode Gaussian state, the Gaussian quantum discord
is evaluated addressing only Gaussian measurements performed on the subsystems
and can be written as (for conditional Gaussian measurements on Gaussian states,
see Sect. 8) [61,62]:
DA|B(̺AB) = SV (̺B)− SV (̺AB) + f
(√
EminA|B
)
, (81a)
= f
(√
EminA|B
)
− SA|B(̺AB) , (81b)
where f(x) has been defined in Eq. (57), SA|B(̺AB) is the conditional entropy (70a)
and, in terms of the symplectic invariants (59), EminA|B writes [62]:
EminA|B =

[
|I3|+
√
I2
3
−(I1−4I4)(I2−1/4)
2(I2−1/4)
]2
if (I1I2−I4)
2
(I1+4I4)(I2+1/4)I23
≤ 1 ,
I1I2+I4−I23−
√
(I1I2+I4−I23 )
2−4I1I2I4
2I2
otherwise.
(82)
In the case of the squeezed thermal state (63), one has (we set ξ = r):√
EminA|B =
1
2
+
2N1(1 +N2)
1−N1 +N2 + (1 +N1 +N2) cosh(2r) , (83)
and the explicit expression of the quantum discord (81) can be easily evaluated.
The quantity f
(√
EminA|B
)
corresponds to the average von Neumann entropy of
the conditional single-mode Gaussian state in which is left the subsystem A after
the Gaussian measurement on subsystem B minimizing the conditional entropy in
Eq. (79) (see Ref. [62] for details of the calculation). DB|A(̺AB) can be obtained by
exchanging the roles of the two subsystems.
It is worth noting that quantum discord can be nonzero even if the state is sepa-
rable, which indicates that entanglement is not the only source of quantum correla-
tions. For instance, there are examples of quantum computational algorithms showing
a speedup with respect to the classical counterparts, even in the absence of entan-
glement [63,64]. States with zero discord represent essentially a classical probability
distribution embedded in a quantum system, while a positive discord, even on sepa-
rable (mixed) states, is an indicator of quantumness [65,66], and may operationally
be associated with the impossibility of local broadcasting [67].
In the case of pure two-mode Gaussian states, since∆(σ) = I1+I2+2I3 = 1/2 and
I4 = 1/16, one has SV (̺AB) = f
(√
EminA|B
)
= 0, and hence the Gaussian quantum
discord (81) reduces to the entropy of entanglement, i.e., DA|B(̺AB) = DB|A(̺AB) =
SV (̺A) = SV (̺B).
7 Gaussian states in noisy channels
As one may expect, the dissipative dynamics of a Gaussian states in a Gaussian
environment, or channel, can be reduced to a suitable transformation of its CM and
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first-moments vector. In this tutorial we focus on Markovian environments, however,
it is possible to extend the analysis to non-Markovian ones, as described, for instance,
in Refs. [68,69].
The dynamics of a single-mode quantum state ̺t through a (Markovian) noisy
environment is governed by the following Master equation:
˙̺t =
Γ
2
{
(N + 1)L[aˆ] +NL[aˆ†]−M∗D[aˆ]−MD[aˆ†]
}
̺t , (84)
where L[Oˆ]̺t = 2Oˆ̺tOˆ† − Oˆ†Oˆ̺t − ̺tOˆ†Oˆ and D[Oˆ]̺t = 2Oˆ̺tOˆ− OˆOˆ̺t − ̺tOˆOˆ are
Lindblad superoperators, Γ is the overall damping rate, while N ∈ R and M ∈ C
represent the effective number of photons and the squeezing parameter of the bath,
respectively [2]. The terms proportional to L[aˆ] and to L[aˆ†] describe losses and linear,
phase-insensitive, amplification processes, respectively, while the terms proportional
to D[aˆ] and D[aˆ†] describe phase dependent fluctuations. The positivity of the density
matrix imposes the constraint |M |2 ≤ N(N + 1). At thermal equilibrium, i.e., for
M = 0, N coincides with the average number of thermal photons in the bath.
In order to explicitly derive the evolution of the CM and first-moments vector, we
transform the Master equation (84) into the following Fokker-Planck equation for the
Wigner function W [̺t](X) associated with ̺t [2]:
∂tW [̺t](X) =
Γ
2
(
∂TXX + ∂
T
Xσ∞∂X
)
W [̺t](X) , (85)
where X ≡ (x, y)T , ∂X ≡ (∂x, ∂y)T , and we introduced the diffusion matrix σ∞:
σ∞ =
((
1
2 +N
)
+ ℜe[M ] ℑm[M ]
ℑm[M ] ( 12 +N)−ℜe[M ]
)
. (86)
If the initial state ̺0 is a Gaussian state with CM σ0 and first-moments vector
X0 ≡ Tr[̺0Rˆ], respectively, the Wigner function W (X) of the evolved state under
the action of the Eq. (86) is still Gaussian, but with CM and first-moments vector
given by (see Ref. [2] for the explicit calculation):
σt = e
−Γtσ0 + (1− e−Γt)σ∞, and Xt = e−Γt/2X0, (87)
respectively, which show that σ∞ is the asymptotic CM when the initial state is
Gaussian, while Xt ≡ Tr[̺tRˆ] is damped to zero.
The extension to two-mode or, more in general, to n-mode states interacting with
uncorrelated environments, each described by a Master equation of the form (84), is
straightforward. In this case, if σ0 and X0 refer to the CM and first-moments vector
of the initial state n-mode state and Γk, Nk andMk are the parameter characterizing
the environment interacting with the k-th mode, then we have:
σt = G
1/2
t σ0G
1/2
t + (12n −Gt)σ∞, and Xt = G1/2t X0, (88)
where Gt =
⊕n
h=1 e
−Γht
12 and σ∞ =
⊕n
h=1 σh,∞ with:
σh,∞ =
((
1
2 +Nh
)
+ ℜe[Mh] ℑm[Mh]
ℑm[Mh]
(
1
2 +Nh
)−ℜe[Mh]
)
. (89)
Starting form σt and Xt, one can easily evaluate the evolution of all the quan-
tities addressed in the previous sections, such as purity and, for two-mode states,
the separability thresholds and entropies (the interested reader can find the explicit
calculations and a thorough analysis, e.g., in Ref. [2] and references therein).
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8 Gaussian measurements onto a Gaussian state
In the previous sections we have reviewed how a Gaussian state can be generated and
characterized. We have also addressed its kinematics and evolution through noisy
channels. In order to make this tutorial as complete as possible, we now focus on
conditional Gaussian measurements [70,71,72,73], such as homodyne detection and
double homodyne detection [2], performed on Gaussian states (for a PhD tutorial
on the manipulation of Gaussian states at the photon level see, e.g., Ref. [74]). Con-
ditional measurements are extremely important in quantum information processing,
since they are at the basis of quantum teleportation and telecloning protocols and
allow to generate and manipulate new classes of states [75]. Furthermore, a single
homodyne detector has been recently used to fully characterize a two-mode squeezed
thermal state [76,77].
In order to show how a typical calculation involving Gaussian states and operations
is carried out, we explicitly derive the characteristic function of a conditional Gaussian
state obtained by performing a Gaussian measurement on one of its n modes.
Let us consider the following Gaussian characteristic function with zero first-
moments vector (extension to non-zero first-moments states is straightforward) as-
sociated with a n-mode state ̺ [for the sake of simplicity we use the characteristic
function as defined in Eq. (15) and drop the explicit dependence on the operators]:
χ(Λ) = exp
{
− 12ΛTΣΛ
}
, (90)
where Λ = (Λ1,Λ2, . . . ,Λn)
T ∈ R2n is a column vector and Σ is the 2n × 2n CM.
Now we assume to perform a Gaussian measurement on one of the modes, that is a
measurement described by a POVM with Gaussian characteristic function. Without
lack of generality, we can assume that the measurement involves mode 1, and, thus,
the corresponding characteristic function may be written as:
χM(Λ1) = π
−1 exp
{
− 12ΛT1 σMΛ1 − iΛT1X
}
, (91)
where σM andX are the CM the first-moments vector or, more precisely, the outcome
of the measurement, respectively. For the sake of simplicity, we write Λ and the CM
Σ in the following block form:
Λ = (Λ1,Λ2, . . . ,Λn)
T = (Λ1, Λ˜)
T , and Σ =
(
A C
CT B
)
, (92)
whereA ∈ R2×R2 andB ∈ R2(n−1)×R2(n−1) are symmetric, andC ∈ R2×R2(n−1),
making evident the mode undergoing the measurement. The conditional characteristic
function of the system after the measurement with outcome X is:
χ′(Λ˜) =
1
p(X)
∫
R
2
d2Λ1
2π
χ(Λ1, Λ˜)χM(−Λ1) , (93)
where we used the trace rule (23) and p(X) is the probability of the outcome X:
p(X) =
∫
R
2n
d2Λ1 d
2(n−1)Λ˜
(2π)n
χ(Λ1, Λ˜)χM(−Λ1) (2π)(n−1)δ(−Λ˜) (94)
=
exp
{
− 12XT (A+ σM)−1X
}
π
√
det[A+ σM]
, (95)
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where δ(−Λ˜) =∏nk=2 δ(2)(−Λk) is the product of Kronecker deltas in R2. Note that:
χ(Λ1, Λ˜)χM(−Λ1) = π−1 exp
{
− 12 (Λ1, Λ˜)Tσ (Λ1, Λ˜) + iΛT1X
}
, (96)
with:
σ =
(
A+ σM C
CT B
)
. (97)
In order to perform the integral (93) we observe that σ can be rewritten as follows:
σ =MT
(
A+ σM 0
0 B −CT (A+ σM)−1C
)
M , M =
(
12 (A+ σM)
−1C
0 12(n−1)
)
.
(98)
The matrix B − CT (A + σM)−1C is the Schur complement of the matrix σ with
respect to A+ σM. Now, since:
M (Λ1, Λ˜) =
(
Λ1 + (A+ σM)
−1CΛ˜, Λ˜
)
, (99)
Eq. (93) reduces to:
χ′(Λ˜) =
1
p(X)
exp
{
− 12Λ˜
T
[B −CT (A+ σM)−1C] Λ˜− iΛ˜TCT (A+ σM)−1X
}
×
∫
R
2
d2Λ′
2π2
exp
{− 12 (Λ′)T (A+ σM) (Λ′)− i(Λ′)TX} , (100)
= exp
{
− 12Λ˜
T
[B −CT (A+ σM)−1C] Λ˜− iΛ˜TCT (A+ σM)−1X
}
, (101)
where we performed the change of variables Λ′ = Λ1 + (A + σM)−1CΛ˜. The condi-
tional state χ′(Λ˜) is a (n− 1)-mode Gaussian state with CM B −CT (A+ σM)−1C
and first-moments vector CT (A + σM)
−1X. Analogously, if we carry out the mea-
surement on the mode n (actually, the last one), we obtain that the conditional
state is still Gaussian but with CM A − C(B + σM)−1CT and first-moments vec-
tor XT (B + σM)
−1C, where, now, A ∈ R2(n−1) × R2(n−1), B ∈ R2 × R2 and
C ∈ R2(n−1) ×R2.
9 Fidelity between Gaussian states
The fidelity is one of the most important figure of merit in quantum information
and quantifies the similarity between two states ̺1 and ̺2. The Uhlmann’s fidelity is
defined as [78]:
F(̺1, ̺2) =
{
Tr
[
(
√
̺1̺2
√
̺1)
1/2
]}2
, (102)
and corresponds to the maximal transition probability between all purifications of
the two states.
In the case of single-mode Gaussian states with CMs σk and first-moments vectors
Xk, k = 1, 2, Eq. (102) leads to [79]:
F(̺1, ̺2) =
exp
{− 12 (X1 −X2)T (σ1 + σ2)−1(X1 −X2)}√
∆+ δ −√δ , (103)
with ∆ = det[σ1 + σ2] and δ = 4
∏2
k=1(det[σk]− 14 ).
Will be inserted by the editor 21
The problem of finding an analytical formula for the fidelity between n-mode
Gaussian states has been very recently solved in an elegant way [80]. In particular,
for two-mode Gaussian states one obtains:
F(̺1, ̺2) = Tr[̺1̺2]
(√
X +
√
X − 1
)2
, (104)
where X = 2√A+ 2√B + 12 and:
A = det[Ωσ1Ωσ2 −
1
414]
det[σ1 + σ2]
, B = det[σ1 +
i
2Ω] det[σ2 +
i
2Ω]
det[σ1 + σ2]
≥ 0 , (105)
are symplectic invariants,Ω = ω⊕ω is the symplectic matrix (3) and, using Eq. (21)
or Eq. (23), we have:
Tr[̺1̺2] =
exp
{− 12 (X1 −X2)T (σ1 + σ2)−1(X1 −X2)}√
det[σ1 + σ2]
. (106)
The reader can find the full analysis leading to Eq. (104) and the extension to n-mode
Gaussian states in the original paper [80].
10 Conclusions
In this tutorial we have presented the basic tools and results in order to deal with
Gaussian states in phase space. We have seen how their generation, manipulation and
propagation through noisy channels can be described by means of suitable transfor-
mations of the covariance matrix and first-moments vector. Focusing on two-mode
Gaussian states, we have addressed their characterization by means of mutual infor-
mation and conditional entropies, their separability and entanglement properties. As a
pedagogical example, we have explicitly showed how to calculate the conditional state
of a multimode Gaussian state that has gone through a Gaussian measurement on
one of its modes. We have also presented the latest results about the fidelity between
Gaussian states, that is the most important figure of merit in quantum information.
After the last meeting I had with prof. Federico Casagrande, I promised him we
would have discussed my research on Gaussian states and my latest results. Unfortu-
nately, we had not enough time. Of course, these pages cannot substitute an afternoon
spent with him, his curiosity and his enthusiasm. . . Nevertheless, I believe he would
have appreciated this tutorial and I hope it could be a useful tool for students and
scientists interested in quantum optics, the main topic investigated by Federico during
his activity at the University of Milano.
I’d like to thank M. G. A. Paris, F. Benatti and P. Marian for useful suggestions and
discussions. Financial support from the University of Trieste (FRA 2009) and MIUR (FIRB
RBFR10YQ3H) is acknowledged.
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