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S u m m a r y
The ever increasing importance of IP networks to home and business users, the steadily growing 
number of devices and services that run on them and the evolution of Internet towards the global 
multiservice network of the future make the efficient utilization of resources an issue of great 
importance and the capability to provide Quality of Service (QoS) an important challenge.
It is widely accepted that the current Internet, using the simple best effort service model, is not 
able to support in a satisfactory fashion emerging services and market demands, such as Voice 
over IP (VoIP), Videoconferencing and real-time traffic in general. The latter has QoS 
requirements that the current best effort Internet cannot provide in a resource and, consequently, 
cost efficient manner, e.g. without massive overprovisioning.
Differentiated Services (DiffServ) are seen as the emerging technology to support QoS in IP 
networks without the inherent scalability problems of Integrated services (IntServ). This is 
achieved by grouping traffic with similar QoS requirements into a finite number of traffic classes, 
allocating bandwidth to these classes, and differentiating their forwarding treatment in the 
network. However, by simply providing forwarding differentiation, DiffServ does not 
fundamentally solve the problem of controlling congestion. If the amount of traffic injected in a 
given class is not controlled through admission control, overload situations will occur and all 
traffic flows in that class will suffer a potentially harsh QoS degradation.
The main objectives of this thesis are to investigate issues related to bandwidth allocation for 
provisioning real-time traffic classes and to propose admission control functions that can prevent 
overload situations so that the designated QoS guarantees are provided, while at the same time 
improving the allocated resources utilization under any offered traffic load conditions.
We begin by investigating certain bandwidth management related issues with respect to 
bandwidth allocation and admission control schemes for the support of real-time traffic in 
DiffServ networks, related to the performance of the schemes as a function of topological 
placement and assumed multiplexing gains. We validate our study using simulations with the 
publicly available ns-2 simulator.
Taking into account the implications of our bandwidth management study we then proceed to 
present our approach towards admission control for real-time traffic in DiffServ network domains, 
covering both the case where the traffic originates and terminates within the same domain (intra­
domain traffic) as well as the case where the traffic has to traverse a sequence of domains before 
reaching its destination (inter-domain traffic). By means of simulations we show that our
proposed schemes perform veiy well and that they compare favourably against other schemes 
found in the literature.
Key words: Admission Control, Bandwidth Management, Differentiated Services (DiffServ), 
Quality of Service (QoS)
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Chapter 1. Introduction
Chapter 1
1 Introduction
1.1 T h e  C u r re n t  In te rn e t  S ta tu s
Nowadays, Internet Protocol (IP) based networks have become a powerful and in many cases 
indispensable tool for many types of users. The increasing importance of IP networks to home and 
business users, the steadily growing number of devices and services that run on them and the 
evolution of Internet towards the global multiservice network of the future due to its widespread 
infrastructure, make the efficient utilization of its resources an issue of great importance and the 
capability to provide Quality of Service (QoS) guarantees a challenging field.
Current IP networks, however, provide only one simple service; that is the best-effort service. 
Under this service model, the network will try its best to deliver a packet as soon as possible to its 
destination. There is no guarantee though regarding the timeliness or the actual delivery of a 
packet. The absence of any kind of performance requirements has made it possible to run IP over 
a wide variety of link technologies, allowing routers to be stateless, and has allowed the Internet 
to scale well in both the size of the network and the nature of the applications.
However, since the trend is for Internet to evolve into a global communication infrastructure, 
there is a need to provide more sophisticated service models in order to support emerging services 
and market demands, such as Voice over IP (VoIP), and Videoconferencing. Such services have 
Quality of Service (QoS) requirements that the current best-effort Internet can only provide with 
massive bandwidth overprovisioning.
The overprovisioning model requires that the ratio of traffic demand to the available 
resources remains small [Trim04], IP network providers set small thresholds of link utilizations 
and when these thresholds are crossed, the links are considered congested and, therefore, their 
capacity is upgraded. There is anecdotal evidence that these utilization thresholds are as low as 
15%. The excess capacity in the network absorbs the transient bursts of traffic, allowing for QoS 
demanding services to be offered to end-users [Trim04].
In order to support QoS in the Internet in a more predictable and also resource and, consequently, 
cost-efficient manner, the Internet Engineering Task Force (IETF) has defined two architectures:
1
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the Integrated Services (IntServ) [RFC 1633] and the Differentiated Services (DiffServ) 
[RFC2475] architecture.
In the next Sections we will give a short overview of these two architectures and with reference to 
the DiffServ architecture we will proceed to explain the need for admission control and bandwidth 
management in DiffServ networks.
1.2 T h e  In te g ra te d  Services A rc h ite c tu re
The Integrated Services (IntServ) architecture follows an approach similar to that found in 
multiservice telecommunication networks, most notably in Asynchronous Transfer Mode (ATM) 
networks.
In this architecture there is a hard sense of QoS in terms of resources allocated to individual 
flows, with the Resource Reservation Protocol (RSVP) [RFC2210] used for signalling the 
required QoS characteristics to the network. With flow state information required at every router, 
edge and core in the path between receiver and transmitter, scalability has been the main 
architectural concern and one of the main reasons that restricted its widespread deployment. The 
amount of state information increases proportionally with the number of flows, thus placing a 
huge storage and processing overhead to the routers and requiring fairly complex control 
components in each router. While there exist proposals that aim to reduce the number of flows 
inside the network by aggregating flows that follow the same path into macro-flows [RFC3175, 
Guer97], they only manage to alleviate the problem but not fundamentally solve it, since the 
number of macro-flows can be quite large, especially in networks with many edge routers, given 
that the number of paths is a quadratic function of the number of edge routers [Stoica99a],
The Integrated Services architecture supports two new service classes in addition to the existing 
best effort class. These are the Guaranteed and the Controlled Load service classes.
The Guaranteed service class [RFC2212] is a quantitative service class, which provides strong 
guarantees in terms of end-to-end delay and bandwidth. It also ensures that no packets will be 
discarded due to queues overflowing anywhere in the network.
The Controlled Load service class [RFC2211] is a qualitative service class and it is defined as 
being equivalent to the service obtained using best effort in a lightly loaded network and uses 
capacity control to assure that this service is received even when the network is overloaded. This 
means that as the load in the network increases, the best effort traffic will find its service quality 
degraded while the Controlled Load traffic will still receive the service it got under the light load 
scenario.
2
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As already mentioned, the reservation mechanism used in Integrated Services architecture is the 
RSVP signalling protocol, which is a receiver-oriented protocol. When a reservation is required 
from A to B across a network, A sends an RSVP PATH message towards B, which contains a 
description of the reservation request. This message is routed across the network using the 
underlying routing protocol. At each router along tlie way, the local IntServ entity makes a note of 
the previous hop, updates parameters in its memory and amends some of the IntServ parameters 
carried by the message. Once the PATH message reaches its destination B, it contains end-to-end 
information about the router capabilities along tlie path. The receiver may then initiate a 
reservation request, based on the PATH information received. It specifies the characteristics of the 
reservation (e.g. service type and resource requirements) and composes a RESV message. This 
message is routed back to A using the previous hop information stored at each router (thus 
ensuring that the same path is used). If a node along the way is unable to accommodate the 
reservation, an error is generated and the RESV message is not forwarded any further. If all 
intermediate routers can accommodate it, an end-to-end reservation is set up [Flegk05].
1.3 T h e  D iffe ren tia ted  Services A rch itec tu re
Contrary to the Integrated Services architecture, the Differentiated Services architecture explicitly 
distinguishes between edge and core routers.
Differentiated Services, as proposed by the IETF Differentiated Services Working Group (WG) 
[RFC2475], allow IP traffic to be aggregated into a finite number of service classes that receive 
different router treatment. For example, traffic belonging to a higher priority service class, 
receives some form of preferential treatment over traffic classified into a lower one. At each 
Differentiated Services user/provider boundary, the service provided is defined by means of a 
Service Level Agreement (SLA) [How05]. The SLA is a contract, established either statically or 
dynamically, that specifies the overall performance and features, which can be expected by a 
customer. The subset of the SLA, which provides tlie technical specification of the service, is 
referred to as the Service Level Specification (SLS).
DiffServ follows a “keep all complexity at the network edge” approach where all complicated 
per-flow packet processing is done at tlie network edge, whereas the core routers simply forward 
the traffic aggregates they receive. The information required to perform actual differentiation in 
the core network elements is carried in the Type of Service (TOS) field of the IPv4 packet headers 
or the Traffic Class field of the IPv6 packet headers, referred to as the DS Field or Codepoint 
(DSCP) [RFC2474].
Since the information required by the buffer management and scheduling mechanisms is carried 
within the packet, Differentiated Services do not require core routers to be aware of signalling and
3
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perform any per-flow operations to control the mechanisms that are used to select different 
treatment for the individual packets. Consequently, the amount of state information is 
proportional to the number of service classes and not proportional to the number of flows. 
Therefore, Differentiated Services do not suffer from the inherent scalability problems of 
Integrated Services and are seen as the technology to support QoS in IP networks in a scalable 
manner.
As already mentioned, the functionality of DiffServ edge routers is much more complicated than 
that of core routers. The DiffServ edge routers perform traffic conditioning by means of four 
elements, which are the Meter, the Marker, the Shaper and the Dropper. First, a DiffServ edge 
router uses a Classifier to identify the service class that the incoming traffic will be mapped to. 
Once classified, the traffic is submitted to the Meter, which measures the traffic to verify 
conformance to the agreed traffic profile as specified in the corresponding SLS, and then passes 
state information to the Marker and the Shaper/Dropper in order for them to perform actions 
based on the measurement result. The Marker may perform marking on unmarked packets 
(DSCP=000000) or even remarking marked ones according to the result of the measurement and, 
finally, the Shaper/Dropper treats the marked packets according to their DSCP value and 
delays/drops packets so that the traffic is compliant with the agreed traffic profile. Figure 1-1 
illustrates the functionality of a DiffServ edge router.
Figure 1-1: DiffServ edge router functionality.
The Differentiated Services architecture supports two new classes of service in addition to the 
existing best effort class, which are implemented by processing packets based on a small number 
of Per Hop Behaviours (PHBs). A PHB is a description of the externally observable forwarding 
behaviour of a Differentiated Services node, applied to a collection of packets with the same 
DSCP that are crossing a link in a particular direction. Each service class is associated with a 
PHB. Currently, there are exist three proposed PHBs.
The first one is the default (DE) PHB, which is the common, best-effort forwarding available in 
today’s Internet, and which implements the best effort service class.
The second PHB is the Expedited Forwarding (EF) PHB, which is a high priority behaviour, 
defined as a forwarding treatment for a particular Differentiated Services aggregate, where the 
departure rate of the aggregate’s packets from any DiffServ-compliant node has a well-defined
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minimum value ("well-defined" means independent of the dynamic state of the node -in 
particular, independent of the intensity of other traffic at the node) and where conditioning the 
aggregate (via policing and shaping) ensures that its arrival rate at any node is always less than 
that node's configured minimum departure rate [RFC2598, RFC3246]. The EF PHB implements 
the EF service class, which aims to ensure that the EF traffic aggregates will see no (or veiy 
small) queues so that very low delay, jitter and zero (or close to zero) losses are achieved. In 
practice, the EF service class emulates a ‘virtual leased line’ (virtual wire of fixed bandwidth) 
enviromnent between end-points.
The third PHB is the Assured Forwarding (AF) PHB group, which is a means for a DiffServ 
domain to offer different levels of forwarding assurances for IP packets. Four AF classes are 
defined, where each AF class is in each DiffServ node allocated a certain amount of forwarding 
resources (buffer space and bandwidth). IP packets that wish to use the services provided by the 
AF PHB group are assigned into one or more of these AF classes according to the services that 
the customer has subscribed to. Within each AF class, IP packets are marked with one of three 
possible drop precedence values. In case of congestion, the drop precedence of a packet 
determines the relative importance of the packet within the AF class. A congested DiffServ node 
tries to protect packets with a lower drop precedence value from being lost by preferably 
discarding packets with a higher drop precedence value [RFC2597]. The AF service class in 
practice provides “softer” (statistical in nature) guarantees than the EF service class, where the 
level of forwarding assurance of an IP packet, thus, depends on how much forwarding resources 
have been allocated to the AF class that the packet belongs to, what is the current load of the AF 
class, and, in case of congestion within the class, what is the drop precedence of the packet.
The Differentiated Service Working Group has also gone a step further to define the notion of the 
Per-Domain Behaviour (PDB), which according to [RFC3086] is the expected treatment that an 
identifiable group of packets will receive from edge-to-edge in a DiffServ domain. A particular 
PHB (or, if applicable, list of PHBs) and traffic conditioning requirements are associated with 
each PDB. The Working Group did set the rules for describing PDBs but did not produce any 
output specifying a PDB, other than the default PDB, which is based on the Default PHB and is 
nothing more than the common best-effort behaviour of current IP networks [Flegk05].
1.4 T h e  N eed fo r A dm ission  C o n tro l a n d  B an d w id th  M an ag em en t in  
IP  D iffe ren tia ted  Services N etw orks
Differentiated Services may differentiate the treatment that packets receive in a domain but they 
do not attempt to give explicit end-to-end guarantees. Instead, in congested network elements, 
traffic with a higher class of priority has a higher probability of getting through, or in case of
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delay priority, is scheduled for transmission before traffic that is less delay-sensitive. This means 
that DiffServ does not fundamentally solve the problem of controlling congestion in the Internet. 
If the amount of traffic injected in a given service class is not controlled, congestion will occur 
and all flows in that service class will suffer a potentially harsh QoS degradation.
As the authors of [Bian02a] properly state, [RFC2998] recognizes the problem of QoS 
degradation due to congestion and points out that “further refinement of the QoS architecture is 
required to integrate DiffServ network setyices into an end-to-end service delivery model with the 
associated task of resource reservation" and [RFC2990] suggests to define an “admission control 
function which can determine whether to admit a service differentiated flow along the nominated 
network path".
In principle, these statements point out the need for resource reservation and bandwidth 
management along-the end-to-end paths and the deployment of admission control functions to 
regulate the admission of flows so as to prevent overload situations within the reserved resources 
for the implemented service classes.
However, until now DiffServ lacks standardized PDBs (edge-to-edge service classes) for QoS, as 
well as a standardized admission control scheme and, also, at tlie moment a standardized 
signalling protocol for DiffServ networks does not exist, although the Next Steps in Signalling 
(NSIS) working group [RFC4080] is working towards this direction (It is worth noting here that 
according to the original DiffServ specification, core routers should not be required to be 
signalling-aware). The lack of standardized QoS-oriented PDBs, as well as the lack of a 
standardized admission control scheme, along with the non existence of a standardized signalling 
protocol has lead to a variety of diverse approaches towards admission control in DiffServ 
networks and has also motivated the research work presented in this thesis.
1.5 T hesis C o n trib u tio n s
In this thesis, the focus is on the support of real-time traffic flows in IP Differentiated Services 
networks. We define as real-time traffic flows, the flows that have strict delay and jitter 
requirements, and a bounded, not necessarily too small, packet loss rate (PLR) requirement. 
Therefore, we start by making the assumption that such flows do not need the ‘virtual wire’ 
environment treatment, provided by the Expedited Forwarding (EF) service class [Lakk05], while 
the “softer”, statistical in nature, guarantees provided by tlie higher priority Assured Forwarding 
(AF) service classes are adequate. This assumes, of course, appropriate admission control 
procedures are in place and these AF service classes are not congested.
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We also assume that the real-time traffic flows are UDP-controlled [RFC0768] and that there 
exists end-to-end isolation between the UDP real-time traffic and the TCP-controlled [RFC0793] 
data traffic; that is the TCP-controlled traffic is not mapped to the AT service classes that the 
UDP-controlled traffic is mapped to, so they do not compete for the same resources at any links 
along the end-to-end paths. This end-to-end isolation is needed because congestion-unresponsive 
(UDP) flows can greatly affect the throughput of congestion-responsive flows [SunOO, BakOl].
Taking the above assumptions on board, in this thesis we first investigate bandwidth management 
issues with respect to bandwidth allocation (offline) and admission control (online) schemes for 
supporting QoS for real-time traffic flows in the context of AF service classes in DiffServ 
networks. These bandwidth management issues are related to the performance of the schemes as a 
function of topological placement and assumed multiplexing gains.
Taking into account the implications of our bandwidth management related study we then proceed 
to present our approach towards admission control for intra-domain real-time traffic flows, that is 
real-time traffic that originates from individual end-users connected to the DiffServ domains and 
its destination is inside the geographical scope of the DiffServ domain they are connected to. We 
then proceed to present our admission control approach for inter-domain real-time traffic flows, 
that is real-time traffic that originates from individual end-users connected to the DiffServ 
domains and its destination is outside the geographical scope of the DiffServ domain they are 
connected to; therefore it needs to traverse a sequence of transit domains in order to reach its 
destination.
The key achievement of this thesis regarding the approaches towards admission control is the 
development of admission control functions that:
• are relatively simple and therefore suit the online nature of admission control
• perform well for a variety of traffic load conditions without requiring frequent 
reconfiguration of the involved parameters
• do not require functionality from the DiffServ network side, which is outside the scope of 
the original DiffServ specification.
1.6 T hesis S tru c tu re
The rest of this thesis is organised as follows. In Chapter 2 we present a brief overview of 
bandwidth allocation schemes suitable for aggregating real-time traffic flows in the context of the 
AF service classes and also a comprehensive literature review and taxonomy of the existing 
admission control schemes (for the sake of completeness we also include a brief review of 
admission control schemes for TCP-controlled (elastic) traffic flows). In Chapter 3, assisted by
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the presentation of Chapter 2, we present our bandwidth management related study. Chapter 4 is 
dedicated to our admission control scheme for intra-domain real-time traffic while in Chapter 5 
we present our admission control scheme for inter-domain real-time traffic. Finally, in Chapter 6 
we conclude the thesis and point to potential future work.
Chapter 2. Oveiview of Bandwidth Allocation and Admission Control Schemes
Chapter 2
2 O v e r v i e w  of B a n d w i d t h  Allocation a n d  
Admission Control S c h e m e s
As mentioned in Section 1.5 of Chapter 1, we assume that UDP-controlled real-time traffic flows 
do not need the ‘virtual wire’ treatment provided by the EF service class and that the statistical in 
nature guarantees provided by the uncongested AF service classes are adequate.
By allowing aggregation of the real-time traffic flows in the context of the AF service classes in a 
DiffServ network, statistical multiplexing gains can be achieved, which allow for much more 
efficient utilization of the resources reserved for the AF service classes, in comparison to the 
utilization of the reserved resources that would have been achieved if the real-time traffic flows 
were aggregated in the context of the EF service class. In the context of the EF service class, at 
edge routers, the flows are allocated resources that equal or even exceed their peak rate and at 
every router the configured aggregate departure rate must be at least equal to the aggregate arrival 
rate. This, in principle, peak rate (non-statistical) bandwidth allocation leads inevitably to reduced 
utilization for the EF service class. Furthermore, as shown in [Stoica99b], in order for the EF 
service class to be able in practice to provide a ‘virtual wire’ environment comparable to the 
environment provided by the Integrated Services Guaranteed service class even with relatively 
large delay bounds, it additionally needs to be allocated a very low fraction of the bandwidth on 
the links along the end-to-end paths, which can translate to additional complexity at the network 
dimensioning and provisioning phase.
Another assumption made is that there exists end-to-end isolation between the UDP-controlled 
real-time traffic and the TCP-controlled data traffic. An alternative option that would not require 
this end-to-end isolation would be to consider the case where TCP Friendly Rate Control (TFRC) 
[RFC3448] is employed as the control protocol for the real-time traffic flows. In theory, TFRC is 
intended to be reasonably fair when competing for bandwidth with TCP flows, having at the same 
time a much lower variation of throughput over time compared with TCP, making it more suitable 
for applications such as telephony or streaming media. However, in practise, there exist several 
pieces of anecdotal evidence suggesting significant discrepancy between the throughput achieved 
by TFRC and by that of TCP [BansOl, FloOO, RheeOO, RYangOl]. As shown in [Rhee05], these 
discrepancies can translate to situations where TFRC uses around 20 times more, or sometimes 10
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times less, bandwidth than TCP. Also, similar to TCP, since TFRC uses the TCP throughput 
equation [Padli98], it has the same bandwidth scalability problem as TCP in high-speed long­
distance networks [RFC3649, LXu05], which means that its achieved throughput may not be large 
enough to match the bandwidth requirements of the real-time traffic flows under these network 
conditions.
Keeping the above in mind, in this Chapter we present a brief overview of bandwidth allocation 
schemes suitable for aggregating real-time traffic flows in the context of isolated AF service 
classes and also a comprehensive literature review and taxonomy of the existing admission 
control schemes, which will assist in the forthcoming Chapters in the presentation of our 
bandwidth management related study and will also allow us to position our proposed admission 
control schemes. The rest of this Chapter is structured as follows:
Section 2.1 gives an overview of bandwidth allocation schemes based on discriminating criteria, 
describes their main features, strengths and drawbacks and gives some examples of bandwidth 
allocation schemes.
Section 2.2 gives a taxonomy of existing admission control schemes based on various criteria, 
describing their main features, strengths and drawbacks and, also, elaborates on considerations 
regarding their implementation. The Section concludes by presenting representative admission 
control schemes found in the literature, that are suitable for UDP-controlled real-time traffic flows 
in the context of the AF service classes.
Finally, Section 2.3 provides a summary of what has been presented in this Chapter.
2.1 B an d w id th  A llocation  Schem es
The bandwidth allocation schemes suitable for aggregating real-time traffic flows in the context of 
the AF service classes, contrary to tlie non-statistical bandwidth allocation schemes in the context 
of the ‘virtual wire’ EF service class, allow for losses to be a controlled variable. This controlled 
variable determines, together with the traffic characteristics of the flows under aggregation -  
expressed in terms of parameters such as peak bit rate, mean bit rate, variance of bit rate or as 
token bucket filter parameters-, the bandwidth requirements for an aggregation of flows so that 
the losses are kept below their PLR requirement. (These derived bandwidth requirements are 
usually referred to as effective bandwidth or equivalent capacity). Inversely, these bandwidth 
allocation schemes allow for losses to be a controlled variable that determines the number of 
flows that can be aggregated within a given amount of bandwidth so that the losses are kept below 
their PLR requirement.
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2.1.1 Categorization C riteria
The bandwidth allocation schemes can be divided into two categories, based on whether the 
effective bandwidth is calculated in an additive or non-additive manner. A further, and probably 
the most important, division can be made based on whether the buffering effect is taken into 
account when deriving the effective bandwidth value.
2.1.2 Additive Effective Bandw idth versus Non-Additive Effective 
Bandw idth
In the additive effective bandwidth approach, the bandwidth requirements for each flow are 
derived independently of the number and traffic characteristics of other flows that are aggregated 
with the flow in question; in practice each flow is allocated a particular bandwidth between its 
average and peak rate [Knigh99], derived based only on its own traffic characteristics, and the 
effective bandwidth for the whole set of sources under aggregation is calculated simply as the sum 
of effective bandwidths of all flows. Examples of such additive approaches can be found in 
[Guer91, Cour94, Elwa93]
In the non-additive approach, the bandwidth requirements of individual flows cannot be derived 
independently, on the contrary one bandwidth value for the whole aggregation of flows is derived 
taking into account the number and traffic characteristics of all tire flows under aggregation. 
Examples of such non-additive approaches can be foimd in [Guer91, Elwa95]
The additive approach has the advantage that the bandwidth requirements of each flow can be 
derived independently and in a straightforward manner, whereas for the non-additive approach the 
traffic characteristic of all flows are required, which can additionally make deriving the 
bandwidth requirements (or, inversely, the number of flows that can be aggregated within certain 
amount of bandwidth) not straightforward.
On the other hand, by simply adding bandwidth requirements of flows, the effects of economy of 
scale (statistical multiplexing) with a large number of flows are not exploited by the additive 
approach. That is, the value of the effective bandwidth of an individual flow is always calculated 
to be the same, regardless of the number of multiplexed flows, and does not decrease with the 
number of multiplexed flows, something which is counter-intuitive. On the contrary, the non­
additive approach can take advantage of the effects of economy of scale [Knigh99].
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2.1.3 Bufferless Statistical M ultiplexing versus Buffered Statistical 
M ultiplexing
The bufferless statistical multiplexing approaches do not take into account the buffering effect 
when deriving the effective bandwidth value for a set of sources under aggregation and, therefore, 
aim to ensure that the combined arrival rate of the multiplexed sources (in this thesis we use the 
terms source and flow interchangeably) exceeds the derived effective bandwidth value with 
probability smaller than the PLR requirements of the sources. Examples of such approaches based 
on bufferless statistical multiplexing can be found in [Guer91, Joos89, Kelly96].
Contrary to the bufferless statistical multiplexing approaches, buffered statistical multiplexing 
approaches take into account the buffering effect when deriving the effective bandwidth value 
and, therefore, allow an input rate excess, with surplus traffic being temporarily stored in large 
buffers. These approaches aim to ensure that the buffer overflows with probability smaller than 
the PLR requirements of the sources. Examples of such approaches based on buffered statistical 
multiplexing can be found in [Guer91, Cour94, Elwa95].
Each of these two categories has its own merits but also its drawbacks. Bufferless statistical 
multiplexing is attractive for real-time traffic since it ensures that tlie traffic experiences minimal 
delay. In addition, the dynamics leading to an overload event in a bufferless system are much 
simpler than those of a buffered system [Tse97]. The main disadvantage of using a buffer is that 
overflow probability depends significantly on assumptions about the flow characteristics [Bon02], 
and can only be controlled if these characteristics are known a priori without large deviations. 
Moreover, provisioning needs to account for statistical variations in the traffic mix as new flows 
arrive and others terminate. These complications are largely avoided with bufferless multiplexing 
because the queuing process at tlie buffer is not considered, which makes predicting the 
performance (loss process) much easier [RobOOa].
On the other hand, buffered statistical multiplexing allows for higher utilization for the same loss 
rate [Joos89, Bon02, Knigh99] but, as stated above, requires more complex traffic management 
compared to bufferless statistical multiplexing. Also it is not as robust with respect to flow 
characteristics as bufferless statistical multiplexing and can incur longer delays.
We need to stress here that bufferless statistical multiplexing is, of course, just a model 
abstraction [Bon02]. For packetized traffic, a small buffer for packet scale queuing is needed to 
take into account simultaneous packet arrivals from distinct flows [BonOl, Rob96], However, in 
this case the buffer is only used for packet scale queuing [Rob96] and not for storing significant 
amounts of excess traffic and is, therefore, not involved in calculations for deriving the effective 
bandwidth.
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2.1.4 Examples of B andw idth Allocation Schemes
By combining options, as given by the above mentioned two criteria (additive/non-additive and 
bufferless/buffered approaches), a variety of bandwidth allocation schemes appearing in the 
literature can be reconstructed, which combine the relevant benefits but also -unavoidably- the 
relevant drawbacks of the constituting options.
An example of bandwidth allocation scheme using additive effective bandwidths and buffered 
statistical multiplexing is the one in [Guer91], which for ON-OFF sources with exponentially 
distributed ON and OFF periods it derives the effective bandwidth associated with a single source 
in isolation as (using the notations of parameters as in [Guer91]) :
a6(l -  p)Rpeak - x  +  yj[ab(l -  p)Rpeak -  af + 4xabp(l -  p)Rpenk
2ab(l — p) (2*1)
where Rpeak is the source’s peak rate, p is its utilization, b is its mean burst period, x is the 
buffer size and a — ln(l /  e) , with e the upper bound on allowed loss rate. The effective 
bandwidth of multiple sources in this scheme is calculated simply as the sum of independently 
calculated effective bandwidths.
Another example of a bandwidth allocation scheme using additive effective bandwidths and
buffered statistical multiplexing is the one in [Cour94]. According to this, for a source with
average rate m , the effective bandwidth is given by:
C =  m + (57/(25) (22)
where B is the buffer size, 7  is the index of dispersion and 6 =  — In (s), with e the allowed loss 
rate. Similar to the previous scheme, the total effective bandwidth for a set of aggregated sources 
is given as the sum of the independently calculated effective bandwidths.
An example of bandwidth allocation scheme using the non-additive approach and bufferless 
statistical multiplexing is the one in [Guer91] using the normal distribution for the aggregate 
arrival rate of N  multiplexed sources. In this scheme, the effective bandwidth of N  multiplexed 
sources is given by:
C7 = £  m, + I- ln(2^ 2) £  erf
N
(2.3)
where £  mi denotes the mean aggregate bit rate, £  af the variance of the aggregate bit rate,
i=1
and e the upper bound on allowed loss rate.
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Another example using the non-additive approach and bufferless statistical multiplexing is the one 
in [Flo96], where based on the Chemoff-Hoeffding bounds the effective bandwidth of N  
multiplexed sources is given by:
t=i
 isl  (2.4)
where mi denotes the mean aggregate bit rate, p{ denotes the peak rate of source i , and e is
»=i
the upper bound on allowed loss rate.
Many more bandwidth allocation schemes exist in the literature, e.g. for schemes using a non­
additive approach based on buffered statistical multiplexing and traffic characteristics of flows 
given by means of token bucket filter parameters, the interested reader may refer to [Elwa95, 
Elwa97].
However, the objective of this thesis regarding bandwidth allocation is not to propose new such 
schemes or compare the relative performance of the existing ones, but rather to investigate issues 
that can affect their performance when deployed in the context of AF service classes in IP 
DiffServ networks; therefore we will not elaborate more on detailed descriptions/comparisons of 
existing bandwidth allocation schemes.
2.2 A dm ission  C o n tro l Schem es
As mentioned in the previous Chapter, the lack of standardized QoS-oriented PDBs, as well as the 
lack of a standardized admission control scheme, along with the non existence of a standardized 
signalling protocol has lead to a variety of very diverse approaches regarding admission control 
for DiffServ networks.
In this Section we will initially give a generic taxonomy of existing admission control schemes 
and describe their main features, strengths and drawbacks; then we will proceed to give specific 
examples of admission control schemes applicable to real-time traffic flows in the context of AF 
service classes.
2.2.1 Categorization C riteria
The various admission control schemes found in the literature that are applicable to a DiffServ 
network can be broadly divided in categories using as categorization criteria the following:
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1. The location where the admission control decision is made; at a centralized server or at 
various possible points in a network in a distributed manner.
2. The nature of traffic applications that die admission control schemes are targeted to; that 
is UDP-controlled (non-elastic) and TCP-controlled (non-elastic) traffic applications.
3. The method they use in order to decide whether there exist enough resources in order to 
admit or not a new flow.
4. The topological scope of the traffic flows they are targeted to.
5. The existence or not of isolation between UDP-controlled and TCP-controlled traffic.
2.2.2 Centralized Admission C ontrol versus D istributed Admission C ontrol
A first criterion to distinguish different admission control schemes is given by the location where 
the admission control decision is made; at a centralized server (most commonly known as 
Bandwidth Broker in the IETF DiffServ framework [RFC2638]) or at various possible points in a 
network (e.g. at ingress/egress nodes, at eveiy forwarding node or at the endpoints of 
communication) in a distributed manner.
The idea of centralized schemes is rather simple. With a signalling protocol, messages are 
exchanged between the sender of the flow and the centralized entity and, also, between routers in 
the network and the centralized entity. These messages include the service requirements of the 
flow and the available resources state at each router, therefore admission control is performed by 
an entity that has a database with complete and up-to-date knowledge of the network topology and 
resources, which is an ideal situation. The centralised entity then informs the ingress routers of the 
admission control decision [Bhat03, Stoica99a]. Examples of such centralised schemes can be 
found in [Lakk05, Xip99, Oku03, Fid03].
However, in practice, centralized schemes have certain disadvantages that need to be considered. 
The first one is that a centralized entity constitutes a single point of failure; therefore the 
robustness of such centralized schemes is questionable. In fact, even if the broker node is assumed 
to be fail-safe, links failures, which occur quite frequently, could make the broker unavailable to 
edge routers for long durations. Another problem is the scalability problems that a centralized 
scheme raises [ChuahOO, ZZhangOlb] and also the potential latency penalties incurred by the 
signalling messages exchange process. Centralized approaches are not scalable with the number 
of requests and are more appropriate for an environment where most flows are long lived with set­
up and tear down events relatively rare. Therefore, in environments where the arrival rate of 
requests is high but the bandwidth requested by each flow is small (for example, lot of VoIP 
requests in high speed links), scalability concerns become a valid issue.
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In order for the scalability problems of a centralized scheme to be overcome, distributed broker 
architectures can be considered [Stoica99a], in which the broker database is replicated or 
partitioned. In such architectures when a broker receives an admission request it makes an 
acceptance or rejection decision based on its own database, without consulting other brokers. This 
requires, though, a protocol to maintain the consistency of the different broker databases and a 
certain amount of overprovisioning in order to overcome inconsistencies in the broker databases; 
therefore there exists a hade-off between scalability (number of brokers) and resource 
fragmentation. To overcome this problem, a two-tier hierarchy of brokers has been proposed 
[ZZhangOla] where at the higher level there exists a central broker node which only maintains 
link states and allocates path-based quotas to the lower level brokers. The lower level brokers can 
allocate resources on paths to individual flows as long as their quotas are sufficient. If a lower 
level broker’s quota on a path is used up, it requests additional quotas from the higher level 
broker. The single point of failure problem exists in this architecture (it is the higher level broker) 
and continuous communication is required between the higher level broker and the lower level 
brokers to allocate and revoke quotas.
Distributed schemes avoid the single point of failure and the scalability concerns inherent in the 
centralized approaches, but the existence of multiple admission control decision points means that 
concurrent admission control decisions may be made by distinct decision points for flows 
competing for the same resources, without taking into account the effect that simultaneous 
admissions of flows at other decision points can have on the state of the resources in question. 
That can lead to QoS violations and the effects of concurrent admission control decisions depend 
on the number of admission control decision points competing for the same resources and also on 
the flow arrival and departure dynamics. Examples of such distributed schemes can be found in 
[Bhat03, MYang04].
In order for concurrency to be handled, in cases where competence between ingress nodes (or 
admission control decision points in general) for resources further downstream takes place, there 
exist some proposals in the literature [Lim06a, Lim06b, Bhat03, MYang04] which are as follows:
1. A first simple approach is to allocate resources on a per-ingress basis so that there is no 
competition for resources between the ingress nodes. This approach, however, may result 
in reduced resource utilization in cases there exist ingress nodes that do not generate 
sufficient traffic demand to match their bandwidth allocations.
2. A second simple approach is to allow flill sharing of the resources among competing 
ingress nodes without allocating resources on a per-ingress basis, employing though some 
safety margins to absorb the negative effects of concurrency [Lima06a, Lima06b]. These
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margins should take into account the number of competing ingress nodes and an 
appropriate method for tuning them is required.
3. A third approach is to allow full sharing of the resources among competing ingress nodes 
without allocating resources on a per-ingress basis, but control the niunber of ingress 
nodes that perform concurrent admission control decisions by deploying a token-based 
system between them [Lima06a, Lima06b, Bhat03]. In such a system, tokens are passed 
among ingress nodes and only the ingress node holding a token can admit new flows. 
This means that admission control decisions at ingress nodes are delayed until they 
receive the token. In the limit, when only a single token is available in the system, no 
concurrency is allowed. Furthermore, in order to prevent overacceptance of flows the 
contents of a token should additionally depict the state of the shared resources and an 
appropriate method is needed for the ingress nodes to update the status of the shared 
resources to take into account the traffic contribution of the flows they admitted while 
holding the token, before forwarding the token to the next ingress node. However, this 
approach requires the cooperation of ingress nodes; as such, the signalling required for 
the token exchange among ingress nodes and the time required for an ingress node to get 
a token, which depends on the number of concurrent nodes and the number of available 
tokens, may be prohibitive.
4. A fourth approach is to implement a credit-based system to control the bandwidth 
allocations of ingress nodes and, implicitly, handle concurrency [Lima06a, Lima06b, 
MYang04]. This means that ingress nodes are allocated a static credit (bandwidth) 
assignment and the nodes along the paths, where resource sharing is allowed, manage a 
pool of spare resources on their adjacent links and dynamically distribute them among the 
competing ingress nodes upon requests, depending on factors such as their demand, 
bandwidth sharing policies and also network topology and underlying bottleneck 
capacities. This approach does not require the cooperation among ingress nodes but 
requires the existence of an appropriate signalling protocol to signal credit reservations 
requests as well as credit reservations releases from ingress nodes to the nodes (core and 
egress) that manage the pool of spare resources. Also, in this approach, the nodes where 
resource sharing is allowed, should perform per-flow classification of packets in order to 
derive the current demand from the ingress nodes (or from upstream admission control 
decision points in general)
5. A fifth approach, which is similar to the fourth approach and also credit-based but 
alleviates the need for signalling from ingress nodes to core and egress nodes, is to have 
the ingress nodes only manage the pool of shared resources network-wide and signal each 
other for further credit reservations and releases [MYang04]. However, this would require
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the cooperation between ingress nodes and also an appropriate method for ingress nodes 
to obtain and update the network-wide shared resource information.
2.2.3 Admission C ontrol for Non-Elastic and for Elastic Traffic
A second criterion to distinguish the different admission control schemes is given by the nature of 
the traffic applications the schemes are targeted to. The traffic applications can be divided into 
two main categories based on the transport layer protocol they use, non-elastic (UDP-controlled) 
and elastic (TCP-controlled) traffic applications.
The majority of admission control schemes are targeted to non-elastic traffic flows, there exist 
though schemes targeted to elastic traffic flows as well. These two types of applications have 
different QoS requirements (loss, delay and jitter for non-elastic applications and throughput - 
goodput to be more precise; that is the throughput disregarding retransmissions- for elastic 
applications and, moreover, exhibit different traffic patterns due to the existence of 
responsiveness (TCP-controlled) or not (UDP-controlled) to congestion.
Furthermore, these two distinct types of traffic applications employ fundamentally different 
invocation methods. The invocation of non-elastic traffic flows is explicit and, moreover, traffic 
characteristics by means of traffic descriptors can be declared (e.g. peak rate or token bucket 
parameters) and used in the admission control process. On the contrary, tlie invocation of elastic 
traffic flows is mainly implicit (e.g. given the very high HTTP flow arrival rate on any network 
link and the small size and duration of most of them, it is inconceivable to implement an explicit 
admission control procedure based on an exchange of signals between the source and the network 
[FredjOl]) and, furthermore, contrary to non-elastic flows, the traffic characteristics of the elastic 
flows are influenced by the network conditions and are not exclusively defined by the source (e.g. 
for UDP-controlled VoIP traffic the traffic characteristics are exclusively defined by the codec 
used). Therefore, the admission control schemes targeted to these two distinct types of 
applications need to take into account these fundamental differences.
Examples of admission control schemes for elastic traffic can be found in [KumOO, Mass99, 
FredjOl, MortOO, RobOOb, Yahia05]. In the rest of this Section we will briefly describe the main 
features and considerations regarding the deployment of admission control for elastic flows. For 
the remaining Sections of this Chapter and for the rest of the thesis in general, if not explicitly 
stated, the presentation will focus on admission control for non-elastic traffic flows.
The basic concept of schemes for elastic traffic is to limit the number of simultaneous elastic 
flows in links (paths) so that the throughput they achieve is kept higher than a defined threshold, 
regardless, if possible, of the Round Trip Time (RTT) of the flows (that is, flows with high RTTs 
should not be penalised in comparison to those with low RTTs). The admission control process is
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initiated implicitly by intercepting connection setup requests by capturing TCP SYN or TCP 
SYN/ACK packets.
Several criteria can be used to determine if a new elastic flow can be accepted. In [KumOO] the 
admission control depends on the estimation of current load; if the load exceeds a certain 
threshold, all flow requests are blocked. When the load decreases below another -lower- 
threshold, flows are accepted. In [MortOO], elastic flows are rejected whenever the probability of 
packet loss due to buffer overflow exceeds an assumed limit value. In [FredjOl], admission 
control is based on estimating the “available bandwidth”, defined as the bandwidth a new flow 
would acquire on sharing capacity fairly with the flows already in progress. To perform this 
bandwidth estimation, the authors in [FredjOl] propose two methods. The first method is to 
implement a “TCP phantom” connection which sends a continuous stream of dummy packets and 
reacts to packet loss precisely as a regular TCP connection would do. The bandwidth is measured 
simply by averaging the short term rate of the TCP acknowledgement packets. The second 
method is to measure the current packet loss rate of the existing TCP connections and use the 
relation between it and the throughput of TCP connections. In both cases, depending on whether 
the estimated throughput is greater than a predefined threshold, the new elastic flow requesting 
admission is accepted. [Yahia05] extends and validates the relative performance of the scheme in 
[FredjOl] in case of existence of Random Early Detection (RED) queues instead of plain DropTail 
queues [HaiderOl].
The main problem related with the admission control schemes for elastic traffic is that admission 
control is performed on a per-TCP connection basis (by intercepting the TCP SYN or SYN/ACK 
packets), whereas the relevant unit of transfers is not necessarily a TCP connection [CharOl]. In 
many cases it would be preferable to admit or reject entire sessions rather than individual TCP 
flows. For example, for web browsing, admission control solutions that simply drop TCP SYN 
packets under high load have the effect of causing a repeated setup attempt after the default TCP 
timeout of 3seconds. Correspondingly, loading the page will just take longer but the loading 
process will not be blocked. A user will not recognise this as improved performance but rather as 
a performance degradation compared to not performing admission control at all. For web 
browsing, the admission control should be performed on a “per-click” basis; that is either a whole 
page should be rejected by admission control or should load completely at an acceptable transfer 
rate. In transaction oriented scenarios like home banking, electronic commerce or electronic 
business applications, the situation can be even worse [CharOl]. Even if user activities are 
admitted on a “per-click” basis instead of TCP-conneetion basis, blocking a part of a longer 
transaction due to overload is not what a user will consider as acceptable performance. In such 
cases, admission control should allow or block a whole transaction. These examples indicate that 
the granularity of a “flow” where admission control should be applied is application-dependent,
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which requires an application-dependent definition of “flow” (e.g. a succession of web pages in 
the context of an electronic commerce transaction) and obviously examining more fields than just 
the SYN or SYN/ACK packet header.
2.2.4 Traffic D escriptor-based Admission C ontrol versus M easurem ent- 
based Admission C ontrol versus Probe-based Admission C ontrol
Another criterion to distinguish different admission control schemes is based on the method they 
use in order to decide whether there exist enough resources in order to admit or not a new flow. 
With respect to this criterion, three main categories of admission control schemes can be defined, 
that are:
1. Traffic descriptor-based admission control
2. Measurement-based admission control, and
3. Probe-based admission control
2.2.4.1 T ra ffic  D esc rip to r-b ased  A dm ission  C o n tro l
Traffic descriptor-based admission control (TDAC) is based on the assumption that traffic 
descriptors, either deterministic or stochastic, are provided by the application/end-users for each 
flow requested prior to its establishment, and the scheme uses the declared traffic descriptors to 
derive the bandwidth requirements for the required QoS.
Traffic-descriptor admission control schemes in practise bear resemblance to bandwidth 
allocation schemes. That is, they usually employ an effective bandwidth formula (similar to the 
ones presented in Section 2.1) and by keeping track of the existing flows (and their traffic 
characteristics as provided by the traffic descriptors) and the flow requesting admission, they can 
derive the total effective bandwidth that is needed for the existing flows and the new one in order 
for the required QoS to continue to be provided. Examples of traffic descriptor-based admission 
control schemes can be found in [Lee99, Fid03].
Traffic descriptor-based schemes achieve high utilization when the declared traffic descriptors 
represent the real behaviour of the flows. Nevertheless, in practice, they suffer from several 
problems [Gros03],
One of them is the inability of the application users to come up with tight traffic descriptors 
before establishing the flows [Rath93]. This is especially so when the bandwidth fluctuates over 
multiple time scales (long-range dependent traffic [Ber05]). Furthermore, in case users 
overestimate their requirements, resources will be wasted in the network for the entire flow 
duration -since there is no “feedback” from the network regarding the actual traffic contribution
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of the flows-, leading, therefore, to reduced network utilization. On the other hand, if users 
underestimate their requirements, insufficient resources will be allocated to their flows for the 
entire flow duration, leading, therefore, to QoS degradation.
Another problem is that the provided traffic descriptor and the associated QoS guarantee define a 
contract (SLA) between the application and the network. Therefore, the need to police based on 
this traffic specification arises, which is difficult, especially for statistical traffic descriptors 
[Gros03J. Deterministic models, such as token buckets, are easy to police, as they specify the 
worst-case behaviour of traffic on a single time scale, but they fail to provide a sufficient 
characterization to extract a large fraction of the potential statistical multiplexing gain and, 
furthermore, are not straightforward to estimate [Gan-00, GlasOO, Dov97]. While a sequence of 
token buckets can approach a multiple time-scale characterization, the number of model 
parameters grows accordingly [Knigh95].
2.2.4.2 M ea su rem en t-b ased  A dm ission  C o n tro l
Measurement-based admission control (MBAC) tries to avoid the problems of TDAC approaches 
by shifting the task of traffic characterization from the application to the network. Instead of 
applications explicitly specifying their traffic descriptors, the network attempts to “learn” the 
characteristics of existing flows through real-time measurements [Gros99]. Examples of such 
approaches can be found in [Flo96, Jam97, BresOOb, Sliiom99, Tang98].
Measurement-based admission control schemes have a number of advantages. First, the specified 
traffic descriptors for use in tlie admission control process can be very simple, e.g. peak rate only, 
which can be easily policed. Second, an overly conservative specification does not result in over­
allocation of resources for the entire duration of the service session. Third, when traffic from 
different flows is multiplexed, the QoS experienced depends often on their aggregate behaviour, 
the statistics of which are easier to estimate than those of an individual flow (this is a consequence 
of the law of large numbers).
However, relying on measured quantities raises a number of issues. As with any 
measurement/estimation procedure, there exists the possibility of making errors, which can 
translate to erroneous flow admission decisions, leading either to QoS degradation, if flows are 
erroneously granted admission, or reduced network utilization, if flows are erroneously refused 
admission. The impact of wrong flow admission decisions on performance depends on how long 
it takes until this error is corrected; that is, on flow departure dynamics. Moreover, the issue of 
determining a proper amount of memory (measurement window) to use for past information about 
the flows currently present in tlie network arises, something that is not trivial to be addressed, 
especially when long-range dependent traffic is present [Gros99]. Using too little memory can 
make the schemes react abruptly to bursts, whereas using too much memory can reduce the
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adaptability of the scheme to non-stationarities and can also introduce more correlation between
successive flow admission decisions [Gross99],
MBAC schemes can be further divided (using the terminology of [K0O6]) into fitted-model 
schemes and model-free schemes.
The fitted-model schemes assume a traffic model (as expressed by an effective bandwidth 
formula) and tiy to fit the model’s parameters from measurements of the observed real traffic. 
This approach can be a good choice if the assumed traffic model is valid, but can lead to 
erroneous admission control decisions if the traffic model is not valid.
An example of fitted-model schemes is the one found in [Flo96], based on equation (2.4), with the 
difference that the model parameters that in equation (2.4) are calculated based on traffic 
descriptors, are, for the measurement-based admission control case, replaced by measured values 
of the aggregate real traffic. That is, equation (2.4) is rewritten for the measurement-based 
admission control case as:
defined for equation (2.4). For this scheme to perform well, the multiplexed flows need to be 
independent, otherwise the model, and consequently the scheme, are not valid. Another example 
of fitted-model scheme is the one in [Norr94, Norr95] where fractional Brownian motion traffic is 
considered as input to a queue to estimate the packet loss.
(e.g. as general as measurements of utilization or packet loss). This approach is appealing because
beforehand), however it is doubtfiil whether general traffic characteristics can represent traffic as
sum” algorithm in [Jam97] where a new flow with rate (either peak rate or mean rate, depending 
on how conservative the scheme is intended to be) r  is admitted if the following test succeeds:
where v  is the measured load of existing traffic, p  is the link capacity (to be more precise the 
capacity allocated to the traffic class in question) and v is a utilization target set accordingly (in 
an ad-hoc fashion though) so that the QoS requirements of the traffic are met. Another example of 
a model-free scheme is the one in [Qiu98] where the aggregate behaviour of flows is defined as a
N
i—1 (2.5)
2
where m in this case is the measured mean aggregate bit rate and the rest of parameters are as
The model-free schemes do not assume any traffic models but use veiy general traffic statistics
it avoids the problem of traffic modelling (it does not require an accurate traffic model
accurately as a traffic model. An example of a model-free scheme is the rather simple “measured
0 + r <  vp (2.6)
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function of time intervals (traffic envelopes), capturing variability on different time scales. Both 
the average and the variance of these envelopes, together with the target loss rate, are used as 
input in the admission control decision.
2.2.4.3 Probe-based Admission Control
Probe-based admission control (PBAC) employs probes via a pattern of packets to infer end-to- 
end path-wise QoS information between communication endpoints before establishing the ‘main’ 
application flow. The endpoints that control the probing process can be either the application end- 
hosts or the edge routers where the end-hosts are connected to. End-host control seems more 
suitable for small-scale coiporate network environments, while edge routers control may be used 
in large scale virtual private networks (VPNs) and public network environments [Mase04a]. 
Depending on the end-to-end treatment that these probe packets receive, which is fed back from 
the flow termination endpoint to the flow initiation endpoint, the initiation endpoint can decide 
whether the main flow can be established and still receive the desired QoS. A definite requirement 
for PBAC schemes is for the end-to-end route to be the same for probing packets and the main 
flows.
PBAC schemes [Jiang06] can be further divided into schemes that require the involvement of 
routers along the path between the communication endpoints [Blef04, BianOla, BianOlb, 
Bian02a, HillOl, KellyOO] and to pure Endpoint Admission Control (EAC) schemes, where only 
communication endpoints are involved in the admission control process [Mase04a, Mase04b, 
Bian02b, MasOl, Mas03, KarOO, Bil04].
In the PBAC schemes where routers are involved, each router along the path has to make a 
decision on how to treat die probe packets (e.g. in [KellyOO], based on the current load, the routers 
along the paths mark the Explicit Congestion Notification (ECN) [RFC2481] bit of the probe 
packets and in [HillOl] the routers downgrade or upgrade the treatment that probe packets 
receive) and also on whether the probes can continue to be forwarded to the destination at all (e.g. 
in [Blef04] routers can completely drop probe packets based on the current load status).
In these schemes, probe packets do not necessarily aim to derive the state of the resources, but can 
be used as a kind of “signalling packets” (e.g. as in [Blef04]) to convey the ’local' admission 
control decisions made by the routers along the paths to the endpoint, which then implicitly infers 
the 'global' admission control decision based on the ‘local’ admission control decision. These 
schemes, despite the fact that they do not induce per-flow states -since they use run-time link-load 
estimation to perform ‘local’ admission control-, they do, nevertheless, require core routers to 
actively participate in admission control for any flow going through them. Therefore, the 
architectural and computational requirements for core routers can be high [Jiang06], which
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contradicts the concept of DiffServ, where core routers are supposed to only perform forwarding 
based on tlie DSCP value.
In pure EAC schemes, prior to a new flow admission, the initiating endpoint sends a probe packet 
stream, which since the aim of probe packets in this case is to explicitly derive the status of the 
end-to-end paths, needs to have similar characteristics to the main request flow and last for a 
duration of a few seconds. Based on the QoS the probe packet stream receives, the new flow is 
admitted or rejected. The probe packets are usually sent either at the same priority as the main 
flow packets (in-band probing) or at a lower priority (out-of-band probing). For in-band probing, 
the QoS target for the main flow can be directly used as an admission threshold. For out-of-band 
probing, the probe packets stream QoS is not directly related to the main flow QoS and it is, 
therefore, necessary to establish the method to find the optimum admission threshold [Mase04a]. 
Moreover, for out-of-band probing, the need to configure queues servicing only probing packets 
arises.
An inherent problem of PB AC schemes is that they discriminate against flows traversing a large 
number of links, because the probability of the probe packets going through congested links, and, 
therefore, being dropped, remarked or, in case of PBAC where the probe packets simply serve as 
signalling packets, failing the “local” admission control criterion, increases.
The main advantage of pure EAC schemes is that routers along the paths can be simple, since they 
only forward probe packets like normal data packets and do not have to keep any kind of per-flow 
state and to process any kind per-flow reservation messages, which is inline with the DiffServ 
philosophy.
However, for pure EAC schemes (and also for PBAC schemes in general, in cases where the 
probe packets do not simply serve as signalling packets), setup delays can be high and for in-band 
probing this is also accompanied by a waste of bandwidth. This is especially true for stringent 
QoS targets [BresOOa], since (speaking, for example, in terms of packet loss) the lower the desired 
packet loss the bigger the number of probe packets that need to be sent in order for this packet 
loss to be estimated. For out-of-band probing schemes, since tlie packet loss of probe packets is 
much higher than the main flow packets (due to the lower priority forwarding) the setup delays 
can be lower than those for in-band schemes and for the same packet loss target. In all cases 
though, for reasonably bounded setup delays the metrics estimated using the probe packets do not 
depict stationary network states but rather snapshots of network status, which can result to a quite 
unrealistic picture of the network congestion level.
Another problem of in-band EAC schemes is tlie bandwidth stealing problem [BresOOa, HillOl]. 
Bandwidth stealing occurs when probe packets sent at the same priority as the main flows 
packets, utilize bandwidth that was previously allocated to admitted flows and would be otherwise
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-in absence of probe packets- used by the admitted flows. Probe measurements taken in presence 
of bandwidth stealing do not accurately reflect the network’s ability to support new flows. This 
bandwidth stealing problem can become even worse when bandwidth sharing between different 
classes (each one using in-band probing for regulating the admission of flows within it) is 
allowed. In this case, lower priority classes can be completely deprived of service because their 
bandwidth can be stolen by the higher priority probes and the subsequently admitted higher 
priority flows.
Furthermore, simultaneous probing by many sources can lead to a situation known as thrashing 
[BresOOa]. That is, even though the number of admitted flows is small, the cumulative level of 
probing packets prevents further admissions, driving the utilization to very low values. For in- 
band probing, thrashing additionally degrades the QoS perceived by the already established flows 
because of the stress incurred by the probing packets (this situation is referred to as collapse 
[BresOOa]). For out-of-band probing, since probing packets are sent at a lower priority than the 
main flow packets, thrashing does not degrade the QoS perceived by the already established 
flows. On the contrary, it can have the opposite effect, since the higher priority main flows traffic 
class is emptied (this situation is referred to as starvation [BresOOa]).
In order for the bandwidth stealing problem to be addressed, each admission controlled class 
should be strictly rate-limited, with neither borrowing bandwidth from other classes nor lending 
bandwidth to other classes being allowed [BresOOa]. One also may consider the use of dummy 
packets [Blef04], sent at all times by the already admitted flows so that bandwidth temporarily 
unused by the admitted flows does not appear as available to probes, as well as the deployment of 
out-of-band probing schemes. As shown in [BresOOa], multiple levels of admission controlled 
service can be offered as long as all probe traffic uses the same level of priority. In that case, all 
admission controlled flows would compete on an equal basis for admission, but would receive 
different levels of service once admitted.
In order for the thrashing problems to be addressed, one solution could be to employ slow-start 
probing [BresOOa], in which the probing rate slowly ramps up, to detect congestion without 
necessarily creating it. This may, however, further increase the setup delays.
In order for the setup delay and the thrashing problem to be addressed, schemes using constant 
probing have been proposed [Mase02, Burst05], In these schemes, constant probing between each 
pair of edge routers is deployed instead of the “on-demand” probing of the schemes presented so 
far. However, this constant probing approach may create a constant overhead and waste of 
resources. Moreover, contrary to the “on-demand” probing schemes, the effect of a main flow 
being admitted is not explicitly predetermined; the probe measurements in this case depict the 
network state without taking into account the main flow contribution to congestion. Moreover, the
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rate at which this constant probing should take place needs to be defined, something which is not 
straightforward, especially in case flows with different rate requirements are multiplexed within 
the same admission controlled class.
2.2.5 Admission Control for Intra-domain and for Inter-domain Traffic
Admission control schemes can be also categorized depending on the topological scope of the 
traffic flows; that is on whether the traffic they are targeted to is intra-domain or inter-domain.
Many admission control schemes, explicitly or implicitly make the assumption that the traffic is 
intra-domain; that is it originates and terminates within the same domain. Therefore, the 
administrative entities of this domain (e.g. Bandwidth Broker in case of centralized schemes) can 
have complete knowledge and control over the end-to-end paths and the underlying architecture 
(e.g. functionality and number of forwarding classes supported in the routers) when configuring 
the admission control processes. Also, apparently, all PBAC schemes that require the involvement 
of routers along the path between the communication endpoints are suitable only for intra-domain 
traffic since it is not reasonable to assume that the routers operations in other domains can be 
controlled and instructed. EAC schemes based on edge router control are, also, more suitable for 
intra-domain traffic, since for inter-domain traffic they would require the cooperation between 
ingress and egress routers belonging to different domains. EAC schemes based on end-host 
control can be used for both intra-domain and inter-domain traffic. However, even for this case, if 
the schemes are based on out-of-band probing, they are also mainly suitable only for intra-domain 
traffic, since for inter-domain traffic, the existence of the lower priority forwarding class that will 
cany the probe streams, as well as the relative priority of this class with respect to the other 
implemented classes must be guaranteed to exist and remain unchanged end-to-end. If this is not 
the case, the “mapping” of the QoS the probe packets receive to the QoS the main flow will 
receive will not be valid.
Schemes that are not based on end-to-end probing and do not make the assumption of intra­
domain traffic, but assume that traffic can be inter-domain, usually view the end-to-end admission 
control process as a chain of 'per-domain' admission control processes, which requires the 
existence of a commonly understandable signalling protocol end-to-end [Oku03, Lim04, Dab04].
For example, in [Oku03] this is performed by using the Simple Inter-domain Bandwidth Broker 
Signalling (SIBBS) (developed by the QBone Signalling Design Team [TeitOO]) to initiate a 
cooperation of Bandwidth Brokers along the end-to-end paths, where each Bandwidth Broker 
performs admission control for the domain it administers. In [Dab04] similar operations are 
performed by entities denoted as Resource Controllers (RCs), with one RC in charge of one
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domain, whereas in [Lim04] this is done in a more distributed manner with cooperation, assuming 
the existence of an appropriate signalling protocol, between ingress nodes of different domains.
2.2.6 Admission Control for Isolated and Non-Isolated Types of Traffic
A last criterion that can be used to distinguish the various admission control schemes is based on 
whether there exists isolation between the UDP-controlled and the TCP-controlled traffic.
Most admission control schemes assume the existence of isolation between the non-elastic and 
elastic traffic flows. The main reason why this isolation is required, as explained in Section 1.5 of 
Chapter 1, is in order to prevent UDP-controlled traffic from affecting the throughput of the 
congestion-responsive TCP flows (there is widespread agreement [BresOOa] that non-elastic flows 
should use TFRC as the control protocol when competing for resources with elastic-flows). This 
isolation also makes the provisioning of QoS easier, given the different nature of QoS 
requirements that non-elastic and elastic traffic flows have.
However, there exist some admission control schemes that are applicable to networks that offer no 
isolation between these two types of traffic [Kar04, Lun05, BenamOl]. In such cases, the 
admission control schemes, apart from providing the requested QoS for the traffic type they are 
targeted to, also need to provide fairness with respect to the bandwidth sharing among these two 
types of traffic.
In [Kar04, Lun05j only the non-elastic traffic is admission controlled by means of in-band 
probing, and the admission control decision not only aims to ensure that the non-elastic traffic 
will receive the desired QoS guarantees, but also takes into account fairness issues with respect to 
the TCP-controlled traffic and admits non-elastic flows, regardless of whether the requested QoS 
guarantees for the non-elastic flows can be provided, only if their rate is less than the rate a 
theoretical elastic flow established between tlie same endpoints would achieve. In [BenamOl] 
both non-elastic and elastic traffic are admission controlled and in order to ensure fairness 
between these two traffic types, a unified admission control criterion is used based on the 
bandwidth estimation methods used in [FredjOl]. Following the discussion in [RFC3649, LXu05] 
about the bandwidth scalability problems of TCP, it can be seen that these schemes penalise non­
elastic flows with the same loss requirements and same rates, but traversing a large number of 
links. This is because the TCP throughput is reduced with increasing RTT. This also means that 
between certain endpoints, for fairness reasons regarding the TCP-controlled traffic, there might 
arise the case that non-elastic flows with high rate requirements are not admitted at all because the 
TCP throughput equation will always produce a rate value that will not match tlie rate requested 
by these non-elastic flows.
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2.2.7 Examples of Admission Control Schemes
By combining options, as given by the aforementioned criteria, a variety of admission control 
schemes appearing in the literature can be reconstructed. Similar to the bandwidth allocation 
schemes case, the admission control schemes “inherit” the benefits but also the drawbacks of the 
categories they belong to and raise the relevant considerations when it comes to implementing 
them.
In the rest of this Section we will briefly present some representative admission control schemes 
found in the literature, suitable for real-time traffic flows in the context of the AF service classes, 
stating each time in which categoiy, with respect to the aforementioned criteria, they fall to.
The scheme in [ZukOl], introduced originally in the context of ATM networks, is a model-free 
measurement-based admission control scheme for non-elastic traffic, assuming isolation between 
the non-elastic traffic and elastic traffic. Although several variations of the scheme are presented 
by the authors, in all of them the main principle is that the worst case behaviour of an aggregation 
of non-elastic flows with respect to packet loss is sought within a range of time scales (that is 
trying to find the appropriate measurement window) and, this worst case behaviour, combined 
with various “tweaking” techniques, is used to derive the available free bandwidth, which is then 
used in the admission control decision. It is a distributed scheme, applied at every forwarding 
node along the end-to-end paths (for example, in the ATM context this would be done by 
employing some ATM signalling protocol and in the IntServ context this would be done by 
employing RSVP as the signalling protocol) and since the routers along the end-to-end paths need 
to perfonn “scheme-specific” operations, it is targeted to intra-domain traffic.
The scheme in [KarOO] is an endpoint admission control scheme for non-elastic traffic based on 
out-of-band probing. The scheme is distributed (in principle, all probe-based admission control 
schemes are by definition distributed in nature) and assiunes isolation between the admission 
controlled non-elastic traffic and the elastic traffic. Based on the treatment with respect to packet 
loss that a stream of probe packets sent at a rate equal to the peak rate of the flow requesting 
admission and for a duration of 0.5 seconds and up to 5 seconds receives, the flow itself is then 
admitted or rejected. The main assumption of this scheme is that the probe losses are independent 
and that the probe duration is long enough so that the probe loss distribution can be approximated 
by a normal distribution and, therefore, the measured probe losses can be used to derive, within 
certain confidence intervals, an estimated upper limit for the probe losses. Based on both 
analytical and simulation studies, the admissibility criterion is that the estimated upper limit for 
the probe losses should not be more than one order of magnitude higher than the packet loss 
requirement of the flows requesting admission. Since the scheme requires the existence of a lower 
priority queue to serve the probe packets, with its relative priority with respect to the priority of
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the queue for the admission controlled traffic to remain unchanged end-to-end, it is implicitly 
targeted towards intra-domain traffic.
The scheme in [Bian02a] is a probe-based admission control mainly for non-elastic traffic (it can 
be used, according to the authors, with certain modifications for elastic traffic), assuming isolation 
between non-elastic and elastic traffic. It is a distributed scheme where every router along the 
end-to-end path performs “local” admission control by using real-time measurements to estimate 
the number of current flows and then compare it with the theoretical (computed in an offline 
manner based on token bucket parameters) number of flows that can be supported by the router 
given the available capacity and packet loss requirements. In this scheme the probe packets are 
merely used as signalling packets, which are simply dropped by routers if the “local” admission 
control decision fails. Since in this scheme, admission control is performed sequentially in a hop- 
by-hop basis, concurrent admission control decisions made by upstream routers do not raise 
concurrency related issues, as those described in Section 2.2.2, since the state of the shared 
downstream resources is derived end-to-end for eveiy admission request. However, there arises 
the issue that there exists a transient time from the moment when a probe packet belonging to a 
given flow passes the “local” admission control decision at a router till the moment the flow 
packets start being emitted. Therefore, if many probe packets for different flows arrive at a router 
within short periods of time, they will all pass the admission control criterion since the 
contribution of these flows is not yet depicted in the run-time measurements. This can lead to 
overacceptance of flows. To compensate for that fact, die scheme “artificially” increases the 
number of flows that appear as being admitted by each router at any given moment. Apparently, 
since this scheme requires all routers along the paths to perform scheme-specific operations, it is 
only suitable for intra-domain traffic.
The schemes in [CetOO, CetOl] are distributed schemes for non-elastic traffic, assuming isolation 
between non-elastic and elastic traffic, where only egress routers perform admission control. 
These schemes are model-free measurement-based admission control schemes that passively 
monitor traffic characteristics on a per-path basis at egress nodes. The measurements are based on 
one-way per-packet delay measurements, which then allow an admission control decision to be 
made using the concept of traffic envelopes (as in [Qiu98]) to estimate the per-path available 
service. These measurements, however, are not trivial to be made since they require egress routers 
to perform per-flow classification of all packets and to be able to retrieve the arrival times of all 
packets at the ingress routers. This would require packets to be time-stamped at the ingress routers 
and would also require that ingress and egress nodes have synchronised clocks. This clock 
synchronisation may not be easy to achieve since, if the Network Time Protocol (NTP) is used, 
this can lead to up to 10msec synchronisation errors [Mills03], whereas Global Positioning 
System (GPS) and atomic clocks are accurate but expensive. The QoS metric controlled by these
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schemes is delay, but they can be extended to use packet loss as the controllable QoS metric in 
addition to delay. Moreover, since this scheme is distributed, it does raise concurrency related 
issues which can be addressed by sharing of state among egress nodes. The requirements of these 
schemes regarding cooperation between egress nodes and between ingress and egress nodes (in 
terms of clocks synchronisation and packet arrival time retrieval) implicitly suggest that they are 
suitable for intra-domain traffic.
The scheme in [Burst05] is an endpoint admission control scheme for non-elastic VoIP traffic, 
assuming isolation between the non-elastic and the elastic traffic, based on constant probing. 
Contrary to most endpoint admission control schemes, probing in this scheme is performed using 
higher priority than the admission-controlled traffic. The admission control is based on the 
estimation of one-way delays, attempting to sense when congestion is about to arise so as to 
control packet loss. Contrary to [CetOO, CetOl], synchronisation between clocks is not required 
because only the relative delay difference between VoIP packets and probe packets is used in the 
admission control decision, therefore any offsets in clock synchronisation is subtracted out. Also, 
contrary to [CetOO, CetOI], the estimation of packet loss based on end-to-end delays is not 
straightforward. This scheme, apart from the existence of the higher priority queue for the probes, 
also requires complete knowledge and control of the queuing process (including control of queue 
sizes) in all routers, something, which as the authors themselves admit, limits the applicability of 
the scheme to infra-domain traffic.
The scheme in [Jiang06] is a model-free measurement-based admission control scheme, 
applicable (with certain modifications) to both non-elastic and elastic traffic, without requiring 
isolation between these two types of traffic. It is a distributed scheme, where admission control is 
performed by the ingress routers. Its main assumption is that the egress routers act as multicast 
sources and the ingress routers act as multicast receivers. That is, egress routers send multicast 
control packets towards the ingress nodes at regular intervals and the core routers, upon receiving 
a multicast control packet, they append local QoS information (unused capacity on their outgoing 
interfaces) to it and forward it to the next router towards the ingress nodes. Upon receipt of a 
multicast control packet, an ingress node can infer, based on its contents, the available capacity 
towards any egress router and use it for admission control. This scheme, may not require core 
routers to be involved in making admission control decisions (as e.g. the scheme in [Bian02a]), it 
does require core routers though to perform additional operations to packet forwarding. In order to 
cope with concurrency related issues, the scheme scales down the appended unused capacity 
information taking into account the number of edge routers competing for resources in the same 
link. The assumptions of this scheme, regarding the operations performed by core routers and the 
construction of multicast trees, make it suitable (as the authors themselves state) for infra-domain 
traffic.
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2.3 Summary
In this Chapter we introduced the necessary background information required for the 
understanding of the rest of this thesis. This background information will allow us in the 
remaining Chapters to build and present our bandwidth management related study and also to 
position and present our proposed admission control schemes.
More specifically, in this Chapter we began by giving an overview of bandwidth allocation 
schemes suitable for aggregating real-time traffic flows in the context of isolated AF service 
classes, elaborating on their strengths and drawbacks. We also gave examples of bandwidth 
allocation schemes appearing in the literature.
We then proceeded by giving a more elaborate taxonomy of the existing admission control 
schemes, suitable for real-time traffic in the context of the AF service classes, elaborating on their 
main features, strengths and drawbacks and, also, on practical considerations regarding their 
deployment in a real. DiffServ network environment. We concluded by giving examples of 
representative admission control schemes appearing in the literature.
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Chapter 3
3 Bandwidth Management Related Issues for 
Real-time Traffic
In this Chapter we focus on the support of real-time traffic flows in IP Differentiated Services 
network domains. We investigate certain bandwidth management related issues and we highlight 
their implications for offline (bandwidth allocation) and online (admission control) actions for 
supporting QoS in the context of AF service classes. This Chapter is structured as follows:
Section 3.1 describes our general assumptions regarding the QoS requirements of real-time traffic 
and general actions that can be taken so that part of the QoS requirements of real-time traffic 
flows can be met, which allows us to focus on the remaining QoS requirements.
Section 3.2 addresses the first issue with respect to bandwidth allocation and admission control 
for the support of real-time traffic in IP Differentiated Services network domains. This issue 
relates to the topological placement of the bandwidth allocation and admission control schemes. 
We show that the performance of bandwidth allocation and admission control schemes depends 
highly on the location of the employed schemes with respect to the end-users requesting the real­
time traffic services and the various network boundaries (access, metro, core etc.) Based on our 
study we conclude that the strategies for applying these schemes should be location-aware, 
because the performance of bandwidth allocation and admission control at different points in a 
DiffServ domain, for the same traffic load, can be quite different and can deviate greatly from the 
expected performance. Through simulations we also provide a quantitative view of the 
aforementioned deviations. We elaborate on the implications of our study and point out relevant 
issues that are raised and how they can affect the performance of bandwidth allocation and 
admission control schemes and we conclude this Section by presenting some practical traffic 
engineering solutions for dealing with these issues.
Section 3.3 addresses the second issue with respect to bandwidth allocation and admission control 
for the support of real-time traffic in IP Differentiated Services network domains. This issue 
relates to unexpected decreases in levels of aggregation, when the employed bandwidth allocation 
and admission control schemes are based on traffic aggregation gains, and the consequences they 
may have in the QoS perceived by the real-time traffic flows. Through simulations we show that
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in most cases, despite the decrease in levels of aggregation, deploying schemes based on traffic 
aggregation gains will not incur significant performance degradation.
Finally, in Section 3.4 we conclude this Chapter, summarizing our findings.
3.1 Dealing with Real-time Traffic QoS Requirements
As mentioned in Section 1.5 of Chapter 1, we define as real-time traffic flows, the flows that have 
strict delay and jitter requirements, and a bounded, not necessarily too small, packet loss rate 
(PLR) requirement. For services, such as Voice or Video, a certain amount of packet loss can be 
acceptable [Schol04] without significant quality degradation. While it is also common to require 
low delay and, especially, low jitter as two main criteria of QoS for real-time traffic, both 
requirements are, however, likely to be met in a high-speed core network anyway [Schol04].
Furthermore, certain offline traffic engineering actions can be taken so that delay and jitter are 
kept within low bounds. For example, the delay requirement can be taken into account at the 
network provisioning phase by:
a) configuring appropriately small packet queues for the AF service class employed to carry 
traffic belonging to real-time traffic flows (for the rest of the thesis we will refer to the AF 
service class in question, merely as the real-time traffic class), which should only provide 
packet scale queuing [Rob96], in order to keep the per-hop delay small, and
b) controlling the routing process to choose paths with a constrained number of hops.
According to [BonOl], jitter can remain controlled in successive multiplexing queues as long as 
the real-time traffic flows are shaped to their nominal peak rate at the network domain ingress (the 
authors of [BonOl] refer to this claim as the ‘negligible jitter conjecture’, which as they 
themselves admit though, is based essentially on intuition). The packets of a flow generated at a 
rate equal to the flow’s peak rate, exit a nominal peak rate shaper forming a ‘back-to-back’ 
sequence, with isolated packets leaving the shaper only when they are generated at a rate less than 
the flow’s peak rate. To demonstrate the operation of the nominal peak rate shaper we consider 
the simple scenario of Figure 3-1.
In this scenario, and for the sake of simplicity, we show three packets of size s bits generated by 
a constant bit rate source with peak rate p bps. If we assume that the speed of the link/interface 
that connects the source to the nominal peak rate shaper is L  bps (as described in section 1.3 of 
Chapter 1, the shaper is an internal element of the DiffServ edge routers), then the ‘original’ 
transmission time of each packet is s /  L . Also, since the source’s peak rate is p bps and all three 
packets are generated at that rate, this means that the ‘inter-packet’ delay between any two
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successive packets before entering the peak rate shaper is s / p. If we consider as time reference 
(t=0) the time instant that the first packet enters the nominal peak rate shaper, then the operations 
taking place at the following time instances are:
• At t=s/p, the first packet leaves the shaper. Since the shaper operates at speed p bps, the 
‘original’ transmission time of the first packet has been expanded to s / p. As a result, by 
the time that the last bit of the first packet leaves the shaper, the second packet has arrived 
at the shaper and its first bit is about to begin being transmitted. This means that the initial 
(introduced by the source) ‘inter-packet’ delay of s / p between the first and the second 
packet is eliminated.
• At t=2s/p, the second packet leaves the shaper, forming a ‘back-to-back’ sequence with 
the first packet. In a similar manner as before, by the time the last bit of the second packet 
leaves the shaper, the third packet has arrived and its first bit is about to begin being 
transmitted, which, as previously, implies that the ‘inter-packet’ delay between the second 
and the third packet is eliminated.
• At t=3s/p, the third packet leaves the shaper and all three packets are in a ‘back-to-back’ 
sequence.
shaper
c s/Uas/ln  cn
s/p X - s/p
s/L< > s/L
n  [
s/p
s/L x-
s/p
s/p - X - s/p
t=0
t=s/p
t=2s/p
s/p s/p X - s/p
t=3s/p
Figure 3-1: Operation of a nominal peak rate shaper.
As Figure 3-1 illustrates, the role of the nominal peak rate shaper is to expand the transmission 
time of packets from s /  L to s/p, eliminating this way the ‘inter-packet’ delay of s/p between 
successive packets, resulting therefore to packets leaving the shaper in a ‘back-to-back’ manner.
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As already mentioned, however, for the packets to leave the shaper in a ‘back-to-back’ manner, 
all of them need to have been transmitted by the source at a rate equal to the peak rate. 
Transmissions at a rate lower than the peak rate will result to ‘inter-packet’ delays higher than 
s / p, therefore the peak rate shaper will not be able to eliminate these ‘inter-packet’ delays and 
as a result the ‘back-to-back’ packets sequence will be terminated and will be followed by isolated 
packets. However, in all cases, even if not eliminated, the ‘inter-packet’ delay between successive 
packets is always reduced, which according to the authors of [BonOl] is beneficial for controlling 
jitter. The penalty incurred by die operation of the nominal peak rate shaper is the introduction of 
delay s /  p for all packets.
Another action beneficial for controlling jitter is the deployment of non-work conserving 
scheduling in routers for the real-time traffic class [Mow98]. Non-work conserving scheduling for 
the real-time traffic class means that as long as the queue for the real-time traffic has received 
service which is more than its configured bandwidth limit, no real-time traffic packets are 
foiwarded to the output link, even if all the other queues for all the other traffic classes are empty 
and, as a consequence, the output link is idle.
Therefore, we assiune that the real-time traffic flows can be shaped to their nominal peak rate at 
the network domain ingress and that the scheduling mechanism for the real-time traffic class is 
priority scheduling with a strict bandwidth limit and with First-In-First-Out (FIFO) service 
discipline within the real-time traffic class itself.
Taking the above into account, in this Chapter, and in the whole thesis in general, we employ the 
PLR as the QoS metric that needs to be controlled and we investigate the effects that the above 
issues can have on the incurred PLR value.
3.2 The Effects of Topological Placement
In this Section we aim to demonstrate how topological placement, that is the location of the 
employed bandwidth allocation and admission control schemes with respect to the end-users 
requesting the services and the various network boundaries (access, metro, core, etc.), can affect 
their performance.
For the needs of our study we will initially adopt the normal distribution based bufferless 
statistical multiplexing approach for bandwidth allocation. According to [Guer91], when the 
effect of statistical multiplexing is significant, the distribution of the stationary bit rate can be 
accurately approximated by a Gaussian distribution. In [Eun03] it is strongly suggested that the 
aggregation of even a fairly small number of traffic streams is usually sufficient for the Gaussian 
characterization of the input process. Furthermore, Gaussian processes cover all second-order
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long-range dependent or second-order self-similar processes that have been shown to be good 
models for characterizing actual traffic [Eun03].
In this case, the effective bandwidth of N multiplexed sources is given by [Guer91, Joos89]:
and e the upper bound on allowed loss rate. In the rest of this Chapter we will denote the function 
of equation (3.1) as eff(S,PLR), where S is the set of sources under aggregation and PLR is 
the packet loss rate value involved in the calculation of the effective bandwidth C .
We will present our study with a list of different simulated scenarios using a two-level tree as the 
simulation topology, which allows us to illustrate our main points, while, at the same time, being 
simple enough to suit the nature and the computational demands of the required packet-level 
simulations.
3.2.1 Scenario I: The Effects of Aggregate Bandwidth Allocation
Initially we consider the scenario depicted in Figure 3-2.
In this scenario it is assumed that a set of sources,^, / = 1 are aggregated at node 1 and
that another set of sources, Si t i = M +1,...,N, are aggregated at node 2. We assume that the 
sources connect to nodes 1 and 2 with direct links with negligible congestion, and that all of them 
will be eventually aggregated in the same traffic class at link 3. The capacity reserved in link 1 for 
the first set of sources is:
(3.1)
N N
where ^  m, denotes the mean aggregate bit rate, ^  a\ the variance of the aggregate bit rate,
i=l 1=1
S o u r c e  1
S o u r c e  M
L in k  3
S o u r c e  M + 1
S o u r c e  N
Figure 3-2: Topology for assessing the effects of topological placement.
C1=eff({Su...SM},PLRl) (3.2)
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where PLRy is the allowed packet loss rate budget for the real-time traffic class aggregate in link
1. Similarly, for the second set of sources, the capacity reserved in link 2 is:
= eff({SM+i,...SN},PLR2) (3 3 )
where PLIf is the allowed packet loss rate budget for the real-time traffic class aggregate in link
2. Since it is assumed that all the sources will be aggregated using the same class in link 3, the
required bandwidth to be allocated in link 3 for their aggregation is given by:
Cz =e//({S'1,...SV},PLi^ (3.4)
where PLR, is die allowed packet loss rate budget for the real-time traffic class aggregate in link
3.
This scenario could correspond to a situation where end-users (the 1, N sources) connect to the
edge routers (nodes 1 and 2), which then comiect to the metro/backbone router (node 3) through 
access links 1 and 2 .
As it can be easily proven [Lim04], packet loss rate parameters are multiplicative. That means that 
for a set of sources diat traverse a sequence of links, k,i — , with packet loss rate budgets
PLRi, the total packet loss rate PLRtotat can be approximated by:
L
PLRtotal = 1 -  ~ PLRi) (3 5)
i=l
which, in turn, becomes additive for low values of PLRt :
L
PLRtotd — YJ,PLRi (3.6)
i= 1
Assuming that PLR^ = PLffi = PLffi, tiiat is the allocated capacities at links 1, 2 and 3 for the 
real-time traffic class are such that allow for the same packet loss rate budget at all links, the 
expected overall upper bound on total, end-to-end in our topology, packet loss rate for the 
aggregate sources should be:
PLRtotai — PLR\ + PLR, — PLR} + PLR3 (5 7)
Our study aims to examine whether the actual total packet loss rate is bounded by the above 
expression. In order to do so, we run simulations using the network simulator ns-2 [Fall]. For the 
simulations we use two example values for the target link packet loss rate, 0.01 and 0.001. This 
means that die total packet loss rate, end-to-end in our topology, should not exceed 0.02 and 0.002 
respectively.
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We assume, without loss of generality, that the same number of sources is aggregated in both 
links 1 and 2, i.e. M = N j 2. We also consider the case where the capacity in link 3 is 
provisioned so that PLR3 = 0 . This happens when C-A — C\ + C2, which means that only links 
1 and 2 incur losses and in link 3 the real-time traffic aggregates from nodes 1 and 2 are treated 
using peak rate allocations.
We consider three scenarios for the N traffic sources:
a) all sources are VoIP sources with peak rate 64kbps and exponentially distributed ON and 
OFF periods with average durations 1.004sec and 1.587sec respectively (mean rate 
24.8kbps, standard deviation of rate 31.18kbps) [ChuahOl],
b) all sources are Videoconference sources with mean rate 3.89Mbps, peak rate 10.585Mbps 
and standard deviation of rate 1.725Mbps [Mag88], and
c) we have a mixture of real-time traffic of both VoIP and Videoconference sources.
We fix the packet size for the real-time traffic flows to lOObytes (constant packet size seems to be 
a reasonable assumption for Voice and Video communications [Mas03]) and we also fix the 
output queues for packet scale queuing for the real-time traffic class in the order of SOObytes. 
Since the real-time traffic class is assumed to be isolated from other classes, we do not consider 
the existence of any best-effort traffic or any other traffic classes in our simulations and we 
merely simulate the real-time traffic as being serviced by queues running at the speed of their 
bandwidth limit. While this is not precisely the behaviour of rate-limited priority queues, it is very 
close [BresOOa].
We need to state here that for VoIP and, especially, for Videoconference sources, many more 
available traffic models and with much lower rate requirements than the employed Pulse Code 
Modulation (PCM) with silence detection model of [ChuahOl] for VoIP sources and the employed 
auto-regressive model of [Mag88] for Videoconference sources exist in the literature. The specific 
Videoconference traffic model in particular was selected so that we can have sources with very 
diverse traffic characteristics and rate requirements in our simulations.
All the results given in this Section are based on averages of simulations for 20 randomly chosen 
seeds, each for a total of 4100 seconds, using the first 500 seconds as a warming-up period. This 
means that the simulations are effectively run for an hour of simulation time (3600 seconds) after 
the warming up period, which is enough to obtain statistically stable results.
In the following Figures, PLRa corresponds to the (average) packet loss incurred at links 1 and 2, 
while PLRb corresponds to the total packet loss for the cases where PLRX = PLRq, — PLR3 and 
they are given as a function of the they are given as a function of the mean aggregate bit rate of all
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sources Siy i = (x-axis). For the Videoconference sources only and mixed sources
scenarios, the reader will notice that the x-axis is expanded by more than one order of magnitude 
compared to the x-axis values for the VoIP sources only scenarios; this is due to the much higher 
rate requirements of the employed Videoconference model compared to the employed VoIP 
model.
Mean Rate (Mbps)
Figure 3-3: Incurred PLR for VoIP sources and target link PLR 0.01.
Mean Rate (Mbps)
Figure 3-4: Incurred PLR for Videoconference sources and target link PLR 0.01.
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Figure 3-5: Incurred PLR for mixed sources and target link PLR 0.01.
Figure 3-6: Incurred PLR for VoIP sources and target link PLR 0.001.
Figure 3-7: Incurred PLR for Videoconference sources and target link PLR 0.001.
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Figure 3-8: Incurred PLR for mixed sources and target link PLR 0.001.
From the above Figures we can see that in all cases, the target packet loss rate in links 1 and 2 
(PLRa) is always satisfied. Regarding the total packet loss rate, when the bandwidth in link 3 is 
set so that link 3 also incurs losses (PLRb) we can see that it is kept below the target total packet 
loss rate 0.02 (see Figures 3-3, 3-4, 3-5), but not in the more stringent case where the target total 
packet loss rate is set to 0.002 (see Figures 3-6, 3-7, 3-8). Since the target packet loss rate in links 
1 and 2 is always satisfied, this means that in the latter case link 3 incurs losses that are much 
higher than the target packet loss rate budget at that link.
These results suggest that even though the original traffic descriptors are valid and appropriate for 
bandwidth allocation at the first points of aggregation (nodes 1 and 2), they may not be valid in 
transit nodes such as in node 3. This is because traffic sources become correlated and their 
characteristics are altered as they traverse a sequence of links and routers/multiplexers. Therefore, 
using the original traffic descriptors for bandwidth allocation in transit nodes can lead to 
erroneous bandwidth allocation decisions, indicated in our simulations as excessive values of 
packet loss rates at link 3. This traffic profile deformation has also been verified in the past 
[Rob96, Shiom99, Per96] and a number of solutions for dealing with it have been proposed, and 
by means of queuing theory, analytical models for evaluating it for specific types of individual 
traffic sources and under specific network conditions and assumptions have been presented 
[Rob96].
One proposed solution is the deployment of traffic-descriptor conserving scheduling disciplines in 
all links along the end-to-end paths of the real-time traffic flows. Example of such schedulers is 
the Rate-controlled Static Priority (RCSP) scheduler [HZhang93]. This preserves the original 
traffic descriptors of each individual flow going through it and provides zero packet loss 
guarantees. However, it requires per-flow queuing and keeping the traffic descriptors of each flow 
in each node (it induces, therefore, per-flow states in all nodes) and can also be quite
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computationally expensive. Therefore, deploying RCSP in a DiffServ network domain does not 
seem feasible since it violates the basic DiffServ paradigm with respect to the functionality of the 
core nodes. Furthermore, since a certain small amount of packet loss can be acceptable for real­
time traffic services such as Voice or Video [Schol04], and RCSP is intended to provide zero 
packet loss guarantees, the deployment of RCSP can lead to unnecessarily conservative use of 
network resources.
In [Rob96] the issue of traffic profile deformation is discussed in the context of Constant Bit Rate 
(CBR) sources in Asynchronous Transfer Mode (ATM) networks and a solution for accounting 
for the traffic profile deformation of individual sources is given based on the estimation of delay 
variation, which, however, induces per-flow states and, moreover, requires an appropriate method 
in order to obtain this delay variation estimation. Furthermore, an analytical model for quantifying 
the effect of traffic profile deformation as a foreground CBR source is multiplexed in a FIFO 
multiplexer with background traffic and also as a main stream passes a tandem of queues with 
interfering traffic is given. However, there are two assumptions made with respect to the 
aforementioned analysis that, as the authors themselves admit “with an overwhelming probability 
will not be fulfilled in any real applications”. The first assumption is that all queues are loaded to 
1 (heavy load) and the second assumption is that the background traffic is a superposition of a 
number of Bernoulli streams (the last assumption means that the case where interfering traffic is 
heavily correlated is not covered by the proposed analytical model).
In [Dab04], the authors build on the delay variation estimation method presented in [Rob96] and 
propose the use of probing packets for obtaining the delay variation of individual inter-domain 
traffic sources in order to update the traffic descriptors of the sources before submitting them to 
the next downstream domain for use in admission control. However, this requires the end-to-end 
cooperation of adjacent domains on a per flow basis (meaning that a downstream domain must be 
aware on a per-flow basis of all the flows originating from upstream domains). Furthermore, as in 
[Rob96], they do not consider generic sources but only one foreground source (modelled, 
furthermore, as a source with deterministic ON and OFF periods) multiplexed with a background 
source, which is modelled as a Poisson process.
In our study, in contrast to these aforementioned works, we do not focus on the traffic profile 
deformation of individual and type-specific sources, which, as explained induces per-flow states 
and can require added functionality in core nodes for the estimation of the delay variation. 
Instead, we focus on the aggregate traffic profile deformation of generic sources and we try to go 
one step further and to quantify through simulations the effect that this aggregate traffic profile 
deformation can have on the incurred packet loss rates and, therefore, on the perceived QoS.
42
C h a p ter  3. B an dw id th  M an agem en t R e la te d  Issu es fo r  R ea l-tim e  Traffic
We discuss the issues that the effects of the aggregate traffic profile deformation raise with 
respect to bandwidth allocation and admission control and how they can be addressed, without, 
most importantly, imposing the requirement for keeping any per-flow state information in core 
nodes.
We consider the general cases where short-range dependent (VoIP) [Cao02], long-range 
dependent (Videoconference) [Ber05], as well as a mixture of short-range and long-range 
dependent (VoIP and Videoconference) real-time traffic sources are multiplexed in the same 
traffic class and, therefore, all of them need to be considered and treated as foreground sources. In 
such cases, obtaining a closed form solution to quantify the effect of the aggregate traffic profile 
deformation using queuing theoiy can become very difficult 01* even intractable.
Also, apart from the bufferless statistical multiplexing model we will also examine the case where 
a buffered statistical multiplexing model is used for aggregate bandwidth allocation.
3.2.2 Scenario II: Quantifying the Effects of Traffic Profile Deformation
In order to quantify the effects of traffic profile deformation further downstream from the first hop 
node after the traffic sources are multiplexed, we proceed as follows.
We use the same simulated topology, traffic volume and types of traffic sources, as in the 
previous scenario. We set the capacities allocated to the real-time traffic class in links 1 and 2 
equal to the sum of peak rates of the traffic sources that are aggregated in links 1 and 2. This 
means that links 1 and 2 are transparent to the sources with respect to packet loss (zero packet 
loss). For link 3 we distinguish two cases. In the fust case, we merge the two aggregate demands - 
one composed of the sources S{, i = l,...,M and the other composed of the sources Si} 
i = M +1, N - in one bandwidth allocation in link 3, that is:
C, = eff({Su...SN},PLR,) (3>8)
In the second case we reserve resources for each aggregate demand independently in link 3, even 
though the sources composing the two aggregate demands will be eventually aggregated in the 
same traffic class in link 3, (this is referred sometimes as isolation [HFuOl]), that is:
C3 = eff({Si,...SM},PLR3) + eff({SM+i,...SN},PLR,) (3.9)
In the following Figures, the target packet loss rate budget for link 3 is set to 0.01 and 0.001 
respectively. PLRb corresponds to the incurred packet loss rate from link 3 when using equation 
(3.8) for bandwidth allocation and PLRa corresponds to the incurred packet loss rate when using 
equation (3.9).
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Figure 3-9: Incurred PLR for VoIP sources and link 3 with target PLR 0.01.
Figure 3-10: Incurred PLR for Videoconference sources and link 3 with target PLR 0.01.
Figure 3-11: Incurred PLR for mixed sources and link 3 with target PLR 0.01.
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Figure 3-12: Incurred PLR for VoIP sources and link 3 with target PLR 0.001.
Figure 3-13: Incurred PLR for Videoconference sources and link 3 with target PLR 0.001.
Figure 3-14: Incurred PLR for mixed sources and link 3 with target PLR 0.001.
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As it can be seen from the above Figures, the effects of the traffic profile deformation, even only 
one hop away from the node where the traffic sources are firstly multiplexed (first point of 
aggregation), can lead to severe violations of the packet loss rate.
Even if the isolation method (equation (3.9)) for bandwidth allocation is used, which, given the 
form of the effective bandwidth formula of equation (3.1) leads to more conservative resources 
reservation compared to the case where the two aggregate demands are merged into one 
bandwidth allocation (equation (3.8)), die target packet loss rate can be violated by more than one 
order of magnitude.
Furthermore, the increase in the level of aggregation does not improve the situation. On the 
contrary, it can lead to higher packet loss rate violations. This indicates that the detrimental effects 
of the aggregate traffic profile deformation with respect to bandwidth allocation can far exceed 
the positive anticipated effects due to the increase in the level of aggregation and the additional 
statistical multiplexing gains that this increase is expected to have.
3.2.3 Scenario III; Bandwidth Allocation with Buffered Multiplexing Models
In order to have a more complete view and not restrict ourselves to the bufferless statistical 
multiplexing approach, we repeat part of the above simulations using the buffered approach of 
[Cour94] for bandwidth allocation. As mentioned in Section 2.1.4 of Chapter 2, according to 
[Cour94], for a source of type i with average rate , the effective bandwidth is given by:
Ci = m,j + Sji /(2B) (3.10)
where B is the buffer size, ^  is the index of dispersion and 6 = — l n ( e ) , with e the allowed 
loss rate. For M different types of traffic sources, with Nj sources of type i the total effective 
bandwidth is given by:
M
o = T,NiGi (3.11)
i= 1
Since this effective bandwidth formula is additive and derives the required bandwidth for each 
source individually and without taking into account the aggregation levels at the specific 
multiplexing point it, apparently, becomes more conservative for increasing levels of aggregation
We use this effective bandwidth formula to estimate the bandwidth for the case of the 
Videoconference sources. We repeat our experiments for two buffer size levels, 30kbytes and 
50kbytes, respectively. These levels are set intentionally relatively small since we expect the real­
time traffic class to be provisioned with small queues in order to minimize excessive values of 
per-hop delay.
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In the following Figures, PLRa corresponds to the average packet loss incurred in links 1 and 2 
when the Videoconference sources are aggregated in links 1 and 2 and the target packet loss rate 
budgets of links 1 and 2 are set equal to 0.01 and 0.001 (similar to PLRa in Scenario I).
PLRb corresponds to the packet loss incurred in link 3 in the case where the same number of 
sources, equal to the number of sources aggregated in link 1 and link 2 for the previous 
configuration separately, is finally aggregated in link 3, with half of them aggregated through link 
1 and half of them aggregated through link 2. For this case the capacities of links 1 and 2 set equal 
to the sum of peak rates of the sources they are carrying, that means that links 1 and 2 are 
transparent to the sources they are carrying with respect to packet loss, and the bandwidth 
allocated in link 3 is for target link 3 loss rate equal to 0.01 and 0.001.
s©H<E-JQ.
Figure 3-15: Incurred PLR for Videoconference sources for target link PLR 0.01 and queue size
30kbytes.
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Figure 3-16: Incurred PLR for Videoconference sources for target link PLR 0.01 and queue size
50kbytes.
10i «------ «—
9
8
O--------- O-
7j-
6'
5
3
2
Mean Rale (Mbps)
; - O  PLRa 
- O  PLRb 
 Taiget PLR
J
.a ____________—a
4 7
C h ap ter 3. B andw id th  M anagem en t R e la ted  Issues f o r  R ea l-tim e Traffic
§d>€
IE
a
Figure 3-17: Incurred PLR for Videoconference sources for target link PLR 0.001 and queue size
30kbytes.
§o
oc
C
Figure 3-18: Incurred PLR for Videoconference sources for link target PLR 0.001 and queue size
SOkbytes.
As it can be seen from the above Figures and from the PLRa values, using equation (3.11) for the 
sources on links 1 and 2 for target link PLR 0.01 gives the expected results for the incurred packet 
loss rate on these links, whereas it is quite optimistic for the case of target link PLR 0.001, leading 
to packet loss rate violations for a small numbers of multiplexed sources. Moreover, applying 
equation (3.11) to calculate the provisioned effective bandwidth in link 3 (PLRb) can lead to 
excessive violation of the packet loss rate, especially for link 3 target loss rate 0.001, and for this 
effective bandwidth formula the violation is bigger for increasing queue size.
Furthermore, in contrast to the results in scenario II, the packet loss in link 3 does not increase 
with the level of aggregation. This is due to the additive nature of the effective bandwidth formula 
(3.11), which, in contrast to equation (3.1) that becomes less conservative for increasing levels of
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aggregation, becomes more conservative for increasing levels of aggregation and, therefore, can 
partly compensate for the detrimental effects of the aggregate traffic profile deformation.
3.2.4 Discussion of the Simulation Results and Conclusions
In this Section we first elaborate on the implications of our study with respect to the aggregate 
traffic profile deformation and we will point out relevant issues that are raised and how they can 
affect the performance of bandwidth allocation and admission control schemes. Subsequently, we 
present some practical traffic engineering solutions for dealing with these issues.
3.2.4.1 General Implications
The first important implication is that the original traffic descriptors for a given set of real-time 
traffic sources multiplexed at a DiffServ network domain edge, are not only invalid for 
downstream nodes but also the traffic profile deformation incurred while traversing multiplexers 
has, in general, a negative effect. That is, the traffic characteristics of a given set of real-time 
traffic sources become, on average, worse in downstream nodes, which means that using the 
original traffic descriptors to depict the behaviour of the sources at downstream nodes can be an 
overly optimistic approximation.
The second important implication is that, for a given set of real-time traffic sources, the greatest 
multiplexing gains are achieved at the DiffServ network domain edge, where the sources are 
uncorrelated. This is clear from the increasing packet loss rates incurred in core links compared to 
those in edge links for the same bandwidth allocation strategy and for the same number of 
multiplexed sources.
3.2.4.2 Implications for Admission Control
Regarding admission control, the results have certain implications on the effectiveness of an 
admission control scheme applied at core nodes or using state information from core nodes of a 
DiffServ network domain.
A TDAC scheme applied to core nodes, e.g. a Bandwidth Broker supported scheme applied on a 
link-by-link basis and assuming perfect knowledge of the number of flows in all links, or a 
scheme using state information from core nodes derived using traffic descriptors (e.g. see [Blef04] 
that in an offline manner derives the number of admissible flows in core links based on link 
capacities, buffering capabilities and traffic descriptors declared by the flows) may fail if it is 
based on the original traffic descriptors of the traffic flows.
An MBAC scheme in similar cases is less likely to fail compared to TDAC schemes, because it 
relies on real-time measurements of the aggregate traffic and uses only the traffic descriptors of
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the source requesting admission. However, the original traffic descriptors declared by the source 
may not depict its behaviour in core nodes. It is worth noting that due to multiplexing and 
buffering, the packets belonging to a specific source may arrive at an interface at a rate exceeding 
the source’s peak rate. That means that even the source’s declared peak rate may not depict its 
worst-case behaviour in core nodes [Per96]. This is also known as the clumping effect [Rob96]. 
Therefore, even a conservative MBAC scheme, which while deriving the admission control 
decision, makes the assumption that the source requesting admission will be transmitting at its 
peak rate, may fail when applied in core nodes.
A similar problem for TDAC and MBAC schemes arises when performing admission control for 
inter-domain traffic. In this case, if an upstream domain submits the original traffic descriptors of 
the sources to a downstream domain (without taking into account the traffic profile deformation 
for the sources within this upstream domain) and the downstream domain performs admission 
control based on those traffic descriptors, this may lead to QoS violations.
In order for any admission control scheme that uses some kind of traffic descriptors to be reliable, 
when used in nodes other than the first multiplexing point, it should appropriately modify the 
traffic descriptors to depict the behaviour of the sources at that specific multiplexing point. 
However, this is not trivial, especially for sources whose traffic characteristics cannot be 
accurately represented by traffic models, since it requires the estimation of delay variation and 
induces per flow state [Shiom99].
Even if the effects of the traffic profile deformation can be taken into account and appropriate 
signalling methods exist to learn the sources behaviour at downstream nodes, if a TDAC or an 
MBAC scheme is applied for traffic aggregates on a link-by-link basis, unless the link packet loss 
rates are set so that the total end-to-end packet loss requirement of the flows traversing the larger 
number of links is satisfied, this will result in higher flow blocking probabilities for the flows 
traversing large number of links (long flows). This is because packet loss rate parameters are, for 
low values -as those required by real-time traffic-, additive and this effect is similar to the 
discrimination against long flows in the case of PBAC schemes [BresOOa]. However, if the link 
packet loss requirements are set so that the total packet loss requirement of long flows is satisfied, 
this can lead to underutilization of the reserved resources for the links carrying flows traversing a 
small number of links (short flows), because in these links the per-link packet loss rates will be set 
to lower values than what is actually needed and the lower the target packet loss budget at a 
multiplexing point, the lower the achieved utilization.
The above can be seen in the following Figures, which show the average utilization of the 
reserved resources for links 1 and 2 in our topology as a function of the mean rate of the sources 
multiplexed in link 1 and 2 for the bufferless statistical multiplexing approach and for target link 1
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and 2 packet loss rates 0.01 (Util 0.01) and 0.001 (Util 0.001) (Figures 3-19, 3-20 and 3-21) and 
the average utilization of the reserved resources for links 1 and 2 as a function of the mean rate of 
the sources multiplexed in links 1 and 2 for the buffered statistical multiplexing approach and for 
target link 1 and 2 packet loss rates 0.01 (Util 0.01) and 0.001 (Util 0.001) respectively (Figures 
3-22 and 3-23).
Figure 3-19: Average utilization at links 1 and 2 for VoIP sources for target link PLR 0.01 and 0.001.
Figure 3-20: Average utilization at links 1 and 2 for Videoconference sources for target link PLR 0.01
and 0.001.
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Figure 3-21: Average utilization at links 1 and 2 for mixed sources for target link PLR 0.01 and 0.001.
Figure 3-22: Average utilization at links 1 and 2 for Videoconference sources for target link PLR 0.01
and 0.001 and queue size 30kbytes.
Figure 3-23: Average utilization at links 1 and 2 for Videoconference sources for target link PLR 0.01
and 0.001 and queue size 50kbytes.
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From the above Figures it can be clearly seen that the lower the target packet loss rate at a specific 
multiplexing point, the lower the achieved utilization. It is also worth noticing that for the 
buffered statistical multiplexing approach, the increase in utilization as a function of the 
aggregation level is much lower than the corresponding increase for the bufferless statistical 
multiplexing approach. This is, again, due to the additive nature of the effective bandwidth 
formula of equation (3.11).
3.2.4.3 Implications for Bandwidth Allocation
Regarding bandwidth allocation, the results suggest that if, during the DiffServ network domain 
provisioning phase the packet loss requirement is translated in a hop count constraint and the 
bandwidth allocation strategy in core nodes is based on an effective bandwidth formula, even if 
this is done based on edge-to-edge isolation, that is that traffic aggregates that are multiplexed in 
the same traffic class in the core network are allocated resources on a per ingress-egress pair 
basis, the consequences may be detrimental.
Furthermore, similar to the admission control case, the link capacity dimensioning should be done 
for link packet loss rates able to satisfy the end-to-end packet loss requirement of the longer 
flows, which will lead to underutilization of resources on links carrying only short flows.
3.2.4.4 Practical Traffic Engineering Solutions
Part of the aforementioned issues about bandwidth allocation and admission control schemes 
(e.g., unfairness against long flows, underutilization of resources for links carrying only short 
flows) can be overcome if more sub-classes are configured and engineered in order to support the 
real-time traffic flows. This way, real-time traffic flows (with tlie same end-to-end packet loss rate 
requirement) can be aggregated in different sub-classes so that in every link, only flows with 
similar target link packet loss rate requirements are aggregated in the same sub-class. However, 
this would mean increasing tlie number of classes that must be engineered and supported in the 
routers. Apart from the obviously added complexity in the network dimensioning process, as 
demonstrated in [TomOO], increasing the number of classes routers must support can lead to 
dramatically decreased forwarding performance.
A unified approach for bandwidth allocation and admission control that can be used in order to 
overcome the aforementioned problems, including the traffic profile deformation, is to apply 
admission control only at tlie DiffServ network domain ingress and further downstream treat the 
real-time traffic aggregates in a peak rate maimer. This simplifies the network dimensioning 
process (since it removes the packet loss related hop count constraint in core nodes) and is 
feasible since, as stated in [Pad03], tlie edge links are currently considered as the most probable 
congestion points of a domain (especially of access and metropolitan network domains [LewOl])
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whereas backbone links are over-provisioned [IanOl]. This approach does not induce any 
additional state in the network core and does not require core routers to perform any operation 
apart from packet forwarding or to be aware of any kind of signalling, which is desired for 
scalability and resilience reasons, and it is also proven to be a very resource-efficient approach if 
network dimensioning and provisioning for resilience against network failures is required 
[Men04]. Furthermore, this approach allows for distributed admission control schemes to be 
employed at the ingress routers, without, though, raising any concurrency related issues. 
Moreover, as our results suggest, the greatest multiplexing gains are achieved at the network edge 
anyway, and by employing the aforementioned approach, since packet losses are not incurred by 
the core network but are restricted to those incurred by the edge links, the target edge link packet 
loss rates can be set higher, which means increased utilization of these links (e.g. see Figures 3-19 
- 3.23). This is important, since, as already mentioned, the edge links are the most common 
bottlenecks.
3.3 The Effect of Unexpected Decreases in Levels of Aggregation
In this Section we aim to demonstrate how unexpected decreases in levels of aggregation, when 
the employed bandwidth allocation and admission control schemes make the assumption that 
certain traffic aggregation gains can be expected, can affect the QoS perceived by the real-time 
traffic flows.
3.3.1 Considered Scenario: The Effects of Splitting of Traffic Aggregates
In order to proceed with our study, we again employ the effective bandwidth formula of equation
(3.1) which takes into account traffic aggregation gains (becomes less conservative regarding “per 
flow” allocation of resources as the number of multiplexed flows increases) and we consider the 
following scenario.
Figure 3-24: Topology for assessing the effects of decreased levels of aggregation.
We assume that a set of sources, Sit i = all carrying real-time traffic flows, i.e.
belonging to the same traffic aggregate, enter the DiffServ domain at the same ingress node.
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Therefore, since it is assumed that they will be aggregated, the required bandwidth for their 
aggregation is calculated as:
c = eff{{Su...SN},PLR) (3,12)
where PLR is the packet loss rate budget for the real-time traffic class aggregate at that 
multiplexing point.
However, for this calculated value for the required bandwidth to be accurate, all sources must be 
aggregated at the same interface. The question we want to answer is what will happen, though, if 
for some, traffic engineering or other, reasons, the set of sources that their aggregation gives the 
above bandwidth value are not aggregated all at the same interface but are divided, before being 
aggregated, as assumed when this bandwidth value is derived, in more than one subsets and are 
aggregated separately as subsets in more than one interfaces. This translates in a decrease in the 
level of aggregation, which, as we will explain later, may not be expected and, therefore, may not 
be accounted for when performing bandwidth allocation and admission control.
Therefore, the aim of this study is to quantify the consequences that this unexpected (and not 
accounted for) decrease in aggregation levels can have on the QoS perceived by the real-time 
traffic flows.
In order to do so we consider the case that we have two next hops, which translates to two distinct 
aggregation interfaces, with allocated capacities for this traffic aggregate Cx and C2, so that 
C — Ci F C2. The splitting of the traffic aggregate means that the level of gains from 
aggregation will be lower than when aggregating all N sources, since some sources, say M, will 
be forwarded towards link 1 and the rest, N — M, will be forwarded towards link 2, without 
being aggregated altogether.
The simulation setup is similar to the simulation setup of the Section 3.2, with VoIP only, 
Videoconference only, and mixed VoIP and Videoconference sources and using 0.01 and 0.001 as 
the target PLR values when estimating the required bandwidth C. We experiment with three 
different splitting ratios, M / N — M, which define both the splitting of the traffic sources and 
the allocated capacities at links 1 and 2. The first ratio is 1:1, i.e. each next hop receives 50% of 
the incoming traffic flows (equal splitting) and its bandwidth allocation is 50% of C, the second 
one is 3:7, i.e. one hop receives 30% of the traffic flows and the other hop receives 70% of the 
traffic flows having bandwidth allocations 30% and 70% of C respectively and, finally, the third 
ratio is 1:9, i.e. where one hop receives 10% and tlie other hop receives 90% of the tr affic flows 
with bandwidth allocations 10% and 90% of C respectively.
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As in the previous Section, we repeat each experiment 20 times using randomly chosen seeds, for 
a total of 4100 seconds each time, using the first 500 seconds as a warming-up period. In the 
following Figures we show the average incurred PLR for the traffic aggregates at links 1 and 2 as 
a function of the aggregate mean rate of the N sources. It is worth noting that similar to the 
simulations in Section 3.2, for the Videoconference and mixed sources scenarios, the x-axis is 
expanded by more than one order of magnitude compared to the x-axis values for the VoIP 
sources scenarios.
Mean Rate (Mbps)
Figure 3-25: Incurred PLR for VoIP sources and target PLR 0.01.
Figure 3-26: Incurred PLR for Videoconference sources and target PLR 0.01.
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3-27: Incurred PLR for mixed sources and target PLR 0.01.
Figure 3-28: Incurred PLR for VoIP sources and target PLR 0.001.
Figure 3-29: Incurred PLR for Videoconference sources and target PLR 0.001.
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Figure 3-30: Incurred PLR for mixed sources and target PLR 0.001.
As it can be seen from the above Figures, the target PLR can be satisfied in most cases. We have 
violation of the allowed PLR budget, especially for the 0.001 target PLR value, on the link 
carrying the small percentage of the split traffic and, most notably, in cases where the mean total 
rate is small and the individual sources have high rate requirements (Videoconference sources). In 
these cases, the very uneven splitting of traffic results in having a small number of sources 
multiplexed at one of the interfaces and, therefore, leads to a significant decrease of the traffic 
aggregation gains at that interface, which, in turn, results to significant increases to the incurred
This set of simulations suggests that, apart from cases where the population of real-time traffic 
sources under aggregation is very small and with high individual rate requirements and the 
splitting ratio results in very small parts of the traffic to be aggregated at the same interface, 
estimating the effective bandwidth for a set of sources based on initially expected aggregation 
gains, even if these aggregation gains are not realised in full in practise, will not result to very 
significant degradation of the QoS perceived by the real-time traffic flows.
3.3.2 Discussion of the Simulation Results and Conclusions
In this Section we elaborate on the implications of our study with respect to the unexpected 
decreases in levels of aggregation and we point out relevant issues that are raised and how they 
can affect the performance of bandwidth allocation and admission control schemes.
3.3.2.1 Implications for Bandwidth Allocation
In a DiffServ network domain, it may be the case that the estimated total bandwidth demand for 
one real-time traffic aggregate from one ingress to one egress node of the domain, which is given
PLR.
5 8
C h a p ter 3. B an dw id th  M an agem en t R e la te d  Issu es f o r  R ea l-tim e Traffic
as input to the network provisioning and dimensioning functionalities, is, for load balancing or 
other traffic engineering related reasons, implemented in the network configuration derived from 
these network provisioning and dimensioning functionalities, as multiple bandwidth allocations 
on more than one (equal or non-equal cost) paths towards the egress node so that the sum of these 
bandwidth allocations equals this total estimated bandwidth allocation.
The sources composing this aggregate are forwarded to the multiple next hops either dynamically 
with a hashing function over some fields of the IP header, or are statically pre-assigned to the next 
hops based on the information available from the subscribed Service Level Agreements (SLAs) 
[How05]. We need to state here that we consider the case where the splitting of the traffic is 
performed on a per-flow basis and not on a per-packet basis. Splitting of traffic on a per-packet 
basis can result in packets belonging to the same flow arriving to the end hosts out of order. While 
for UDP based services, such as VoIP and Videoconference, packet reordering does not cause any 
retransmissions and degradations of throughput, as for TCP based services [RFC2581, Laor02], it 
adds a high cost of recovering from the reordering at the end hosts, which in any case, have finite 
limits regarding restoring the order [Zhou04], e.g. reordered packets arriving after their playback 
time has elapsed are treated as lost.
If this estimated total bandwidth demand is derived based on an effective bandwidth formula that 
is based on traffic aggregation gains, the multiple next hop configuration will mean that die levels 
of aggregation at each one of the next hops will be lower than what expected. As shown, though, 
for sufficient large number of multiplexed flows and not extremely uneven splitting ratios of 
traffic among the multiple next hops, the effective bandwidth can be manipulated by the network 
provisioning and dimensioning functionalities in an additive manner, just like an arithmetic value, 
and still the degradation of the QoS perceived by the real-time traffic flows will not be very 
significant.
3.3.2.2 Implications for Admission Control
Similar to the bandwidth allocation case, if a TDAC or MBAC scheme based on traffic 
aggregation gains is applied to a DiffServ ingress node without taking into accoimt the existence 
of multiple next hops and the exact bandwidth allocation on each one of them towards an egress 
node, as well as the per-flow forwarding behaviour which defines the next hop that specific flows 
will be forwarded to it will also be affected by the decrease in levels of aggregation.
However, even if these factors are not taken into account, the degradation of the QoS perceived 
by the real-time traffic flows will not be very significant as long as the number of multiplexed 
flows is not very small and the splitting of traffic among multiple next hops is not very uneven.
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3.4 Conclusions
In this Chapter we highlighted several issues with respect to bandwidth allocation and admission 
control for the support of real-time traffic IP DiffServ network domains.
We discussed the implications of topological placement, that is the location of the employed 
bandwidth allocation and admission control schemes with respect to the end-users requesting the 
services and the various network boundaries (access, metro, core, etc.), and we showed that their 
performance depends on it; that is their performance at different points in a DiffServ network 
domain and for the same traffic load can be quite different and can deviate significantly from the 
expected targets.
We also discussed the implications of unexpected decreases in levels of aggregation, when the 
employed bandwidth allocation and admission control schemes are based on traffic aggregation 
gains, and we showed that under certain conditions the effects of unexpected decreases in levels 
of aggregation can be ‘absorbed’ without requiring any further actions.
The main conclusion from our studies in this Chapter is that applying admission control only at 
the DiffServ network domain ingress and treating the real-time traffic aggregates in a peak rate 
manner further downstream is a simple but still very effective unified approach for bandwidth 
allocation and admission control. This approach overcomes the detrimental effects of traffic 
profile deformation, allows for completely distributed admission control schemes to be employed 
without raising concurrency related issues and can implicitly account for issues such as the 
decrease in the levels of aggregation along the real-time traffic paths. It also allows the 
decoupling of admission control from the engineering and provisioning of a DiffServ domain, 
since the per ingress-egress real-time traffic demands can be translated to bandwidth values, 
taking into account traffic aggregation gains, and can still be treated in an additive manner as 
arithmetic values by the network provisioning and dimensioning functionalities.
Taking into account the conclusion of our studies in this Chapter, in the following Chapters we 
will present our admission control schemes for intra- and inter-domain real-time traffic. For both 
schemes we assume that per-flow admission control is performed only at the DiffServ network 
domain ingress where the end-users are connected to, whereas the interior of the DiffServ domain 
is provisioned and engineered to support the real-time traffic aggregates in a peak rate manner.
Most of the work presented in this Chapter has been published in [Geo04a, Geo06],
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Chapter 4
4 Admission Control for Intra-domain Real­
time Traffic
In this Chapter we present our admission control scheme for intra-domain real-time traffic for 
DiffServ network domains; that is real-time traffic that originates from individual end-users 
connected to the DiffServ domains and its destination is inside the geographical scope of the 
DiffServ domain they are connected to.
Our scheme is completely distributed in nature and is a fitted-model measurement-based scheme. 
It uses measurements of aggregate bandwidth only, without keeping the state of any per-flow 
information in core nodes. In our scheme there is no assumption made regarding the nature of the 
traffic characteristics of the real-time traffic sources, which can be of heterogeneous nature. 
Through simulations we show that the admission control scheme is robust with respect to traffic 
heterogeneity and measurement errors. We also show that our approach compares favourably 
against other admission control schemes found in the literature.
The rest of this Chapter is structured as follows:
Section 4.1 describes the requirements that need to be fulfilled when deploying an admission 
control scheme and the general assumptions made by our scheme in order to provide edge-to-edge 
QoS (we use the term edge-to-edge to refer to paths from ingress nodes till egress nodes of the 
same DiffServ domain).
Taking these assumptions and requirements into account, in Section 4.2 we describe our 
admission control scheme in detail and in Section 4.3 we evaluate the performance of our scheme 
comparing it to other approaches found in the literature for heterogeneous real-time traffic 
sources.
In Section 4.4 we discuss the simulation results and, finally, in Section 4.5 we conclude, 
summarizing our findings.
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4.1 Requirements and Assumptions
4.1.1 Requirements
As stated in [Gros03, Mao02], in order for an admission control scheme to be successful in 
practice, it has to fulfil the following requirements.
• Robustness: An admission control scheme must ensure that the requested QoS is
provided. This is not trivial, especially for measurement-based schemes, since
measurement inevitably has some uncertainty, potentially leading to admission errors. 
The QoS should also be robust to traffic heterogeneity, time-scale fluctuations (long- 
range dependency), as well as to heavy offered loads.
• Resource utilization: The secondary goal for admission control schemes is to maximize 
resource utilization, subject to the QoS constraints for the admitted flows.
• Implementation: The cost of deploying an admission control scheme must be smaller 
than its benefits. This practically means that the deployment of the scheme should not 
impose the requirement for adding a lot of functionality to the existing network 
infrastructure. In addition, the traffic characteristics that may be required by the admission 
control scheme should be easily obtained from the traffic sources and the network and the 
scheme should scale well with the number of flows.
4.1.2 Assumptions of Our Scheme
Following the discussion in Section 3.1 of Chapter 3 regarding the QoS requirements of the real­
time traffic flows, we employ PLR as the QoS metric that needs to be controlled by the admission 
control scheme. Moreover, taking into account the implications of our studies in Chapter 3, we 
also assume that admission control is performed only at the DiffServ network domain ingress, 
whereas the interior of the DiffServ domain is provisioned and engineered to support the real-time 
traffic aggregates in a peak rate manner.
As a result of the provisioning process, and taking into account the routing behaviour, at each 
ingress node, we can have an estimate of the minimum bandwidth Ctye available for the real­
time traffic aggregate from that ingress node i € I , where I  is the set of ingress nodes with 
connected end-customers generating intra-domain real-time traffic, to each of the corresponding 
egress nodes e S E , where E  is the set of egress nodes where the end-customers (acting as 
receivers of the real-time traffic flows generated from end-customers connected to ingress nodes 
i G J) are connected to. To be more precise, C7j_>e is the bandwidth provisioned at the relevant 
output interface/queue of ingress node i, which according to the offline provisioning and routing
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configuration will be used by the real-time traffic aggregate originating from ingress node i 
towards the egress node e. For the sake of simplicity, for the rest of the Chapter we will refer to 
the output interface/queue of the ingress node i under consideration, simply as the output queue 
of the ingress node.
This available bandwidth is the basis for our admission control scheme, which as already 
mentioned is completely distributed. One instance of it inns as a standalone module at each 
ingress node serving real-time traffic flows from end-customers connected to that ingress i 
towards any of the DiffServ domain’s egress nodes e .
Our assumptions imply that there are no losses incurred at the core, therefore the PLR that needs 
to be controlled by the module running at ingress node i is the incurred PLR at that ingress node 
i, denoted as PLRj. Moreover, our admission control scheme does not induce any state in the 
core network and since there is no competition for resources between the ingress nodes, even 
though it is a distributed scheme, no concurrency related issues arise; as such, no cooperation 
between ingress nodes or other actions, as described in Section 2.2.2 of Chapter 2, for dealing 
with concurrency are required.
Keeping the above requirements and assumptions in mind, we will proceed to present our 
admission control scheme.
4.2 Admission Control Scheme
Our measurement-based admission control scheme is applicable to real-time traffic flows for 
which the end-customers (users) are able to provide only a single traffic descriptor, their peak 
rate. Given the diversity of Internet-based applications that have real-time requirements, the use of 
more complex traffic descriptors in admission control, as stated in [Flo96], to accurately 
characterize source traffic, is neither necessaiy nor plausible. Additionally, since source 
characteristics depend not only on the applications but also on their use, it is not feasible to make 
a priori characterization of sources with certainty [Jam97].
Therefore, we assiune that the only available traffic descriptor to use for admission control is the 
flow’s peak rate. This traffic descriptor is easy to police and even if not available, for flows 
described in the corresponding customer-SLAs (cSLAs) [How05] by a token bucket filter (r,6), 
an estimate p of it can be derived [Flo96] using the equation:
p = r + b/U (4il)
where U is a user-defined averaging period, which defines how conservative the peak rate 
derivation can be.
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Taking into account the benefits of bufferless statistical multiplexing for real-time traffic, as these 
are described in Section 2.1.3 of Chapter 2, our scheme is a fitted-model one and the model it 
employs is the normal distribution based bufferless statistical multiplexing model, which, for the 
sake of simplicity, based on equation (3.1), can be rewritten as:
C m  + a'a with a' = 21n(e) — ln(27r) (4 2)
where m is the mean aggregate bit rate, a is the standard deviation of the aggregate bit rate and 
e is the upper bound on allowed loss probability. The mean aggregate bit rate and the standard 
deviation of the aggregate bit rate in this case, are derived based on real-time measurements and 
not based on traffic descriptors, as is tlie case in Chapter 3.
4.2.1 Algorithm for Admission Control
As discussed in Section 4.1, we assume that the real-time traffic aggregate from ingress node i to 
egress node e is provisioned and engineered in such a way that at minimum C^e bandwidth is 
available edge-to-edge. Every time an end-customer wants to establish a flow towards an egress 
node, it signals this to the ingress node through some “RSVP-like” signalling protocol [KarsOO, 
KarsOl, XFu03], (As in [KarsOO], one could envision the case where the RSVP PATH message 
acts as a service request while the RSVP RESV message simply confirms the 
availability/unavailability of the requested resources).
A similar assiunption can be made for the flow termination. If the latter is not explicitly signalled, 
an alternative option could be to use a time-out period as an indication of the flow termination. In 
any case, at each point in time, the admission control module at each ingress node knows the 
number of active flows at that ingress node towards each one of the egress nodes.
When a new flow request from an end-customer arrives towards an egress node, we need to 
decide whether or not to allow the end-customer to send traffic using the real-time traffic 
aggregate resources to that known egress point. Initially, we need to calculate an appropriate time 
period, the measurement window, within which we need to take and use measurements for 
bandwidth usage estimations. The measured parameters are the mean rate of the offered load, 
Mmeasured > 3114 the variance of the offered load, o2nmsured, at the output queue of the ingress 
node. Having the measurements and the peak rate pnew of the new flow, and by making the worst 
case assumption that the new flow will be transmitting at its peak rate, we compute the estimated 
bandwidth Cest^ e as follows:
Uest,i—>e Mmeasureci + Pnew + 97 PLR, J ^measured (4.3)
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where a'pLR. is computed as in equation (4.2), based on the target PLR bound of the real-time 
traffic aggregate at ingress node i. This value Cest)i^ e is the estimated bandwidth used in the 
admission control criterion.
4.2.2 The Measurement Window
We define the measurement window w, as the time interval within which the offered load is taken 
into account for deriving the required measurements. In a similar fashion to [Bel02], we use the 
following expression for the measurement window:
w = max(D T S,w ') (4 4)
In equation (4.4), DTS represents the Dominant Time Scale. DTS is the most probable time scale 
over which overflow occurs. In [Eun03], the authors describe a systematic way to derive DTS 
using real-time measurements, with the assumption that the input process to the multiplexing 
point in the network is Gaussian. This is by definition our assumption when employing equation
(4.2), therefore we use this method in order to estimate the DTS.
DTS, as computed in [Eun03], is a function of the output buffer size. We should remind at this 
point that even though we employ the bufferless multiplexing approach, a small output buffer is 
still required for packet scale queuing, as explained in Section 2.1.3 of Chapter 2. This value for 
the small output buffer is involved in the estimation of the DTS.
Let w' represent the mean inter-departure delay [Gros99], defined as follows (Little’s formula):
_  At>9
(4-5>
where Nactive is the number of simultaneously active flows and havg is their average duration.
Since we assume that the flow establishment and termination is signalled to the corresponding 
ingress nodes, or alternatively for the flow termination that a time-out period can be employed to 
indicate it, the average duration of the flows can be easily obtained and updated.
With reference to equation (4.4), we select as measurement window the mean inter-departure 
delay, i.e., the time interval within which the system can be considered stationary -no flow 
departures- so as to capture changes in the characteristics of the aggregate traffic stream caused by 
the past increase or decrease in the niunber of flows, unless this time interval is not long enough 
to capture the time-scale fluctuations of the aggregate traffic stream. This can happen in case of 
long-range dependent traffic. In this case and in order to enable the network to react to these long 
time-scale traffic fluctuations, we use DTS as the value of the measurement window.
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4.2.3 The Admission Control Criterion
Given that the allocated bandwidth for the real-time traffic aggregate edge-to-edge is , and 
having computed the estimated bandwidth Cestii^ e, the admission control criterion in our scheme 
becomes:
If (Cesf)i_>e x APF) < Ci_e> admit
(CeSM->e x APF) > reject ^
where APF is an Admission Policy Factor we involve in the admission control criterion. The use 
of APF reflects the domain provider’s policy on how strict the admission control should be. The 
decisions for setting the APF can be based on simple heuristics or ad-hoc engineering methods.
In the following Section we describe an example approach for setting APF, in which we take into 
account two issues that challenge die effectiveness of any measurement-based admission control 
scheme; that are:
• the traffic heterogeneity.
• the effect of measurement errors.
4.2.4 The Admission Policy Factor
The reason for introducing APF is to reflect the provider’s policies. This means that appropriately 
tuning the APF can lead to a more conservative or a more relaxed admission control criterion. In
our case we give a heuristic formula for APF with which we address two important issues tiiat
need to be taken into account in die admission control decision.
The first issue is that the aggregate traffic stream might have characteristics that do not suit the 
effective bandwidth formula (the employed model), as this is expressed by equation (4.2). This, 
for instance, can happen if the stream is composed of a small number of veiy bursty connections 
with high peak rates and low utilizations [Guer91].
To account for this, we use an exponential ON/OFF source, with mean and standard deviation 
(mref,<rref) as a model source for engineering reasons (reference source). The reason for the
specific selection is tiiat exponential ON/OFF sources are representative models for VoIP traffic, 
which is likely to be a big part of the traffic earned by real-time traffic aggregates and their traffic 
characteristics suit the effective bandwidth formula of equation (4.2). Furthermore, exponential 
ON/OFF sources are short-range dependent, which means that their traffic characteristics are 
more easily captured and representative within the given measurement window. We define as
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reference trunks (Tre/) the number of simultaneously established reference sources that can fit in 
(7j_>e, according to equation (4.2), for a given bound on packet loss rate PLR, .
When a new flow request arrives, having measured the mean rate Mmeasured and the variance 
tfmeasured 4ie offered load, we calculate the number Nm of the reference sources whose 
aggregate mean rate is equal to or greater than Mmeasured. We also calculate the number Na of 
the reference sources whose aggregate variance is equal to or greater than a measured ■ That is, Nm 
and Na satisfy the following relationships:
Nm = M,m e a s u r e d and Nff = pleasured2Pref1Tlref
Having estimated Nm and Na, we compute their mean value Nrej :
(4.7)
Nref — {Nm + Na) /  2 (4.g)
This value represents a rough estimate of the number of reference sources that produce, within the
measurement window, load with characteristics (mean rate and variance) similar to the ones 
measured. To compensate for the above mentioned issue, we set APF to be proportional to the 
quantity ( Nrej /  Trej ).
The second issue that needs to be taken into account with the admission policy factor is the effect 
of measurement errors. As shown in [Gros99], the certainty equivalence assumption, i.e., that the 
measured parameters represent the real traffic, can heavily compromise the performance of a 
measurement-based admission control scheme.
Measurement errors tend to compromise QoS, as there exists a fundamental asymmetry associated 
with the uncertainty of the measured parameters: the negative effect on QoS of an
underestimation of parameters -and therefore of an overestimation of the number of permissible 
flows- far exceeds the positive effect on QoS of an overestimation of parameters [Gros99]. Also, 
the stringent the PLR requirement, the easier it is to violate it due to measurement errors. In the 
case where only aggregate bandwidth information is available through measurements, as in our 
scheme, the degradation in performance can be mainly attributed to errors in the estimation of the 
variance [Gros03]. With non-negligible probability the variance can be significantly
underestimated. To compensate for the measurement uncertainty, we proceed as follows: given 
equation (4.2), for a specific bound on packet loss rate PLRj, we set APF to be proportional to
, . J —2ln(PLRi) — ln(27r)the quantity 7   \  \  .
ffiF2hi(PlARY/Y—]F i2^
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That is, we inflate the part of equation (4.2) that relates to the variance estimation, based on a 
reference PLR level PHfej . By setting FLity/ to be larger as a value than PLR, , we ensure
that the more stringent the PLR requirement at ingress node i, the greater the value of this 
quantity. This reference PLR can be set by policy to adjust the conservativeness of the admission 
control scheme.
Combining the two aforementioned quantities, the final expression for the admission policy factor 
that is adopted is:
. nT? f1 ,AT /rr N * yl-2\n(PLRi) -  ln(27r) ,APF = max{l,(iVre/ / Tref) * ; ■ = - ■ \ (a Qj1 v f n  J^ lniPLRref) -  ln(27r)
This means that we use APF in a conservative way in the admission control criterion, by 
ensuring that its value is always greater than or at least equal to 1.
The admission policy factor can be considered as a tuning parameter. Even though we derive APF 
somehow heuristically, based on intuition rather than mathematical analysis, one should take into 
account that all measurement-based admission control schemes employ additional admission 
policy tuning parameters [Gros03, BresOOb] because it is not possible to completely decouple 
performance from traffic characteristics. In addition, as stated in [BresOOb], difference in 
performance caused by flow heterogeneity is a matter to be addressed by policy, rather than 
through algorithmic modifications.
4.3 Performance Evaluation
In order to evaluate the performance of our admission control scheme, we run simulations using 
the network simulator ns-2, with the typical, for admission control evaluation purposes, dumbbell 
topology of Figure 4-1.
E n d - u s e r  1 I n g r e s s^ v ^ ^node pjrst h0p ijnfc
E n d - u s e r  N
Figure 4-1: Simulation topology.
We assume that the end-customers connect to the ingress node through links with negligible 
congestion. Even if the flows originate from local area networks (LANs), this assumption can still 
be considered valid, since LANs have large enough bandwidth to handle a number of flows, larger 
than that of wide area networks in most real network situations [Bil04]. This scenario could, for 
example correspond to a situation where the end-users connect through dedicated Digital
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Subscriber Lines (DSLs) to a Digital Subscriber Line Access Multiplexer (DSLAM) switch 
(shown as ingress node in Figure 4-1) which then connects them to the backbone network.
We set the reference PLR equal to 0.01 and we configure the output queue for the real-time traffic 
class to hold a maximum of 500bytes and to be served in a non-work conserving scheduling 
manner. As a reference source, we use an exponential ON/OFF source with a peak rate of 64kbps 
and mean durations for the ON and OFF periods 1.004sec and 1.587sec respectively [ChuahOl]. 
We use scenarios with the target bound on packet loss rate for the aggregate real-time traffic equal 
to 0.01 and 0.001. These bounds define a range of typically acceptable PLR values for the VoIP 
service and for real-time applications in general, according to [Frig99, ChadOO]. Since, as 
aforementioned, losses are restricted to those incurred at the ingress nodes, these bounds are 
directly used in our simulations as the values of the target ingress PLRj.
We need to stress here, that especially for the VoIP service, the E-model can be employed and, 
correspondingly, the Mean Opinion Score (MOS) [G107] can be used as the metric to estimate the 
voice impairments. However, in order to do so, apart from the network incurred PLR and delay 
(propagation and queuing), factors such as codec-related encoding and packetization delay, 
playout buffering delay, and playout buffering loss (introduced by the de-jitter buffer) [Tao05] 
need to be estimated. These factors, though, are application and codec specific and using different 
playout buffering and packet loss conceahnent schemes will yield a different relation between 
loss, delay and voice quality. Therefore, it is apparent that all these factors are difficult to be 
introduced and taken into account in a simulation environment. However, overall, losses have a 
more significant impact on voice quality than delay [Tao05] and also we assume that regarding 
delay, offline traffic engineering actions can be taken to keep it below the required bounds 
(typically below 150msec mouth-to-ear [Bian02b]). Therefore, we use in our simulations as the 
QoS metric, the generic values of 0.01 and 0.001 as the allowed network incurred PLR.
We also need to stress here that if the real-time applications require different QoS targets to be 
met, then multiplexing them in a single class would require for the most stringent QoS 
requirement among them to be met. That would lead to severe underutilization of resources. In 
such a case, applications with different QoS requirements should be multiplexed in different 
classes based on the value of the requested QoS. For our simulations we assume that the real-time 
applications have the same PLR requirement and can, therefore, be multiplexed in a single class.
We set the output link capacity allocated to real-time traffic to correspond to Trej  equal to 100.
This means that the output link capacity is set equal to 3.33Mbps for the target ingress PLR 0.01 
case and equal to 3.56Mbps for the target ingress PLR 0.001 case. In a real network situation, 
imused capacity of the real-time traffic class would be fully available to a lower priority, e.g. best 
effort traffic, so there would be no waste incurred by this partitioning. Similar to the simulations
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in Chapter 3, we do not consider any best-effort traffic or the existence of any other traffic classes 
in our simulations and all the results are based on averages of simulations for 20 randomly chosen 
seeds, each for a total of 4100 seconds, using the first 500 seconds as a warming-up period. As for 
the simulations in Chapter 3, this means that the simulations are effectively run for an hour of 
simulation time (3600 seconds) after the warming up period, which is enough to obtain 
statistically stable results.
In order to test the robustness of the scheme with respect to traffic heterogeneity and long-range 
dependency, we use both VoIP and Videoconference traffic sources. For VoIP traffic we use an 
ON/OFF source model with exponentially distributed ON and OFF times, having a peak rate of 
64kbps. The mean durations for the ON and OFF periods are 0.350sec and 0.650sec respectively 
[Hab92J, meaning that its average rate is 22.4bps. The reason for choosing this model for the 
VoIP traffic compared to the model of [ChuahOl] used in Chapter 3 for modelling the VoIP traffic 
is so that, since the model of [ChuahOl] is selected as the reference source model, the VoIP traffic 
sources do not have the same characteristics with the reference source model. The active time of 
the VoIP sources is exponentially distributed with an average of 300sec. For Videoconference 
traffic, contrary to the model used in Chapter 3 for Videoconference traffic, we use an H.263 
coded trace from [Tkn] with average rate 64kbps and peak rate 332.8kbps. The H.263 format has 
been widely employed to model Videoconference traffic, e.g., see [Atal03, DiazOl] and the rate 
requirements of the employed trace model are much more realistic and practical for simulation 
purposes, compared to those of the auto-regressive model used in Chapter 3, which, as already 
mentioned, was used in order to have traffic sources with veiy diverse characteristics and rate 
requirements for the bandwidth management related study of Chapter 3. The active time of the 
Videoconference sources is also exponentially distributed with an average of 300sec. For both 
VoIP and Videoconference sources, the activation processes are Poisson arrival processes. For the 
case where both VoIP and Videoconference sources are employed (mixed traffic), the averages of 
their activation rates follow a ratio of 2:1. In this case we also set the active time of the 
Videoconference sources to be exponentially distributed with an average of 180sec, in order for 
them to have different flow departure dynamics than the VoIP sources.
In order to test the robustness of the scheme (which we will refer to as intra-MBAC) with respect 
to offered load, we test varying load conditions ranging from 0.5 to 5, where the value 1 
(reference load) corresponds to the average load that would be incurred by a source activation rate 
equal to 1000 VoIP sources/hour. Given the average rates and the durations of the VoIP and 
Videoconference traffic sources, this value 1 also corresponds to the load incurred by a source 
activation rate equal to approximately 350 Videoconference sources/hour (when only 
Videoconference sources are employed) and to the load incurred by approximately 540 VoIP
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sources/hour and 270 Videoconference sources/hour, when both VoIP and Videoconference 
sources are employed.
In order to compare the performance of our scheme against other existing schemes, we implement 
three other algorithms.
The first algorithm is one of the variations of the MB AC scheme by Zukerman et al in [ZukOl], 
described as Rate Envelope Multiplexing (REM), with adaptive weight factor and no histogram 
update (the packet loss measurement approach); we refer to this scheme as MBAC-ZUK. The 
reasons for the selection of the specific MBAC scheme for comparison with our scheme are that: 
(a) REM also makes the zero buffer approximation with respect to statistical multiplexing and (b) 
implementation-wise, in a similar fashion to our scheme, it requires only aggregate bandwidth 
measurements and the peak rate of the sources requesting admission in order to derive the 
admission control decision. The time scales involved in this scheme are 0.05sec, O.lsec, 0.5sec, 
lsec and 2sec. We also adopt the value O.OSsec as the minimum sampling interval in our scheme 
in order to derive the mean rate, the variance of the offered load and estimate the DTS.
The second algorithm is the EAC scheme described by Karlsson et al in [KarOO]; we refer to this 
scheme as EAC-KAR. In order to test this scheme since it is an out-of-band probing scheme, we 
implement, using the built-in class-based queuing (CBQ) mechanisms of ns-2, an additional lower 
priority queue for the probing packets that can store, as in [KarOO], a single probe packet and 
which is only served when the higher priority real-time traffic queue is empty. As in [KarOO], we 
set the probing rate equal to the peak rate of the source requesting admission, we consider probe 
durations of 0.5sec up to 5sec, and we also assume that there is no latency involved between the 
probing phase completion and the admission control decision.
The third algorithm is a simple TDAC Peak Rate Allocation (PRA) scheme (we call it TDAC- 
PRA) that only admits a new source if the following condition is satisfied:
Pi + Pnew — (4.10)
where ^  p{ is the sum of peak rates of the already established sources. With this scheme, there 
are no losses, since it does not account for any statistical multiplexing.
As stated in [Gib97], any admission control scheme must address the trade-off between packet 
loss, which is the mostly used QoS index [Cao02], and utilization. Therefore for perfonnance 
evaluation we use these two metrics, together with the average blocking rate.
In our simulations we consider three cases for the mixture of traffic sources that request 
admission: (a) Videoconference sources only, (b) VoIP sources only and (b) Mixed VoIP and 
Videoconference sources.
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For TDAC-PRA we do not show any PLR results because the PLR is constantly zero. For 
MBAC-ZUK, the results shown are for the algorithm parameters set equal to the values used in 
[ZukOl]. For EAC-KAR, the results shown are for probe duration of 3 seconds for the VoIP 
sources only case and for probe duration of 2 seconds for the Videoconference sources only and 
mixed VoIP and Videoconference sources cases. These probe durations give the best trade-off 
between packet loss and utilization for the examined cases. For shorter probing durations we 
observe violation of the target PLR, whereas for longer probing durations we observe significant 
thrashing effects. With respect to our scheme, apart from the 0.01 value for the reference PLR 
level, the values 0.1 and 0.05 were also tested, found to lead to unnecessarily conservative 
performance with respect to the incurred packet loss and the achieved utilization.
For all four schemes, for debugging reasons and in order to validate their proper functionality, 
during the simulations and upon each admission request, the values of the involved entities in the 
admission control decision and the outcome of the admission control decision itself were output 
both in the simulation terminal window as well as in an output text file for further examination 
upon the simulation termination.
4.3.1 Simulation Results for Videoconference Sources
Figure 4-2: Incurred PLR for target PLR 0.01.
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Figure 4-3: Utilization for target PLR 0.01.
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Figure 4-4: Blocking rate for target PLR 0.01.
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Figure 4-5: Incurred PLR for target PLR 0.001.
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Figure 4-6: Utilization for target PLR 0.001.
Figure 4-7: Blocking rate for target PLR 0.001.
As it can be seen from the above Figures, for Videoconference traffic all schemes satisfy the 
target PLR for all loading conditions and for both target PLR values.
For target PLR 0.01, all schemes are unnecessarily conservative, which can be partly attributed to 
the stringent admission control criterion (all schemes make the assumption that the new source 
will be transmitting at its peak rate) and the high peak rate of the Videoconference sources 
compared to their average rate. Regarding utilization and blocking, the performance of intra- 
MBAC is, on average, better than that of EAC-KAR and slightly better than that of MBAC-ZUK.
For target PLR 0.001, all schemes are less conservative than the target PLR 0.01 case, with intra- 
MBAC being the least conservative among the schemes, achieving therefore, on average, higher 
utilization and incurring lower blocking than the other schemes.
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We need to state at this point that the objective when deploying an admission control scheme is 
not to achieve the lowest PLR possible, but to keep the incurred PLR within the limits of the 
target PLR, while maximizing utilization and minimizing the blocking at the same time.
For example, for TDAC-PRA the incurred PLR is zero, but the blocking is significantly higher 
and the utilization achieved is also significantly lower than any of the other three algorithms, and 
because of the high peak rate of the H.263 Videoconference sources compared to their average 
rate, it does not exceed 15%.
4.3.2 Simulation Results for VoIP Sources
\ ----------------------------------------
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Figure 4-8: Incurred PLR for target PLR 0.01.
Figure 4-9: Utilization for target PLR 0.01.
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Figure 4-10: Blocking rate for target PLR 0.01.
Figure 4-11: Incurred PLR for target PLR 0.001.
Figure 4-12: Utilization for target PLR 0.001.
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Figure 4-13: Blocking rate for target PLR 0.001.
From the above Figures it can be seen that for VoIP traffic, all schemes satisfy the target PLR 
0.01, whereas for target PLR 0.001 there are certain cases where MBAC-ZUK fails to satisfy this 
target PLR.
For target PLR 0.01, MBAC-ZUK is more conservative than intra-MBAC and EAC-KAR, 
achieving therefore lower utilization and incurring higher blocking. For EAC-KAR we can see 
that, contrary to the Videoconference sources only case, for loading conditions more than 4 times 
the reference load we enter the thrashing region, which for an out-of-band probing EAC 
algorithm as EAC-KAR, is indicated by a decrease in the incurred PLR accompanied by a 
decrease in the achieved utilization and an increase in the blocking rate. This can be partly 
attributed to the higher probing duration that is needed in the VoIP sources only case in order to 
satisfy the target PLR value.
For target PLR 0.001, intra-MBAC and EAC-KAR satisfy this PLR for all loading conditions 
with EAC-KAR being less conservative, achieving, therefore, slightly higher utilization and 
incurring slightly lower blocking. EAC-KAR in this case enters the thrashing region for loading 
conditions more than 3 times the reference load. MBAC-ZUK violates the target PLR for loading 
conditions more than 3 times the reference load, even though the no histogram update method 
used in our implementation of MBAC-ZUK is the most conservative approach among all the 
other variations presented in [ZukOl]. This means that the tuning parameters involved in MBAC- 
ZUK should be reconfigured in a trial and error fashion and set to new values -different from the 
ones used in the Videoconference sources only case and the target PLR 0.01 VoIP sources only 
case- in order to satisfy the target PLR 0.001 for all loading conditions for VoIP sources.
We need to stress here that EAC-KAR also employs a tuning parameter, which is the probe 
duration, which we have to vary from 0.5sec up to 5sec in order to find its optimal value (3sec)
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for the VoIP sources simulated cases and loading conditions. This value is different from the 
value used for the Videoconference sources only and the mixed VoIP and Videoconference 
sources cases (2sec). For VoIP sources only and for probe duration 2sec, we actually observe 
target PLR violations even higher than these observed for MBAC-ZUK.
For both target PLR values, TDAC-PRA incurs lower blocking and achieves much higher 
utilization compared to the previous case, where we have Videoconference sources only, because 
of the lower peak rate of the VoIP sources compared to their average rate, but still significantly 
lower than any of the other three schemes.
4.3.3 Simulation Results for Mixed VoIP and Videoconference Sources
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Figure 4-16: Blocking rate for target PLR 0.01.
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Figure 4-17: Incurred PLR for target PLR 0.001.
Figure 4-18: Utilization for target PLR 0.001.
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Figure 4-19: Blocking rate for target PLR 0.001.
As it can be seen from the above Figures, for mixed VoIP and Videoconference traffic sources all 
schemes satisfy the target PLR 0.01. MBAC-ZUK is more conservative than intra-MBAC and 
EAC-KAR, achieving therefore lower utilization and incurring higher blocking.
For target PLR 0.001, intra-MBAC and EAC-KAR satisfy this PLR for all loading conditions 
with MBAC-GEO being less conservative, incurring lower blocking and achieving higher 
utilization. MBAC-ZUK violates this PLR for loading conditions more than 4 times the reference 
load. As in the previous case, its tuning parameters should be reconfigured in order to achieve the 
target PLR for all the loading conditions. In summary, the tuning parameter values that were used 
in [ZukO 1 ] proved suitable, in terms of keeping the incurred PLR below the target PLR value, for 
the Videoconference sources only case (both target PLR values) and for the 0.01 target PLR for 
the VoIP sources only and mixed VoIP and Videoconference sources cases.
4.4 Discussion of the S im ulation Results
The simulation results show that intra-MBAC can satisfy the target PLR in all cases (which is the 
primary objective) without requiring any further reconfiguration of its parameters for individual 
traffic scenarios and loading conditions and despite the effects of measurement errors. As we 
show, it is possible without any reconfiguration of its tuning parameters to achieve reasonably 
good performance regarding utilization and blocking (which is the secondary objective) for a 
variety of traffic scenarios and loading conditions.
MBAC-ZUK satisfies the target PLR for the target PLR 0.01 case without requiring 
reconfiguration of its tuning parameters, it fails, however, to satisfy the target PLR 0.001 value for 
VoIP sources and mixed VoIP and Videoconference traffic scenarios. For these cases new values 
for its tuning parameters should be sought in a trial-and-error fashion.
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EAC-KAR satisfies the target PLR for all simulated cases by appropriately reconfiguring its 
tuning parameter, following the guidelines in [KarOO]. However, for the VoIP sources only case 
for both target PLR values and for high loading conditions, this is achieved while entering the 
thrashing region, which is a region an EAC scheme should avoid entering, which means that the 
target PLR is not actually satisfied because of the ability of the EAC scheme to adapt to the traffic 
conditions.
In the following two Figures the averages of link utilization and blocking rate for all simulated 
cases and loading conditions for all four schemes, including the scenarios and loading conditions 
where MBAC-ZUK violates the target PLR, are shown.
Figure 4-20: Average utilization.
Figure 4-21: Average blocking rate.
As it can be seen, intra-MBAC achieves, on average, the highest utilization and incurs the lowest 
blocking rate among all schemes, while satisfying the target PLR in all cases and without
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requiring any reconfiguration of its parameters. It is followed by MBAC-ZUK, which, however, 
violates the target PLR in certain cases. EAC-KAR achieves the third best performance regarding 
blocking and utilization (which can be attributed to the fact that it ‘needs’ to enter the thrashing 
region in order to satisfy tlie target PLR), while satisfying the target PLR, but, as shown, this 
requires the adjustment of its tuning parameter (probe duration). As expected, TDAC-PRA is the 
worst performer with respect to utilization and blocking.
In all cases examined, for both intra-MBAC and MBAC-ZUK we observe an increase in the 
incurred PLR for higher loading conditions. This is anticipated [Gros99] because they both rely 
on measurements, so every new admission request has the potential of being a wrong decision. 
This means that a high source activation rate (which directly translates to high loading conditions) 
is expected to have a negative effect on performance. The same holds for EAC-KAR but only for 
the cases where we have not entered the thrashing region.
4.5 Conclusions
In this Chapter we presented a measurement-based admission control scheme for heterogeneous 
intra-domain real-time traffic for DiffServ domains.
We assume that an instance of our MBAC scheme runs as a standalone module at every ingress 
node, serving real-time traffic, entering the domain through that ingress node, towards any of the 
domain’s egress nodes. We showed through simulations that the scheme is robust to traffic 
heterogeneity, time-scale fluctuations and heavy offered loads. The scheme can meet the required 
QoS objectives in all cases without requiring any reconfiguration of its parameters.
Furthermore, the scheme achieves satisfactory utilization and compares well against existing 
admission control schemes for the same simulation setup. Finally, we have to mention that our 
scheme is also easy to implement. It only relies on aggregate bandwidth information at the 
domain’s ingress nodes and does not require keeping any per-flow information state in core 
nodes. The required traffic characteristics are the peak rate of the traffic source requesting 
admission and die mean rate and the variance of the aggregate real-time traffic load at the output 
queue of tire ingress node where the MBAC instance runs; these can be easily obtained.
In addition, the scheme requires the use of signalling only from the sources (end-customers) to the 
ingress nodes, but not further downstream inside the domain, and, additionally, does not require 
any cooperation among ingress nodes, since it is based on provisioned ingress-egress information 
in a way that no concurrency related issues are raised.
The main advantage of our scheme compared to EAC-KAR and MBAC-ZUK is the fact that it 
ban perform well and consistently for a variety of traffic scenarios without requiring
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reconfiguration of the involved parameters. Contrary to our scheme and as the simulations 
showed, both MBAC-ZUK and EAC-KAR fail to meet the QoS objectives and achieve at tire 
same time satisfactory utilization and reasonable blocking rate for a unique setting of the involved 
parameters.
Most of the work presented in this Chapter has been published in [Geo04b, Geo05a, Geo06b].
83
Chapter 5. Admission Control for Inter-domain Real-time Traffic
Chapter 5
5 Admission Control for Inter-domain Real­
time Traffic
In this Chapter we present our admission control scheme for inter-domain real-time traffic for 
DiffServ domains; that is real-time traffic that originates from individual end-users connected to 
the DiffServ domains and its destination is outside the geographical scope o f the DiffServ domain 
they are connected to, therefore it needs to traverse a sequence of transit domains. This means that 
our scheme is applicable to DiffServ stub domains. It is worth noting that stub domains constitute 
the vast majority o f the domains in the Internet [Subra02], accounting for around 85% o f the total 
number o f domains [Uhlig04].
As already mentioned in Section 2.2.5 o f Chapter 2, even though a significant amount o f research 
effort has been targeted at the area o f admission control for DiffServ domains, most o f the 
existing admission control schemes, in order to be applicable in practise, explicitly or implicitly 
make the assumption that the traffic is intra-domain; that is it originates and terminates within the 
same domain. Therefore the administrative entities o f this domain (e.g. Bandwidth Broker in case 
o f centralized schemes) can have complete knowledge and control over the end-to-end paths and 
the underlying architecture (e.g. functionality and number o f classes supported in the routers) 
when configuring the admission control processes. As another already mentioned example, for 
out-of-band endpoint admission control schemes, the existence o f the class that will cany  the 
probing streams as well as the relative priority o f this class with respect to the other implemented 
classes must be guaranteed to exist and remain unchanged end-to-end.
Schemes that do not make the assumption o f intra-domain traffic, in many cases require the 
cooperation o f the administrative entities o f  adjacent domains along the end-to-end paths on a per- 
flow basis, which as explained in Section 3.2.4.2, requires an appropriate method to “reconstruct” 
the traffic descriptors o f  each flow in order to account for the traffic profile deformation before 
submitting them to the downstream domain. In addition, this kind o f cooperation requires the 
existence o f a commonly understandable signalling protocol end-to-end in order to perform 
admission control in each domain and propagate the admission control decision and/or the QoS 
received so far to downstream domains to assist them in making local admission control 
decisions.
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In contrast to these schemes, in this Chapter we present a distributed measurement-based 
admission control scheme for inter-domain real-time traffic, which when deployed in the context 
o f a cascaded QoS peering model, such as the one proposed by the EU MESCAL project 
[How05], it does not require the cooperation and signalling among adjacent domains on a per- 
flow basis and is still, nevertheless, capable of providing end-to-end QoS. This scheme is based 
on our admission control scheme for intra-domain real time traffic o f Chapter 4. By means o f 
simulations we also show that our scheme performs well for a variety o f traffic scenarios and that 
it compares favourably against other schemes found in the literature. The rest o f this Chapter is 
structured as follows:
Section 5.1 describes the assumptions and conditions needed for this scheme to provide end-to- 
end QoS. Taking these assumptions and conditions into account, in Section 5.2 we describe our 
admission control scheme in detail and in Section 5.3 we evaluate the performance of our scheme 
comparing it to other schemes found in the literature. In section 5.4 we discuss the simulation 
results and, finally, in Section 5.5 we conclude the Chapter, summarizing our findings.
5.1 Assumptions and Conditions
5.1.1 Existence of a Cascaded QoS Peering Model
The main assumption in our scheme is that a hop-by-hop cascaded QoS peering model, similar to 
the one proposed by the EU MESCAL [How05] project, is employed in the Internet. In this 
cascaded model, each network provider or Autonomous System (AS) establishes provider service 
level agreements (pSLAs) with the directly interconnected network providers. Thus, the QoS 
peering agreements are between adjacent neighbours and not between providers more than one 
hop away. This type o f peering agreement is used to provide QoS connectivity from a customer to 
reachable destinations that may be several domains away.
Figure 5-1 gives an overview o f the operations in this cascaded model.
Figure 5-1: A cascaded QoS peering model.
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In this model, AS-3 negotiates and establishes a peering agreement with AS-4 (pSLA3) that will 
allow customers o f  AS-3 to reach destinations in AS-4 with specific QoS guarantees (e.g. loss, 
delay, jitter) as long as the total aggregate demand from AS-3 does not exceed the negotiated and 
agreed bandwidth value in pSLA3. AS-2, in turn, can negotiate with AS-3 a peering agreement
(pSLA2) in order to reach destinations in AS-3 and AS-4 with specific QoS guarantees. These
guarantees are derived by combining the guarantees specified in pSLA3 and the local QoS
capabilities o f the traffic classes deployed in AS-3. As already mentioned and can be easily 
proven, delay and jitter parameters are additive and loss parameters are multiplicative, which, in 
turn, for low values also become additive [Lim04]. Therefore, it is straightforward to perform the 
combination of QoS capabilities between adjacent domains and derive the overall QoS 
guarantees.
In a similar way, AS-1, which in our case can be regarded as the DiffServ stub domain under 
consideration, can establish a peering agreement pSLAj with AS-2 which defines the QoS
guarantees that the traffic exiting AS-1 will receive from the ingress nodes o f AS-2 till the end- 
customers connected to AS-4 as long as tlie aggregate traffic demand from AS-1 towards tlie end- 
customers connected to AS-4 does not exceed the negotiated and agreed in pSLA} bandwidth 
value.
Since pSLAs are established for aggregated traffic demands, each network provider typically only 
has to manage a limited number for pSLAs. Thus, the number o f pSLAs that need to be 
established by each network provider is only in the order o f the number o f the adjacent domains, 
making the cascaded model scalable. A  limitation o f the cascaded approach is that it gives the 
pSLA service initiator less control o f  the whole IP service path [How05]. That is, with reference 
to Figure 5-1, that traffic from  AS-1 destined to AS-4 will have to follow the path specified by the 
pSLAs in place between adjacent domains end-to-end, which is in this case through AS-2 
(according to pSLAQ, then through AS-3 (according to pSLA2) and then enter AS-4 through the 
specified in pSLA3 ingress nodes o f AS-4.
By making the assumption that such a cascaded QoS peering model exists and relevant pSLAs are 
already negotiated and established, the DiffServ domain AS-1 (its administrative entities to be 
more precise) does not need to cooperate and signal any o f the downstream domains on a per-flow 
basis for traffic destined to remote destinations. It only needs to ensure that its inter-domain traffic 
(originating from end-customers connected to AS-1 and with valid customer service level 
agreements ‘cSLAs’ in place) does not exceed the negotiated bandwidth value in the 
corresponding pSLAs and that the QoS received by this traffic inside AS-1, when combined with 
the QoS values specified in tlie pSLAs is adequate to guarantee the end-to-end QoS. The domains
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in an end-to-end QoS chain do not need to deploy and traffic engineer the same number o f classes 
or classes with the same QoS guarantees with one another, or may not even deploy multiple 
classes at all, e.g. some domains may select to provide sufficient QoS simply by overprovisioning. 
They ju st need to ensure they enforce the local QoS capabilities and that the traffic exiting them 
towards the next downstream domain in this QoS chain, is mapped to the appropriate class o f the 
downstream domain according to the relevant pSLAs in place.
W e need to state that the specific actions (e.g. overprovisioning or offline/online traffic 
engineering actions) through which the transit domains can enforce the QoS values agreed in the 
pSLAs are outside o f the scope o f this Chapter. In this Chapter we focus on how the DiffServ 
domain AS-1 will ensure by means o f  admission control that the inter-domain real-time traffic 
originating from end-users o f  AS-1 will receive the required ‘local’ QoS treatment so that when 
combined with the QoS specified in the corresponding pSLAs it will still meet the end-to-end 
QoS requirements o f the real-time traffic.
In the rest o f the Chapter and for the sake o f simplicity we will assume that towards the 
destinations o f interest connected to a remote domain, AS-1 has one pSLA in place with AS-2 
which specifies a bandwidth value CpSLA and the associated packet loss rate PLRpSLA, delay
DpSLA and jitter J psla guarantees that will be met as long as this aggregate real-time traffic
demand does not exceed the negotiated and agreed bandwidth value Cpsla •
5.1.2 Local QoS versus End-to-End QoS
Given that the delay and jitter parameters are additive and that packet loss is also additive for low 
values, and by knowing the end-to-end requirements regarding packet loss PLRcnd_t0_end, delay
Bend—to—end and jitter Jend- t0-end o f the real-time traffic and also the relevant values agreed in
the pSLA, it is straightforward to deduce the local QoS values that need to be enforced in the
DiffServ domain AS-1 so that the end-to-end QoS requirements are met. I f  we denote as PLRlocal 
the local PLR requirement, as Dlocai the local delay requirement and as Jiocai the local jitter 
requirement, then these are given by:
PLRioea.1 — PLRend^ i0^ end PLRpSLA
Dlocal — L)end—to—end DpSLA 2)
Jlocal — J  end—to—end JpSLA
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Also, following the discussion in Section 3.1 o f  Chapter 3 regarding the QoS requirements o f the 
real-time traffic flows, we employ the local PLR as the QoS metric that needs to be controlled by 
the admission control scheme, assuming that the local delay and jitter can be controlled using the 
actions described in Section 3.1 o f  Chapter 3.
5.1.3 Measurement/Enforcement points
A measurement based admission control scheme needs to ensure that it controls the flow o f traffic 
across ail possible congestion points (bottlenecks).
As stated in [Pad03], the edge links are currently considered as the most probable congestion 
points o f a domain, whereas backbone links are over-provisioned [IanOl]. Therefore we assume 
that packets are lost at the DiffServ domain’s ingress nodes, where traffic from end-users is first 
aggregated in the same traffic class that will be used to cany  the traffic till the domain’s egress 
nodes, whereas in the core o f the DiffServ domain, real-time traffic aggregates from different 
ingress nodes are treated in a peak rate maimer. This means that the core is transparent to the real­
time traffic sources with respect to packet loss.
By assuming that the interior o f the DiffServ domain has been provisioned and engineered in this 
way and by taking into account the routing behaviour, at each ingress node we can have an 
estimate o f the minimum bandwidth available for the inter-domain real-time traffic aggregate 
from that ingress (to be more precise, from that ingress node output interfaces) to each o f the 
corresponding egress nodes specified in die corresponding pSLA. This assumption is similar to 
the one made in Chapter 4 for intra-domain traffic.
However, for the case o f inter-domain traffic, one needs to take into account that in addition to 
edge links, peering links at the border routers between neighbouring domains are also often
bottlenecks [Ake03, Bress03, Akam99] and also the source o f some o f the greatest costs for
network operators [Akam99], therefore they cannot be considered overprovisioned.
Taking the above into account, the proposed admission control scheme applies actions at these 
bottleneck points (output interfaces/links o f ingress nodes and output interfaces/links o f egress 
nodes; that is inter-domain links) and aims to ensure that the total packet loss incurred at these 
bottleneck points is less than the local PLR requirement for the inter-domain real-time traffic. 
This means that for each pair o f  ingress-egress nodes output interfaces (egress nodes with output 
bandwidth configured for the specific traffic class according to the pSLA in place) the following 
condition is m et at all times:
w ith i  e  I ,e  e  E ,l(i) 6  Li}m{e) 6  M e
and f(l(i),m (e)) = 1 : PLRi{{) +  PLR m{e) <  PLRiocai (5.4)
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where l(%) is the output interface I o f ingress node %, m(e) is the output interface m  o f egress 
node e, I  is the set o f ingress nodes with connected end-customers generating real-time traffic 
towards the destinations specified in the pSLA, E  is the set o f egress nodes that are specified in 
the pSLA as exit points for inter-domain real-time traffic from the DiffServ domain towards the 
destinations specified in the pSLA, L{ is the set o f output interfaces o f  ingress node i ,  M e is the 
set o f output interfaces o f egress node e , PLR^  is the incurred packet loss rate at the output 
interface I o f ingress node i , P LR m ^  is the incurred packet loss at the output interface m  o f
egress node e and the function f(l(i),m (e))  =  1 indicates that the output interface I o f ingress 
node i uses the output interface m  o f egress node e as the exit point for the inter-domain traffic 
towards the destinations specified in the pSLA.
We assume that as a result o f the network provisioning phase and taking into account the routing 
behaviour, these sets o f ingress-egress pairs, as well as the corresponding output interfaces pairing 
and the bandwidth allocated within the domain for each pair o f ingress-egress output interfaces 
are already known to the dom ain’s administrator.
In the rest o f the Chapter we will also denote as Q(i)_>m(e) the available bandwidth for the inter­
domain real-time traffic from the output interface I o f ingress node i until the output interface 
m  o f egress node e , as Cm(e)iPsLA the available bandwidth for die inter-domain traffic from the
output interface m  o f egress node e till the destinations specified in the pSLA in place, and 
finally as C6)Vsla 4ie available bandwidth for the inter-domain traffic from egress node e till the 
destinations specified in the pSLA in place.
W e assume that it holds:
Cm(e)ypSLA FE>n(e) x  5  ] Q(i)—>?n(e) > ^ ^  E  and UFm(e} <C 1
iel-.f(l{i),m(e))=1 (5.5)
where UFm^  is the underprovisioning factor, which indicates the extent to which the inter­
domain links bandwidth allocation is imdeiprovisioned with respect to the aggregate bandwidth 
reservations at the output interfaces o f the ingress nodes (given our assumptions about the 
provisioning in the core, the underprovisioning factor also indicates the extent to which the inter­
domain links are underprovisioned with respect to the network core). UFm^  needs to be a
number with value less than 1, otherwise the output interfaces at tlie inter-domain links would not 
be bottlenecks and therefore they would not incur any losses.
W e also assume that it holds:
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!  ] Cm(e),pSLA Ce^psLA and )  ] CetPgjJA=CpSLA
meMc eeE (5.6)
In the next Section we will proceed to present our proposed measurement based admission control 
scheme. Our scheme is completely distributed and does not require any cooperation between 
ingress nodes or any per ingress-egress monitoring or operations.
It requires per-flow signalling for use in admission control decisions only from the end-users till 
the ingress node o f  the DiffServ domain where they are connected to but not further downstream 
and it tries to ensure that the local PLR requirement for the inter-domain real-time traffic is met at 
all times by regulating the admission o f new flows but not by penalizing or terminating 
prematurely exisiting flows.
As stated in [Kar04, Lund05], human perception favours consistency, therefore it is more 
acceptable to deny or postpone a flow session i f  it cannot be earned out without significant 
changes in quality than to allow it to start with high uncertainty about the level o f quality received 
and also with high uncertainty about the chances o f completing it at all, which might render the 
session useless.
5.2 Admission Control Scheme
Keeping in mind the requirements that need to be fulfilled by an admission control scheme in 
order to be successful in practice, as discussed in Section 4.1.1 o f Chapter 4, we will now proceed 
to present our admission control scheme for inter-domain real-time traffic.
5.2.1 Admission Control Logic
Our measurement based admission control scheme consists o f two collaborating modules, one 
module running at each ingress node i serving inter-domain real-time traffic from that node till 
each one o f the egress nodes e e E  and one module running at each egress node e . The modules 
running at the ingress nodes make admission control decisions independently from each other, 
aiming to regulate the admission o f new flows, based on feedback information from the modules 
running at the egress nodes.
The modules running at the egress nodes continuously monitor the state o f the egress output 
interfaces (to be more precise, the status o f each one o f the output queues configured with 
bandwidth limit Cm(e)}PsLA ) and based on the status o f them, with respect to the PLR incurred at
intervals o f duration S , they communicate PLR information to the ingress nodes that use these 
egress output interfaces as exit points for their inter-domain real-time traffic. This PLR 
information is, in turn, used by the ingress nodes modules to calculate new PLR values that must
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be used for the admission o f new flows. This means that each egress node only communicates 
with the ingress nodes that actually use them as exit points for their inter-domain real-time traffic 
and not with the whole set o f ingress nodes o f the domain.
This communication operation can, for example, be performed by means o f  multicast packets, 
which means that each egress node e is a m ulticast source and the ingress nodes that use this 
egress node (to be more precise, the same one - in  case there exist multiple- o f the egress node 
output interfaces) as exit point for their inter-domain traffic are multicast receivers in the same 
multicast tree.
W e need to state here that, in contrast to the scheme in [Jiang06], the core nodes in our scheme do 
not need to append any information to these communication packets, but simply forward them 
towards the ingress nodes. Also, since in our scheme the conveyed information regards only the 
condition o f the inter-domain links and not o f the ingress-egress paths, as we regard the network 
core as transparent with respect to packet loss, the real-time traffic sources originating from 
ingress node i towards an egress node e do not need to follow the inverse path o f the received 
communication packets. I f  multicast is deployed to implement the communication operation in the 
context o f  our scheme, it will only be beneficial in terms of minimizing the network overhead 
caused by the communicated information from  the egress nodes to the ingress nodes. Contrary to 
the scheme in [Jiang06], the multicast operation is not a prerequisite for the implementation of our 
scheme, and if  the communication operation in our scheme is performed by means o f multiple 
unicasts from the egress nodes to the ingress nodes, the same result with the multicast operation 
will be achieved, at the expense though o f  increased network overhead.
W e also need to clarify here that the communicated information relates to the PLR o f the 
aggregate traffic using this egress output interface (which m ay compose o f traffic originating from 
multiple ingresses) and not to the PLR o f traffic originating from distinct ingresses, therefore the 
egress nodes do not need to keep any per-ingress state or perform any ingress-specific operations.
In the following Sections we will describe in detail the functionality o f these two collaborating 
modules.
5.2.2 The Ingress Node Module
The functionality o f the ingress node module is veiy similar to the functionality o f the module in 
case o f  intra-domain traffic described in detail in Chapter 4, following the same fitted-model 
approach.
W e assume that every time an inter-domain real-time flow (by an end-customer with a valid cSLA 
in place) wants to be established, it signals this to the ingress node i denoting its peak rate p (or
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token bucket parameters, from  which an estimate o f the peak rate can be derived). Then the 
module, using the logic described in Section 4.2 o f Chapter 4 and based on a target PLR level 
P L R ity jarge{, decides to accept the flow establishment if  the bandwidth from that
output interface I o f ingress node i till the egress node e is enough in order to accommodate the 
existing flows and the new flow requesting admission, while at the same time satisfying this 
PIJRl(i),t argei Value.
Since, as stated above, each egress node does not keep any per-ingress state and only 
communicates one PLR information per egress output interface, which is related to the whole 
aggregate traffic o f the output queue with bandwidth limit Cm^ }PgLA, all PL ifyq)iargei values for
all ingress nodes that use the same specific output interface o f egress node e as exit point for their 
inter-domain traffic, should be the same. For the rest o f this Chapter we will denote the PLR 
target at interface I o f ingress node i , associated with the interface m  o f egress node e , as
p r  p m(e)
This target P L R j^J  ^  level is not fixed to a specific value but is adjusted dynamically based
on the feedback received from the egress node. Also, in order for the admission control scheme to 
be able at all times to recover the total locally incurred PLR to values less than the local PLR 
requirement without having to penalise or terminate prematurely existing flows, this P L R f^ \ iirget 
should be less than the local PLR requirement, and actually should be set to a lower value than
P L R l o c a l  > t h a t  i s :
< P L ^ ‘x  with 0M Fm e) e  (O'1) (5.7)
where O M F $ e) is an Operational M argin Factor, defining the operational area within which 
et c™ range. O M F fY  should not be given a value close to one and the reason for this 
is that if, for example, P L R $ } argel is allowed to get close or become equal to PLRiocai and an 
overload situation occurs at the egress node output queue with bandwidth limit Cm^ ipSLA > then it
may not be possible to recover the total locally incurred PLR to values less than the local PLR 
requirement just by regulating the admission o f new flows, because the overload is caused by the 
existing flows and even if  no new flows are admitted, the overload will persist until some o f the 
existing flows are terminated. Therefore, the only way to overcome this overload situation would 
be to terminate or penalise existing flows.
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In a similar manner, O M F f^  should not be set to very low values, because if  this is so, then the 
range [0, PLRlocal x  O M F $ e) ] within which P L R $ } axget can range will be veiy limited, which,
in turn will limit the ability o f  the ingress nodes modules to react and regulate the admission of 
new flows, regardless o f the feedback information they receive from the egress nodes.
For the rest o f the Chapter and for the sake o f simplicity we will refer to the egress and ingress 
nodes with a pairing between output interfaces, that is with f(l(i),m (e)) =  1 , simply as egress 
and ingress nodes. In the next Section we will elaborate on the functionality of die module 
running at the egress nodes with respect to each one o f the output interfaces.
5.2.3 The Egress Node Module
The egress node module passively monitors the output queues with bandwidth limit ,pSLA
(for the sake o f simplicity, for the rest o f the Chapter we will focus on one egress output interface 
and refer to it simply as output queue) and every S  seconds (we will refer to S  as the reporting 
period) it calculates the packet loss during the past interval o f T  seconds and depending on this 
value it reports back to the ingress nodes, which then adjust the target P LRf(jd arge{ level used for 
deriving the admission control decision for new flows requesting admission accordingly.
Before elaborating on this adjustment process we will briefly explain why do not attempt to use a 
fitted-model module similar to one running at the ingress nodes but we instead employ a pure 
model-free passive PLR measurement approach.
5.2.3.1 Issues with the Ingress Node Module
The ingress node module makes the assmnption that each flow that wants to be admitted, signals 
this to the ingress node and declares its peak rate. It also, while deriving the admission control 
decision, makes the worst case assumption tiiat the flow requesting admission will be transmitting 
at its peak rate. Apart from the fact that this would require the egress routers to be aware o f per- 
flow signalling (or alternatively would require the existence o f a centralized entity, such as a 
Bandwidth Broker, where the admission request should be outsourced) it could also lead to 
eiToneous admission control decisions.
Following the discussion in Section 3.2.4.2 o f Chapter 3, this is because due to multiplexing and 
buffering, the packets belonging to a specific flow may arrive at an interface at a rate exceeding 
the flow ’s peak rate. Therefore, even making the worst case assumption tiiat that the flow 
requesting admission will be transmitting at its peak rate while deriving the admission control 
decision at the egress nodes may, not be an adequately conservative approach.
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Moreover, the ingress node module, in order to derive the admission control decision, makes the 
assumption that the distribution o f the stationary bit rate can be accurately approximated by a 
Gaussian distribution. However, in order for the Gaussian assumption to be valid, the multiplexed 
sources must be independent [Joos89, Addie98]. That is not the case in nodes further downstream 
from the first point o f aggregation because traffic sources become correlated as they traverse a 
sequence o f links and multiplexers.
Taking into account that aggregate traffic modelling employed at the ingress nodes may fail when 
applied at tlie egress nodes, and that tlie peak rate may not depict the flows’ worst-case behaviour 
at egress nodes, we employ a simple model-free pure passive PLR measurement approach, which 
does not make any assiunptions regarding the statistical properties o f the aggregate traffic (does 
not require an accurate traffic model beforehand) and does not use any per-flow declared traffic 
descriptors.
5.2.3.2 Egress Node Module Functionality
As already mentioned, the egress node module continuously monitors each one o f the output 
interfaces m  G M e at the egress router and periodically eveiy S  seconds, it calculates the PLR 
incurred at each one o f these output queues during the past interval o f  T  seconds and depending 
on the value o f it (which we will denote as PLR,n(e^ T ) it communicates information back to the
ingress nodes that use this output interface m  as exit point for their inter-domain real-time traffic. 
This information is used by the ingress nodes modules for the calculation (if  needed) o f new PLR 
levels to be used as PLRjffiJargei values. These communication packets should be sent at the
highest priority possible (e.g. using the ‘virtual w ire’ environment provided by Expedited 
Forwarding, i f  such a traffic class is implemented by the domain) so as to be protected from 
packet loss and excessive delays. These packets constitute in fact high priority “signalling” 
packets.
The desired functionality for the egress node module is to be able to react not abruptly but 
smoothly (still in a timely fashion) and provide feedback to the ingress nodes modules to regulate 
the admission o f new flows. In order to achieve this smooth but timely operation, the egress node 
module when first senses a possible congestion situation, it initially tries to correct it by applying 
a set o f ‘m ild’ actions and if  this situation is not resolved then it adopts more drastic ‘emergency’ 
measures, without, nevertheless, penalising any o f the existing flows in any way or terminating 
them  prematurely.
In order to achieve this progressive in terms o f actions operation, we define two threshold PLR 
values, named soft threshold and hard threshold respectively, against which PLRm(e)tT is
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compared and depending on whether it crosses them (upwards or downwards) a specific set o f 
actions is taken. The former threshold is denoted as soft, because it is allowed to be crossed 
upwards and still the status o f the inter-domain link can be considered as not imminently close to 
becoming congested (in other words the soft threshold acts as a warning for potential congestion), 
whereas the latter is denoted as hard, because when it is crossed upwards, it means that the inter­
domain link is imminently close to becoming congested.
Since by employing the Operational M argin Factor, we have defined an upper value for the PLR 
allowed at the ingress nodes, both these thresholds should belong to the range 
[0, PLRlocai — PLRiocai x OMF/kk ] and can be set by policy by the dom ain’s administrator so as 
to adjust the behaviour o f the admission control scheme.
In the next Section we will present the sets o f actions that are taken depending on the crossing o f 
these two thresholds.
5.2.3.3 Soft and Hard Threshold
The soft threshold PLR™fy is a PLR value, which, as long as it is not crossed upwards 
by P L R jn ^T ,  no action needs to be taken by the ingress node modules and, also, no 
communication packets are sent back to the ingress nodes by the egress node. The range 
[0, P L R fk  ] for PLR m^ T } therefore, corresponds to a ‘normal operations’ range for the 
admission control scheme. W hile in this range, the ingress nodes modules perform admission 
control for new flows using the PLRlocal x OMF  ^ value as the PLRffye}&Iget level while 
deriving the admission control decision.
The hard threshold PLR,Jjjjjj is a PLR value that defines a range ( P L R sf j ^ , PLR fff^  ], which 
indicates that a potential congestion situation may arise. W hile the measured PLRvye^ T is in this 
range, the egress node sends back to the ingress nodes communication packets that contain as 
information the difference between PLR,n^  T and PLRJjjjj; that is the PLR m^  T -  PLR  
value. The ingress nodes receiving this value react to the potential congestion situation by 
adjusting the P L R ^ jd arget level accordingly. In order for the ingress node modules to perform
more conservative admission control as PLRm(e),T increases, we set die PLR(fyel&xget level for 
the admission o f new flows to be:
L S e,  =  x  OMF$>-  -  )
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That is, the more the measured PLR,n^  T as a  value deviates from the soft threshold and
approaches the hard threshold, the more conservative the admission control, that the ingress node 
modules perform, becomes. In practise, the ingress node modules attempt to compensate for the 
deviations o f P L R m ^p  from the soft threshold value, by decreasing by the same amount the
PLRjffiJaxget used for the admission o f new flows.
If, however, despite the regulation o f  the admission o f new flows at ingress nodes, PLR
continues to increase and crosses upwards the hard threshold, which indicates an immediately 
impending congestion situation, then the ingress node modules completely block all incoming 
admission requests until P L R returns to a value lower than the hard threshold.
I f  PLR,n(e^ T keeps decreasing and becomes lower than the soft threshold, then the P L R /Jf\axgtt
level is set equal to PLR}ocai x and the egress node stops sending communication
packets to the ingress nodes until the soft threshold is crossed upwards again.
This approach minimizes the control overhead, since communication packets are only sent 
whenever it is needed, depending on the inter-domain links status and not all the time. However, 
i f  the communication packets cannot be guaranteed loss-free delivery at the ingress nodes (e.g. the 
domain does not implement a ‘virtual w ire’ Expedited Forwarding treatment) then the ingress 
node modules may erroneously translate the non-delivery o f a control packet as a recovery to the 
‘normal operations’ range and relax the admission control they perform.
In such cases, one alternative would be to have communication packets sent continuously every 
S  seconds (even when P L R m ^ ^  is less than the soft threshold) so that the ingress nodes can
detect the loss o f a control data packet (e.g. by employing a time-out period o f S  F  A t  seconds 
from the instant a control packet is received as an indication o f the next controlled packet being 
lost, where A t  is used as a m argin to account for varying queuing delays along the paths from the 
egress till the ingress nodes) and apply appropriate actions. For example, use the previously 
received PLR„l{e)>T -  P LR s/ f e) value for adjusting the P LR jffifaget or, more conservatively,
block the admission o f all flows till a new communication packet is received. In our case, and for 
the sake o f simplicity, we assume that the communication packets are guaranteed timely and loss- 
free delivery.
In the next Section we will elaborate on issues relevant to the selection o f appropriate values for 
the various parameters.
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5.2.4 On the Selection of Parameter Values
5.2.4.1 The Reporting Period S
The reporting period S  defines how up-to-date with the current egress node output queue status, 
the ingress node modules are.
The lower the value o f S  the more up-to-date the information the ingress node modules use when 
making admission control decisions. However, the lower the value o f S , the higher the control 
overhead. Furthermore, a very low value o f  S  will not allow the traffic contribution o f the 
recently admitted (during the last S  seconds) flows to be depicted properly in the measured 
PLR,n^ )T and therefore in the PLR,n^ >T — PLR,^  value that will be reported back to the 
ingress node modules at the end o f this S  seconds period.
On the other hand, when an ingress node module performs admission control for flows arriving 
sequentially and requesting admission within two reporting periods, it is not aware o f the actual 
effect that each o f these flows (if  admitted) w ill have at the status o f  the egress nodes output 
interfaces. Therefore, within a longer S  seconds period between two reporting events, the higher 
the number o f arriving flows requesting admission and as a consequence the higher the possibility 
o f  making erroneous admission control decisions for flows, since the effect o f the previously 
admitted flows (during this S  seconds period) on the egress node output interfaces is not known. 
In order for this phenomenon to be minimized, egress routers should be aware o f per-flow 
signalling and explicitly perform admission control on a per-flow basis (correspondingly, for a 
Bandwidth Broker supported centralized scheme, it would mean that the status o f the inter­
domain link should be retrieved on demand upon each flow admission request).
Moreover, since the ingress node modules do not cooperate with each other, they may make 
concurrent admission control decisions without taking into account the admission control 
decisions by the other ingress nodes. This means that every ingress node is not aware of the traffic 
contribution from the other ingress nodes towards the same egress node output interface during an 
S  seconds period (between two PLR m(e^ T — PLR^  reporting events). This can lead to
erroneous admission control decisions. And the longer this S  seconds period, the higher the 
number o f arriving flows, and, therefore, the higher the possibility for each ingress node to make 
erroneous admission control decisions due to the unawareness o f  the concurrent admission control 
decisions made by other ingress node modules.
The effects o f concurrency depend on the number o f ingress nodes competing for the same 
resources and also on the flow arrival and departure dynamics. W e need to remind here that, as 
explained in Section 2.2.2 o f  Chapter 2, concurrency is an issue inherent in all distributed
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admission control schemes and it appears whenever ingress nodes (or admission control decision 
points in general) compete for the same resources, regardless o f whether these resources are 
w ithin the domain or, as in our case, outside o f a domain (inter-domain links).
In order for concurrency to be accounted for in our scheme, where competition between ingress 
nodes takes place only for resources on the inter-domain links, with reference to the discussion in 
Section 2.2.2 o f Chapter 2 regarding the approaches that can be considered for handling 
concurrency, and taking into account that neither any cooperation between ingress nodes nor any 
per-ingress specific operations at the egress nodes are assumed by our scheme, we can conclude 
on what the aforementioned approaches would translate to if  applied in the context o f our scheme 
and on whether they could be applicable in practise:
1. The first simple approach would translate to allocating resources for the inter-domain real 
time traffic at the ingress nodes so that there is no competition for resources on the inter­
domain links. This, with reference to equation (5.5), would correspond to setting all 
Ci(i)->m(e) so that i7Fm(e) =1. However, since no sharing o f resources would be allowed in
this case, this could result to underutilization o f tlie inter-domain link resources in case 
there exist ingress nodes that do not generate sufficient inter-domain traffic demand, even 
though they have been allocated C)(i)_>m(e) bandwidth on the corresponding egress node
output interface.
2. The second approach would translate to employing some safety margins to absorb the 
negative effects o f concurrency at the inter-domain links. W ith reference to our scheme, 
these safety margins should be taken into account when setting the soft and hard 
thresholds.
3. The third approach, which is the token circulation based approach, is not applicable to our 
scheme since it would require the cooperation o f ingress nodes, something which is not 
assumed by our scheme.
4. The fourth approach, which is the credit-based system, is also not applicable since it 
would require the egress nodes to perform per ingress-egress measurements (which 
practically translates in per-flow classification o f packets at the egress nodes) in order to 
estimate the demand from each ingress node. Moreover, at the ingress nodes, per-ingress 
dynamic credit (bandwidth) limiting would have to be applied based on current credit 
allocations at the egress nodes output interfaces and also a signalling protocol would be 
needed so that the ingress nodes signal the egress nodes when requesting, reserving and 
also when releasing resources on the inter-domain links.
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5. The fifth approach would require die cooperation between ingress nodes and, therefore, 
in a similar fashion to the third approach it is not applicable to our scheme
As a result o f the above discussion, we employ the second approach for dealing with concurrency 
and we also conclude that the value for reporting period S  should be a compromise between the 
above mentioned contradicting requirements.
5.2.4.2 The M easurement W indow T
Following our discussion in Section 2.2.4.2 o f Chapter 2, a small value o f T  w ill have as an effect 
the egress node modules (and subsequently, the entire admission control scheme) to react abruptly 
to bursts. Moreover, for low values o f PLR, a small value o f T  will mean that the measured 
PLRm(e)iT may not be representative o f the real output queue congestion status (e.g. if  the PLR
requirement and, consequently, the aforementioned PLR thresholds at the egress node output 
queue are in the order o f 10‘7, any reasonable measurement window would have too few -if any- 
samples to make an accurate estimation)
On the other hand, as already mentioned, a high value o f T  will reduce the ability of the 
admission control scheme to react to non-stationarities and it will also introduce more correlation 
between successive admission control decisions.
Therefore, the value for the measurement window T  should be a compromise between these 
contradicting requirements.
5.2.4.3 The Soft and Hard Thresholds
The soft and hard threshold values define the three operation ranges, which are:
•  [0, PLR(°I^ ], normal operations range
• ( P LRfj^ , P L R / f j  ], potential congestion range
• (P L R ’f f j  , PLRhcai — PLR{ocai x  O M F fY  L immediately impending congestion range
Therefore, the value P L R fj f  determines when the admission control will start reacting to 
increases in the measured PLR'm(e),T • The value P L R jffj  determines when the admission control 
will start taking ‘emergency actions’ to heal immediately impending congestion situations and the 
difference P L R / j j  - P L R f ^  determines for how long (with respect to the measured PLAn(e),r )
the admission control will try to recover the system to the normal operations range by applying 
‘m ild’ actions.
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The PLR^  value setting should take into account the PLRiocai x  O M F £ ^  value, e.g. to 
guarantee that equation (5.8) does not become negative before P L R ^ ^ t  reaches thePLR^/Jj 
value. Also, the P L R l/ / ed value, even though it theoretically can go up to
PLRiocai — PLRiocai x  OMFfffi^, it should be set to lower values than that. The reasons for doing 
so are:
• To compensate for the effect o f measurement errors.
•  To compensate for concurrency-related issues. However low the value o f S , 
concurrency is still an issue.
•  To allow the ingress node modules to react fast enough so that the local PLR requirement 
is met without having to penalise or prematurely terminate existing flows, but merely by 
regulating the admission o f new flows.
•  To compensate for the fact that the exact effect o f newly admitted flows on the status o f 
the egress node output interfaces cannot be known beforehand. This is especially true, 
since the egress node modules are not aware o f the traffic characteristics o f individual 
flows, therefore when a flow is admitted by an ingress node module, its exact effect on 
the status o f  the egress node output link cannot be known. This is partly compensated by 
the functionality o f the admission control module o f the ingress nodes, which since uses 
the peak rate o f flows requesting admission in order to derive the admission control 
decision, it will block flows with excessive peak rates from being admitted in the first 
place.
M oreover, as shown in [YXu05], it is not advisable to multiplex in the same class, traffic 
flows with extremely diverse traffic characteristics because the individual QoS they will 
receive may differ significantly from the aggregate QoS, which, by definition, a DiffServ 
environment provides. Therefore, when a dom ain’s administrator engineers the domain’s 
traffic classes they may take into account this fact and therefore prevent flows with very 
diverse characteristics from being multiplexed in the same class. For our specific case, 
this practically means that even though the egress nodes are not aware o f traffic 
characteristics o f individual flows, when tuning the soft and hard threshold values the 
dom ain’s administrator can have an approximate idea o f the magnitude o f effect that 
individual flows may have on the status o f the egress node output link.
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To compensate for all the above, the practical solution we adopt is to set P L R ff l  equal to a 
relatively low value and leave a safety margin between P L R /fl)  and
P L R ^ - P L R ^ x O M F ^ K
We need to stress here that the issues related to the selection o f appropriate values for the 
aforementioned parameters, e.g. the reporting period S  and the measurement window T  are 
inherent in all measurement based admission control schemes, and their selection is far from 
trivial, performed in most cases in an ad-hoc fashion.
Moreover, the effect o f measurement errors is inherent in all measurement based schemes (even 
though not addressed in many cases), as is the concurrency problem for all distributed schemes 
when various ingress nodes share intra-domain or inter-domain resources. Similar to the 
measurement errors effect, the concurrency problem is in many cases ignored.
To conclude, even though we do not provide a closed mathematical form for deriving the soft and 
hard threshold values, something which seems to be very difficult considering the factors that 
need to be taken into account when setting them, we give general guidelines for their setting and 
we explain how their setting can affect the performance o f the admission control scheme. As 
already mentioned in Section 4.2.4 o f Chapter 4, one should keep in mind that all measurement- 
based admission control schemes employ additional tuning parameters.
5.3 Performance Evaluation
In order to evaluate the performance o f our admission control scheme, we run simulations using 
the network simulator ns-2, with the topology o f Figure 5-2, which is kept simple in order to suit 
the nature and the computational demands o f the required packet-level simulations.
AS-1 AS-2
Figure 5-2: Simulation topology.
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Similar to the simulation setup for the intra-domain real-time traffic case o f Chapter 4, we assume 
that the end-users connect to the ingress nodes 1-3 o f the DiffServ domain AS-1 through links 
with negligible congestion.
W e use scenarios with the target local bound on packet loss rate ( PLRiocai) for the aggregate 
inter-domain real-time traffic equal to 0.01 and 0.001. Following our discussion in Section 4.3 o f 
Chapter 4 and given that these bounds define a range o f typically acceptable PLR  values for the 
VoIP service and for real-time applications in general, this implicitly means that for the former 
case, the pSLA in place with AS-2 has to provide zero loss guarantees, whereas in the second case 
the pSLA has to provide low, but not zero loss guarantees, to keep the end-to-end PLR below the 
upper end-to-end value o f 0.01. For both cases we set the Operational M argin Factor for the 
ingress links 1-3 to equal to 0.5, which means that the upper value that the target PLR at the 
ingress nodes output interfaces is allowed to get is equal to the half o f the target local PLR, that is
0.005 and 0.0005 respectively.
W e set the capacities allocated at links 1-3 for the inter-domain real-time traffic (Cfyt)_»m(e)) equal
to 3.33Mbps for the target local PLR case 0.01 and equal to 3.56Mbps for the target local PLR 
case 0.001. Since we assume that real-time traffic aggregates from different ingress node output 
interfaces are treated in a peak rate manner, this means that the capacity allocated for the inter­
domain real time traffic at link 4 is 9.99Mbps and 10.68Mbps respectively for the two target local 
PLR cases. For both target local PLR cases we assume that the omderprovisioning factor ( UFm(e) )
is equal to 0.8, which means that the capacity allocated at the inter-domain link (C m^ tpSLA since
we have only one output interface) is 7.99Mbps and 8.544Mbps respectively. W e also configure 
the queues at all links for the aggregate inter-domain real-time traffic to hold a maximum of 
500bytes and we set the propagation delays at all links to be 5msec.
For the sake o f simplicity, we do not simulate the communication traffic, we do, however, 
consider the propagation delays from the instant it is generated at the egress node till the moment 
it can be used for admission control at the ingress nodes. For the simulations we also do not 
consider any best-effort or any other traffic classes and we simulate the real-time traffic class as 
being serviced by queues running at the speed o f their bandwidth limit. As in Chapters 3 and 4, all 
the results given are based on averages o f simulations for 20 randomly chosen seeds, each for a 
total o f 4100 seconds, using the first 500 seconds as a warming-up period.
Regarding the algorithm’s parameters, the employed values are: S =  lsec, T  = 3sec and we set 
the soft and hard thresholds equal to 40% and 60% o f the PLRiocai — PLRiocai x O M F j^
margin, which means that the employed values for the soft and hard threshold pairs are (0.002,
0.003) and (0.0002, 0.0003) respectively, meaning that 40% o f the area
102
Chapter 5. Admission Control for Inter-domain Real-time Traffic
[0, PLRiocal — PLR{ocai x  OM Ffflk  ] is left as safety margin to account for the issues mentioned 
in previous Sections.
In order to test the robustness o f the scheme with respect to traffic heterogeneity and long-range 
dependency, and also with respect to offered load, we use both VoIP and Videoconference traffic 
sources and simulate varying loading conditions, the same as in Chapter 4 for intra-domain real­
time traffic.
In order to compare the performance o f our scheme, which we call inter-MBAC, against other 
proposals, we implement the EAC-KAR scheme, which is also used in Chapter 4 for comparison 
with our scheme for intra-domain traffic (we do not implement the M BAC-ZUK scheme and the 
TDAC-PRA scheme because, in contrast to our scheme, they would require the egress node to be 
aware of per-flow signalling and keep per-flow states or alternatively they would require the 
existence o f a centralised entity where admission requests should be outsourced).
For EAC-KAR, similar to the intra-domain real-time traffic case, we implement in all links an 
additional lower priority queue for the probe packets that can store a single probe packet and 
which is only served when the higher priority real-time traffic queue is empty. We set the probing 
rate equal to the peak rate o f the source requesting admission and we consider probe durations o f
0.5 seconds up to 5 seconds. Also since the path that needs to be probed includes the inter-domain 
link, we assume that the probing takes place between the ingress nodes 1-3 o f AS-1 and the 
ingress node o f AS-2, which after the end o f  the probing process signals back to the ingress nodes 
o f  AS-1 the PLR that the probing packets experienced up to that point. W e do not simulate the 
signalling flows for reporting the probing results; we do, though, for fairness reasons consider the 
propagation delays, which incur latency between the end o f the probing process and the admission 
control decision.
For performance evaluation we use as metrics the locally incurred packet loss and the utilization 
o f the inter-domain link, which is the main bottleneck due to the way we set the 
underprovisioning factor, together with the average blocking rate.
In  our simulations, similar to the intra-domain real-time traffic case o f Chapter 4, we consider 
three cases for the mixture o f traffic sources that request admission: (a) Videoconference sources 
only, (b) VoIP sources only and (b) Mixed VoIP and Videoconference sources.
For EAC-KAR the results shown are for:
•  probe duration o f 3 seconds for the target local PLR 0.01 case for Videoconference 
sources only.
• probe duration o f  2 seconds for the target local PLR 0.01 case for VoIP sources only.
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• probe duration o f 3 seconds for the target local PLR 0.01 case for mixed VoIP and 
Videoconference sources only.
• probe duration of 5 seconds for the target local PLR 0.001 case for all scenarios.
These probe durations give the best trade-off between packet loss and utilization for the 
examined cases for target local PLR 0.01. For lower probing durations we observe violations o f  
the target PLR, whereas for longer durations we observe the thrashing effect at a very high 
extent. For the target local PLR 0.001 case, EAC-KAR is not able to meet the main target, which 
is to keep the total locally incurred PLR below the target. The results shown in this case are for 5 
seconds o f probing duration, which gives the lower violation of the incurred PLR with respect to 
the local target PLR.
Regarding inter-MBAC, apart from the value lsec for the reporting period S  , the values 0.5sec 
and 2sec were also tested and with respect to the measurement window T  , the values 1 sec and 
5sec were tested, with the employed pair (S , T ) =  (lsec, 3sec) found to give the best results 
among the tested combinations.
5.3.1 Simulation Results for Videoconference Sources
0 6 
x
1
Figure 5-3: Incurred PLR for target PLR 0.01.
104
Chapter 5. Admission Control for lnter-domain Real-time Traffic
Figure 5-4: Inter-domain link utilization for target PLR 0.01.
Figure 5-5: Blocking rate for target PLR 0.01.
As it can be seen from the above Figures, for Videoconference traffic and for target local PLR
0.01, both schemes satisfy this target PLR for all loading conditions.
EAC-KAR is less conservative than inter-MBAC with respect to the incurred PLR; nevertheless it 
incurs higher blocking than inter-MBAC for all loading conditions (especially for high loading 
conditions) and achieves lower utilization than inter-MBAC for high loading conditions. This, 
when combined with the trend that the incurred PLR for EAC-KAR follows, indicates that EAC- 
KAR enters the thrashing region for loading conditions higher than 3 times the reference load, 
which explains the increase in incurred blocking and the decrease in the achieved utilization.
For inter-MBAC we observe an increase in the incurred PLR for higher load conditions. This, as 
explained in Chapter 4, is anticipated because it relies on measurements, so every new admission 
request has the potential o f being a wrong decision. This means that a high source activation rate 
is expected to have a negative effect on performance.
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Furthermore, this is due to concurrency related issues; the higher the load, which translates to a 
higher flow arrival rate, the more flows arrive within every reporting period S . Also, inter- 
MBAC is unnecessarily conservative, which can be partly attributed to the stringent admission 
control criterion (the ingress node modules make the assumption that the flow requesting 
admission will be transmitting at its peak rate) and the high peak rate o f the Videoconference 
sources with respect to their average rate.
Figure 5-6: Incurred PLR for target PLR 0.001.
Load
Figure 5-7: Inter-domain link utilization for target PLR 0.001.
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Figure 5-8: Blocking rate for target PLR 0.001.
As it can be seen from the above Figures, for Videoconference traffic and for target local PLR
0.001, inter-MBAC satisfies this target PLR for all loading conditions, whereas EAC-KAR 
violates it for loading conditions more than one time the reference load.
The trend o f the incurred PLR for EAC-KAR indicates that it enters very early the thrashing 
region (this is due to the fact that the probe duration for target local PLR 0.001 is set to 5 seconds, 
whereas for target local PLR 0.01 is set to 3 seconds -however for lower probing durations the 
violations o f target local PLR are even higher) and despite the much higher (compared to inter- 
MBAC) incurred PLR, the achieved utilization is much lower and the incurred blocking is also 
significantly higher.
This behaviour, in our opinion, seems to be a consequence o f concurrency related issues which 
exaggerate the thrashing effect and create an oscillation effect. Flows are initially admitted, then 
because o f the amount o f probing packets, subsequent flows are rejected, the real-time traffic 
class is emptied, then a batch o f real-time traffic flows is erroneously admitted (which justifies the 
violations o f PLR), then the subsequent flows are rejected (which justifies the high blocking and 
the low utilization) and this oscillation effect continues.
Inter-MBAC is less conservative than the previous case for target local PLR 0.01 and similar to 
that case, we observe an increase in the incurred PLR for higher loading conditions.
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5.3.2 Simulation Results for VoIP Sources
Load
Figure 5-9: Incurred PLR for target PLR 0.01.
Load
Figure 5-10: Inter-domain link utilization for target PLR 0.01.
-O - inter-M8AC 
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Load
Figure 5-11: Blocking rate for target PLR 0.01.
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As it can be seen from the above Figures, for VoIP traffic and for target local PLR 0.01, both 
schemes satisfy this target PLR for all loading conditions.
Regarding EAC-KAR, we observe that it does not enter the thrashing region. This can be 
attributed to the relatively low probe duration (2 seconds in this case) which, contrary to the 
Videoconference traffic case for target local PLR 0.01, manages to keep the incurred PLR below 
the local PLR target.
In addition, the lower peak rate o f the VoIP sources compared to the peak rate o f the 
Videoconference sources (which immediately translates to a lower probing rate) limits the amount 
o f probing packets along the probed paths. EAC-KAR is also less conservative than inter-MBAC 
achieving, therefore, slightly better utilization and incurring lower blocking rate.
Regarding inter-MBAC, similar to the Videoconference traffic case, we observe an increase to the 
incurred PLR for increasing loading conditions. Moreover, we observe that inter-MBAC for the 
VoIP traffic case is less conservative compared to the Videoconference traffic case, which can be 
partly attributed to the less stringent in the former case admission control criterion at the ingress 
node modules due to the lower peak rate o f the VoIP sources compared to the peak rate o f the 
Videoconference source; also due to the fact that the peak rate o f the VoIP sources is significantly 
closer to their average rate than what is the case for the Videoconference sources.
Figure 5-12: Incurred PLR for target PLR 0.001.
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Figure 5-13: Inter-domain link utilization for target PLR 0.001.
Figure 5-14: Blocking rate for target PLR 0.001.
As it can be seen from the above Figures, for VoIP traffic and for target local PLR 0.001, inter- 
MBAC satisfies this target PLR for all loading conditions, whereas EAC-KAR violates it 
(severely in some loading conditions) for loading conditions more than two times the reference 
load.
This behaviour o f EAC-KAR is similar to the one observed for Videoconference sources and for 
local target PLR 0.001, with the difference that it enters the thrashing region for loading 
conditions more than two times the reference load , whereas for Videoconference sources and for 
the same probe duration (5 seconds) it enters the thrashing region for loading conditions more 
than one time the reference load. This is due to the lower peak rate o f the VoIP sources, which 
translates to a lower probe rate and therefore to a lower accumulation o f probe packets for same 
probing durations and loading conditions. Therefore, there is a small ‘delay’ regarding the 
entering o f the thrashing region compared to the Videoconference sources case.
110
Chapter 5. Admission Control for Inter-domain Real-time Traffic
Regarding inter-MBAC, it is less conservative than for the target local PLR 0.01 case, getting 
closer to the target PLR value for high loading conditions, but still being able to satisfy it, while at 
the same time achieving higher utilization and incurring lower blocking than EAC-KAR.
5.3.3 Simulation Results for Mixed VoIP and Videoconference Sources
11-
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Figure 5-15: Incurred PLR for target PLR 0.01.
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Figure 5-16: Inter-domain link utilization for target PLR 0.01.
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Figure 5-17: Blocking rate for target PLR 0.01.
As it can be seen from the above Figures, for mixed VoIP and Videoconference traffic and for 
target local PLR 0.01, both schemes satisfy this target PLR for all loading conditions.
For EAC-KAR we observe that, unlike the VoIP sources only case for target local PLR 0.01 and 
similar to the Videoconference sources only case for target local PLR 0.01, a probe duration o f 3 
seconds is needed in order for the incurred PLR to remain below the local target PLR for all 
loading conditions and the scheme enters the thrashing region for loading conditions more than 
three times the reference load, which leads to reduced utilization and increased blocking 
compared to inter-MBAC at these high loading conditions.
Regarding inter-MBAC, it is less conservative than the Videoconference sources only case and 
more conservative than the VoIP sources only case.
Figure 5-18: Incurred PLR for target PLR 0.001.
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Load
Figure 5-19: Inter-domain link utilization for target PLR 0.001.
Figure 5-20: Blocking rate for target PLR 0.001.
As it can be seen from the above Figures, for mixed VoIP and Videoconference traffic and for 
target local PLR 0.001, inter-MBAC satisfies this target PLR for all loading conditions, whereas 
EAC-KAR violates it (severely in some loading conditions) for loading conditions more than two 
times the reference load.
This behaviour o f EAC-KAR is similar to its behaviour for the individual VoIP sources only and 
Videoconference sources only cases.
For inter-MBAC, similar results to the local target PLR 0.01 case for mixed VoIP and 
Videoconference sources are derived.
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5.4 Discussion of the Simulation Results
The simulation results show that inter-MBAC can satisfy the target PLR in all eases (which is the 
primary objective) without requiring any further reconfiguration o f its parameters for individual 
traffic scenarios and loading conditions. As we show, it is possible with the same set o f values for 
its timing parameters to achieve reasonably good performance regarding utilization and blocking 
(which is the secondary objective) for a variety o f traffic scenarios and loading conditions.
EAC-KAR satisfies the local target PLR for the target 0.01 case with appropriate setting of its 
tuning parameter (probing duration), even though for the Videoconference sources only and for 
the mixed VoIP and Videoconference sources traffic scenarios and for increasing loading 
conditions this is achieved while the scheme has entered the thrashing region, which translates in 
reduced utilization and increased blocking rate. For the stringent local target PLR 0.001 case, 
EAC-KAR fails to satisfy the local target PLR for most loading conditions despite reconfiguring 
its tuning parameter. Also for the latter case, the target PLR for high loading conditions is 
satisfied in some scenarios but this is actually due to the thrashing effect (which is a situation 
which should be avoided by endpoint admission control scheme) and not due to the ability o f the 
algorithm to adapt to these loading conditions.
Regarding the control overhead, it is not straightforward to compare the two schemes using an 
absolute metric since we have not implemented down to the packet level detail the 
communication process or the signalling control process for EAC-KAR. However, we can state 
that since for EAC-KAR the control overhead is dependent on the number o f  flows, whereas for 
inter-MBAC the control overhead is dependent not on the number o f flows but on the number o f 
edge nodes (for both possible implementation options, either as multicast operation or multiple 
unicast operations), the control overhead o f inter-MBAC is expected to be less than that o f EAC- 
KAR in real network situations.
Moreover, for our simulation setup, for inter-MBAC and for low loading conditions (less than 
load equal to the reference load) the simulations show that no communication packets need to be 
sent back to the ingress nodes because the soft threshold value is not violated at any time. 
Therefore, there is no control overhead associated with inter-MBAC at very low loading 
conditions. For higher loading conditions, the control overhead increases and for loading 
conditions more than one time the reference load it stabilizes, since its frequency is determined by 
the reporting period S  and not by the flow arrival dynamics. For EAC-KAR, there is control 
overhead at all loading conditions and it increases proportionally with the load (arrival rate o f 
flows).
For EAC-KAR the probing packets can also be considered as overhead, but, as previously 
mentioned, since it is an out-of-band probing scheme, the probing packets do not consume any
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useful resources. However, in a real DiffServ configuration, where a best effort class would also 
be engineered, the probing packets should be sent at a higher priority than the best effort packets, 
therefore in that case the probing packets would indeed consume useful resources, resources that 
would have otherwise be used by the best effort traffic.
In the following two Figures the averages o f inter-domain link utilization and blocking rate for all 
simulated cases and loading conditions for the two schemes, including the scenarios and loading 
conditions where EAC-KAR violates the local target PLR, are shown.
Figure 5-21: Average inter-domain Link utilization.
Figure 5-22: Average blocking rate.
As it can be seen, inter-MBAC achieves on average higher utilization and incurs lower blocking 
compared to EAC-KAR, while at the same time, contrary to EAC-KAR, satisfying the local target 
PLR value.
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In order also to better illustrate the benefits o f using feedback information from the inter-domain 
link while deriving the admission control decision at the ingress nodes modules, for the mixed 
VoIP and Videoconference sources and for local target PLR 0.01 we also simulate the case where 
no feedback information from the inter-domain link is provided to the ingress nodes modules.
In such a case it is not feasible to control the state o f the inter-domain link if  resource sharing 
between ingress nodes is allowed at it. Therefore, for that case we allow no resource sharing at the 
inter-domain link and in order to guarantee that there are no losses at it, the allocated resources for 
the inter-domain real time traffic at the ingress nodes are set equal to 80% o f the allocated 
resources for the simulated cases so far; this means that capacities C](i)_>m(e) are treated like
tunnels taking into account the available inter-domain resources and in a way that no resource 
sharing is allowed, that is: Cm^ psLA — £
iS/:/(i(i),m(e))=l
In this case also, since no losses are incuned further downstream from the ingress nodes, the 
target PLR values for the ingress node modules can be fixed to a value equal to the local target
PLR value, that is =  PLRi0C(li . W e call this scheme timnel-MBAC. In order to
better illustrate the utilization gains at the inter-domain link we simulate two scenarios.
In the first scenario (Scenario I), the traffic load at ingress node 1 is fixed to 0.5 times the 
reference load, the traffic load at ingress node 2 is fixed to 1 time the reference load and the 
traffic load at node 3 is, similar to the previously simulated scenarios, allowed to vaiy from 0.5 up 
to 5 times the reference load. In the second scenario (Scenario II), the traffic load at ingress node 
1 is fixed to 0.5 times the reference load, and the traffic load at ingress nodes 2 and 3 is allowed 
to vaiy from 0.5 up to 5 times the reference load. These traffic load configurations mean that at 
least one o f the ingress nodes does not generate sufficient demand, therefore they allow for the 
benefits o f allowing resource sharing and using feedback information from the inter-domain link 
to be better illustrated (if all ingress nodes produce enough inter-domain traffic demand to 
saturate their allocated bandwidth at the inter-domain link, then the inter-domain utilization gains 
are minimal).
In the following Figures, the inter-domain link utilization for mixed VoIP and Videoconference 
sources and for local target PLR 0.01 for these two schemes is shown as a function o f the traffic 
load at ingress node 3 for the first scenario and as a function o f the traffic loads at ingress nodes 2 
and 3 for the second scenario
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Figure 5-23: Inter-domain link utilization for Scenario I.
Load 2-3
Figure 5-24: Inter-domain link utilization for Scenario II.
These two Figures clearly illustrate the inter-domain link utilization gains from allowing resource 
sharing at the inter-domain link and using feedback information. The utilization gains increase as 
a function of the traffic load o f ingress nodes generating sufficient inter-domain traffic demand 
and are higher in the second scenario, since in that case two ingress nodes (instead o f only one 
ingress node for Scenario I) can take advantage o f the spare resources.
5.5 Conclusions
In this Chapter we presented a measurement based admission control for inter-domain real-time 
traffic originating from DiffServ stub domains. This scheme, when deployed in the context o f a 
cascaded QoS peering model, does not require the cooperation and signalling among adjacent 
domains on a per flow basis and is still, nevertheless, capable o f providing end-to-end QoS.
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W e showed through simulations that the scheme is robust to traffic heterogeneity, time-scale 
fluctuations and heavy offered loads. The scheme can meet the QoS objectives for a variety o f 
traffic scenarios without requiring any reconfiguration o f  its parameters and without incurring 
significant control overhead. Furthermore, the scheme achieves satisfactory utilization and 
compares well against existing admission control approaches for the same simulation setup.
Our scheme is also easy to implement. It is completely distributed and does not require any 
cooperation between ingress nodes. Per-flow operations are only performed at the ingress nodes, 
and egress nodes do not need to keep any per-flow state or perform any per-flow or ingress- 
specific operations.
The scheme requires per-flow signalling for use in admission control decisions only from the end- 
users till the ingress node o f the DiffServ stub domain where they are connected to but not further 
downstream inside the domain. Also since it is makes the assumption that a hop-by-hop cascaded 
QoS peering model between adjacent domains exists, it does not require any cooperation o f the 
administrative entities o f adjacent domains along the end-to-end paths on a per-flow basis or the 
existence o f a commonly understandable signalling protocol end-to-end.
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Chapter 6
6 Conclusions and Future Work
In this final Chapter we bring together the work presented in the previous Chapters o f this thesis. 
W e remind the reader that the main objectives o f this thesis were the investigation o f bandwidth 
management related issues with respect to bandwidth allocation and admission control for the 
support o f  real-time traffic in IP Differentiated Services networks and the development o f 
efficient admission control functions for preventing overload situations in order to provide QoS 
guarantees in a predictable way for both intra- and inter-domain real-time traffic flows.
Taking on board these objectives, in Section 6.1 we highlight the research contributions and 
discuss the importance o f the main achievements regarding these objectives and in Section 6.2 we 
identify directions and areas for potential future research.
6.1 Conclusions
The detailed research contributions o f this thesis were given at the end o f Chapters 3-5. In this 
Section we re-iterate through the main achievements.
W ith respect to the investigation of bandwidth management issues, we showed how topological 
placement and assumptions about certain levels o f multiplexing gains can affect the performance 
o f bandwidth allocation and admission control schemes. Regarding the first issue, we showed that 
topological placement can greatly affect the performance o f bandwidth allocation and admission 
control, therefore the strategies for applying these schemes should be location-aware, otherwise 
their performance can deviate greatly from the expected performance targets. Regarding the 
second issue, we showed that bandwidth allocation and admission control schemes based on 
aggregation gains, under certain conditions and within certain limits, can still be valid even if  the 
assumed aggregation gains are not fully supported in the real network configuration. We 
concluded that applying admission control only at the DiffServ network edge and treating the 
real-time traffic aggregates in a peak rate manner in the network core is a simple but very 
effective unified approach for bandwidth allocation and admission control, allowing for easy 
implementation o f the schemes and for predictable performance.
Regarding admission control for intra-domain real-time traffic flows, taking into account the 
implications o f our bandwidth management related study, we proposed a distributed
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measurement-based admission control scheme. Our scheme is easy to implement, since it requires 
traffic characteristics both from the traffic flows side and the DiffServ network side that are easy 
to be obtained and does not violate the original DiffServ paradigm by imposing the requirement 
for functionality from the DiffServ network side that is outside the scope o f the original DiffServ 
specification. W e also showed be means o f simulations that our scheme performs very well for a 
variety o f traffic scenarios and that it compares favourably against existing approaches that have 
similar requirements from the traffic flows side and similar (01* even more) requirements from the 
network side in order to be implemented.
Regarding admission control for inter-domain real-time traffic flows, taking again into account 
the implications o f our bandwidth management related study, we proposed a distributed 
measurement-based admission control scheme which when deployed in the context o f a cascaded 
QoS peering model can provide end-to-end QoS without, however, requiring end-to-end 
cooperation and signalling among domains on a per-flow basis. W e showed by means of 
simulations that the scheme performs well for a variety o f traffic scenarios without requiring 
reconfiguration o f  its parameters and without introducing significant network overhead since per- 
flow signalling, similar to the intra-domain case, is only needed from the end-users until the 
ingress node o f the first DiffServ network they are connected to. W e also showed that and it 
compares favourably against existing approaches both from a QoS and an overhead point o f view.
6.2 Future W ork
There exist certain directions and areas towards which the work presented in this thesis can be 
extended and cover.
First o f all we will try to refine our algorithms so that they do not rely on heuristic setting o f the 
involved parameters. W e will attempt to establish a more analytical approach for setting the 
algorithm parameters for both the infra- and especially the inter-domain case.
Also, the admission control algorithms in this thesis are targeted to real-time traffic flows 
originating from individual end-customers (cSLSs). W e will attempt the development o f 
admission control algorithms for pSLSs, so that in contrast to the assumption made in this thesis 
that pSLSs are configured with static bandwidth values, will allow for dynamic establishment, 
release and bandwidth reconfiguration o f the pSLSs depending on their actual use. This will allow 
for much more efficient use o f the scarce and expensive inter-domain resources. We envisage the 
development and evaluation o f an integrated cSLS/pSLS admission control framework.
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Finally, we will attempt the development o f  admission control algorithms for real-time traffic that 
do not assume the existence o f  a  dedicated service class for the real-time traffic, as the one 
provided by the D iffServ environment in our schemes so far.
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