ABSTRACT In this paper, a new wideband digital receiver based on the modulated wideband converter compressed sampling (CS) system is proposed to replace a conventional wideband digital receiver, solve the cross-channel signal problem, and achieve intra-pulse modulation recognition for the low probability of intercept (LPI) radar signals. The proposed receiver uses cyclic-shifted pseudo-random sequences to mix the received signals to baseband. The mixed signals are low-pass filtered and down-sampled to obtain compressed sampling data containing the full information of the received signals. Since the phases of the multi-branch CS data are designed to change regularly, we propose a phase correction factor to correct the phases of the multi-branch CS data, which can be superposed to increase the output signal-to-noise ratio (SNR). Then, a recognition method based on the short-time Fourier transform (STFT) and spectrum energy focusing rate tests are proposed. First, the spectrum modulation bandwidth based on the STFT spectrum of the superposed CS data is tested to distinguish phase modulation signals and frequency modulation signals approximately. Then, the spectrum energy focusing rate of the superposed CS data is tested to determine the intra-pulse modulation type specifically. Finally, the superiority of the proposed recognition system for LPI radar signals and cross-channel signals is demonstrated by simulations and analysis. Simulation results show that the overall ratio of the successful recognition (RSR) is 100% when the SNR is greater than 0 dB.
I. INTRODUCTION
In recent decades, LPI radar signals that are anti-jamming and high resolution have been widely applied in passive radar systems and electronic reconnaissance equipment [1] , [2] . Generally, wideband digital receivers are utilized to sample and process wideband LPI radar signals at the Nyquist sampling rate [3] , [4] . With electromagnetic environments becoming increasingly complex [5] , [6] , conventional wideband digital receivers based on uniform channelization design have encountered increasing bottleneck problems, such as increasingly complex structures, larger numbers of samples and the difficulty of cross-channel signal processing with the increased receiver bandwidth and channelization number [7] , [8] . Specifically, when processing a cross-channel signal problem with a conventional wideband digital receiver, However, MWC is proposed to sample sparse multi-band signals that are the same as the radar signals processed in passive radar systems and reconnaissance environments [19] - [22] . In [20] , a sub-Nyquist cyclo-stationary detection method is used to reconstruct the original cyclic spectrum, which can be used to estimate the number of transmissions, carrier frequencies, and bandwidths. Reference [22] proposes a joint carrier frequency and direction-of-arrival (DOA) estimation method by using an L-shaped array based MWC system, which outperforms the MWC in terms of recovery error and design complexity. In [23] , a novel compressed sampling system based on MWC is proposed to acquire the chirp signal, which does not require prior information of the carrier frequency and chirp rate of the received signal. Reference [24] proposes to extend MWC to the fractional Fourier domain using a fractional shift invariant operator to reduce the sampling rate of the fractional multiband signal. Reference [25] explores the sub-Nyquist sampling method including RD, multi-rate sampling, MCS, and MWC structure and introduces a hardware design scheme for MWC. In [26] , a new sub-Nyquist sampling array architecture for multi-band signal carrier frequency and DOA estimation is proposed, and an effective pairing approach is developed to match the multiband signals. Reference [27] proposes a single-channel MWC scheme for spectrum sensing, which can significantly reduce the hardware complexity of the original MWC.
Inspired by the conventional MWC [19] , we propose to extend MWC to the digital domain in order to construct a new wideband digital receiver and further propose an energy detection method based on the new receiver to complete the wideband radar signal detection in [28] . The proposed multibranch wideband digital receiver can be easily realized by using an FPGA development board which is skilled in parallel processing. In addition, the overall CS rate is less than the Nyquist rate, so the amount of storage can be decreased without losing information. Specifically, cross-channel signals can be mixed to the baseband, so the cross-channel signal problem can be easily solved by using the baseband CS data. Thus, we can apply the proposed receiver in the electronic reconnaissance equipment and passive radar systems instead of conventional wideband digital receivers. In [29] , we propose a joint carrier frequency (CF) and direction-ofarrival (DOA) estimation method using the proposed uniform linear array (ULA) based MWC compressed sampling receiver.
The accuracy of signal sorting and emitter recognition can be improved through intra-pulse modulation recognition of intercepted LPI radar signals [30] . However, there is little research on the recognition of CS data for LPI radar signals including cross-channel signals. Reference [31] proposes a LPI radar waveform recognition method based on the Choi-Williams distribution (CWD) and deep learning (DL) method, which could use Elman neural network (ENN) to identify linear frequency modulation (LFM) signals, binary phase shift keying (BPSK) signals, Costas codes and polyphase code (including Frank, P1, P2, P3 and P4) signals under low SNRs. However, feature extraction for training is complex and the amount of calculations is large, which is not conducive for real-time signal processing and project realization. In [32] , a recognition method based on the timefrequency rate (TFR) distribution feature analysis is proposed to identify and estimate the parameters of poly-phase code signals such as Frank, P1, and P2. The algorithm outperforms the traditional time-frequency analysis, but cannot handle frequency modulation signals. Reference [33] proposes the use of Wigner-Ville distribution (WVD) to improve SNR and extract time-frequency image features for modulation recognition of LFM, non-linear frequency modulation (NLFM), BPSK, quadrature phase-shift keying (QPSK), frequency shift keying (FSK), Frank and other poly-phase code signals. However, the amount of calculations is large and not suitable for engineering implementation. In [34] , a convolutional neural network (CNN)-based LPI radar waveform recognition technique (LWRT) is proposed to classify twelve pulse waveforms including LFM, Costas code, BPSK, five polyphase codes (such as Frank, P1, P2, P3, and P4 codes), and four polytime codes (such as T1, T2, T3, and T4), which also requires a large amount of data training and image processing. Reference [35] proposes a fast support vector machine (SVM)-based level set estimator to classify the phase-modulated radar waveform, which can recognize the new radar waveform not in the waveform library. In [36] , an automatic classification and recognition system based on CWD and stacked Sparse Auto-Encoder (sSAE) is proposed to increase the recognition rate for low SNRs and decrease the complexity of feature extraction, which could achieve 96.4% RSR when the SNR is −6 dB. Reference [37] proposes a radar signal recognition method based on singular value entropy and fractal dimension, which is robust to noise and has a high recognition rate.
In this paper, we propose a recognition method based on short-time Fourier transform (STFT) [42] , [43] and the spectrum energy focusing rate [30] tests for LPI radar signals including normal signal (NS), BPSK, QPSK, LFM, NLFM, and binary frequency shift keying (2FSK) intercepted by the proposed MWC discrete compressed sampling receiver. The proposed receiver consists of several sub-Nyquist sampling branches, where the received signal is mixed by a periodic pseudo-random sequence (PRS), low-pass filtered and downsampled at a low rate orderly to obtain baseband CS data. Specifically, we propose to use cyclic-shifted pseudo-random sequences (PRS) [40] - [42] in the mixing operation to design a special phase relationship for the CS data, which could reduce the hardware complexity. Based on the theory that shifts in the time domain cause phase shifts in the frequency domain, the sub-band index where the frequency of the original signal exists can be estimated. Then, based on the estimated sub-band index, we propose a phase correction factor to correct the phases of the multi-branch CS data, which can be superposed to increase the output SNR (OSNR) significantly. The joint CF and DOA estimation can also be obtained by using the designed phase relationship effectively [29] .
Then, we propose use of the superposed CS data to complete the recognition instead of reconstructing the original signal, which could decrease the amount of calculation and the realization complexity. The proposed recognition method is expressed as follows. The STFT spectrum bandwidth of the CS data is tested to recognize the phase modulation signals or frequency modulation signals roughly. The spectrum energy focusing rate of the CS data is further tested to recognize the intra-pulse modulation type specifically. Finally, simulation results are presented to demonstrate the validity of the proposed MWC compressed sampling receiver for recognizing LPI radar signals including normal signal (NS), BPSK, QPSK, LFM, NLFM, 2FSK and cross-channel signals.
The remainder of this paper is organized as follows. Section II describes the proposed MWC compressed sampling receiver, reviews the phase correction method, and analyzes the OSNR gain of the superposed CS data with phase correction. The proposed intra-pulse modulation recognition method and recognition procedures based on the proposed receiver are given in Section III. Finally, the simulation results and conclusions are given in Section IV and V, respectively.
II. PROPOSED MWC COMPRESSED SAMPLING RECEIVER AND PHASE CORRECTION METHOD A. NOVELTIES OF THE PROPOSED RECEIVER
With the electromagnetic environments encountered by electronic warfare becoming increasingly complex [5] , [6] conventional wideband digital receivers have met more challenges, which are as follows:
1) Large amount of sampling data. With the analogto-digital converter (ADC) device moving closer to the radio-frequency (RF) front-end, the bandwidth that wideband digital receivers need to process becomes wider. Therefore, the amount of sampling data that must be processed is too large if the conventional channelized receiver design is applied, whose total sampling rate remains the Nyquist sampling rate f NYQ ≥ W , where W denotes the bandwidth of the wideband digital receiver and W may be in the GHz range [7] .
2) Complex hardware structure. To meet the requirements of increased receiver bandwidth and improve the sensitivity of the system, the channel number of the conventional channelized wideband digital receiver must be increased. Therefore, the structure of the conventional receiver will be increasingly complex, and the hardware implementation will also require more resources [7] .
3) Complex cross-channel signal problem. The channels of the currently applied receiver are usually divided uniformly. Therefore, LPI radar signals, such as LFM signals, may span two or more channels, which is a difficult issue for radar waveform recognition. In addition, current processing methods such as none-uniform channelized design and the channel synthesizing method are complex [9] , [10] .
In this paper, we propose a new MWC compressed sampling receiver to solve these problems. The advantages of the proposed receiver are expressed as follows: 1) Realize sub-Nyquist sampling and save storage space. Since the proposed receiver is based on compressed sampling theory, the sampling data can be obtained at a sub-Nyquist sampling rate that is much less than the original Nyquist sampling rate. In addition, the output CS data that contains all the information of the received signals can be used directly for subsequent signal processing 2) Decrease the number of branches and reduce complexity. The branch number of the new receiver is related to the spectrally sparse level K sp of the radar signals. The required branch number M ≥ K sp is proved in [14] , which could provide a method for reducing the complexity of the receiver and help achieve hardware implementation easily.
3) Easily solve the cross-channel signal problem. Since the new receiver utilizes periodic PRSs to mix signals to the basebands, cross-channel signals will be mixed to basebands. So, only the baseband CS data need to be processed to solve the cross-channel signal, which could significantly decrease the processing complexity for solving cross-channel signals compared with that of the conventional receiver.
B. ORIGINAL SIGNAL MODEL
Consider the discrete-time signal model x[n] given by 
where A is amplitude, f c is carrier frequency, f NYQ is the Nyquist sampling rate, and ϕ 0 is the initial phase. A BPSK signal in the discrete-time domain can be expressed as
where the phase coding function C BPSK [n] alternates between 0 and 1.
A QPSK signal in the discrete-time domain can be expressed as
where the phase coding function C QPSK [n] alternates between 0, 0.5, 1, and 1.5.
A LFM signal in the discrete-time domain can be expressed as
where K f is the chirp rate. A NLFM signal in the discrete-time domain can be expressed as
3 )} (6) where a 0 , a 1 , a 2 , and a 3 are the frequency modulation coefficients. A 2FSK signal in the discrete-time domain can be expressed as
where f n is the value of the hopping frequency. The input SNR (ISNR) of the received signal can be expressed as
C. OVERVIEW OF THE PROPOSED RECEIVER
The structure of the proposed MWC compressed sampling receiver is shown in Fig. 1 . In each branch of the proposed multi-branch receiver, the received signal Assume that the received signal x[n] is a complex-valued signal with Nyquist sampling rate f NYQ = 1/T and bandlimited to F NYQ = [0, f NYQ ], where T denotes the Nyquist sampling period. Then, x[n] can be expressed as
where X (e j2πfT NYQ ) is the discrete-time 
The cyclic-shifted PRSp m [n], which is T p -periodic with M p = T p f NYQ elements per period, can be expressed as
Mp (n−m+1)l (11) where l denotes the sub-band index with 0 ≤ l ≤ M p − 1, and P m (l) is the discrete Fourier transform coefficients of the principal value sequence p m [n].
We define the mixing rate as 
Then, the mixed signalx m [n] is low-pass filtered using a low-pass filter h[n] with a cutoff frequency of 1/2T s , whose frequency response H (e j2πfT NYQ ) is designed as an ideal rectangular function in each branch. For simplicity, we design f s = f p to truncate the baseband signal which contains the full information of the original signal. The DTFT of the filtered signal
where * denotes the convolution operator. Then, the low-pass filtered signal w m [n] is down-sampled at a rate of f s = 1/T s to obtain the baseband CS data y m [k] , expressed as
where 
We can also write (15) in matrix form, expressed as
where y(f ) is a column vector of length M with the
the transpose, and the unknown vector
) is used instead of the right-shifted signal X (e j2πT NYQ (f −lf p ) ) of (15). An example is used to further describe the advantage of the proposed receiver over conventional wideband digital receivers when processing cross-channel (or cross-band) signals. Assume the received signal x[n] is a cross-channel signal with a bandwidth B. The frequency spectrum of x[n] is shown in Fig. 2 , which is depicted as a rectangular band. The Fourier transform coefficients of p m [n] are also shown in Fig. 2 , which are depicted as equidistant discrete spectral red lines. From Fig. 2 , the spectrum of the incident crosschannel signal covers two sub-bands. Therefore, the spectrum of the incident cross-channel signal in the corresponding subband will be weighted by the corresponding Fourier transform coefficient of p m [n] according to (12) . Finally, the frequency information after mixing is obtained as shown in Fig. 3 , where different colors and amplitudes denote different weighted results for a received signal. All the information of the crosschannel signal is contained in each sub-band. So, for any type of signal processed, we can collect all the spectrum information from the CS data without the operation of sparse reconstruction. In addition, when processing and recognizing the cross-channel signal, we can directly process the multi-branch CS data to determine the intra-pulse modulation information of the received signal. Compared with the conventional wideband digital receiver, the new receiver does not need to identify the adjacent channels the cross-channel signal covers and to merge the detected channels for signal recognition. Therefore, the complexity of cross-channel signal processing based on the proposed MWC compressed sampling receiver will decrease significantly.
D. PHASE CORRECTION METHOD
Since the proposed receiver is a multi-branch structure, the multi-branch CS data can be superposed to increase the OSNR. However, the random mixing operation causes distortion of the phases of the multi-branch CS data. Therefore, the multi-branch CS data cannot be superposed directly. In this paper, we propose a phase correction factor exp(j2π (m − 1)l /M p ) to correct the phases of the multibranch CS data based on the designed phase shifts relationship according to (15) .
Assume the frequency of the signal of interest s[n] only exists in an unknown l th (0 ≤ l ≤ M p − 1) sub-band in each branch of the proposed receiver. Then, the spectrum information of other sub-bands in each branch can be ignored since there is very little spectrum information of the signal of interest in those sub-bands, except for the l th 'sub-band. The DTFTs of the mth-branch and (m+1)th-branch of the CS data can be approximately expressed as
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Then, the ratio of Y m+1 (e j2π fT s ) to Y m (e j2πfT s ) can be expressed as
Mp ml
The sub-band index l can be estimated according to (19) , expressed as
Then, the phase correction factor exp(j2π (m − 1)l /M p ) is used to multiply the mth branch of the CS data. The DTFT of the mth branch of the CS data with phase correction can be expressed as
Since the phase correction can enhance the correlation of the signal component of interest for each branch of CS data, the OSNR of the superposed CS data after phase correction can be greatly improved. The OSNR gains of the superposed CS data are discussed in the following section.
E. OSNR GAIN ANALYSIS
Superposed CS data with phase correction in the discretetime domain can be expressed as 
where A is the amplitude of a branch of CS data. According to [28] , the OSNR of a branch of CS data is SNR = A 2 /(σ 2 /M p ). Therefore, the OSNR gain of M branches of superposed CS data with phase correction compared with one branch of CS data can be expressed as
According to (24) , when the branch number of the proposed receiver is designed as M = 10, the OSNR gain of 10 branches of superposed CS data with phase correction compared with one branch of CS data is 10 dB. Therefore, the RSR for LPI radar signals and cross-channel signals can be significantly improved by processing the superposed CS data with phase correction compared with processing only one branch of CS data in the case of low SNRs. 
III. PROPOSED RECOGNITION METHOD AND PROCEDURES

A. CS SIGNAL MODEL
Assume the CF f c of the received signal exists in the l subband of the proposed receiver. After the mixing operation, the original CF is modulated to an unknown location of the baseband of each branch, whose value is depicted as f b . Figure 4 shows the frequency spectrum of the received signal and frequency spectrum of one branch of the CS data. Therefore, the value of the unknown location can be expressed as
where f b denotes the CF of the baseband CS data, l is the sub-band index where the CF of received signal exists, and f p is the bandwidth of the sub-band. Since the baseband CS data contain the full frequency spectrum information of the received signal, the CS data of the NS, BPSK, QPSK, LFM, NLFM, and 2FSK signals in discrete-time domain can be depicted as
where ϕ 0 is the initial phase of the CS data.
In Fig. 5 , the CS data frequency spectrums of the six types of radar signals and cross-channel LFM signals are VOLUME 6, 2018 presented with SNR=15 dB. The simulation parameters are shown in Section IV. From Fig. 5 , the baseband CS data contains the full spectrum information of the received signal, so we can directly process the CS data to acquire the intra-pulse modulation information of the original signal. Moreover, we observe the spectrum modulation bandwidths of the frequency modulation signals including LFM, NLFM, and 2FSK are much wider than the spectrum modulation bandwidth of the phase modulation signals including NS, BPSK, and QPSK. Thus, an appropriate threshold can be selected to distinguish frequency modulation signals from phase modulation signals according to the frequency spectrum characteristics. Here, we use B CS to represent the spectrum modulation bandwidth of the CS data. In addition, the frequency spectrums of cross-channel LFM signals in different sub-bands are aliased in the baseband, but the aliased spectrum covering the entire baseband can maintain the characteristics of LFM. Thus, we can directly use the CS data of the cross-channel signal to perform radar waveform recognition.
B. STFT SPECTRUM ANALYSIS OF CS DATA
STFT spectrum analysis [38] , [39] is a commonly used timefrequency analysis tool for radar signals and can be used to analyze the signal spectrum and maintain some of the time domain information of the received signals. In this paper, we propose using STFT analysis to acquire the spectrum modulation bandwidth of CS data to distinguish the frequency modulation signals and phase modulation signals roughly. By setting a bandwidth threshold B TH , CS data with a modulation bandwidth B CS that is less than the threshold B TH can be classified as phase modulation signals. However, CS data with a modulation bandwidth B CS that is greater than or equal to the threshold are classified as frequency modulation signals.
According to [30] , the STFT of the mth branch of CS data y m [k] can be expressed as
where k is the frequency index, N 1 is the total number of samples within the time window (i.e., window size), n 1 ∈ {0, 1, · · · , N 1 − 1} is the index of samples within a time window, n 2 ∈ {0, 1, · · · , N 2 } is the index of a time window, and N 2 is the total number of consecutive time windows. The modulation bandwidth value of the CS data can be obtained by analyzing the STFT spectrum. According to (27) , the window size is designed as N 1 points. Then, the FFT operation is performed using the CS data within the time window with N 1 points of each slide to obtain several sets of STFT data. If the signal segment within the time window is shorter than the window size, a corresponding number of zeros can be placed at the end of the signal to meet the window size. Second, the values of the corresponding points of each set of STFT data are compared to acquire the maximums for each point. Then, a new set of STFT data of length N 1 is obtained, which can be used to calculate the spectrum modulation bandwidth B CS . The maximum value of the new STFT data is expressed as
where max (·) denotes the operation of obtaining the maximum value from the data. Finally, the new STFT data are searched to obtain the indices of the maximum frequency and minimum frequency exceeding Y STFT max /2, which are defined as k max and k min , respectively. Therefore, the spectrum modulation bandwidth of the CS data can be expressed as
C. SPECTRUM ENERGY FOCUSING RATE ANALYSIS OF CS DATA
According to [25] , the conjugate and delay products with designed r orders, q times and τ delays of the radar signals can become single-tone signals, i.e., NS signals. The conjugate and delay product with r orders, q times and τ delays of the mth CS data can be expressed as
where (·) ( * ) q denotes the designed conjugate operation with q times, τ is the time delay of each product factor. The spectrum energy of the single-tone signals is mainly focused on the three spectral lines near the maximum (including the maximum spectral line) [30] . Since the conjugate and delay products with designed r orders, q times and τ delays of the CS data can become single-tone signals, the spectrum energy focusing rate of the conjugate and delay product with designed r orders, q times and τ delays of the CS data can be used to test whether the single-tone generation characteristics are met. Then, the specific intra-pulse modulation type of the received signal can be determined. The spectrum energy focusing rate of the mth branch of CS data can be expressed as (31) where k 0 , k 1 , and k 2 denote the frequency indices of the maximum spectral line, second spectral line, and third spectral line in descending order, respectively.
Since 2FSK is a double-tone signal (including two single-tone characteristics), the spectrum energy focusing rate can be expressed as (32) where k 3 , k 4 , and k 5 denote the frequency indices of the fourth spectral line, fifth spectral line, and sixth spectral line in descending order, respectively. TABLE 1. Spectrum energy focusing rates of CS data (using (31)). Table 1 shows the spectrum energy focusing rates of CS data for NS, BPSK, QPSK, LFM, and NLFM signals through simulations (simulation parameters are shown in Section IV) using (31) when the SNR is 20 dB and −10 dB. From Table 1 , the spectrum energy focusing rate of the NS signal (singletone signal) is far greater than the spectrum energy focusing rates of the BPSK, QPSK, LFM, and NLFM signals. Therefore, we learn that the spectrum energy focusing rate of the CS data is still related to the bandwidth of the CS data spectrum shape. The single-tone generation characteristic of the CS data and the corresponding conjugate and delay products of each signal can be used to identify different signals. We also learn the spectrum energy focusing rates of the CS data are influenced by SNR, which indicates the spectrum energy focusing rates decrease as SNR decreases. When SNR ranges from −10 dB to 20 dB, the threshold Q TH to determine a single-tone signal from the other five types of signals and the corresponding conjugate and delay products of these five types of signals, except the 2FSK signal (double-tone signal), can be selected from values between 0.29 and 0.96. Therefore, the range of thresholds can be expressed as (0.29, 0.96). Table 2 shows the spectrum energy focusing rates of CS data for frequency modulation signals including LFM, NLFM, and 2FSK signals through simulations (simulation parameters are shown in Section IV) using (32) when the SNR is 20 dB and −10 dB. When the SNR ranges from −10 dB to 20 dB, the range of threshold Q TH that determines a double-tone signal from frequency modulation signals, including LFM, NLFM, and 2FSK signals, can be designed as (0.24, 0.91).
After analysis, we know the following conjugate and delay products of CS data, including BPSK, QPSK, LFM, and NLFM, will become single-tone signals, and these are shown as follows.
The conjugate and delay product with designed r = 2 orders, q = 0 time and τ = 0 delay of BPSK CS data defined as L¯s 
The conjugate and delay product with designed r = 4 orders, q = 0 time and τ = 0 delay of the QPSK CS data defined as L¯s The conjugate and delay product with designed r = 2 orders, q = 1 time and τ = 0 delays of the LFM CS data defined as Lˆs be expressed as
The conjugate and delay product with designed r = 4 orders, q = 2 times and τ = 0 delays of the NLFM CS data defined as Lˆs NLFM 4,2 [k, τ, 2τ ] becomes a single-tone signal with CF f 1 , whose signal model in the discrete-time domain can be expressed as
where f 1 = 3τ 2 a 3 /πf 2 s .
D. RECOGNITION PROCEDURES
The procedures of the proposed intra-pulse modulation recognition for LPI radar signals and cross-channel signals based on the proposed MWC discrete compressed sampling receiver are shown in Fig. 5 . The input is the superposed CS data with phase correction or one branch of CS data. First, we calculate the spectrum modulation bandwidth B CS by processing the STFT spectrum. Then, a rough estimation of recognition for classifying phase modulation signals and frequency modulation signals is performed by comparing B CS with the designed threshold B TH . Second, the spectrum energy focusing rate of the conjugate and delay product with designed r orders, q times and τ delays of the CS data can be used to test whether the single-tone generation characteristics are met in order to complete the specific intra-pulse modulation for the received signal. In Fig. 6 , PM is used to denote phase modulation and FM is used to denote frequency modulation. According to Fig. 6 , the specific recognition procedures of the proposed method are described as follows: 1) Rough recognition module for phase modulation signals and frequency modulation signals. Calculate the spectrum modulation bandwidth B CS by processing the STFT power spectrum of the superposed CS data with phase correction r [k] or the mth branch of CS data y m [k] . Then, compare B CS with the designed threshold B TH . If B CS is less than B TH , the received signal can be classified as a phase modulation signal. Otherwise, the received signal is classified as a frequency modulation signal. Then, perform the corresponding specific intra-pulse modulation recognition for phase modulation signals and frequency modulation signals.
2) Specific recognition module for phase modulation signals. Calculate the spectrum energy focusing rate Q of r [k] or y m [k] . Then, compare Q with the designed Q TH to determine whether the single-tone characteristic is satisfied. If it is satisfied, classify the received signal as an NS signal; if not, proceed to the next step. Calculate the spectrum energy focusing rate Q of the conjugate and delay product with r = 2 orders, q = 0 time and Then, compare Q with Q TH to determine whether the singletone characteristic is satisfied. If it is satisfied, classify the received signal as a BPSK signal; if not, proceed to the next step. Calculate the spectrum energy focusing rate Q of the conjugate and delay product with r = 4 orders, q = 0 time and τ = 0 delay of r [k] or y m [k] . Then, compare Q with Q TH to determine whether the single-tone characteristic is satisfied. If it is satisfied, classify the received signal as a QPSK signal; if not, proceed to the next step.
3) Specific recognition module for frequency modulation signals. Calculate the spectrum energy focusing rate Q of r [k] or y m [k] . Then, compare Q with Q TH to determine whether the double-tone characteristic is satisfied. If it is satisfied, classify the received signal as a 2FSK signal; if not, proceed to the next step. Calculate the spectrum energy focusing rate Q of the conjugate and delay product with r = 2 orders, q = 1 time and τ = 0 delays of r [k] or y m [k] . Then, compare Q with Q TH to determine whether the singletone characteristic is satisfied. If it is satisfied, classify the received signal as an LFM signal; if not, proceed to the next step. Calculate the spectrum energy focusing rate Q of the conjugate and delay product with r = 4 orders, q = 2 times and τ = 0 delays of r [k] or y m [k] . Then, compare Q with Q TH to determine whether the single-tone characteristic is satisfied. If it is satisfied, classify the received signal as an NLFM signal; if not, proceed to the next step.
IV. SIMULATION EXPERIMENTS
Simulations were performed to validate the intra-pulse modulation recognition performance of the proposed recognition method based on MWC discrete compressed sampling receiver. The parameters of the proposed receiver are designed as follows. The Nyquist sampling rate of the received signal is f NYQ = 2.2 GHz. The number of sampling branches is M = 10. The cyclic-shifted PRS is completed using a Bernoulli random binary ±1 sequence with M p = 100, so the bandwidth of the baseband is f p = f NYQ /M p = 22 MHz. Here, an ideal low-pass filter with cutoff frequency f p /2 is used and the down-sampling rate f s = f p = 22 MHz is designed. The total CS sampling rate is 220 MHz. The sampling time is T = 10µs. The number of the original sampling data is N = 22000. The number of the CS data for each branch is K = N /M p = 220. Each radar waveform has different parameters to be set, shown as follows. For NS, the CF is f c = 1 GHz. For BPSK, the CF is f c = 1 GHz and a Barker code of length 13 is used to modulate the phase. For QPSK, the CF is f c = 1 GHz and a Frank code of length 16 is used to modulate the phase. For LFM, the initial frequency is f c = 1 GHz, the bandwidth is B = 10MH z, and the chirp rate is K f = B/T = 1 MHz/µs. For NLFM, the frequency modulation order is set to 3 and the frequency modulation parameters are a 0 = 0, a 1 = 0.99 × 10 8 , a 2 = 0.5 × 10 11 , and a 3 = 2.5 × 10 16 . For 2FSK, the hopping frequencies are f 1 = 1000MHz and f 2 = 1010MHz. For cross-channel LFM, the initial frequency is f c = 990MHz, the bandwidth is B = 30MH z, and the chirp rate is K f = B/T = 3 MHz/µs. The cross-channel LFM signal covers two sub-bands including the 46th sub-band and the 47th sub-band.
First, calculate the frequency modulation bandwidth B CS of the CS data for the seven types of signals above. The window size of the STFT is N 1 = 64 points. Then, carry out the FFT operation of length 64 using the CS data within the time window with 64 points of each slide to obtain several sets of STFT data. If the signal segment within the time window is shorter than the window size, add a corresponding number of zeros to the end of the signal to match the window size. Therefore, we add zeros of a length of 36 points to the end of the CS data. To prevent frequency leakage, we propose using a Hamming window in the STFT operation, which can attenuate the side lobe of the signal greatly when the width of the main lobe of the signal is not extended. Table 3 shows the frequency modulation bandwidths B CS of the CS data for NS, BPSK, QPSK, LFM, NLFM, and crosschannel LFM signals through simulations without noise.
According to (31) and (32) , count the frequency spectrum energy focusing rates of the CS data with 1000 Monte Carlo experiments for each signal when the SNR is 20 dB and −10 dB. The results are shown in Table 1 and Table 2 , respectively. Then, second-order and fourth-order moment methods [43] are used to estimate the OSNR of the CS data. The formula for the SNR estimation can be expressed as
whereM 2 andM 4 are uniformly unbiased estimations of the real second-order moments M 2 and fourth-order moments M 4
The OSNR gain of ten branches of superposed CS data with phase correction is analyzed. For each ISNR, 100 Monte Carlo experiments are performed to calculate the means of the OSNR estimations of the superposed CS data with phase correction, the OSNR of the superposed CS data without phase correction and the OSNR of one branch of CS data. The results are shown in Fig. 7 , where S-CS data denotes superposed CS data and P-C denotes phase correction for simplicity. From Fig. 7 , when SNR ≥ 0 dB, the OSNR of the 10 branches of superposed CS data with phase correction will increase by approximately 10 dB for each ISNR. However, the OSNR of the ten branches of superposed CS data without phase correction will decrease compared with ISNR. Therefore, the effectiveness of the proposed phase correction method is validated through analysis of the OSNR gains. Based on the recognition procedures shown in Fig. 6 , we carry out intra-pulse modulation recognition using ten branches of superposed CS data with phase correction and VOLUME 6, 2018 Fig. 8 . From Fig. 8 , the RSRs for six types of radar signals and the hybrid signals based on one branch of CS data and the superposed CS data with phase correction increase as the SNR increases. The overall RSRs for hybrid signals based on one branch of CS data are 100% when SNR ≥ 8 dB, as shown in Fig. 8(g) . However, the RSRs based on one branch of CS data are low for low SNRs. Therefore, we propose using the superposed CS data with phase correction to carry out intra-pulse modulation recognition. From Fig. 8 , the RSRs for six types of radar signals and hybrid signals based on ten branches of superposed data with phase correction increase significantly for low SNRs. In addition, the overall RSRs for hybrid signals based on ten branches of superposed data with phase correction are 100% when SNR ≥ 0 dB, which validates the proposed recognition method based on superposed CS data with phase correction outperforms the recognition system based on one branch of CS data under low SNRs.
The RSRs for cross-channel LFM signals based on one branch of CS data and superposed CS data with phase correction versus SNR are shown in Fig. 9 . From Fig. 9 , the RSRs for cross-channel LFM signals based on one branch of CS and superposed data with phase correction increase as SNR increases. The overall RSRs for cross-channel LFM signals based on ten branches of superposed data with phase correction are 100% when SNR ≥ 0 dB, which validates the effectiveness of processing and recognizing the crosschannel signals based on the proposed recognition system. Additionally, compared with the conventional wideband digital receiver, we do not need to identify the adjacent channels the cross-channel signal covers and merge the detected channels for signal recognition. Therefore, the complexity of cross-channel signal processing based on the proposed MWC discrete compressed sampling receiver decreases greatly.
Computational complexity is an important factor to measure the performance of the proposed intra-pulse modulation recognition system based on the proposed MWC compressed sampling receiver. A random signal selected from the six types of the radar signals is tested once for three different SNRs: −10 dB, 0 dB, and 20 dB to calculate the processing time necessary to sample the radar signal and recognize the type of intra-pulse modulation. The testing results are demonstrated in Table 4 . As shown in Table 4 , the proposed recognition method based on one branch of CS data and based on ten branches of superposed CS data require approximately 0.14 s and 0.15 s, respectively, which demonstrates the proposed wideband digital receiver can perform real-time signal processing and the proposed recognition system based on ten branches of superposed CS data has low computational complexity compared with recognition systems based on one branch of CS data.
V. CONCLUSION
In this paper, we propose a wideband digital receiver based on the MWC discrete compressed sampling receiver to intercept and recognize LPI radar signals and cross-channel signals in electronic reconnaissance equipment and passive radar systems. Conventional wideband digital receivers have many problems for engineering implementations such as high sampling rates, complex structures, and cross-channel signal problems. The proposed receiver uses cyclic-shifted pseudorandom sequences to mix the received signals to baseband. The mixed signals are low-pass filtered and down-sampled to acquire compressed sampling data that contain the full information of the cross-channel signal. Based on the proposed receiver, we can realize sub-Nyquist sampling, reduce the complexity of hardware implementation, and solve the cross-channel signal problem flexibly. Since the phases of the multi-branch CS data are designed to change regularly, we propose to correct the phases of the multi-branch CS data with a phase correction factor. Then, the corrected multibranch CS data can be superposed to increase the OSNR. Furthermore, we propose a recognition method based on the STFT spectrum and spectrum energy focusing rate tests by processing the CS data directly. The STFT spectrum modulation bandwidth and spectrum energy focusing rate of the superposed CS data are orderly tested to recognize the intrapulse modulation type specifically. Finally, we demonstrate the superiority of the proposed recognition method by testing the ten branches of the superposed CS data with phase correction for cross-channel signals and six types of LPI radar signals including NS, BPSK, QPSK, LFM, NLFM, and 2FSK, which shows that the overall RSRs for the hybrid signals and cross-channel signals based on ten branches of superposed CS data with phase correction are 100% when the SNR ≥ 0 dB.
