In this article we derive moment estimates, exponential integrability, concentration inequalities and exit times estimates for canonical diffusions in two settings each beyond the scope of Riemannian geometry. Firstly, we consider sub-Riemannian limits of Riemannian foliations. Secondly, we consider the non-smooth setting of RCD * (K, N )
Introduction
Suppose a diffusion operator L satisfies an inequality of the form Lφ ≤ ν + λφ for some constants ν, λ and a suitable function φ. Then, given either a suitable Kolmogorov equation or, better yet, an Itô formula for the corresponding diffusion X, one should expect to be able to calculate various estimates on the moments of the random variable φ(X t ). In the recent article [14] , the second author considered the case of a complete Riemannian manifold with L = 1 2 ∆ + Z where Z is a smooth vector field and ∆ the Laplace-Beltrami operator. The function φ was taken to be the square of the distance to either a fixed point or, more generally, a submanifold. Geometric conditions were given under which suitable constants ν, λ could be determined explicitly. In addition to moment estimates and an exponential integrability condition, a concentration inequality and exit time estimate for tubular neighbourhoods were also derived. In this paper, we consider two further situations where the ingredients required for such calculations are also available.
Firstly, in Section 1, we look at the sub-Riemannian limit as ↓ 0 of a sequence of Riemannian metrics g = g H ⊕ 1 g V and assume a condition of the form
for the horizontal Laplacian ∆ H . Here r is the distance to some fixed point x 0 with respect to the metric g . Example 1.1 illustrates that such constants can be found if the Riemannian foliation is given by the Reeb foliation of a Sasakian structure with curvature bounded below. This observation is based on the Laplacian comparison theorem recently proved by Baudoin, Grong, Kuwada and Thalmaier in [2] . The Itô formula is taken from their next article [1] , currently in preparation. 
2(1 − θtΛ(t))
for all t, θ ≥ 0 such that θtΛ(t) < 1 where Λ(t) := (e λt − 1)/λt. Here r, ν and λ are given as limits of r , ν and λ as ↓ 0. There is also the concentration inequality Theorem 1.5, which states for the sub-Riemannian ball B 0 r (x 0 ) that lim r→∞ 1 r 2 log P x {X t / ∈ B 0 r (x 0 )} ≤ − 1 2tΛ(t) and the exit time estimate of Theorem 1.6, which is to the best of the authors' knowledge the first such exit time estimate proved in the sub-Riemannian setting.
Secondly, in Section 2, we look at the general setting of a metric measure space (X, d, m) satisfying the RCD * (K, N ) condition, with associated canonical diffusion X.
The Itô formula for the distance function, which in this case has a Laplacian comparison built into it, has been proved by Kuwada and Kuwae and can be found in [7] . This yields an exponential estimate, concentration inequality and, finally, exit time estimate 
for all t ≥ 0 and all x ∈ supp m. The constant can be determined precisely, by Theorem 2.7. Combined with the exit time estimate described above, we then, in Subsection 2.4, deduce the upper estimates for the eigenfunctions.
Riemannian foliations
Suppose (M, g) is a complete and connected Riemannian manifold of dimension n + m equipped with a foliation F with m-dimensional leaves. Let V be the integrable subbundle tangent to the leaves of F and denote by H its orthogonal complement with respect to g. Consider the canonical variation g defined by
where g H := g|H and g V := g|V for > 0. The limit ↓ 0 is called the sub-Riemannian limit. For each > 0, the Riemannian distance associated with g will be denoted d . As ↓ 0, these distances form an increasing sequence converging pointwise to the subRiemannian distance d 0 . Now let x 0 ∈ M be fixed and for ≥ 0 denote
The cut-locus Cut (x 0 ) of x 0 for the distance d is defined as the complement of the set of points y in M for which there exists a unique length minimizing geodesic connecting x 0 with y and such that x 0 and y are not conjugate. The global cut locus Cut (M ) is defined by
It is well-known that the set M \ Cut (x 0 ) is open and dense in M , and that the function d 2 is smooth on (M × M ) \ Cut (M ).
Comparison theorems
If ∇ denotes the Riemannian gradient determined by g then the projection of ∇ to H will be denoted by ∇ H and called the horizontal gradient. The horizontal Laplacian ∆ H is then the generator of the symmetric closable bilinear form
where µ denotes the Riemannian measure determined by g. We will suppose that there exist constants ν ≥ 1 and λ ∈ R such that inequality (1) holds on M \ Cut (x 0 ). Precise geometric conditions under which inequality (1) holds can be derived using, for example, comparison theorems for the horizontal Laplacian ∆ H such as those presented in [2] for foliations of a Sasakian type, as explained in the following example. 
for all X ∈ Γ ∞ (H) with X = 1. Then, in terms of the functions 
and where h > 0. In [2, Theorem 3.1] it is shown how taking the limit as ↓ 0 produces a comparison theorem for the sub-Riemannian distance r 0 . We, however, will continue to work with the r distance since this is the one to which the Itô formula of the next sub-section is applied. We must now therefore deduce from the above comparison an inequality of the type (1). Firstly, for all non-negatively curved Sasakian foliations, in the sense that K H,J ≥ 0 and Ric H,J ⊥ ≥ 0, it follows that
in which case one can choose λ = 0 and set ν equal to the supremum of the right-hand side. Note in fact that the right-hand side is bounded above by n + 7 2 , since h ≤ 1.
Therefore, constants ν and λ can easily be chosen so that (1) is satisfied. Using, for example, the fact that r ≤ (n + 2) |k| for any α > 0. Note how in this case, constant uniform lower bounds on K H,J and Ric H,J ⊥ imply that 1 2 ∆ H r 2 is bounded above by a linear function of r , whereas the condition (1) allows for a quadratic function. Indeed, if the curvatures K H,J and Ric H,J ⊥ are bounded below not by a constant, but by a negative quadratic in r , then constants ν and λ can still be found such that (1) is satisfied. Unbounded curvature is thus permitted in this particular setting.
Itô formula
Now suppose ((X t ) t≥0 , (P x ) x∈M ) is a sub-elliptic diffusion process generated by 1 2 ∆ H . Denote by ζ the lifetime of X. Under the measure P x the diffusion satisfies X 0 = x. It has recently been proved, in [1] , that for each x ∈ M and > 0 there exists a continuous non-decreasing process l that increases only when X t ∈ Cut (x 0 ) and a real-valued martingale β with
such that
holds P x -almost surely. Note that under P x the Lebesgue measure of the set of times when X ∈ Cut (x 0 ) is almost surely zero, so the integral in (3) is well defined. Indeed, the distibutional part of ∆ H r is captured by the geometric local time l. The idea now is to combine inequality (1) with the Itô formula (3) to derive estimates on the even moments of r (X t ). Following the approach laid out in [14] , which was similar to that of [11, Theorem 5 .40], these will imply bounds on the moment generating function of r 2 (X t ) and consequently a concentration inequality and exit time estimate.
Second radial moment
We begin by calculating an estimate on the second moment of r (X t ), which will then be used as the base case in an induction argument yielding estimates for the higher even moments.
Theorem 1.1. Suppose there exists constants ν ≥ 1 and λ ∈ R such that inequality (1) holds. Then X is non-explosive and
where
be an exhaustion of M by regular domains and denote by τ Di the first exit time of X from D i . Note that τ Di < τ Di+1 and that this sequence of stopping times announces the explosion time ζ. Then, by (2) and the Itô formula (3), together with the fact that
it follows that
holds, P x -almost surely. Since the domains D i are of compact closure the Itô integral in (6) is a martingale and so
for all t ≥ 0. Before applying Gronwall's inequality we should be careful, since we are allowing the coefficient λ to be negative. For this, note that
and that the two functions
are nondecreasing, so if we define a function f x,i,2 by
then f x,i,2 is differentiable and we have the differential inequality
for all t ≥ 0. Applying Gronwall's inequality to (7) yields
for all t ≥ 0, which implies that X is non-explosive. Inequality (4) therefore follows from (8) by the monotone convergence theorem.
We will refer the object on the left-hand side of inequality (4) as the second radial moment of X t with respect to x 0 . To find an inequality for the first radial moment of X t with respect to x 0 one can simply use Jensen's inequality. Note that lim λ →0 Λ (t) = t, which provides the sense in which Theorem 1.1 and similar statements should be interpreted when λ = 0.
Higher even radial moments
Recall that if Y is a real-valued Gaussian random variable with mean µ and variance σ 2 then for p ∈ N one has the formula
where L α p (z) are the Laguerre polynomials, defined by the formula
For all the properties of Laguerre polynomials used in this article, see [8] . In particular, if X is a standard Brownian motion on R then
for all t ≥ 0. With this in mind we prove the following theorem: Theorem 1.2. Suppose there exist constants ν ≥ 1 and λ ∈ R such that inequality (1) holds and let p ∈ N. Then
for all t ≥ 0, where Λ (t) is defined as in Theorem 1.1.
Proof. By (1) it follows that, on M \ Cut (x 0 ) and for p ∈ N, we have
and by the Itô formula (3), using (2) and (5), we have
for all t ≥ 0, almost surely, where the stopping times τ Di are defined as in the proof of Theorem 1.1. It follows that if we define functions f x,i,2p by
then, arguing as we did in the proof of Theorem 1.1, we have the differential inequalities
for all t ≥ 0. Applying Gronwall's inequality yields
for all t ≥ 0 and p ∈ N. The next step in the proof is to use induction on p to show that
for all t ≥ 0 and p ∈ N, where λ (t) := (1 − e −λ t )/λ . Inequality (8) covers the base case p = 1. If we hypothesise that the inequality holds for some p − 1 then by inequality (11) we have
and properties of the Gamma function it is straightforward to deduce inequality (12) from inequality (13) , which completes the inductive argument. Since ν ≥ 1 we can then apply the relation
which can be proved using Leibniz's formula, to see that
2tΛ (t)
and so by inequality (12) it follows that
for t ≥ 0 and i, p ∈ N. The result follows from this by the monotone convergence theorem.
We will refer the object on the left-hand side of inequality (10) as the 2p-th radial moment of X t with respect to x 0 . One can deduce an estimate for the (2p − 1)-th radial moment of X t with respect to x 0 by Jensen's inequality.
Exponential estimate
For |γ| < 1 the Laguerre polynomials also satisfy the identity
It follows from this identity and equation (9) 
so long as θt < 1. With this in mind we prove the following theorem: Theorem 1.3. Suppose there exists constants ν ≥ 1 and λ ∈ R such that inequality
for all t, θ ≥ 0 such that θtΛ (t) < 1, where Λ (t) is defined as in Theorem 1.1.
Proof. Using inequality (14) and equation (15) we see that
where we justify switching the order of integration with the stopping time. The result follows by the monotone convergence theorem.
The following corollary concerns the sub-Riemannian limit: Corollary 1.4. For each > 0 suppose there exists constants ν ≥ 1 and λ ∈ R such that inequality (1) holds and such that (ν , λ ) → (ν, λ) as → 0. Then
for all t, θ ≥ 0 such that θtΛ(t) < 1, where Λ(t) := (e λt − 1)/λt. is uniformly integrable and, therefore, inequality (17) follows from (16) by setting = 1/n and taking the limit n → ∞ of both sides of (16).
Concentration inequality
If X is a Brownian motion on R m starting at x then it is easy to see that
for all t > 0. Note that the right-hand side does not depend on the dimension m. With this in mind we prove the following theorem, for which we recall that B
for all t > 0, where Λ(t) is defined as in Corollary 1.4.
Proof. For θ ≥ 0 and r > 0 it follows from Markov's inequality and Corollary 1.4 that
so long as θλ(t)e λt < 1. If t > 0 then choosing θ = δ(λ(t)e λt ) −1 shows that for any δ ∈ [0, 1) and r > 0 we have the estimate
from which the theorem follows, since δ can be chosen arbitrarily close to 1 after taking the limit.
Exit time estimate
For the case λ ≥ 0, here is the exit time estimate: Theorem 1.6. Fix r > 0 and for each > 0 suppose ν ≥ 1 and λ ≥ 0 are constants such that the inequality (1) holds on the ball B r (x 0 ) with (ν , λ ) → (ν, λ) as → 0. Then
for all t > 0 and δ ∈ (0, 1).
Proof. The proof requires a slight modification of the argument we used to derive Theorems 1.3 and 1.5. In particular, denoting by τ r the first exit time of X from the ball and applying the Itô formula as in Theorem 1.2, we use the assumption λ ≥ 0 to obtain the slightly different estimate
which, following the inductive argument of earlier, yields moment estimates which can be summed, as in Theorem 1.3, to obtain an exponential estimate for the stopped process. Taking the limit as ↓ 0, it follows that the right-hand side of the inequality
is bounded by the right-hand side of (17). Choosing θ as in the proof of Theorem 1.5 yields the desired estimate.
Metric measure spaces
We next consider the setting of an RCD * (K, N ) space (X, d, m), meaning a geodesic metric measure space having a notion of a lower Ricci curvature bound K ∈ R together with a notion of an upper bound N ∈ [1, ∞) on dimension. We will give a concise introduction to this setting based on that of [7] , whose Itô formula we will describe in the next subsection.
We start with a metric measure space (X, d, m), meaning (X, d) is a complete, separable metric space and m a σ-finite Borel measure on X. Suppose m(B r (x)) ∈ (0, ∞) for any metric ball B r (x) of radius r > 0 centred at x ∈ X. Suppose d is a geodesic distance, meaning that for any x 0 , x 1 ∈ X there exists γ : [0, 1] → X such that γ(0) = x 0 , γ(1) = x 1 and d(γ(s), γ(t)) = |s − t|d(x 0 , x 1 ). Denote by C Lip (X) the Lipschitz functions on X and define Cheeger's energy functional Ch : 
with ∆f := h for any f ∈ D(∆). 
In such a setting (Ch, D(Ch)) is a strongly local regular Dirichlet form, which by ii) is conservative.
Itô formula
Let ((X t ) t≥0 , (P x ) x∈X ) be the diffusion process canonically associated with (Ch, D(Ch)). 
for all t ≥ 0, P x -almost surely for all x ∈ X. This formula is, in particular, valid for all functions f of the form f (r) = r 2p with p ≥ 1.
Exponential and exit time estimates
Using formula (18) we can derive various estimates of precisely the form considered in the previous section, including the second radial moments and other higher even moments. To avoid extensive repetition, let us skip straight to the corresponding exponential estimate, in which we denote by τ D the first exit time of X t from a compact set D. 
for all t, θ ≥ 0 such that θtΛ(t) < 1, where Λ(t) := (e λt − 1)/λt.
Proof. We see that
By formula (18) applied to the function f (r) = r 2p we obtain therefore
for all t ≥ 0. We can now proceed, as in the proofs of Theorem 1.1 and 1.2, to obtain estimates on the even radial moments which can then be summed, as in the proof of Theorem 1.3, to obtain the claimed inequality.
As a corollary, we obtain an analogue of the concentration inequality Theorem 1.5. Furthermore we obtain, by Markov's inequality, the following exit time estimate:
Using this estimate, we can deduce an upper bound for the law of the iterated logarithm. Laws of the iterated logarithm have been recently proved by Kim, Kumagai and Wang in [6] for the general setting of a metric measure space, assuming a volume doubling condition and suitable bounds on the heat kernel. We assume the RCD * (K, N ) condition with K ≥ 0. In this case, we have the following upper bound for the law of iterated logarithm, which follows either from the radial comparison [7, Theorem 6.1] or from Theorem 2.3 and the argument given below:
Proof. The argument is taken from [9, Chapter 5] . Indeed, fix > 0, q > 1 and set
where ψ(t) := √ 2t log log t. Then, by Theorem 2.3, for all 0 ≤ δ < 1 we have
Choosing δ sufficiently small, for example δ = 1/(1 + ), we have ∞ n=1 P x0 {A n } < ∞ and therefore, by the Borel-Cantelli lemma, only finitely many A n occur. Consequently, for large t, we can write q n−1 ≤ t < q n and estimate
since ψ(t)/t is decreasing in t. The result follows, since > 0 and q > 1 are arbitrary.
We can also apply the exit time estimate Theorem 2.3 to derive upper bounds for Schrödinger eigenfunctions, along the lines of [3] . We do so in Subsection 2.4. First we must calculate upper bounds on Feynman-Kac functionals with potentials belonging to some L p space. Sturm 
Feynman-Kac functionals
for all x, y ∈ supp m and t ∈ (0, T 0 ]. 
, depending only on K, N and , such that
for all x, y ∈ supp m and any t > 0. For T > 0 with q, q > 1 and a non-negative measurable function f :
Proposition 2.6. Suppose q, q > 1. Assume (A1) and suppose there exists x 0 ∈ supp m and constants c 1 , c 2 > 0 such that
for all r > 0. Choose T 1 > 0 sufficiently small so that
where T 0 is the constant determined by assumption (A1). Then there exists a positive constant C 1 := C 1 (q, c 1 , c 2 , c 3 , c 4 , n, T 1 ) such that
then furthermore there exists a positive constant
Note that it is always possible to find a T 1 satisfying condition (19).
Proof. For s ∈ (0, T 1 ] it follows from Lemma 2.5 that
for which we used the assumption T 1 < q c4c2 . Consequently inequality (20) is proved with
It follows that if
and consequently inequality (21) is proved with 
for all t ≥ 0 and all x ∈ supp m.
Proof. Choose T 2 > 0 sufficiently small so that
By Hölder's inequality, Tonelli's theorem and Proposition 2.6 we have
for all t ∈ [0, T 2 ]. As an aside, note that if supp m = X then, by inequality (23), such V belong, under the present assumptions, to the Kato class of (X, d, m), as in [10] . The canonical diffusion has the property that if A is a Borel subset with m(A) = 0 then P x (X t ∈ A) = 0 for all t > 0. Therefore Khasminksii's lemma, as in [4] , implies for a non-negative measurable function V : X → R that if there exists a constant 0 ≤ α < 1 such that
for all t ≥ 0 and x ∈ supp m. Consequently, by (24), we have
. By the Markov property, applied iteratively, we see that
for any T 2 of the form
with β ∈ (0, 1). The result follows, by letting β ↑ 1.
Suppose now, more generally, that V is a measurable function that can be decomposed as V = V 1 − V 2 with V 1 bounded below and V 2 non-negative with V 2 p := V 2 L p (X) < ∞ for some p > 1. Assume (A1) and (A2) and suppose γ = 1 − n 2p > 0. Denote by T 0 the constant determined by assumption (A1), set q = for all δ ∈ (0, 1), t, a > 0 and x ∈ supp m. 
2tΛ(t)
for all t > 0 and δ ∈ (0, 1) which by substituting yields the desired inequality.
Upper bounds for Schrödinger eigenfunctions
If f ∈ L 2 (X; m) then Hölder's inequality, Proposition 2.6 and Theorem 2.7 imply, under the assumptions of Theorem 2.7, that for each t > 0 the map f → E x f (X t )e for all x outside the compact set with x ∈ supp m. Indeed, this follows from the representation (26) and Corollary 2.8 by setting t(x) = a(x)V
