Abstract-This paper deals with the problem of fault diagnosis of complex discrete event systems in the context of communicating timed automata. Indeed, for the diagnosis, this kind of systems can be represented by timed models whose components communicate through channels. This paper starts with a description of our modelling methodology of discrete event systems as communicating timed automata. The proposed approach for diagnosis (detection and isolation) is based on the methodology known as the diagnoser approach. This paper extends the approach of diagnoser through the taking into account of the various communicating synchronized automata representing the components of the system. It proposes an automatic step of construction of the global model. The application of the proposed algorithm allows to obtain the diagnoser of the studied system. Starting from a model of the complex system, this approach computes a deterministic automaton, called a diagnoser, which uses observable events to detect the occurrence of a failure. The different steps of the proposed method are described by algorithms and illustrated through a batch process.
I. INTRODUCTION
For the complex systems, the development of a methodology of fault diagnosis is of principal importance. Indeed, for such systems, the diagnosis contributes to the improvement of the availability, the growth of production and of course, the reduction of maintenance costs. It is a key action in the improvement of performance of industrial feature. A fault diagnosis system is able to detect (an indication that something is going wrong in the system) and isolate faults (determination of the type of faults and their location).
In continuous systems, residuals are used for diagnosis. Residuals describe inconsistencies responses between the actual system behavior and the model. The residual value is used to detect any fault. In the Discrete Event Systems (or DES) area, the most common diagnosis approach is the so-called model-based diagnosis, which uses the inputs and outputs of the system under supervision to detect the fault and isolate (locate, distinguish) the source of failure.
In this paper we study the problem of fault detection and isolation by model-based diagnosis methods in the context of timed discrete event systems modeled as networks of communicating timed automata (CTA). This work is a continuation of the PhD thesis from Dr. Michal Knotek [1] , [2] . For the validation of the proposed method, Uppaal notation [3] is used to illustrate CTA, knowing that our models can easily be adapted to other timed automata tools.
Existing model-based diagnosis approaches typically fall into the following three categories. The first one is called offline diagnosis: the behaviors of the system under supervision are stored in a file which can be exploited by the diagnoser. The second called passive on-line diagnosis, the system under supervision and the diagnoser run in parallel, with the latter observing passively the behaviors progressively, see e.g. [4] . In the third called active on-line diagnosis, input test sequences for fault diagnosis are computed, so that the diagnoser may influence the choice of inputs, see e.g. [5] .
This paper uses the principle of passive on-line diagnosis where the construction of the diagnoser is made off-line.
The early work on the model-based diagnosis problem has been reported by Sampath et al. in [4] . Their untimed approach consists in transforming the DES to be diagnosed into a finite state automaton, called a diagnoser, that uses the history of events to detect the occurrence of a failure. However with the presence of real-time systems anywhere, timed DES models become essential. There has been some research on diagnosis of timed discrete event systems, we restrict our discussion to work closely related to automata, e.g. [6] - [12] .
In [6] , passive on-line diagnosis in timed discrete-event systems is performed by Zad et al., based on a framework incorporating time as an extra event, called clock tick. The authors design a diagnoser using the methodology presented in [13] for untimed cases.
In [7] , Tripakis proposes a passive on-line diagnosis to dense-time automata based on state estimation in a timed automaton with ε-transitions, its complexity to diagnose faults from an observation is exponential in the size of the plant and in the size of the observation [14] .
In [8] , a timed extension of the Sampath et al. diagnosis approach is proposed. The diagnoser is a timed automaton constructed off-line. In their approach to handle the state space problem, the authors use zone representation for partitioning the state space into a set of symbolic states (zones). However no comment were made about the synthesis of their diagnoser.
Lunze and Supavatanakul present in [9] a model-based diagnosis method of DES described by timed automata. They apply the idea of consistency-based diagnosis to timed automata.
These related works require the computation of a global model of the system (centralised approach) which is not always possible with large discrete event systems due to the state explosion problem. To handle large DES, there exist methods relying on a decentralised model [15] such as [10] , [11] . These decentralised diagnoser approaches compute a diagnosis for each component of the system (local diagnosis) and then build a diagnosis of the whole system (global diagnosis) by merging these local diagnoses.
In [12] , Lamperti and Zanella propose a diagnostic method that mixes the diagnoser approach of Sampath et al. with an extended version of the decentralised model.
The presentation of the proposed approach in this paper is structured as follows: Section II presents the main ideas of our approach and discusses the differences between our method with the existing ones. The timed automata with the necessary notation are presented in section III. In section IV, we present the diagnoser construction procedure and a case study to illustrate our method. Section V concludes the paper.
II. PROPOSITION OF A NEW METHOD FOR DIAGNOSIS OF TIMED SYSTEMS
The system to be diagnosed is described as a network of communicating timed automata composed of a controller C, a plant P, n actuators A 1 , . . . , A n and m sensors S 1 , . . . , S m . We consider only permanent faults on actuators and sensors. Our method proposes passive on-line diagnosis. The observable events are commands issued by the controller to the actuators and sensor readings. The unobservable events are actuator readings modifying the plant behavior and commands issued by the plant behavior to the sensors. The diagnoser has access to only observable events.
A first difference with the Sampath et al. approach concerns the model used to represent the system: we use communicating timed automata and we do not represent faults as unobservable events, but as particular states of the timed automata. Figure 1 shows the principle architecture of the method which is decomposed into two major steps.
The first step is the automatic construction of a timed automaton, named draft diagnoser G as follows:
• Computation of a restricted part of the composition C A • Simplification of the labelled transitions of the restricted global model: we remove guards and updates that involve unobservable events. So, the transitions of our draft diagnoser are composed of a guard: a Boolean expression on observable events (sensors values or control command for actuators) with the associated time. The second step is the construction of the diagnoser from the previous timed automaton: we "determinise" the automaton and construct if necessary new transitions for the faults isolations.
A second difference with the Sampath et al. approach relates the ability in the isolation of faults. Indeed, thanks to our diagnoser, the timing constraints taken into account, we are able to distinguish faults indistinguishable in the untimed approach. A timed automaton is described by A = (L, 0 , Sync, Clk, V, E, Init, I) where:
• L is a finite set of states of the timed automaton, called locations; 0 ∈ L is the initial location; • Sync is a set of synchronisation actions which includes actions, co-actions, and internal τ -action. An action emit over a channel a is denoted by a! and its co-action receive is denoted by a?. The τ -action is an internal action such that there is no synchronisation label; • Clk is the set of clocks;
• V is the set of integer variables;
of edges (transitions) between locations with a synchronisation action conditioned by a guard and performing a sequence of assignments. We shall write
We use B(Clk, V ) as the set of constraints allowed in guards and invariants. We use U pdates as the set of sequences of assignments of the form x 1 = e 1 , . . . , x n = e n , where x i refers to an integer variable or a clock and e j is an expression. Assignments are performed after the guard evaluation and in a sequential manner (not concurrently). On synchronising edges, the assignments on the !-side (the emitting side) are evaluated before the ?-side (the receiving side).
• Init ⊆ U pdates is a set of assignments that assign the initial values to variables; • I : L → B(Clk, V ) is function associated with each location. For each location , I( ) denotes its invariant, i.e. the timed automaton may stay in the location, as long as the invariant is satisfied.
B. Illustrative example: Batch process
We will illustrate our diagnoser construction on a simple didactic example: a small batch neutralization process. The process represents a mixture of two ingredients in one tank to obtain a final product. The tank is equipped by two level sensors L1, L2 and two input valves V 1, V 2. Filling in tank must respect the following control sequence: valve V 1 is opened, an ingredient 1 flows into tank. When the level L1 is reached, the valve V 1 is closed and V 2 is opened. After the sensor L2 indicates that level is reached, the valve V 2 is closed.
We model each equipment (valves and sensors), the control sequence and the tank's behavior as timed automata. The figures are directly exported from Uppaal. Initial locations are marked using a double circle. Edges are by convention labelled by the triplet: guard, action, and assignment in that order. The internal τ -action is indicated by an absent action-label.
1) Timed automaton for the controller:
The commands to open and close the valves are modelled as synchronisation actions OpenV 1!, CloseV 1!, OpenV 2!, CloseV 2!. The state of the levels L1 and L2 are expressed as integer variables, initialized to 0, and updated to 1 when the level is reached. Figure 2 describes the timed automaton of the controller. 
4) Timed automaton for the tank behavior:
The physical behavior of the tank is represented by an Uppaal timed automaton. First, we define its faultless behavior ( figure 5(a) ), second we extend it with faulty behavior ( figure 5(b) ). For the diagnosis purposes, it is needed that the tank model covers any possible behavior. We use two clocks, t1, t2, to observe the filling up to the level L1 and L2. Dynamics is implemented using timed transitions (guards are expressed as conditions on clocks) which observed the respective clock, e.g. from state Empty to Inter (level L1 is reached by opening the valve V 1 while the valve V 2 is still closed), the automaton reaches the state Inter in time 20. These timed transitions produce an action corresponding to the sensor reading L1, L2. For this purpose, the synchronisation action Sensor1! and Sensor2! are used. For this section, we fix a complex discrete event system M modelled as a network of communicating timed automata sharing the same sets of synchronisation actions Sync, clocks Clk, integer variables V and initial assignments Init. Our diagnoser construction procedure involves two phases. In the first phase, we construct a timed automaton named draft diagnoser G, which is the abstracted partial model of the composition of the components. In the second phase, the diagnoser D is obtained by determinisation of G.
A. Construction of the draft diagnoser
The algorithm for computing the draft diagnoser is given by Algorithm 1.
Algorithm 1 Computation of the draft diagnoser
lst trans = T ransitions( g );
5:
(lst trans Ctrl , lst trans P lant ) = P artition(lst trans); 6: {we partition the set of transitions according to the role of the controller or the plant in the transition} 7: if lst trans Ctrl = ∅ then 8: {we use a transition directed by the controller} 9: for all transition e ∈ lst trans Ctrl do 10: if e.destination ∈ L g then 11:
W aiting.push(e.destination);
12:
end if 14: if e.sync = ∅ then The interresting idea is to apply a reachability analysis on the composition C A 1 . . . A n S 1 . . . S m P and to limit the exploration of the state space by giving greater priority to controller transitions. The main data structure is a (FIFO) queue W aiting to hold the reachable states of G in postorder. To express the composition C A 1 . . . A n S 1 . . . S m P, the states of G are defined as tuples of states of the components. So, the initial state of G, . Priority given to controller transitions is expressed in lines 5-7: we partition the set of available transitions according to the role of the controller and use only these transitions, if present, for the reachability analysis. We construct an abstracted model: we do not label the transitions with unobservable events.
In lines 19 and 31, the real status of the actuators, unobservables, do not appear as guard of the building transitions. However, we use some integer variables sentactuator i to memorize the request on actuator i .
B. Construction of the diagnoser
The timed automaton obtained by Algorithm 1 can not be used as a diagnoser due to its nondeterminism. So we need a step of determinisation. Algorithm 2 presents our determinisation procedure. It is based on the subset construction method: the basic idea underlying the transformation is the use of sets of states of the Fig. 6 . Diagnoser of the batch process constructed by Algorithm 2 nondeterministic automaton as states in the corresponding equivalent deterministic automaton. The initial state of the diagnoser is formed by a singleton that contains the initial state in the draft diagnoser. As in Algorithm 1, we use a (FIFO) queue W aiting to hold the new states of the diagnoser in postorder.
Algorithm 2 Computation of the diagnoser
(states with arcs, states without arcs) = P artition( d );
5:
{we partition the set of states d according to they are or not source of transitions in G} 6: for all g ∈ states with arcs do 7:
. .} and g has some transitions in G} 8: lst trans = T ransitions( g );
9:
for all e ∈ lst trans do 10:
{e.destination is present in of another state of the diagnoser, so it is unnecessary to create a new state due to property ?? } 12: {there exists already a transition in the diagnoser starting from d with the same guard/assignment of transition e, so we complete the subset of states d with e.destination} 15:
16:
Create new state d = {e.destination};
18:
19: for all g ∈ states without arcs do 25:
. .} and g has no transition in G} 26:
else if ∃{
is satisfied in g then 29:
else 31:
Create new state
:
33: • From states without arcs (lines 24-35), we complete the set of states d computed at the previous step by using transitions with empty guard or we create new sets of states composed by a single state d = { g }. For these later states, theirs incoming transitions labelled with to be def ined must be defined manually as the negation of a Boolean formula composed by the disjunction of all the others guards starting from d .
Application to the batch process: Figure 6 shows the diagnoser: we have substituted the guard to be def ined by (t2 == 20)&&(L2 == 0). This new guard is deduced by its neighbor (t2 == 20)&&(L2 == 1).
The isolation of faults in the diagnoser is characterized by the particular labelling of faulty states: labels are composed by the name of the faulty component and its type of fault. These informations come from the labelling of states of the draft diagnoser which mention the status of each component. For example, in figure 6 , several states of the diagnoser are named with A1StuckClose, A1StuckOpen or S1StuckDown.
C. Formal verification of the diagnoser
The construction of the diagnoser without verifying its correctness is needless. We must prove that the diagnoser is correct, in the sense that it announces a fault if and only if the fault has occurred. We apply model-checking techniques [17] proposed in [18] for obtaining the formal verification of our diagnosers. Thanks to our modeling in Uppaal, we can use its model-checker. Verification compares reachable states in global model M (composed by timed automata components, M = C A 1 . . . A n S 1 . . . S m P) and diagnoser D. The fact that an actuator or a sensor contains the fault event F k corresponds to the fact that M reaches the state M.F k . In a similar way, the fault isolation F k by the diagnoser is formulated D.F k .
To verify the correctness of the diagnoser, we are taking the synchronous composition of the global model M and the diagnoser model D. We must verify: 1) that there are no missed detections. If a fault F k occurs then the diagnoser must eventually lead to state in which it is isolated. Formally, this property is expressed by the CTL formulae A (G.F k → A♦D.F k ). 2) that there are no false alarms. Every diagnoser result of fault isolation F k is caused by this fault. Hence, the property to verify is formulated as follows: A (D.F k → G.F k ).
V. CONCLUSION
This paper proposes a model-based approach to passive online fault diagnosis for timed systems. We suppose the system to be diagnosed is described as a network of communicating timed automata. Each component describes an actuator or a sensor or the control sequence or the process. We consider only permanent faults on actuators and sensors. The first contribution of this paper is the formalization of the systems that we are able to take into account. The second contribution is the definition of a diagnoser for such systems and algorithms to build it are given. Our construction method involves two steps. Firstly we build the abstracted partial model of the composition of the components, we obtain a draft version of our diagnoser: it is a nondeterministic timed automaton. So, in a second step, we determinise it to obtain the final diagnoser. Our approach has been implemented and experimented on a batch process. The diagnoser software is based on two parts: the core implemented in C++ and the graphic interface implemented in GTK+. The core implements Algorithms 1 & 2 and generates the Uppaal description of the diagnoser.
We have applied model-checking techniques for the formal verification of our diagnosers. The property to be checked expresses that the diagnoser is correct if it announces a fault if and only if the fault already exists in the system model. A perspective of this work is to extend our approach to take into account uncertainly in task durations that appear in some process, for example in manufacturing systems. Another issue not addressed in this paper is the study of the diagnosability of failures, and obtain necessary and sufficient conditions for failure diagnosability.
