Abstract. We prove an upper bound on incidences between points and lines in the plane over a field F. In particular, given n points and m lines in F 2 (where n ≤ m, and if char(F) = p > 0, then n ≤ p 4/3 ), we prove that there are at most O(n 5/7 m 16/21 + m) incidences. We use a direct approach, reminiscent of the cell-decomposition technique used to obtain the Szemerédi-Trotter bound over the reals. Our bound is established by covering the point set with grids, and then estimating the number of incidences on each grid. As an immediate corollary of this incidence bound, we present a Beck-type Theorem over F. We show that in a set of n points in F 2 , either Ω(n) points are collinear, or these points must determine Ω(n 12/11 ) lines.
Introduction
Let F be a field, and consider a set of n points P and m lines L in F 2 . The quantity I(n, m) := |{(ρ, l) ∈ P × L : ρ ∈ l}| corresponds to the number of incidences between points and lines on a plane; we investigate an upper bound. The celebrated Szemerédi-Trotter Theorem demonstrated a sharp upper bound between n points and m lines of O((nm) 2/3 + m + n) in the special case of R 2 . Indeed these techniques have generated tight incidence bounds over C 2 by Tóth [21] , matching the result over the reals. In the setting of incidences between points and hyperplanes in R d , further tight bounds also exist (e.g. [1] , [9] , [4] ) via the cell-decomposition method, in which one partitions the set of points into cells and treats the number of incidences inside each cell and on the cell-wall separately. The Szemerédi-Trotter Theorem has been applied in numerous other problems (see e.g. Dvir's exposition [7] ), and has been used as a vehicle to obtain incidences bounds between higher dimensional objects over the real or complex numbers. However, these techniques for finding incidence bounds are not applicable over general fields, due to the latter's inherent lack of order.
In finite fields, the extremal situations of either 'very small' or 'very large' point and line sets in (with respect to the characteristic of the field, p) are better understood. In the prime residue field F p , Grosu [11] achieved an optimal bound of O(N 4/3 ) if n, m ≤ N where 5N < (log 2 log 6 log 18 p) − 1. In F q , the finite extension of F p (where throughout this section, q is a power of p) , we have a result of Vinh for large point and line sets. Namely, I(n, m) ≤ 1 bound of (1 + o(1))n 4/3 . In these cases, the results of this paper are trivial; over general fields F the problem is far from solved.
Over any field F, one easily establishes a trivial incidence bound (1) I(n, m) ≤ min(nm 1/2 + m, mn 1/2 + n)
(see e.g. Corollary 5.2 of [6] ).
Bourgain, Katz and Tao [6] first proved the existence of a non-trivial incidence bound in F 2 p , namely that I(n, n) ≪ n 3/2−ǫ where n ≤ p α , ǫ = ǫ(α) > 0 where 0 < α < 2. This was a consequence of a non-trivial bound on the sum-product problem in F p . The condition on the extra variable α was later removed, and a quantitative value for ǫ was given by Helfgott and Rudnev [13] . Further improvements to ǫ appeared in the work of Jones [15] , [16] , with the best bound summarised below. In this note we improve the exponent in Theorem 1 to ǫ = 1 43 . Our bound has the further advantage of an explicit formulation of an incidence bound in terms of n and m; see the forthcoming Theorem 3.
The Szemerédi-Trotter Theorem is not the only sharp incidence bound; Guth and Katz [12] pioneered a groundbreaking incidence bound between lines in R 3 , which resulted in a solution to the Erdös distinct distance problem in the plane. This line of reasoning followed the Elekes-Sharir framework, [8] in which one deduces a distinct distances bound from an incidence bound. In this vein, it is interesting to explore further implications of Guth and Katz's bound; in particular, can incidence bounds between lines improve bounds on incidences between points and lines? The sharpness of the Szemerédi-Trotter bound renders this question nonsensical between points and lines over R (or in fact, any setting for which one has a sharp incidence bound), but over general fields this approach produces some marginal success.
Fundamental to this method is a theorem of Rudnev [18] , which uses [12] to obtain an incidence bound between points and planes in the projective space FP 3 . This bound is far weaker than the Szemerédi-Trotter bound, but nevertheless is in some sense tight. (An example of this can be found in Section 6.2 of [18] ). One could naively apply Theorem 2 to get an incidence bound between points and lines in F 2 by assuming that all points are coplanar. However, this is no better than the trivial bound (1) and so one must impose some sense of structure to yield an improvement.
Such an approach was explored in a recent work of Aksoy, Murphy, Rudnev and Shkredov [2] . The authors considered incidences between a point set P = A × B ⊆ F 2 and any m lines in the plane, whereupon they obtained a non-trivial incidence bound. (This is summarised in the forthcoming Proposition 5). We will bootstrap this bound to a general set of points in F 2 to achieve the main result of this note, Theorem 3.
Previous methods to find incidence bounds between n points and m lines in the prime residue field (with a constraint on the point set of the form n ≤ p ǫ for some positive ǫ < 1) appeal to additive combinatorics and the Balog-Szemerédi-Gowers (BSG) Theorem [10] . In a recent paper [19] , Rudnev, Shkredov and the author present a construction which replaces the traditional application of BSG by a geometric construction. Motivated by this, we ask whether one can hope to avoid the BSG theorem in the setting of incidences between points and lines in F 2 (which is used in previous proofs to yield a numerical contradiction), and instead consider the geometry within the problem. Bourgain, Katz and Tao first made the observation that if there are many incidences, a large grid-like structure must exist. Jones [16] strengthened this, by extracting large, grid-like structures from a 'regularised' set of points -ie. a set of points in which roughly the same number of lines pass through each point; this is restated here as Proposition 6. Points on these grid-like structures are a subset of a Cartesian product; by iteratively constructing such structures, we can iteratively apply the incidence bound from [2] . This technique is reminiscent of the cell decomposition method used in the proofs of Szemerédi-Trotter-type theorems over the real or complex numbers.
Our main result is the following theorem: 
By the principle of duality, an analogous bound exists with the roles of points and lines reversed. We remark that the results of this paper are trivial unless p is large, since if p = O(1) then n = O(1).
The incidence bound of Theorem 3 allows us to obtain a sharper bound for a Becktype theorem.
We say that P determines L if L is the set of all possible lines between pairs of points in P.
Beck [5] established that for any set P of n points in R 2 , one of the following must hold:
Naturally there are similar results in other settings. In F 2 p , Helfgott and Rudnev [13] established that if (i) above does not hold, then P determines Ω(n 1+1/267 ) lines, on the condition that |P| < p where P = A × A. Subsequently in F q , for |P| large enough in terms of q, optimal bounds matching that over R were established by Alon [3] and also Iosevich, Rudnev and Zhai in [14] using techniques from linear algebra.
In a later preprint, Jones [16] improved Rudnev and Helfgott's result for |P| < p, removing the Cartesian product condition, and replacing (ii) with the result that P determines Ω(|P| 1+1/109 ) lines.
Remark 2. As in Remark 1, we can improve Jones' result to an exponent of 1 + 1 53
with the improved version of his Lemma 11.
For a general field Theorem 2 also yields an improvement, but once more with the condition that the points lie on a Cartesian product. In [2] , it was shown that P = A×B ⊆ F 2 determines Ω(n 3/2 ) distinct lines between pairs of its points.
We present a more general, albeit weaker result for a point set not lying on a Cartesian product, improving [16] . This is obtained via the standard Beck argument from the incidence bound in Theorem 3. (ii) P determines Ω(n 12/11 ) lines.
In the ensuing sections we further discuss the requisite results from [2] and [16] . We then prove Theorem 3 by induction, using the grid-type argument briefly sketched above. The final section of this note proves Theorem 4.
We use the following standard asymptotic notation in this note: x ≪ y and x = O(y) denote the existence of a constant c > 0 such that x ≤ cy; x ≫ y and x = Ω(y) denote the existence of some c > 0 such that x ≥ cy. The constants may differ at each use. If x ≪ y and y ≪ x, we write x = Θ(y) or x ≈ y. We may write I(n, m) to mean the quantity I(P, L) when the structure of the point set P or line set L is not necessary in the estimate. As a convention, we will use n and m to denote the cardinalities of P and L respectively.
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2. An incidence bound for P = A × B
For points on lying on a Cartesian product, we will use the following incidence bound, which is Corollary 6 in [2] .
Lemma 5 follows from a bound on the number of collinear triples, which is a consequence of the aforementioned points-planes incidence bound, Theorem 2. The collinear triples bound is achieved via the 'image set theorem' technique, which uses Theorem 2 to estimate the number of 'collisions' between lines and points. This terminology is in line with Theorem 19 of [2] . To keep this paper somewhat self-contained, we briefly sketch the proof of Lemma 5. First we bound T (A, B) , the number of collinear triples in A × B, and then show how this results in the desired incidence bound.
Proof. An equivalent description of T (A, B) is the number of distinct triples of
′′ then there are at most 2|A| 3 |B| collinear triples, which correspond to triples on vertical and horizontal lines respectively. Note that by the collinearity condition, we cannot have, say, a = a ′ and a = a ′ . By expanding formula (2) and isolating these degenerate cases, we then have
where the a and α variables are in A, the b and β variables are in B.
We shall look at Consider planes of the form
We have |A| 3 points and |A| 3 planes. The collinearity condition of Theorem 2 is easily checked with k ≤ |A| (for details see [2] ) and so
An identical argument bounds T (B, B) and so
The latter term corresponds to triples on either horizontal or vertical lines.
To obtain the desired incidence bound on a grid, first partition the set of m lines into m 1 axis-parallel lines, and the remaining m 2 lines L (so m = m 1 + m 2 ). The m 1 axis-parallel lines support O(n) points, and thus contribute at most O(n) incidences. Consider now the set L and create subsets of lines supporting at least k points for k ≥ 3:
, we may deduce that |L k | = O(n 9/4 k −3 ). (As we have restricted L to non-vertical and non-horizontal lines only, we may safely disregard the second term of (3) in this estimate). Now order the m 2 lines in L as l 1 , . . . , l m2 so that they are non-increasing in popularity. Suppose that m ′ is the largest number such that l m ′ supports more than two points, where m ′ ≤ m 2 . A given line l x (for x ≤ m ′ ) supports k x points and so |L kx | ≥ x by our ordering and so
x 1/3 . We sum to find that the number of incidences between P and {l 1 , . . . , l m ′ } is at most
Thus, the total number of incidences between P and m lines is at most O(n 3/4 m 2/3 + m + n), where the second term bounds the number of incidences between P and lines in L with two or fewer points (ie. incidences between P and {l 1 , . . . , l m ′ −1 }).
Regularising points creates grids
In order to apply Lemma 5, we require a means to put points on a grid. This concept first arose in the original incidence bound over F p in [6] , where the authors used a projective transformation to capture a large subset of P inside a Cartesian product A × B. This idea was quantitatively refined by Jones in [16] ; if about the same number of lines pass through each point of P, then there exist two points ρ 1 , ρ 2 ∈ P with the property that we can isolate a large number of points, R, such that these points are supported on lines passing through at least one of ρ 1 or ρ 2 . Formally, we have the following: Definition 1. Let ρ ∈ P be a point in the plane. We say that the pair (P, ρ) is K-good if P is supported over at most K lines through ρ.
We are now able to state Proposition 4 of [16] . Then there exist distinct points ρ 1 , ρ 2 ∈ P , and a point-set R ⊆ P with |R| ≈
such that (R, ρ 1 ) and (R, ρ 2 ) are both c 2 K-good, and the lines supporting R are in each case elements of L.
The proof will follow from the following result, which is Lemma 8 in [16] . We denote by l ρq the line in F 2 containing the points ρ, q ∈ F 2 .
Lemma 7. Let P be a set of n points and L a set of m lines in F 2 such that between c 1 K and c 2 K lines in L pass through each ρ ∈ P, for some constants c 1 , c 2 > 0. Let P ρ := {q ∈ P : l ρq ∈ L} for fixed ρ ∈ P. Then there exists a subset P 1 ∈ P with |P 1 | ≥ c1n 4c2 such that
points in P}. We wish to obtain a lower bound on I(P, L 1 ), and to this end, we first consider I(P, L\L 1 ). Indeed,
Since I(P, L) = I(P, L 1 ) + I(P, L\L 1 ), we get the desired lower bound of
Let P 1 be the set of points in P incident to at least
lines in L 1 . Then, by a similar argument, we find the bound
As P 1 ⊆ P, every point in P 1 is incident to at most c 2 K lines in L 1 ⊆ L, and so I(P 1 , L 1 ) ≤ c 2 K|P 1 |. By combining these estimates on I(P 1 , L 1 ), we find that
Moreover, each ρ ∈ P 1 is incident to at least c1K 4 lines in L 1 , and each l ∈ L 1 is incident to at least c1Kn 2m points in P. Hence, as all lines of the form l ρq ∈ L (for fixed ρ ∈ P and any q ∈ P) all intersect only once (at the point ρ), we know that
where the final term accounts for the point ρ ∈ P ρ .
3.1. Proof of Proposition 6. By Lemma 7 we can find a set P 1 ⊆ P with |P 1 | ≥ c1n 4c2 , and we can choose a ρ 1 ∈ P 1 such that
The roles of c 3 and c 4 in the statement of the proposition are such that |P ρ1 | is suitably large for the subsequent constructions to exist. We apply Lemma 7 once more to P ρ1 and L, noting that by construction of P ρ1 , each ρ ∈ P ρ1 is incident to between c1K 4 and c 2 K lines in L. So we find a subset P 2 ⊆ P ρ1 and a ρ 2 ∈ P 2 such that
Note that points in P ρ1 are on lines in L incident to ρ 1 . As ρ 1 is incident to at most c 2 K lines, the pairs (P ρ1 , ρ 1 ) and (P ρ2 , ρ 2 ) are c 2 K-good. Finally, the points set R is chosen as a suitably large subset of P ρ1 ∩ P ρ2 . As P ρ2 ⊆ P ρ1 , and P ρ2 K 4 n m 2 , we can choose R to be of the desired order of magnitude |R| ≈ K 4 n m 2 . This concludes the proof.
Proof of Theorem 3
Proof. We will prove that there exists a positive constant C, independent of n and m such that
We proceed by induction on n and suppose m ≥ 1 is fixed.
If n ≤ 128m 11/12 , we use the trivial estimate, formula (1). We have
The theorem is satisfied by choosing C ≥ 4.
We will now assume that n > 128m 11/12 and that for all n ′ satisfying 128m 11/12 < n ′ < n we have
Let I := I(n, m); suppose that I = Cm 16/21 n 5/7 . A contradiction will arise by finding an upper bound on C (independent of n and m), showing that C cannot grow with n. Throughout this section, constants arising within the notation ≫, Ω etc. are independent of C, n and m. We introduce two subsets of P: n lines through ρ} .
We remark that the constants 128 and 8 above are chosen for ease of comprehension and unlikely to be optimal in finding the best value of C. A reader uncomfortable with this may wish to replace these numbers by unknown constants.
One can think of D as points with a dearth of incidences, and E as the set points with an excess of incidences.
It is evident that D contributes at most I 8 incidences to I. Similarly, we obtain the estimate I ≥ I(E, L) ≥ 128I|E|/n and so |E| ≤ n/128. By our inductive hypothesis above, we may then conclude that I(E, L) < Cm 16/21 n 128 5/7 . So E contributes at most I 32 incidences to I. Let A = P\(E ∪ D) be the remaining points (those through which an 'average' number of lines pass). From the previous discussion, we know that points in A contribute at least .
A contradiction arises as this quantity is too small. Henceforth we assume that |A| > and so we are done.
In the following we shall assume that nK 2 > 8km and so |A|K 2 > km. We thus satisfy the conditions of Proposition 6, and so we can construct subsets as follows. Let A 1 := A. We construct a decreasing sequence A 1 ⊇ A 2 ⊇ · · · ⊇ A s+1 by defining A i+1 = A i \R i for i = 1, . . . , s. The R i are chosen as in Proposition 6; we construct R i ⊆ A i with |R i | ≈
such that there exist distinct points ρ i1 , ρ i2 ∈ A i such that (R i , ρ i1 ) and (R i , ρ i2 ) are both 128K-good, and the lines supporting R i are in each case elements of L. We terminate this process when |A s+1 | ≤ n 8 . At the point of termination, we may apply the inductive assumption to bound I(A s+1 , L) < Cm 16/21 n 5/7 8 −5/7 . We round for convenience and summarise that A s+1 contributes at most I 4 incidences to I, and so the subsets R 1 , . . . , R s contribute at least 19I 32 incidences. As the R i are disjoint by construction, we may bound s min |R i | ≤ n where the minimum is taken over i = 1, . . . , s. This algorithmic process terminates after at most s ≪ n min |Ri| ≪ m 2 K 4 steps. We will now place the subsets of points R 1 , . . . , R s on grids in order to apply Lemma 5.
Consider a set R i and the associated points ρ i1 , ρ i2 ∈ P as in Proposition 6. Let τ i be a projective transformation sending ρ i1 and ρ i2 to the line at infinity such that lines through τ (ρ i1 ) are parallel to the vertical axis and lines through τ (ρ i2 ) are parallel to the horizontal axis.
As projective transformations preserve incidences, G i is supported on K horizontal lines and K vertical lines. It is now clear that G i is on a grid say
, we can apply Lemma 5 to obtain the following incidence bound:
Thus 27 32
and so
We will now evaluate what happens depending on which of the four terms on the right hand side of (4) , where the implied constant arises from the bound on s, the constants in the definition of K, Lemma 5 and Proposition 6. Hence we have a uniform bound 4 ≤ C ≪ 1, independent of n and m. This concludes the proof of Theorem 3.
Proof of Theorem 4
Proof. Let L be the set of m lines determined by P and partition L into ⌊log 2 n⌋ sets L j ⊆ L such that
We then partition the collection {L j : j = 1, . . . , ⌊log 2 n⌋} into two sets L large = {L j : |L j | > n} and L small = {L j : |L j | ≤ n} .
We obtain estimates on the size of L j from Theorem 3. We treat L j ∈ L large and L j ∈ L small differently because of the n ≤ m constraint in Theorem 3; for L small , we use the dual version of Theorem 3, in which the roles of points and lines are reversed.
Each line contains Θ(2 j ) pairs of points, so
• for L j ∈ L large , L j contains O(n 3 2 −11j/5 ) pairs of points;
• for L j ∈ L small , L j contains O(n2 j + n 8/3 2 −3j/2 ) pairs of points. Thus, the remaining Ω( We conclude this note by remarking that the exponent of 12/11 in Theorem 4 arises from comparing the trivial estimate with the nontrivial estimate in Theorem 3 (ie. n √ m ≈ n 5/7 m 16/21 ).
