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Des spe´cificite´s de l’approche baye´sienne
et de ses justifications en statistique
infe´rentielle∗
Christian P. Robert
Re´sume´: This book chapter (written in French) is a review of the foun-
dations of the Bayesian approach to statistical inference, relating to its
historical roots and some philosophical arguments, as well as a short pre-
sentation of its practical implementation.
Ce chapitre d’un ouvrage de philosophie des sciences portant sur les
me´thodes baye´siennes, a` paraˆıtre aux e´ditions Mate´riologiques, vise a` don-
ner les fondements de l’approche baye´sienne en statistique infe´rentielle, ses
racines historiques et ses justifications philosophiques, ainsi qu’a` pre´senter
des illustrations de sa mise en œuvre pratique.
Keywords and phrases: infe´rence baye´sienne, statistique infe´rentielle,
loi a priori, probabilite´s inverses, subjectivite´.
1. Introduction
La statistique baye´sienne est une approche spe´cifique de la statistique infe´ren-
tielle qui propose une re´ponse a` la fois unitaire et globale au proble`me infe´rentiel,
dans le cadre parame´trique comme dans le cadre non-parame´trique. Elle se dis-
tingue des approches dites “classiques” par la construction et l’utilisation d’une
loi de probabilite´ sur l’ensemble des notions pouvant faire l’objet d’une infe´rence.
On peut le´gitimement se demander pourquoi la distinction entre cette approche
baye´sienne et les me´thodologies (plus) classiques est ne´cessaire–et pourquoi elle
n’est pas “classique”–, d’autant qu’elle s’accompagne de de´bats philosophiques
particulie`rement virulents et de positions militantes pouvant parfois e´voquer des
de´rives sectaires, attitudes qui ne se retrouvent pas dans les autres approches
de la statistique infe´rentielle.
Le principe de l’infe´rence baye´sienne se re´sume assez simplement : e´tant
donne´ un mode`le statistique, l’ensemble des constituants (parame`tres et/ou
fonctions) inconnus de ce mode`le est traite´ comme une variable ale´atoire—
potentiellement de dimension infinie—, donc munie d’une loi de probabilite´,
et l’ensemble des re´ponses infe´rentielles se fonde sur la loi de cette variable
ale´atoire, conditionnellement aux donne´es. Ce qui fait la beaute´ de cette ap-
proche et explique en partie son attractivite´ est que la de´marche infe´rentielle
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est alors quasi-automatique, e´tant donne´ cette loi et une mesure des perfor-
mances des proce´dures dite fonction de couˆt. Dans les approches alternatives,
la seule variable ale´atoire est celle correspondant aux donne´es et la contruction
des proce´dures infe´rentielles est ge´ne´ralement ouverte (entre estimateurs des
moments, du maximum de vraisemblance, etc.) La contrepartie a` ce caracte`re
automatique, que certains pourraient qualifier de beaute´ ve´ne´neuse !, est que la
mode´lisation des inconnues en variable ale´atoire exige un choix de loi de pro-
babilite´, choix subjectif ope´re´ par le statisticien baye´sien car ne reposant pas
directement sur l’observation. Cet aspect de l’approche baye´sienne concentre
la majorite´ des critiques de la communaute´ statistique, une critique secondaire
(et plus re´pandue dans la communaute´ du machine learning) e´tant l’obliga-
tion faite au statisticien de construire inte´gralement le mode`le statistique sur
les donne´es, ce qui empeˆcherait le traitement de structures complexes et/ou de
grandes tailles.
Ce chapitre pre´sente brie`vement le de´veloppement historique de l’approche
baye´sienne, depuis Bayes et Laplace jusqu’a` nos jours, ainsi que les motiva-
tions philosophiques et me´thodologiques qui la sous-tendent. La seconde partie
pre´sente quelques e´le´ments de mise en œuvre au travers d’exemples simples.
Nous dirigeons le lecteur vers Robert (2005) pour une couverture plus comple`te
(en franc¸ais) de cette me´thodologie spe´cifique, de nombreux autres ouvrages
e´tant disponibles en anglais.
Quelques avertissements au lecteur sont de mise quant au contenu de ce cha-
pitre : ne pouvant y de´finir correctement les concepts de probabilite´ ne´cessaires,
je suppose que les lecteurs sont suffisamment familiers avec ceux-ci, a` un niveau
de fin de Licence (3ie`me anne´e d’universite´), pour manipuler les concepts de
probabilite´ conditionnelles. Par ailleurs, ces meˆmes lecteurs devront se re´fe´rer
a` leur source favorite en ce qui concerne les distributions usuelles (Wikipe´dia,
bien suˆr, ou l’annexe de Robert, 2005).
2. Un peu d’histoire sur le de´veloppement du raisonnement
baye´sien, des origines a` la quasi-extinction post-kolmogorienne,
et au renouvellement mode´lisateur
2.1. Des probabilite´s inverses comme de´finition de la statistique
Le concept de “statistique baye´sienne” part du ne´ologisme “baye´sien”, tire´
du nom de Thomas Bayes, 1 qui introduisit le the´ore`me qui porte a` pre´sent son
nom dans un article posthume de 1763, il y a 250 ans. Ce the´ore`me exprime
une probabilite´ conditionnelle en termes de la probabilite´ conditionnelle inverse
1. Thomas Bayes (1702 ?-1761) e´tait un preˆtre presbyte´rien non-conformiste, membre de
la Royal Society, qui publia a` titre posthume un Essay towards solving a Problem in the
Doctrine of Chances. On connaˆıt tre`s peu de de´tails sur sa vie et le seul portrait de lui dont
on dispose demeure incertain. Voir McGrayne (2011) pour une introduction et Dale (1999)
pour une e´tude plus profonde sur les contributions de Bayes a` la the´orie qui porte a` pre´sent
son nom.
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ponde´re´e par les probabilite´s marginales,
P (A|B) = P (B|A)P (A)
P (B)
,
ce qui a valu a` la statistique (alors uniquement envisage´e sous cet angle baye´sien)
d’eˆtre appele´e “probabilite´s inverses” pendant plus d’un sie`cle, de Laplace (1812)
a` Keynes (1920), avant que Fisher 2 n’introduise le terme “baye´sien” (Fienberg,
2006). 3 Bien que la formule (ou the´ore`me) de Bayes soit une conse´quence directe
de la de´finition des probabilite´s (et densite´s) conditionnelles, son application a`
des proble´matiques statistiques, ou` une observation x de´pend d’un parame`tre
inconnu θ est effectivement approprie´e, au sens ou` le contexte inverse ce qui
est connu et ce qui est inconnu. Effectuer l’inversion pour obtenir l’information
contenue dans x a` propos de θ conduit a` de´finir la loi a posteriori, loi condition-
nelle de θ sachant x.
2.2. Des notions d’a priori et d’a posteriori, et sur l’illusion des
parame`tres ale´atoires
Pour que la loi a posteriori soit de´finie, le mode`le doit non seulement com-
prendre une loi des observations, de densite´ f(x; θ) ou f(x|θ) mais e´galement
une loi de probabilite´ sur le parame`tre θ, de densite´ π(θ) et appele´e loi a priori.
Dans ce cas, la loi a posteriori s’obtient par la formule de Bayes,
π(θ|x) = f(x|θ)π(θ)∫
Θ
f(x|θ)π(θ) dθ .
Cette formule, pre´sente dans l’essai de Thomas Bayes de 1763, est la version
ge´ne´rale du the´ore`me d’inversion ci-dessus. Le de´nominateur de la fraction est
a` la fois la densite´ marginale associe´e a` l’observation x et la constante de nor-
malisation permettant de transformer le nume´rateur en densite´ de probabilite´.
Dans ce contexte, ou` θ est traite´ comme une variable ale´atoire, la loi des obser-
vations apparaˆıt comme une loi conditionnelle a` la valeur du parame`tre, plutoˆt
que comme une loi indice´e par θ comme dans l’approche classique.
Cette distinction entre parame`tre inconnu (mais fixe) et parame`tre ale´atoire
peut a` la fois paraˆıtre fondamentale et sembler condamner l’approche baye´sienne
comme inapproprie´e vis-a`-vis de la compre´hension moderne—e´labore´e par Kol-
mogorov et ses successeurs—de la notion de probabilite´. La distinction faite
2. Ronald Fisher, statisticien et ge´ne´ticien anglais, est a` l’origine de la notion de vraisem-
blance. Fe´roce critique des approches alternatives a` la sienne, et en particulier de la perspective
baye´sienne, il proposa a` la fin de sa carrie`re la notion de statistique fiducie`re qui, s’appuyant
sur des quantite´s pivotales, ressemblait formellement a` une mode´lisation baye´sienne non-
informative.
3. Pierre Simon de Laplace a contribue´ a` formaliser et a` ge´ne´raliser la mise en œuvre des
probabilite´s inverses, bien plus que Thomas Bayes. Cette approche aurait donc me´rite´ de
s’appeler laplacienne plutoˆt que baye´sienne. Notons e´galement que, si Keynes a e´te´ forme´ a`
la statistique suivant des principes baye´siens, il re´dige son traite´ de 1921 dans un esprit assez
critique, sans pour autant proposer une alternative constructive (Robert, 2011).
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entre probabilite´ comme stabilisation des fre´quences (loi des grands nombres)
et probabilite´ comme quantification d’un degre´ d’incertitude met en lumie`re
l’impre´cision et la subjectivite´ lie´es a` la seconde approche. C’est certainement
la perspective qu’adopta Fisher tre`s rapidement dans sa carrie`re et la raison de
sa querelle avec Jeffreys au cours des anne´es 1930 (Robert et al., 2009). Bien
que fonde´e elle aussi sur la notion de vraisemblance,
ℓ(θ|x) = f(x|θ) ,
qui refle`te e´galement un principe d’inversion, l’approche de Fisher refuse l’in-
terpre´tation de f(x|θ) comme densite´ conditionnelle et la probabilisation de
θ. Il est cependant abusif de faire de cet aspect de l’analyse baye´sienne autre
chose qu’une source de discussion philosophique. En effet, le passage de la no-
tion de parame`tre inconnu a` la notion de parame`tre ale´atoire est incompatible
avec la plupart des expe´riences en particulier dans les sciences physiques. La
mode´lisation statistique suppose au contraire l’existence d’un parame`tre fixe
θ, sur lequel elle vise a` obtenir une information aussi pre´cise que possible. La
constante de Hubble, la vitesse de la lumie`re, le coefficient de diffraction d’un
prisme sont autant d’exemples ou` le concept d’ale´a sur le parame`tre ne fait
pas sens. Cependant, ce que propose l’approche baye´sienne se situe a` un autre
niveau se´mantique qui ne remet pas en cause cette mode´lisation de la re´alite´.
La loi a posteriori est utilise´e comme un nouvel (et efficace) outil de re´sume´
de l’information disponible sur θ, sans remettre en cause l’existence de ce pa-
rame`tre inconnu et non ale´atoire. En d’autres termes, la loi a posteriori est un
outil de repre´sentation de l’information disponible sur θ une fois les observations
obtenues, elle refle`te l’incertitude inhe´rente aux donne´es et a` l’expe´rimentateur
plutoˆt qu’un ale´a physique sur ce parame`tre.
Cette distinction entre outil de repre´sentation et ve´ritable ale´a a cependant
presque cause´ l’extinction de´finitive de l’approche baye´sienne lorsque, au tour-
nant du sie`cle, et comme dans de nombreuses autres branches des mathe´matiques,
Kolmogorov et ses colle`gues probabilistes ont formalise´ la the´orie des probabi-
lite´s. Il devenait alors difficile de donner un sens mathe´matique a` la loi a priori
si elle ne correspond pas a` un ve´ritable phe´nome`ne ale´atoire mais plutoˆt a` une
traduction de ce que l’expe´rimentateur est preˆt a` parier sur les valeurs possibles
du parame`tre. 4
Cet aspect subjectif de la loi a priori, re´sultant du choix de l’expe´rimentateur,
peut apparaˆıtre comme un e´le´me´nt re´ducteur de la perspective baye´sienne, mais
il permet de refle´ter les informations (et leur degre´ d’impre´cision) dont dispose
cet expe´rimentateur et donc conduit a` une infe´rence plus pre´cise et plus riche,
de ce fait. Que deux expe´rimentateurs adoptent deux lois a priori diffe´rentes
ne devrait pas plus porter a` critique que le fait que deux expe´riences (donc
deux se´ries d’observations diffe´rentes) conduisent a` des fonctions de vraisem-
blance diffe´rentes. Ni que deux statisticiens “classiques” choisissent l’une un
estimateur du maximum de vraisemblance et l’autre un estimateur des mo-
ments. Il est fondamental d’observer que l’approche baye´sienne ne dispose pas
4. C’est l’argument du Dutch Book, voir Berger (1985).
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d’une seule loi a priori, une sorte de Graal qu’il conviendrait d’obtenir apre`s de
longues recherches ! Cette vision, souvent observe´e dans la litte´rature applique´e,
est du meˆme ordre que celle qui attribue au parame`tre θ un ve´ritable caracte`re
ale´atoire. (Bien entendu, dans certains contextes comme ceux des mode`les a` ef-
fets ale´atoires ou de la pre´vision, certaines composantes de θ sont effectivement
conside´re´es comme ale´atoires, mais elles le sont aussi dans l’approche classique
de ces mode`les.) Dans l’approche baye´sienne, comme dans dans la plupart des
autres e´coles de statistique, parler de la “vraie” valeur du parame`tre fait sens.
Comme nous le verrons dans les sections suivantes, disposer d’une loi a pos-
teriori permet de construire des proce´dures infe´rentielles (tests, intervalles de
confiance, densite´s pre´dictives) de la manie`re la plus naturelle possible, ce qui
explique entre autres la persistance de cette approche, contre vents et mare´es
(McGrayne, 2011), depuis 250 ans.
2.3. Une justification par le principe de vraisemblance
Tandis que la vision de Fisher, fonde´e sur la vraisemblance, n’admet pas une
extension vers une mode´lisation baye´sienne, il existe un principe de vraisem-
blance, formalise´ par Birnbaum (1962), dont de´coule comme imple´mentation
premie`re la me´thodologie baye´sienne. Bien que ce principe soit re´gulie`rement
remis en cause (Mayo, 2010), il sous-tend suffisamment cette approche pour que
nous le rappelions brie`vement ici.
Le principe de vraisemblance impose a` l’expe´rimentateur confronte´ a` deux
se´ries d’observations x1 et x2 portant sur le meˆme parame`tre θ ayant des fonc-
tions de vraisemblance proportionnelles, donc telles que, pour tout θ,
ℓ(θ|x1) ∝ ℓ(θ|x2) ,
de conduire a` la meˆme infe´rence sur ce parame`tre θ. C’est naturellement le cas si
l’expe´rimentateur adopte une de´marche baye´sienne puisque les lois a posteriori
sont alors identiques. Il en va de meˆme pour l’estimation par maximum de
vraisemblance. L’intuition derrie`re le principe est que l’information apporte´e par
les deux e´chantillons sur le parame`tre θ est la meˆme. Cette situation de fonctions
de vraisemblance proportionnelles se produit par exemple lorsqu’on compare
un e´chantillonnage binomial, m ∼ Bin(n, p), a` un e´chantillonnage binomial
ne´gatif, n ∼ N eg(m, p), ce qui correspond a` un sondage avec un nombre fixe
de personnes interroge´es contre un sondage avec un nombre fixe de personnes
avec une re´ponse donne´e. Le nombre d’essais total n et le nombre de succe`s m
sont les meˆmes, mais l’ale´a portant sur deux parties diffe´rentes, les fonctions de
vraisemblance sont proportionnelles,
ℓ1(p|n) =
(
n
m
)
pm(1− p)nm
∝
(
n− 1
m− 1
)
pm(1− p)nm = ℓ2(p|m) .
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Bien que cet exemple puisse paraˆıtre tre`s artificiel, il sous-tend la classe des
proble`mes de re´gles d’arreˆt, ou` un e´chantillon (x1, . . . , xn) est de taille n ale´atoire,
la loi de n ne de´pendant pas du parame`tre θ. Une infe´rence distinguant un
e´chantillon (x1, . . . , xn) iid
5 d’un e´chantillon (x1, . . . , xn) produit par une re`gle
d’arreˆt contredit le principe de vraisemblance. Plus ge´ne´ralement, des me´thodologies
fonde´es sur des proprie´te´s fre´quentistes comme les p-values ne s’accordent pas
avec ce principe.
Birnbaum (1962) a de´montre´ que le principe de vraisemblance de´coulait logi-
quement de la conjonction de deux autres principes, le principe de conditionalite´
et le principe d’exhaustivite´, a` savoir que, (i) si deux expe´riences sont possibles
pour mesurer θ et que l’une est choisie au hasard, seule compte l’expe´rience ef-
fectivement re´alise´e, et que (ii) l’infe´rence ne doit de´pendre des donne´es que via
des statistiques exhaustives. 6 Comme le discutent Berger and Wolpert (1988),
la mise en œuvre du principe de vraisemblance conduit naturellement a` une
construction baye´sienne (qui ne de´pend effectivement que de la fonction de vrai-
semblance), meˆme s’il existe des me´thodologies alternatives (comme le test du
rapport de vraisemblance) respectant le principe de vraisemblance et couvrant
certains aspects de l’infe´rence.
3. Sur la construction des lois a priori, sur leur calibration et des
re´ponses aux critiques affe´rentes
Comme signale´ ci-dessus, la loi a priori est choisie par l’expe´rimentateur et
te´moigne a` un degre´ ou un autre d’un choix (comme peut l’eˆtre la se´lection de
la proce´dure infe´rentielle voire de la loi des observations). Ces lois sont souvent
choisies dans des classes de lois standard pour faciliter leur utilisation, meˆme
apre`s l’ave´nement de techniques de simulation plus puissantes. L’impact de ce
choix sur la re´ponse infe´rentielle est non-nulle, meˆme s’il disparaˆıt a` mesure
que la taille de l’e´chantillon grandit, du fait de la consistance–convergence de
l’estimation vers la vraie valeur du parame`tre quand la taille de l’e´chantillon
tend vers l’infini–de l’approche baye´sienne dans un grand nombre de situations.
Il peut eˆtre e´value´ de manie`re analytique ou nume´rique, mais aussi compare´
a` des solutions dites de re´fe´rence (Jeffreys, 1939; Berger and Bernardo, 1992),
de´crites ci-dessous.
3.1. Des lois conjugue´es comme e´le´ments de base de la mode´lisation
a priori
Dans le cadre de lois d’observations standard comme la loi normale, il existe
des familles de lois a priori facilitant le calcul de la loi a posteriori. Bien que
leur motivation soit surtout fonde´e sur le fait qu’elles simplifient de la de´rivation
5. Abre´viation de inde´pendants et identiquement distribue´s.
6. La re´futation de cette de´monstration par Mayo (2010) semble de´couler d’une de´finition
tautologique de la notion d’infe´rence.
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de la loi a posteriori (plutoˆt que sur une caracte´ristique particulie`re de l’infor-
mation a priori), elles n’en constituent pas moins un e´le´ment de base dans la
construction effective de lois a priori plus personnelles. Par ailleurs, et d’un point
de vue beaucoup plus pratique elles sont l’e´le´ment constitutif du logiciel BUGS
(Lunn et al., 2000, 2010), principal outil de l’analyse baye´sienne de donne´es car
ces lois conjugue´es permettent au logiciel de construire automatiquement l’algo-
rithme correspondant de Monte Carlo par e´chantillonnage de Gibbs. 7 Ces lois
sont dites conjugue´es (a` une famille de fonctions de vraisemblance).
Les lois conjugue´es sont intrinse´quement associe´es aux lois de familles expo-
nentielles :
f(x|θ) = h(x) exp{θ · R(x)− ψ(θ)} ,
ou` θ est un parame`tre de dimension d et R une fonction a` valeurs dans Rd, ψ(θ)
permettant la normalisation de la densite´ de probabilite´. Ainsi, ces densite´s sont
associe´es aux lois a priori de la forme
π(θ) ∝ exp{θ · ρ− λψ(θ)} ,
ou` λ > 0 et ρ ∈ Rd sont contraints par l’inte´grabilite´ de la fonction, puisque
π(θ|x) ∝ exp{θ · [ρ+R(x)]− [λ+ 1]ψ(θ)} .
La loi a posteriori est donc de´finie par un changement de parame`tres, de λ a`
λ+ 1, et de ρ a` ρ+R(x).
Un point crucial est que ces lois conjugue´ees ne peuvent exister que pour
les vraisemblances de´coulant des familles exponentielles, en vertu du Lemme
de Pitman-Koopman sur l’existence de statistiques exhaustives (trop technique
pour eˆtre de´taille´ ici, voir par exemple Robert, 2005). Elles sont cependant
disponibles pour un grand nombre de lois classiques, comme la loi normale
a` un ou deux parame`tres, les lois binomiale, binomiale ne´gative, de Poisson,
gamma a` un ou deux parame`tres, Dirichlet, de Wishart... Par exemple, pour
des observations x1, . . . , xn normales de loi N (θ, σ2), ou` σ est connu, la loi
conjugue´e est aussi normale θ ∼ N (µ, τ2). En effet, la loi de θ a posteriori est
la loi normale
θ|x1, . . . , xn ∼ N ({τ−2 + nσ−2}−1{τ−2µ+ nσ−2x¯n}, {τ−2 + nσ−2}−1) .
Les lois conjugue´es ayant une forme impose´e par la loi des observations, elles
ne sont pas a` meˆme de refle´ter toute sorte d’information a priori, tout en de-
mandant la spe´cification des hyperparame`tres λ et ρ. Une extension efficace
et robuste de ces lois est fournie par les me´langes, discrets ou continus, obte-
nus par l’introduction de lois sur les parame`tres λ et ρ, en particulier parce
qu’elles autorisent a` leur tour des imple´mentations par l’algorithme de Gibbs
(Diaconis and Ylvisaker, 1979).
7. Nous rappelons d’une part que BUGS signifie Bayesian analysis Using Gibbs Sam-
pling et d’autre part que le physicien Josiah Willard Gibbs n’a rien a` voir avec les algo-
rithmes de simulation conditionnelle qui portent a` pre´sent son nom. Ces algorithmes ont
simplement e´te´ utilise´s pour la premie`re fois sur des champs de Gibbs (Geman and Geman,
1984). Ils constituent un exemple d’algorithmes de Monte Carlo par chaˆınes de Markov et ont
e´norme´ment contribue´ a` l’explosion des applications baye´siennes au de´but des anne´es 1990
(Robert and Casella, 2004).
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3.2. Sur les lois de Jeffreys et de l’impossibilite´ de trouver la loi la
moins informative
Dans une situation ou` l’information a priori n’est pas disponible, et ou` l’expe´-
rimentateur renacle a` faire un choix, il est tentant de chercher a` proposer une
loi refle´tant ce manque d’information. He´las (ou pas !), il n’existe pas de loi “la
moins informative” et on peut seulement, au mieux, de´finir une proce´dure auto-
matique de construction d’une loi a priori de re´fe´rence, a` l’aune de laquelle les
lois a priori subjectives peuvent eˆtre e´value´es. Il s’agit donc d’une convention et
non d’une optimalite´ quelconque au titre de la faible information a priori. Meˆme
si ces lois de re´fe´rence sont souvent appele´es non-informatives, elles contiennent
ne´anmoins des informations sur le parame`tre et ne peuvent pre´tendre repre´senter
une comple`te ignorance (Kass and Wasserman, 1996).
Une illustration de cette impossibilite´ est fournie par le principe de la raison
insuffisante de Laplace (1812) : par extension du cas d’un ensemble fini de
parame`tres, Laplace propose d’utiliser une loi uniforme dans toute situation non-
informative. Si l’espace des parame`tres n’est pas compact, cela exige l’emploi
d’une mesure de Lebesgue en lieu et place d’une loi de probabilite´, ce qui ne
pose pas proble`me en soi du moment que la loi a posteriori est de´finie, et surtout
la solution de´pend de la parame´trisation adopte´e, puisque la loi uniforme ne
“re´siste” pas a` un changement de variable. Bien que cette solution reste celle
adopte´e tout au long du 19ie`me sie`cle, elle cristallise les critiques naissantes sur
le paradigme baye´sien.
Il faut en fait attendre les anne´es 1930 et Harold Jeffreys 8 pour voir ap-
paraˆıtre une perspective globale sur le choix des lois de re´fe´rence. Ironiquement,
cette solution emprunte a` Fisher en ce qu’elle est fonde´e sur l’information du
meˆme nom. Si l’information de Fisher 9 associe´e a` un mode`le est de´finie par
I(θ) = Eθ
[
∂ℓ
∂θt
∂ℓ
∂θ
]
la loi de Jeffreys associe´e est donne´e par
π∗(θ) ∝ |I(θ)|1/2
soit donc la racine du de´terminant de l’information. Plusieurs remarques sont
de mise :
1. la solution de Jeffreys est invariante par changement de parame´trisation
du mode`le, graˆce a` la formule du jacobien ;
8. Harold Jeffreys fut a` la fois mathe´maticien, statisticien, ge´ophysicien et astronome.
Son livre, Theory of Probability, demeure une re´fe´rence sur la formalisation de l’approche
baye´sienne, e´crite a` une e´poque ou` celle-ci n’e´tait plus si populaire, meˆme si certains aspects
du livre sont criticables sur le plan mathe´matique (Robert et al., 2009).
9. Cette matrice indexe´e par le parame`tre mesure le pouvoir des donne´es a` discriminer
entre deux valeurs du parame`tre. Elle donne une repre´sentation de la courbure de la surface
de vraisemblance et apparaˆıt via son inverse dans la variance asymptotique des estimateurs
standard.
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2. la loi est directement de´pendante de l’information, ce qui signifie que
les re´gions ou` l’information est plus importante sont privile´gie´es, car les
donne´es y sont plus discriminantes ;
3. cette construction est en ge´ne´ral compatibles avec l’utilisation de lois in-
variantes sous l’action d’un groupe (comme celui des translations), les
mesures de Haar ;
4. cette construction ne garantit en rien l’inte´grabilite´ de π∗, ce qui signifie
que les lois de Jeffreys seront souvent des mesures ;
5. les lois de Jeffreys de´pendent de l’inte´gralite´ de la loi des observations,
donc ne respectent pas le principe de vraisemblance.
Une illustration de ce dernier point est fournie par l’opposition entre la loi bino-
miale, B(n, θ) pour qui la loi de Jeffreys est la loi Be(1/2, 1/2), et la loi binomiale
ne´gative, N eg(x, θ), pour qui la loi de Jeffreys est la mesure (impropre, c’est a`
dire ne pouvant eˆtre normalise´e en une loi de probabilite´) de densite´ 1/θ
√
1− θ.
Comme cette construction universelle de lois de re´fe´rence peut donner nais-
sance a` des “monstres”, par exemple dans le cas de l’estimation de ||θ||2 quand
x ∼ N (θ, Ip) et p grand, il existe des de´terminations de lois de re´fe´rence
qui distinguent entre parame`tres d’inteˆret et parame`tres de nuisance avant de
construire des lois de Jeffreys conditionnelles et marginales sur les deux groupes.
Nous renvoyons le lecteur a` Berger and Bernardo (1992) et Bernardo and Smith
(1994) pour des entre´es sur cette extension qui demeure peu utilise´e a` ce jour.
Voir aussi Kass and Wasserman (1996) pour une revue de certains principes de
de´termination des lois “non-informatives”. En lien avec ces principes, insistons
une nouvelle fois sur le fait que, de meˆme qu’il n’existe pas “une” loi a priori
unique qu’il faudrait de´couvrir, il n’existe pas non plus “une” seule loi a priori
non-informative. Il s’agit bien de poser une re´fe´rence, qui peut servir a` la fois a`
analyser des proble`mes sans information visible et a` comparer diffe´rentes lois a
priori, si besoin. (Cette re´fe´rence se trouve faire de´faut dans le cadre des tests,
a` moins d’accepter quelques compromis avec le paradigme baye´sien, Robert,
2005.)
3.3. Sur l’utilisation de lois en dimension infinie et de l’apparition
de restaurants ethniques
Nous avons mentionne´ dans l’Introduction que l’approche baye´sienne permet-
tait e´galement de traiter de proble`mes dans un cadre non-parame´trique. Cela
signifie par exemple que, a` partir d’un e´chantillon iid x1, . . . , xn de loi incon-
nue 10 F , une loi a posteriori peut eˆtre construite sur F . Les lois a priori qui
sous-tendent ces constructions sont donc des lois sur des espaces de fonctions
comme l’ensemble des densite´s de probabilite´. Par exemple, la loi de Dirichlet
fonctionnelle, Dir(α,G0), est de´finie a` partir d’un coefficient de pre´cision α > 0
10. Notons que cette hypothe`se est peu restrictive en ce qu’elle correspond in fine a` celle
d’e´changeabilite´ sur la loi du n-uplet, suivant la repre´sentation de Bruno de Finetti. Voir par
exemple Bernardo and Smith (1994).
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et d’une moyenne a priori G0, loi de probabilite´. Cette loi (Ferguson, 1974)
ge´ne´ralise la loi de Dirichlet sur le simplexe Dird(β1, . . . , βd) au sens ou`, pour
toute partition {A1, . . . , Ad} de l’espace des observations, si G ∼ Dir(α,G0),
alors
(F (A1), . . . , F (Ad)) ∼ Dird(αG0(A1), . . . , αG0(Ad)) .
La loi a posteriori correspondante est conjugue´e,
F |x1, . . . , xn ∼ Dir(α + n,G0 + Fˆn) ,
ou` Fˆn de´note la distribution empirique associe´e a` l’e´chantillon x1, . . . , xn, ce qui
signifie que la variable ale´atoire n’est pas absolument continue par rapport a` la
mesure de Lebesgue, meˆme si G0 l’est. En particulier, si F ∼ D(α,G0), la loi
conditionnelle de x1 sachant (x2, . . . , xn) est de la forme
α
α+ n− 1F0 +
1
α+ n− 1
n∑
i=2
δxi .
L’e´valuation comple`te de la loi a posteriori de F exige l’emploi d’outils de si-
mulation qui ne seront pas aborde´s ici (voir par exemple Holmes et al., 2002 et
Hjort et al., 2010).
Une repre´sentation e´quivalente du processus de Dirichlet est appele´e processus
du restaurant chinois pour la raison suivante : ge´ne´rer un e´chantillon de taille
n suivant le processus de Dirichlet est e´quivalent a` simuler un flux d’arrive´es de
clients dans un restaurant chinois stylise´. Chaque client de ce restaurant s’assied
a` une table de´ja` occupe´e avec une probabilite´ en proportion du nombre de clients
pre´sents a` cette table et a` une nouvelle table avec probabilite´ proportionnelle a`
α. D’autres versions du processus de Dirichlet sont fonde´es sur des successions
de partitions de l’intervalle [0, 1] appele´es “stick breaking” en raison de leur
construction re´currente (Sethuraman, 1994). Ces diffe´rentes interpre´tations sont
utilise´es soit au niveau the´orique, pour valider la convergence des estimateurs
re´sultants (van der Vaart, 1998; Yang and Barron, 1999; Ghosal et al., 2008),
soit au niveau computationnel, pour simuler ces processus (Hjort et al., 2010;
Mu¨ller and Mitra, 2013).
De nombreuses extensions de cette loi a priori existent dans la litte´rature,
fonde´es sur diffe´rents processus comme les processus gaussiens ou le processus de
Le´vy. Des repre´sentations par me´langes permettent en particulier de de´passer le
de´faut des processus de Dirichlet de ne simuler que des lois a` support discret. Une
extension de la repre´sentation du restaurant chinois s’appelle le buffet indien
( !) et permet le me´lange de plusieurs caracte´ristiques au lieu d’imposer une
partition (Weiss et al., 2006).
Enfin, notons que les outils traditionnels de mode´lisation mathe´matique d’es-
paces de fonctions, comme par exemple l’emploi de bases d’ondelettes, auto-
risent une autre forme de repre´sentation baye´sienne de l’infe´rence fonctionnelle
(Vidakovic, 1999; Clyde and George, 2000).
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4. De la mise en œuvre des principes baye´siens
Nous de´crivons dans cette partie quelques mises en œuvre de l’infe´rence
baye´sienne dans des mode`les standard. Il s’agit en grande partie d’illustrations
et nous renvoyons le lecteur par exemple a` Robert (2005) pour une perspective
plus comple`te.
4.1. De la loi a posteriori comme pivot de l’infe´rence
Si la loi a priori π(θ) est l’e´le´ment central qui concentre l’essentiel des cri-
tiques sur la perspective baye´sienne, la loi a posteriori π(θ|x) est l’e´le´ment cen-
tral permettant de conduire l’infe´rence baye´sienne. Une fois cette loi construite,
et le mode`le accepte´ (voir ci-dessous), il n’est plus ne´cessaire 11 de conserver les
donne´es ! En effet, les diverses proce´dures infe´rentielles sont toutes construites
(automatiquement) a` partir de cette loi : estimateurs, variations, intervalles
de confiance, tests, choix de variables, choix de mode`le, pre´visions, etc. Cer-
tains de´fendent en fait la de´finition de la loi a posteriori comme ultime but de
l’infe´rence baye´sienne, conside´rant que les proce´dures ci-dessus ne sont que des
re´sume´s qui de´gradent le contenu informatif de la loi a posteriori. Bien qu’une
loi de probabilite´ ne puisse en effet se re´sumer a` certains de ses moments, il
est ne´anmoins pertinent de fournir des re´ponses aux questions des clients et des
de´cideurs, pour lesquels la loi a posteriori demeure un concept abstrait. Cette
perspective pragmatique est particulie`rement pertinente dans les proble`mes a`
parame`tres de grande dimension, qui pour la plupart correspondent a` des pa-
rame`tres de nuisance. 12
La loi a posteriori π(θ|x) e´tant construite, on peut de´river (analytiquement ou
non) les estimateurs ponctuels que sont la moyenne et la me´diane a posteriori de
n’importe quelle transformation ϕ(θ), ainsi que les e´valuations de leur variabilite´
fournies par les e´cart-types a posteriori. De plus, la loi a posteriori induit des lois
a posteriori marginales pour toute transformation ϕ(θ), de´duites par projection
du mode`le probabiliste joint, ϕ ∼ π(ϕ|x). De ces lois marginales peuvent se
de´duire des intervalles ou des re´gions de confiance naturelles, les re´gions de plus
forte densite´ a posteriori (ou re´gions HPD pour highest posterior density)
C(x) = {ϕ; π(ϕ|x) > τ} ,
dont la borne τ peut se calibrer en fonction du taux de couverture α souhaite´
pour cette re´gion. (Elle de´pendra alors de x.) Contrairement aux intervalles
fonde´s sur l’approximation normale des “deux sigma”, ces re´gions ont une cou-
verture exacte et peuvent eˆtre assyme´triques. Elles sont par contre de´pendantes
de la parame´trisation choisie (ou, ce qui est e´quivalent, de la mesure utilise´e
11. Ce re´sultat de´coule aussi directement du principe de vraisemblance.
12. Re´pe´tons ici la remarque que la prise en compte de la distinction entre parame`tres
d’inte´reˆt et parame`tres de nuisance a conduit Berger and Bernardo (1992) a` proposer des lois
de re´fe´rence reproduisant cette distinction et e´liminant les parame`tres de nuisance par une
inte´gration suivant une loi de Jeffreys conditionnelle.
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pour mesurer les volumes, voir Druilhet and Marin, 2007). Il est meˆme possible
de discuter de la vraisemblance d’une hypothe`se comme H0 : ϕ = 0 en exami-
nant si la valeur ϕ = 0 appartient a` la re´gion HPD, bien que cette perspective
ne soit pas conseille´e puisqu’elle ne prend pas en compte l’action re´sultant d’un
rejet de H0.
Comme simple illustration, prenons l’exemple d’un phe´nome`ne binaire, a` va-
leurs dans {0, 1}, observe´ durant n re´pe´titions inde´pendantes et identiquement
distribue´es (i.i.d.). Le nombre de 1, X , est alors mode´lise´ par une loi bino-
miale B(n, p) ou` p est la probabilite´ d’obtenir une valeur 1. Si on associe a` ce
parame`tre p une loi de Jeffreys,
π(p) = 1
/√
p(1− p) ,
qui correspond a` une loi Be´ta Be(1/2, 1/2) une fois normalise´e, la construction
de la loi a posteriori est imme´diate :
π(p|x) ∝ π(p)× ℓ(p|x)
∝ px(1− p)n−x/√p(1− p)
∝ px−1/2(1− p)n−x−1/2 ,
qui correspond a` une loi Be´ta Be(x + 1/2, n − x + 1/2) (toujours apre`s norma-
lisation). Si, par exemple, n = 232 et x = 117, la loi a posteriori est la loi
Be´ta Be(117.5, 115.5), de mode et moyenne 117.5/233 = 0.504. L’intervalle de
cre´dibilite´ a` queues e´gales, valant [0.440, 0.558] pour un niveau de cre´dibilite´
α = 0.95, est plus facile a` calculer que la re´gion HPD. 13 Si a` pre´sent nous cher-
chons a` tester l’hypothe`se nulle et ponctuelle H0 : p = 1/2, le facteur de Bayes
en faveur de H0 (voir Section 4.3) est donne´ par
B01(x) = 1/2
n
/B(x+ 1/2, n− x+ 1/2)
B(1/2, 1/2)
,
ou` B(α, β) de´note la constante de normalisation de la densite´ de la loi Be(α, β).
Dans le meˆme exemple nume´rique que ci-dessus, ce facteur de Bayes vaut
π(1/2|x)/π(1/2) = 18.95, donc exprime un soutien assez important en faveur
de H0.
Meˆme si les estimateurs ci-dessus sont des produits de la loi a posteriori, il
est le´gitime de se demander comment les comparer et quel estimateur choisir
comme “meilleur re´sume´”. A` l’exception de cas spe´cifiques, il n’existe pas de
re´ponse a` cette question sans passer par une mode´lisation de la de´cision prise,
qui donne un sens au terme “meilleur”.
4.2. De l’e´valuation des proce´dures par des fonctions de couˆt et de
la dualite´ avec les lois a priori
Il n’est gue`re difficile de se convaincre qu’il n’existe pas d’estimateur opti-
mal a` l’exception du trivial θˆ(x) = θ. Suivant les perspectives adopte´es pour
13. Une re´solution nume´rique plus pousse´e de cette dernie`re conduit a`... [0.440, 0.558], soit
donc le meˆme intervalle (pour cette pre´cision) que la solution syme´trique !
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classer les estimateurs, certains seront pre´fe´rables a` d’autres mais tre`s tre`s rare-
ment pre´fe´rables a` tous les autres pour tous les crite`res de classement. C’est du
moins le cas dans le cadre fre´quentiste ou` coexistent en ge´ne´ral des classes d’es-
timateurs faiblement optimaux. A l’oppose´, la perspective baye´sienne permet
de de´finir une forme plus forte d’optimalite´ et d’aboutir a` une solution unique.
La de´rivation de cette proprie´te´ repose sur la notion de fonction de perte
ou de couˆt, emprunte´e a` la the´orie des jeux, L(d, θ), qui e´value l’erreur ou la
pe´nalite´ re´sultant de la de´cision d lorsque la ve´ritable valeur du parame`tre est
θ. Par exemple, si d est la de´cision d’estimer θ, la formalisation de l’erreur peut
eˆtre la somme ou le maximum des erreurs absolues sur toutes les composantes,
soit
L(d, θ) =
n∑
i=1
|θi − di| ou L(d, θ) = max
i=1,...,n
|θi − di| .
Meˆme si des proble`mes ve´ritables peuvent conduire a` une de´termination unique
de la fonction de couˆt, dicte´e par des impe´ratifs financiers par exemple, il est
plus fre´quent qu’on doive adopter des fonctions de couˆt abstraites comme celles
ci-dessus ou la plus traditionnelle, de´ja` adopte´e par Legendre et Laplace,
L2(d, θ) =
n∑
i=1
(θi − di)2 ,
dont le principal inte´reˆt est de fournir des solutions explicites (voir ci-dessous).
E´tant donne´ un proble`me mode´lise´ par une fonction a` valeurs re´elles L(d, θ),
un estimateur δ propose une de´cision δ(x) (ou estimation) pour chaque observa-
tion x. La comparaison des estimateurs ne peut se faire au travers de L(δ(x), θ),
puisque x est ale´atoire et θ est inconnu. Tandis que l’approche classique e´value
les estimateurs au travers de l’erreur moyenne Eθ[L(δ(X), θ)] ou risque, l’ap-
proche baye´sienne de la the´orie de la de´cision consiste a` prendre l’erreur moyenne
par rapport aux parame`tres,
̺(δ, x) =
∫
L(δ(x), θ)π(θ|x) dθ .
L’inte´reˆt fondamental de cette perspective est qu’elle permet a` la fois d’e´liminer
le parame`tre inconnu et de conditionner par rapport a` l’observation x. Les esti-
mations δ(x) sont alors toutes comparables a` x donne´, ce qui permet d’obtenir
la meilleure de´cision au sens de la fonction de couˆt : Un estimateur de Bayes
est ainsi de´fini comme la fonction qui associe a` tout x la de´cision
δpi(x) = arg min
d
∫
L(d, θ)π(θ|x) dθ .
Par exemple, le couˆt L2 ci-dessus conduit a` un estimateur de Bayes e´gal a`
la moyenne a posteriori, E[θ|x]. Cet estimateur classique est cependant peu
recommande´ dans le cas de lois a posteriori multimodales, comme dans le cas
des me´langes de distribution (Lee et al., 2009). Sous certaines hypothe`ses, dont
la convexite´ stricte de la fonction de couˆt et l’absolue continuite´ de la loi a priori,
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l’estimateur re´sultant est unique. Il a de plus la proprie´te´ de minimiser le risque
inte´gre´, ∫
Eθ[L(δ(X), θ)] dθ ,
ce qui lui permet de plus de be´ne´ficier de proprie´te´s fre´quentistes d’optima-
lite´ comme la minimaxite´–atteindre la plus petite des erreurs maximales– et
l’admissibilite´–ne pas connaˆıtre d’autre estimateur dominant δ uniforme´ment–
(voir Robert, 2005). Bien que cette approche de la construction des proce´dures
statistiques optimales produise des arguments additionnels pour la justification
de l’approche baye´sienne (les the´ore`mes de classes comple`tes de Wald, 1950
de´montrant ainsi que les seuls estimateurs admissibles sont les estimateurs de
Bayes), le recours a` une perspective de´cisionnelle n’est gue`re suivi dans les ou-
vrages re´cents de statistique baye´sienne (voir par exemple Gelman et al., 2003).
Mon point de vue est qu’il est quelque peu regrettable de ne pas prendre en
compte les aspects de´cisionnels, car ils conduisent a` une formulation rigoureuse
du choix des estimateurs et illustrent la dualite´ entre loi a priori et fonction de
couˆt. En effet, dans la minimisation de
∫
L(δ(x), θ)π(θ|x) dθ ,
seul compte le produit entre fonction de couˆt et loi a priori. Le transfert de
masse entre L et π n’a donc aucun effet sur la de´cision finale. Plus fondamen-
talement, connaˆıtre les re´gions de l’espace des parame`tres ou` une erreur est la
plus dommageable est similaire a` favoriser dans la loi a priori cette re´gion. C’est
d’ailleurs une manie`re d’aboutir a` la loi de Jeffreys a` partir d’une fonction de
couˆt intrinse`que (Robert et al., 2009).
4.3. De la spe´cificite´ des tests en infe´rence baye´sienne, de
l’opposition aux p-values, et de deux versions du paradoxe de
Lindley
Le cas particulier des tests statistiques, si souvent utilise´s en statistique clas-
sique pour de´montrer des “diffe´rences significatives”, met en lumie`re une distinc-
tion majeure entre cette approche classique et l’approche baye´sienne, distinction
qui les rend incompatibles sur ce plan. Dans l’approche classique (des tests), il
s’agit d’identifier des e´ve´nements improbables, c’est a` dire des observations in-
compatibles avec une certaine loi de probabilite´ (ou une famille de lois). Par
exemple, dans l’illustration binomiale ci-dessus, on recherche les valeurs de X
les plus improbables lorsque p = 1/2. Dans cette approche, l’hypothe`se alterna-
tive y joue un roˆle mineur voire ne´gligeable, servant au mieux a` de´finir la zone
des statistiques extreˆmes. L’approche baye´sienne vise a` une re´solution comple`te
en mode´lisant les deux hypothe`ses simultane´ment, permettant d’une part la
re´solution du proble`me de´cisionnel du choix de l’hypothe`se la plus probable
(choix que certains baye´siens re´cusent) et d’autre part la construction d’une
loi a posteriori sur les parame`tres du mode`le retenu. Le choix d’une hypothe`se
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comme H0 : p = 1/2 se fait donc contre ou relativement a` une hypothe`se alter-
native comme H1 : p > 1/2 et non pas dans un absolu mal de´fini et e´vitant la
mode´lisation des contraires (et des de´cisions a` prendre en cas de rejet de l’hy-
pothe`se nulle). Cette opposition entre approche classique et approche baye´sienne
est souvent mal comprise, d’une part a` cause du caracte`re relatif associe´ a` la
seconde–ou` deux mode´lisations du phe´nome`ne sont oppose´es–et d’autre part du
caracte`re apparemment absolu de la validation fre´quentiste du taux d’erreur de
premie`re espe`ce des tests de Neyman-Pearson. Un test de Neyman-Pearson au
niveau 5% a en effet une probabilite´ de 0.05 de rejeter l’hypothe`se nulle a` tort. Ce
taux est en fait tre`s souvent interpre´te´ a` tort comme la probabilite´ de l’hypothe`se
nulle, ce qui n’a pas de sens en dehors d’une perspective baye´sienne. 14 Au dela`
de l’opposition philosophique, et des interpre´tations diffe´rentes des re´sultats, les
deux principes conduisent aussi a` des oppositions claires dans les de´cisions, en
particulier parce que les tests classiques tendent a` rejeter plus fre´quemment les
hypothe`ses nulles.
La proce´dure de de´cision baye´sienne est fonde´e sur la probabilite´ a posteriori
de l’hypothe`se nulle
π(H0|x) =
∫
H0
π(θ)ℓ(θ|x) dθ∫
π(θ)ℓ(θ|x) dθ .
ou, de manie`re (presque) e´quivalente, 15 sur le facteur de Bayes (Jeffreys, 1939)
B01(x) =
∫
H0
π(θ)ℓ(θ|x) dθ∫
H1
π(θ)ℓ(θ|x) dθ
/∫
H0
π(θ) dθ∫
H1
π(θ) dθ
.
Ce dernier se compare a` 1 comme la probabilite´ a posteriori se compare a` 1/2.
Dans l’exemple binomial, nous avons ainsi vu une valeur de B01(x) = 18.95 qui
nous permet de conclure en faveur de H0. (La probabilite´ a posteriori serait alors
0.95.) Dans un cadre classique, la p-value est la probabilite´ de de´passer x = 117
sous l’hypothe`se nulle, soit P(X ≥ 117|H0) = 0.42, qui s’ave`re beaucoup moins
favorable a` H0.
L’opposition mentionne´e ci-dessus est des plus claires dans une e´tude mene´e
par Berger and Sellke (1987) : ils de´montrent que la borne infe´rieure des pro-
babilite´s a posteriori est supe´rieure a` la p-value (les deux quantite´s sont com-
parables d’un point de vue de´cisionnel, en utilisant une fonction de couˆt 0–1,
voir Robert, 2005, Chapitre 5). Cela signifie que pour toute loi a priori donnant
le meˆme poids aux deux hypothe`ses, l’hypothe`se nulle H0 sera toujours juge´e
plus improbable par l’approche classique. Berger and Sellke (1987) remarquent
par exemple que, en simulant les donne´es et parame`tres suivant une loi a priori
spe´cifique, dans 20% des cas ou` l’hypothe`se nulle est rejete´e, elle est en fait
correcte.
14. L’approche baye´sienne des tests est souvent qualifie´e de “holmesienne” en re´fe´rence a` la
citation de Sherlock Holmes sur la se´lection de l’hypothe`se la moins improbable : “When you
have eliminated the impossible, whatever remains, however improbable, must be the truth”.
15. Le “presque” est duˆ au fait que le facteur de Bayes ne de´pend plus des probabilitie´s a
priori des deux hypothe`ses en jeu.
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Plus explicitement encore, le paradoxe de Lindley (1957) exprime cette op-
position : dans un mode`le normal de moyenne θ et variance connue avec n
observations, lorsque H0 : θ = 0, pour une p-value donne´e, p(x¯n) = α, sous une
loi a priori normale arbitraire, la probabilite´ a posteriori de l’hypothe`se nulle
tend vers 1 avec la taille de l’e´chantillon n. Les interpre´tations de ce paradoxe
abondent, allant du rejet des p-values (car pourquoi faudrait-il garder cette p-
value ou le seuil d’acceptation constant ?) a` celui des probabilite´s a posteriori
(Spanos, 2013), voire les deux (Sprenger, 2013). 16
Une autre spe´cificite´ des tests baye´siens est de ne´cessiter une attention parti-
culie`re envers les lois impropres, mesures de masse infinie ne pouvant eˆtre trans-
forme´es en lois de probabilite´. D’un point de vue strictement mathe´matique, ces
lois ne peuvent eˆtre employe´es car elles introduisent une constante de normali-
sation arbitraire dans le calcul de la loi a posteriori. Cela conduit a` la seconde
forme du paradoxe de Lindley (1957) : e´tant donne´ une observation x arbitraire
d’une loi normale, la probabilite´ a posteriori de l’hypothe`se nulle H0 : θ = 0
tend vers 1 quand la variance a priori sous l’hypothe`se alternative tend vers
+∞. En effet, faire tendre la variance vers l’infini revient a` utiliser la mesure de
Lebesgue comme loi a priori.
Il existe de nombreuses re´ponses a` ce dilemme, de la prohibition des lois
impropres (DeGroot, 1970) a` diverses strate´gies de validation croise´e (ou non-
croise´e) utilisant une partie des donne´es pour contruire une ve´ritable loi (a
priori ? a posteriori ? a mediori ?) et le reste des donne´es pour effectuer le test
(Berger and Pericchi, 1996), voire utilisant toutes les donne´es pour contruire
une loi et les re´utilisant une seconde fois pour le test (Aitkin, 1991, 2010;
Gelman et al., 2013). Je ne mentionnerai pas ici les alternatives sur des “crite`res
d’information” comme le BIC (pour Bayesian Information Criterion) et le DIC
(pourDeviance Information Criterion), qui fournissent des classements de mode`les
ou d’hypothe`ses en opposition en dehors des cadres de´cisionnel et baye´sien. 17
5. Envoi
Ce bref chapitre n’a pas aborde´ de nombreux points et mode`les ou` l’ap-
proche baye´sienne fait sens, soit pour des raisons de mode´lisation (comme
l’e´mergence des mode`les graphiques a` la fin des anne´es 1980, de´finis uniquement
par des lois conditionnelles, voir par exemple Lauritzen, 1996), soit pour des
raisons de complexite´ ge´ne´rique des mode`les (comme dans le cadre de mode`les
hie´rarchiques rencontre´s en marketing comme en se´lection animale, en climato-
logie comme en e´pide´miologie), soit encore graˆce a` sa de´marche inte´gre´e per-
mettant de meˆler description stochastique et impe´ratifs de de´cision (comme par
exemple dans la construction de plans d’expe´rience dans Mu¨ller et al., 2004). Je
n’ai pas mentionne´ non plus les nouvelles capacite´s de l’analyse baye´sienne a` la
16. Comme je le souligne dans Robert (2013), l’opposition est naturelle et doit eˆtre relativise´e
par l’existence de solutions convergentes dans les deux approches.
17. Ces crite`res sont ne´anmoins populaires car (i) ne ne´cessitant pas de loi a priori pour
BIC et (ii) disponibles directement sur le logiciel BUGS pour DIC (Lunn et al., 2010).
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frontie`re entre statistique et machine learning, comme le classificateur BART
de Chipman et al. (2010), techniques qui, associe´es avec des me´thodologies non-
parame´triques aussi rapides, autorisent le traitement de grands jeux de donne´es,
la norme de l’e`re du “Big Data”.
Bien que la statistique baye´sienne ait principalement grandi dans un terreau
philosophique et pole´mique, de Bayes et Price s’opposant a` Hume, a` Jeffreys
(1939) contre Fisher, Keynes (1920) rejettant Laplace (Robert, 2011), &tc., il
est assez paradoxal que l’e´mergence d’une composante baye´sienne significative
dans la statistique (ou science des donne´es ?) moderne soit surtout duˆ a` sa
maniabilite´ face a` des mode`les complexes et a` l’e´mergence de techniques de
calcul par ordinateur finalement assez simples a` comprendre et imple´menter
pour que des disciplines utilisatrices de la statistique s’en saisissent. On peut le
regretter du point de vue des fondements de la discipline, mais la disse´mination
des ide´es baye´siennes dans les autres sciences et au-dela` fournit de nouvelles
perspectives et propositions a` meˆme d’assurer la continuation de la discipline
dans les de´cennies a` venir : From practice stems theory !
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