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Multi-dimensional aerodynamic database development has become more and more impor-
tant for the design, control and guidance of modern aircrafts. In order to relieve the curse
of the dimensionality, we propose a novel flow field reconstruction method based on artificial
neural network. The idea is to design a simplified problem which is related to the target
problem. Then the map from the simplified problem to the target problem is built using
an artificial neural network. Finally, the target problem can be predicted efficiently through
solving the simplified problem instead. Examples of the efficiency of this approach include
two-dimensional viscous nozzle flows, the inviscid M6 wing flow, and a viscous hypersonic flow
of a complex configuration to evaluate the performance of the proposedmethod. With artificial
neural network of moderate complexity, the solution of the target problem can be generated
with good accuracy. Among other observations, we find that shocks can be predicted well with
sharp resolution.
Nomenclature
ρ = density
u, v,w = velocity in the x,y,z direction
p = pressure
e = internal energy
T = temperature
R = gas constant
µ = viscosity coefficient
Pr = Prandtl number
R = real space
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χ = parameter vector
A = snapshot matrix
N = number of neurons
Superscripts
i = input layer
o = output layer
h1, h2, h3 = first, second and third hidden layer respectively
sp = simplified problem
I. Introduction
Nowadays, multi-dimensional aerodynamic databases are extensively used for design optimization, flight control,etc. The termMulti-dimensional denotes the multiple parameters such as flight height, Mach number, angle of
attack, and etc. However, the amount of data required often grows exponentially with the dimensionality, known as the
curse of dimensionality[1]. To reduce the cost, a common method is to generate a limited number of samples using
either experimental or numerical approaches, and then extend the high-fidelity samples with an efficient approach. The
simplest way for such extension is plain interpolation, which may be inaccurate when the samples are sparse. Bui-Thanh
et al.[2, 3] proposed a method combining interpolation with a modified proper orthogonal decomposition(POD) called
gappy POD[4], i.e. gappy POD is first conducted on the high-fidelity samples to generate a number of modes, which are
then interpolated for the sought parameters. Alonso et al. [5] proposed to compute the interpolated modes using a
reduced-order modeling of the governing equation. Mifsud et al. [6] proposed a variable-fidelity aerodynamic model
which employs low-fidelity samples for POD to reduce the overall cost. An attractive feature of such methods is that the
POD modes contain the global information of the high-fidelity samples, which ensures accuracy. However, when flow
compressibility generates shocks(e.g. transonic airfoil flow), the position and/or the structure of the shock can vary
significantly with the parameters, which leads to a stair-cased array of jumps rather than a single jump due to the linear
combination of the POD modes. Therefore, approaches specially designed for shocks [1, 7] have been developed.
In this work, we propose an alternative approach to deal with the challenge of extending the use of the high-fidelity
samples. Instead of tackling the target problem directly, we define a simplified problem, which seeks to mimic the
target problem at a certain level. The samples for the simplified problem correspond to those for the target problem in a
one-to-one correspondence manner. We then seek to build a map between the simplified and target problems using an
artificial neural network(ANN). The concept of artificial neural network originates from biological neural network and
is composed of a number of simple and highly interconnected processing elements, known as neurons[8]. An ANN is
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generally nonlinear and applicable in various classification and regression problems, and is able to approximate any
function with moderate complexity[9]. An ANN is used here as a map function between vectors. For a specific problem,
we first train a specified network with samples of the simplified and target problems. For new parameters, the target
problem is predicted with the network by solving the corresponding simplified problem, which in general is chosen to
be significantly cheaper.
In this paper, we first describe the methods, including the governing equations, POD and the ANN. We subsequently
propose our flow reconstruction method based on POD and the ANN, and demonstrate the method for several typical
2D and 3D cases, after which some conclusions are drawn.
II. Method
A. Governing equation
In this section, we only describe the governing equations for the test cases conducted in this paper. Note that the
flow field reconstruction does not rely on the governing equation, and is not limited to the problems presented here. The
conservation law is generally given by
∂q
∂t
+ ∇ · f − ∇ · g = 0, (1)
where q is the conserved variables, f is the convective flux, and g is the viscous flux. For the two-dimensional
Navier-Stokes system, we have
q =
©­­­­­­­­­­­«
ρ
ρu
ρv
ρe
ª®®®®®®®®®®®¬
, f = f x®i + f y®j, g = gx®i + gy®j . (2)
The convective fluxes are given by
f x =
©­­­­­­­­­­­«
ρu
ρu2 + p
ρuv
u(ρe + p)
ª®®®®®®®®®®®¬
, f y =
©­­­­­­­­­­­«
ρv
ρuv
ρv2 + p
v(ρe + p)
ª®®®®®®®®®®®¬
. (3)
For a perfect gas, p = ρRT , and e = p(γ−1)ρ +
1
2 (u2 + v2).
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The viscous fluxes are given by
gx =
©­­­­­­­­­­­«
0
τxx
τxy
uτxx + vτxy + bx
ª®®®®®®®®®®®¬
, gy =
©­­­­­­­­­­­«
0
τxy
τyy
uτxy + vτyy + by
ª®®®®®®®®®®®¬
, (4)
where
τxx =
4
3
µ
∂u
∂x
− 2
3
µ
∂v
∂y
, τyy =
4
3
µ
∂v
∂y
− 2
3
µ
∂u
∂x
, τxy = µ
∂u
∂y
+ µ
∂v
∂x
, (5)
and
bx = κ
∂T
∂x
, by = κ
∂T
∂y
, κ =
µγR
(γ − 1)Pr . (6)
The dynamic viscosity µ is determined with
µ
µref
=
(
T
Tref
)1.5 (Tref + Ts
T + Ts
)
, (7)
where Tref = 273.15K, µref = 1.716 × 10−5Pa · s, Ts = 110.4K. The three-dimensional equations are obtained by
extension.
Furthermore, to test the proposed method, we will also consider the one-dimensional nozzle flow, which is described
by
∂ q˜
∂t
+
∂ f˜
∂x
− ∂ g˜
∂x
= J, (8)
where
q˜ =
©­­­­­­­«
ρA
ρuA
ρeA
ª®®®®®®®¬
, f˜ =
©­­­­­­­«
ρuA
(ρu2 + p)A
(ρe + p)uA
ª®®®®®®®¬
, g˜ =
©­­­­­­­«
0
τxxA
(uτxx + bx)A
ª®®®®®®®¬
, J =
©­­­­­­­«
0
p ∂A∂x
0
ª®®®®®®®¬
. (9)
Here A = A(x) is the cross sectional area function.
B. Flow field reconstruction
The proposed flow field reconstruction approach is based on the assumption that a simplified problem, corresponding
to the target problem, is first defined and then a map between the simplified and target problems is established using an
ANN. Therefore, POD and ANNs are first introduced in the following, after which the flow field reconstruction method
proposed is presented in more details.
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1. Proper orthogonal decomposition
Given a parameter matrix Ξ = {χ1, . . . , χMs }, we have the corresponding set of high-fidelity solutions, referenced
to snapshots, denoted as
A = [S1 | . . . |SMs ] ∈ RMh×Ms . (10)
Here Sm denotes the solution vector of the mth snapshot, Ms is the number of the snapshots, and Mh is the size of each
solution vector. Taking the one-dimensional problem as an example, the solution vector is
Sm =

ρm
um
pm
Mam

, (11)
where ρm, um, pm and Mam are the solution vectors for density, velocity, pressure, and Mach number, respectively.
Note that for the solution vectors, one is not limited to the above three variables, i.e., one could remove one or more
fields and/or add new fields depending on the variables of interest.
Next, we perform the thin singular value decomposition (SVD)[10] of the snapshot matrix A
A = UΣVT =
r∑
i=1
σiζ iψ
T
i , (12)
where
U = [ζ 1 | . . . |ζ r ] ∈ RMh×r, V = [ψ1 | . . . |ψr ] ∈ RMs×r, (13)
Σ = diag(σ1, . . . , σr ) ∈ Rr×r, r ≤ min(Mh,Ms). (14)
If we rewrite A as A = UΛ, Λ is the coefficient matrix, which can be obtained with Λ = UT A by the orthonormality of
the basis ζ i .
To further reduce the cost, A can be approximated as
A˜ = U˜Λ˜ =
k∑
i=1
σiζ iψ
T
i ∈ RMh×Ms , k ≤ r, (15)
where
U˜ = [ζ 1 | . . . |ζ k] ∈ RMh×k, Λ˜ = [σ1ψ1 | . . . |σkψk]T ∈ Rk×Ms . (16)
Generally, k is determined by prescribing a tolerance εPOD[11]
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Υ(k) =
∑k
m=1 σ
2
m∑r
m=1 σ
2
m
≥ 1 − ε2POD, (17)
where Υ(k) denotes the percentage of the energy preserved by the first k modes. If Eq. (17) is satisfied, we have
‖ A˜ − A‖F
‖A‖F ≤ εPOD, (18)
where ‖ · ‖F denotes the Frobenius norm.
In practice, we will first construct the reduced basis U˜ , and then compute the coefficient matrix with Λ˜ = U˜T A.
2. Artificial neural network
We choose TensorFlow[12] as the framework for the ANN. In the following, we briefly introduce the multilayer
feedforward network used in this work and then describe training of the network.
In this paper, the artificial neural network is a multilayer feedforward network, which is among the simplest of the
large family of ANN. A typical multilayer feedforward network is plotted in Fig. 1. It is formed by three types of layers,
i.e. one input layer, two hidden layers, and one output layer. Each layer consists of one or more neurons. The word
feedforward indicates that the information flows only from the input to the output. As stated in[13], the feedforward
network with two hidden layers can approximate any functions. In this work, we will use at most 3 hidden layers in the
ANN.
νi1
νi2
νi3
νi4
νh11
νh12
νh13
νh14
νh15
νh16
νh21
νh22
νh23
νh24
νh25
νh26
νo1
νo2
νo3
Fig. 1 Neural network
Assume we have two vectors X ∈ RN i and Y ∈ RNo and we seek a map Φ:
Y˜ = Φ(X), (19)
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where Y˜ represents the approximation of Y . If we use the network shown in Fig. 1 to represent the map, we have

Y in = Xn, n = 1, . . . , N i,
Yh1n = ϑ
h1 ©­«
N i∑
m=1
Wh1n,mY
i
m + B
h1
n
ª®¬ , n = 1, . . . , Nh1,
Yh2n = ϑ
h2 ©­«
Nh1∑
m=1
Wh2n,mY
h1
m + B
h2
n
ª®¬ , n = 1, . . . , Nh2,
Yon = ϑ
o ©­«
Nh2∑
m=1
Won,mY
h2
m + B
o
n
ª®¬ , n = 1, . . . , No,
Y˜n = Yon , n = 1, . . . , No,
(20)
where N i = 4, Nh1 = Nh2 = 6, No = 3 in Fig. 1. W and B are the weights and biases respectively. ϑh1(a), ϑh2(a), ϑo(a)
are called activation function, and are a key element of the nonlinear map capability of the ANN. There are various
activation functions proposed in the literature[14], and the specific choice in this work is
ϑh1(a) = ϑh2(a) = max(a, 0), ϑo(a) = a. (21)
The activation function for the two hidden layers is called the ReLU (rectified linear unit) function[15].
After having set up its structure, we train the network using an optimization approach with the following quadratic
cost function
C =
1
MsNo
M s∑
m=1
No∑
n=1
(
Y˜mn − Ymn
)2
+ P (22)
where Ms is the number of snapshots in the training set, P is a regularization term to relieve overfitting and is chosen to
be
P = γ ©­« 1Nh1N i
Nh1∑
n=1
N i∑
m=1
(
Wh1n,m
)2
+
1
Nh2Nh1
Nh2∑
n=1
Nh1∑
m=1
(
Wh2n,m
)2
+
1
NoNh2
No∑
n=1
Nh2∑
m=1
(
Won,m
)2ª®¬ . (23)
γ is a positive coefficient, and depends on the specific problem.
For the optimization approach, we use the so-called Adam (adaptive moment estimation) algorithm[16], given
in Algorithm 1. The Adam optimizer computes the exponential moving averages of the gradient(Dk) and its square,
where the moving averages represent the estimates of the first moment and the second raw moment of the gradients.
All the parameters in the Adam algorithm are fixed in this paper, i.e. β1 = 0.9, β2 = 0.999,  = 10−8, λ = 0.0001,
where β1, β2 are the exponential decay rates of the moving averages,  is to prevent division by zero, and λ is the
learning rate. Besides the training set, we need some additional snapshots, referenced to the validation set, to determine
when to terminate training. The intersection of the training and validation sets is empty. Here, the nth snapshot and
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its corresponding predicted solution in the validation set, consisting of Mvs snapshots, are denoted as Zn and Z˜n,
respectively. The strategy is that after each training step k, the squared error Ek between the predicted and target values
on the validation set is computed. If Ek > Ek−Mc , this indicates that overfitting starts to develop and the training stops.
In all computations, we have fixed Mc to be 500.
Algorithm 1 Adam optimizer (All operations on vectors are element-wise. Q denotes the collection of all weights and
biases in the network.)
1: function AdamOptimizer(β1, β2, , λ,Mc)
2: M0 ← 0, R0 ← 0
3: E ← 0
4: k ← 1
5: while !StopCriterion(k, E) do
6: Dk ← ∇Ck(Qk−1)
7: Mk ← β1Mk−1 + (1 − β1)Dk
8: Rk ← β2Rk−1 + (1 − β2)(Dk)2
9: M̂
k ← Mk/(1 − (β1)k)
10: R̂
k ← Rk/(1 − (β2)k)
11: Qk ← Qk−1 − λ M̂k√
R̂
k
+
12: k ← k + 1
13: end while
14: return Qk−1
15: end function
16:
17: function StopCriterion(k,Mc, E)
18: Ek ← ErrorOnValidationSet
19: if k < Mc + 1 or Ek ≤ Ek−Mc then
20: return False
21: else
22: return True
23: end if
24: end function
25:
26: function ErrorOnValidationSet
27: return 1MvsNo
∑Mvs
n=1
∑No
m=1
(
Z˜nm − Znm
)2
28: end function
3. Flow field reconstruction
We are now ready to present our approach for flow field reconstruction. Instead of directly dealing with the expensive
target problems, we propose to use a simplified problem which is designed to mimic the target problem. And we use the
multilayer feedforward neural network to build a map between the simplified problem and the target problem. If the
target problem is needed at a new position in the parameter space, one solves the simplified problem with the same
parameters and use the network to obtain the solution for the target problem.
We present the detailed reconstruction method, which is divided into the oﬄine(Algorithm 2) and online(Algorithm
3) stages. The oﬄine stage is expensive, but needs to be conducted only once, while the online stage is very efficient
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since only the simplified problem needs to be solved for the test set, which is chosen to test the accuracy of the approach.
Algorithm 2 Flow field reconstruction: Oﬄine stage
1: As defined in Eq. (10), prepare the snapshot matrices (Asp, A) for the training set, and (I sp, I ) for the validation set.
The superscript sp denotes the simplified problem, and those without a superscript represent the target problem.
2: Perform POD on A and Asp to obtain the basis matrices U˜, U˜sp .
3: Project Asp, I sp on U˜sp , as Λ˜
sp
= (U˜sp)T Asp, Γ˜sp = (U˜sp)T I sp . Project A, I on U˜ , as Λ˜ = U˜T A, Γ˜ = U˜T I .
4: Train the network Φ using the coefficient matrices (Λ˜sp, Λ˜) as the training set, and (Γ˜sp, Γ˜) as the validation set.
Algorithm 3 Flow field reconstruction: Online stage
1: As defined in Eq. (10), prepare the test set T sp for the simplified problem.
2: Project T sp on U˜sp , as Θ˜
sp
= (U˜sp)TT sp .
3: Use the network to predict the corresponding coefficients Θ˜ for the target problem.
4: Recover the solution for the target problem with T˜ = U˜Θ˜.
III. Results
In this section, we demonstrate the flow reconstruction method on typical cases including the two-dimensional
viscous nozzle flow, the inviscid M6 wing flow, and the HYFLEX hypersonic flow. The general strategy for constructing
ANN is as following unless specified otherwise
1) Set the number of neurons in the hidden layers to be bounded between the number of neurons in the input and
output layers. Note that there is no rigorous rule for choosing the number of neurons in the hidden layers, and
other choices are also possible.
2) Set the number of hidden layers for the ANN. As discussed above, no more than three hidden layers are sufficient
in this work. In this work, for each case, we will compare different number of hidden layers, and choose the one
delivering the smallest error.
3) For each candidate ANN, training is conducted ten times to address the random effect from the initialization of
weights and biases. The network with the smallest error on the test set will be adopted as the final model.
A. Two-dimensional viscous nozzle flow
1. Parallel inflow
We start with the two-dimensional viscous nozzle flow, and the term parallel indicates that the inflow is parallel to
the central line of the nozzle. The geometry of the nozzle is given by
A(x) =

hi + ht
2
− hi − ht
2
cos(pi(2x − 1)), x ∈ [0, 0.5],
he + ht
2
− he − ht
2
cos(pi(2x − 1)), x ∈ [0.5, 1],
(24)
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where A(x) denotes the cross-section area of the nozzle at x, and hi, ht, he are the corresponding values of A(x) at the
positions of inlet, throat and exit, respectively. In this work, we fix hi to be 0.5 and he to be 0.3, while ht is varied
around 0.2. The parameters forming the parameter space include the Reyholds number Re, the area of the nozzle at the
throat ht , the ratio of the static pressure at the exit and the stagnation pressure at the inlet, i.e.pe/p0. The parameter
ranges for this case as well as the distribution of the samples in each parameter are given in Table 1. For each entry of
the data set in Table 1, the number denotes the number of samples for the parameters while the term uniform or random
means the distribution of samples. For a uniform distribution, we compute the parameter of the samples as
Training set: χm = χmin +
m
Mtr − 1 (χmax − χmin) , m = 1, . . . ,Mtr,
Test set: χm = χmin +
m + 0.5
Mte
(χmax − χmin) , m = 1, . . . ,Mte,
(25)
where Mtr and Mte are the number of samples, and the subscripts ‘max’ and ‘min’ denotes the specified range of each
parameter. The final parameter space is obtained by the tensor-product of samples from all the parameters. For this
case, there are 960 samples in the training set, and 60 samples in both the test and validation set. The same strategy of
constructing the data set is used in all the following cases.
Table 1 Parameter space for the two-dimensional parallel nozzle flow
Re ht pe/p0
Range [500, 2000] [0.16, 0.26] [0.25, 0.89]
Training set 8, uniform 10, uniform 12, uniform
Test set 3, uniform 4, uniform 5, uniform
Validation set 3, random 4, random 5, random
A key factor for the proposed method is the definition of the simplified problem. This choice is generally not unique.
For this case, the one-dimensional viscous nozzle flow governed by Eq. (9) is a suitable choice. Also, we consider a
second simplified problem, i.e. the one-dimensional inviscid nozzle flow with Re added to account for the viscous
effect. Furthermore, an extreme case, using only the flow parameters as the simplified problem, is also considered.
For the 1D nozzle flow, 200 uniform elements are used in the domain. For the two-dimensional nozzle flow, we use a
structured mesh of 85 × 30 elements for half the domain, with grid points clustered near the wall. POD is conducted for
both 1D and 2D nozzle flows and the bases are obtained. Note that the POD is not needed for flow parameters we used.
To determine how many modes are needed, we choose typical cases, project the corresponding solutions onto the bases
of different energy loss, and use Eq. (15) to recover the approximated solution, shown in Figs. 2 and 3. As expected,
with decreasing energy loss, the approximation to the CFD solution improves and ε2POD = 10
−5 is seen to generate a
good approximation. The final choices for ε2POD as well as the corresponding number of the required modes are listed in
Table 2. For simplicity, Mmo denotes the minimum value for k that statifies Eq. (17) unless specified otherwise.
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(a) Viscous case(Re = 500, ht = 0.16, pe/p0 = 0.89)
x
M
a
ch
0 0.2 0.4 0.6 0.8 10
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
CFD
ε2POD = 10
-3
ε2POD = 10
-4
ε2POD = 10
-5
ε2POD = 10
-6
(b) Inviscid case(ht = 0.16, pe/p0 = 0.89)
Fig. 2 POD approximations for the one-dimensional nozzle flow
CFD ε2POD=10
-3
ε2POD=10
-4 ε2POD=10
-5
ε2POD=10
-6 ε2POD=10
-7
Mach: 0.0055 0.0329 0.0604 0.0879 0.1153 0.1428 0.1702 0.1977 0.2252 0.2526
Fig. 3 POD approximations for the two-dimensional parallel nozzle flow(Re = 500, ht = 0.08, pe/p0 = 0.89)
Table 2 POD approximations chosen for the parallel nozzle flow case
1D viscous nozzle flow 1D inviscid nozzle flow 2D viscous nozzle flow
ε2POD 10
−5 10−5 10−5
Mmo 28 29 14
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The ANN parameters for the three cases of the simplified problems are listed in Table 3. Note that for the case using(
A
sp
inv, Re
)
(i.e. the 1D inviscid nozzle flow as well as the Reynolds number) as input only one-hidden layer is employed,
while two hidden layers are used for the other two. Also, for comparison purposes, for the case (Re, ht, pe/p0) we take
the same hidden layers as that for
(
A
sp
vis
)
. The solution vector for this case is chosen to be [ρT uT pT MaT ]T . For
comparison, we also conduct linear regression(i.e. no hidden layer) for all cases. The relative L2 error for the Mach
number on the test set are presented in Figs. 4 and 5. As is clear, the linear regression generates much larger error than
the nonlinear ANN. For this case, the simplest parametric 1D case generates the most accurate solution. We plot the
solution of typical cases predicted by the ANN along the central line in Fig. 6, observing that the comparison agrees
well with the error given in Fig. 5.
Table 3 ANN parameters for the parallel nozzle flow case
Input:
(
A
sp
vis
)
Input:
(
A
sp
inv, Re
)
Input: (Re, ht, pe/p0)
N i 28 30 3
Nh1 28 30 28
Nh2 21 — 21
No 14 14 14
L2 error
0.1670
0.1565
0.1460
0.1355
0.1250
0.1145
0.1040
0.0935
0.0830
0.0725
0.0620
0.0515
0.0410
0.0305
0.0200
p
e
/p0=0.314 pe/p0=0.442 pe/p0=0.570 pe/p0=0.698 pe/p0=0.826
Input: (Asp
vis)
Input: (Aspinv,Re)
Input: (Re,ht,pe/p0)
Fig. 4 Relative L2 error for the Mach number of the parallel nozzle flow on the test set. Linear regression.
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Fig. 5 Relative L2 error for the Mach number of the parallel nozzle flow on the test set. ANN.
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Fig. 6 Mach number profile of the parallel nozzle flow along the central line
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2. Non-parallel inflow
In this case, we fix ht to be 0.2, and incorporate the inflow angle as another parameter. This case is particularly
interesting since the one-dimensional nozzle flow can not account for the non-parallel inflow, and such a situation is
likely to occur for practical problems. Our solution for this is to add meta-parameters such as the inflow angle explicitly
to the input end of the ANN, in addition to the one-dimensional nozzle flow. The parameters range is given in Table 4,
and the chosen POD approximation is given in Table 5. The ANN for this case includes one hidden layer of 13 neurons.
The solution vector for this case is the same as that in the parallel case.
In Fig. 7, the relative L2 error for the Mach number on the test set is shown. In Figs. 8 and 9, two typical cases are
chosen to compare the predicted and target solutions. As is clear, explicitly adding the inflow angle performs well,
demonstrating the feasibility of the proposed method for a wide range of problems.
Table 4 Parameter space for the non-parallel nozzle flow case
Re α pe/p0
Range [500, 2000] [0◦, 45◦] [0.25, 0.89]
Training set 8, uniform 10, uniform 12, uniform
Test set 3, uniform 4, uniform 5, uniform
Validation set 3, random 4, random 5, random
Table 5 POD approximations for the non-parallel nozzle flow case
1D viscous nozzle flow 2D viscous nozzle flow
ε2POD 10
−6 10−5
Mmo 17 13
L2 error
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Fig. 7 Relative L2 error for the Mach number of the non-parallel nozzle flow on the test set. ANN.
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B. Inviscid M6 wing flow
In this section, we turn to the Onera M6 wing, which is intended to test the performance of the proposed method for
three-dimensional cases. The parameters are chosen to be Mach number and the angle of attack. Similar to the parallel
nozzle case, we consider three versions of simplified problems: 1) Inviscid NACA0012 flow at different Ma and α; 2)
Inviscid NACA0012 flow at varying Ma and fixed α (α = 0◦) as well as the parameter α; 3) Parameters of varying Ma
and α.
The parameter space for this case is given in Table 6. The mesh for the NACA0012 airfoil and the M6 wing
are obtained from the test case suite of SU2[17]. The NACA0012 mesh consists of 10216 triangular elements, with
200 points along the wall. The M6 wing consists of 582752 tetrahedral elements, and the wing surface has 36454
triangular elements. And the final POD approximation corresponding to the parameter space is listed in Table 7.
In Table 8, we present the details of the neural networks, which consist of three-hidden layers. For the purpose of
comparison, the hidden layers are the same for the three cases. The solution vector for this case is chosen to be
[ρT uT vT pT MaT ]T .
The relative L2 error for the Mach number is plotted in Fig. 12. We observe that using airfoil flow (i.e. Aspα ) as
input generates the smallest error for most samples in the test set, while the approach using
(
A
sp
α=0◦, α
)
is seen to be
the least accurate from a global view. To better compare the prediction accuracy, we plot the pressure distribution at
different sections along the wing span, including a subsonic case (Fig. 13) and a transonic case (Fig. 14). The approach
Mach: 0.018 0.074 0.129 0.185 0.240 0.295 0.351 0.406 0.462 0.517
Predicted solution Target solution
Fig. 8 Mach number contours for the non-parallel nozzle flow(Re = 1750, α = 5.625◦, pe/p0 = 0.826).
Mach: 0.044 0.176 0.309 0.441 0.573 0.705 0.837 0.970 1.102 1.234
Predicted solution Target solution
Fig. 9 Mach number contours for the non-parallel nozzle flow(Re = 1750, α = 39.375◦, pe/p0 = 0.314).
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using
(
A
sp
α
)
generates the best agreement, while significant error occurs for the one using (Ma, α). Note that the slight
inconsistency of the comparison in Fig. 12-Fig. 14 is reasonable considering that the integral norm is used for the L2
error, while the error for pressure is point-wise.
Table 6 Parameter space for the M6 wing case
Ma α
Range [0.2, 0.85] [0◦, 3.06◦]
Training set 13, uniform 13, uniform
Test set 7, uniform 7, uniform
Validation set 7, random 7, random
Table 7 POD approximations for the M6 wing case
NACA0012 flow at varying Ma and α NACA0012 flow at varying Ma and fixed α(α = 0◦) M6 wing flow
ε2POD 10
−6 10−7 10−7
Mmo 40 5 20
Table 8 ANN parameters for the M6 wing case
Input:
(
A
sp
α
)
Input:
(
A
sp
α=0◦, α
)
Input: (Ma, α)
N i 40 6 2
Nh1 40 40 40
Nh2 30 30 30
Nh3 25 25 25
No 20 20 20
C. Hypersonic flight experiment (HYFLEX) case
HYFLEX is a typical hypersonic vehicle (see Fig. 15) for entry flight and is one of a series of experiments within
the Japanese H-II orbiting plane (HOPE) program[18], that has been widely used as a test case of numerical methods for
hypersonic flows. Hence, it is interesting to test the proposed method on this complex hypersonic case. We use the 2D
flow around the symmetry plane of HYFLEX as the simplified problem. Using only the parameters as input is also
considered.
The mesh consists of 53,448 quadrilateral elements and 6,051,792 hexahedral elements for 2D and 3D configurations,
respectively, with grid points clustered toward the solid surface. In order to reduce the computational cost, we consider
varying only one parameter (i.e. Mach number) for the parameter space. The Mach number ranges from 2 to 6 with the
angle of attack fixed to be 30◦, and the sizes for the training, test and validation sets are 101, 22, and 22, respectively.
Similar to the previous examples, uniform sampling is adopted for the training and test sets while random sampling is
used for the validation set. We notice that, although we are working with non-dimensional variables, the values for
16
Mach: 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 1.1 1.2 1.3 1.4 1.5
CFD ε2POD=10
-2 ε2POD=10
-3
ε2POD=10
-4 ε2POD=10
-5 ε2POD=10
-6
Fig. 10 POD approximations for the inviscid NACA0012 flow(Ma = 0.85, α = 3.06◦)
Mach: 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 1.1 1.2 1.3 1.4 1.5
CFD ε2POD=10
-3 ε2POD=10
-4
ε2POD=10
-5 ε2POD=10
-6 ε2POD=10
-7
Fig. 11 POD approximations for the inviscid M6 wing flow(Ma = 0.85, α = 3.06◦)
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Fig. 12 Relative L2 error for the Mach number of the M6 wing case on the test set. ANN.
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Fig. 13 Comparison of the pressure on the wall at different sections(Section 1: 20%, Section 2: 50%, Section
3: 80%. The sections are specified with respect to the wing span, originating from the symmetry plane).
Ma = 0.246, α = 0.219◦.
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Fig. 14 Comparison of the pressure on the wall at different sections(Section 1: 20%, Section 2: 50%, Section
3: 80%. The sections are specified with respect to the wing span, originating from the symmetry plane).
Ma = 0.804, α = 2.84◦.
Fig. 15 Illustration of the geometry for HYFLEX
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different fields show significant variances for this hypersonic case. Consequently, for a similar energy loss, the number
of the POD modes is large, making the training of ANN difficult. Therefore, we adopt a slightly different strategy and
treat each flow component of interest (pressure and Mach number in this section) separately in terms of both POD and
training. In Figs. 16 and 17, we show the approximation accuracy with different POD modes preserved for pressure, and
the final choices for the POD approximations are given in Table 9. Note that the values of ε2POD in Table 9 (and their
corresponding values in Figs. 16 and 17) are in terms of Mmo (Recall that for the other cases, Mmo is the smallest number
satisfying ε2POD). It should be noted that the size of the output variables for the Mach component is larger than for the
pressure component, while the energy loss remains comparable. To gain a clear insight on this, we plot the singular
values for the 3D case in Fig. 18, from which it can be seen that the value decreases more rapidly for pressure, causing
the first modes to be more dominant. This is likely due to the fact that for the pressure component, only the region
between the bow shock and the solid surface changes with different flow conditions, and most part of the solution vector
remains unchanged across different samples. The contrary is true for the Mach component. This indicates that some
fields (pressure) are better than others (Mach) and that there can be benefits to identify those best suited for compression.
However, this remains an open question and requires further investigation.
Pressure: 0.243 0.814 1.384 1.955 2.525 3.096 3.666
CFD ε2POD=10
-2 ε2POD=10
-3
ε2POD=10
-4 ε2POD=2.75×10
-5 ε2POD=10
-5
Fig. 16 POD approximations for the 2D flow around the symmetry plane of HYFLEX(Ma = 2, α = 30◦)
The chosen ANN parameters are given in Table 10. Note that we keep the hidden layers unchanged for each
component to make a fair comparison. The strategy of using directly the parameter as input is also considered. The
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Pressure: 0.228 0.796 1.364 1.932 2.500 3.069 3.637
CFD ε2POD=10
-2 ε2POD=10
-3
ε2POD=10
-4 ε2POD=3.55×10
-5 ε2POD=10
-5
Fig. 17 POD approximations for the HYFLEX flow(Ma = 2, α = 30◦)
Table 9 POD approximations for the HYFLEX case
Pressure Mach
2D 3D 2D 3D
ε2POD 2.75 × 10−5 3.55 × 10−5 3.90 × 10−5 1.56 × 10−5
Mmo 30 15 35 85
Mode
σ
0 20 40 60 80 10010
0
101
102
103
104
105
106
Pressure
Mach
Fig. 18 Singular values for the 3D HYFLEX flow
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relative L2 error for pressure and Mach components is plotted in Fig. 19. As can be seen, the error for Mach is much
larger than that for pressure, due to the large number of unknowns (i.e. weights and biases), compared to the size of
the corresponding training set. In Figs. 20 to 23, we compare the predicted results by ANN and the target solution for
typical cases. For the pressure, all the results agree well with each other, indicating that the number of the training
samples could be further reduced. On the contrary, the comparison for Mach number shows that the error is large,
possibly due to insufficient training samples.
Table 10 ANN parameters for the HYFLEX case
Pressure Mach
Input:
(
A
sp
pressure
)
Input: (Ma) Input:
(
A
sp
Mach
)
Input: (Ma)
N i 30 1 35 1
Nh1 25 25 52 52
Nh2 20 20 69 69
No 15 15 85 85
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Fig. 19 Relative L2 error of the HYFLEX case on the test set. ANN.
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Fig. 20 Comparison of the pressure on the wall of the symmetry plane of HYFLEX.
Mach: 0.240 0.954 1.667 2.381 3.094 3.808 4.522
Target Input: (AspMach) Input: (Ma)
Fig. 21 Comparison of the Mach number on the symmetry plane(Ma = 2.09).
Mach: 0.354 1.412 2.469 3.527 4.585 5.642 6.700
Target Input: (AspMach) Input: (Ma)
Fig. 22 Comparison of the Mach number on the symmetry plane(Ma = 3.91).
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Mach: 0.428 1.708 2.988 4.268 5.548 6.829 8.109
Target Input: (AspMach) Input: (Ma)
Fig. 23 Comparison of the Mach number on the symmetry plane(Ma = 5.91).
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IV. Conclusion
In this work, we propose a flow reconstruction method based on the use of artificial neural network. Given a target
problem (which is usually expensive to solve), we first define a simplified problem, and solve both problems to obtain
the training, test, and validation samples. The simplified problem may be related to the target problem at different levels,
ranging from dimensional reduction to direct use of parameters. Then, with a POD, the training samples for both the
simplified problem and the target problem are further decomposed into bases and coefficients. The bases are fixed for a
certain problem, while the coefficients vary to generate different solutions. The relation of the coefficients between the
simplified problem and the target one is constructed with an ANN. To obtain the solution of the target problem at new
parameter values, one only needs to solve the simplified problem, and then use the ANN to recover the coefficients and
efficiently predict the solution of the original problem.
Several typical test cases, including the two-dimensional viscous nozzle flow, the inviscid M6 wing flow, and the
viscous HYFLEX hypersonic flow, are conducted to test the proposed flow reconstruction method. Overall, the proposed
method is shown to work well for this wide range of problems with an ANN of no more than three hidden layers. Shocks
can also be captured well without obvious stair-cased arrays of jumps observed. Since the ANN is nonlinear, the solution
vector for each sample can be the combination of multiple field components, or contain only one single component.
Regarding the choice of the simplified problem, it is observed that using a simplified problem that can fully account for
the whole parameter space is more robust in terms of accuracy.
The POD-based approach proposed in this paper tends to require a large number of samples since the preserved POD
modes are generally much fewer than the samples. The generation of the samples, especially for the target problems, may
still be expensive. A possible solution for this issue is to employ a greedy algorithm, which is part of our future work.
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