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ON THE SYNCHRONIZATION OF CIRCULAR SEMI-FLOWER
AUTOMATA
SHUBH N. SINGH AND ANKIT RAJ
Abstract. Pin proved that every circular automaton with a prime number
of states containing a non-permutation is synchronizing. In this paper, we in-
vestigate the synchronization of circular semi-flower automata. We first prove
that every semi-flower automaton is a one-cluster automaton. Subsequently,
we prove that every semi-flower automaton containing a 1-cycle is synchroniz-
ing. Further, we prove that every circular semi-flower automaton with an odd
number of states containing a 2-cycle is synchronizing.
Introduction
An automaton is called synchronizing if there exists a word, called a synchroniz-
ing word, that sends all its states to a single state. The concept of synchronization of
automata has many practical applications in such areas as robotics, manufacturing,
coding theory, bio-computing, model-based testing and many others [20].
A lot of investigations have already been done in the area of synchronization of
automata. Pin [9] proved that every circular automaton with a prime number of
states containing a non-permutation letter is synchronizing. Perles et al. [15] ob-
served that the class of definite automata is a sub-class of synchronizing automata.
It is verified that every strongly connected aperiodic automaton is synchronizing.
For a given automaton, it is often very challenging to prove that the automaton is
synchronizing or not.
Besides of the applications of synchronizing automata, there is a famous con-
jecture, known as Cˇerny´ conjecture, related to synchronizing automata. Cˇerny´
conjecture states that every n-state synchronizing automaton has a synchronizing
word of length at most (n−1)2 [8]. In this connection, Pin [9] proved that the Cˇerny´
conjecture is satisfied for circular automata with a prime number of states. Further,
Dubuc [12] showed that all circular automata satisfies the Cˇerny´ conjecture. Stein-
berg [2] proved the Cˇerny´ conjecture for one-cluster automata with prime length
cycle. For another special classes of synchronizing automata, the Cˇerny´ conjecture
has also been verified, or sharper bounds than the general bounds have been proven,
see for instance [1, 3, 4, 10, 11, 17, 18, 21].
This paper investigates the synchronization of circular semi-flower automata.
Circular automata have been studied in various contexts [9, 12]. Semi-flower au-
tomata have been introduced to study the finitely generated submonoids of a free
monoid [13, 22]. Using semi-flower automata, the rank and intersection problem
of certain finitely generated submonoids of a free monoid have been investigated
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[14, 22, 23]. Semi-flower automata have also been studied in many different con-
texts, see for instance [6, 14, 24, 25, 26].
The remaining part of the paper is organized as follows. In Section 1, we in-
troduce the notation and briefly give the required background. In Section 2, we
investigate the synchronization of circular semi-flower automata. In Section 3, we
conclude the paper and provide some future directions for our work.
1. Preliminaries and Notation
In this section we first briefly introduce the notations used in this paper. Through-
out this paper, n is an integer greater than 1. Let P be a non-empty finite set.
The number of elements in P is denoted by |P |. We write argument of a transfor-
mation α of P on its left so that pα is the value of α at the argument p ∈ P . The
composition of transformations is designated by concatenation, with the leftmost
transformation understood to apply first, so that p(αβ) = (pα)β. We denote by Tn
the full transformation monoid of a set with n elements.
Let D be a (labeled) digraph. The vertex set of D is denoted by V (D). A path
in D is an alternating finite sequence v0, e1, v1, . . . vk−1, ek, vk of distinct vertices
and (labeled) edges such that, for 1 ≤ i ≤ k, the tail and the head of edge ei are
vertices vi−1 and vi, respectively. A path with at least one edge is called a cycle
if its initial vertex and terminal vertex are the same. The length of a path is the
number of its edges. A k-cycle is a cycle of length k. If there is a path from vertex
u to vertex v, then the distance from u to v is the length of shortest path from u
to v.
An alphabet is a non-empty finite set. The elements of an alphabet are referred
to as letters. We denote an alphabet by the symbol A. We use symbols A∗ and ε to
denote the set of all words over A and the empty word, respectively. We consider an
automaton (over A) as a quintuple A = (Q,A, δ, q0, F ), where Q is the non-empty
finite set of states, q0 ∈ Q is the initial state, F ⊆ Q is the set of final states, and
δ : Q × A → Q is the transition (total) function. An automaton with n states is
called an n-state automaton. The canonical extension of δ to the set Q×A∗ is still
denoted by δ.
Let A be an n-state automaton. Each word x ∈ A∗ has a natural interpretation
as a transformation of Tn and we do not distinguish between the word x and
its interpretation. A letter a ∈ A is called permutation if its interpretation is a
permutation; otherwise, it will be called non-permutation. A is called circular if
there exists a permutation letter which induces a circular permutation on its set
of states. The set M(A) = {x ∈ Tn | x ∈ A
∗} forms a submonoid of the full
transformation monoid Tn called the transition monoid of A. The automaton A is
called synchronizing if there exists a word x ∈ A∗ such that the image of Q under
the transformation x ∈M(A) is a singleton.
LetA be an automaton. By denoting states as vertices and transitions as (labeled
directed) edges, A can be represented by (labeled) digraph, denoted by D(A), in
which initial state and final states shall be distinguished appropriately. For a ∈ A,
we define an a-edge as an edge labeled by the letter a. A path (respectively, cycle)
in A is a path (respectively, a cycle) in D(A). A state q is said to be accessible
(respectively, co-accessible) if there exists a path from q0 to q (respectively, a path
from q to some final state). A is called semi-flower automaton (in short, SFA) if
F = {q0}, every state is both accessible and co-accessible, and all cycles in A visit
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the unique initial-final state q0. For further basic definitions concerning digraphs
and automata we refer [7, 19].
Let G be a finite group with identity element e. We write |G| to denote the
order of G. Let g be an element of G. The order of the element g is the smallest
positive integer t such that gt = e. The cyclic subgroup generated by the element
g is denoted by 〈g〉. The group G is called cyclic if G = 〈g〉 for some g ∈ G. In this
case, g is called a generator of G. It is well known that any two finite cyclic groups
of the same order are isomorphic. In a finite group, the order of a group element
divides the order of its group. Therefore, if |G| is odd, the order of each element of
G is also odd. All further unexplained notation and terminology of groups we refer
[5].
2. Main Results
In this section we investigate the synchronization of circular semi-flower au-
tomata (in short, CSFA). In order to investigate the synchronization of CSFA, we
recall the concept of one-cluster automata introduced by Be´al and Perrin in [16].
Let A be an automaton and let R be the sub-digraph of D(A) made of the
b-edges. A connected component of R is called a b-cluster. Note that each b-cluster
contains a unique cycle, called a b-cycle, with possible trees attached to b-cycle at
their root. A one-cluster automaton with respect to a letter b is an automaton
which has exactly one b-cluster.
The following theorem proves that every SFA is a one-cluster automaton with
respect to each letter.
Theorem 2.1. Every SFA is a one-cluster automaton with respect to each letter.
Proof. Let A be an SFA and let b ∈ A. Consider the sub-digraph R of the digraph
D(A) made of the b-edges. It is sufficient to prove that the underlying graph of R
is connected. Let p be a state such that p 6= q0. We claim that p b
r = q0 for some
positive integer r. Clearly, the state p belongs to exactly one b-cluster. Recall that
each b-cluster contains a unique cycle. Since A is an SFA, the initial-final state
q0 belongs to each cycle, and subsequently the state q0 belongs to each b-cluster.
Therefore p br = q0 for some positive integer r, and consequently the underlying
graph of R is connected. This proves our theorem. 
In view of Theorem 2.1, we get that every SFA contains a unique b-cycle, where
b ∈ A.
Notation 2.2. We shall denote by C the b-cycle in an SFA. Further, the set of
states in the b-cycle C shall be denoted by V (C).
Obviously q0 ∈ V (C). We now recall the definition of the level of automata from
[16]. Let A be an automaton and let b ∈ A. The level of a state q in a b-cluster is
defined as the distance between q and the root of the tree containing q. If q belongs
to the cycle, its level is defined as zero. The level of A is the maximal level of its
states.
Notation 2.3. We shall denote the level of an automaton by symbol l.
Note that Qbl = V (C). If the length of the cycle C is 1, the following theorem
asserts about the synchronization of an SFA.
Theorem 2.4. Let A be an SFA. If C is a 1-cycle in A, then A is synchronizing.
4 SHUBH N. SINGH AND ANKIT RAJ
Proof. Recall that q0 ∈ V (C). Since |V (C)| = 1, it follows that V (C) = {q0}.
Hence, Qbl = V (C) = {q0}. This completes our proof. 
We now recall the necessary result from [25].
Theorem 2.5 ([25]). Let A be an SFA.
(i) For a ∈ A, if a is a permutation, then a is a circular permutation.
(ii) For a, b ∈ A, if a and b are permutations, then the permutations a and b
are same.
Unless otherwise stated, in what follows, A denotes an n-state CSFA. In view of
Theorem 2.5, there is a unique circular permutation induced by letters. For the rest
of paper, we fix the following regarding A. Assume that the letter a ∈ A induces
the circular permutation, and accordingly q0, q1, . . . , qn−1 is the cyclic ordering of Q
with respect to a. We use symbol G to denote the cyclic subgroup of the transition
monoid M(A) generated by the permutation a.
For completeness, we state the following simple result from [26].
Remark 2.6 ([26]). Let A be an n-state circular semi-flower automaton. Then
(i) |G| = n.
(ii) G is the group of units of M(A).
For an odd integer n, If the length of the cycle C is 2, the following theorem
proves that an n-state circular semi-flower automaton A is synchronizing.
Theorem 2.7. For an odd integer n, let A be an n-state circular semi-flower
automaton. If C is a 2-cycle in A, then A is synchronizing.
Proof. Recall that q0 ∈ V (C). Since |V (C)| = 2, let qm (1 ≤ m ≤ n−1) be another
state such that qm ∈ V (C), and so V (C) = {q0, qm}. ThenQ·b
l = V (C) = {q0, qm}.
Clearly, qm · b = q0 and q0 · b = qm. It follows that
q0 · b
2 = q0 =⇒ q0 · b
2l = q0 =⇒ q0 · b
1+2l = qm · b
2l = qm,
and
qm · b
2 = qm =⇒ qm · b
2l = qm =⇒ qm · b
1+2l = q0 · b
2l = q0.
Thus, b1+2l maps Q into {q0, qm} and swaps q0 and qm.
Note that qm ·a
(n−m) = q0. We now consider the sequence 〈wk〉 of words, where
wk := a
k(n−m)b1+2l. From the suffix word b1+2l, it is clear that {q0, qm} · wk ⊆
{q0, qm} for each k. If there exists a k such that {q0, qm} · wk is a singleton, then
the automaton A is synchronizing.
Otherwise, for k = 1, we have
qm · a
(n−m)b1+2l = q0 · b
1+2l = qm, and therefore q0 · a
(n−m)b1+2l = q0.
By induction, we get that
(1) q0 · a
k(n−m)b1+2l =
{
q0 if k is odd
qm if k is even.
Since by assumption n is an odd number and the letter a induces a circular per-
mutation, the order of a(n−m) is also an odd number, say t. Now for this number
t, we have that at(n−m) induces the identity transformation. Hence
q0 · a
t(n−m)b1+2l = q0 · b
1+2l = qm,
a contradicting to the previous statement. This completes our proof. 
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The following example shows that Theorem 2.7 is not necessarily true when
circular semi-flower automaton has an even number of states.
Example 2.8. Consider 6-state circular semi-flower automaton A1 over A = {a, b}
given in the Figure 1. Clearly, V (C) = {q0, q3}. By using the computer algebra
system GAP–Groups, Algorithms and Programming [27] we observe that the tran-
sition monoid M(A1) does not contain a constant transformation. Hence, A1 is
non-synchronizing.
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Figure 1. 6-state non-synchronizing CSFA A1 with |V (C)| = 2
For an odd integer n, let A be an n-state circular semi-flower automaton. If C
is a 3-cycle in A, then A is not necessary synchronizing as shown in the following
example.
Example 2.9. Consider 9-state circular semi-flower automaton A2 given in the
Figure 2. Clearly, V (C) = {q0, q3, q6}. By using the computer algebra system
GAP–Groups, Algorithms and Programming [27] we observe that the transition
monoid M(A2) does not contain a constant transformation. Hence, A2 is non-
synchronizing.
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Figure 2. 9-state non-synchronizing CSFA A2 with |V (C)| = 3
Conclusion and further directions
This work investigated the synchronization of circular semi-flower automata
(CSFA). We proved that every semi-flower automaton is one-cluster automaton,
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and subsequently we observed that every semi-flower automaton containing a 1-
cycle is synchronizing. Further, for an odd number n, we proved that every n-state
CSFA containing a 2-cycle is synchronizing. Using the computer algebra system
GAP, we finally provided examples of 6-state non-synchronizing CSFA and 9-state
non-synchronizing CSFA containing, respectively, 2-cycle and 3-cycle.
In the present work, we observed that an n-state CSFA is in general not syn-
chronizing. Therefore, one could investigate on the sufficient conditions for the
synchronization of an n-state CSFA.
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