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Introduction 
Understanding the heat transfer mechanisms using interrupted surfaces in compact 
heat exchangers is an important area of research[1,2,3]. Surface interruptions are 
commonly used for heat transfer augmentation. These not only increase the heat transfer 
surface area per unit volume but also modify the fluid dynamics to augment the heat 
transfer coefficient. At the same time these devices also increase the pressure drop and 
subsequently the pumping power. From the fluid dynamics viewpoint, the flow in the fin 
arrays provides a rich kaleidoscope of flow phenomenon. Depending on the Reynolds 
number and the fin geometry, flow within these fin arrays could be laminar with or 
without flow separation, with periodic vortex shedding, or transitional and finally 
turbulent [ 4]. 
Computational modeling of these flows has been used in the past and is becoming 
increasingly popular. Earlier studies have solved the laminar steady Navier-Stokes 
equations and the energy equation using finite-difference techniques. Sparrow and Liu[5] 
have used the streamwise parabolic form of the Navier-Stokes equations and energy 
equation to study heat transfer on a series of parallel infinitesimally thin flat plates placed 
in an inline and staggered arrangement. Patankar and Prakash[6] solved the elliptic 
Navier-Stokes and energy equation to study the heat transfer from a series of finite 
thickness plates in a staggered arrangement. These studies have provided an 
analytical/computational framework within which the thermal behavior of an infinite 
array of fins can be modelled by using the periodicity of the flow. Suga and Aoki[7] have 
. used a multi-domain approach with overlaid grids to study the pressure drop and heat 
transfer in multilouvered fins. All these studies assume steady flow conditions and hence 
preclude much of the flow physics, particularly in situations when the flow is dominated 
by large scale time-dependent variations. With this shortcoming in mind and the advent 
of more powerful computers, Ghaddar et al. [8] developed an unsteady incompressible 
Navier-Stokes and energy equation flow solver based on the spectral element method[9]. 
Amon and Mikic[lO] have used the same technique to study the unsteady flow and heat 
transfer in slotted channels. 
The current investigation describes a time accurate incompressible Navier-Stokes 
and energy equation solution procedure for the study of heat transfer in compact heat 
exchangers. The finite-differenced based computer program is developed for the 
massively parallel Connection Machine-5 in the Single Instruction Multiple Data (SIMD) 
or the data parallel programming paradigm. In this paper, our objective is to validate the 
computer program for heat transfer calculations, both, in terms of performance and 
accuracy, and, more importantly, highlight the differences between the present time-
dependent calculations and steady flow calculations. The differences between the two 
calculation procedures is critical in the Reynolds numbers encountered in compact heat 
exchangers which for the most part fall into the laminar unsteady category. We also 
show the importance of the inclusion of three-dimensional effects in calculating the heat 
transfer performance of fins. In the present study, all calculations are performed for 
representative in-line geometries. 
Governing Equations and Solution Algorithm 
For computational purposes, an infinite array of fins can be reduced to a simpler 
system consisting of a basic unit with one fin element. Figure 1 shows the computational 
unit or domain for an array of inline fins with periodic boundary conditions applied in the 
x and y directions. Implicit in this treatment is the assumption that the flow is fully 
developed, both hydrodynamically and thermally, in the fin array and excludes any 
entrance region effects. However, this does not detract considerably from the real 
situation where most of the heat transfer would occur in the fully developed flow regime. 
From the computational viewpoint, a calculation started from some initial conditions will 
undergo a transient period before it reaches a so called steady or fully developed state. 
The time-dependent, incompressible continuity, momentum, and energy equations 
are of the form: 
(1) 
(2) 
(3) 
where i = 1,2,3 corresponds to x (u), y (v), and z (w) coordinates (velocities) in three-
dimensions, respectively, Re is the Reynolds number and Pr is the Prandtl number. 
Equations (1), (2), and (3) are non-dimensionalized by suitable length, velocity and 
temperature scales which will be outlined later in this section. 
The imposition of periodic boundary conditions in both the x and y directions, 
necessitates the reformulation of flow quantities in equations (1)-(3), which have a spatial 
variation incompatible with the periodic boundary conditions. In an array of fins, both 
pressure and temperature exhibit a linear variation in the flow direction. Since there is no 
net flow in the y direction, we can decompose these quantiities into a mean variation in 
the x direction (which are known or determinable quantities), and a fluctuating or 
perturbed quantity which exhibits periodicty. Hence, 
P(x,y,t) = -fJ x + p(x,y,t) (4) 
where fJ is the mean pressure gradient in the flow direction and can be directly related to 
the frictional and form drag losses within the calculation domain. We use the half width 
(H=(b+C)/2) of the computational domain as the characteristic length scale, and the 
friction velocity (urv llP/p) as the characteristic velocity scale. The constant f3 then takes 
on a value of unity and equation (2) can be written in the form: 
(5) 
where ReT = uTHIv is the Reynolds number, ~j is the kronecker delta, and the index i=l 
denotes the streamwise or flow direction. Hence in the present simulations, for a given 
ReT and initial conditions, the mean flow rate will adjust itself to balance the frictional 
losses with the applied fixed pressure gradient 1. Periodic boundary conditions are applied 
on the domain boundaries for both Ui and p. On the fin surfaces, no slip boundary 
conditions are applied for the velocities while Neumann boundary conditions of type 
V p .n = 0 is applied for the pressure, where n is the unit vector along the outward normal 
to the surface. 
Similarly the temperature field is decomposed into 
T(x,y,t) = Tin + yx + 8(x,y,t) (6) 
where Tin is the constant inlet temperature to the fin array, yspecifies the rate of increase 
of the mean temperature as the fluid moves through the fin array, and 8 is the perturbation 
temperature which satisfies periodic boundary condtions. The mean temperature gradient, 
y, can be directly related to the energy sources and sinks within the calculation domain. 
By substituting equation (6) into (3), and choosing the non-dimensionalizing temperature 
scale as q "Hlk, where q" is the heat flux on the fin surface, and k is the thermal 
conductivity of the fluid, equation (3) can be re-written in terms of 8 as; 
1 For most calculations, the bulk Reynolds number based on the mean flow is of primary interest. For a 
target bulk Reynolds number, Re't can be estimated from friction data to provide a good starting guess. 
(7) 
where () is periodic and satisfies (}(x) = (}(x + Lx), (}(y) = (}(y+Ly) on the domain 
boundaries and (V () ).n= 1 - rex· 11 on the fin boundaries, where ex is the unit vector in 
the x direction. The mean temperature gradient rin equation (7) is calculated by a global 
energy balance and is given by: 
r= Qf 
RerPrQLx (8) 
where ilj is the perimeter of the fin surface, and Q is the mean flow rate. 
Equations (1), (5) and (7) are solved on a staggered grid in which the velocity nodes are 
staggered halfway between the scalar nodes in their respective coordinate directions. A 
two dimensional equivalent of the staggered grid is shown in Figure 2. The resulting 
equations are discretized by using finite-volume approximations in which the volume 
integrals are reduced to surface fluxes on the cell faces for the convection and viscous 
terms. The convection and viscous terms are approximated by second-order central 
differences. The formulation used is similar to the Harlow Welch scheme[11]. 
Time integration of the discretized momentum equations is performed by using the 
fractional-step method (Chorin[12] and also Kim and Moin[13]). Briefly described, first 
an intermediate velocity field (Ui) is calculated by neglecting the contribution of the 
pressure gradient term to momentum balance. The time advancement of this step is 
performed by using an explicit second-order accurate Adams-Bashforth approximation. 
Next the intermediate velocity field is made divergence free (zf+1) by solving the 
pressure equation for pn+ 1. Symbolically, these steps can be represented by the following 
equations: 
and 
~ n 
Ui - Ui _~. 3 Hn 1 Hn-I 
III - ViI +:2 i - 2 i 
a 1 a2Ui Hi = -+-(UiUj) + ---
aXj Re 7: ax f. 
J 
(9) 
(10) 
where Ui denotes the intermediate velocity field. The correction to (Ui) to make the 
velocity field divergence free and include the effects of the pressure gradient is given by: 
a'Pn+1 
u!J+ I = iii -Ilt--
I aXj 
(11) 
The pressure field pn+ 1 is obtained by applying the continuity equation at time (n+ 1) to 
equation (11) and solving the resulting pressure equation 
(12) 
The energy equation is advanced in time by using a fully explicit second-order Adams-
Bashforth approximation as follows 
o n+ I _ 0 n _ 3 n 1 n-I 
.!L..-_.!L..- _ - A - - A 
III 2 2 
where (A) is given by 
a 1 a20 
A = -ru - +-(a UjO) + R P Xj e7: r ax.2 
J 
(13) 
(14) 
In a typical flow simulation, the hydrodynamic flow field is allowed to reach a fully 
developed state before the heat transfer calculations are initiated. Once the flow rate has 
reached a fully developed state2, the heat transfer calculations are initiated with an initial 
2The definition of a fully developed state depends on the flow regime. For flows at low Reynolds numbers, 
which do not exhibit any vortex shedding, the fully developed state will be characterized by a flow rate (Q) 
which is truly time independent. In flow regimes with vortex shedding, the flow rate will only exhibit 
field of ()=o. Consequently the time evolution of the average Nusselt number at the fin 
surface is monitored to determine the thermal fully developed state. 
Results and Discussion 
Parallel Performance 
The discretized governing equations are solved on the Connection Machine-5 
(CM5). The Connection Machine-5 (CM-5) at NCSA is a massively parallel computer 
architecture containing 512 processing nodes (each processor has four vector units) with 
each node having 32 MBytes of memory with a collective memory of 16 GBytes. The 
work described in this paper is a subset of a general purpose computer program 
developed on the CM-5 in the data parallel paradigm[l4] for the direct and large eddy 
simulations of turbulence. The computer program has several features ranging from 
second-order to high-order accurate finite-difference approximations, explicitlsemi-
implicit time advancement algorithm, ability to handle a mix of boundary conditions, 
with different solution techniques for the pressure equation. These features, benchmark 
solutions and validations of the flow solvers can be found in Tafti[l5,16] and Najjar and 
Tafti[l7]. 
For flows with two homogeneous direction (e.g. turbulent channel flow 
calculations) the pressure equation is solved with 2-D FFT's in the homogeneous 
directions with a direct line solve in the inhomogeneous direction. Using this approach 
with a semi-implicit treatment of the momentum equations, execution speeds of upto 8.8 
constancy when it is averaged over some suitable ensemble. It was found that even at high Reynolds 
numbers, the instantaneous Q varied less than 0.2% from the mean value. 
GFLOPS/s have been obtained on 512 processing nodes with 24 million nodes in the 
calculation domain. In the present study, the flow is inhomogeneous in both directions, 
and we use the method of Conjugate Gradients CG[18] to solve the pressure equation. 
The parallel implementation and performance of preconditioned CG and other Krylov 
subspace based methods can be found in Tafti[19]. In this paper we show execution 
speeds for the grid sizes used in the present study and also show the scalability of the 
computer program for large grid sizes, which would arise in large two- and three-
dimensional calculations. 
Figure 3 plots the typical performance for the two-dimensional grids used in the 
current work on a 32 node partition of the CM-5. The MFLOP rates are obtained by 
estimating the floating point operations in each module of the computer program. 
Typically, 97% of the computational time is spent in solving the pressure equation, while 
the other 3% is spent in the momentum and energy equations. We find that the 
performance is a modest 100 MFLOPS at a resolution of 128x32, but increases rapidly to 
450 MFLOPS as the grid resolution increases to 512x256. This is a result of increased 
vector lengths as the problem size increases and the resulting lower communication costs 
per floating point operation. Further, Figure 4 shows the scalability of the computer 
program. The grid size varies from 512x256 on a 32 node partition to 1024x512 on a 256 
node partition. A near perfect scalability is observed giving a performance of 7.0 
GFLOPS on 512 nodes of the CM-5. Figure 4 also illustrates the capability of the 
computer program to solve large three-dimensional heat transfer problems. 
Heat Transfer Results 
For the presentation of the heat transfer results we define a bulk Reynolds number 
based on the bulk velocity, hydraulic diameter and fin thickness as: 
VDh· 4A Re = -- wIth Dh = __ m_ 
V A/Lx 
and (15) 
where V is the mean flow velocity at the minimum flow cross-sectional area Am, and A is 
the heat transfer surface area of the fin (2L+2b). We also define a local instantaneous 
Nusselt number over the fin surface based on the hydraulic diameter, which is given by: 
Nu= Dh/H 
(Jf - (Jref 
(16) 
where OJ is the local fin surface temperature and (Jre! is a reference temperature, which is 
defined as [6]: f II lui dy 
(Jre!= f 
luldy 
(17) 
Based on the local instantaneous Nusselt number we then calculate the instantaneous 
global Nusselt number integrated over the fin surface as: 
<.Nu> = ~_Q....Lf_D...!.!h,-/H __ L (6j- 1I...r) dl (18) 
The mean Nusselt number is then calculated by time averaging <Nu> in the steady or 
fully developed regime and is denoted by <.Nu>. Further, we also define the modified 
Colburn} factor for fully developed flow as a measure of heat transfer: 
; = <.Nu> 
Re PrOA 
and a friction factor f as: 
f - AI' (Dh) 
- 1 2 4L 
-pV x 
2 
(19) 
(20) 
Table 1 outlines the two geometries calculated in the current study. The geometrical 
parameters listed are shown in Figure 1. The geometry represented by Case A was of 
primary interest to this study. Case B is similar in geometry to Case A. However, these 
calculations are performed on half the calculation domain in the cross-stream direction 
and symmetry boundary conditions are applied to the top and bottom boundaries. Case C 
was calculated to validate our calculation procedure with the experiments of Mullison and 
Loehrke[20l Case C has longer fins (Vb ratio) which are much closer to each other in 
the transverse direction (CIL ratio) than Case A. All calculations are performed by 
integrating the time-dependent Navier-Stokes equations. We first validate our calculation 
procedure with the experiments of Mullisen and Loehrke[20], then show results for Case 
A, and finally point out the differences between the symmetrized flow (Case B) and the 
unsymmetrized time-dependent flow (Case A). 
Table 2 summarizes the calculations performed for Reynolds numbers ranging from Re = 
160 to 2400 for Case C. The calculation domain was resolved with 12 8x3 2 finite-
4ifference cells in the x and y directions, respectively. In reporting their experimental 
results, Mullisen and Loehrke[20], have defined their hydraulic diameter Dh based on the 
heat transfer length of the fins (L in Figure 1) and the heat transfer area as only based on 
the top and bottom surface of the fin (2L in Figure 1). Based on our definition of Dh (see 
equation 15) and f (see equation 20), we obtain the following scaling factors for Dh andf. 
Dh(eq. 15) = 1.85 Dh(ML) and f(eq. 20) = 0.923 f(ML) (21) 
Figure 5 compares the computed f and j factors with the experimental results of Mullisen 
and Loehrke[20]. In their experiments, b=0.318cm, L=3.81cm, C=0.447cm and 
S=L=3.81cm, thus gives the ratios of Ub=12.0, SIL=1.0 and CIL=0.12, which is 
approximately the same geometry as that of Case C. Further, we also plot the numerically 
calculated results of Sparrow and Liu[5] for a array of in-line plates (b=O). The/factor 
and j factor are calculated based on Table 1 in Sparrow and Liu[5], with Land C 
corresponding to that of our Case C. In their calculations, Sparrow and Lui[5] assumed 
steady symmetric flow in which they solve the parabolic boundary layer equations. 
Because of these assumptions, their calculated / and j factors also do not include the 
effects of vortex shedding. In Figure 5, we find that the results of Sparrow and Liu[5] 
agree well with the experiments and our calculations for Re < 400. However, there are 
substantial differences for Re > 400, due partly to the difference in geometry, but more 
importantly, due to the absence of any vortex shedding in their simulations. On the other 
hand, we find that the present time-dependent calculations show very good agreement 
with the experimental results upto Re =1400, after which the present calculations 
overpredict the / and j factors slightly. This trend is also seen in the calculations 
performed for Case A in the same Reynolds number range. We suspect that this is partly 
caused by the under resolution of the flow at these Reynolds number, which is discussed 
. in the results for Case A, and more importantly by the onset of strong three-dimensional 
effects. There is extensive evidence in the literature on wake flows that two-dimensional 
models of actual three-dimensional flows overpredict the form drag (Mittal and 
Balachandar[21], Joshi et al.[22], Najjar and Vanka[23]). Mittal and Balachandar[21] 
attribute this to higher in-plane Reynolds stresses in the wake which substantially lowers 
the mean base pressure, giving a much higher form drag than in three-dimensional 
calculations. Further, in two-dimensional simulations of flow over a blunt plate at Reb 
=1000, Tafti and Vanka[24] have found that the maximum rms value of pressure 
fluctuations calculated on the surface of the blunt base is a factor of 4 higher than those 
observed in the 3-dimensional calculations of Tafti and Vanka[25] and the experiments of 
Cherry et al.[26]. This was attributed to the strong coherence of vorticity, imposed by the 
two-dimensionality of the calculation. Flow visualization studies by Sasaki and Kiya[27] 
for uniform flow over a blunt plate, place the onset of three-dimensional effects soon 
after the separated shear layers start shedding at Reb = 324. For Case C, vortex shedding 
is found to occur at Re=530 or Reb = 100 and it is not unreasonable to expect that the 
absence of three-dimensional effects in the calculations would have a measurable effect 
on the results at Re > 1500 or Reb> 300. 
Table 3 summarizes the calculations performed for Case A. The Reynolds numbers 
studied ranges from Re = 120 to 2200. For ReT = 70 (Re = 2000), we have performed a 
grid dependency study with 128x32, 256x64, and 512x128 cells. We find that by doubling 
the grid in each direction to 256x64, the f factor reduces by about 9% while the J factor 
reduces by 6%. Further doubling of the grid to 512x128 cells, results in a nominal 
reduction of 1% and 2% for thefandJ factors, respectively. In view of these results, we 
should expect deviations between +5 to+10% in thefandJ factors reported on the 128x32 
grid for Re ~ 1400. Further, after accounting for the grid effect, thefandJ factors are still 
overpredicted for Re ~ 1400 due to the absence of three-dimensionality in the present 
simulations. 
For Case A, the flow was found to be steady at Re = 250 with a recirculation 
bubble behind the trailing edge of the fin. At the next Reynolds number of Re = 380, 
periodic vortex shedding was found to occur with a characteristic Strouhl frequency of 
0.22 (non-dimensionalized by the fin thickness b and velocity based on the time mean 
bulk flow) based on the cross-stream or v-velocity signal at x=O, y=O. On the other hand, 
the Nusselt number exhibited a characteristic frequency of 0.44, which is twice the 
Strouhl frequency. These charcateristics frequencies remain constant upto Re = 1300. At 
Re =1407, we see a slight increase in these frequencies to 0.26 and 0.52. Figure 6(a-d), 
shows the typical variations of the velocity signal and <Nu> with time t* (non-
dimensionalized by mean flow bulk velocity and fin thickness b), once the flow has 
reached a fully developed stage at Re = 1407. Also shown are the resulting frequency 
spectra for the two signals. Figure 7 (a-d) show a similar plot at Re = 2191. The Strouhl 
frequency further increases to 0.3 and the frequency spectrum shows a lot more activity 
with the presence of low frequency oscillations in the Nusselt number signal. 
Figure 8(a-c) show instantaneous contours of vorticity and temperature and the 
spatial variation of the instantaneous local Nusselt number for Re =1407. We find that 
there is a strong correlation between the large scale vorticity present in the vicinity of the 
fin and the temperature field. The vortices act as large scale mixers and bring in fluid on 
their downstream side towards the wall. Subsequently, the fluid picks up heat from the 
wall and is ejected out in the upstream core of the vortex[28]. This phenomenon is clearly 
seen on the top and bottom surfaces of the fin, where the temperature contours are 
crowded near the fin surface (high thermal gradients) on the downstream side of the 
vortex and extend into the vortex core on the upstream side (low thermal gradients). The 
Nusselt number distribution on the fin surface reflects this interaction; it exhibits a peak 
in the downwash region (fin surface location 0 and 8.8) and a valley towards the upstream 
side of the vortex (fin surface location 12.4 and 9.4). It should be noted that although the 
Nusselt number shows high values at the leading edge, its contribution to <Nu> and 
<Nu> is minimal and vortex interaction with the temperature field at the top and bottom 
fin surfaces playa very important role in determining the overall heat transfer. 
Table 4 summarizes the calculations performed in Case B over half the computational 
domain in the cross-stream direction with symmetric boundary conditions. These 
boundary conditions do not allow any asymmetries to develop about the centerline of the 
fin and hence do not allow instabilities which consequently lead to vortex shedding. A 
comparison of these calculations with Case A, highlight the effect of unsteady vortex 
shedding on the f and j factors. In addition, Case B is also representative of symmetrized 
steady calculations of the time averaged N avier-Stokes on half the calculation domain. 
The similarity of these calculations with Case B is strong when steady symmetrized 
calculations are performed in the laminar unsteady regime, yet which do not in anyway 
account for the extra mixing provided by vortex shedding. Interestingly, a large part of 
the Reynolds number range (100 <Re<10000) for compact heat exchangers falls in this 
flow regime. Hence, the differences observed in the f and j factors between Case A and B 
are also representative of the differences between time accurate and steady flow 
calculations. However, the similarity between Case B and steady calculations, weakens as 
turbulence models are incorporated at higher Reynolds numbers. The turbulent eddy 
viscosity to some extent includes the average effect of increased entrainment and mixing 
caused by the vortex shedding. 
Figure 9 plots the f and j factors calculated for Case A with and without imposed 
symmetry. Also shown as reference are the corresponding f and j factors for a fully 
developed channel flow with <Nu> = 8.235 and f Re = 24. Both the f and j factors are 
much higher for the inline fin geometry than a fully developed channel flow. The 
symmetrized flow calculations agree well with the unsteady calculations at low Reynolds 
number when the flow is steady. However, as the Reynolds number increases the 
differences between the two are quite evident. These differences are much stronger when 
we compare the time-averaged mean streamline and temperature distributions (given by () 
+ IX). Figure lO(a-d) to 12(a-d) compare the mean streamlines and temperature profiles 
for Reynolds numbers of 250, 800, and 1400. For Re=250, the flow is steady and the 
mean streamline pattern and temperature profiles are in good agreement. However, as the 
Reynolds number increases to the unsteady regime, there are large differences in the 
mean flow pattern. For the symmetrized cases, the recirculation zone behind the fin keeps 
increasing while the unsteady calculations show much smaller recirculation patterns due 
to the increased mixing. Correspondingly, there are large differences in the mean 
temperature contours. These differences introduce large errors in the prediction off and j. 
Conclusions 
In this paper we have outlined a time accurate calculation procedure for heat 
transfer enhancement studies in compact heat exchangers. The finite-difference based 
computer program is developed on the massively parallel CM-5. We validate the 
performance and accuracy of the computer program for heat transfer calculations for an 
array of in-line fins. Calculated results are compared to experiments and show very good 
agreement. We also highlight the differences between steady symmetrized flow 
calculations as compared to time-dependent calculations. It is shown that in the unsteady 
laminar flow regime, steady flow calculations cannot represent the enhanced large scale 
mixing provided by coherent vortices as they traverse the fin surface. Consequently, large 
errors are introduced in the predictions of the f and j factors. We also point out that three-
dimensional effects become important at Re > 1500 and should be taken into 
consideration as the Reynolds number increases. Although these calculations are massive, 
parallel architectures like the CM-5 used in the current study are making these type of 
computations possible. Three-dimensional calculations can provide greater insight into 
heat transfer enhancement mechanisms at high Reynolds numbers. 
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Table 1. Different test cases calculated. 
CASE 
A 
B 
C 
Vb 
8.55 
8.55 
11.38 
SIL 
1.25 
1.25 
1.0 
elL 
0.20 
0.20 
0.11 
Flow 
steady/unsteady 
steady/unsteady 
steady/unsteady 
Table 2. Summary of calculations performed for Case C(l28x32 grid cells). 
Rer Reb Re j f 
15 30 165 0.1076 0.2919 
20 50 275 0.0664 0.1873 
30 96 531 0.0379 0.1131 
40 147 811 0.0283 0.0862 
50 197 1086 0.0244 0.0750 
60 244 1347 0.0226 0.0702 
80 337 1859 0.0211 0.0655 
100 434 2392 0.0196 0.0614 
Table 3. Summary of calculations performed for Case A(l28x32 grid cells). 
ReT Reb Re j f 
10 18 120 0.1655 0.4427 
15 37 245 0.0843 0.2385 
20 57 381 0.0577 0.1747 
25 82 546 0.0436 0.1330 
30 105 706 0.0363 0.1147 
32.5 119 797 0.0332 0.1056 
35 134 899 0.0305 0.0962 
40 168 1128 0.0267 0.0799 
50 210 1407 0.0260 0.0802 
60 249 1669 0.0250 0.0820 
70 287 1923 0.0242 0.0841 
701 301 2018 0.0229 0.0764 
702 303 2029 0.0224 0.0755 
80 328 2191 0.0233 0.0846 
1256x64 grid cells 
2512x128 grid cells 
Table 4. Summary of calculations performed for Case B (l28x16 grid cells). 
ReT Reb Re j f 
10 17 117 0.1692 0.4669 
15 36 240 0.0856 0.2489 
20 59 392 0.0549 0.1653 
25 86 573 0.0394 0.1208 
30 117 784 0.0300 0.0929 
301 120 804 0.0291 0.0884 
35 153 1025 0.0238 0.0740 
40 194 1298 0.0194 0.0603 
421 218 1458 0.0173 0.0527 
50 289 1938 0.0137 0.0423 
60 405 2710 0.0103 0.0311 
1128x64 grid cells 
Flow 
c 
S L 
Figure 1. Schematic of the Computational Domain 
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Figure 5. Comparison with Existing Numerical and Experimental Data: 
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Figure 6. Signal Frequency Analysis for Flow at Re=1407: 
(a) Velocity v Signal at (x=O,y=O) (b) Frequency Spectrum for Velocity 
Signal vat (x=O,y=O) (c) Instantaneous Global Nusselt Number Signal 
(c) Frequency Spectrum of Instantaneous Global Nusselt Number Signal 
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Figure 7_ Signal Frequency Analysis for Flow at Re=2191: 
(a) Velocity v Signal at (x=O, y=O) (b) Frequency Spectrum for Velocity 
Signal v at (x=O,y=O) (c) Instantaneous Global Nusselt Number Signal 
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Figure 8. Instantaneous Local Heat Transfer Enhancement at Re=1407: 
(a) Vorticity Contours (b) Temperature Contours (c) Local Nusselt Number Distribution 
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Figure 9. Unsteady vs Steady Symmetrized Simulations: 
(a)j vs Reynolds Number (b)fvs Reynolds Number 
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Figure 10. Comparison of Unsteady Simulation Time Averaged Mean Flow with 
the Steady Symmetrized Flow: (a) Streamlines for Unsteady Mean Flow at Re=245 
(b) Temperature Contours for Unsteady Mean Flow at Re=245 (c) Streamlines for 
Steady Symmetrized Flow at Re=240 (d) Temperature Contours for Steady Symmetrized 
Flow at Re=240. 
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Figure 11. Comparison of Unsteady Simulation Time Averaged Mean Flow with 
the Steady Symmetrized Flow: (a) Streamlines for Unsteady Mean Flow at Re=797 
(b) Temperature Contours for Unsteady Mean Flow at Re=797(c) Streamlines for 
Steady Symmetrized Flow at Re=804(d) Temperature Contours for Steady Symmetrized 
Flow at Re=804 
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Figure 12. Comparison of Unsteady Simulation Time Averaged Mean Flow with 
the Steady Symmetrized Flow: (a) Streamlines for Unsteady Mean Flow at Re=1407 
(b) Temperature Contours for Unsteady Mean Flow at Re=1407(c) Streamlines for 
Steady Symmetrized Flow at Re=1458(d) Temperature Contours for Steady Symmetrized 
Flow at Re=1458. 


