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ABSTRACT
Fire Effects on Suspension Bridge Main Cables:
Methods for Determining Both Temperature and
Strain Distributions Within an Exposed Cable
Matthew Jake Deeble Sloane
Fire resistance design and analysis is an under-studied and under-codified area of bridge
engineering. With the lessening of conservatism in bridge design, the aging or our bridge in-
frastructure, and the increase in the ground transport of highly–flammable and -combustible
materials, it is essential that the bridge engineering community better understand and in-
corporate methods for modeling the effects of fire on bridges. Typical fire resistance analysis
looks at the response of individual structural components. Analysis for the component of a
bridge is nowhere more important than for that of the main cables of suspension bridges. As
such, we will survey and introduce the necessary analysis techniques to provide the bridge
engineering community with the knowledge and tools to understand fire modeling and both
rapidly and accurately assess their effects on suspension bridge main cables.
The work of this dissertation is twofold. In the first portion, we address proper fire mod-
eling techniques for bridge conditions and apply them in a sequential thermal–mechanical
analysis of a three–dimensional model main cable with thermally–dependent material and
mechanical properties. Although fire modeling has been addressed in a variety of scenar-
ios, including extensive studies for building design and analysis as well as tunnel design
and analysis, the types of fires, fire geometries, and air conditions associated with bridge
fires vary drastically. Our work identifies the time to failure for our particular main ca-
ble example and subsequently compares both the temperature and strain distributions for
temperature-dependent and temperature-independent models.
Although the three-dimensional analysis is complete, we hope to emulate and expand on the
work done in the building fire engineering community and bring to the literature methods
to produce significant two–dimensional temperature distributions for when a main cable
component is either partially or fully–exposed to fire. As such, the main fire modeling
analyses mentioned in the previous paragraph lay the groundwork for our pursuit of closed-
form analytical solutions necessary to rapidly and accurately assess the time-dependent
temperature distribution within a cable cross-section exposed to fire. These solutions are
formed with different approaches depending on the fire scenario in question. They include a
separation of variables (eigenfunction) approach, sinusoidal transforms, Laplace transforms,
Green’s function solutions, and a semi–analytical hybrid method. We validate each of the
approaches numerically using three different fire models.
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As the world’s infrastructure systems age and design becomes more complex with lessening
conservatism and lowering factors of safety, the loading threats have simultaneously become
evermore serious and potentially harmful. This changing landscape of bridge design and the
increased role of transporting flammable and spontaneously combustible materials using the
ground transportation infrastructure system has thrust the vulnerabilities of bridges due
to fire hazards into the engineering community’s spotlight. Despite this growing threat, a
standardization or common approach to modeling and designing for fire resistance in bridge
infrastructure is nonexistent. While structural building designs for fire have been codified
and are under constant scrutiny and analysis, the literature concerning bridge design stan-
dardization for fire is nonexistent. What’s more, the fire conditions for bridge systems vary
greatly from those of building structures, as the fire stemming from combustible materials
associated with vehicular fires are often more severe than those in building fires as they
reach higher burning temperatures faster—all while releasing a greater amount of heat en-
ergy. The severity of such vehicular fires poses a grave threat to the critical components of
bridge systems.
As with structural building fire studies, however, the analysis of the structural component
of a bridge subjected to fire while under mechanical loading is a multipronged process. This
process requires the proper modeling of the heat transfer from the fire to the component, the
analysis of the temperature distribution within the component in time due to said fire, and
finally the proper temperature-dependent mechanical analysis of the component. Although
accuracy in assigning boundary conditions is of paramount importance in any aspect of
engineering problem-solving (let alone one of such magnitude as fire modeling), the bridge
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1. INTRODUCTION 2
engineering community has at times seemingly overlooked the proper heat transfer condi-
tions when modeling fire. Furthermore, fundamental closed-form solutions typically provide
a basis for a solution and an understanding from which engineers may work in addressing
the complexities of a problem, while laying the groundwork for the rigors of forming a fully
numerical solution. Unfortunately, such closed-form solutions for modeling the heat trans-
fer and temperature distributions within certain structural components are also absent in
areas of the bridge engineering world. Arguably the most critical of such components in
the most critical bridge system that may exist in a particular region is the main cable of a
suspension bridge.
The suspension bridge typically serves as one of the major pathways for commerce, safety,
and public health of a region. The characteristic long spans enable movement over large
bodies of deep water, valleys, or other natural restrictions. Such long spans are only made
possible by the presence and function of the main cable. These main cables are (typically)
non-redundant structural elements that serve to carry the dead and live loads from the
bridge deck and traffic, respectively. The failure of a main cable would undeniably mean
the failure of the entire bridge structure leading to significant economic effects and even po-
tential loss of life. Unfortunately, in similar fashion to other areas of bridge engineering, a
generally accepted practice for modeling fires and their energy transfer to main cables does
not exist. Furthermore, a move to describe the temperature distribution in the main cable
cross-section due to the energy flux associated with said fire conditions using closed-form,
two-dimensional analytical models is noticeably absent.
The bridge design and analysis world lacks the guidance of standardized codes for con-
sidering fire scenarios. Although such standardization is absent, a number of researchers
have applied state-of-the-art fire modeling techniques in an attempt to accurately depict
the scenarios of interest in their particular problems. Motivated by actual bridge fire inci-
dents, these researchers brought modeling standards from the fire engineering community
into their bridge analyses, thereby providing a roadmap for the efforts of future researchers.
Furthermore, such a lack of standardization has forced these researchers to base their stud-
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ies of temperature distributions and mechanical responses within structural components
on finite element models with backing from neither experimental findings nor fundamental
analytical solutions. Such a lack of standardization and sparsity of fundamental solution
approaches in the bridge fire design community is counter to that which we see in the field
of structural building fires. Both the fields of fire engineering and heat transfer within fire
exposed structures (including fundamental heat transfer) are rich in literature and solution
approaches.
Our ultimate goal is to introduce and bring both fire and simplified heat transfer modeling
to suspension bridge main cable analysis. This will allow engineers to have a better sense
of the heat transfer mechanisms associated with fire and the corresponding modeling proce-
dures, as well as the necessary tools to fundamentally analyze the temperature distribution
within a main cable cross-section exposed to fire. The temperature distribution is both a
strong indicator of the cable’s mechanical function and a necessary piece in determining
the overall thermal-mechanical response of the cable. In his work, Buchanan [1] highlights
that the flow of work for calculating the load capacity of a structure exposed to fire involves
modeling the fire, determining the fire effects on a structure, applying said effects in a heat
transfer model of the structure (or structural component of interest), determining the ther-
mal gradients and temperature distributions in the structure, using these distributions in
the structural/mechanical model, and finally determining the structural loading capacity
based on the updated mechanical model. While we will address all aspects of this solution
flow, our true focus lies in the first two major steps outline: bringing a solid fire modeling
approach to the bridge community and, most significantly, providing the community with
closed-form, analytical heat transfer models that can provide “a simple initial assessment
of heat conduction in a bridge cable” [2] that is complete and can be applied in a number
of scenarios. Prior to establishing the heat transfer mechanisms associated with fire and
deriving applicable heat transfer models within the cable, we first review the severity of
the issue of bridge fires, the principles and the state-of-the-art in fire modeling from the
fire engineering community as well as the mathematical concepts used by researchers to es-
tablish closed-form solutions representing the temperature distributions within fire exposed
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structures.
1.2 The Threat of Fire and the Engineering Community
As stated previously, with the potential for significant strength loss and even collapse of the
structures, bridge fires are a threat to economies, commerce, and human life alike. Increased
ground transport of hazardous and highly flammable materials has led to an increase in the
likelihood of fire damage to the ground infrastructure network. This statement is evidenced
by the findings of Battelle [3], in which the authors revealed that “the average number of
annual vehicular fire incidents in the United States is 376,000 causing 570 civilian deaths
and $1.28 billion in property loss” [as cited in Garlock et al. [4]]. This directly translates
to possible weakening of bridge infrastructure due to the exposure to said fires. A 2008
New York State Department of Transportation (NYSDoT) survey of bridge failure of 18
states (including seismic states such as California) revealed that, of 1746 bridge failures,
52 collapses were a result of fire incidents while just 19 collapses resulted from earthquakes
[4]. In both 2007 and 2009, a 160-meter deck section collapse (MacArthur Maze or I-580
collapse in Oakland, CA, USA) and a complete bridge collapse (overpass of I-75 near Hazel
Park, MI, USA), respectively, involving composite steel girder and reinforced concrete slab
decking were directly attributable to fires caused by gasoline tanker crashes. The first event
mentioned, also referred to as the MacArthur Maze or I-580 collapse, came at the hands
of a fire induced by a tanker carrying a volume 32.6 m3 of gasoline [4]. The deck collapse
occurred just 22 minutes after the start of the fire and ended up costing the federal govern-
ment $9 million in repairs and the San Francisco Bay area an estimated $6 million per day
in economic impact [5, 6, 7].
This is but one example of the dangers and associated economic effects (fortunately, no loss
of life in this instance) that bridge fires pose to a nation and a region—Garlock et al. [4]
presents further examples of major bridge fires and highlights that these events typically
come at the hands of tanker crashes where any collapses associated with said accidents
occurred in less than thirty minutes. It is important to note that fire is not just a threat to
1. INTRODUCTION 5
overpasses and interchanges. Examples of vehicular fire events on complex bridge systems
(such as suspension and truss bridges) are plentiful and range in size from those such as a
car fire on the Great Belt Fixed Link suspension bridge in 2013 to a 40-foot-long tractor
trailer fire on the Queensboro Bridge in the same year [8]. The threat to suspension bridges
is of particular importance as they typically serve as the major arteries for traffic in a city
or a region—in New York City alone, seven suspension bridges service nearly 1 million
commuters daily with the George Washington Bridge, specifically, seeing nearly 300,000.
Suspension bridges are of particular interest as they not only provide an otherwise difficult
to obtain transportation route, but also base a majority of their structural integrity on the
non-redundant main cable element.
The main cables of suspension bridges represent the structures primary load-bearing ele-
ment. Typically composed of tens of thousands of 5 mm wide high-strength galvanized steel
wires, these cables are under constant attack by environmental factors—such as rain, wind,
intense heat, UV radiation, etc.—that, over time, lead to the initiation and progression of
corrosion. Corrosion can lead to any number of issues affecting the wires strength and duc-
tility including cracking, corrosion pitting, section loss, embrittlement, and in-service wire
breaks [9, 10]. As such, the life expectancy and structural integrity of the suspension bridge
is highly dependent on the condition of the high-strength steel wires of the main cable [11].
Unfortunately, due to aging and the aforementioned corrosion issues, Main and Luecke [2]
and Haight et al. [12] found that three of four major suspension bridges analyzed had lost
approximately 30% of their original cable strength. They found that factors of safety for
the main cables which once ranged between 2.7 and 4.5 are now in the range of 2.0 to 3.0
[2]. Focusing our attention on these structures, it is quite obvious from the aforementioned
fire events and the reduction of the safety factors of many main cables, that if positioned
properly fire poses a significant risk to the integrity of the main cables and therefore the
entire structure itself—a risk whose economic toll (and, unfortunately, the toll on human
life) could be catastrophic.
Despite the severity of the threat of and the shocking numbers associated with fires on
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bridge (and specifically suspension bridge) infrastructure, fire safety and design for bridges
remains an under-studied and under-codified area of bridge engineering. As cited in Garlock
et al. [4], the American National Fire Protection Association (NFPA) 502: Standard for
Road Tunnels, Bridges, and Other Limited Access Highways [13] acknowledges the threat of
fire, but states rather generally that bridges or elevated highways “shall be protected” from
“high-temperature” exposure—with no guidance on how such protection should be provided
[13]. Furthermore, the European standard for traffic loads on bridges [14] fails to address the
handling of fire loads in any of its provisions [4]. As such, recent years have seen an increase
in the amount of attention paid to the issue of bridge fires with researchers studying their
effects on a variety of bridges and specific structural components. For instance, Mendes
et al. [15] studied the effects of a ship fire on the girders of a cable-stayed bridge (Vasco da
Gama bridge) while Bennetts and Moinuddin [16] considered the effects of fire on the actual
tendons of a cable-stayed bridge, and, in line with the structural component of interest in
this work, Main and Luecke [2] analyzed both low- and high-temperature effects on the
main cables of suspension bridges. Although the motivation of analyzing the fire resistance
of bridge components exists in all, each of these studies has taken drastically different ap-
proaches to modeling and defining the fire hazard on their respective bridges of interest. As
such, it is important to generally define a bridge fire, recognize the array of approaches for
modeling said fire, and finally acknowledge the various work done by researchers to apply
such models in assessing fire effects on various pieces of bridge infrastructure. By defining
a bridge fire and outlining the previous works, we will be better able to identify the gaps
which must be filled to properly address and model the effects of fires of suspension bridge
main cables.
1.3 Modeling the Fire Threat
As stated earlier, bridge fires are typically the result of vehicular crashes resulting in an
array of possible fire events including vehicular fires, liquid pool fires (e.g., tanker spill),
high-velocity flames (e.g., leak in LPG), and/or explosions (the sudden release of energy due
to the burning of a vapor cloud formed by a gas leak, i.e. fireballs) [16]. The fire engineering
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community typically characterizes the strength of such fire events through their heat release
rates (amount of energy per unit time) or their heat flux or heat transfer (amount of energy
per unit time per unit area) levels at a surface of interest [17]. heat flux levels associated
with vehicular and liquid pool fires can range anywhere from 16 to 218 kW/m2 (depend-
ing on the method of measurement)[18] while the flux levels associated with high-velocity
flames and explosions may reach as high as 350 kW/m2 [16]. Although the elevated flux
levels of high-velocity flames and explosions seem as if they would pose the greatest risk,
these types of events are typically rapid, only exposing a structure to high energy fluxes for
a brief period of time and thus resulting in minimal heating [16]. Instead, liquid pool fires
are characterized by extended periods of burning, thereby leading to the heating of nearby
structural components. As such, the most significant effects on bridge structures come from
liquid pool fires.
The heat release rate and burning duration of these fires is governed by both the fuel
type and the size of the pool. These liquid pool fires, otherwise known as hydrocarbon
or petrol fires, result from the ignition of a vaporizing combustible liquid that has spilled
on the ground. The hydrocarbon liquids are organic fuel compounds which consist en-
tirely of hydrogen and carbon—examples of such fuels are gasoline, liquefied petroleum gas
(LPG), and liquefied natural gas(LNG). Such fuel causes the heat release rate and maximum
temperature levels characterizing these hydrocarbon fires to be much greater than typical
structural building fires [19, 4]. The hydrocarbon fires have fast heating rates and high
maximum burning temperatures. Additionally, the liquid pools may vary in size based on
the confinement conditions of the roadway (and other conditions related to the flow of the
liquid): in a confined scenario, a physical barrier restricts the movement of the combustible
liquid, whereas in an unconfined scenario the liquid is unrestrained and may flow freely
[17]. Thus, it is clear, the fuel composition and the geometry of the liquid pool are essential
properties used to evaluate the heat flux at the surface of a structural component as caused
by a hydrocarbon fire.
Now, the heat flux from fire, through which heat energy is transferred from the flames
1. INTRODUCTION 8
and hot gases of fires to solid surfaces, is composed of radiation and convection processes
[20, 21, 22, 23]. The main heat transfer is due to the grey body radiation with secondary
effects stemming from convection. [Note that grey body radiation implies a condition where
the emissive power of the source is not the complete black body emissive power, but rather
some fraction, ε, of the black body emissive power [24]]. The first task in evaluating the
effects of fire on bridge structures is properly modeling these energy transfer mechanisms.
While such energy transfer processes are not unique to hydrocarbon (liquid pool) fires,
the specificity of the scenarios for fire affecting bridge structures creates limitations on
the applications of a variety of standardized fire models. As such, typical hydrocarbon
temperature-time curves found in structural design codes have been adapted and adjusted
by researchers to better approximate the heat flux from fire to bridge structures.
The aforementioned structural design codes and studies employ temperature-time curves
that may be used to assign the radiative and convective heat flux levels to hydrocarbon
fires. The Eurocode and the American standards both assign models for such structural
fire design that rapidly exceed 1000oC [25, 26, 4]. Such temperature levels may be accurate
in structural building fires; however, the average radiative fire temperatures for various
hydrocarbon fires have been found to exceed the maximum levels associated with the Eu-
rocode standard [27]. As such, new fire curves used to approximate the temperature in
tunnel fires were created in different countries at the request of the respective regulatory
bodies. The modified hydrocarbon curve was requested by French authorities to better
approximate the elevated temperature levels associated with tunnel fires. In addition to
elevated maximum temperatures, the German RABT-ZTV curve incorporates temperature
drop-off points ranging from 30 to 60 minutes for car and train fires, respectively. Finally,
the RWS curve was developed in the Netherlands under the worst-case scenario assumption
with a fire initiated from the crash of a fuel/oil/petrol tanker with a capacity of 50 m3
yielding a heat release rate of 300 MW for 120 minutes [28]. Despite their general accu-
racy, each of these fire studies considers ventilation or entrainment (air flow into the fire)
conditions that differ from the open-air scenarios that are found on bridges. Furthermore,
aside from properly accounting for entrainment issues, the fire engineering community has
1. INTRODUCTION 9
identified the difficulties in quantifying the actual radiation temperatures associated with
large hydrocarbon fires. As such, several researchers have tackled the modeling of thermal
radiation from large hydrocarbon pool fires through simplified methods exploiting emissive
power data.
Turning our attention to the work of those in this community, we find that Mudan [29] Mu-
dan and Croce [27] and Shokri and Beyler [18] have worked to “identify the best available
technique for determining thermal radiation hazards from liquid hydrocarbon pool fires”
[29] or “develop simple methods for the prediction of radiation from pool fires based on
pool fire radiation data available in the open literature” [18]. Their work moves from the
reliance on radiation temperatures (as these values are not available for many liquid fu-
els), but rather uses predicted emissive powers at flame surfaces (measured using narrow
angle radiometers). The radiative thermal hazards are then defined using a solid flame
radiation model incorporating the composition of the fuel (average emissive powers may
be assumed based on experimental findings), the width and height of the fire, the com-
position of the surrounding air, wind conditions, distance to the affected object, and the
geometric characteristics of both the fire and the exposed object [29, 27]. This simplified
approach to modeling radiative heat transfer provides the bridge engineering community
with an additional tool for quantifying the effects of radiation while performing fire analyses.
As the danger presented by the convective heat flux process is secondary to that of the ra-
diative process in fire, the temperatures from the aforementioned curves or even average fire
temperature values may be used in conjunction with determined convective heat transfer
coefficients to form general heat flux levels. Such convective heat transfer coefficients stem
from natural convective coefficients which depend on the affected objects surface material
and geometric characteristics [15] and may evolve to forced convection conditions which
may incorporate wind effects [30].
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1.4 Fire Resistance for Bridges and their Structural Components
The aforementioned fire modeling techniques may serve as points of initiation for analyz-
ing bridge failures and the functionality of various components of bridge superstructures
exposed to fire—or, the fire resistance of the structural component. In typical structural
design or analysis for fire scenarios, we begin the fire resistance analysis by solving the heat
transfer problem on the domain of interest with boundary conditions defined by the heat
fluxes defined in the previous section. The thermal problem yields the temperature distribu-
tion corresponding to such a set of fire boundary conditions. Such temperature distributions
or temperature contours [as presented in [1]] used in typical industry fire analyses may come
from either computer-based numerical methods or two-dimensional analytical calculations.
These temperature distributions are in turn used in a thermal-mechanical analysis to de-
termine the behavior of the component of interest exposed to the fire in consideration.
Since 2000, several researchers have applied fire modeling and structural fire resistance anal-
yses to bridge structures for both realistic and hypothetical scenarios. Their fire modeling
techniques have varied from the use of phenomenological models to full-scale computational
fluid dynamics simulations. In much the same way, their fire resistance analysis methods
have ranged in complexity from sequential two-dimensional thermal-mechanical analyses to
three-dimensional fully-coupled thermal-mechanical analyses. In 2000, Mendes et al. [15]
seemingly began the advanced work of the community by looking at the fire resistance
(fire safety time) of the deck (girder and part of slab) of the Vasco da Gama Bridge when
exposed to a ship fire. Their work assumed a solid radiation flame model (in addition to
other heat flux sources) as the main fire source and analyzed the subsequent temperature
distributions in the girder/slab through the application of a two-dimensional finite element
model with constant, temperature-independent thermal properties. Rather than performing
a thermal-mechanical analysis, Mendes et al. [15] identify a critical temperature at which
the prestressing steel within the deck and the anchorage reaches 72% of its yield strength
(the minimum level of stress which the steel should hold).
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Fast forward to 2006, Dotreppe et al. [31] worked to model the collapse of the Vivegnis
Bridge in Belgium coming at the hands of a gas pipe explosion. The explosion and re-
sulting fire was modeled using the Eurocode’s hydrocarbon temperature-time curve [25].
Unlike the Mendes et al. [15] study, Dotreppe et al. [31] analyzed the effects of the fire on
the entire bridge by modeling the main girders, cross girders, concrete slab, arches, brac-
ing, and suspenders [as cited in Garlock et al. [4]]. The subsequent thermal-mechanical
analysis was performed with temperature-dependent material properties in three dimen-
sions using the numerical analysis program SAFIR [32]. Before proceeding, notice that the
temperature-time curve used by Dotreppe et al. [31] comes from the Eurocode standard
related to building fires. A similar practice was used by Nigro et al. [33] when they tapped
the outside fire environment curve from the Eurocode [25] to study the effects of a hypo-
thetical fire on reinforced concrete bridge deck slabs [as cited in Garlock et al. [4]]. In 2010,
Paya-Zaforteza and Garlock [34] presented work in which a theoretical simply-supported
bridge, as designed by the Federal Highway Administration, was subjected to a hydrocar-
bon design fire (with temperature-time curve and convective heat transfer coefficient of
50W/m2/oC). The resulting thermal-mechanical analysis was uncoupled and performed in
three-dimensions using the finite element software LUSAS [34].
Further hypothetical scenarios have been considered by Kodur [35]. As with the work of
Dotreppe et al. [31], Kodur [35] used SAFIR to study the potential effects of a fire caused
by a petrol tanker crash under the roadway of a steel bridge girder. In their work, Kodur
[35] considered temperature-dependent material properties, however, they perform an un-
coupled thermal-structural analysis on the entirety of the overpass. A most recent work of
Alos-Moya et al. [36] has thoroughly advanced the study of the effects of fire on bridges
through introducing a complete numerical simulation and evaluation process validated with
their comparison to the actual behavior of the I-65 overpass (Birmingham, Alabama in 2002)
exposed to fire. That is to say, Alos-Moya et al. [36] first modeled the fire event on the
bridge overpass using computational fluid dynamics (with software FDS). Alos-Moya et al.
[36] then proceeded to obtain the structural response of the most affected bridge girder us-
ing an uncoupled thermal-mechanical finite element analysis (performed in Abaqus)—with
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consideration of complete geometric and mechanical nonlinearities as well as temperature-
dependent material properties.
A good number of the studies we have cited thus far have pertained to the effets of fire
on the entirety of a bridge system or focused on the effects on the deck and girder in par-
ticular. However, in 2009, Bennetts and Moinuddin [16] published a work in which they
analyzed potential fire scenarios that may occur on the decks of major bridge superstructure
(not including bridges with two deck levels) thereby affecting components above said decks,
specifically the cables of a cable-stayed bridge. They in turn used assumed fire tempera-
tures to characterize the heat transfer mechanisms associated with these fires through their
radiative and convective heat flux levels. The effects of said heat fluxes on the cables of
a hypothetical cable-stayed bridge were evaluated through the corresponding temperature
distributions. The necessary heat conduction analysis within a cable was performed using a
simplified lump mass assumption where each of the layers of constituent wires represented
a separate uniform layer.
As stated earlier, our overarching point of focus in this work is the integrity of the suspen-
sion bridge’s main cable. Despite its importance, only one study from Main and Luecke
[2] (published by the National Institute of Standards and Technology) has addressed the
functionality of a parallel wire main cable system under high-temperature thermal effects
(the effects that are similarly associated with fire). In this study, the authors perform
an uncoupled thermal-mechanical analysis in three-dimensions complete with temperature-
dependent material properties (for those associated with both the thermal and mechanical
problems). The study itself considers the detailed components of a main cable including, for
instance, the protective wire wrapping and paint layers. Unlike the aforementioned studies,
the heat transfer at the surface of the cable was not defined by energy fluxes (whether
associated with temperature-time curves or not), but rather by directly specified surface
temperatures [and not of the adiabatic sort as introduced by Wickström [21, 23]].
The resulting temperature distributions associated with the specified surface temperature
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conditions were then found solving the governing heat equation. In one particular instance
associated with uniform surface temperatures, the heat equation was solved analytically
with a closed-form expression. [Main and Luecke [2] highlight that such an analytical so-
lution is useful as it provides “a simple initial assessment of heat conduction in a bridge
cable”]. Otherwise, the temperature distributions were found numerically by using the finite
element method. This numerical solution allows the authors to include detailed aspects of
the cable construction into the heat conduction model, while the analytical solution does
not incorporate these elements or their effects. The subsequent mechanical portion of the
problem used a straightforward application of linear superposition for the parallel-wire sys-
tem to evaluate the ultimate strength of the main cable based on elevated temperature
conditions. The temperature level of each of the constituent wires of the main cable cor-
responded to their centroidal values—these values were interpolated from the numerical
temperature solution using a local averaging scheme. As it is, the Main and Luecke [2]
main cable study provides a strong road map for the analysis of main cables exposed to fire
loading.
1.5 Fire Effects on Suspension Bridge Main Cables
With consideration of the entirety of the literature addressing the issue of fire resistance
for bridge infrastructure, the previous section reveals that there is an obvious need to bring
proper fire modeling techniques to the analysis of suspension bridge main cables. Further-
more, researchers and practicing engineers would benefit greatly from the ability to simply
assess the temperature distributions within main cable cross-sections resulting from a va-
riety of thermal energy loading scenarios beyond the uniform temperature exposure case
presented by Main and Luecke [2]. For this scenario, Main and Luecke [2] applied a three-
dimensional, time-dependent analytical solution developed by Antimonov et al. [37] and
obtained by the integral method of heat balance and incorporating a gradually advancing
temperature front. Now, the solution from Antimonov et al. [37] is elegant and quite useful
in three dimensions for high-temperature effects on main cables with temperature bound-
ary conditions. However, as we have seen in other bridge fire studies, our greatest interest
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lies in modeling the time-dependent temperature distributions resulting from radiative and
convective heat flux loadings from fire.
1.5.1 Modeling Heat Flux from Fire to the Main Cables
As such, our work will introduce energy flux modeling from fires through the applications
of the large, hydrocarbon fire radiation models as developed by Mudan [29], Mudan and
Croce [27], and Shokri and Beyler [18] and the convective modeling approach espoused by
Elbadry and Ghali [30] and Atreya [38]. As stated, this approach was first implemented in
bridge applications by Mendes et al. [15] whereby the properties of the fuel and geometry of
the fire are taken into account. Additionally, this avoids using the temperature-time curves
that have not been directly developed for bridge applications. Avoiding the use of these
time curves is optimal for two reasons: first, they do not necessarily consider the flame
temperatures corresponding to the bridge fires as caused by different entrainment circum-
stances and second, they directly provide energy flux conditions that may be translated to
linear boundary conditions for the heat conduction problem. Considering the latter point,
the use of temperature-time curves leads to nonlinear boundary conditions, thereby greatly
complicating the solution of the heat equation using analytical techniques.
1.5.2 Main Cable Fire Resistance Analysis
With the appropriate heat flux boundary conditions formed from our fire modeling pro-
cedure, we will turn our attention to a full fire resistance analysis of a main cable model.
Following our formation of the fire model for several engulfment scenarios, we solve the
respective uncoupled thermal-mechanical problems on a fully temperature-dependent main
cable. In much the same way as Main and Luecke [2], we first perform a three-dimensional
heat conduction analysis within the main cable domain using the finite element method.
The temperature levels corresponding to the centroids of the constituent wires are then
extracted from the model at the mid-span of the main cable using a local averaging inter-
polation scheme. These temperatures are then used in an iterative temperature-dependent
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mechanical analysis of the cable to determine the time to failure—as determined by the
maximum strain criteria for each of the constituent wires—under the given mechanical ser-
vice load and thermal fire loading.
This preliminary portion of the work considers a three-dimensional thermal problem in a ho-
mogeneous domain (steel wires formed in hexagonal packing scheme with minimal air voids
are approximated as a solid) with full temperature-dependency. The mechanical analysis
is done in two dimensions with consideration of each of the individual wires located at the
most vulnerable portion of the cable—incorporating both temperature-dependent material
and mechanical properties. We will also conduct a secondary analysis in which we remove
the temperature-dependence of the thermal properties of the materials (and are therefore
considered constant). Our comparison of these two analyses reveals that as assumption of
temperature-independence in the thermal material properties will lead to increased tem-
peratures within the section and, thus, a more conservative approximation (i.e. greater
temperatures when considering fire resistance) of the temperature distributions for a given
time.
As such, the removal of the need to incorporate temperature-dependent material properties
for simplified solutions allows us to find simpler analytical solutions and removes the need
to rely on numerical techniques such as the finite element method. This is extremely for-
tuitous as Buchanan [1] states that two-dimensional heat transfer calculations are in fact
“suitable” for most situations involving steel members. While these statements addressed
building fires, we find that the current state of literature and the appeal of simplified heat
transfer models in all fire engineering provides another opportunity to advance the study
of suspension bridge main cable strength and fire resistance. Our analysis in the following
chapter and the corresponding fire modeling enables us to reduce the spatial dimensionality
of the problem of fire affecting a main cable and consider the heat transfer analysis in two
spatial dimensions.
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1.6 Analytical Two-Dimensional Heat Transfer Solution Overview
Thus, the bulk of our work focuses on providing robust, simplified, and generalized ana-
lytical solutions to time-dependent heat conduction problems for fire-effected main cables
in two spatial dimensions. We will formulate our problem in several ways based on dif-
fering fire conditions. Then, rather than rely on the general empirically-defined relations
similar to those found in European Committee for Standardization [25], for Standardiza-
tion [14], American Society of Civil Engineers/Society of Fire Protection Engineers [39], we
will solve the problems using the most appropriate mathematical methods. This will allow
us to provide future engineers with a variety of simplified solution approaches given their
potential fire scenarios. We do this as Wang and Tan [40] states, “heat transfer analysis for
structural members subjected to fire forms the kernel of structural fire design”. Therefore,
we begin by outlining the main problem of interest in Chapter 3 following the solution of
the three-dimensional problem from Chapter 2. This problem formation will be the basis
for the three major scenarios we will address.
We realize from the fire modeling review and implementation in Chapter 2 that a main
cable may be uniformly or partially exposed to heat energy from fire exposure. As stated
above, we account for three scenarios in our work. In our initial problem formulation for
partially exposed surface conditions under fire loading, the fire exists in open air and we
assume that the radiative flux varies angularly due to changes in both the view factor and
transmissivity. We also assume that the convective flux varies angularly based on the chang-
ing fluid temperature with a constant convective heat transfer coefficient surrounding the
main cable. In our second scenario, we account for the fact that the fire and the fuel source
may be extremely close to the main cable. Drysdale [41] reveals that such a scenario in
building fires greatly affects the entrainment conditions. These entrainment conditions are
accounted for in practical modeling by considering an imaginary heat source located within
the domain of interest. We do the same in the formation of the heat equation governing
the heat transfer within the main cable. Lastly, we return to our initial problem formation,
however instead of considering the convective heat flux to vary angularly solely based on
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fluid temperatures, we also attribute the variation to an assumed angular variation in the
convective heat transfer coefficient. By doing this, we account for the local nature of the
convective heat transfer coefficient.
With the problems aptly defined, we will then employ classic mathematical techniques to
solve each respective governing equation. As Wang and Tan [42] suggests, we manipulate
a variety of techniques discussed and presented in the “benchmark” works of Carslaw and
Jaeger [43], Arpaci [44], Özisik [45], Beck et al. [46] for the solution of transient heat con-
duction problems formed on circular (or disk) domains. Such approaches include separation
of variables (eigenfunction approach), sinusoidal transforms, Laplace transforms, Green’s
function solutions, and a semi-analytical hybrid solution. In fact, these techniques have
proven their worth in fire applications associated with building fires where one-dimensional
temperature estimations were made for both bare and insulated structural members exposed
to fire. In 1989, Keski-Rahkonen [47] developed a one-dimensional closed-form analytical
solution for the temperature of bare and insulated steel members exposed to fire. In his
work, Keski-Rahkonen [47] also prescribed the heat transfer at the material surface through
a linearized boundary condition. The study of the heat transfer process at the boundary due
to convection and radiation increased in complexity over time with Wickström [20] initially
employing separation of variables, Melinek and Thomas [48] using Laplace transforms, and
finally Wang et al. [49] introducing a time-stepping Green’s function approach.
Each of these solutions, as well as the works of Wang and Tan [42, 40, 50], have advanced
the study of techniques to determine the heat transfer within structural members exposed
to uniform heating from fire loads. These members include concrete-filled CHS sections,
rectangular sections, and I-sections, respectively. While our problems differ—the work
of these researchers were performed in one spatial dimension and include time-dependent
boundary conditions, while we must address the angular variation of our boundary condi-
tions and therefore a problem formed in two spatial dimensions—the general approach of
these researchers and their findings regarding the efficacy of different techniques in practi-
cal problems are helpful and enlightening. As such, we may consider these one-dimensional
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formulations and problem-solving techniques as we work to develop approaches for the main
cable problem existing in two spatial dimensions with angular variations of the linear ra-
diative and convective boundary conditions.
Before applying the appropriate techniques, however, we will both nondimensionalize and
normalize each problem in Section 3.2. By doing this, we set the problems up in their most
general form and such that pertinent information may be readily extracted for comparison
from solutions for various situations. Furthermore, by normalizing the main problem, the
determined solutions are no longer subject to scaling issues (such as the eigenvalues found
through classic separation of variables).
With the general problem for analysis completely defined in Chapter 3, we are properly
prepared to employ the classical techniques previously mentioned beginning with the sepa-
ration of variables in Chapter 4. In this chapter, we solve the time-dependent homogeneous
heat equation subjected to homogeneous, linear convective boundary conditions with spatial
variation in the fluid temperature, and spatially-varying initial conditions. We will show
that, as in typical applications of the separation of variable for time-dependent problems,
the total problem may be divided into steady-state and transient subproblems. Özisik [51]
published work in which he separately solved the steady-state problem using integral trans-
form techniques and the transient problem with separation of variables. Our work addresses
the natural progression of these solutions tackling the total problem in its normalized and
nondimensionalized state only using a simple separation of variables technique in a fashion
derived from Haberman [52] and his methods for addressing PDEs of higher-order.
1.6.1 Separation of Variables: The Long-time Solution
The final solution in Chapter 4 is a doubly infinite Fourier-Bessel series summation with
exponential decay in time. The second portion of Chapter 4 is spent assessing the accu-
racy and convergence properties of the solution. This is done through a comparison to a
numerical solution found using the finite element method (FEM) with a fine mesh con-
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structed in Abaqus. As we are interested in both uniform and partial exposure of the cable
to radiative and convective energy fluxes, we will assess the solution at various point in
time (nondimensional time points are called the Fourier times) using both constant and
angular-varying energy flux boundary conditions. The solution assessment presented here
will lay the groundwork for the following chapters as we will consistently evaluate the dif-
ference of the analytical solution from the FEM solution (i.e., the solution residual) as well
as the magnitude of the residual divided by the FEM solution (relative error) throughout
the problem domain. We use two-dimensional contour plots as well as residual norms for
both qualitative and quantitative analyses purposes ultimately suggesting the number of
doubly infinite summation terms to use to guarantee an acceptable level of accuracy. Such
analysis reveals that, as mentioned by Arpaci [44], Carslaw and Jaeger [43], Goldstein [53],
and Özisik [45], the summation series solutions struggle to converge in the short Fourier
time, but instead converge rapidly when the Fourier time increases. The convergence issues
of the solution in the short-term are acknowledged and addressed in Chapter 5. For these
reasons, we refer to the Chapter 4 solution as the “Long-time Solution” and that from
Chapter 5 as the “Short-time Solution”.
In order to address the issues of convergence for our solution in the short-term, we will
again look to the finding of past researchers and solve the original problem presented at the
end of Section 3.2 using a Laplace transformation technique. Our conclusions at the end of
Chapter 4 will state and show that the Fourier-Bessel summation series is inaccurate when
the Fourier time is “small” (where “small” is later defined). Such a convergence problem
was acknowledged by Gottlieb and Orszag [54] and attributed to the solution choice of
Bessel function in the radial direction for a cylindrical domain. The attributes and pitfalls
of such solutions were further identified by Carslaw and Jaeger [43] and Arpaci [44] as they
recognized both the rapid convergence of summation solutions for long time considerations
and their troubles in the nondimensionalized short time. These researchers relied on Laplace
transformation techniques as an alternative to the classical separation of variable methods
for obtaining transient solutions “useful for small values of time” [43]. In order to fully and
most accurately address the original problem, we too will derive a solution governed by the
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Laplace transformation technique (done in Chapter 5).
1.6.2 Laplace Transformation: The Short-time Solution
Unlike the work of Carslaw and Jaeger [43], the boundary conditions of interest in our
problem incorporate an angular-dependence in the convective heat flux term. As such, our
solution technique will require a cosine transformation followed by a Laplace transformation.
The Laplace transformation will force the solution form to take on modified-Bessel functions
(as opposed to the Bessel functions from the long-time solution) in the radial domain. The
inverse transformation process will then rely on an asymptotic expansion approximation in
the same vein as those done by researchers such as Carslaw and Jaeger [43] and Arpaci [44].
Unlike the separation of variables solution, the Laplace transformation approach yields an
infinite summation solution. Our numerical analyses will show that the Laplace transfor-
mation solution is most accurate when the number of terms in the summation solution is
small. We verify the findings of previous researchers that the Fourier-Bessel solution is the
preferred total solution choice when the Fourier number is greater than 0.02. Furthermore,
our work reveals that an increase in the complexity of the angular variation of the boundary
energy flux term reduces the guarantee of a highly accurate solution throughout the entirety
of the domain for small times.
1.6.3 Green’s Function Solution
In Chapter 5 we tie up the loose ends for the most general problem of heat conduction
for a suspension bridge main cable exposed to fire. As we mentioned earlier, it is however
possible that a fire exists in close proximity to a main cable on a suspension bridge. In
such a scenario the entrainment conditions of the fire may be affected and therefore the
appropriate modeling methodology may change. In structural building fire resistance anal-
ysis, the convention for modeling a fire occurring next to the component of interest is to
assume an additional heat source exists within the domain itself. This “virtual fire source”
within the domain boundary [41, 55, 56, 57, 58] is accounted for mathematically through
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the introduction of an internal heat generation term in the governing heat equation. Such
an inhomogeneity in the governing partial differential equation can not be accounted for
with a separation of variables technique. Instead, the variability of this problem must be
addressed with a Green’s function solution. Inspired by the work of Beck et al. [46], we
will use Chapter 6 to develop a Green’s function solution to determine the temperature
distribution within a suspension bridge main cable resulting from a problem defined by
spatially-varying boundary conditions, as well as spatially- and temporally-varying volume
energy generation. Additionally, the Green’s function provides the user the ability to ad-
dress an array of circumstances all while avoiding the arduous task of solving and re-solving
for eigenpairs or repeatedly performing complex inverse Laplace transforms.
The appropriate Green’s function will be found by solving an auxiliary problem formed
on the same region as the main problem. We then determine the Green’s function using
a straightforward separation of variables approach to solve a homogeneous problem which
corresponds to the auxiliary problem. The Green’s function will then be used to address
the main problem of interest through the Green’s function solution equation. The solution
does not have individual steady-state and transient pieces, but rather it has a Fourier-Bessel
series solution form in space (Bessel functions in the radial direction and sinusoids in the
angular domain) and a difference form with exponential decay in time. As with the previous
chapters, the second half of Chapter 6 analyzes the efficacy of the Green’s function solution
using the same three energy flux boundary conditions as those used in Chapters 4 and 5.
We eventually find that the Green’s function solution is slightly more accurate than the
standard separation of variables solution in the very short-term. Additionally, due to the
lack of a specific steady-state solution, the Green’s function solution loses accuracy in the
long-time scale.
1.6.4 Variable Convective Coefficient Solution
As stated previously, the first chapters of solution formation work to exhaust the variety
of loading possibilities while considering a convective heat transfer mechanism governed by
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an angularly-varying fluid temperature and a constant convective heat transfer coefficient.
Many texts [44, 43, 45] have addressed the general problem with both constant fluid temper-
atures and convective coefficients (with Özisik [45] even addressing situations with angular
variation of the temperature); however, these texts, and the literature in general, fail to
address the problem with angular variation of the convective heat transfer coefficient. This
angular variation of the convective heat transfer coefficient is of great importance when
best attempting to mathematically represent our understanding of the physical nature of
fire on a suspension bridge cable. In fact, in reality the convective heat transfer coefficient
demonstrates a local variability, depending on both the surface material and position with
respect to a fire [30]. We therefore consider this surface dependence (or angular variation)
in our solution modeling in Chapter 7. In much the same way as our constant convec-
tive coefficient problem, we will separate the main problem into steady-state and transient
pieces. However, we will see that the variable convective heat transfer coefficient makes
a standard separation of variables solution unattainable. We therefore will only address
the steady-state portion of the problem. In fact, we will use our a priori knowledge of the
solution form from Chapter 4 to describe the temperature distribution. Our approach will
prove to be semi-analytical as we must solve a system of linear equations to determine the
infinite summation coefficients. Our error and solution analysis will demonstrate that this
semi-analytical steady-state solution does not require as many terms as the constant con-
vective coefficient case. However, we will see that the error levels plateau and the accuracy
of the solution does not approach that of the constant convective coefficient case. These
accuracy levels will demonstrate that the variable convective coefficient solution approach
is solid and provides fruitful results in the steady-state.
1.7 Conclusions and Appendices
This thesis will conclude with summary statements of the work as a whole, the contributions
to the bridge engineering community as well as visions and a road map for the future of fire
resistance assessment for suspension bridge main cables. We will find that there are many
avenues in the experimental, theoretical, and numerical modeling worlds to pursue to better
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understand the behavior of these paramount structures when exposed to fire. Following
the concluding remarks, we include Appendices addressing any theoretical and numerical
proofs, explanations, or algorithms used in the body of the work. Appendix A will provide
any further explanation or support for the approaches taken to fire modeling presented in
Chapter 2. Appendices B.1 and B.2 provide proofs of the signs of the eigenvalues found
in the steady-state and transient portions of main problem solutions from Chapter 4. The
specific variable transformation necessary to set up the transcendental equation used to
determine the eigenvalues in the transient portion of the long-time solution is shown in
Appendix B.3. The eigenvalues are then determined from this transcendental equation
using the root-finding algorithm outlined in Appendix B.4. As we stated, the short-time
solution presented in Chapter 5 will be composed of an approximation. Appendix B.5
justifies and explains this approximation while addressing any issues that may come with
it. The necessary problem-specific derivations of the singly- and doubly-infinite summation
coefficients will be shown in Appendices B.6 and B.7. Lastly, several of our calculations
require complex integrations. In the few instances where we can not analytically perform
these integrations we apply a numerical integration scheme. The details of this scheme are
derived in Appendix B.8.
2. FULL CABLE THERMAL-MECHANICAL ANALYSIS
2.1 Introduction
As we outlined in the previous chapter, major fire events on transportation infrastructure
are a growing concern as recent years have seen increases in urban ground transportation
and the transport of highly-flammable and combustible material [4]. Bridge fires are typi-
cally the result of a vehicular fire or the burning of these combustible materials—referred to
as petrol fires, hydrocarbon fires, or liquid pool fires. Hydrocarbon fires are characterized by
heat energy flux and temperature levels that are much more severe than typical structural
building fires [19, 4]. If positioned properly, hydrocarbon fire effects may pose a significant
risk to the integrity of the suspension bridge main cables. Just as the bridge engineering
community is concerned with the deleterious effects of main cable corrosion, we must now
take our cue from Main and Luecke [2] and focus on the potentially catastrophic scenario
of a main cable exposed to fire loading.
Unfortunately, fire modeling codes for bridge design do not exist; as such, multiple re-
searchers have taken different approaches to model and analyze the heat transfer process
from a fire to the structural member of interest. As we alluded to previously, Main and
Luecke [2] extensively modeled the effects of a hypothetical fire acting on a suspension
bridge’s main cable. This study modeled the thermal-mechanical problem in a two part
process: first, it determined the temperature profile of a main cable exposed to fire (based
on heat conduction) and next it looked at the associated mechanical effects stemming from
the thermal-mechanical loading. In their modeling of the thermal problem, Main and Luecke
[2] prescribed surface temperatures to the main cable. Realistically, the heat energy inter-
action between a fire and structural member may be governed by radiation, convection, and
conduction.
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The goal of this work is to forward that of Main and Luecke [2] by amending the heat trans-
fer problem to incorporate best practices from the fire engineering and bridge engineering
world and then subsequently perform a thermal-mechanical analysis on a loaded section of
a main cable. Using proper modeling techniques for large hydrocarbon fires, we will ana-
lyze the effects that fire proximity has on the integrity and security of a main cable. When
loaded, both mechanically and thermally, the constituent wires of the main cable experience
strains composed of mechanical, thermal, and creep strains. While only the mechanical and
creep strains have an implicit stress-dependence, all three of the strains are temperature-
dependent. Our analysis is done in a sequential process of first analyzing the temperature
distribution within the main cable due to heat energy flux level from fire loading using the
finite element method and then using the determined temperatures at locations of interest
to perform a thermal-mechanical analysis on the cable (done both analytically and numeri-
cally). We choose the sequential route as opposed to a coupled thermal-mechanical process
as we do not expect strain rates to occur that are large enough to yield thermal responses
in the steel material.
Our work will constantly maintain an eye on the future by presenting analysis techniques
that are both analytically and numerically-based. The analytical discussions are meant
to present rapid and accurate analyses for use by researchers or engineers while the finite
element formulations will provide the stepping stones for researchers such as Montoya et al.
[59], Waisman et al. [60], and Noyan et al. [61] to advance their analyses of inter-wire be-
havior. Furthermore, we ultimately hope to test our analysis techniques for determining the
time-dependent temperature distributions and evolving strain values against experimental
findings. As such, we will construct our cable model based on the dimensions of the 1:1
scale mock-up main cable located in the Carleton Laboratory at Columbia University.
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2.2 Problem Statement
As we stated in the last paragraph, we will form our model for analysis based on the
scale mock-up in the Carleton Laboratory at Columbia University. The cable mock-up at
Columbia is meant to replicate a typical panel portion (the length of main cable between
adjacent vertical suspenders) of a medium-sized suspension bridge main cable. The mock-
up is made up of a 61 hexagonal strands composed of a total of 127 high-strength steel
wires each with a diameter of 0.196 in (5 mm) —additional individual wires were used to
fill any gaps and complete a circular cross-section. In the standard measurement system,
the cable was set to measure 20 feet in length (6.096 m) and 20 inches in diameter (50.8
cm). Despite our construction using the standard system, we will perform all of our work
in the metric system. As such, we outline the problem as follows.
Consider a model based on the mock-up cable in the Carleton Laboratory with a typical
length (l) of 6.096 m and a cross-sectional diameter (d = 2a where a is the radius) of 50.8 cm
(Figure 2.2). The main cable is composed of 9,085 high-strength steel wires each 5 mm in
diameter (Figure 2.1(a))—the cable constructed with 61 127-wire hexagonal strands (Figure
2.1(b)). Each of the wires will be loaded to stress levels of 700 MPa—with diameters of 5
mm, this stress level corresponds to forces of approximately 14 kN per wire and approx-
imately 125 MN on the entire cable. Although we will introduce temperature-dependent
thermal and mechanical properties for the wires in the coming sections, we acknowledge
that at room temperature (20◦C) the wires have an elastic modulus of 206 GPa, a yield
stress of approximately 1400 MPa and an ultimate stress of approximately 1700 MPa.
As stated, the main cable domain is composed of thousands of high-strength steel wires
approximately 5 mm in diameter. These wires may be protected from external factors that
lead to the degradation of the cable. External wrapping layers and protective shields are
often used to guard against corrosion and blast, respectively. Such a combination of varying
geometries, interstitial spaces, and material types creates a completely heterogeneous envi-
ronment; however, for the sake of simplicity in our thermal analysis, we will approximate
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the domain as homogeneous and isotropic.
Heat energy is mainly transferred through the cable by means of conduction. As such we
will perform our heat conduction analysis in a solid domain with thermal properties iden-
tical to those of the constituent wires. These properties are temperature-dependent and
will be treated as such during the thermal analysis. At room temperature, the cable will
be defined by a thermal conductivity, K, of approximately 45 W/m/◦C, a specific heat at
constant pressure, Cp, of 450 J/kg/
◦C, and a mass density, ρ, of 7850 kg/m3. A brief com-
parison of temperature-dependent and temperature-independent properties will be used to
highlight the effects of simplifications in heat conduction analysis. With the simplification
of the material cable domain to solid, homogeneous, and isotropic, we must now present
the general fire properties so to establish the main thermal energy transfer loading type.
We will consider that the cable is exposed to a hydrocarbon fire with a diameter of 10 m (as-
sumed to be a right cylindrical fire associated with a solid flame radiation model—further
discussed shortly). We assume the cable portion is straight (as is the mock-up cable in
the Carleton Laboratory) and, for purposes of simplification, that the bottom of the cable
aligns with the base of the fire model (this alignment is possible when the bottom of the
cable at its lowest point is the same height as the deck —this is similar to the cases of the
Mount Hope and Newport bridges). We are interested in determining the severity of the
effects of such a fire given its proximity to a main cable. As such we will consider three fire
locations: the first two are defined by the distance of the fires edge located at 5 meters and
1 meter from the cross-sectional center of the cable (rm) (Figure 2.3), in the third scenario
the fire center will coincide with that of the cable and we will consider complete engulfment
(xFi = 0). The basic geometry of the cable is shown in Figure 2.2 and its distance from the
fire is shown in the schematic of Figure 2.3.
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(a) 9085-wire Cable (b) 127-wire Strand
Fig. 2.1: Centroids of the total 9085-wire cable and the constituent 127-wire strand
Fig. 2.2: Schematic of main cable in consideration (not to scale)
The specific problem is governed by the heat transfer or thermal loading from the fire, the
subsequent heat transfer in the cable domain, and finally the corresponding mechanical
response of the cable and specifically the constituent wires. We now move forward to define
the specifics of each in the appropriate order.
2.2.1 Fire Modeling
As stated previously, a typical bridge fire event is of the hydrocarbon fuel form. Heat trans-
fer from such open fires is governed by radiation with the potential for secondary effects
from convection [62, 29, 27, 18, 15, 16].
As mentioned, bridge fires are typically hydrocarbon fires (liquid pool fires) characterized
by rapid heating rates and high-temperature levels reached in a short period of time [4].
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Fig. 2.3: Two-dimensional schematic of right cylindrical design fire adjacent to main cable cross-
section (not to scale)
These liquid pool fires form when a combustible liquid that has spilled on the ground or
roadway following a vehicular accident ignites. Liquid pool fires may be divided into two
categories: confined and unconfined fires. The spread of the combustible liquid is restricted
by the presence of a physical barrier in confined liquid pool fires while no constraint exists in
an unconfined liquid pool fire [4, 17]. Confined pool fires will burn longer than unconfined
fires whose heat energy output may be larger, but will dissipate more quickly [4, 17, 62, 29].
The energy output of these fires is typically governed by radiative flux (radiant output) with
secondary effects stemming from convective heat transfer (effects from conduction are not
present in much of our modeling research and will be ignored). These heat transfer processes
are typically accounted for in design through the incorporation of fire temperature-time
curves–with American and Eurocode standard hydrocarbon curve temperatures rapidly
exceeding 1000oC and continuing to increase [4, 25, 26]. Unfortunately, these and other
similar fire temperature-time curves have limited applicability in the case of bridge fires
because the ventilation conditions (air flow into fire or entrainment) considered vary from
those on bridges [4]. As such, it is necessary to model the heat transfer process of a
hydrocarbon fire using the extensive studies conducted by fire engineers such as Modak
[62], Mudan [29], Mudan and Croce [27], and DiNenno et al. [19]. In fact, Mendes et al.
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[15] did just this as they addressed the risks that cable-stayed bridges faced with regards
to hydrocarbon pool fires existing on ships below a bridge’s deck. In their work, Mendes
et al. [15] detail the heat transfer process between a large, sooty hydrocarbon fire and
the surrounding environment to a bridge deck as a process with energy flux contributions
from fire radiation (qrad), fire convection (qconv), thermal irradiation on the deck surface
(qirr), and solar radiation (qsol). Although irradiation and solar radiation effects are present
on external structures, their magnitudes are minimal compared to those of radiation and
convection and we may move forward in our analyses by ignoring them. As such, in this
portion of the problem definition, we are seeking to define the incident heat energy flux from
fire, qFi, as a composition of the incident radiative flux, qrad, and the incident convective
heat flux, qconv, (recall the conduction flux will be ignored) or
qFi ≈ qrad + qconv (2.1)
We first tackle the radiative heat energy flux and then the convective heat energy flux.
2.2.1.1 Radiative Heat Flux
We model the radiant energy flux of the fire using the solid flame radiation model with a
right cylindrical shape characterized by the dimensions stated in the opening paragraphs
of this section. In this model, the emissive power, EFi, of the fire governs the amount of
radiated heat energy per unit area; however, its power is attenuated by both the reference
position, with respect to the fire, of the surfaces in question (shape factor, FFi) and the
atmospheric transmissivity (τa). The plume flame representation expresses the radiative
energy received at the surface as the radiative flux, qrad, as
qrad = EFiFFiτa (2.2)
In the case of complete engulfment, we will consider that there is no emissive power atten-
uation due to the shape factor or the transmissivity of the air. As such, the radiative flux
is defined simply as qrad = EFi.
Our analysis of the incident radiative flux from the fire requires emissive power and geo-
metric property definitions. We use the definition of the average total emissive power as
2. FULL CABLE THERMAL-MECHANICAL ANALYSIS 31
presented in the SFPE Handbook of Fire Protection Engineering [27]. The emissive power







where El is the emissive power of the luminous spots of the hydrocarbon fire (140 kW/m
2), s
is an empirical coefficient determined using experimental data (0.12 m−1), Es is the average
emissive power of the black, sooty smoke (20 kW/m2) [27], and dFi is the diameter of the
cylindrical flame (10 m). The radiative power diminishes with increasing fire diameter as
seen in Table 2.1 [15]]. The radiative power for our design fire is 56 kW/m2 and thus the
heat energy flux of the radiation in the complete engulfment case is also 56 kW/m2.





Tab. 2.1: Average emissive power of hydrocarbon pool fires with variable diameter and El =
140 kW/m2, Es = 20 kW/m
2, and s = 0.12 m−1 [similar to Mendes et al. [15]]
2.2.1.2 Radiative Heat Flux: Shape Factor
In the two instances where the fire is not centered horizontally at the cable center, we must
address the attenuation of the radiative emissive power due to the geometry of the fire and
the main cable as expressed through the shape factor, FFi. In the solid flame radiation
model, the shape factor accounts for the energy attenuation due to observer orientation.
In other words, this view factor is a measure of the amount of radiation emitted from the
emitting surface “seen” by the receiving surface when placed in a nonabsorbing medium
[15]. Now, prior to defining the shape factors, we will first need to determine the height of
the fire in the solid flame radiation model. Much like Mendes et al. [15], we consider that
the hydrocarbon fire is modeled as a right cylinder, fueled by liquefied natural gas (LNG),
and is free from wind effects. As such, we find the design height, hFi of the fire by applying
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where dFi is the diameter of the fire (in this case 10 m), ṁ
′′ is the mass burning rate or
the burning mass per unit time and per unit area of the fire combustibles [for hydrocarbon
fires this is typically 0.06 to 0.08 kgm−2s−1 and we choose a magnitude of 0.07 that is in
line with Mendes et al. [15]], ρa is the mass density of ambient air [≈ 1.25kg/m3 [15]], g
is the acceleration due to gravity (9.81m/s2), and u∗10 is the nondimensional wind speed
—since we assume no wind, we set u∗10 to unity as stated in Mudan and Croce [27]. By
substituting the above stated values into Eq. (2.4), we find the design height of the fire,
hFi, is approximately 16.65 m.
We know that for our analysis the shape factor for the differential surfaces of the main
cable will vary based on their angular position with respect to the cylindrical flame model
[see Figure 2.4 and Eqs. (2.6) and (2.7)]. The amount of radiative energy flux exposure
will vary not only based on the angular position of a differential surface element, but also
its longitudinal location on the main cable. That is, the shape factor will reduce both as
the outward-facing normal of a differential surface moves away from perpendicular to the
cylindrical flame and also as it moves along the length of the main cable away from the
flames center point. While we acknowledge the reality of this reduction, we will take a
conservative approach and assume the shape factors only reduce based on angular location
and not longitudinal location. This assumption is more acceptable since the fire diameter is
larger than the main cable panel in consideration. In the angular-domain, we will interpolate
between known shape factors—based on given expressions and our understanding of the
energy transfer—to establish an angularly-varying shape factor function.
Now, to establish the angularly-varying shape factor we will apply the equations for a
horizontal and vertical receiver. We must also recognize that this shape factor becomes
zero once there are no longer any normal components of incident radiation. Or, in other
words, once θRe ≥ θCr+ π2 in Figure 2.4 where we define θRe to be the angle of the receiver’s
unit normal, n̂Re, and θCr is the angle from the center of the surface element to the top of the
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Fig. 2.4: Schematic for derivation of view factor for a right cylindrical flame as shown in Center for
Chemical Process Safety [64]
leading edge of the cylindrical flame. Using this data, we will then fit a function to establish
the angularly-varying shape factor function. To begin, we determine the shape factors for
the horizontally-aligned surface element, F hFi (top of cable cross-section in Figure 2.5) and
the vertically-aligned surface element, F vF i (left-hand side of cable in Figure 2.5) using the
method provided by Center for Chemical Process Safety [64] [equation for shape factor cited
in Appendix A, Section A.1.1.2]. We first define variables to simplify the expressions for
the respective shape factors. These variables are
hFir = hFi/rFi (2.5a)
XFir = xFi/rFi (2.5b)
AFi = (XFir + 1)
2 + h2Fir (2.5c)
BFi = (XFir − 1)
2 + h2Fir (2.5d)
Now, the shape factors for the horizontally-aligned surface element, F hFi, and the vertically-
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Fig. 2.5: Schematic of vertical and horizontal receivers located on main cable adjacent to a right
cylindrical flame
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The corresponding angle of alignment for surface element with the maximum view factor
can be found using a root-finding algorithm with consideration of the ratio of the horizontal
to vertical view factors for each of the surface elements on the cylindrical surface. That is





Before proceeding, we must note that we only consider the incident radiation for the horizon-
tal surface emanating from the fire from above the surfaces height in Eq. (2.5a). Although
the vertical surface is elevated from ground level, we will use the full height of the fire in
Eq. (2.5a) to establish the corresponding shape factor. As such, we will have to redefine
hFi based on the receiving surfaces location.
We are now left to determine where the shape factors reach zero, so that we may interpolate
and form a general shape factor function over the entire surface of the cable. We know that
the shape factor function will reach zero at the bottom of the cable cross-section, but we
must determine the angular location, θCr, from the cross-sectional vertical (as seen in Figure
2.6) where the shape factor is zero. The cable is impacted by the radiation from the entirety
of the flame model. Thus, we can locate the start of the portion of the cable that does not
“see” any of the radiation by finding the point on the cable where a straight line from the
upper-most outer-edge of the flame model is tangent to the cross-section (Figure 2.6). This
zero-finding process is described in Appendix A.1.1.3 and the known values of the shape
factors are shown in Table 2.2.
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Fig. 2.6: Schematic of design fire adjacent to main cable cross-section with tangent line crossing
main cable at point where shape factor equals 0 (not to scale)
Angle FFi
(degrees) (rad) rFi = 1 rFi = 5
0 0 0 0
90 π/2 0.4350 0.2531
121.34 – – 0.2949
127.38 – 0.5425 –
180 π 0.3112 0.1482
252.2 2π/5 – 0
265.6 3π/2 0 –
360 2π 0 0
Tab. 2.2: Shape factor data used for polynomial interpolation
We then form an approximation of the shape factor function with a cubic spline interpolation
using the known points less than 360 degrees listed in Table 2.2 (see Appendix A.1.1.3) and
then assign a constant zero function over the remainder of the domain (FFi = 0 over the
remainder of the domain). The shape factor functions, FFi, are plotted in Figure 2.7.
Notice from both Table 2.2 and Figure 2.7 that the shape factor functions for the partial
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exposure cases never reach 1. The shape factor associated with the fire is only equal to 1
on the cable when all potential incident radiation at a given point (radiative waves that
have a component normal to the surface at the point) on the cable is from said fire. We
can think of the shape factor as a percentage of the potential incident radiation that comes
from the fire. Thus, if each receiving point is considered flat over an infinitesimal segment,
then all potential incident radiative waves may have a normal component if they approach
the point at an angle between 0 and 180 degrees (0 and π radians) on a local coordinate
system oriented at the point in question. We see that as the distance between the fire and
the vertical segment decreases, the vertical segment “sees” more of the fire [27]; however, it
is not engulfed, so the shape factor does not reach 1.
Fig. 2.7: Plot of shape factor functions, FFi, for the three scenarios over the entirety of the angular-
domain of the main cable cross-section
2.2.1.3 Radiative Heat Flux: Transmissivity
We have now completely defined the radiative energy attenuation due to the geometric
configuration. The final amount of total energy attenuation from radiation of a fire to the
surrounding objects comes from absorption and scattering along the “intervening” medium’s
path [27]. The effect of the energy absorption of the atmosphere is accounted for through
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the atmospheric transmissivity, τa, or
τa = 1− aw − ac (2.9)














where ew and ec represent the emissivity coefficients of the water and carbon dioxide, respec-
tively; Ta and TFi are the ambient air and fire surface temperatures, respectively, defined in
Kelvin. We define the ambient air temperature between the fire and the receiving surface
(this is assumed to be the ambient air temperature without accounting for the effects of
heat transfer from the fire), Ta, at 293.15 K (or 20
◦C) and the fire temperature, TFi, as
1400 K (or 1126.85◦C)—this value was used by Mendes et al. [15] and Mudan [65] stated
that this is the approximate flame temperature for most hydrogen-fueled fires.
We are now left to define the emissivity coefficients of the water vapor, ew, and carbon
dioxide, ew, present in the air. This process requires the further definition of the partial
pressure of water vapor in atmosphere, pwa, (dependent on relative humidity) and the
partial pressure of carbon dioxide, pc, and the path length, L, from the flame surface to the
radiation receiving surface through the intervening medium. Once the partial pressure-path
length, Lp, is defined we then refer to the charts of Hottel and Sarofim [66] as presented
in Mudan [65] to obtain the respective emissivity values. The partial pressure-path length
parameter is defined as










is the partial pressure of water vapor scaled to account for the
difference between the fire source surface and ambient temperatures.
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Since we will be referring to charts to extract values of the emissivity coefficients for a
continuous surface, we will again define the emissivity values at several discrete points and
interpolate the rest using the previously discussed MATLAB interpolation procedures. In
our analysis of the emissivity coefficient of the water, we need to first define the partial










and RH is the relative humidity. We will use the approximate average relative humidity
level in the New York region (the home of some of the most significant suspension bridge
structures in the United States): approximately 70%. With the ambient air temperature,
Ta = 293.15 K, we find that pwa = 0.0162 atm. As stated in Mudan [65], the partial pres-
sure of carbon dioxide remains near constant at 3× 10−4 atm.
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(a) Full Schematic
(b) Cable Regions
Fig. 2.8: Schematic of design fire adjacent to main cable cross-section used to define the path length,
L, with regions [1]-[3] identified
We are now left to define the path length, L, from the fire surface to the cable surface. We
refer to the fire/cable schematic in Figure 2.8(a) for our length definition and use the same
angular points as those used in our determination of the shape factor function (listed in
Table 2.2). For 0◦ ≤ θ ≤ 180◦, we define the path length L as the horizontal distance from
the fire surface to the cable surface. And for those portions beyond the horizontal receiver,
i.e. 180◦ < θ ≤ θ◦En (where θEn is the maximum angle at which the tangent to the cable
surface still intersects the cylindrical flame model as shown in Figure 2.8(a)), we define the
path length along the line tangent to the cable surface that intersects the cylindrical flame
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model. Each of the regions has been numbered [1]-[3], respectively, and are identified as
such in Figure 2.8(b) with the corresponding mathematical definition in Eq. (2.13). Thus,
expressed mathematically, the lengths are
L =

rm − r sin θ, 0◦ ≤ θ ≤ 180◦ [1]
rm+r sin θ
cos θ , 180
◦ ≤ θ ≤ θEn [2]
0, θEn < θ < 360
◦ [3]
(2.13)
where the transmissivity for those discrete surfaces located at angular positions greater than
θEn has been set to zero and neglected in our plots as these differential elements will not
receive any radiation from the fire—these zero values will correspond with the zeros of the
shape factors.
We will again use the case of rFi = 5m as an example for our numerical evaluations. We
tabulate our results for the emissivity coefficients and the corresponding absorption coeffi-
cients based on different cable surface locations for both water vapor and carbon dioxide as
well as the associated transmissivity values in Tables 2.3 and 2.4, respectively.
θ L Lp ew aw Lp ec ac
(degrees) (m) (atm ·m) (atm ·m)
0 5 3.88E-1 9.83E-2 4.86E-2 7.16E-3 1.75E-2 6.33E-3
45 4.82 3.74E-1 9.71E-2 4.80E-2 6.91E-3 1.69E-2 6.12E-3
90 4.75 3.68E-1 9.66E-2 4.78E-2 6.80E-3 1.63E-2 5.90E-3
135 4.82 3.74E-1 9.71E-2 4.80E-2 6.91E-3 1.69E-2 6.12E-3
180 5 3.88E-1 9.83E-2 4.86E-2 7.16E-3 1.75E-2 6.33E-3
225 7.32 5.68E-1 1.30E-1 6.43E-2 1.05E-2 2.10E-2 7.60E-3
252.2 17.15 1.33E0 1.95E-1 9.65E-2 2.56E-2 3.43E-2 1.24E-2
Tab. 2.3: Emissivity and absorptivity of water vapor and carbon dioxide










Tab. 2.4: Transmissivity values associated with as well as emissivity and absorptivity of water vapor
and carbon dioxide
As was done for the shape factor, we form an approximation of the transmissivity using
MATLAB’s “polyfit” and “polyval” functions and employing the known angular values and
the corresponding transmissivity values listed in Table 2.3. Since we have seven known data
points, we expect to form the most accurate interpolation using a sixth-order polynomial.
This approximation is of the form
τa (θ) ≈ τ0 + τ1θ + τ2θ2 + τ3θ3 + τ4θ4 + τ5θ5 + τ6θ6 (2.14)
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And, as mentioned previously, we allow the transmissivity to be zero (but not plotted)
over the remainder of the domain, so to not interfere with the shape factor effects over the
remainder of the domain. The transmissivity function, τa (θ) is plotted in Figure 2.7.
Fig. 2.9: Plot of the transmissivity function, τa, ignoring the effect after the fire is out of the sight
line at θRe
We have now completely determined all of the components needed to form the radiative
heat flux, qrad, as defined in Eq. (2.2). The angular variations of these radiative heat flux
values, or qrad (θ), are shown in Figure 2.10.
2.2.1.4 Convective Heat Flux
In order to round out the incident heat flux, qFi, on the main cable we must define the
convective heat flux, qconv, as expressed in Eq. (2.1). The convective heat flux is defined as





where h is the convective heat transfer coefficient, T is the temperature of the solid surface
in fluid whose temperature at a distance measured normal to the solid surface is Tf . The
temperature of the solid surface, T , will evolve in time and will be continuously updated
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Fig. 2.10: Plot of the angularly-dependent radiative heat flux, qrad (θ)
in our analysis of the temperature distribution through the main cable due to conduction
presented later in the work. However, to proceed in defining the convective heat flux on
the cable surface we are left with the task of defining both the convective heat transfer
coefficient and the fluid temperature surrounding the main cable. Let us reverse the order
of our solution and address the fluid temperature first.
Unlike the work of Mendes et al. [15] or Kehlbeck [67], our surface of interest is not flat but
rather a circle. When the cable is completely engulfed by flames, we will consider the fluid
temperature to be a constant. However, since the cable is not completely engulfed by flames
in two of our examples, but rather exposed only from one side, we must acknowledge the
existence of a temperature distribution in the surrounding air, i.e. Tf ≡ Tf (θ). This work is
not focused on the dynamics of the fluid surrounding the cable and thus we will approximate
the air temperature (further explained in the following paragraph) by acknowledging our
solid flame model and incorporating findings from McCaffrey [68] [as cited in Babrauskas
[69]]. We consider the full cylinder of the fire as the continous flame region with constant
temperatures. Above the continuous flame region we have the intermittent flame region
and the thermal plume region where the temperatures drop with increased height.
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In accordance with the work of Mendes et al. [15] and Mudan [65], we assume the ambi-
ent, Ta, and entire fire surface temperature, TFi, are 293.15 K (or 20
◦C) and 1400 K (or
1126.85◦C), respectively. If we consider the entire surface of the main cable cross-section,
the normal lines to the surface only point toward the solid flame model over a distinct
angular range, specifically θ1 ≤ θ ≤ θ2 as seen in Figure 2.11. In this range, we consider
that the fluid temperature is constant and corresponds to the fires surface temperature, TFi.
Above the continuous flame region of the fire and into the intermittent flame and thermal
plume regions, McCaffrey [68] found a reduction in flame temperature corresponding to
greater distance from the surface. We will incorporate the findings of McCaffrey [68] and
assume that the temperature of the fluid surrounding the cable will decrease to the ambient
temperature, Ta, as the angle of the surface normal continues past (θ2). Let us assume that
the decrease in temperature is linear with the ambient temperature being reached at the
angular point, θEn. This point is chosen somewhat arbitrarily (as we did not perform a fluid
dynamics analysis around the cable), but corresponds to the location at which the shape
factor, FFi, in the radiation problem reaches 0. In similar fashion, we will consider that
the fluid temperature decreases linearly to room temperature below θ1 to θ = 0—where the
outward surface normals of the cable point to locations in the fluid outside of the fire when
θ < θ1. We assume that the fluid temperature is constant at room temperature, 20
◦C, on
the back side of the cable from angular points, θEn, to 360
◦ (same as 0◦), or the bottom
point of the cable cross-section (the end of the portion of the angular domain in which the
shape factor from the radiation analysis is zero). Each of the regions and their correspond-
ing temperature functions are shown in Figure 2.12 and the temperature function is shown
in Figure 2.13.
We are now only left to determine the convective heat transfer coefficient, h, for the prob-
lem. Thus, to do this, we employ the methodology presented by Atreya [38] and find the
average convective heat transfer coefficient through the average Nusselt number, N̄u, and
the appropriate Rayleigh number, Ra. In the case of the cable’s circular boundary, we define
the necessary characteristic length as the diameter of the cable, D. As such, the average
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Fig. 2.11: Schematic for defining fluid temperatures for convective heat flux based on angular loca-
tions
Nusselt number and the Rayleigh number for a circular region are written as N̄u ≡ N̄uD and
RaD ≡ RaD, respectively. The relationship between the average convective heat transfer





where D is the diameter of the cable and K is the thermal conductivity of the fluid. We























Pr is the Prandtl number, g is the acceleration due to gravity, β is 1/Tfav, T is the tem-
perature of the surface, Tfav is the average of the fluid and surface temperatures, ν is
momentum diffusivity, and α is the thermal diffusivity. These values are further explained
in Appendix A.1.2.1 with an associated example of variable definition and solution for the
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Fig. 2.12: Regions defined on cable cross-section for defining fluid temperatures for convective heat
flux based on angular locations
problem-specific convective heat transfer coefficient.
When performing our analysis of the average convective coefficient for a fluid temperature
equal to the assumed flame temperature of 1400 K and the ambient fluid temperature of
293.15 K for air at 1 atm, we find the average convective heat transfer coefficient around a
horizontal cylinder to be 7.326 W/m2/K (see Table A.3).
Now, convective heat transfer values for air typically range between 5 and 25 W/m2/K. Eu-
ropean Committee for Standardization [25] uses values of 25 W/m2/K for both the Standard
temperature-time curve and the external fire curve, whereas the recommended value is in-
creased to 50 W/m2/K for a hydrocarbon curve. For a simplified, natural fire models the
Eurocode recommends considering a convective heat transfer coefficient of 35 W/m2/K. For
horizontal bridge girders, Kehlbeck [67] found the natural convective heat transfer coefficient
to be 4 W/m2/K. In the variable fluid temperature problem we expect that the coefficient
of convective heat transfer will vary due to its dependence on fluid temperature and that
the level of the convective heat transfer coefficient will increase with greater temperatures.
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Fig. 2.13: Plot of angularly-dependent fluid temperature, Tf ≡ Tf (θ), used to define the convective
heat flux, qconv
However, since our determined average is not extremely high, but rather within a reasonable
range compared to that used by Elbadry and Ghali [30] [as provided by Kehlbeck [67]], we
will just consider a constant convective heat transfer coefficient equal to the average around
the circumference of the cable. Our work therefore does not determine the local coefficient
of convective heat transfer, but rather an approximate distribution similar to that of the
fluid temperature, Tf , as introduced above. The variable definitions used to determine the
convective heat transfer coefficient are shown in Appendix A.1.2.1.
2.2.2 Main Cable Conduction Analysis
With the fire loading scenarios fully developed, we are now properly equipped to apply
the radiative and convective heat fluxes as boundary conditions in the three-dimensional
heat conduction problem on the main cable and in turn analyze the associated temperature
distributions through said main cable. Recall that though the main cable is composed of
thousands of high-strength steel wires and is in fact a heterogeneous environments, for the
sake of simplicity, we approximate the domain as a homogeneous and isotropic cylinder with
2. FULL CABLE THERMAL-MECHANICAL ANALYSIS 49
effective material and thermal properties. We will take our cue from Main and Luecke [2]
in defining the temperature-dependent thermal properties, however we must first address
the main conduction problem.
Inside the solid cable domain, heat transfer is assumed to be completely governed by con-
duction. Furthermore, assuming that no additional heat sources exist within the cable,
the conduction, and therefore the time-dependent temperature, T , within the solid cable




= α (T )∇2T (2.19)
where T ≡ T (r, θ, z, t), α (T ) ≡ K(T )c(T )ρ is the thermal diffusivity of the solid, K (T ) is the
temperature-dependent thermal conductivity, c (T ) is the temperature-dependent specific
heat, ρ is the mass density, and ∇2 is the Laplacian operator (recall that we assume the















Now, the solution of the heat equation [Eq. (2.19)] requires the assignment of boundary
conditions and initial conditions. Since the fire considered here has a diameter of 10 m
and we consider a length of the cable of 6.096 m, then we may comfortably assume that,
over the length of the cable, each time-dependent cross-sectional temperature distribution
is equivalent and thus there is no longitudinal (z-direction) heat flow at the two ends of the











Unlike at the ends, the radiative and convective heat energy from the surrounding fire is
transferred into the cable domain along the solid surface (solid-fluid boundary). In order to
develop the necessary boundary conditions at the domain surface for the heat equation, we
consider all forms of heat transfer (heat flux) as either supplies of energy to the surface or
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losses from the surface. The boundary layer of the surface is considered to be infinitesimally
thin and thus no mass is present to store or accumulate energy [70]: we only consider the
energy flow in the conservation of heat energy, not the internal rate of change of energy nor
the internal generation of heat energy. As such, the boundary conditions are a continuous
representation of the thermal energy balance at the material-fluid interface [71]. With the
only sources of energy at the surface being the conductive heat flux within the domain
normal to the surface, qn̂, the incident radiative heat flux, qrad, and the convective heat
flux, qconv, the energy balance for our problem can be expressed as
qn̂ + qrad (θ) + qconv (θ) = 0 (2.21)
where conduction within the cable domain is governed by Fourier’s Law with temperature-
dependent conductivity






the radiative flux has been defined previously, but qrad (θ) ≡ qrad (r, θ, z); and the con-
vective flux is also angularly-dependent due to variable fluid temperature, Tf (∞, θ) ≡
Tf (r, θ, z)
∣∣∣∣
r=∞
. We remove z from the functional since we consider that the flux does not










where a = 0.254 m. The boundary conditions, Eq. (2.21), written explicitly with Eqs.









= qrad (θ) + hTf (∞, θ) (2.24)
The initial conditions for the cable domain are constant at room temperature, i.e. T (r, θ, z, t) =
20◦C.
Rewritten completely, the main problem to solve is
∂T
∂t
= α (T )∇2T (2.25a)









= qrad (θ) + hTf (∞, θ) ≡ qrc (θ) (2.25b)




where α (T ) ≡ K(T )cp(T )ρ , a = 0.254 m, and h = 7.326 W/m
2/◦C. As referenced throughout,
the details of the problem, as formed on the complete domain, are shown schematically in
Figure 2.14.
Fig. 2.14: Problem description - complete domain
The thermal problem is nearly completely formed as we are left only to define the temperature-
dependent thermal properties of the steel material.
The problem outlined in Eq. (2.25) will be solved using the finite element method. This
problem would actually be well-suited for solution in two-dimensions using one of our ana-
lytical approaches if not for the temperature-dependence of the material thermal properties.
That said, we now move forward to define these temperature-dependent thermal properties.
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2.2.2.1 Conduction Analysis: Temperature-dependent Thermal Properties
The temperature distribution within the main cable caused by heat conduction affects the
temperature-dependent strains of the constituent wires. Like the mechanical properties,
the thermal properties of these wires are themselves temperature-dependent as well. The
temperature distribution within the main cable both affects and is affected by the specific
heat and thermal conductivity—the mass density of the composing materials plays a role in
the heat transfer process, however it stays nearly constant with changes in temperature, so
we need not address it further [1]. As such, we must address the temperature-dependence
and proper modeling of the specific heat and thermal conductivity of the high-strength steel
wires.
The specific heat at constant pressure is a measure of the amount of heat needed to increase
the temperature of a unit of mass of material by one degree. As the temperature of the
material in consideration changes, so too does the material’s specific heat. While the steel
of the high-strength bridge wire has a eutectoid composition (Fe-Fe3C with approximately
77% mass fraction of carbon), Main and Luecke [2] found that the specific heat capacity
behavior with temperature is quite similar to that of pure iron. In their work, Main and
Luecke [2] graphically compared data representing the change of specific heat capacity for
pure iron [72], a carbon-steel alloy (Fe-C) similar to that of bridge wire [72], and cementite
(Fe3C) from several sources [72, 73, 74]. Main and Luecke [2] hypothesized that using an
approximation of the high-strength steel’s specific heat evolution with temperature based on
pure iron will not have a significant impact on the overall results given other uncertainties
in the approximations. As such, Main and Luecke [2] formed a fourth-order approximation
to the pure iron data provided by Touloukian and Buyco [72] that they considered valid
between approximately 90.2 and 1000 K (−183 and 720◦C). This upper limit considers that
as steel temperature increases and the material approaches the Ferrite and Austenite phase
transformation (move from the Ferrite and Fe3C phase at approximately 720
◦C for carbon
steels) “the heat capacity is effectively infinity” as all added energy creates the phase change
[2]. The fourth-order approximation of the specific heat at constant pressure, cp with units
J/kg/K, was determined on the Kelvin scale (with temperature in Kelvin labeled as TK)
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and is written as








c0 = −1.784852E1 J/kg/K
c1 = +3.158695 J/kg/K
2
c2 = −7.311092E-3 J/kg/K3
c3 = +7.493023E-6 J/kg/K
4
c4 = −2.388687E-9 J/kg/K5
Eq. (2.26) is formed on the Kelvin scale with the units J/kg/K, however the entirety of
our work will be conducted in centigrade. The temperature shift from Kelvin to Celsius
is a simple shift with 0K = −273.15◦C and when considering centigrade the magnitude
of the specific heat remains the same, but the units are now J/kg/◦C. The fourth-order
approximation of the specific heat at constant pressure derived from Eq. (2.26) is plotted
on a Centigrade scale in Figure 2.15.
Fig. 2.15: Specific heat at constant pressure, cp, fourth-order approximation cited in Main and
Luecke [2] derived from data published by Touloukian and Buyco [72]
When addressing the heat conduction within the solid main cable domain we recognize that
the heat transfer is in fact a diffusion process. As such, when we are interested in the transfer
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of heat energy by conduction (diffusion) we must consider the rate at which heat flows
through the constituent material in a unit of time per unit area. This quantity is the thermal
conductivity. In conjunction with the specific heat and density of the material, the thermal
conductivity may be used to measure a material’s ability to diffuse thermal energy compared
to its ability to store thermal energy—this measure is called the thermal diffusivity. As Main
and Luecke [2] highlight, the thermal conductivity is affected by a materials microstructure,
thereby implying that the thermal conductivity is not chemistry-, but rather, process-
dependent. This means that the thermal conductivity for a specific grade of steel—especially
given the microstructure modifications stemming from “the various alloying elements and
processing steps”—can not be guaranteed to be consistent, and thus Main and Luecke [2]
turned to the data and findings on temperature-dependent thermal conductivity values
of steel as published by [75] to aggregate information. In their investigation, Main and
Luecke [2] found a wide variety in temperature-dependent conductivity data, as reported
by Touloukian [75], for steels with similar composition to that of the high-strength bridge
wire. Again, Main and Luecke [2] addressed the data variety by approximating the general
behavior of the thermal conductivity of bridge wire by fitting the appropriate Touloukian
[75] data with a fourth-order polynomial. The fit was performed in degrees Kelvin and
is again valid in the same range as the specific heat where the maximum temperature
corresponds to the phase transformation temperature, i.e. it is valid between 90.2 and 1000
K (−183 and 727◦C, respectively) [2]. The thermal conductivity, K, is in units W/m/K
and the fourth-order approximation is








K0 = +1.544991E1 W/m/K
K1 = +2.540191E-1 W/m/K
2
K2 = −7.352568E-4 W/m/K3
K3 = +8.503279E-7 W/m/K
4
K4 = −3.576576E-10 W/m/K5
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Again, the shift to move from the Kelvin scale to the centigrade scale is quite straightforward
and we therefore plot the fourth-order thermal conductivity approximation as established
by Main and Luecke [2] from the data of Touloukian [75] in the centigrade scale in Figure
2.16.
Fig. 2.16: Thermal conductivity, K, fourth-order approximation cited in Main and Luecke [2] derived
from data published by Touloukian [75]
Having characterized the necessary thermal properties of steel, we are amply prepared to
conduct our thermal analysis. Once the thermal analysis has been performed we may extract
the necessary temperature data and perform a temperature-dependent mechanical analysis.
The mechanical properties and the total action of the cable under load will now be defined.
2.2.3 Main Cable Mechanical Response
2.2.3.1 Constituent Wire Mechanical Property Definition
The action of the entire cable in a fire is dependent on the high-temperature mechanical
response of the individual high-strength steel wires under stress. Unfortunately, no high-
temperature property data exists for the cold-drawn high-strength steel wires [2]. In their
work, Main and Luecke [2] addressed both low- and high-temperature behavior of the con-
stituent high-strength steel wires. We are concerned with the high-temperature behavior,
but we need to acknowledge their low-temperature work for when we address wire failure in
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a later paragraph. Continuing along, Main and Luecke [2] found that pristine wires behave
somewhat elastically until they reach an approximate yield after which point they exhibit
a form of work-hardening and finally fail in a ductile manner with fracture occuring at an
ultimate strain after “appreciable necking”. Main and Luecke [2] describe the stress-strain
behavior of the high-strength steel wires at high-temperature using a linear elastic model
until an approximate yield with a power-law work-hardening model thereafter. As opposed
to establishing constitutive models or conducting their own experiments to address the
evolving behavior with increasing temperature, Main and Luecke [2] estimated the elastic
modulus and the necessary constants in the power-law work-hardening stress-strain model
by referring to previously published data from the literature. As such, the behavior of the
constituent wires of our model will be considered to be the same as that presented in Main
and Luecke [2].
The elastic and inelastic stress-strain behavior (engineering stress, S, and engineering strain,
e) used by Main and Luecke [2] follow the relationships:
S =
 E (T ) e, e ≤ eyKe (T ) ene , e > ey (2.28)
where E (T ) is the temperature-dependent elastic modulus (T represents the temperature
in degrees Celsius), ey represents the yield strain for the temperature T , Ke (T ) is the
temperature-dependent work-hardening coefficient, and ne is the power-law work-hardening
exponent (the stress-strain relationship will be shown later for variable temperatures once
all necessary aspects are complete). Main and Luecke [2] found the yield point to be the
intersection of the linear elastic and power-law work-hardening models. We must note that
while this practice was accepted by the authors, high-temperature creep effects in real tests
reduce the distinction between the elastic and plastic zones (a distinct yield point is less
apparent in the presence of creep). Regardless, being the intersection of the elastic and
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As a note, we may also invert the constitutive equation in Eq. (2.28) and write the desired








ne , S > Sy
(2.30)
We must now address the elastic modulus as well as the work-hardening coefficient and
exponent. Main and Luecke [2] referred to the NIST NCSTAR 1-3D report by Luecke et al.
[76] to obtain an expression for the temperature-dependent elastic modulus of steel in the
primary metal phase of iron-carbon alloys (ferrite) (as determined from a thermomechanical
analysis of the action under load of three column specimens). The expression for the elastic
modulus is a cubic function that was formed by interpolating the recorded data points
over the centigrade temperature range 0 ≤ T ≤ 600◦C and was then extrapolated out to
a maximum temperature of 723◦C. This expression fit within the range of “the highly
regarded data” [76] recommended by Galambos and Ravindra [77] and is written as
E (T ) = E0 + E1T + E2T
2 + E3T
3 (2.31)
for 20◦C ≤ T ≤ 723◦C where
E0 = 206.0 GPa
E1 = −0.04326 GPa/◦C
E2 = −3.502E-5 GPa/◦C2
E3 = −6.592E-8 GPa/◦C3
The reduction of the elastic modulus over the stated temperature range is shown in Figure
2.17. Note that we use a range starting at ambient room temperature because Main and
Luecke [2] performed both a low- and high-temperature analysis. Their low- and high-
temperature models were valid from a minimum point to ambient room temperature and
from ambient room temperature to a maximum temperature level, respectively. We are
interested in the high-temperature work and as such start all of our models at ambient
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room temperature assumed to be 20◦C.
Fig. 2.17: Temperature-dependent elastic modulus, E, cubic function approximation cited in Main
and Luecke [2] and the NIST NCSTAR 1-3D report by Luecke et al. [76]
As we stated above, a power-law work-hardening model was used to approximate the inelas-
tic wire behavior. The literature review of Main and Luecke [2] found that high-strength
steel wires possess similar ambient temperature strength properties to those of high-strength
bolts. As such, Main and Luecke [2] determined the temperature-dependent modulus of the
power-law work-hardening relationship for the high-strength steel wires using a two-step pro-
cess incorporating the approximation of the tensile strength reduction of the high-strength
steel bolts addressed by Kirby [78], Li et al. [79], Sakumoto et al. [80]. The tensile strength
reduction and thus the power-law work-hardening prefactor for the engineering strength,
Ke (T ), are assumed to have the form








In fact, this is the form assumed and used to determine the reduction in tensile strength
with temperature. Next, Main and Luecke [2] set k0e to unity and used a routine of the R
statistical language to compute ranges of values for the constants k1 and k2 in the nonlinear
fit of the temperature-dependent strength data published by Kirby [78], Li et al. [79], Saku-
moto et al. [80]. Main and Luecke [2] then employed their low-temperature tensile strength
data mandating that the model for low-temperature tensile strength and high-temperature
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strength must be in agreement at room temperature. This allowed the authors to determine
the exact values for the prefactor, Ke, and the power-law work-hardening exponent, ne, from
Eq. (2.28), where this work-hardening exponent is the average of all the exponents from
the authors’ low-temperature tests. The prefactor, Ke (T ), at room temperature (20
◦C)
was then set to equal the coefficient k0e in Eq. (2.32) and they subsequently specify k1 and
k2. Thus, for the inelastic behavior above room temperature (20
◦C), the parameter values
in Eq. (2.32) associated with the engineering stress as used by Main and Luecke [2] are




The reduction of the temperature-dependent work-hardening modulus/prefactor associated
with the engineering stress over the temperature range 20 ≤ T ≤ 720◦C is shown in Figure
2.18.
Fig. 2.18: Temperature-dependent work-hardening prefactor for engineering stress, Ke ≡ Ke (T ), as
cited in Main and Luecke [2]
After having established the modulus and coefficient definitions, we may now move to
complete Eq. (2.28) by defining/determining the temperature-dependent yield points. As
we stated previously, Main and Luecke [2] approximated the yielding behavior of the high-
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strength steel wires by determining the intersection of the elastic and inelastic models.
This is done by substituting Eq. (2.32) into Eq. (2.30), and solving for the temperature-









where E (T ) and the coefficients have been defined above. We determine Sy by using a
nonlinear solver or root-finding method.
Note that we may now find the temperature-dependent engineering strain at yield by setting
S = Sy in Eq. (2.30) (see Figure 2.19).
While we expect the ductility of a metal to increase with increasing temperature [76], Main
and Luecke [2] highlight that the engineering strain at tensile strength (fracture) decreases
with increasing temperature. Main and Luecke [2] stated that the ultimate strain may be
represented in a manner similar to that of the tensile strength as outlined in Eq. (2.32).
Using the strain data corresponding to that of the temperature-dependent tensile strength
tests (as mentioned above), Main and Luecke [2] expressed the ultimate engineering strain,
eu (T ), above room temperature (see Figure 2.19) as







, T > 20◦C (2.34)
Again, Main and Luecke [2] employed a non-linear regression fit to data from the World
Trade Center investigation [76] to obtain the constants e0u, eu1, and eu2 which can be found





The temperature-dependent engineering yield strain and fracture strain corresponding to
the last two paragraphs and as determined by Main and Luecke [2] are shown in Figure
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2.19 while the overall engineering stress-strain relationship for variable temperature levels
is shown in Figure 2.20.
Fig. 2.19: Temperature-dependent engineering yield strain, ey, and ultimate fracture strain, eu, as
cited in Main and Luecke [2]
Fig. 2.20: Engineering stress-strain curves for wire at 20, 100, 250, 500, and 700◦C
Thermal strains will play an important role in the deflection and displacements of the main
cable (however, they will not affect the mechanical stresses of the wires unless they are
constrained). Fortunately, a cubic expression was recommended by [81] to represent the
“fraction length change as a function of temperature” [2] for steels with a carbon content
between 0.7 and 1.4% by mass (eutectoid steels which compose the high-strength bridge wire
are approximately 0.76% carbon percent by mass). This expression is accurate to ±7% over
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the temperature range of 50 < T < 1000K (approximately −223◦C ≤ T ≤ 723◦C) (again,
the temperature value is bounded by the α−γ phase-change temperature). For a specimen
of initial length, L0, and length change, δL, the recommended cubic expression is
δL
L0







α1 = +4.337E-6 K
−1
α2 = −1.273E-8 K−2
α3 = −4.446E-12 K−3
Main and Luecke [2] states that we can differentiate Eq. (2.35) to obtain an expression for
the instantaneous coefficient of thermal expansion and subsequently use this expression to
arrive at the coefficient of thermal expansion, α, which describes the thermal expansion of
a material between any two temperatures. The expression for the temperature-dependent
coefficient of thermal expansion is
α =
α1 + 2α2TK + 3α3T
2
K




The temperature-dependent coefficient of thermal expansion is plotted on the centigrade
scale corresponding to Kelvin range in Figure 2.21.
2.2.3.2 Complete Cable Mechanical Action
We may now apply the individual wire mechanical properties and stress-strain relations
to define the overall action of a varying temperature environment on a main cable. The
extensive work of past and present researchers displays the complications that lie within
modeling the mechanical problems characterizing the parallel wire strand and main cable.
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Fig. 2.21: Temperature-dependent coefficient of thermal expansion, α as cited in Main and Luecke
[2]
The addition of thermal loading and the necessary thermal-mechanical properties of the
wires only further complicates the overall problem. As such, we aim to address the fire
model and keep the inter-wire interaction as simple as possible. To initiate this thermal-
mechanical analysis (with both radiative and convective loading from hydrocarbon design
fires), we will consider two simplified analytical modeling approaches (the first of which was
introduced directly by Main and Luecke [2]).
Constant displacement There is a significant amount of contact and friction between the
parallel wires of a main cable caused by the compaction forces of both the cable bands and
wire wrapping. Main and Luecke [2] state that this compaction and the resulting friction
allows little to no interwire slippage at the cable bands, thereby resulting in equal exten-
sion for all wires in a cable section between two cable bands (referred to as a “panel”).
While the wire wrapping does impart compaction forces over the length of a panel [and
such interwire friction is addressed (whether explicitly or implicitly) in the works of the
researchers mentioned previously such as Gjelsvik [82], Raoof and Huang [83], Matteo et al.
[84], Noyan et al. [61], Waisman et al. [60], Montoya et al. [59]], their effects on relative
interwire slippage have been “unquantifiable” on in-service cables during inspections [85].
As such, the cable wrapping effects between cable bands are ignored in the NCHRP Report
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534: Guidelines for Inspection and Strength Evaluation of Suspension Bridge Parallel Wire
Cables [85] and therefore they are ignored in the work of Main and Luecke [2]. This led
Main and Luecke [2] to move forward with their analysis of the main cable by ignoring
interwire frictional effects over individual panel lengths and considering the displacements
for each wire under loading are equal. In this modeling situation, the wires are not allowed
to displace freely based strictly on their mechanical loading and temperature-dependent
mechanical softening. Instead, we consider that the plane of the cable cross-section remains
plane and thus we will need to consider the effects of temperature-dependent stress/strain
when performing our failure analysis.
Constant Load In a separate analysis from that mentioned above, we will also consider
the effects on wire loading when interwire slippage, and therefore variable wire extension,
at the cable bands is permitted. In such an instance, we are ignoring any confinement
effects and therefore the failure strain analysis is unaffected by thermal strains [we have
thermal eigenstrains (stress-free)] and strictly dependent upon the temperature-dependent
mechanical behavior of the wires.
We begin by assuming that the constituent wires of a main cable at ambient room temper-
ature act in parallel and therefore evenly divide the total load imparted on said cable. We
will assume that the cable is of sufficient length such that St. Venant’s principle applies
and the stress in each wire is evenly distributed from the ends of the cable. Depending on
the confinement conditions, this loading will evolve in a cable exposed to fire as the increase
in wire temperatures will lead to load redistribution or material softening and early wire
breaks. Such fracture and load redistribution will continue while the combination of the
new stress and temperature levels on the wires leads to ultimate straining of said wires.
Written symbolically, each of the Nca wires defined by an area, A with length l is exposed
to an engineering stress level of Si where the stress level may vary from wire to wire. Thus,
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the force on the ith wire, Pi, is simply
Pi = SiA (2.37)
where a wire schematic is shown in Figure 2.22.
Therefore, an initial stress level of S0i corresponds to an initial load, P0i , of P0i = S0iA.
Fig. 2.22: Schematic of single wire with mechanical properties and applied load






For any load level, the mechanical strain in the wire below fracture strain may then be








ne , Pi > Piy
(2.39)
where the force associated with yield, Piy = ASiy .
The thermal strain is
eth = α (T ) ∆T (2.40)
where ∆T = (T − T0) and T0 is the initial temperature of the material. And, thus, the
total strain of a wire e is e = eme + eth.
Since the wires will be exposed to uniform temperature longitudinally, there will not be
longitudinal variation in the wire strain. As such, the total displacement, ∆i, of a wire may
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be found in the form (∆ = l eme + l eth) where e is the total strain of the wire and l is the










ne + lα (T ) ∆T, Pi > Piy
(2.41)
While the in-service axial force carried by each wire clearly depends on the bridge and cable
condition in consideration, this value may vary anywhere between 6.5 and 11 kN—forces
that correspond to axial tensile stresses ranging anywhere from approximately 345 to 620
MPa [86]. We will apply a stress level of 700 MPa to each wire (obviously larger than that
of an in-service cable) corresponding to the stress levels imparted on the experimental main
cable specimen located in the Carleton Laboratory. With each wire having a radius of 5
mm (cross-sectional area of 19.635 mm2), the assigned stress level implies that the initial
load level on a wire is approximately 13.7 kN. Thus, given the properties and loading of an
initial stress of 700 MPa, the initial strain across a given cross-section at room temperature
(20◦C) is uniform at 3.4E-3 or 3400 microstrain with an associated displacement of 0.0208
m.
(a) t=0 min: Temperature (b) t=0 min: Engineering strain




(3400 microstrain) at any
cross-section of the cable composed of 9085 wires each of which is loaded at approximately
13.7 kN with a total cable load of 124.9 MN
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2.3 Sequential Thermal-Mechanical Analysis Description
Having established the characteristics of a fire that is typical to roadways or transporta-
tion infrastructure as well as the temperature-dependent thermal-mechanical properties of
a suspension bridge cable, we are now prepared to evaluate the effects of the three fire
scenarios discussed on the cable model presented. This section outlines the general solution
procedure which follows directly in the order of the problem statement. In fact, this section
is mainly procedural so that we may have a written process to track the steps in analyzing
the effects of fire on a main cable.
We begin by determining the impending radiative and convective heat flux functions (qrad
and qconv, respectively) for our three fire scenarios (partial heating from a fire at distances of
5 m and 1 m, as well as complete engulfment) as outlined in Section 2.2.1. These flux values
are then applied on the cable domain (constant in the z-direction) as boundary conditions
for solving the transient heat equation.
The transient heat conduction problem is solved using the finite element method with
Abaqus 6.14 [87]. The cylindrical cable model is 6.096 m in length with a 0.254 m radius.
The three-dimensional solid, homogeneous, isotropic cable domain was discretized with
standard, linear hexagonal heat transfer brick elements (DC3D8). The mesh had a total
of 28536 elements and 32725 nodes. The mesh was constructed with a structured technique.
The material properties assigned to the homogeneous and isotropic steel of the cable were
temperature-dependent and have been discussed in Section 2.2.2.1. Similarly, we discussed
and formulated the radiative and convective flux boundary conditions completing the prob-
lem definition for the three cases in consideration in Sections 2.2.1 and 2.2.2, respectively.
The cable domain discretized with the aforementioned mesh, a cylindrical coordinate sys-
tem, and the general boundary conditions are shown in Figure 2.24.
We run our transient analysis over a time period roughly corresponding to 16 hours or
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Fig. 2.24: FEA heat transfer cable model Mesh discretized with 28536 standard, linear hexagonal
heat transfer brick elements (32725 nodes) with the general boundary conditions displayed
60,000 seconds. Rather than select arbitrary points in time for our analysis, we can use
points corresponding to varying Fourier numbers, Fo—a dimensionless quantity (ratio)





where α is the thermal diffusivity (recall that α = Kcρ), t is the time (in seconds), and a is
the characteristic length through which heat is conducted (radius of the cable in our case).
Fourier time points are derived with constant thermal properties of the material. As such,
our Fourier time analysis will be approximate and use typical thermal material properties as
defined by a = 0.254 m, ρ = 7850 kg/m3, c = 490 J/kg, and K = 43 W/m/◦C (α = 1.12E− 5
m2/s. We analyze the results throughout the cable at time points roughly corresponding
to Fourier times of 0.01, 0.02, 0.04, 0.1, 0.2, 0.4, 1, 2, 4, and 10 using the aforementioned
definition to determine the dimensional time points, t. Since the thermal properties are
temperature-dependent, the Fourier analysis is not exact for this problem, but rather only
used as a guide. The Fourier times from this sample two-dimensional domain are shown in
Table 2.5.















Tab. 2.5: Dimensional times (t) associated with the nondimensional fourier time (Fo = αt/a2) devel-
oped using a = 0.254 m, ρ = 7850 kg/m3, c = 490 J/kg, and K = 43 W/m/◦C (α = 1.12E−5
m2/s)
Once the performance of the finite element analysis is complete and the transient heat
equation has been solved, we may extract temperature values of interest for use in the
thermal-mechanical analysis of the cable and its constituent wires. We extract these tem-
perature values at either the element nodes or via a linear interpolation within the element
(as performed by Abaqus). Applying the mechanical analysis method outlined in Section
2.2.3.2 allows us to extract temperature data corresponding to the wire centroid locations
throughout the cable cross-section as shown in Figure 2.1(a). We select the center plane
along the length of the cable for temperature data extraction (this is valid as the fires un-
der consideration are larger than the cable and we have assumed that the impending heat
energy flux levels are uniform in the longitudinal direction). We extract the temperature
data from the center section at the points in time given in Table 2.5.
Having the temperature data for each wire centroid, we are now prepared to analyze the
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mechanical strains of the wires in either the constant displacement or the constant load
scenario. In each case, the total cable loading, Pca, must remain the same. However, we
will soon see that the method for redistributing the loading upon application of increased
temperatures differs.
Constant displacement analysis technique Following the direction of Main and Luecke [2],
our initial loading imposes a mechanical strain which results in an initial displacement, ∆0,







where E is the elastic modulus at room temperature. At this point, we keep the stress in
the wires in the elastic regime and consider the wires to be constrained.
Upon heating of the cable, we expect the wires will experience material softening and
a reduction in tensile stress due to the introduction of thermal expansion of constrained
wires. Such a reduction in stress leads directly to a loss of force carried within each wire
(this stress/force reduction will vary based on the temperature distribution throughout the
cross-section). While the forces in the wires may change, the total force within the cable
must remain Pca. As such, the wires will further elongate to impose new stresses within
all wires leading to a total force equilibrium. We now work to determine the displacement,
∆j that is needed to ensure force equilibrium at the time tj where the k
th wire has a given
temperature Tkj .
The aforementioned displacement determination is an iterative process. We begin by deter-
mining the mechanical yield strains for each of the k wires at their given temperature Tkj
using Eq. (2.29). We then assume all wires remain in their elastic regime based on their
given temperatures and determine the displacement in the elastic iteration, ∆je , that leads



























for each of the k wires. Upon determining the total
displacement for the elastic iteration, ∆je , we then determine the mechanical strain in each











to their corresponding yield strains eyk .
If any wires have yielded, we repeat the process for determining the total displacement of
the wires, ∆j ; however this time we incorporate the power-law from Eq. (2.41). That is to
































where the summation indices of el and pl indicate summation of the forces corresponding
to the wires in the elastic and plastic ranges, respectively. Again, we determine the me-












/l. If any of the
wire strains exceed their failure strain, they are removed from the analysis, their forces are
evenly redistributed and the process is repeated. In the end, we are interested in knowing
the strain distribution throughout the cross-section.
Constant load analysis technique As opposed to the previous description, we will also
determine the strains associated within a cable exposed to fire whose wires may have dis-
placements that are not equal. Knowing the initial applied force per wire (via initial stress)
and incorporating the extracted temperature-dependent stress-strain laws presented in Eq.
(2.39), we now determine the strain in each of the 9085 wires of the cable-cross section. We
analyze the individual wire strains for their given temperature level and determine if the
temperature-dependent elastic strain of the wires is larger than the temperature-dependent
yield point. If the elastic strains are not above the yield point, we simply record the strain
level in the wires. For a wire that does in fact reach and exceed the temperature-dependent
yield level, the temperature-dependent strains are next evaluated using the temperature-
dependent work-hardening power law. We then compare the total strain of the wire (elastic
plus inelastic) to the ultimate strain for the given temperature. If the total strain does
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not meet the associated temperature-dependent fracture strain, we simply record the wire
strain value at the given time point. If the wire strain does in fact reach the associated
temperature-dependent fracture strain, we then remove the load from the wire and redis-
tribute it evenly to the intact wires of the cable. This load redistribution increases the load
and stress for each remaining wire at their given temperature. We repeat the total process
until no wire fractures occur or all of the constituent wires have failed. (We finally verify
the determined cable strains for arbitrary points within the analysis using a 19-wire finite
element model in Appendix A.2).
2.4 Results and Discussion
We are finally ready to look at the results stemming from the three forms of applied fires.
We will consider the fires in order of increasing intensity with the partial exposure case
modeled with the right cylindrical geometry located at 5 meters from the center of the ca-
ble first, the case at 1 m from the center of the cable second, and the complete engulfment
last. For each case, we show select contours of the temperature and associated strains along
a cross-section located at the cable’s longitudinal center. The initial conditions are shown
in Figure 2.23. We will show yielded wires in deep red (and make mention of it) and show
any fractured wires in black. We will also show the corresponding strain values in separate
contours in the case that any wires do in fact yield or fracture.
Since the maximum flux values occur at approximately 90 degrees clockwise from the bot-
tom of the cable, we will also look at the temperature and corresponding engineering strain
levels for several points in time along the cable cross-section’s horizontal centerline.
2.4.1 Constant Displacement Analysis Results
2.4.1.1 Partial Fire Exposure at 5 m and 1 m
We first look at the temperature, thermal strain, and mechanical strain distributions re-
sulting from the cable’s exposure to a cylindrical fire located at a distance of 5 m. We
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immediately see in Figure 2.25(a) that after just 9 minutes the strength of the fire creates
a temperature distribution between the front and back sides of the cable ranging from 20
to 60◦C. The size and strength of the fire creates the off-angle distribution which occurs
due to front side’s exposure to elevated radiation and convection levels. A slight thermal
strain variation from 1300 to 1900 microstrain can be seen in Figure 2.25(b). A study of
the associated mechanical strain begins to depict load redistribution in the wires as those
with the greatest temperature (and therefore thermal strain) have lower strain levels (2900
microstrain) while those on the cooler side of the cable take a larger load (3600 microstrain)
[Figure 2.25(c)].
As time progresses, the temperature distribution within the cable evolves. After 192 min-
utes (3.2 hours), the temperature range within the cable has increased to exist between
120 to 210◦C [Figure 2.26(a)]. As the temperature of the cable increases, so too do the
thermal strains [Figure 2.26(b)] and the overall elongation of the section. Due to the partial
exposure of the cable to fire, the thermal strain range increases with minimum thermal
strains at 2800 microstrain and maximum at 4300 microstrain [Figure 2.26(b)]. Despite
the elongation of the entire section, the areas of higher temperature continue to shed load
(strain of 2500 microstrain is less than that at 9 minutes) to the areas of lower temperature
(4000 microstrain) [Figure 2.26(c)]. As we move further in time, this gap grows; however,
even after 6 hours, the cable does not experience yield or fracture. We now move to check
the effects of shifting the fire closer to the cable.
The expected effects of increased temperatures, thermal strains, and mechanical strains are
seen in the case where the fire is 1 meter from the cable at both the 9 minute and 192 minute
marks (Figure 2.27 and 2.27). As the fire approaches the cable, the overall temperature
within the cable increases compared to the 5 m case. In addition, the temperature range
across the cable increases as the energy on the front of the cable is not dissipated by the at-
mosphere 20 to 100◦C in the 9 min case [Figure 2.27(a)] and 190 to 360◦C in the 192 min case
[Figure 2.28(a)]. For both time instances, we find the temperature trends reflected in the
thermal strains. For example, we find minimum and maximum thermal strains of 4000 and
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7500 microstrain, respectively, for the 192 min case [Figure 2.28(b)]. The applied force leads
to a 7 cm elongation of the cable, thereby imposing mechanical strains from 1500 to 5000
microstrain [Figure 2.28(c)] between the hotter and cooler wires, respectively. The section
completely yields after approximately 9 hours and fully fractures after 11 hours of exposure.
(a) t=9 min: Temperature (b) t=9 min: Thermal strain
(c) t=9 min: Mechanical strain
Fig. 2.25: Temperature (◦C), thermal, and mechanical strain (at 9 minutes (Fo=2) for cylindrical
fire loading located at 5 m
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(a) t=192 min: Temperature (b) t=192 min: Thermal strain
(c) t=192 min: Mechanical strain
Fig. 2.26: Temperature (◦C), thermal, and mechanical strain (at 192 minutes (Fo=2) for cylindrical
fire loading located at 5 m
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(a) t=9 min: Temperature (b) t=9 min: Thermal strain
(c) t=9 min: Mechanical strain
Fig. 2.27: Temperature (◦C), thermal, and mechanical strain (at 9 minutes (Fo=2) for cylindrical
fire loading located at 1 m
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(a) t=192 min: Temperature (b) t=192 min: Thermal strain
(c) t=192 min: Mechanical strain
Fig. 2.28: Temperature (◦C), thermal, and mechanical strain (at 192 minutes (Fo=2) for cylindrical
fire loading located at 1 m
2.4.1.2 Uniform Fire Exposure
There is not much mystery as to the effect of uniform heating with no heat flux atten-
uation and convection into ambient temperature when we consider the first temperature
and engineering strain contour plots. The increase in severity of the fire loading situation
is immediately evident after only 9 minutes of exposure to complete engulfment with full
56 kW/m2 heat flux loading as the maximum temperature values within the cable jump to
nearly 200◦C [Figure 2.29(a)] thereby leading to a displacement of 0.036 m, thermal strains
ranging from 1500 to 3700 microstrain [Figure 2.29(b)], and mechanical strains from 2200
microstrain to 4400 microstrain [Figure 2.29(c)].
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As the time of exposure reaches 77 minutes the cable temperature has increased quite con-
sistently with temperatures ranging from approximately 450− 625◦C [Figure 2.30(a)]. The
increase in temperature forces all of the wires into yield. The thermal strain range is as-
tounding ranging between 8800 to 12700 microstrain with the maximum thermal strains on
the outside of the cable [Figure 2.30(b)]. Such a thermal strain pattern leads to significant
load redistribution to the interior of the cable where maximum strains are 7600 microstrain
while the interior experiences strains of 3800 microstrain [Figure 2.30(c)]. Due to the vari-
able temperatures, however, both amounts of mechanical strains are sufficient to lead to
yielding [Figure 2.30(d)].
Such a stress redistribution is finally catastrophic just 10 minutes later as the exterior of
the cable nears the phase change temperature of the steel. In this time, the temperature
values increase approximately 50◦C and the thermal strains increase 1000 microstrain at
the extremes thereby forcing the wires to failure (Figure 2.31). The interior wires fail first
as they are exposed to the greatest levels of stress due to the loading redistribution seen in
each step. It is important to see that failure occurs just 10 minutes after significant section
yield.
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(a) t=9 min: Temperature (b) t=9 min: Thermal strain
(c) t=9 min: Mechanical strain
Fig. 2.29: Temperature (◦C), thermal, and mechanical strain [at 9 min minutes (Fo=0.1)] for uniform
fire loading
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(a) t=77 min: Temperature (b) t=77 min: Thermal strain
(c) t=77 min: Mechanical strain (d) t=77 min: Yield
Fig. 2.30: Temperature (◦C), thermal, and mechanical strain [at 77 min minutes (Fo=0.8)] for uni-
form fire loading
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(a) t=87 min: Temperature (b) t=87 min: Thermal strain
(c) t=87 min: Mechanical strain (d) t=87 min: Mechanical strain
Fig. 2.31: Temperature (◦C), thermal, and mechanical strain [at 87 min minutes (Fo=0.9)] for uni-
form fire loading
2.4.2 Constant Load Analysis Results
We are now prepared to look at the results of the constant load analysis technique.
2.4.2.1 Partial Fire Exposure at 5 m and 1 m
We now return to analyze the case of partial fire exposure for a cable whose wires will have
constant load levels until failure. The temperature levels throughout the sections at 5 m
for the 9 and 192 minute cases have been shown in Section 2.4.1.1. For the 5 m case, we
find that the strains after 9 minutes of cable exposure to fire are nearly constant between
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3410 and 3450 microstrain [Figure 2.32(a)]. As the temperature increases after 192 minutes
we find that the mechanical strain range increases to a minimum of 3450 microstrain and
maximum of 3600 microstrain [Figure 2.32(b)]. If we look at the 1 m case, we find that at 9
minutes the temperature range of 20 to 100◦C yields strains of 3400 and 3480 microstrain,
respectively [Figure 2.33(a)]. While the increased temperatures at 192 minutes of 190 to
360◦C lead to mechanical strains from 3500 to 4000 microstrain [Figure 2.33(b)].
In these instances, the mechanical strain variation matches that of the temperature distri-
butions. Since the wires are not constrained, they will not shed load due to constraints and
thermal expansion. Since each wire acts individually until fracture, we find that the me-
chanical strain ranges are much more consistent than those from the constant displacement
case presented in Section 2.4.1.1. With the given temperature levels, we can predict the
engineering stress to failure based on a consideration of the engineering stress-strain curve
(Figure 2.20). The strain range will be minimal until yield and fracture as indicated by Fig-
ure 2.34. Notice in this plot that with an applied stress level of 700 MPa, a wire would have
to reach a temperature value of 524◦C to induce yielding (the temperature and strain values
to both yield and fracture are shown in Table 2.6). For reference, in the 1 m case, wires in
the cable reach yield at approximately 6 hours while the entire cable does not fail for 8 hours.
(a) t=9 min: Engineering strain (b) t=192 min: Engineering strain
Fig. 2.32: Engineering strain (mechanical) at 9 and 192 minutes for cylindrical fire loading located
at 5 m
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(a) t=9 min: Engineering strain (b) t=192 min: Engineering strain
Fig. 2.33: Engineering strain (mechanical) at 9 and 192 minutes for cylindrical fire loading located
at 1 m
Fig. 2.34: Engineering strain (mechanical) vs. temperature for variable constant stress loading (500
- 800 MPa) with comparison to yield and ultimate strains vs. temperature (◦C)
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Stress Temperature Yield strain Temperature Fracture strain
at yield at fracture
(MPa) (◦C) (◦C)
500 581 3.2E-3 614 2.51E-2
600 552 3.7E-3 588 2.67E-2
700 524 4.3E-3 563 2.83E-2
800 496 4.8E-3 540 2.98E-2
Tab. 2.6: Yield and ultimate strains with corresponding temperatures (◦C) for varying stress levels
2.4.3 Uniform Heating
As seen previously, after only 9 minutes of complete engulfment with full 56 kW/m2 heat
flux loading as the maximum temperature values within the cable jump to nearly 200◦C
(Figure 2.36(a)). In the case of constant load, however, we find strain levels above 3500
microstrain (Figure 2.36(b)). After only 38 minutes maximum temperatures in the exterior
of the cable exceed 400◦C (Figure 2.37(a)) and rapidly approach the temperature at yield
for 700 MPa stress levels of 524◦C (Table 2.6). We expect from both the temperature and
strain distributions that the outer wires will reach yield first. At 57 minutes, the exterior
temperatures and associated strains (Figure 2.38) approach the levels at which yield occurs
in a pure tension scenario (yield strain of 4.3E-3).
Just 10 minutes later, we have complete cable failure (Figure 2.39) as a result of all wires
reaching their respective fracture strains as indicated by the black in Figure 2.39. The exact
wire temperatures at failure and the corresponding strains are shown in Figure 2.40. Notice
that while the exterior wires exceed the temperature for failure associated with 700 MPa,
wires toward the inside of the cable do not and are in fact still close to 400◦C. The failure
occurs in a progressive manner as the stresses of the intact wires increase with the failure
of each subsequent exterior layer of wires. Sample iterations in the failure progression are
shown in Figure 2.41. The yielded wires in the section are indicated with a strong red while
the fractured wires are black. The exact failure iterations with the number of intact wires
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in the cable (NCa), the load per wire (Pi), the stress per wire (Si), the number of wires with
elastic strains (NEl), the number of wires that have yielded (NY ie), and the total number
of fractured wires (Nfrac), is shown in Table 2.7.
We see from Figure 2.42(a) that the temperature distribution along the diameter of the cable
is somewhat parabolic with maximum values on the outer surface and the minimum values
at the center. Below 67 minutes (below wire failure), the strain values follow a similar trend
[Figure 2.42(b) or 2.42(c)]; however, at 67 minutes (where full failure occurs) the final strain
levels increase with decreasing temperature [Figure 2.42(b)]. With all stress levels equal,
initial fracture occurs in the wires with the highest temperatures. In this case, these wires
are on the exterior of the cable. As the wires fail and the load is redistributed, the stress of
the internal (cooler) wires increases. Notice from Figure 2.34 that because of the evolution
of the stiffness and work-hardening parameter with temperature, the failure strain at lower
temperatures is actually greater than that of the failure strain at high temperatures. As
such, as the load redistributes to the cooler, inner wires we expect and find greater failure
strains. Thus, since the entire cable fails, we find the areas with the highest temperatures
to have the lowest strains. As the load redistributes from the fractured wires to the center
of the cable, the cooler wires pick up the load, however, the increased load ends up being
a failure load and due to their temperature they experience greater strain than those wires
of higher temperatures. Prior to failure, we expect strains in hotter wires to be greater
than those in cooler wires due to the reduction of stiffness with increases in temperatures
[Figures 2.17 and 2.18]. All other plots but the failure plots show such occurrences [e.g. the
strains at 57 minutes in Figure 2.38(b)] These results are a bit disconcerting as we can see
that when greatly heated and near yield, wire fracture occurs quite rapidly and suddenly.
This type of failure presents a great risk and must be acknowledged. (Note: the FEM check
is in Appendix A.2.1).
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(a) t=0 min: Temperature (b) t=0 min: Engineering strain




for uniform fire loading
(a) t=9 min: Temperature (b) t=9 min: Engineering strain
Fig. 2.36: Temperature (◦C) and engineering strain for uniform fire loading at 9 minutes (Fo=0.1)
2. FULL CABLE THERMAL-MECHANICAL ANALYSIS 87
(a) t=38 min: Temperature (b) t=9 min: Engineering strain
Fig. 2.37: Temperature (◦C) and engineering strain for uniform fire loading at 38 minutes (Fo=0.4)
(a) t=57 min: Temperature (b) t=57 min: Engineering strain
Fig. 2.38: Temperature (◦C) and engineering strain for uniform fire loading at 57 minutes (Fo=0.6)
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(a) t=67 min: Temperature (b) t=67 min: Engineering strains at complete fail-
ure
Fig. 2.39: Temperature (◦C) and complete failure for uniform fire loading at 67 minutes (Fo=0.7)
(a) t=67 min: Temperature (b) t=67 min: Engineering strains at complete fail-
ure
Fig. 2.40: Temperature (◦C) and engineering strain for uniform fire loading at 67 minutes (Fo=0.7)
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(a) t=67 min: Fracture highlight (b) Engineering strain below failure
(c) Failure strains at 67 min (d) Failure strains at 67 min
(e) Engineering strain below failure (f) Failure strains at 67 min
Fig. 2.41: Evolution of strains with yield and fracture in progressive failure of main cable at 67
minutes (Fo=0.7)
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Iteration NCa Pi Si NEl NY ie Nfrac
(kN) MPa
1 9085 13.7 700 6753 1806 526
2 8559 14.6 743 6160 1937 988
3 8097 15.4 785 5595 2035 1455
4 7630 16.4 833 4937 2170 1978
5 7107 17.6 895 4020 2414 2651
6 6434 19.4 988 2559 2794 3732
7 5353 23.3 1188 0 2843 6242
8 2843 43.9 2237 0 0 9085
Tab. 2.7: Progressive collapse of cable with maximum temperature of 600◦C
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(a) Temperature (b) Engineering strain
(c) Engineering strain below failure
Fig. 2.42: Temperature (◦C) and engineering strain cable centerline plots with strains below failure
and failure strains shown separately occurring at 67 minutes for uniform fire loading at
67 minutes (Fo=0.7)
2.4.4 Modeling the Heat Transfer with
Temperature-Dependent vs. Temperature-Independent Material and Mechanical
Properties
Moving forward, we are now aware that major bridge fires are typically large and that a
two-dimensional heat transfer analysis will suffice. In fact, this is the industry standard.
We have constructed two-dimensional solutions for the heat transfer problem with constant
thermal properties and need only to compare them to their temperature-dependent prop-
erty counterparts. If we once again look at the uniform loading scenario with heat flux of
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56 kW/m2, we can compare the temperature and strain distributions associated with the
solution based on temperature-dependent thermal properties and to those derived from a
solution with constant thermal properties (equivalent to the room temperature properties of
the temperature-dependent model). We find that temperature levels within the cable cross-
section are greater when the thermal properties remain constant (as compared to when they
have a temperature-dependence). As such, greater temperatures lead to corresponding in-
creased levels of strain within the cross-section. We show an example of this differentiation
in temperature and strain levels at the 38 minute mark in Figure 2.43. At the 57 minute
mark we find that the temperature distribution along the centerline for the cable with
constant thermal properties is greater than its counterpart with temperature-dependent
thermal properties [Figure 2.44(a). In fact, the temperature levels in the temperature-
dependent thermal property model lead to elastic strains [Figure 2.44(b)] while the elevated
temperature levels associated with constant thermal properties lead to strains above yield
resulting in full failure of the cable [Figure 2.44(b)]. Again, we recognize that the discrep-
ancy in the shape of the curve is due to the behavior of the wires at high-temperatures.
Recall from the previous section that below failure loads we expect the greatest strains to
correspond to the highest temperatures. However, due to the reduction of yield and failure
strain with temperature, we expect (and find) that when wires at the greatest tempera-
tures fail and redistribute their loads to cooler wires, the cooler wires will in fact experience
greater strains before failure [Figure 2.34].
The finding that a cable with temperature-independent material properties transfers more
heat than one with temperature-dependent properties is not necessarily surprising, but
rather provides evidence that we may feel comfortable in using two-dimensional analytical
models to estimate temperature distribution when performing a failure analysis as the con-
stant property case provides a conservative estimate for the user.
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(a) Temperature comparison (b) Engineering strains (mechanical)
Fig. 2.43: Temperature (◦C) and engineering strain (mechanical) for comparison of solution with
temperature-dependent vs. constant thermal properties at 38 minutes (Fo=0.4)
(a) Temperature comparison (b) Engineering strains (mechanical)
Fig. 2.44: Temperature (◦C) and engineering strain (mechanical) for comparison of solution with
temperature-dependent vs. constant thermal properties at 57 minutes (Fo=0.6) with
separate plots to highlight exact strain ranges
2.5 Conclusions
This work presents a complete analysis of the effects of hydrocarbon fire loading on a sus-
pension bridge main cable. Beginning with the definition of the fire based on fire engineering
community standards, moving to a thermal analysis within the exposed main cable domain,
to a thermal-mechanical analysis of the potential rapid progressive collapse of a main ca-
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ble, we address all aspects of a major problem that may affect key aspects to our nation’s
transportation infrastructure. We have incorporated principles and practices from both fire
and bridge engineering in an attempt to help guide the community in a new direction for
future analysis.
After thoroughly defining three types of fire scenarios incorporating both radiative and
convective heat fluxes, stemming from partial exposure of a main cable to complete engulf-
ment, we moved forward addressing the conductive heat transfer problem within a main
cable domain. The heat equation within the main cable domain was solved using the fi-
nite element method allowing us to incorporate temperature-dependent thermal properties
assigned to the main cable’s constituent wires (the likes of which were assumed from the
work of previous researchers). In a sequential process, we then used the determined tem-
perature values to perform a thermal-mechanical analysis to determine the effects that fire
has on a fully-loaded suspension bridge main cable. The mechanical analysis incorporated
temperature-dependent mechanical properties associated with the constituent high-strength
steel wires of the main cable. An analytically-based process was used to determine the
temperature-dependent strain distributions within the main cable.
The work reveals that the cable will not fail for a significant period of time when partially
exposed to a fire located as close as 1 m from the cable surface. However, based on the
fire energy, significant strains will be induced and could pose a potential problem given a
random distribution of strength properties. Progressive collapse of the cable occurred under
uniform heating conditions in a shorter period of time and just minutes after the first signs
of yield in the exterior cable wires. All of this happened shortly after one hour of exposure
to a full fire.
Finally, our comparison of results for the heat transfer found within a cable cross-section
modeled with temperature-dependent vs. temperature-independent material and mechani-
cal properties lay the foundation for future work. These findings provide the justification for
the explanation and formation of closed-form solutions to the two-dimensional heat equa-
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tion with constant material properties. A contribution of such solutions to the community
will make up the remainder of this thesis.
3. THE FIRE PROBLEM ON A MAIN CABLE
3.1 Problem Statement
As stated in the introduction, the individual steel wires of suspension bridge main cables
act in parallel to carry the totality of the tensile forces originating from the deck and traffic
loads. We have seen that when exposed to a combination of mechanical and high tem-
perature thermal loading, the high-strength steel wires may experience material softening,
thereby resulting in ultimate strength and stiffness reductions [2]. The exposure of a main
cable to fire (whether it be through partial or complete engulfment) has shown to result in
the formation of a temperature gradient between the steel wires through the cross-section.
The disparity in wire temperatures may result in progressive failure or load shedding from
wires of higher temperature to those of lower temperature (depending on loading and con-
finement conditions). The temperature distribution within a section leads to uneven main
cable stress distributions and elevated stress levels in certain wires of the main cable. The
evolving stress-strain relations of the high-strength steel wires within a main cable may be
determined from the temperature-dependent mechanical properties provided in Chapter 2
as given by Main and Luecke [2]. As we have seen, to adequately evaluate these properties,
we must first determine the time-dependent temperature profile within such a main cable.
While numerical methods, such as those presented in the previous section and Main and
Luecke [2], may be used to develop such a temperature profile using temperature-dependent
properties, a closed-form analytical solution used with temperature-independent thermal
properties may be used and will provide a conservative temperature estimate through a
cross-section. An analytical solution serves as a continuous solution to the strong form of
the problem, and may act as a reference for engineers and a basis from which to work for
the numerical analysis of more complex scenarios.
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The problem that we consider will be formulated by the general thermal loading conditions
during a bridge fire. As we have seen, depending on the location of the fuel source, a fire on
a suspension bridge may either partially or completely engulf portions of the main cable.
Due to the size of the main cable and fire, we may ignore the end effects of the cable on the
temperature distribution. Thus, we perform a two-dimensional analysis of the temperature
evolution in time and neglect the end effects on the conductive heat transfer within the
cable domain.
The main cable domain is composed of thousands of high-strength steel wires approximately
5 mm in diameter. These wires may be protected from external factors that lead to the
degradation of the cable. External wrapping layers and protective shields are often used to
guard against corrosion and blast, respectively. Such a combination of varying geometries,
interstitial spaces, and material types creates a completely heterogeneous environment;
however, for the sake of simplicity, we will approximate the domain as a homogeneous and
isotropic disk of radius a with effective material and thermal properties [similar to the pre-
vious chapter and [2]]. Since the solid domain is considered a disk, we will perform our
analyses in polar coordinates with radial coordinates, r, and angular coordinates, θ; the
corresponding orthogonal unit vectors are written as er and eθ. The solid domain is defined
radially on 0 ≤ r ≤ a and angularly on 0 ≤ θ ≤ 2π. The material considered has constant
thermal conductivity, K, mass density, ρ, and specific heat, c.
With the reduction of the spatial domain to two dimensions, and the simplification of the
material domain to solid, homogeneous, and isotropic, we must now further qualify the fire
loading properties and establish the main problem of interest. Prior to establishing this
problem, we will exam the mathematical formulation of the first law of thermodynamics for
a control volume in the form of the conservation of heat energy. If, by the conservation of
energy, the total energy of an isolated system is constant, then for any arbitrary subregion
R, the time rate of change of the heat energy in the subregion is equal to the summation
of the heat energy flowing across the subregion’s boundaries per unit time and the amount
of heat energy generated within the subregion per unit time [52].
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Now, the total heat energy per unit volume per unit mass in the contained subregion is
the specific internal energy per unit volume, u (u = U/m). If we consider the subregion
to be incompressible (cannot be compressed and has relatively constant density), then a
proportional relationship exists between the specific internal energy, u, and the temperature,
T (a system property that is used to determine when systems are in thermal equilibrium),
u = cρT (3.1)
where c is the specific heat, or the amount of energy required to raise the temperature of
a unit of mass of a substance one degree, and ρ is the mass-density of the substance. As





and the rate of change of internal heat energy is therefore dU/dt.
In the next portion of the law of conservation of energy, we are interested in properly ex-
pressing the amount of heat energy flowing across the subregion’s boundaries. The heat flux
vector, q, describes this flow of heat energy both within the region and at the boundaries of
said region. “The magnitude of [the heat flux vector] is the amount of heat energy flowing
per unit time per unit surface area [52].” Since the law of conservation of heat energy
regards only the heat energy flow per unit time across the region’s boundary surface, we
consider only the contribution of the heat flow per unit time normal to the surface and
ignore that which is parallel to this surface. The dot product of the heat flux vector and the
unit outward normal, n̂, at any point on the surface reveals the heat energy flow per unit
time across that specific point on the region’s boundary surface. The total energy flowing
into the region is obtained by summing the normal contributions of heat flux over every
infinitesimal surface area, dS, surrounding the region, R. This summation is expressed as
the closed surface integral of the aforementioned dot product, or −
‚
q · n̂dS. We introduce
the negative sign to ensure energy flow into the subregion, R, is positive. If energy flow
into the region is positive, then the normal component of the flux vector and unit outward
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normal vector will be in direct opposition to one another thereby resulting in a dot product
of negative sign.
Lastly, we write the rate of heat energy generated within a unit volume of the region per















We may now obtain the general heat equation by first applying the divergence theorem
(Gauss’ theorem) to the energy flow across the boundaries in equation Eq. (3.3). Gauss’




A · n̂dS (3.4)
where A is any continuously differentiable vector and the other symbols maintain their












As Haberman [52] states, since the subregion of interest, R, is fixed in space, we may move
the time derivative in Eq. (3.5) inside the volume integral by changing the full derivative
to a partial derivative (the derivative acts directly on the temperature, T , as we assume
constant material properties). In addition, we move all terms to the left-hand side and write






+∇ · qdV − g
)
dV = 0 (3.6)
Now, since the integral in Eq. (3.6) is equal to zero for all regions, R, the integrand must




+∇ · q− g = 0 (3.7)
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Before completing the derivation of the heat equation, we must first address the term
∇ · q. As founded by Fourier [88], the heat flux, q, is proportional to the gradient of the
temperature, ∇T , with the constant of proportionality being the thermal conductivity, K.
Fourier’s law of conduction is expressed as
q = −K∇T (3.8)
where the negative sign is introduced to ensure that the mathematical expression models
heat flow from areas of higher temperatures to those of lower temperatures. Substitution
of Eq. (3.8) into the term ∇·q yields the divergence of the gradient of T , or, the Laplacian
of the temperature, i.e.,
∇ · q = −K∇ · (∇T )
= −K∇2T (3.9)
where the thermal conductivity, K, is assumed to be constant.
Finally, for an enclosed region assuming no mass transfer, the mathematical expression of
the conservation of energy with the single unknown being the temperature, the so-called





= K∇2T + g (3.10)
We may now use the state equation from the conservation of heat energy to establish the
main heat equation of interest for fire events, as well as the appropriate corresponding
boundary conditions. We first consider that the fire event occurs at a sufficient distance
from the main cable. Thus, assuming that no additional heat sources exist within the cable
(no g term), the time-dependent temperature within the solid cable domain, T (r, θ, t) for
r ≤ a, is governed by the well-known heat equation with no source terms (as previously
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where T ≡ T (r, θ, t), α ≡ Kcρ is the thermal diffusivity of the solid, and ∇
2 is the Laplacian











As stated previously, a typical bridge fire event is of the hydrocarbon fuel form. Heat trans-
fer from such open fires is governed by radiation with the potential for secondary effects
from convection [62, 29, 27, 18, 15, 16]. The heat energy from the surrounding fire is trans-
ferred into the cable domain at the solid surface (solid-fluid boundary)(we depict the energy
contributions pictorially in Figure 3.1). Inside the solid domain, heat transfer is assumed
to be completely governed by conduction (Figure 3.2). In order to develop the necessary
boundary conditions at the domain surface, we consider all forms of heat transfer (heat flux)
as either supplies of energy to the surface or losses from the surface. The boundary layer of
the surface is considered to be infinitesimally thin and thus no mass is present to store or
accumulate energy [70]: we only consider the energy flow in the conservation of heat energy,
not the internal rate of change of energy nor the internal generation of heat energy. As such,
the boundary conditions are a continuous representation of the thermal energy balance at
the material-fluid interface [71]. To express this mathematically, we return back to the
expression of the conservation of energy by Haberman [52] and apply it to the boundaries.
Recall, since the total energy of an isolated system is constant, the time rate of change of
the heat energy in a subregion is equal to the summation of the heat energy flowing across
the subregion’s boundaries per unit time and the amount of heat energy generated within
the subregion per unit time. Now, we have already stated that the boundary is considered
to be infinitesimally thin such that no mass exists to store or generate heat. As such, we
only consider the flow of heat across the boundary at any instant in time. Thus, the first
law of thermodynamics mandates that the time rate of change of the energy within the
subregion (no energy stored) is equal to the flow of heat across the boundaries (consisting
of heat supplied to and heat lost from said subregion) per unit time. The energy balance
from the first law of thermodynamics at the solid-fluid interface can therefore be thought
of as
Heat Supply per unit time = Heat Loss per unit time (3.12)
If we consider the algebraic sum of fluxes must equal zero, then assume flux into the bound-
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ary is positive while flux out of the surface is negative. The energy balance from the first
law over an infinitesimally thin layer with no mass Eq. (3.12), may be reformed as
Total Heat Flux at Surface = 0 (3.13)
where total heat flux is the summation of the conductive heat flux within the domain normal
to the surface, qn̂ (recall the normal component is derived from the dot product of the heat
flux vector, q, and the unit normal on the surface, n̂, resulting in a scalar with the notation
used above); the radiative and convective heat fluxes from the fire surrounding the solid
domain into the surface represented as qrad and qconv, respectively; solar radiation into the
surface, qsol; and, thermal irradiation from the surface into the surrounding environment,
qirr. The energy balance is derived over an infinitesimal surface, with unit outward normal
n̂, as
qn̂ + qrad + qconv + qirr + qsol = 0 (3.14)
This energy balance is shown schematically in Figure 3.1.
, ,
0
Fig. 3.1: Boundary surface energy balance
Conduction within the cable domain is governed by Fourier’s Law with constant conduc-
tivity. We therefore mathematically define the conductive heat flux normal to the surface,
qn̂, in general terms as
qn̂ ≡ −K∇T · n̂ (3.15)
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Recall that ∇T is the gradient of the temperature, T , such that ∇T ≡ ∂T∂r er +
∂T
∂θ eθ . On
the circular boundary surface at r = a (Figure 3.2), the outward normal is n̂ = er and thus







The major effects of hydrocarbon fire events on bridges stem from thermal radiation [15],
as the radiative process is the main mechanism for heat transfer from fire flames to an
adjacent surface that is not in the direct line of the convective fluid transport [1]. We first
consider the fire to exist in the fully-developed stage, thereby removing the necessity for
consideration of the time-dependence linked to the ignition, growth and decay phases: all
external heat energy processes are assumed to be time-independent. As outlined in the
previous chapter, radiative heat flux, qrad, is determined through the size and shape of the
fire, the burning rate of the fire, and the radiant intensity of the fire with respect to the
target in question. The radiant intensity is, among other properties, governed by a view
factor based on the location of the fire and the target. This view factor (shape factor)
carries an explicit dependence on angle and distance for each unit area on the surface with
respect to the fire [e.g. 89]. Since the surface under consideration is circular, the distance
from any point on the domain surface to the fire’s center may be expressed as a function
of the point’s angular location in the coordinate system. As such, the radiative heat flux
along the boundary surface is angularly-dependent (Figure 3.2), or
qrad ≡ qrad (θ) (3.17)
Secondary heating of the cable through fire may arise from convective heat flux, qconv. Such
heating is modeled through the linear dependence of the temperature difference between the




and Tf for r > a, respectively (Figure 3.2). Convective heat-
ing can be considered as forced convection with dependencies both on natural convection
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− Tf (∞, θ)
]
(3.18)
where hconv is a positive constant and Tf (∞, θ) ≡ T (r, θ, t)
∣∣∣∣
r=∞
. A negative sign is needed
to properly maintain the proportionality used in fire safety engineering [23] in which we
model the flow of heat from areas of high temperature (the surrounding fluid) to areas
of low temperature (the cable solid). Notice that with our inclusion of spatially-varying
fluid temperatures, Tf where Tf ≡ Tf (∞, θ), we allow for the fluid temperature to be both
greater and/or lesser than that of the solid domain. In the first condition, a greater fluid
temperature results in a positive heat flux, qconv, and therefore heat energy flow is modeled
from the fluid into the solid surface. Whereas, in the latter when the fluid temperature is
lesser than that of the solid domain, the convective flux is modeled as a negative, and heat
energy flows from the solid into the surrounding fluid. In real-world thermal loading sce-
narios such as fire, the heat transfer coefficient is implicitly dependent on the surface-fluid
temperature differences. This dependence takes form in the model presented by Elbadry
and Ghali [30] through variations in the natural convection; these variations are based on
both the surface material and position of the surface element. While the variations in the
heat transfer coefficient may be mathematically recognized by the addition of an angular-
dependence in hconv, for the present analysis we will consider it constant. This simplification
is acceptable as the convective heat flux levels resulting from the fire types in question are
heavily outweighed by those of the radiative heat flux. Finally, we allow the temperature,
Tf , to have an angular-dependence in order to account for a varying surrounding fluid tem-
perature.
In similar fashion to the convective heating model, the environmental irradiation heat trans-
fer (typically modeled using a quadratic function of the surface temperature), qirr, may be






− Tf (∞, θ)
]
(3.19)
where hirr is the constant (positive) governing the rate of irradiative heat transfer (Figure
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3.2). The constant, hirr, may be evaluated empirically from an expression developed by
Elbadry and Ghali [30]. This expression is dependent on the surface material’s emissivity
and temperature. In this analysis, we will consider the irradiative transfer coefficient as
constant for the same reasons outlined for the convective heat transfer coefficient. Since
both the convective and irradiative heating are linear functions of the difference between the
surface and surrounding fluid temperatures, we may write a combined linear heat transfer






− Tf (∞, θ)
]
(3.20)
where qeff ≡ qconv + qirr and h ≡ hconv + hirr, and indicate the combined heat flux and heat
transfer coefficients, respectively (Figure 3.2).
Lastly, the heat flux resulting from solar radiation, qsol, is dependent on the angle of each
cable surface element with respect to the sun [15]. As such, we find that the solar radiation
heat flux has an implicit dependence on the angular location of each surface element (Figure
3.2). We therefore state that
qsol ≡ qsol (θ) (3.21)
With each of the contributing heat fluxes properly defined, we may now form the mathe-
matical boundary conditions at the domain surface where r = a (Figure 3.2). Substitution
of Eq. (3.16), Eq. (3.17), Eq. (3.20), and Eq. (3.21) into Eq. (3.14) and rearrangement of
the terms such that we have an equation for T
∣∣
r=a
with the temperature-dependent terms









= qrad (θ) + hTf (∞, θ) + qsol (θ) (3.22)
where Eq. (3.20) has replaced Eq. (3.18) and Eq. (3.19). We may write the right-hand









= qrc (θ) (3.23)
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Now that the general conditions have been established at the exposed boundary (see Figure
3.2), we must finally address the time-dependency of the temperature within the solid
domain. In the most general sense, we assume the initial conditions to be both radially-
and angularly-dependent such that
T (r, θ, t)
∣∣
t=0
≡ G (r, θ) (3.24)
This is the most general form of the initial conditions. Moving forward, we will refine the
problem and thus further qualify these conditions.
The total problem is formed from the PDE Eq. (3.11), the boundary conditions Eq. (3.23),












= qrc (θ) (3.25b)
T (r, θ, t)
∣∣
t=0
≡ G (r, θ) (3.25c)
As referenced throughout, the details of the problem, as formed on the complete domain,
are shown schematically in Figure 3.2.
Since fire is the dominant source of thermal energy in the problem outlined in Eq. (3.25b),
the distribution of heat transfer is governed by the fire radiation and convection functions.
The combination of these governing boundary functions as well as the use of a homogeneous
and isotropic domain presents an opportunity to simplify the general problem. If we assume
that both the radiative and convective effects of fire as well as the initial conditions of the
domain are angularly symmetric about the same line, then we assume thermal symmetry
[90] and may divide the domain and perform our analysis on one half of the disk. For any
problem configuration satisfying the outlined symmetry conditions, we may reorient the
half-domain such that it exists radially on 0 ≤ r ≤ a and angularly on 0 ≤ θ ≤ π [Figure
3.3].
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r=a
r=∞
Tf (r, θ, t)| r=∞ ≡Tf (∞, θ)
h,  Tf (r, θ, t)
T (r, θ, 0) ≡G(r, θ)
T (r, θ, t)
K, ρ, c









Fig. 3.2: Problem description - complete domain
Dividing the domain reveals a new boundary and therefore mandates a new set of boundary
conditions on the exposed face. With constant properties and both symmetric initial and
boundary conditions we expect a symmetric temperature distribution about the line of
symmetry. As such, the temperatures for any two points separated by an infinitesimal
distance, located on opposite sides of the line of symmetry, and whose connecting line is
normal to said line of symmetry, will be the same. Thus, the temperature gradient, and











We finally reform the problem for analysis on the half-domain with the addition of the heat




T (r, θ, 0) ≡G(r, θ)
= α T
K |r=a + hT|r=a =	
Fig. 3.3: Problem description - half-domain























T (r, θ, t)
∣∣
t=0
≡ G (r, θ) (3.27d)
3.2 Normalization and Nondimensionalization
Problems in heat conduction may always be expressed in terms of dimensionless quantities
[43]. The normalization and nondimensionalization of heat conduction problems permits
engineers to transfer solutions to a variety of areas regardless of application and geometrical
dimensionality. For general time-dependent problems, a normalization of the temperature
and a nondimensionalization of both the radial position and the time-scale provides a con-
stant reference state for all problems.
It is convenient to normalize the temperature in the governing equation Eq. (3.27); however,
there are no concrete rules for such temperature normalization. As such, we choose the
temperature minimum and maximum values subjectively and based on the problem at hand.
In the problem in consideration, the fluid temperature at the infinite radial boundary, Tf
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(introduced in Section 3.1 and shown in Figure 3.2), varies angularly. Assuming the fluid
temperature is governed by a non-constant function, it must have at least both a local
minimum and a local maximum value on the domain. Thus, we use the minimum and
maximum values of the fluid temperature function, Tf , for temperature normalization.
They are defined as
TNmin = min
0≤θ≤π
Tf (∞, θ) (3.28a)
TNmax = max
0≤θ≤π
Tf (∞, θ) (3.28b)
As stated, the choices for temperature normalization are subjective and problem-specific.
For instance, in the case of a constant fluid temperature function, we may use the minimum
value of the initial temperature distribution within the solid domain as the minimum value
for temperature normalization, TNmin ; and, we define the constant fluid temperature as the
maximum temperature for normalization, TNmax = Tf .
Applying the minimum Eq. (3.28a) and maximum Eq. (3.28b) temperatures for normal-
ization, TNmin and TNmax , respectively, yields the normalized temperature function, vr, as
vr (r, θ, t) =
T (r, θ, t)− TNmin
TNmax − TNmin
(3.29)
We now rewrite Eq. (3.29) such that we have the problem temperature, T , as a function of
the normalized temperature, vr,





where vr ≡ vr (r, θ, t). Substitution of Eq. (3.30) into Eq. (3.27) allows us to reformulate
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G (r, θ)− TNmin
TNmax − TNmin
≡ Ḡ (r, θ) (3.31d)
The final step required to form the most general problem is to nondimensionalize both the
radial and temporal scales in the normalized two-dimensional polar problem Eq. (3.31).
The radial position of a point in the solid domain is defined between 0 ≤ r ≤ a. We
normalize the spatial variable, r, with a division by the radius a to obtain the dimensionless





where the variable r is transformed to the dimensionless variable p as 0 ≤ p ≤ 1 for the solid
domain. Application of the scaling transformation Eq. (3.32) and alternative applications









allows us to rewrite the total problem Eq. (3.31) in the normalized radial domain [as
illustrated in Figure 3.4]. We will indicate the scaled, normalized temperature defined
in the radial domain 0 ≤ p ≤ 1 with the symbol v where v ≡ v (p, θ, t) as opposed to
the normalized temperature, vr, defined in the radial domain 0 ≤ r ≤ a. We now apply
the scaling transformation from Eqs. (3.32) and (3.33) to the main problem Eq. (3.31)
and subsequently shift the temperature solution from vr (r, θ, t) to v (p, θ, t), such that the




































G (p, θ)− TNmin
TNmax − TNmin
≡ Ḡ (p, θ) (3.34d)
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where h̄a is the Biot number—or, Bi, a dimensionless quantity (ratio) comparing the fluid
and solid resistances to heat transfer—h̄a ≡ ahK . Recall, the Biot number is governed by a
problem-specific characteristic length. Here, we choose the characteristic length to be the
radius of the disk, a. Furthermore, we assume that the Biot number for our problem is
greater than 0.1 —Biot numbers less than 0.1 imply that the effects of heat convection in
the fluid are much less than those of the conduction within the body, thereby indicating that
the thermal gradient within the material is negligible. The assumption of a Biot number
greater than 0.1 prohibits us from using a lumped system analysis [91].
The normalization and nondimensionalization of the main problem Eq. (3.27) will also
allow us to compare and characterize our results in the dimensionless temporal domain
[43]. The temporal domain is normalized through the use of the Fourier number, Fo—a






where, once again, a is the characteristic length through which heat is conducted. Recall
that α = Kcρ .




v (p, θ, 0) ≡ ̅(p, θ)
= α v
|p=1 + v|p=1 =	
Γ1
Γ2
Fig. 3.4: Problem description - normalized and nondimensionalized on the half-domain
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4.1 Introduction
The general problem presented in Eq. (3.34) is simply a form of the heat equation on a
disk with three independent variables. The heat equation may be attacked any number of
ways analytically by using techniques such as the separation of variables or integral trans-
form methods. In his work, Özisik [51] solves the steady-state heat equation subjected
to linear convective boundary conditions with angularly-varying fluid temperatures by us-
ing integral transformation techniques. Additionally, Özisik [51] attacks the transient heat
equation subjected to homogeneous linear convective boundary conditions by using sepa-
ration of variables. This chapter addresses the natural progression of those two problems,
or the homogeneous, time-dependent heat equation (no source terms) subjected to linear
convective boundary conditions with angularly-varying fluid temperatures and exposed to
spatially varying initial conditions. Additionally, we look at the problem in its normalized
and nondimensionalized state where the normalization and nondimensionalization of the
problem assuages mathematical complexities that may arise based on scaling issues that
present themselves when determining eigenvalues.
Unlike Özisik [51], we solve the total problem (steady-state and transient) using only the
separation of variables technique in a fashion derived from Haberman [52] and his methods
for addressing PDEs of higher-order. Our solution is a Fourier-Bessel series summation
solution. Its convergence properties in time and the corresponding accuracy within the
domain must be understood for it to be useful for engineering applications. Therefore, once
we complete the total solution, we evaluate its efficacy by comparing it to a corresponding
numerical solution for a number of problems with differing energy flux boundary conditions.
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4.2 Separation of Variables Solution Technique
Equation (3.34) is a linear, homogeneous partial differential equation with linear, nonhomo-
geneous boundary conditions. Haberman [52] introduces a methodology for solving a prob-
lem with inhomogeneities—in both the main partial differential equation and the boundary
conditions—by using separation of variables. For the separation of variables technique to
apply, the partial differential equation (with n independent variables) must be linear and
homogeneous; furthermore, “we must be able to formulate the problem such that we have
linear and homogeneous boundary conditions for (n− 1) variables” [52]. If the problem
in consideration is found to have a steady-state (equilibrium) solution —a solution that
satisfies both the time-independent partial differential equation and the nonhomogeneous
boundary conditions irrespective of the initial conditions —then we may write the total
problem solution as the summation of the steady-state solution and an additional solution,
the transient solution. The transient solution will satisfy the time-dependent partial differ-
ential equation, homogeneous boundary conditions, and the initial conditions. In this way,
we have two separate problems for the steady-state and transient solutions. These prob-
lems individually satisfy the stipulations for the use of a separation of variables solution
technique. We, therefore, solve the steady-state and transient problems separately using
separation of variables and add both solutions to find the total temperature solution.
For instructive purposes, we first assume that a time-independent, steady-state solution,
vs (p, θ), does exist and subsequently form the steady-state and transient problems. If the
steady-state solution does exist, then it should satisfy the time-independent (homogeneous)
heat equation [see Eq. (3.34a) as a reference], or,
∇2vs = 0 (4.1)
as well as any time-independent boundary conditions. In this case, such boundary conditions
do exist [see Eqs. (3.34b) and (3.34c)] and thus, the steady-state solution, vs [where vs ≡








= qnrc (θ) (4.2)
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The mathematics requires an additional boundary constraint in the p-domain. This bound-
ary constraint will be introduced when the steady-state problem is solved in a subsequent
portion of this chapter.
As mentioned earlier, we ignore the initial conditions in the steady-state problem and ac-
count for the effects of any general initial conditions through the transient solution. Now,
in our formulation, the transient solution is time-dependent and may be written as the
difference between the general temperature solution, v, and the steady-state solution, vs.
As such, we express the transient solution, vt (p, θ, t), as
vt (p, θ, t) ≡ v (p, θ, t)− vs (p, θ) (4.4)
and, in turn, the total temperature solution, v, may be written as the summation of the
steady-state and transient solutions, or,
v (p, θ, t) = vs (p, θ) + vt (p, θ, t) (4.5)
With the steady-state problem essentially formulated between Eqs. (4.1) and (4.3), we now
move forward to establish the general transient problem. Substitution of the summation
formula [Eq. (4.5)] into the general partial differential equation [Eq. (3.34a)] yields the










We were able to distribute both the time derivative, ∂∂t , as well as the Laplacian operator,∇
2,
because they are both linear operators. Since the steady-state solution must satisfy the
time-independent heat equation [see Eq. (4.1)], we immediately see from Eq. (4.6) that the
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In similar fashion, we find that both the boundary conditions [Eqs. (3.34b)-(3.34c)] and the
initial condition [Eq. (3.34d)] may be separated by applying the summation solution [Eq.
(4.5)]. If we first consider the p-dependent boundary conditions, we find that—since ∂/∂p is
a linear operator—a substitution of the separation solution [Eq. (4.5)] into the boundary
















= qnrc (θ) (4.8)
Recall that, by definition, the steady-state solution, vs, satisfies the nonhomogeneous bound-
ary conditions [Eq. (4.2)]. As such, the p-dependent boundary conditions for the transient









Next, the angularly-dependent flux boundary conditions [Eq. (3.34c)] may be separated for
the steady-state and transient problems. As with ∂∂p ,
∂
∂θ is also a linear differential operator





















We know that at infinite time, the steady-state solution is symmetric about the line of
symmetry, i.e. the flux is zero as shown in Eq. (4.3). Thus, a substitution of Eq. (4.3) into
Eq. (4.10) shows that the transient flux condition over the line of symmetry must also be











Finally, the transient temperature solution, vt—and moreover the total temperature so-
lution, v—may be uniquely defined through the application of the initial conditions [Eq.
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(3.34d)]. The initial conditions for the transient problem may also be derived by substitut-
ing the total temperature solution [Eq. (4.5)] into the main initial conditions [Eq. (3.34d)].
At time t = 0, the temperature, v, is
v (p, θ, 0) = vs (p, θ) + vt (p, θ, 0) ≡ Ḡ (p, θ) (4.12)
Thus, with v (p, θ, 0) = Ḡ (p, θ), the initial conditions for the transient temperature solution
are written as
vt (p, θ, t)
∣∣
t=0
= Ḡ (p, θ)− vs (p, θ) ≡ F̄ (p, θ) (4.13)
We are now prepared to form and subsequently solve both the steady-state and transient
problems en route to a determining the total temperature solution, v. As we alluded to
before with Eqs. (4.1), (4.2), and (4.3), if a steady-state solution, vs (p, θ), for Eq. (3.34)
exists, then it should satisfy
































Similarly, under the assumption that the steady-state solution, vs, does exist we combine

























vt (p, θ, t)
∣∣
t=0
= Ḡ (p, θ)− vs (p, θ) ≡ F̄ (p, θ) (4.15d)
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Let us now begin our solution by completely addressing the steady-state problem. The
steady-state problem [Eq. (4.14a)] is represented by Laplace’s equation on a half-disk
subjected to nonhomogeneous, linear convective boundary conditions [Eq. (4.14b)] at the
outer p-dependent boundary, and symmetric flux boundary conditions [Eq. (4.14c)]. In
order to determine a fully defined solution, we need an additional p-dependent boundary
condition. Although the only p-dependent physical boundary is at p = 1, we define an
additional mathematical constraint at p = 0. Notice the Laplacian, ∇2, in polar coordinates
is singular at p = 0. As such, we specify that our solution remains finite (bounded) at this
position, i.e.,
|vs (0, θ)| <∞ (4.16)
This is called the boundedness condition. The addition of the boundedness condition sets
up (4.14) for solution through separation of variables.
In the separation of variables technique, we seek product solutions of the form
vs (p, θ) = Ps (p) Φs (θ) (4.17)
that satisfy the steady-state problem [Eq. (4.14a)], the homogeneous θ-dependent boundary
conditions [Eq. (4.14c)], and the p-dependent boundedness condition [Eq. (4.16)].

















where the partial derivatives have been replaced with total derivatives since Ps ≡ Ps (p) and
Φs ≡ Φs (θ). We may rearrange Eq. (4.18) such that the left and right side of the equation
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are dependent on the distinct independent variables p and θ, respectively. For this equality















The θ-dependent portion of the problem projects to be a second-order differential equation
with two homogeneous boundary conditions. Because the θ-dependent problem is second-
order, we expect oscillations in the variable θ (sinusoids in the solution) and therefore choose
λ2s > 0 [complete proof in Section B.1]. The equalities that we established in Eq. (4.19)
yield the distinct differential equations in θ and p,
d2Φs
dθ2









− λ2sPs = 0 (4.20b)
We establish the θ- and p-dependent problems to determine the solution forms for Φs and
Ps, respectively, through the substitution of the product solution [Eq. (4.17)] into the
boundary conditions [Eqs. (4.14c) and (4.16)]. Ignoring the trivial solution, Ps (p) ≡ 0, the











Similarly, the boundedness condition [Eq. (4.16)] is defined at the radial origin of the disk,
and thus Ps (p) must be bounded at p = 0, or
|Ps (0)| <∞ (4.22)
The second-order homogeneous ODE [Eq. (4.20a)] in conjunction with the θ-dependent
boundary conditions [Eq. (4.21)] forms the one-dimensional eigenproblem
d2Φs
dθ2
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allowing us to solve for the eigenvalues, λ2s and eigenfunctions, Φs. We find that it is conve-
nient to first solve for the eigenvalues, λ2s, so that we may completely define the p-dependent
problem from which we may solve for Ps.
We find the solution to the second-order homogeneous ODE [Eq. (4.20a)] by first assuming
it exists in general exponential form as
Φs (θ) = e
yθ (4.24)
where y is an unknown. Substitution of the general form of the exponential [Eq. (4.24)]
into the differential equation [Eq. (4.23a)] yields the characteristic equation
y2 + λ2s = 0 (4.25)
where the roots, y, are
y = ±iλs (4.26)
The roots to the characteristic equation yield two solutions for Φs (θ), Φ
(1)




Φ(1)s (θ) = e
iλsθ (4.27a)
Φ(2)s (θ) = e
−iλsθ (4.27b)





s (θ) is also a solution of the ODE [Eq. (4.23a)]. Written with arbitrary multiplica-
tive constants C1 and C2, the result is
Φs (θ) = C1e
iλsθ + C2e
−iλsθ (4.28)
Applying Euler’s formula, or,
eiλsθ = cos (λsθ) + i sin (λsθ) (4.29a)
e−iλsθ = cos (λsθ)− i sin (λsθ) (4.29b)
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we may rewrite the general solution [Eq. (4.28)] as
Φs (θ) = (C1 + C2) cos (λsθ) + i (C1 − C2) sin (λsθ) (4.30a)
or
Φs (θ) = C3 cos (λsθ) + C4 sin (λsθ) (4.30b)
where C3 = C1 + C2 and C4 = i (C1 − C2). The general solution (4.30b) is “an arbitrary
linear combination of two independent solutions”.
We may now apply the flux boundary conditions [Eq. (4.23b)] to further refine the solution




= −λsC3 sin (λsθ) + λsC4 cos (λsθ) (4.31)




= 0, Eq. (4.31) becomes
λsC4 = 0 (4.32)
If we choose λs ≡ 0, then we can show that only the trivial solution for Eq. (4.30b) remains;
therefore, from Eq. (4.32), C4 = 0. We now find the eigenvalues, λ
2
s, from the remaining
flux boundary condition dΦsdθ
∣∣∣∣
θ=π
= 0. Substitution of C4 = 0 into Eq. (4.31) and the
subsequent evaluation of the derivative at θ = π, yields
−λsC3 sin (λsπ) = 0 (4.33)
In similar fashion to our handling of Eq. (4.32), if we were to find either C3 ≡ 0 or λs ≡ 0
from Eq. (4.33), then only the trivial solution would remain. As such, we are left to
determine when the eigenvalues satisfy
sin (λsπ) = 0 (4.34)
This equality occurs when
λsπ = nπ for n = 0, 1, 2, 3, ... (4.35)
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or, more specifically, when the eigenvalues are
λ2sn = n
2 for n = 0, 1, 2, 3, ... (4.36)
where λ2sn = n
2 represents the nth eigenvalue.
The eigenfunction corresponding to the nth eigenvalue, λ2sn = n
2, is
Φsn (θ) = cos (nθ) (4.37)
where we set the arbitrary multiplicative constant, C3, to unity for convenience at the mo-
ment [this is currently acceptable because the PDE and BCs are linear and homogeneous
[52]]. Recall that λs = 0 is an eigenvalue. The corresponding eigenfunction is, therefore,
simply a constant. All of the constants will eventually be specified through the applica-
tion of the product solutions [Eq. (4.17)] in the nonhomogeneous boundary conditions [Eq.
(4.14b)].
With the determination of the eigenvalues, λ2sn in (4.36), we may now completely define
and solve the p-dependent problem, originally introduced in Eq. (4.20b). We write the
p-dependent problem as the PDE [Eq. (4.20b)], with the substitution of Eq. (4.36), whose









− n2Ps = 0 (4.38a)
|Ps (0)| <∞ (4.38b)








− n2Ps = 0 (4.39)
We once again assume a form for the solution to the differential equation and determine
the unknowns. For the equidimensional problem [Eq. (4.39)], we assume that solution to
be of a power form
Ps (p) = p
yp (4.40)
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where yp is an unknown. Substitution of the assumed power form of the solution [Eq. (4.40)
into the equidimensional equation [Eq. (4.39)] yields the characteristic equation
y2p − n2 = 0 (4.41)
As such, the roots of the characteristic equation [Eq. (4.41)], yp—and thus, the powers of
the assumed general solution [Eq. (4.40)]—are
yp = ±n for n = 1, 2, 3, ... (4.42)
In similar fashion to the θ-dependent problem, the two roots to the characteristic equation
[Eq. (4.41)] lead to two solutions for Ps (p), call them P
(1)
s (p) and P
(2)
s (p), where
P (1)s (p) = p
n (4.43a)
P (2)s (p) = p
−n (4.43b)
Recall, any linear combination of the two solutions, Eqs. (4.43a) and (4.43b), is a solution
to the equidimensional problem [Eq. (4.39)] [and clearly Eq. (4.38a)]. Thus, the general
solution when n 6= 0 may be written as a combination of the two linearly independent
solutions,
Ps (r) = C5p
n + C6p
−n for n = 1, 2, 3, ... (4.44)
where C5 and C6 are arbitrary constants.
In the instance where n = 0 (recall that λ2s is an eigenvalue), the general solution stemming
from the power form [Eq. (4.43)] is simply a constant (as p0 = 1)—call it C7, for consistency.
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Thus, dPsdp is proportional to
C7
p and a subsequent integration yields the general solution for
the case where n = 0 as
Ps = C7 ln (p) + C8 (4.47)
where C8 is also an arbitrary constant.
The general solution to the p-dependent problem [Eq, (4.38a)] is then
Ps (p) =
 C7 ln p+ C8 for n = 0C5pn + C6p−n for n = 1, 2, 3, ... (4.48)
We now apply the boundedness condition [Eq. (4.38b)] to Eq. (4.48) to form the problem
specific solution. As p → 0, both p−n → ∞ and ln p → −∞. Thus, for Eq. (4.38b) to be
satisfied, C6 = C7 = 0. We may then write the total solution as a linear combination with
Ps (p) = C5p
n + C8 for n = 0, 1, 2, 3, ... (4.49)
We may simply account for the constant in the solution through C5 (since p
n = 1 when
n = 0). Thus,
Ps (p) = C5p
n for n = 0, 1, 2, 3, ... (4.50)
Recall that we will eventually specify all of the constants through the application of the
product solutions [Eq. (4.17)] in the nonhomogeneous boundary conditions [Eq. (4.14b)].
As such, the general p-dependent solution is
Ps (p) = p
n for n = 0, 1, 2, 3, ... (4.51)
We may now substitute the eigenfunctions (θ-dependent) [Eq. (4.37)] and the p-dependent
solutions [Eq. (4.51)] into the product (or, separation) solution [Eq. (4.17)] such that
vs (p, θ) = p
n cos (nθ) for n = 0, 1, 2, 3, ... (4.52)
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The Principle of Superposition also applies for the total solution and thus Eq. (4.52) is




n cos (nθ) (4.53a)
or




n cos (nθ) (4.53b)
We use the nonhomogeneous linear convective boundary conditions [Eq. (4.14b)] to deter-
mine the infinite summation coefficients, An for n = 0, 1, 2, 3, ... Recall that the convection








= qnrc (θ) (4.54)
where the derivative of the total steady state solution, vs, [Eq. (4.53b)] with respect to the







n−1 cos (nθ) (4.55)
We find the infinite summation coefficients by substituting the total separation solution
[Eq. (4.53b)] into the boundary conditions evaluated at the radial boundary, p = 1, [Eq.
(4.54)] and exploiting the orthogonality properties of the cosine function on the θ-dependent








cos(nθ) = qnrc (θ) (4.56)
In order to take advantage of the orthogonality properties of the cosine function —and
subsequently determine the unknown coefficients, An —we multiply Eq. (4.56) by cos (mθ)
for m = 0, 1, 2, 3, ... and a weight of 1 and then integrate the resulting equation over the
entire θ-domain. Note that the orthogonality of the cosine function over the domain for
0 ≤ θ ≤ π is
ˆ π
0
cos (nθ) cos (mθ) dθ =

0 when n 6= m
π
2 when n = m 6= 0
π when n = m = 0
(4.57)
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qnrc (θ) cos (nθ) dθ for n = m 6= 0 (4.58b)
4.2.2 Transient Solution
With the solution Eq. (4.53) of the steady-state problem [Eq. (4.14)] complete, we may
now address the general initial conditions of the main problem [Eq. (3.34d)] by forming
the aforementioned transient problem and solution. Let us consider the transient solution,
vt (p, θ, t), to be defined as
vt (p, θ, t) ≡ v (p, θ, t)− vs (p, θ) (4.59)
Using the definition Eq. (4.59) to re-form the total normalized temperature solution, v, as
a summation of the steady-state, vs, and transient,vt [where vt ≡ vt (p, θ, t)] , temperature
solutions
v (p, θ, t) = vt (p, θ, t) + vs (p, θ) (4.60)
we find that, since ∇2vs = 0 and the linear convective boundary conditions for both v and
vs equal qnrc (θ) at the boundary p = 1[defined in Eqs. (3.34b) and (4.14b), respectively], a
problem for the transient solution, vt, may be written as the heat equation [Eq. (4.61a)],
subjected to homogeneous linear convective boundary conditions [Eq. (4.61b)] with a sym-
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vt (p, θ, t)
∣∣
t=0
= Ḡ (p, θ)− vs (p, θ) ≡ F̄ (p, θ) (4.61d)
Recall that, for the separation of variables technique to be applicable, we need the problem
to have linear and homogeneous boundary conditions for (n− 1) of the n variables. Once
again, in order to determine a fully defined solution, we need an additional p-dependent
boundary condition. The boundedness condition for the transient problem defines the
necessary constraint at the origin (the internal radial boundary), p = 0,
|vt (0, θ, t)| <∞ (4.62)
With the addition of this condition, we may now solve the transient problem [Eq. (4.61)]—in
conjunction with Eq. (4.62)—with the separation of variables technique. To begin, we
assume a separation solution that consists of a two-dimensional spatial function, Vt (p, θ),
and a time-dependent function, χt (t), or
vt (p, θ, t) = Vt (p, θ)χt (t) (4.63)











∇2Vt = −λ2t (4.64)
where χt ≡ χt (t), Vt ≡ Vt (p, θ), and λ2t is the separation constant. We expect the effects of
the transient solution to diminish in time as the total solution approaches the steady-state
solution. As such, it is convenient to assume that λ2t > 0 and introduce −λ2t in Eq. (4.64)
[see Section B.2 for a complete proof of the sign of λ2t ]. The equalities established in Eq.






χt = 0 (4.65a)
∇2Vt + λ2tVt = 0 (4.65b)
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We can immediately address the time-dependent first-order, homogeneous ODE [Eq. (4.65a)].
Applying the method of integrating factors, we multiply Eq. (4.65a) by the factor eψt (where







χt = 0 (4.66)











we can identify that an equivalence between the RHS of Eq. (4.67) and the LHS of Eq.
(4.66) mandates that ψ = λ2t
α
a2
. Thus, we can find the general solution to Eq. (4.65a) by









= 0 and integrating over the time domain such that





We intentionally leave out the arbitrary constant of integration in writing the general solu-
tion [Eq. (4.68)]. As was done in the steady-state problem, the constant will be specified
from the nonhomogeneous conditions: in the case of the transient problem, the nonhomo-
geneous conditions are the initial conditions [Eq. (4.61d)].
We have determined the general solution for the time-dependent portion [Eq. (4.68)] of the
separation solution [Eq. (4.63)] and now return to Eq. (4.65b) to address the spatial com-
ponent of the solution from the two-dimensional eigenproblem. The well-known Helmholtz
problem [Eq. (4.65b)] is the governing PDE for the spatial component of the transient so-
lution. Determination of the general solution of this spatial problem requires two boundary
conditions in both the p- and θ-dependent directions. We easily find these conditions from
a substitution of the separation solution [Eq. (4.63)] into the boundary conditions Eqs.
(4.61b), (4.61c), and (4.62). The two-dimensional Helmholtz PDE in conjunction with the
adjusted boundary conditions form the two-dimensional eigenproblem
∇2Vt + λ2tVt = 0 (4.69a)




















The linearity and homogeneity of the PDE [Eq. (4.69a)] and the boundary conditions, Eqs.
(4.69b)-(4.69d), for each of the independent variables, p and θ, makes the two-dimensional
eigenproblem [Eq. (4.69)] prime for solution through separation of variables. Substitution
of an assumed product solution form
Vt (p, θ) = Pt (p) Φt (θ) (4.70)
into the Helmholtz equation [Eq. (4.69a)] yields the now familiar equation form equating
two sides that are each dependent on distinct variable. Again, this forces each side to be
















The θ-dependent portion of Eq. (4.71) is of familiar form and will lead to a second-order
ODE [see the steady-state separation in Eq. (4.19)]. As such, we expect oscillations in the
solution in θ and therefore assign the separation constant, µ2t > 0 (proven in Section B.1).



























for m = 0, 1, 2, 3, ... (4.73)
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where µ2tm is the m
th eigenvalue and Φtm is the m
th eigenfunction to the one-dimensional,
θ-dependent eigenvalue problem.
With both the time and θ-dependent portions of the transient solution complete, we are left
only to determine the radial, p-dependent, component from Eq. (4.70). The substitution of
the separation solution [Eq. (4.70)] and the eigenvalues, µ2tm [Eq. (4.73)], into Eq. (4.69)























|Pt (0)| <∞ (4.74c)
Before proceeding, it is important to note that if λ2t = 0 then Eq. (4.74a) takes a form
reminiscent of that of the p-dependent equidimensional problem [Eq. (4.38a)]. We find
that, in this case, the transient solutions do not contribute to the entire problem solution;
we therefore only develop the solution for λ2t > 0 here [λ
2
t > 0 is proven in Section B.2].
Furthermore, an attempt to transform (4.74a) into the regular Sturm-Liouville form yields a
singular Sturm-Liouville problem; however, as stated by Haberman [52] theorems regarding
the eigenvalues and the orthogonality of the eigenfunctions for the regular Sturm-Liouville
problem apply to the singular Sturm-Liouville problem. As such, Eq. (4.74) is easily solved
by implementing the scaling transformation
z = λtp (4.75)
where such a transformation is only applicable because λ2t > 0 [proven in Section B.2].
The scaling transformation is useful as it removes the dependence on λ2t of the differential
equation [Eq. (4.74a)].















Pt = 0 (4.76)
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where the Sturm-Liouville justification and the transformation of the differentials have been
performed in the Section B.3. The general solution of Bessel’s differential equation is well
known as
Pt = C9Jm (z) + C10Ym (z) (4.77)
where Jm is the m
th-order Bessel function of the first kind; Ym is the m
th-order Bessel
function of the second kind; and C9 and C10 are arbitrary constants. Recalling the change
of variables, z = λtp, we can now write the general solution [Eq. (4.77)] in terms of the
radial coordinate, p. Thus, Eq. (4.77) becomes
Pt = C9Jm (λtp) + C10Ym (λtp) (4.78)
We now find the problem specific solution through the application of the boundary con-
ditions, Eqs. (4.74b)] and (4.74c). The boundedness condition [Eq. (4.74c)] requires that
|Pt (0)| <∞; however, the Bessel functions of the second-kind, Ym (λtp), have the property
in the limit that
lim
p→0
Ym (λtp)→ ±∞ (4.79)
Thus, to ensure Pt (0) remains finite, C10 = 0 in Eq. (4.78). The p-dependent eigenfunctions
are therefore
Pt = Jm (λtp) (4.80)
where C9 has been left out since it is an arbitrary constant and will be determined as part
of the total solution. The eigenvalues, λ2t , are determined by satisfying the conditions at the
boundary [Eq. (4.74b)] with the p-dependent eigenfunctions. We evaluate the derivative of
the mth p-dependent Bessel function of the first kind using the definition from both Carslaw
and Jaeger [43] and Misra [92]
d
dx







Jm−1 (C11x)− Jm+1 (C11x)
]
for m 6= 0 (4.81b)
where x is an independent variable and C11 is an arbitrary constant. As such, substitution
of Eq. (4.80) into Eq. (4.74b) along with the evaluation of the derivative at p = 1 using
Eq. (4.81) yields the characteristic equation
−λtJ1 (λt) + h̄aJ0 (λt) = 0 for m = 0 (4.82a)




Jm−1 (λt)− Jm+1 (λt)
]
+ h̄aJm (λt) = 0 for m = 1, 2, 3, ... (4.82b)
An analytical solution to Eq. (4.82) does not exist, and thus we must find the roots of the
problem, λt, numerically. We can satisfactorily do this using a root finding algorithm that
find multiple roots. One such algorithm will be used in Section 4.4 (we have outlined this
scheme in Section B.4). The roots, λt, of the transcendental equation [Eq. (4.82)]—and
more specifically, the Bessel function of the first kind —are positive-valued. The charac-
teristic equation [Eq. (4.82)] holds true for all values of m—as Bessel functions of the
first kind satisfy the relationship J−m (x) = (−1)m Jm (x) where x is an arbitrary variable.
There are an infinite number of roots for each of the m transcendental equations. Let λtmj
represent the jth root of the mth transcendental equation [Eq. (4.82)] for m = 0, 1, 2, 3, ...
and j = 1, 2, 3, .... We find that the p-dependent eigenpair (eigenvalue and corresponding










for m = 0, 1, 2, 3, ... and j = 1, 2, 3, ... (4.83)
where, in similar fashion to the eigenvalues, for every m there are an infinite set of eigen-
functions (individually represented by j) that satisfy the p-dependent eigenvalue problem
[Eq. (4.74)].
We may now generally solve the two-dimensional Helmholtz eigenvalue problem [Eq. (4.69)]
using the product solution form introduced in Eq. (4.70), Vt (p, θ) = Pt (p) Φt (θ), as




cos (mθ) for m = 0, 1, 2, 3, ... and j = 1, 2, 3, ... (4.84)
where arbitrary solution constants have been left off, but will be determined as part of the
total solution. This total transient solution, vt, is finally formed by applying the product
solution of the two-dimensional eigenproblem [Eq. (4.84)] and the time-dependent first
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order ODE [Eq. (4.68)], i.e. vt (p, θ, t) = Vt (p, θ)χt (t) from Eq. (4.63), such that









for m = 0, 1, 2, 3, ... and j = 1, 2, 3, ...
(4.85)
where the eigenvalues λ2t in Eq. (4.68) have been exchanged for the appropriate phrasing
λ2tmj above.
Since the total transient problem [Eq. (4.61)] is composed of a linear, homogeneous par-
tial differential equation [Eq. (4.61a)] and linear, homogeneous boundary conditions [Eqs.
(4.61b)-(4.61c)], we may apply the principle of superposition and seek to satisfy the initial
conditions [Eq. (4.61d)] by considering an infinite linear combination of the product solu-
tions [Eq. (4.85)]. Thus, the total transient solution may be written as a doubly infinite
summation of these product solutions [Eq. (4.85)],















where Bmj is a family of coefficients associated with the infinite summations. At this point,
we now determine the family of coefficients, Bmj , from the use of the initial conditions and
the orthogonality properties of the eigenfunctions.
As stated above, the family of infinite summation coefficients, Bmj , may be found through
the application of the orthogonality conditions of the eigenfunctions [Eqs. (4.73) and (4.83)]
in the initial value problem [Eq. (4.61d)]. These initial conditions and the substitution of
t = 0 into Eq. (4.86) yields the equivalence











where F̄ (p, θ) ≡ Ḡ (p, θ)− vs (p, θ).
We now individually apply the orthogonality properties of the cosine and Bessel functions to
Eq. (4.87) to determine the doubly infinite summation coefficient Bmj . Applying the cosine
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Application of the orthogonality conditions of the Bessel functions of the first kind will lead
to the solution for the Bmj values. The Bessel functions of the first kind are orthogonal with


































dp results in the final expression for the doubly






















] for m = 0, 1, 2, ... and j = 1, 2, 3, ...
(4.90)
Finally, we can form the total normalized temperature solution, v, as the summation of
the steady-state solution, vs, and the transient temperature solution, vt, developed in Eq.
(4.60) and written here as
v (p, θ, t) = vs (p, θ) + vt (p, θ, t) (4.91)
We previously established the individual terms of Eq. (4.91) in this section; however, we
will write them here for completeness.
• vs is the steady-state solution [Eq. (4.53b)],




n cos (nθ) (4.92)
where














qnrc (θ) cos (nθ) dθ for n = m 6= 0 (4.93b)
• vt is the transient temperature solution Eq. (4.86)







































for m = 0, 1, 2, ... and j = 1, 2, 3, ... (4.95)
– λ2tmj represents the eigenvalues that are the roots of the p-dependent character-




Jm−1 (λt)− Jm+1 (λt)
]
+ h̄aJm (λt) = 0 for m = 0, 1, 2, 3, ... (4.96)
– and, F̄ (p, θ) is the transient temperature initial condition [Eq. (4.61d)]
vt (p, θ, t)
∣∣
t=0
= Ḡ (p, θ)− vs (p, θ) ≡ F̄ (p, θ) (4.97)
The nondimensional, normalized form of the solution provides the opportunity to apply our
solution in a variety of heat transfer arenas. The generalized solution [Eqs. (4.91)-(4.97)]
can be specified by applying a simple inverse-like transform to any domain based on the
physical and thermal properties of the problem at hand. We can do this by considering the
definitions and original nondimensionalization and normalization steps in Eqs. (3.11),(3.29),
and (3.33). Furthermore, this nondimensionalization and normalization allows engineers
to analyze the heat transfer process of interest with greater ease by avoiding potential
mathematical difficulties that may arise from the dimensional magnitudes of the material
and geometric properties, e.g. the radial value, a, or the thermal diffusivity, α.
134
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4.3 Finite Element Formulation for Numerical Testing
The development and analysis of algorithms for implementing the analytical solutions are
key to evaluating the worth of the research and work, for in the words of Lord Kelvin, “[One
has] no satisfaction in formulas unless [one feels] their numerical magnitude” [94, pg. 1]. At
the end of every section—in which we introduce an analytical technique for addressing vari-
ations on the angularly-dependent fire problem on suspension bridge main cables—we will
systematically evaluate each of the previously introduced analytical solutions. At times,
when performing a calculation numerically, we will refer to the numerical appendices to
highlight the proof of functionality of an algorithm or calculation scheme.
We will assess the functionality and the accuracy of the analytical solutions by performing
both an error analysis and a computational time comparison with numerical results obtained
using the finite element method. We implement the finite element analysis with Abaqus
6.14 [87]. The details of the finite element model will be outlined shortly; however, we must
first address the conditions under which we will analyze the effectiveness of the various
















≡ qnrc (θ) (4.98)
where v is non-dimensionalized and normalized temperature solution, p is the non-dimensionalized
and normalized radial coordinate, h̄a ≡ ahK is the effective heat transfer coefficient, a is the
outer radial boundary (r = a), h is the general convective heat transfer coefficient, K is the
thermal conductivity and is assumed to be constant, qrc is a general, angularly-dependent
heat flux boundary function, or qrc ≡ qrc (θ), TNmax and TNmin are the maximum and min-
imum fluid temperature values.
We will maintain the greatest generality and test the functionality of the analytical solu-
tion by considering several symmetric functions for the normalized and non-dimensionalized
boundary heat energy flux, qnrc (θ), including a constant, a linear, and a square root repre-
sentation. Each function will have heat energy flux ranges between 0 and 1. These functions
4. LONG-TIME SOLUTION 136
are defined as,
qnrc (θ) = 1 (4.99a)











and are plotted over the θ-domain as in Figure 4.1,
3















Fig. 4.1: Boundary heat flux, qnrc (θ), functions (a) constant [Eq. (4.99a)], (b) linear [Eq. (4.99b)],
(c) square root [Eq. (4.99c)]
In direct conjunction with the general problem developed in Section 3.1, we assume a
homogeneous and isotropic material section. The normalized and nondimensionalized values
are derived from properties within the typical range of steel. The original values are assigned
in SI units. The properties useful for a thermal analysis are defined by a uniform mass
density, ρ, of 7850 kg/m3; a specific heat, c, of 490 J/kg-oC at constant volume; and an isotropic
thermal conductivity, K, of 43 W/m-oC. Before moving from the material thermal properties,
we note that the analysis also needs a characteristic length for use in the normalization
process. Notice that this characteristic length—the radius of the disk, a—becomes present
in the governing homogeneous heat equation [Eq. (3.34a)]. Recall that α is the thermal
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we find that we must include the square of the characteristic length, a2, in the normalized
thermal diffusivity. In other words, the squared quantity must be introduced into the fi-
nite element model through one of the thermal properties. Since neither the mass density,
ρ, nor the specific heat, c, reappear in the boundary or initial conditions of the problem
we can introduce the squared characteristic length quantity, a2 through either or both of
these thermal properties. For our model, we readjust the specific heat to account for the
characteristic length such that we introduce an effective specific heat, ca, where ca = ca
2
(units of J-m2/kg-oC). The mock-up main cable in the Carleton Laboratory at Columbia Uni-
versity has a radial dimension of 0.254 m. As such, we will set a = 0.254 m and therefore
ca = 31.61 J-m
2/kg-oC. Note that our characteristic length has been chosen to be associated
with a full-scale model and appears in a variety of nondimensional parameters; both the
numerical and analytical models have radial values of unity.
We first begin with a steady-state analysis, thereby allowing us to evaluate an appropriate
mesh density to ensure accuracy of the numerical scheme and also to evaluate the accuracy
of the analytical steady-state solution [Eq. (4.53)]. We enforce the symmetry boundary
condition by assigning the heat flux to be zero across the centerline. Recall that this is











We will first perform a mesh density check with an applied linearly varying temperature on
the radial boundary. Although the test is used to monitor the effects of mesh density, we
may also use this as a method to identify the difference in the physics between an assigned
temperature boundary condition and linear convective boundary conditions. We apply the
linear temperature on the boundary as an expression similar to that of Eq. (4.99b) where










Note that in the Abaqus program we had to define a local cylindrical coordinate system, so
to assign the temperature distribution as defined in Eq. (4.102).
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With the assignment of the isotropic material to the homogeneous domain and the defini-
tion of the conditions on the boundary, we are now prepared to discretize the domain and
assign the appropriate element types. Prior to the discretization, we must choose our de-
sired element type. Fish and Belytschko [95] indicates that three-node triangular elements
are disadvantaged as they are “relatively inaccurate element[s], and in fact [they are] not
recommended for production analysis with finite element software”. Applying a four-node,
isoparametric element in our problem will enable us to maintain some relative simplicity
(as the domain is not very complex) while addressing the curvature of the boundary [95]
and providing more accurate results than the three-node triangle [96]. As such, we select
a standard, linear, 4-node quadrilateral heat transfer element (DC2D4) from the element
library.
Again, due to the simplicity of the domain and the boundary conditions, we keep the
meshing process simple as well. We choose a completely quad-based discretization and leave
the default settings. This means the meshing is performed with a free meshing technique
applied by an advancing front algorithm using mapped meshing where appropriate [87]. In
Abaqus, the domain is discretized by “seeding”. We will seed the half-circle domain such
that we have node numbers of approximately 100, 1000, 10000, 25000, 50000, and 75000 (the
exact nodal values are 149, 1104, 10810, 26012, 50464, and 79175, respectively). We evaluate
the accuracy of the various mesh densities by analyzing the temperature differences between
consecutive solutions considered at 999 randomly distributed points across the half-domain.
The points were created in polar coordinates, using MATLAB’s random number generator,
with the radial values, pFEM , such that 0 ≤ pFEM ≤ 0.999, and angular locations, θ,
such that 0 ≤ θ ≤ π (the values were then converted into cartesian coordinates for use in
Abaqus). The random sampling is conducted at the points shown on the example meshes
seen in Figure 4.2 for densities of 149, 1104, and 10810 nodes.
4. LONG-TIME SOLUTION 139
X




















Fig. 4.2: 999 randomly distributed points in examples with three sample mesh densities
We conduct the finite element analysis on each of the six meshed domains mentioned (in-
cluding the three example meshes). Example solution contours corresponding to the meshes
presented in Figure 4.2(a)-4.2(c) are shown in Figure 4.3(a)-4.3(c), respectively.














Fig. 4.3: Temperature distribution for linearly-changing temperature boundary condition with three
sample mesh densities
Since the approximation of the finite element solution should approach the continuum so-
lution in the discretization limit [97], we look for the point at which the 2-norm of the
temperature residual vector between consecutive solutions displays significant leveling off.
If we let v
(i)
FEM represent the i
th vector of 999 temperature values evaluated at the randomly
distributed points shown in Section 4.2, then we may use ||v(i+1)FEM − v
(i)
FEM ||2 to evaluate a
mesh density that we find appropriate to consider our finest, or “Fine”, solution. Such
norms values are shown in Figure 4.4.
The 2-norm of the residual vector should approach zero in the limit; however, this would
require a mesh with infinitely many nodes (a continuum solution). Both the norm of the
temperature difference vector between the solution for 79175 and 50464 nodes and its slope
are sufficiently small to allow us to consider the 79175 node solution to be very accurate.
Moving forward, we will consider solutions with 79175 nodes to be our “Fine” numerical
(for fine mesh) solution to use for comparison.
As a note, in an ideal finite element solution, we will use a mesh with the maximum number
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Fig. 4.4: Plot of 2-norm of dimensionless temperature differences for changing mesh densities
where [i-1,i] are (a) [149,1104] (b) [1104,10810] (c) [10810,26012] (d) [26012,50464] (e)
[50464,79175]
of nodes the computer will reasonably allow. This is easy in the steady-state case for our
simple example, but we must also perform a time-dependent analysis. As such, we will
also identify a steady-state solution that is both accurate and fast when compared to the
“Fine” numerical solutions associated with the 79175-node mesh density. In much the same
way as before, we may use the norm of the difference from the fine numerical solution (the
residual) to identify a coarser mesh density that will provide accurate numerical solutions
from which we may draw comparisons for the later analytical work. Again, let each of the
numerical solutions be identified as v
(i)
FEM and the “Fine” numerical solution associated with
the 79175-node mesh is now identified as vfineFEM . The norms of the temperature residual
vectors are shown in Figure 4.5.
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Fig. 4.5: Plot of 2-norm of temperature differences for changing mesh densities from “Fine” numer-
ical solution (79175 nodes) where i values are (a) 149 (b) 1104 (c) 10810 (d) 26012 (e)
50464
We notice that the change in the temperature difference norm begins to drastically slow
at the solution for 10810 nodes [point (c) in Figure 4.5]. Considering Table 4.1, we see
that the temperature difference norm improves by almost a full order of magnitude when
increasing the mesh density from 1104 to 10810 nodes. The improvement exceeds a full
order of magnitude for the mesh densities of 26012 and 50464 nodes. We may comfortably















DC2D4 1.25E-1 149 0 – 3.4E-2
DC2D4 4.50E-2 1104 0 3.27E-3 6.5E-3
DC2D4 1.35E-2 10810 2 6.7E-3 3.5E-3
DC2D4 8.75E-3 26012 3 3.7E-3 2.4E-3
DC2D4 6.25E-3 50464 7 2.5E-3 1.8E-3
DC2D4 5.00E-3 79175 12 1.8E-3 “Fine”
Tab. 4.1: Mesh density and associated error norms
It will also prove useful to understand the distribution of the temperature differences
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throughout each of the mesh densities. For this purpose, we introduce contour plots formed
from the temperature difference from the exact numerical solution at each of the 999 ran-
domly distributed points. Again, we expect the differences to go to zero at each point in
the limit. The temperature differences may be seen in Figure 4.6.
Normalized Radial Location
at Symmetry Boundary























































Fig. 4.6: Temperature (dimensionless) difference contour for changing mesh densities from “Fine”
numerical solution (79175 nodes) of solutions formed from mesh densities of (a) 149 (b)
1104 (c) 10810 (d) 26012 (e) 50464 nodes
The improvement in the accuracy of the temperature difference vector is evident when
4. LONG-TIME SOLUTION 144
examining the transition between Figure 4.6(b) and 4.6(c). We notice that as the mesh
density increases, the overall solution difference decreases with several points of maximum
difference approximately equal to 3E-4 scattered throughout the domain.
Establishing the accuracy of the finite element solution with changing mesh density allows
us to now move forward with our analysis of the efficacy of the analytical results established
in Section 4.4 and beyond through Chapter 7. We will use the same model attributes as
those previously described in this section. We must now shift the boundary conditions
from applied temperature to a linear convective boundary condition. A linear convective
boundary condition in Abaqus can not take the general form of the boundary condition
that we established in Eq. (3.25b) by combining surface fluxes from different sources (i.e.,
radiative energy flux, convective heat flux, environmental irradiative convective flux). In-
stead, to ensure the convective interaction at the material boundary, we must define the
incoming energy flux in terms of Newton’s Law of Cooling alone, with surface convection
flux in Abaqus assigned as
q = hfem (Tmat − Tsource) (4.103)
where hfem is the appropriate convective heat transfer coefficient, Tmat is the solid material
temperature at the boundary, and Tsource is the temperature of the fluid surrounding the
solid domain. Each of these terms may have both spatial and temporal dependencies in
Abaqus [96]. If we are to appropriately apply convective boundary conditions in Abaqus
to match the main, normalized and nondimensionalized conditions in the analytical work
from Eq. (3.34) we must consider the effects of normalization to correctly define the terms
in Eq. (4.103) and then subsequently equate the term hfemTsource to qnrc (θ). As such, we
may start by equating the boundary conditions (adjusted with temperature normalization)




− qrc (θ)− hTNmin
TNmax − TNmin
= hfemTmat − hfemTsource (4.104)
where vr represents the normalized temperature solution found from the standard temper-
ature solution T using vr (r, θ, t) = T (r, θ, t)− TNmin/TNmax − TNmin .
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Recall that at the domain boundary the material flux is governed by conduction, more
specifically Fourier’s law of heat conduction [88]. Abaqus’ solution is no different: at the
physical radial boundary we have −K ∂Tmat∂r . We must account for our radial domain nor-
malization, p = ra , in this flux governed by conduction. Thus, in the normalized domain, the
flux governed by conduction is written as −Ka
∂Tmat
∂p . Since we have already defined the con-
duction at the boundary in Abaqus by assigning a material thermal conductivity, we only
multiply through by the characteristic length, a, in Eq. (3.31b) such that in normalizing










where the equivalence has been drawn from Eq. (3.34b). Thus, substitution of Eq. (4.105)










= hfem (Tmat − Tsource) (4.106)
Equating terms, we find that our definitions for the finite element convective heat transfer
coefficient, hfem, and the source temperature, Tsource, are





By establishing the appropriate terms to be used in the normalized, nondimensionalized
finite element model, we are now prepared to move forward with the analysis of the ef-
fectiveness of our analytical solutions. We will use the same material/domain properties
introduced at the start of this section. Since we are applying a linear convective analysis,
we must also introduce sample convective heat transfer values for analysis. Table 4.2 shows
a range of values that may be appropriate for the conductive and convective heat transfer
associated with a fire event on the main cable of a suspension bridge.

















5 0.04 1.27 22.75
10 0.08 2.54 11.38
15 0.13 3.81 7.58
20 0.18 5.08 5.69
25 0.22 6.35 4.55
30 0.26 7.62 3.79
35 0.31 8.89 3.25
109 0.96 27.69 1.04
0.254 43
5 0.03 1.27 33.86
10 0.06 2.54 16.93
15 0.09 3.81 11.29
20 0.12 5.08 8.46
25 0.15 6.35 6.77
30 0.17 7.62 5.64
35 0.21 8.89 4.84
109 0.64 27.69 1.55
0.254 52.7
5 0.02 1.27 41.50
10 0.05 2.54 20.75
15 0.07 3.81 13.83
20 0.10 5.08 10.37
25 0.12 6.35 8.30
30 0.14 7.62 6.92
35 0.17 8.89 5.93
109 0.52 27.69 1.90
Tab. 4.2: Sample conductive and convective heat transfer values (all values initially calculated and
then rounded to 2 decimal places for this table)
All of our initial analyses (that will eventually be dimensionless) will use the values as-
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sociated with a thermal conductivity of 43 W/m/◦C and a convective heat transfer co-
efficient of 35 W/m2/◦C. Instead of applying a radial boundary temperature condition
in Abaqus, we now define a surface interaction. In the heating step of the analysis, we
choose to apply a “Surface film condition” on the radial boundary with a film inter-
action property (convective heat transfer coefficient, hfem = ah from Eq. (4.107a)) of




= 8.89 W/m/◦C to the radial boundary with the sink
temperature corresponding to the functions outlined in Eq. (4.99) [displayed in Section
4.1] and scaled by the associated 1
h̄a









These values have been symbolically derived in Eq. (4.107) where their significance is shown
in Eq. (4.106).
As stated, we will assess the accuracy and effectiveness of each of the solutions established
in Chapters 4 - 7 using the information presented in the first portion of this section. We
will test the analytical solutions by using each of the nondimensionalized boundary flux
functions established in Eq. (4.99). We will consider the relative error of all of the nor-
malized and nondimensionalized analytical solutions at each of the 1000 random points
within the domain presented on sample meshes of increasing density in Figure 4.2. Our
“Fine” solutions will come from the corresponding finite element analysis with fine mesh
densities. We use the finest mesh density, 79175 nodes, for the evaluation of the steady-
state portion of the long-time solution introduced in Chapter 4. In each of the solution
analysis sections, we will refer to the corresponding normalized and nondimensionalized
“Fine” FEM solution as vfine; the appropriate analytical solution will be referred to using
the nomenclature developed in the theoretical sections. During our error analysis, we will
be interested in evaluating the relative error percentage established using each of the 1000
randomly distributed points, the corresponding relative error percentage norm, and the
solution difference at each of these points (the solution differences will be useful when pro-
jecting our solutions to in-service conditions allowing us to have a practical understanding
of the accuracy of our solutions).
At the ith-point in the domain, we find the temperature difference of the normalized and








analyt indicates the appropriate analytical solution at the i
th-point. The correspond-









Finally, we will provide a general evaluation of the solution accuracy across the entirety of







where vfine indicates the vector of temperatures extracted from the FEM solution at each
of the 1000 randomly distributed points and vanalyt indicates the vector of temperatures
evaluated by the appropriate analytical expression at each of the 1000 randomly distributed




2 + ...+ x
2
n for some vector x of
length n [98].
4.4 Numerical Examples and Analysis
In this subsection, we will form and analyze the long-time solution [Eqs. (4.91)-(4.97)].
Recall, in the separation of variables approach for this solution we began addressing the
problem by determining a steady-state solution, vs. Once identified, the steady-state so-
lution was subtracted from the total solution, v, to form the transient solution, vt. We
must now evaluate both the steady-state and transient functions individually to form the
total solution evaluation (this is done much in the same way that we distinctly formed the
steady-state and transient solution analytically).
We must begin our analysis by evaluating the steady-state solution [Eq. (4.92)], and more
specifically, the infinite summation coefficients, A0 and An for n = 1, 2, 3, .... We may
evaluate the summation coefficients for each of the boundary flux functions, qnrc (θ), iden-
tified in Eq. (4.99). The integrals necessary to determine the summation coefficients for
148
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each of the three cases in consideration all have closed-form expressions. Only the closed-
form expressions will be shown here; however, their evaluations may be found in Section B.6.






An = 0 (4.111b)








0 when n is even
4
π2n2(n+h̄a)
when n is odd
(4.112b)
And, lastly, the associated infinite summation coefficients for the square-root boundary


























when n is odd
(4.113b)










where x is a variable and y is a dummy variable in this case.
As the infinite summation coefficients are essentially amplitudes for the discrete summation
pieces to each of the total steady-state solutions, it will prove useful to tabulate some of
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the coefficients for our specific problem properties here.
An





0 4.8 2.4 3.2
1 0 3.4E-1 2.7E-1
2 0 0 -2.5E-2
3 0 1.4E-2 1.7E-2
4 0 0 -5.2E-3
5 0 3.1E-3 4.6E-3
9 0 5.4E-4 1.0E-3
10 0 0 -6.0E-4
99 0 4.2E-7 2.4E-6
100 0 0 -2.1E-6
999 0 4.1E-10 7.2E-9
1000 0 0 -7.0E-9
9999 0 4.0E-13 2.3E-11
10000 0 0 -2.2E-11
Tab. 4.3: Sample conductive and convective heat transfer values
We see from Table 4.3 that in the case of a constant energy boundary condition, the ex-
act solution is formed with the first term in the summation (since cos 0 = 1 leads to an
angularly-constant function). The extra terms in the summation do not contribute to the
solution. In the solution for the linear boundary energy flux condition [Eq. (4.112)], only
the 0th and odd summation terms contribute to the solution. The 0th-term contributes
heavily in modeling the effects of the linear boundary conditions as A0 is an order of mag-
nitude larger than A1. The trend of diminishing effects continues with increasing n values;
however, each subsequent cosine function contributes to supplement the overall amplitude
of the temperature solution as all infinite summation coefficients are positive. Notice that
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the value of A0 is larger in the constant case as opposed to that in the linear case. As such,
we can expect greater temperatures in the case of a constant energy flux boundary condition
compared to the monotonically decreasing linear energy flux boundary condition. Unlike
both the constant and linear boundary condition cases, the infinite summation coefficients
associated with the square root boundary condition function are completely populated.
Again, the governing value is in the first position, or A0, with the next value A1 being a
full order of magnitude smaller; however, in this instance, the sign of the summation coef-
ficients for odd-values of n are positive while those for even-values of n are negative. The
magnitudes of the infinite summation coefficient values decrease with an increasing n, but
the oscillation in sign shows that with each increasing n the total solution is manipulated
both positively and negatively to account for the effects of the nonlinear boundary condi-
tion function. We find that A0 in this case resides between the A0 values for the constant
and linear cases. We can therefore expect a greater maximum temperature than the linear
energy flux case, but one smaller than that associated with the constant energy case.
With the evaluation of the infinite summation coefficients, An, complete, we are now ad-
equately prepared to evaluate the accuracy of our steady-state solution [Eq. (4.92)]. We
are not only looking to see if our solution is accurate when compared to the numerical
solution, but we are also interested in determining the finite number of terms needed in the
summation to provide both an accurate and efficient solution technique. Rather than look
for a specific minimum number of terms, we will consider the accuracy of the steady-state
solution with an increasing order of magnitude for the number of terms (n), or more specif-
ically, when n = 100, 101, 102, 103, and 104. Our “Fine” solutions come from the finite
element analysis on a domain with 79175 nodes. Table 4.4 and 4.5 displays the general
accuracy and solution time for the various solution types.


























Fine – – 1.2E1
Tab. 4.4: Steady-state solution relative error (%) and time analysis with inclusion of the 10810-node
FEM solution and “Fine” FEM solution time (79175 nodes)



































Fine – – 1.3E1
Tab. 4.5: Steady-state solution relative error (%) and time analysis with inclusion of the 10810-node
FEM solution and “Fine” FEM solution time (79175 nodes)
It is immediately evident (and to be expected) that the solution associated with a constant
boundary function maintains a minimal constant error. By considering Table 4.3, we see
that all of the summation terms after n = 0 are equivalently zero and therefore do not con-
tribute to the solution. We need only consider the 1-term solution for a constant boundary
energy function; however, we may notice from Table 4.4 that we are able to decrease the
solution error in the linear and square root boundary function problems by increasing the
number of summation terms (n). Unfortunately, the increase in accuracy has an inherent
trade-off of increased solution time. We may see this dichotomy through visualization in
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Figure 4.7.
Fig. 4.7: Steady-state solution (a) relative error norm (%) with the “Fine” FEM solution (79175
nodes) plot (b) time plot
Figure 4.7(a) makes quite evident that there is a significant increase in the accuracy of the
solutions associated for both the linear and square root boundary energy flux functions with
a slight increase in the order of magnitude of the number summation terms from n = 1
to n = 10. Furthermore, the time to a complete solution drastically increases when the
number of summation terms moves from 1000 to 10,000. For this reason, it is evident that
the ideal number of terms for summation resides between 101 and 103. We may better
assess the state of the solution by considering the evolution of the specific error within the
half-domain as the number of summation terms increases.
As we do not add terms to the solution beyond n = 1 in the constant solution case, we
do not have an evolution of the error in the domain. The distribution of the error within
the half-domain based on the 1000 random points for the constant energy flux boundary
is shown in Figure 4.8. The error is extremely small throughout the entire domain with a
percentage error on the order of 1E-5.
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Fig. 4.8: Steady-state solution relative error (nearly constant at 9.535E-5 %) contour for constant
energy flux boundary condition, qnrc (θ) = 1, from Eq. (4.99a)
The relative error profiles for the solutions associated with the linear and square root energy
flux boundary conditions, Eqs. (4.99b) and (4.99c), respectively, are much different than
that seen for the constant energy flux condition (Figures 4.9 and 4.10 versus Figure 4.8).
As expected from the error norms presented in Figure 4.7(a), the relative error distribution
throughout the domain for both the linear and square root cases evolves and minimizes with
an increase in the number of summation terms. The maximum error found anywhere is 2
percent in the case for the square root function for the solution with n = 1 [Figure 4.10(a)].
The analytical solution for the steady-state problem in Section 4.2.1 is quite accurate even
with the minimum number of summation terms. That said, the relative error distributions
for the linear and square root boundary energy flux cases are extremely uniform when the
minimum number of summation terms is n = 1E2 or above [see Figures 4.9(c)-4.9(e) and
Figures 4.10(c)-4.10(e), respectively]. While using a solution with the number of summation
terms on the order of 1E2 appears to be a strong choice, we will choose and recommend
to form the steady-state solution with 1E3 terms. Such a choice ensures accuracy beyond
the 1E2 case [see Figures 4.7(a), 4.9(a), and 4.10(a) while also maintaining smaller solution
timing than that of each of the finite element solutions (12, 13, and 13 seconds for the
constant, linear, and square root cases, respectively) [see Table 4.4 and Figure 4.7(b)].
Finally, it is informative to show the analytical temperature distributions for the constant
[Figure 4.11(a)], linear [Figure 4.12(a)], and square root [Figure 4.13(a)] energy flux bound-
ary condition cases, as well as the “Fine” temperature distributions and the temperature
difference distributions corresponding to the analytical solutions [Figures 4.11(c), 4.12(c),
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and 4.13(c), respectively]. Notice that the temperature difference maximum is on the order
of 0.01 percent. We can therefore feel quite confident when scaling our results to service-like





Fig. 4.9: Steady-state solution relative error (%) contours for linear energy flux boundary condition,
qnrc (θ) = 1− θπ , from Eq. (4.99b), where n = (a) 10
0 (b) 101 (c) 102 (d) 103 (e) 104




Fig. 4.10: Steady-state solution relative error (%) contours for square root energy flux boundary
condition, qnrc (θ) =
√
1− θπ , from Eq. (4.99c), where n = (a) 10
0 (b) 101 (c) 102 (d) 103
(e) 104
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(a) Analytic solution, n = 1000 (b) FEM solution
Normalized Radial Location
at Symmetry Boundary








Fig. 4.11: Steady-state dimensionless temperature distribution (near constant at 4.836) and dimen-
sionless residual error (near constant at 4.612E-6) for the constant energy flux boundary
condition, qnrc (θ) = 1, from Eq. (4.99a)
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(a) Analytic solution, n = 1000 (b) FEM solution
Normalized Radial Location
at Symmetry Boundary







Fig. 4.12: Steady-state dimensionless temperature distribution and dimensionless residual error for
linear energy flux boundary condition , qnrc (θ) = 1− θπ , from Eq. (4.99b)
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(a) Analytic solution, n = 1000 (b) FEM solution
Normalized Radial Location
at Symmetry Boundary







Fig. 4.13: Steady-state dimensionless temperature distribution and dimensionless residual error for
square root energy flux boundary condition , qnrc (θ) =
√
1− θπ , from Eq. (4.99c)
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In similar fashion to the steady-state portion of the long-time solution, we will now sys-
tematically formulate the transient solution. Again, we consider the transient solution for
each of the three boundary conditions introduced in Eq. (4.99). We tackle the numeri-
cal evaluation of the transient solution by considering the solution components introduced
between equations Eqs. (4.95) and (4.96). First, we will apply a numerical root-finding
scheme (established in Section B.4) to the transcendental equation [Eq. (4.96)] in order
to determine the square roots of the eigenvalues, λ2tmj . With the specific assignment of an
initial condition, Ḡ (p, θ), in Eq. (4.97) we will be able to use the determined square root
values, λtmj , and evaluate the associated doubly infinite summation coefficients, Bmj , from
Eq. (4.95). Finally, we will form the doubly infinite summation solution, vt, for the tran-
sient problem [Eq. (4.94)] and substitute it into the general solution [Eq. (4.91)]. Recall
from the previous section that we will form the appropriate steady-state solutions, vs, with
103 summation terms (i.e., n = 103). In much the same way, we will use this section to
establish the number of terms for both m and j (present in the doubly infinite summation
solution, vt) necessary to form an accurate and efficient analytical solution.
We will evaluate the solution accuracy by comparing our analytical solutions to the corre-
sponding numerical finite element solutions at 10 instants in time. In order to provide an
efficient numerical solution, but also to ensure accuracy, we will perform our finite element
analyses on the half-domain discretized into 25717 elements with 26012 nodes (see Table 4.1
for evidence of both speed and accuracy of this domain breakdown). The times at which
we will evaluate our solution accuracy will correlate to the nondimensional Fourier times of
0.01, 0.02, 0.04, 0.1, 0.2, 0.4, 1, 2, 4, and 10. These Fourier times are easily transformed to
problem-specific dimensional times by applying Eq. (3.35) with the appropriate material
and geometric properties. The times corresponding to the sample domain established at
the start of this section are shown in Table 4.6.















Tab. 4.6: Dimensional times (t) associated with the nondimensional Fourier time (Fo) developed
using a = 0.254 m, ρ = 7850 kg/m3, c = 490 J/kg, and K = 43 W/m-oC (α = 1.12E − 5 m2/s)
We begin the formation of the time-dependent solution, vt, by evaluating the problem-




Jm−1 (λt)− Jm+1 (λt)
]
+ h̄aJm (λt) = 0 for m = 0, 1, 2, 3, ... (4.115)
where h̄a = 0.21 (see Table 4.2). Notice that the transcendental equation [Eq.(4.115)] is
not reliant on the boundary condition function q (θ), but rather only on the convective heat
transfer coefficient, h̄a. As such, the zeros determined from a transcendental equation may
be reused for a variety of problems with differing boundary condition functions as long as
the convective heat transfer coefficients are equivalent.
Applying the root-finding scheme outlined in B.4, we are able to determine a discrete num-
ber, j, of zeros, λtmj , for each of the transcendental equations of interest associated with
the integer m. Although both the number of transcendental equations and the number of
zeros for each transcendental equation are infinite in the theoretical solution, in practical
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solutions we must place a finite limit to these numbers. Such a cap is contingent on the
accuracy and the speed of the solution. We may get a sense of the effect that the m and j
values have on the eigenvalues, λ2tmj , by looking at the plots of the transcendental equations
associated with increasing m values (Figure 4.14), specifically m = 0, 1, 5, 10, 50, and 100.
Notice that the transcendental functions are oscillating with an infinite number of increas-
ing number of roots that are increasing in value [for a constant m, the (i + 1)st j zero
value is greater than the ith]. The first 10 zeros for each of the transcendental functions
in consideration are highlighted in red in Figure 4.14. Additionally, as m increases from
m = 0 [Figure 4.14(a)] to m = 100 [Figure 4.14(d)], the functional oscillations start at
progressively larger values of λ2tmj , the distance between zero values increases, and, most
influentially, every ith zero for increasing m values increases. We demonstrate the degree
to which these zero values increase quantitatively within Table 4.7. The 1st, 2nd, 5th, 9th,
10th, 49th, 50th, 99th, and 100th zero values, λtmj , for the transcendental equations with
m = 0, 1, 5, 9, 10, 49, 50, 99, and 100 are shown.
The magnitude of the zero value is most influential in the radial portion of the transient so-
lution, vt, as—due to the behavioral characteristics of Bessel functions of the first kind—the
amplitude of the Bessel function decreases with an increasing dependent variable. Since the
zeros of the transcendental equation, λtmj , directly affect the dependent variable in the




, we can expect a reduction in the influence of
solution terms with large m and j values. We will proceed by examining the degree to
which this reduction occurs.
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62tmj






































































with square root of eigenvalues, λtmj , identified for a sampling
of increasing m values
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λtmj
j
1 2 5 9 10
m
0 0.63 3.89 13.34 25.91 29.05
1 1.99 5.37 14.88 27.46 30.61
5 6.50 10.55 20.59 33.39 36.57
9 10.78 15.31 25.90 39.01 42.23
10 11.83 16.47 27.19 40.38 43.61
49 52.01 58.98 73.19 89.02 92.75
50 53.03 60.04 74.32 90.20 93.95
99 102.78 111.36 128.28 146.47 150.68
100 103.80 112.40 129.36 147.59 151.82












= 0 for j = 1, 2, 5, 9 and 10
λtmj
j
49 50 99 100
m
0 151.58 154.72 308.66 311.80
1 153.15 156.29 310.23 313.37
5 159.36 162.50 316.48 319.62
9 165.47 168.62 322.67 325.82
10 166.99 170.14 324.21 327.36
49 223.15 226.37 382.49 385.65
50 224.53 227.75 383.94 387.11
99 290.02 293.36 453.32 456.53
100 291.32 294.67 454.70 457.92












= 0 for j = 49, 50, 99, and 100
We may now use the zeros of the transcendental functions, λtmj , and move forward in
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determining the doubly infinite summation coefficients, Bmj , from Eq. (4.95). Recall, the
doubly infinite summation coefficients are found through the application of the orthogonality
properties of both the cosine and Bessel functions in the initial conditions of the transient
problem. Also recall, the transient solution [Eq. (4.4)] is the difference between the total
time-dependent temperature solution, v, and the steady-state solution, vs, and thus the
initial conditions of the transient problem [Eq. (4.13)] reflect this
vt (p, θ, t)
∣∣
t=0
= Ḡ (p, θ)− vs (p, θ) ≡ F̄ (p, θ) (4.116)
We have determined and analyzed the steady-state solutions, vs, earlier in this section. We
must now assign the general initial conditions of this problem. Recall from Chapter 1 that
our problem formulation and analytical solution development only requires us to choose
an initial condition function, Ḡ (p, θ), that is symmetric about the same line of symmetry
as the boundary energy function, qnrc (θ). For simplicity in evaluating the efficacy of the
analytical solution method, let
Ḡ (p, θ) = 0 (4.117)
As such, F̄ (p, θ) = −vs (p, θ) and we can evaluate the symbolically determined doubly












































] for m = 0, 1, 2, ... and j = 1, 2, ...
(4.119)
Substitution of the expression for the steady-state solution, vs, from Eq. (4.92) into Eq.
(4.118) and subsequent manipulation (as performed in Appendix B.7) yields a simplified
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for m = 0, 1, 2, ... and j = 1, 2, ... (4.120)
We perform the integrations in Eq. (4.120) using a Composite Simpson’s Rule numerical
integration scheme (introduced and validated in Appendix B.8).
We may see from Eq. (4.120) that the doubly infinite summation coefficients, Bmj , are
directly dependent on both the infinite summation coefficients from the steady-state solu-
tion [Eq. (4.93)], An, and the zeros of the transcendental functions, λtmj . Between the
tabulated values of the summation coefficients, An, in Table 4.3 and the diminishing am-
plitude of Bessel functions with an increasing dependent variable (based on λtmj ), we may
expect that the doubly infinite summation coefficients, Bmj , will decrease in amplitude with
increasing values of either m or j.
On a problem-specific basis, by considering the An from Eq. (4.93) (and the corresponding
example column in Table 4.3), we know that all Bmj values in the constant energy flux
boundary condition case with m > 0 will be 0. This is evidenced in Table 4.9. Here we
also see that B01 (doubly infinite summation coefficient where m = 0 and j = 1) is opposite
in sign and a full order of magnitude larger than the next largest value, B02. In fact, all
summation coefficients for even j values (or zero) are negative, while those coefficients with
odd j values are positive. We expect such oscillation in sign due to the nature of the gov-
erning Bessel functions. Furthermore, we find that the majority of the transient solution
is contributed by the first term in the series summation. That is to say, the main order
of magnitude in creating the transient solution comes from the solution when m = 0 and
j = 1; the additional terms in the summation act as correctional values. Quite obviously,
in this case we need only to concern ourselves with coefficient values corresponding to m = 0.
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Bmj
j
1 2 5 9 10
m
0 -5.1 3.3E-1 -5.2E-2 -1.9E-2 1.6E-2
1 0 0 0 0 0
5 0 0 0 0 0
9 0 0 0 0 0
10 0 0 0 0 0
49 0 0 0 0 0
50 0 0 0 0 0
99 0 0 0 0 0
100 0 0 0 0 0
Tab. 4.9: Doubly infinite summation coefficients, Bmj , for the constant energy flux boundary con-
ditions with j = 1, 2, 5, 9 and 10
Bmj
j
49 50 99 100
m
0 -1.3E-3 1.3E-3 -4.6E-4 4.5E-4
1 0 0 0 0
5 0 0 0 0
9 0 0 0 0
10 0 0 0 0
49 0 0 0 0
50 0 0 0 0
99 0 0 0 0
100 0 0 0 0
Tab. 4.10: Doubly infinite summation coefficients, Bmj , for the constant energy flux boundary con-
ditions with j = 49, 50, 99, and 100
The Bmj values for the linear energy flux boundary conditions (seen in Table 4.11) share
some of the same properties as those from the constant case. Namely, the first summation
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coefficient, B01, is once again an order of magnitude larger than the next largest value and
the summation coefficients with even j values are all positive while those with odd j values
are all negative. We may also again consider the steady-state summation coefficients, An,
from Eq. (4.93) to show that the Bmj values in Eq. (4.94) will only exist when m is odd;
otherwise, when m is even, the Bmj values are equivalently zero. In similar fashion to the
An values from the steady-state solution, the magnitude of the first Bmj value, B01, from
the linear boundary condition is smaller than that from the constant boundary condition
case. Again, all of these characteristics are numerically evident in the tabulated sample
data for this particular case (Table 4.11). As stated, it is evident that a large portion of the
solution is reliant on the first term in the summation series, i.e. Bmj ; however, the extent
to which incorporating more m and j terms will be analyzed shortly. In this case, we need
not consider the terms for even values of m.
Bmj
j
1 2 5 9 10
m
0 -2.5 1.6E-1 -2.6E-2 -9.5E-3 8.0E-3
1 -4.7E-1 8.4E-2 -1.8E-2 -7.1E-3 6.0E-3
5 -5.0E-3 1.4E-3 -4.5E-4 -2.1E-4 1.9E-4
9 -9.1E-4 2.9E-4 -1.0E-4 -5.4E-5 4.7E-5
10 0 0 0 0 0
49 -6.1E-6 2.3E-6 -1.1E-6 -6.6E-7 6.1E-7
50 0 0 0 0 0
99 -7.5E-7 2.9E-7 -1.4E-7 -9.2E-7 8.6E-8
100 0 0 0 0 0
Tab. 4.11: Doubly infinite summation coefficients, Bmj , for the linear energy flux boundary condi-
tions with j = 1, 2, 5, 9 and 10
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Bmj
j
49 50 99 100
m
0 -6.7E-4 6.5E-4 -2.3E-4 2.3E-4
1 -5.4E-4 5.2E-4 -1.9E-4 1.8E-4
5 -2.0E-5 2.0E-5 -7.2E-6 7.1E-6
9 -5.9E-6 5.7E-5 -2.2E-6 2.1E-6
10 0 0 0 0
49 -1.3E-7 1.3E-7 -5.7E-8 5.6E-8
50 0 0 0 0
99 -2.3E-8 2.3E-8 -1.1E-8 1.102E-8
100 0 0 0 0
Tab. 4.12: Doubly infinite summation coefficients, Bmj , for the linear energy flux boundary condi-
tions with j = 49, 50, 99, and 100
Finally, we consider the doubly infinite summation coefficients corresponding to the square-
root energy flux boundary condition (Table 4.13). Again, the magnitude of the first coeffi-
cient, B01, is a full order of magnitude greater than the next largest coefficient. In addition,
as seen in the infinite summation coefficients for the steady-state problem, the magnitude of
B01 for the square-root energy flux problem is between that of the corresponding coefficients
from the linear and constant energy flux problems. We find that the coefficient pattern in
this case differs from the previous two in that the set of coefficients is complete (no zero
patterns exist) and the signs associated with each particular j-value are not constant (i.e.,
the even j-values do not strictly correspond to positive coefficients and the odd j-values do
not strictly correspond to negative coefficients). In fact, the non-zero coefficient values that
exist when m is even alternate in sign. When m is even, the coefficient values are positive
for odd values of j and negative for even values of j. The variation in summation coefficients
highlights the necessity to consider all values of m and j when forming the transient solution.
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Bmj
j
1 2 5 9 10
m
0 -3.4 2.2E-1 -3.4E-2 -1.3E-2 1.1E-2
1 -3.7E-1 6.7E-2 -1.4E-2 -5.6E-3 4.8E-3
5 -7.5E-3 2.2E-3 -6.8E-4 -3.2E-4 2.8E-4
9 -1.7E-3 5.5E-4 -2.0E-4 -1.0E-5 9.1E-5
10 1.0E-3 -3.2E-4 1.2E-4 6.2E-5 -5.5E-5
49 -2.5E-5 9.3E-6 -4.4E-6 -2.7E-6 2.5E-6
50 2.1E-5 -7.8E-6 3.7E-6 2.3E-6 -2.1E-6
99 -4.3E-6 1.6E-6 -8.1E-7 -5.3E-7 4.9E-7
100 3.8E-6 -1.4E-6 7.2E-7 4.8E-7 -4.4E-7
Tab. 4.13: Doubly infinite summation coefficients, Bmj , for the square root energy flux boundary
conditions with j = 1, 2, 5, 9 and 10
Bmj
j
49 50 99 100
m
0 -8.9E-4 8.7E-4 -3.1E-4 3.0E-4
1 -4.2E-4 4.1E-4 -1.5E-4 1.4E-4
5 -3.0E-5 2.9E-5 -1.1E-5 1.1E-5
9 -1.1-5 1.1E-5 -4.1E-6 4.1E-6
10 7.1E-6 -6.9E-6 2.6E-6 -2.6E-6
49 -5.4E-7 5.3E-7 -2.4E-7 2.3E-7
50 4.6E-7 -4.5E-7 2.0E-7 -2.0-7
99 -1.3E-7 1.3E-7 -6.4E-8 6.4E-8
100 1.2E-7 -1.2E-7 5.8E-8 -5.7E-8
Tab. 4.14: Doubly infinite summation coefficients, Bmj , for the square root energy flux boundary
conditions with j = 49, 50, 99, and 100
After having established and understood the patterns of the doubly infinite summation
coefficients, Bmj , we are now equipped to analyze the accuracy of the total normalized
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temperature solution, v (and, implicitly, the transient solution, vt). In this portion of the
analysis, we are attempting to get quantitative evidence of the number of terms necessary
[from Eq. (4.94)] to produce both an accurate and efficient solution in each of the boundary
energy flux cases considered. As was done for the steady-state solution (Figure 4.7), we will
analyze the relative error norms for each of the solutions based on the evolving summation
indices. In the steady-state solution, we needed only to look at error norm terms for variable
n within each solution-type. In the transient case, in addition to a matrix of summation
solution possibilities with variable m and j, we must also evaluate the solution accuracy





. We do this as we expect the great-
est error in the series solution to be associated with small Fourier numbers. Carslaw and
Jaeger [43] identify that the series solution converges rapidly for large values of the Fourier
number and expect accurate solutions for Fourier numbers greater than 0.02. We will evalu-
ate such accuracy convergence and identify the greatest areas of inaccuracy on our domains.
Rather than present a series of tables of numerical values for each of the Fourier times, we
will look at the variation of the relative error norms (as a percentage) with the changing
Fourier times using an array of three-dimensional bar plots corresponding to a sample of
shifting summation indices. The relative error norm percentages will represent the percent
relative difference between the analytical solution vector (formed from the doubly infinite
summation solution truncated with maximum values for summation of m and j) and the
“Fine” temperature solution from the corresponding finite element analysis. The relative
error values for plotting are determined as








FEM indicates the “Fine” temperature solution for the i
th point in the domain
recorded at the Fourier time, Fo; v
(iFo)
mj indicates the analytical solution for the i
th point in
the domain recorded at the Fourier time, Fo, resulting from the summation solution with
maximum summation indices m and j; and, ||...||2 indicates the 2-norm for the encompassed
terms.
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We begin by analyzing the constant energy flux boundary condition case [Eq. (4.99a)]. Our
understanding of the doubly infinite summation coefficients suggests that we should not ex-
pect an improvement in accuracy by increasing the m value, but instead only by increasing
our summation index, j, for all of the Fourier times (Fo) in consideration (Table 4.6). This
is immediately evident when we consider Figure 4.15. Notice that varying m for constant j
results in no evolution of the solution within a single time sample. We expect this as only
the values of Bmj for m = 0 are non-zero in Table 4.9.
With the above realization, we can focus our attention on the overall levels of accuracy
of our solution with varying j. Notice in the early time plots [Figure 4.15(a)-(c)], initial
relative error norm levels decrease from 341% to 71%. In each case, in addition to the
increasing time, we find that increasing the value of j to 5 reduces the relative error norm
percentages from 2% to 0.49%. The relative error norms continue to reduce to below 15
percent as Fo increases to 0.1 [Figure 4.15(d)]. All solution results shown for times above
Fo = 1 [fig:AD-16b] have a minimal near constant relative error norm percentage of 0.054
%. For this boundary condition-type, we can comfortably select any m value and a j value
at or above 5 to ensure the most accuracy while providing the best opportunity for solution
speed. Table 4.15 shows that with j = 5, the temperature profile at the 1000 randomly
sampled points is found in only 4.81 seconds with the analytical series solution and is more
than 600 times faster than our finite element solution with 26012 nodes.
With the selection of a fast and globally accurate solution form, we may now move to
consider the areas of local error on the domain. As done previously, we look at the residual
error to locate and best understand the areas of discrepancy between our series solution
form and the finite element solution. We expect to find the greatest discrepancies in the
short-time portion of the solution [43]; however, while it may be guessed, the exact location
of the most significant difference is unknown. For all cases, we plot the percent relative
error at each of the 1000 randomly sampled locations (i) in the domain and at each of the
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time points considered. The relative error is written as
Rel. Error
(iFo)






where the elements have been defined following Eq. (4.121). The sources of the relative
error in the contours shown are illuminated when considering both the exact temperature











Looking at the contour plots of the error on the short-time scale [Figure 4.16(a) and (b)],
we immediately notice the wide range of error values spanning 0.1 % to 1E7 % with the
error generally increasing in concentric rings as the radial values decrease (Figure 4.16). As
such, we can attribute the large spike in error, close to the radial origin, to the nature of the
Bessel function-based solution form. The 0th-order Bessel function of the first kind is equal
to 1 at the origin; it is an oscillating function with diminishing amplitude as the independent
radial variable increases to the radial boundary. By applying an energy flux loading on the
radial boundary, we are effectively forcing the amplitude of the function to increase based
on a point far from the origin. Such an amplitude determined at the far radial boundary
is continuously amplified with steps toward the center of the radial domain. We see the
distinct features of the oscillating Bessel function in the short-time contour plots of the tem-
perature residual [Figure 4.17(b) and (d)]. That said, we expect concentric variation in the
temperature from the exterior to the interior of the domain due to the constantly applied
flux boundary condition [temperature shown developing in left columns of Figures 4.17 and
4.18]; however, in the short-time, we do not expect much of a thermal gradient throughout
the entirety of the domain [Figure 4.17 (a) and (c)]. The growing function values at the
center of the domain are not diminished by the exponentially-decaying time portion of the
solution since we are in the short-time realm. Furthermore, the relative error values in the
short-time [Figure 4.16(a) and (b)] are amplified by the small exact solution values [Figure
4.17 (a) and (c)].
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This trend generally diminishes as the time scale increases and our solution approaches
steady-state [Figure 4.16]. Maximum percentage error values drop to 15% and below in
the Fo = 0.1 case [Figure 4.15(c)] and beyond. We notice that while the temperature
residual remains similar in magnitude, compared to previous times, close to the origin
when Fo = 0.1 [Figure 4.17(f)], the temperatures within the domain are increasing [Figure
4.17(e)] and thus the relative error levels drop [Figure 4.16(c)]. The range of relative errors
minimizes after Fo = 1 in Figure 4.16(d) as the residual levels stabilize and temperature
values increase [Figure 4.17 and 4.18]. Evidence remains of the diminishing error trend
with diminishing radial values in the larger time points; however, with Fo = 10, we find
the relative error of the analytical solution to range between 0.05 and 0.07 % [Figure 4.16(e)].
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(a) Fo=0.01 (b) Fo=0.02
(c) Fo=0.1 (d) Fo=1
(e) Fo=10
Fig. 4.15: Relative error norms (%) associated with varying m and j values in the doubly infinite
summation solution for the constant energy flux boundary condition , qnrc (θ) = 1







Constant 4.81 777 2906
Linear 4.74 202 1221
Square Root 4.80 231 1938
Tab. 4.15: Solution time performance (seconds) for the analytical and numerical solutions associated
with the three boundary energy flux conditions
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(a) Fo=0.01 (b) Fo=0.02
(c) Fo=0.1 (d) Fo=1
(e) Fo=10
Fig. 4.16: Relative error (%) contours associated with maximum values of m = 5 and j = 5 values in
the doubly infinite summation solution for the constant energy flux boundary condition ,
qnrc (θ) = 1
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(a) Dimensionless temperature: Fo=0.01 (b) Dimensionless residual: Fo=0.01
(c) Dimensionless temperature: Fo=0.02 (d) Dimensionless residual: Fo=0.02
(e) Dimensionless temperature: Fo=0.1 (f) Dimensionless residual: Fo=0.1
Fig. 4.17: Dimensionless temperature [(a),(c), and (e)] and corresponding dimensionless residual for
analytical solution [(b), (d), and (f)] for the constant energy flux boundary condition,
qnrc (θ) = 1
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(a) Dimensionless temperature: Fo=1 (b) Dimensionless residual: Fo=1
(c) Dimensionless temperature: Fo=10 (d) Dimensionless residual: Fo=10
Fig. 4.18: Dimensionless temperature [(a) and (c)] and corresponding dimensionless residual for
analytical solution [(b) and (d)] for the constant energy flux boundary condition, qnrc (θ) =
1
Moving on to the linear boundary case [Eq. (4.99b)], we may now expect a reduction in
percent error by increasing both summation indices m and j (since the summation coeffi-
cients evolve with changes in indices, Table 4.13). The error norm percentages diminish in
time again (Figure 4.19); however, these norms are more than twice those from the constant
boundary energy flux case. We expect such an accuracy discrepancy as an angularly-varying
linear function requires a series of cosine terms in the approximation, whereas a constant
function in the angular domain is simply represented in one term where the summation
index is zero. The disparity may be seen in Figure 4.20 where 4.20(a) shows the exact
replication of a constant function with a cosine series of 5 terms while Figure 4.20(b) dis-
plays the oscillating inaccuracies of the cosine series approximation (with 5 terms) around a
linear function. We see the existence of this accuracy refinement as the relative error norm
percentages decrease in magnitude with increasing m values (Figure 4.19).
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The radial accuracy in this instance increases with both increasing m and j indexing. An
analysis of the evolution of the error norm for each of the first three Fourier times consid-
ered depicts that the error (nearly) stabilizes again when j = 5, but now also when m = 5
[Figure 4.19(a)-4.19(c)]. The stabilization we find for the maximum error norm percentages
in the linear case at the end of the time scale are approximately 0.11 percent versus 0.54
percent. In similar fashion to the constant boundary energy flux case, we find that we can
ensure accuracy and strive for computational efficiency by choosing both m and j maxima
equal to 5 (at least). Notice from Table 4.15 that this solution speed is more that 225 times
faster than the numerical finite element solution.
The distribution of the relative error percentage values is shown in the contour plots asso-
ciated with each of the Fourier times in Figures 4.21. As we saw in the constant boundary
condition case, the error in the short time exists over a wide range with error values increas-
ing in conjunction with a decreasing radial coordinate. The concentric nature of the error
in the short-time [Figures 4.21(a) and 4.21(b)] is again attributable to both the behavior
of the zeroth-order Bessel function of the first kind at the origin and its overall oscillating
nature. We see evidence of the radial oscillations due to the Bessel functions in the residual
plot for the time Fo = 0.01 [Figure 4.22(b)]. Furthermore, we approximate the angular
portion of the temperature with a cosine function. This temperature is driven by a linear
boundary energy function, and thus, Figure 4.20(b) suggests that our cosine summation
series will have inherent inaccuracies due to its oscillations. These inaccuracies are made
apparent by considering the residual along the radial domain boundary in Figure4.22(b).
Such oscillating inaccuracy appears to exist between Fo = 0.1 [Figure 4.21(c)]. As the time
of evaluation increases to Fo = 10 [shown in Figure 4.21(e)] —and the influence of the
radial Bessel functions are dampened —a linear inaccuracy trend grows. While the relative
error levels diminish, the linear trend becomes fully formed and distinct in the long time
{Fo = 10 [Figures 4.21(e)]}. It is important to note that this trend is immediately iden-
tifiable in the residual plots [Figures 4.22 and 4.23]. While the residual error magnitudes
are greatest close to θ = 0 in the domain [right-hand columns of Figures 4.22 and 4.23], so
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too are the corresponding temperatures based on the applied temperature function on the
boundary [left-hand columns of Figures 4.22 and 4.23]. Thus, the development of a linearly
decreasing temperature distribution from θ = 0 to θ = π forces the relative error norm
distributions to follow a similar trend.
4. LONG-TIME SOLUTION 183
(a) Fo=0.01 (b) Fo=0.02
(c) Fo=0.1 (d) Fo=1
(e) Fo=10
Fig. 4.19: Relative error norms (%) associated with varying m and j values in the doubly infinite
summation solution for the linear energy flux boundary condition , qnrc (θ) = 1− θπ
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(a) (b)
(c)
Fig. 4.20: Exact boundary condition energy flux plots vs. accompanying Fourier cosine series ap-
proximations with 5 terms in each series (a) constant (b) linear (c) square root
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(a) Fo=0.01 (b) Fo=0.02
(c) Fo=0.1 (d) Fo=1
(e) Fo=10
Fig. 4.21: Relative error (%) contours associated with maximum values of m = 5 and j = 5 values in
the doubly infinite summation solution for the Linear Energy Flux Boundary Condition ,
qnrc (θ) = 1− θπ
4. LONG-TIME SOLUTION 186
(a) Dimensionless temperature: Fo=0.01
Normalized Radial Location






(b) Dimensionless residual: Fo=0.01
(c) Dimensionless temperature: Fo=0.02
Normalized Radial Location









(d) Dimensionless residual: Fo=0.02
(e) Dimensionless temperature: Fo=0.1
Normalized Radial Location









(f) Dimensionless residual: Fo=0.1
Fig. 4.22: Dimensionless temperature [(a), (c), and (e)] and corresponding dimensionless residual
for analytical solution [(b), (d), and (f)] for the linear energy flux boundary condition,
qnrc (θ) = 1− θπ
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(a) Dimensionless temperature: Fo=1
Normalized Radial Location









(b) Dimensionless residual: Fo=1
(c) Dimensionless temperature: Fo=10
Normalized Radial Location







(d) Dimensionless residual: Fo=10
Fig. 4.23: Dimensionless temperature [(a) and (c)] and corresponding dimensionless residual for
analytical solution [(b) and (d)] for the linear energy flux boundary condition, qnrc (θ) =
1− θπ
————————————————————————————————————————
Lastly, we consider the square root boundary energy flux case for percent error norm re-
duction [Figure 4.24]. We can easily see that this error reduction scheme is qualitatively
similar to that of the linear energy flux boundary condition case: the error refinement corre-
sponds to increases in both the m and j indices for small Fourier times and complete error
stabilization occurs for large Fourier times. The relative error levels for the square root
boundary function case fall between the constant and linear boundary flux cases at each
of the respective time points. As in the linear case, we find that the relative error norms
reach satisfactory levels at each time point when both m and j are equal to or greater than
5. With these indices, we have relative error norm levels from 2.6 percent to 0.08 percent
for times Fo = 0.01 to Fo = 10 [Figures 4.24(a) and 4.24(e)], respectively. In this case, the
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analytical summation solution is more than 400 times faster than the finite element solution
determined using Abaqus (Table 4.15). As a note, we can comfortably increase the indices
both to 10 and improve the accuracy levels to 1.0 and 0.08 percent, respectively, while only
increasing the computational time to 17 seconds.
Once again, with the general accuracy and efficiency determined for indices equal to 5 we
may explore the relative error distributions. Similar relative error distribution trends exist
for the temperature distribution in the square-root energy flux boundary condition case as
those that we saw in both the constant and linear energy flux boundary condition cases. The
trends in relative error development over time are very similar to those seen in the linear
case {e.g. the concentric circles of increasing error with decreasing radial value may be seen
from Fo = 0.01 to Fo = 0.1 [Figure 4.25(a) to 4.25(c)]}. Again, the residual errors diminish
as the solution times and domain temperatures increase [left-hand columns of Figures 4.26
and 4.27]. As in the linear case, the relative error trends do in fact develop a distribution
more closely resembling the boundary condition function in the later time stages (Figure
4.25) with the greatest errors forming as we approach the maximum of the angular domain
(θ = π). The temperature development and relative error norm percentages look similar
to the linear case; however, we can assume that the decreasing temperatures from θ = 0 to
θ = π follows a square-root distribution. The tail of increased error at the end of each of the
angular domains [Figure 4.26-Figure 4.27] may be attributed to the significant divergence
of the cosine series from the square-root boundary energy flux function at the end of the
domain [Figure 4.20(c)]. We find that the development of error in the domain subjected to
a square-root energy flux function follows similar trends to the previous cases with added
intricacies based on the ability of our cosine series to accurately approximate the boundary
function.
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(a) Fo=0.01 (b) Fo=0.02
(c) Fo=0.1 (d) Fo=1
(e) Fo=10
Fig. 4.24: Relative error (%) norms associated with varying m and j values in the doubly infinite
summation solution for the square root energy flux boundary condition, qnrc (θ) =
√
1− θπ
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(a) Fo=0.01 (b) Fo=0.02
(c) Fo=0.1 (d) Fo=1
(e) Fo=10
Fig. 4.25: Relative error (%) contours associated with maximum values of m = 5 and j = 5 values in
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(a) Dimensionless temperature: Fo=0.01 (b) Dimensionless residual: Fo=0.01
(c) Dimensionless temperature: Fo=0.02 (d) Dimensionless residual: Fo=0.02
(e) Dimensionless temperature: Fo=0.1 (f) Dimensionless residual: Fo=0.1
Fig. 4.26: Dimensionless temperature [(a),(c), and (e)] and corresponding dimensionless residual for
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(a) Dimensionless temperature: Fo=1 (b) Dimensionless residual: Fo=1
(c) Dimensionless temperature: Fo=10 (d) Dimensionless residual: Fo=10
Fig. 4.27: Dimensionless temperature [(a) and (c)] and corresponding dimensionless residual for





With the final numerical study, we complete the evaluation of the functionality of the
Fourier-Bessel series solution in addressing the homogeneous, time-dependent heat equation
(no source terms) subjected to linear convective boundary conditions with angularly-varying
fluid temperatures and spatially varying initial conditions [Eq. (3.34)]. While integral trans-
formation techniques are applicable in solving the governing partial differential equation,
we find that the separation of variables approach from Haberman [52] is straightforward
and generally converges rapidly (except in the short-time, but this will be addressed moving
forward). In this classical approach, we separate the total temperature into steady-state and
transient components, solve the corresponding steady-state and transient problems, and fi-
nally reform the total temperature solution as the sum of these two parts. The normalization
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and nondimensionalization processes undergone in Section 3.2 alleviate any difficulties that
may arise when determining the eigenvalues from the transcendental equation [Eq. (4.82)]
of the transient problem. That said, our solutions are nearly completely analytical with the
exception of the use of a root-finding algorithm to determine eigenvalues and a Composite
Simpson’s Rule numerical integration scheme used to determine the doubly infinite sum-
mation coefficients. The benefits of this solution are seen in both its speed and accuracy
when compared to corresponding finite element solutions for sample problems in Section 4.4.
Our solution was composed of an infinite summation series in the steady-state portion and
a doubly infinite summation series in the transient portion. We used both the relative error
norm percentage and the distribution of percent relative error throughout the domain to
quantitatively evaluate the global accuracy and the location-dependent accuracy of both the
steady-state and transient solutions (with respect to the finite element solution) throughout
the domain.
When the boundary energy flux is constant, only a single term contributes to both the
steady-state and transient solutions. The single-termed solution in the steady-state pro-
vides a high level of accuracy throughout the entirety of the domain. However, as the
boundary energy function shifts to take on angular variations, our solution demands a
greater number of terms to attain high accuracy (increasing the summation index increases
both the exponent on the radial power component and the frequency of the cosine com-
ponent of our solution function). As is to be expected with a series summation solution,
the relative error distribution throughout the domain for both the linear and square root
cases evolves and minimizes with an increase in the number of terms used in our solution.
It was important to note that the first term in each of the summation solutions contributed
the most to the overall solution as these terms were at least an order of magnitude greater
than the subsequent terms in the corresponding series. The global relative error norms are
very low and the relative error distributions for the linear and square root boundary energy
flux cases are extremely uniform when the minimum value of the summation maxima is
n = 1E2. The computational time of the analytical solution was consistently much less that
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that of the corresponding finite element analyses.
As mentioned by Arpaci [44], Carslaw and Jaeger [43], Goldstein [53], and Özisik [45], sum-
mation series solutions struggle to converge in the short Fourier time, but instead converge
rapidly when the Fourier time exceeds values of approximately 0.02. For the case of our
problem, we were left to determine the evolution in time of the convergence and accuracy
characteristics of the transient Fourier-Bessel series solution, i.e. the doubly infinite summa-
tion series—with indices m and j—where we find j roots for each of the m transcendental
equations (stemming from each of the m θ-dependent eigenfunctions). In similar fashion
to the steady-state solution, shifting the index m shifted both the frequency of the cosine
function and the order of the Bessel function in our transient solution while a changing j
affected only the independent variable of the Bessel function. For the constant boundary
energy flux condition, the summation over m only contributed one-term (namely, when
m = 0); however, we were able to improve the solution accuracy by increasing the summa-
tion maximum, j, for all Fourier times and we in fact determined that a maximum j value
of at least 5 ensures the most accuracy while maintaining substantial solution speed. As
stated by those researchers such as Carslaw and Jaeger [43], error levels decrease with time
and reach approximate minima at Fo=1 and beyond. Short-time error values throughout
the domain increased concentrically with decreasing radial values. However, this trend di-
minished as the time increased and our solution approached steady-state. In addition to
the high accuracy, the summation solution with one term in m and five in j is more than
600 times faster than the corresponding finite element analysis solution in computational
time.
Now, incorporating an angular-dependence in the boundary energy function requires an
increase in the number of angularly-dependent sinusoidal terms to improve total solution
accuracy (this is obvious as angular variation does not exist when only the first term, m = 0,
is used since cos 0 = 1). This is true for the boundary energy flux functions with linear and
square root variations. In each instance, we found that a value of at least 5 was needed as
the summation maximum index for both m and j to ensure an accurate solution. Again,
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the global error of the solution (measured by relative error norms) continued to improve
with increases in Fourier time and only began to level off once the Fourier number reached
and exceeded 1.
Although the process to form the solution to our heat problem is long and can be considered
complex, the value which a closed-form solution presents to engineers is undeniable. In
this analysis, we provided the mathematical tools to accurately and rapidly determine the
temperature at any given point in our solid half-domain for Fourier times greater than 0.02
[findings for this type of solution that are in line with the past work of researchers such as
Arpaci [44], Carslaw and Jaeger [43], and Özisik [45]]. Our analysis with three boundary
energy flux scenarios allowed us to quantitatively evaluate the solution throughout the
domain. This work, in turn, allowed us to determine the optimal number of summation
terms to ensure accuracy and speed as the boundary conditions gained more complexity.
While the finite element method provides us with a robust tool, we must not overlook
the value of being able to rapidly determine the temperature for any given point within
a domain without having to perform a complete analysis within the domain (as done in
FEM). As mentioned earlier in this paragraph, our series solution error in the short-time
occupied a wide range of values. The following chapter works to alleviate these issues.
5. SHORT-TIME SOLUTION
5.1 Introduction
The temperature levels in the short time period did not play a significant role in the failure
analysis of the practical scenarios presented in Chapter 2. That said, we would be remiss
if we were to completely ignore the potential for failure of a cable in the short time: the
material properties and wire conditions of the cable may vary, thereby exposing new cable
vulnerabilities due to temperature distributions. Additionally, while this work is specifically
geared toward main cables, we hope the problem generality and the completeness of our
solution will allow these solutions to work across multiple disciplines.
The solution outlined by Eqs. (4.91)–(4.97) is a complete solution, established through the
well-known separation of variables method, to the problem defined by Eqs. (3.34a)–(3.34d).
As shown in Section 4.4, this method proves to be efficient and converges rapidly for large
Fourier numbers (recall, Fo = αt/a2). That is to say, for large values of Fo, the solution
[Eqs. (4.91)–(4.97)] has strong accuracy with the incorporation of only a small number of
terms, m and j, contributed by the doubly infinite summation. We have seen in Chapter
4 with the use of several numerical studies that this Fourier-Bessel summation series is
inaccurate for small values of Fo (the nondimensionalized short-time). In their analysis
of spectral methods, Gottlieb and Orszag [54] acknowledge the convergence problems of
such solutions in a cylindrical domain and associate them with the “natural choice of Bessel
function expansions” in the radial direction. While we do not apply spectral methods in this
analysis, it is important to note that researchers have in fact identified struggles with Bessel
functions—a key component to the solution [Eqs. (4.91)–(4.97)]. Furthermore, Carslaw and
Jaeger [43] and Arpaci [44] recognize both the rapid convergence of summation solutions
for long time considerations and their troubles in the nondimensionalized short time. As
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such, researchers have relied on Laplace transformation techniques as an alternative to the
classical separation of variable methods for obtaining transient solutions “useful for small
values of time” [43].
To alleviate the pains of the slow convergence of our solution in the short time scale and to
provide a complete analytical solution to the problem [Eq. (3.34)], we will now derive a so-
lution governed by the Laplace transformation technique. We find a similar problem formed
on a cylindrical domain, but with linear radiation into a fluid with constant temperature
in Carslaw and Jaeger [43] (our problem has angular-dependence in the fluid temperature).
Unlike the Carslaw and Jaeger [43] solution where a single Laplace transformation is ap-
plied before using the inversion theorem to obtain the final answer, our solution approach
outlined in this chapter requires a sequence of two transformations (Laplace followed by
cosine transformation) and the subsequent inverse transformations. However, prior to ap-
plying the inverse Laplace transformation to obtain the final solution, we must approximate
the transformed solution functions with their asymptotic expansion approximations. This
approximate has been found to be appropriate in the short Fourier time [typically when
Fo ≤ 0.02 [43]]. We explore the theoretical reasoning for the appropriate use of these
approximations in Appendix section B.5. As done in Carslaw and Jaeger [43], we will con-
sider the general solution throughout the domain (Section 5.2.1) as well as the effects on
the solution when radial values approach zero (Section 5.2.2). As the radial domain values
approach zero, the solution in the Laplace transformed domain shifts, thereby affecting the
expansion approximation solution form. At this point the order of the Laplace transforma-
tion variable shifts to 1/s5/4. The presence of this power of the transformation variable in
the solution form makes the inversion back into the time domain difficult, and so we will
leave the solution in general form.
As in Chapter 4, we will use the numerical studies of our problem on the symmetric domain
exposed to linear convection with three different angularly-varying boundary energy flux
conditions [Eq. (4.99)] to evaluate the worth and performance of this short-time solution
when compared to the Fourier-Bessel long-time solution. Again, we consider both the
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relative error norms and the relative error distributions within the domain. We perform our
error analysis over the entirety of the Fourier time domain [established in Section 4.4] to
numerically evaluate the evolution of accuracy in our solution. While our Laplace transform
solution is geared towards the short-time only, we use the complete time domain analysis
to determine the points at which the solution accuracy begins to waiver. Furthermore,
our numerical work in Section 5.3 will display that the solution obtained for the general
domain (presented in Section 5.2.1) is still more accurate in the small radial domain than
the Fourier-Bessel solution presented in Chapter 4.
5.2 Closed-Form Solution Derivation
As we did in the long-time solution development with the separation of variables method,
we start from the transformed nondimensionalized and normalized problem [Eq. (3.34)].

























v (p, θ, t)
∣∣
t=0
= Ḡ (p, θ) (5.1d)
We begin the solution process by applying a Laplace Transformation to Eq. (5.1a) where
we define the Laplace operator, L, by
L{f (r, t)} = f̄ (r, s) =
ˆ ∞
0
f (r, t) e−stdt (5.2)
where f (r, t) is an arbitrary function of space, r, and time, t, defined for t ≥ 0; s is a
transformation variable. It is important to note several general theorems of the Laplace
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where C12 is an arbitrary constant (C12 is used as a continuation of the numbering scheme
for constants from the previous chapter), x represents any one of the space variables—Eq.
(5.3c) holds true for all of the space variables—and, f̄ ≡ f̄ (r, s).
Returning to Eq. (5.1), we may now expand ∇2 completely using the two-dimensional









. Applying a Laplace transform to
Eq. (5.1) [with the given definition for ∇2 in Eq. (5.1a)] and the theorems in Eq. (5.3)








































v̄ (p, θ, s) = L
{





v (p, θ, t) e−stdt (5.5)
and v̄ ≡ v̄ (p, θ, s).
We have satisfactorily applied the Laplace Transform in Eq. (5.4); however, we are still
left with a partial differential equation in both the spatial coordinates, p and θ, and have
additionally added a level of complexity with the introduction of an inhomogeneity in the
PDE [Eq. (5.4a)]. We may reduce the order of the problem [Eq. (5.4)] by removing the
θ-dependence with the application of a finite cosine transform. The finite cosine transform
is performed by multiplying each term in Eq. (5.4) by cos (nθ) (where n is the summation
index, distinct from that introduced in Chapter 4) and integrating over the total θ-domain
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cos (nθ) dθ =
a2s
α





Ḡ (p, θ) cos (nθ) dθ (5.6)
where ṽ =
´ π
0 v̄ cos (nθ) dθ. Notice that all but one of the v̄ terms have been transformed to
ṽ through the implicitly defined multiplication and integration over the θ-domain. Before































































































thereby allowing us to express it in terms of the transformed function, ṽ. Incorporating Eq.
(5.7) in the main PDE [Eq. (5.6)] and applying the finite cosine transformation to the
































qnrc (θ) cos (nθ) dθ (5.8b)
Before proceeding, we must now analyze the main ODE [Eq. (5.8a)]. We rewrite [Eq.



















Ḡ (p, θ) cos (nθ) dθ (5.9)
At this point, for the sake of simplicity, let us assume that Ḡ (p, θ) is in fact a constant. By
assuming that Ḡ is constant, we are assuming that the initial temperature throughout the
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cable domain is constant. This is a reasonable assumption since we have chosen to neglect
the effects of solar radiation (see Section 3.1). If Ḡ is a constant, then the nonhomogeneous
term −p2 a2α
´ π
0 Ḡ (p, θ) cos (nθ) dθ is only nonzero when n = 0 [in all other instances —i.e.,
if n 6= 0 —
´ π
0 cos (nθ) dθ = 0 ]. Since this term is only nonzero when n = 0, we are
able to simplify the solution method such that we solve a nonhomogeneous problem and a
homogeneous problem. Furthermore, by supposing Ḡ is constant, we are able to directly
define the particular solution. In the case that the initial conditions have only a radial
dependence (p-dependence), we may only form a generalized expression for the particular
solution. Without specificity in our solution, a transformation back into the time domain
through an inverse Laplace transformation will not be guaranteed. Thus, our solution will



























ṽ = 0 for n = 1, 2, 3, ... (5.10b)
We now consider the differential equations from Eq. (5.10) separately. When n = 0, we
notice that in Eq. (5.10a) the differential equation has a constant on the right-hand side.
We then let ṽ = ṽP + ṽH for n = 0 where ṽP solves the nonhomogeneous problem (this is























p2ṽH = 0 for n = 0 (5.11b)
As such, we first tackle the nonhomogeneous portion [Eq. (5.11a)] and let ṽP = C13 where
C13 is some arbitrary constant. Substitution of this constant into the main differential
equation yields the result
ṽP = C13 =
π
s
Ḡ for n = 0 (5.12)
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Now, the homogeneous solution, ṽH , should satisfy [Eq. (5.11b)]. This is the familiar
zeroth-order modified Bessel equation. In similar fashion to addressing Bessel’s differential
equation [Eq. (4.74a)] with a scaling transformation [Eq. (4.75)], we may address the







where the scaling transformation z in this section is distinct from that presented in Chapter







− z2ṽH = 0 (5.14)
This equation can be found to have a zeroth-order general solution written as
ṽH (z) = C14J0 (−iz) + C15Y0 (−iz) (5.15a)
= C16I0 (z) + C17K0 (z) (5.15b)
where C14–C17 are arbitrary constants, J0 is the zeroth-order Bessel function of the first
kind, Y0 is the zeroth-order Bessel function of the second kind, I0 is the zeroth-order modified
Bessel function of the first kind, and K0 is the zeroth-order modified Bessel function of the
second kind [101, 102, 103]. Transformation back to the p-domain with Eq. (5.12) into Eq.
(5.15b) yields















As we saw in the development of the long-time solution from Eqs. (4.78)-(4.80), the solution
in a circular domain must be finite at the radial origin, p = 0. In similar fashion to the
previous solution, from Jeffrey [93], we know that
lim
p→0
Kn (p, s)→∞ ∀n (5.17)
Thus, to ensure that vH (0, s) remains finite, we define C17 = 0 and the general solution to
the homogeneous problem [Eq. (5.11b)] is
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where B0 has been used to replace C16 as the unknown coefficient.
We may now write the total solution, ṽ, for the nonhomogeneous p-dependent problem
when n = 0 [Eq. (5.10a)] formed by the summation of the particular [Eq. (5.12)], ṽP , and
homogeneous [Eq. (5.18)], ṽH , solutions (i.e., ṽ = ṽP + ṽH),










for n = 0 (5.19)
We may find the arbitrary constant, B0, from the transformed linear convective boundary
conditions [Eq. (5.8b)]; however, this will be done once we complete the solution for the
case when n 6= 0 [Eq. (5.10b)].
We must now tackle said problem for n = 1, 2, 3, ... (positive-valued integer). Recall, the
assumption that Ḡ (p, θ) is a constant led to the governing homogeneous differential equation
[Eq. (5.10b)]. We may again apply the scaling transformation introduced in Eq. (5.13), but












ṽ = 0 (5.20)
This differential equation has a similar solution form to that of Eq. (5.14) with nth-ordered
functions replacing the previous zeroth-order functions,
ṽ (z) = C18Jn (−iz) + C19Yn (−iz) (5.21a)
= C20In (z) + C21Kn (z) (5.21b)
where C18–C21 are arbitrary constants, Jn is the n
th-order Bessel function of the first kind,
Yn is the n
th-order Bessel function of the second kind, In is the n
th-order modified Bessel
function of the first kind, and Kn is the n
th-order modified Bessel function of the second
kind [101, 102, 103]. As we did before, a transformation back to the p-domain with Eq.
(5.12) into Eq. (5.21b) yields














for n = 1, 2, 3, ... (5.22)
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Again, we must apply the boundedness condition to keep the solution [Eq. (5.22)] finite at
the radial origin. We know then, by Eq. (5.17), C21 = 0; therefore, the general solution to
the differential equation [Eq. (5.10b)] is the familiar nth-order modified Bessel function of
the first kind with arbitrary constants also to be determined through the application of the
boundary conditions [Eq. (5.8b),







for n = 1, 2, 3, ... (5.23)
where Bn has replaced C20 as the arbitrary constant. Notice that the n
th arbitrary constant,
Bn, corresponds directly to the n
th modified Bessel function of the first kind, In, for each
of the values n = 1, 2, 3, ....
As such, we write the total solution to the problem formed by the differential equation
[Eq. (5.8a)] with the initial condition function as a constant, Ḡ, and the linear convective
boundary condition [Eq. (5.8b)] as
















for n = 1, 2, 3, ...
(5.24)
We are now in position to use the linear convective boundary conditions [Eq. (5.8b)] to
determine the coefficients, B0 and Bn, thereby qualifying the general solution [Eq. (5.24)]
to address our problem of interest [Eq. (5.8)]. Application of the boundary conditions [Eq.
(5.8b)] requires the evaluation of the derivative of the modified Bessel functions of the first

















Iν−1 (x) + Iν+1 (x)
]
(5.25b)
where x is an independent variable and ν is an integer.
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We begin by determining the zeroth-order coefficient, B0, by substituting ṽ (p) for n = 0













































We find the nth-order coefficient, Bn, by substituting ṽ (p) for n = 1, 2, 3, ... from Eq. (5.24)





















































By determining both B0 and Bn [Eqs. (5.26) and (5.27), respectively], we have now com-
pletely defined the p-dependent solution [Eq. (5.24)]. We are now left with the task of
inversely transforming our solution back into the θ-dependent domain, and subsequently,
the time domain. It is imperative to remember that we are attempting to solve the short-
time solution. In fact, the short Fourier time solution where Fo = αt/a2 is small corresponds
to large values of the input
√
sa2/α in the current transformed space (see Appendix B.5).
Modified Bessel functions of the first kind behave quite similarly to their asymptotic ap-
proximations when the independent variable is large. Furthermore, while inverse Laplace
transforms of Bessel functions are quite difficult to ascertain, the inverse Laplace transform
of negative exponentials are well-studied and easy to determine, relatively speaking. As
such, we can rewrite the asymptotic approximation of Bessel functions, in the parameter
s, as a series of negative exponentials and apply an inverse Laplace transform to return
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to the time (t-dependent) domain. The sequence of mathematical events will consist of
an inverse Finite Cosine transform, followed by an asymptotic approximation of the Bessel
function solution in the parameter s and an expansion of said approximation in negative
exponentials, and finally completed with an Inverse Laplace transform.
Applying an inverse cosine transform to Eq. (5.24) enables us to transform ṽ (p) back to
v̄ (p, θ), thereby re-introducing the θ-dependence into the solution. We apply the transform
as








ṽn cos (nθ) (5.28)
where ṽ0 represents ṽ when n = 0 from Eq. (5.24) and ṽn represents ṽ when n = 1, 2, 3, ....
We rewrite Eq. (5.28) with substitutions from Eq. (5.24) to obtain a more explicit solution
as


























where B0 and Bn have been defined in Eqs. (5.26) and (5.27), respectively.
We are now left with the solution v̄ defined in the transformed s-domain and must finally
transform this solution [Eq. (5.29)] back into the time-domain using an inverse Laplace
transform. The inverse transform of algebraic expressions involving modified Bessel func-
tions of the first kind have proven difficult. However, as we mentioned earlier, we are
interested in the small-time solution: the small-time solution corresponds to large values of
s, thereby permitting the approximation of the modified Bessel functions with their asymp-
totic expansions. The modified Bessel functions are found in both the solution implicitly in
the coefficients, B0, and Bn. Written explicitly, Eq. (5.29) becomes
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Carslaw and Jaeger [43] and Goldstein [53] cite and use the expansion of the modified Bessel
function of the νth-order when determining the small-time solutions in a cylindrical domain.





















In fact, Goldstein [53] uses only the two-term expansion of Eq. (5.31); as such, we will do
the same. We will expand the modified Bessel functions in the third term of Eq. (5.30), i.e.
BnIn. The generalized expansion form is then easily transferable to the zeroth-order term,
i.e. B0I0. Before proceeding, it will be convenient to write q =
√
s
α such that Eq. (5.30)
becomes



































5.2.1 Closed-form Solution when p is not approaching zero




1− 4ν2−121!8x + ...
}
into the appropriate







































1 + 18aqp + ...
)
(




1 + 18aq + ...
) (5.33a)









































































1− 4n2−18aq + ...
) (5.33b)






[43]. We do this by equating the last fraction in Eq. (5.33) to the desired
form, i.e.
1 + 18aqp + ...(




1 + 18aq + ...
) = a0 + a1
q
+ ... (5.34a)
1− 4n2−18aqp + ...(




1− 4n2−18aq + ...
) = b0 + b1
q
+ ... (5.34b)
where a0, a1, b0, and b1 are a few of the series coefficients. We perform the appropriate



























































































































































































Thus, equating the corresponding terms in Eq. (5.35) and Eq. (5.36), we find that
a0 = 1 (5.37a)
a1 =
1 + 3p− 8ph̄a
8ap
(5.37b)


















































, to properly complete the reformation of Eq. (5.33a),
Eq. (5.33b), and subsequently Eq. (5.32). Readjusting Eq. (5.33a) with the substitution














1 + 18aqp + ...
)
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We now use the expanded approximation written as a series from the terms of Eq. (5.39)
in the total solution, v̄, from Eq. (5.32)
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We may now apply an inverse Laplace transform, L−1, to obtain the final, time-dependent
solution, v (p, θ, t), from Eq. (5.40). The inverse Laplace transform operator is a linear
operator and is therefore distributed appropriately throughout the terms of Eq. (5.40) based
on the additive and multiplicative properties. Thus, we have v (p, θ, t) = L−1
{








































































Ḡ, and the remaining inverse Laplace transforms are not as trivial. Fortunately, [43, in
Appendix V] provide a good number of inverse Laplace transforms for nonstandard functions
of s. Notice that we need only find the inverse Laplace transforms of the fraction dependent
on s. As such, we may find these inverse Laplace transforms of the second two terms in Eq.

















for m = 0, 1, 2, 3, ... (5.42)
where t is the time variable and imerfc is the repeated integral of the complementary error
function [defined in Eq. 5.45].
Now, by considering Eq. (5.42), we find that for the appropriate portion of the second term



























































































































































































































































































where, from Eq. (5.43) and Eq. (5.44), erfc is the complementary error function, and, ierfc
and i2erfc are repeated integrals of the complementary error function. These are defined as




















in−1erfc ξ dξ for n = 1, 2, ... (5.45c)
i0erfc x = erfc x (5.45d)
where x and ξ are independent variables and erf is called the error function [43]. Addition-
ally, the relevant integral complementary error functions from Eq. (5.43) and Eq. (5.44)









(erfc x− 2x ierfc x) (5.46b)
The final, normalized and nondimensionalized solution, v, for short-time scenarios may be
obtained from Eq. (5.41) with the appropriate inverse Laplace transform substitutions from
Eq. (5.43) and Eq. (5.44). As such, our solution is
v (p, θ, t) = L−1
{
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Practically speaking and as mentioned previously, the solution will lack accuracy as the
Fourier time increases. Furthermore, due to the nature of the modified Bessel function in
the Laplace transform space, the n-value for summation must remain small. Both of these
statements are validated in Appendix B.5.
5.2.2 Closed-form Solution Approach when p approaches zero
Such expansions in negative exponentials are known to maintain strong accuracy for so-
lutions corresponding to Fourier numbers less than 0.02 and when the normalized radial
distance is “not too small” [43]. As such, we must consider Eq. (5.32) for p → 0. From
well-known properties of the modified Bessel functions of the first kind, I0 (0) = 1; however,
In (0) = 0 for n = 1, 2, 3, .... We therefore simplify the solution Eq. (5.32) for small values
of p to only include the constant and the zeroth-order term (i.e., when n = 0),













(aq) I1 (aq) + h̄aI0 (aq)
(5.48)













































































1 + 18aq + ...
) (5.49)











) as a series in (1q) by determining
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the constants a2 and a3 from
1(




1 + 18aq + ...
) = a2 + a3
q
+ ... (5.50)
We once again perform the multiplication and expansion similar to that performed in Eq.
































































































by substituting Eq. (5.54) into Eq. (5.48)
































We are left only to transform the solution Eq. (5.55) into the time domain using an inverse
Laplace transform. The inverse Laplace transform will yield the total normalized and
nondimensionalized, short-time, small radial value solution, v,
v (p, θ, t) = L−1
{




















































and we therefore leave the solution in the general form presented in Eq. 5.56.
5.3 Numerical Examples and Analysis
As stated earlier, researchers such as Carslaw and Jaeger [43] and Arpaci [44] present the
Laplace transformation approach as the remedy to the radial convergence struggles of the
Fourier-Bessel solution [54] in the short-time. In similar fashion to the long-time solutions
(both the steady-state and transient), the Laplace transformation solution is an infinite sum-
mation. While the Laplace transformation approach yields an infinite summation solution
in one coefficient, n, the addition of more terms in the summation does not guarantee greater
accuracy and convergence (see Appendix B.5). The Laplace transformation solution relies
on the asymptotic approximation of the modified Bessel function in the transformed space.
As previously mentioned, the asymptotic expansions are accurate in this space because, for
short Fourier time, the function input in the transformed domain,
√
sa2/αp, becomes large.
In the large portion of this domain, the asymptotic expansions are reasonably accurate
for the lower-order modified Bessel functions (small n values). While Carslaw and Jaeger
[43] states that the Laplace transformation approach is applicable when the Fourier time is
small, specifically when Fo ≤ 0.02, we will numerically explore the accuracy of the solution
216
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throughout the entirety of the Fourier time domain in order to better understand the func-
tionality of our solution. As done previously, we explore this efficacy with the three original
problems (stated in Section 4.3) corresponding to the temperature distributions resulting
from a constant energy flux boundary condition [Eq. (4.99a)], a linear energy flux bound-
ary condition [Eq. (4.99b)], and a square root energy flux [Eq. (4.99c)] boundary condition.
The relative error norm percentage for each of these respective problems highlight the vari-
ation in the effectiveness of the Laplace transformation solution. As done previously, we
graphically assess the changing accuracy with the number of summation terms for each
of the problem types; however, the minimum error norms (best accuracy) with evolving
Fourier times may be seen in Table 5.1. We initially determine the effectiveness of the
Laplace transformation solution by comparing the error norms for each of the Fourier times
to their respective counterparts from the “long-time” Fourier-Bessel solution (Table 5.1).
Additionally, the respective number of summation terms needed and corresponding solution
times are shown in Table 5.2.
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Constant Linear Square Root
Fo Short Long Short Long Short Long
0.01 0.94 2.0 1.1 2.1E 34 2.6
0.02 0.61 0.77 0.97 0.86 33 0.89
0.04 0.44 0.49 1.2 0.51 33 0.47
0.1 1.7 0.29 3.2 0.33 31 0.31
0.2 6.4 0.086 11 0.19 29 0.13
0.4 1.8 0.047 30 0.12 28 0.083
1 43 0.051 47 0.084 44 0.06
2 71 0.05 72 0.1 72 0.077
4 120 0.055 120 0.11 120 0.08
10 320 0.054 320 1.1 320 0.082
Tab. 5.1: Relative error norm (%) for the short- and long-time solutions corresponding to the re-
spective Fourier times (Fo)
Constant Linear Square Root
Fo
n Time n Time n Time
(max) (sec) (max) (sec) (max) (sec)
0.01 0 4E-2 10 9.2E-3 1 5.7E-3
0.02 0 4E-2 10 9.2E-3 1 5.7E-3
0.04 0 4E-2 10 9.2E-3 0 1.4E-2
0.1 0 4E-2 5 5.9E-3 0 1.4E-2
0.2 0 4E-2 1 6.0E-3 0 1.4E-2
0.4 0 4E-2 10 9.2E-3 0 1.4E-2
1 0 4E-2 0 1.6E-2 0 1.4E-2
2 0 4E-2 0 1.6E-2 0 1.4E-2
4 0 4E-2 0 1.6E-2 0 1.4E-2
10 0 4E-2 0 1.6E-2 0 1.4E-2
Tab. 5.2: Time corresponding to solution for each Fourier time with specified n value
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With the constant boundary energy flux problem, the solution is once again reliant on only
the first, constant term where n = 0. As seen previously, all summation coefficients, Bn,
for n > 0 are equivalent to zero. That said, we need only to analyze the Fourier transfor-
mation solution accuracy at different points in the time domain (Fo ∈ [0.01, 10]) for the
n = 0 condition. For all times including and below Fo = 0.04, the Laplace transformation
solution is consistently more accurate than the Fourier-Bessel solution (Table 5.1). We see
that at Fo = 0.01 the Laplace transformation solution proves its functionality as it is more
than 100% more accurate than the corresponding long-time solution (error norm percent-
ages of 0.94 and 2.0%, respectively). Although the relative error norms for the Laplace
transformation solution continue to decrease as the Fourier time increases from 0.01 to 0.02
and finally 0.04 [Table 5.1 and Figure 5.1(a)], so too do the error norms for the long-time
solution. In fact, the Laplace transformation solution is only more accurate by a norm value
of 0.05 % when the Fourier time is 0.04; for times above Fo = 0.04, the accuracy levels
diverge with the Laplace transformation solution error norms nearly continuously growing
from Fo = 0.04 to 10 (Table 5.1). The error norms for the Laplace transformation solution
grow to 320% at Fo = 10 while those associated with the Fourier-Bessel long-time solution
are quite small at 0.054%; the respective solution divergence and convergence in the long
time is exactly what we expect.
Recall from the long-time solution analysis, looking at the error norms does not tell the
whole story about the relative error levels or distribution within the domain. For Fo = 0.01,
the Fourier-Bessel solution provides error ranges reaching maximum values of 1E6 at the
origin, whereas the Laplace transformation solution keeps these errors at or below 30%. We
see the advantage of the Laplace transformation solution in the short-time immediately as
the error from the Fourier-Bessel solution [Figure 4.16(a)] only minimizes to levels com-
mensurate with those from the Laplace transformation solution [Figure 5.2(a)] towards the
outer portions of the radial domain.
Such accuracy is further highlighted when considering the corresponding solution residuals.
Notice that for the Laplace short-time solution, the error residuals [Figure 5.2(b)] at or
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below radial values of 0.5 show to be near 0, or specifically, the residuals decrease from 1E-5
to 1E-9. Such accuracy is distinctly different from that seen in the Fourier-Bessel series
solution [Figure 4.16(a)] as the residual values oscillate between ±0.5E-3.
As the Fourier time increases to 0.02 and 0.04, Table 5.1 reveals that both the Laplace trans-
formation and Fourier-Bessel solutions improve in accuracy. With the time increase, we find
that the regions of higher accuracy in the outer radial domain expand and reduce the lower
accuracy portion (relative error percentage of 30%) close to the origin [Figures 5.2(c) and
(e)]. Such an improvement is in stark contrast to that of the Fourier-Bessel solution where
the maximum error levels reduce to magnitudes below 1E2%. When Fo = 0.02, tempera-
ture residuals for the Laplace transformation solution remain below 1E-4 for radial values
less than 0.5 and oscillate between 4E-4 and -6E-4 as radial values approach the boundary
[Figure 5.2(d)]. The Fourier-Bessel solution also improves in accuracy at Fo = 0.02 [Figure
4.16(b)].
As the time increases to Fo = 0.04, we find that the error norms for both solutions are
nearly equivalent as the maximum error levels associated with the Laplace transformation
solution remained similar to those from the Fo = 0.02 case while those from the Fourier-
Bessel solution progressively reduced to magnitudes below 1 [Figure 4.16 (c)]. Although
the scaling is different, errors at Fo = 0.04 for each of the solutions are very similar with
the slightly improved error norms in the short-time Laplace solution attributable to greater
accuracy in the outer-radial portions of the domain as compared to the long-time Fourier-
Bessel solution errors. The residual values in the Laplace transformation solution are not
distinctly different in the small radius domain when compared to the Fourier-Bessel solu-
tion; however, the overall range of residual errors is more compact (between -2 and 8E-4
compared to -10 and 6E-4) in this solution and thus we have a bit more overall accuracy
(as reflected by the error norm levels). As time increases, the developing (increasing in
magnitude) temperature profile reduces the relative error despite increases in the residual
magnitudes corresponding to diminishing radial values. This is similar to the trends that
were seen in the Fourier-Bessel solution analysis.
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As the Fourier time continues to increase, we expect the accuracy of the Fourier-Bessel func-
tion solution to improve and that of the Laplace transformation solution to wane. This error
divergence is numerically represented in Table 5.1. The contour plots reflect the error norm
percentages and we therefore will not show them. Recall that with increased Fourier time
both the error and residuals in the Fourier-Bessel solution minimize, plateau, and spread
uniformly throughout the half-cable domain. We find utility in the Laplace Transformation
solution with constant boundary flux terms for Fourier times at or below 0.04.
(a) (b)
Fig. 5.1: Short-time solution relative error norm (2-Norm) (%) with increasing summation index (n)
maximum value - constant energy flux boundary case (a) Fo = 0.01−0.2 (b) Fo = 0.4−10
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(a) Fo=0.01: Rel. Error (%)
Normalized Radial Location









(b) Fo=0.01: Dimensionless residual
(c) Fo=0.02: Rel. Error (%)
Normalized Radial Location








(d) Fo=0.02: Dimensionless residual
(e) Fo=0.04: Rel. Error (%)
Normalized Radial Location








(f) Fo=0.04: Dimensionless residual
Fig. 5.2: Relative error (%) contours (left) and dimensionless residual contours (right) for short-time
solution with constant energy flux boundary conditions
Unlike the constant boundary energy flux case, varying the number of summation terms (n)
in the linear boundary energy flux problem yields solutions with varying degrees of accuracy
for every point in time. This occurs because—with the angular variation of the bound-
ary function, qnrc (θ)—the integral term of the general short-time solution [Eq. (5.47)],[´ π
0 qnrc (θ) cos (nθ) dθ
]
, may now obtain nonzero values when n = 1, 2, 3, .... For the given
problem, we will test the accuracy and effectiveness of the Laplace transformation solution
associated with a linear boundary energy flux with a different total number of summation
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terms for each of the Fourier time points considered. The relative error norm values are
listed in Table 5.3 while their variations with the total number of summation terms are
visually displayed in Figure 5.3. Based on our knowledge of the behavior of modified Bessel
functions for approximation solutions, we expect that the solution accuracy will diverge at
some point with the addition of extra summation series terms. In all cases, the major di-
vergence grows with logarithmically increasing values of the independent variable (n). The
increase on this logarithmic scale has an exponential trend for each of the Fourier time cases.
Recall that in the Fourier-Bessel series, we expect that additional terms will improve the
solution accuracy and thus the limiting factor in this solution-type is the speed rather than
the accuracy. Conversely, the restrictive property in the Laplace transformation solution is
not the solution speed, but rather the solution accuracy.
Information from Carslaw and Jaeger [43] and Arpaci [44] in conjunction with our analysis
from the constant boundary energy flux problem suggests that we should expect the most
accuracy (based on relative error norms) in the short-time—Carslaw and Jaeger [43] and
Arpaci [44] recommend the Laplace transformation solution for times below Fo = 0.02, but
our previous solution suggests that we may find improved accuracy through to Fo = 0.04.
An analysis of Table 5.3 and the corresponding line plots (Figure 5.3) shows that the Laplace
transformation solutions for each of the first three time points (and the summation index
maxima considered) converges to the most accurate solution with a maximum series sum-
mation index of n = 10 (since the plot lines are shown on a log-scale, we have removed
the 0th term; for each of those shown in Figure 5.3 the 0th term produced a greater error
norm than when the maximum was n = 1). Despite these expectations, only the total
relative error norm for Fo = 0.01 is smaller than the corresponding error norms from the
long-time Fourier-Bessel solution form (Table 5.1): these error norm percentages are 1.1%
versus 2.1%, respectively.
The benefits of the Laplace transformation solution in the short-time, Fo = 0.01, are further
highlighted by considering the relative error distributions throughout the problem domain
[Figure 5.4(a)]. For radial values at or below approximately 0.6 we find error norm percent-
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ages increasing from 30 to 100%. These error norm percentages are again much better than
the error levels corresponding to the same time point in the Fourier-Bessel solution where
the respective error levels range from approximately 100 to 1E7%. The error levels in the
outer-radii for both the Laplace transformation and Fourier-Bessel series are commensu-
rate; however, the better accuracy at small radial values proves the efficacy of the Laplace
transformation solution. These accuracy differences at small radial values and similarities
toward the outer radial boundaries are better seen through a comparison of the residual
plots. Residual levels in the Laplace transform solution at small radial values approach
1E-8 and 1E-9 while those associated with the Fourier-Bessel series again oscillate with
maximum values near 0.5E-3 and -0.5E-3.
Although the relative error norms for the Laplace transformation solution [Figure 5.4(c)]
are greater than those of the Fourier-Bessel solution [Figure 4.21(b)] at Fourier time 0.02
(0.97% verus 0.86%, respectively), the Laplace Transformation solution still proves useful
as it yields more accurate results near the radial domains origin. At or below p = 0.5
we have error ranges from approximately 10 to 100%. In similar fashion to the Fourier-
Bessel series solutions, the error values close to the outer radii remain higher at the end of
the angular domain for the Laplace transformation solution (25%) [Figure 5.4(c)]. Notice
that the residual values are low throughout the inner-domain [Figure 5.4(d)]; however, they
increase in magnitude in the outer portions with particularly noticeable increases at the
end of the angular domain. Furthermore, we find that temperature values decrease with
increasing angular location throughout the region [Figure 4.22(c)]—this temperature trend
is caused by the linearly decreasing energy boundary function. Recall that the residual
errors are formed from a division by the temperatures at certain points in the region. Since
temperature levels in the early time domain will be quite small, we find that the associated
relative errors will be large. While the Laplace transformation solution is more accurate at
small radial values, the comparison of error norms between the Laplace and Fourier-Bessel
solutions at Fo = 0.02 suggests that the Fourier-Bessel series solution is on the whole more
accurate. This accuracy is due to the overall consistency of the Fourier-Bessel solution in
the outer-radial locations. Furthermore, the extreme disparity at the small radial locations
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are constricted to points very close to the origin.
The error of the Laplace transformation solution grows significantly as the solution diverges
throughout the entirety of the domain for Fourier times equal to and greater than 0.04. In
these instances, the error norm comparisons in Table 5.1 tell the complete story. We need
not further explore the error distributions.
n
0 1 2 5 10 50 100 1000
Fo
0.01 51 6.1 6.1 1.5 1.1 1.2 1.5 2.6
0.02 50 5.6 5.6 1.2 0.97 1.4 2.1 5.8
0.04 50 5.0 5.0 1.2 1.2 2.4 3.7 13
0.1 48 4.2 4.2 3.2 3.3 7.1 11 56
0.2 44 8.3 8.3 13 11 18 25 150
0.4 39 24 24 39 30 40 51 320
1 47 63 63 100 74 88 110 620
2 72 110 110 170 120 140 170 960
4 120 200 200 310 220 240 290 1600
10 320 510 510 770 550 600 700 3700
Tab. 5.3: Short-time solution relative error norm (2-Norm) (%) with increasing summation index
(n) maximum value - linear energy flux boundary case
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Fig. 5.3: Short-time solution relative error norm (2-Norm) (%) with increasing summation index (n)
maximum value - linear energy flux boundary case Fo = 0.01− 0.02
(a) Fo=0.01: Rel. error (%)
Normalized Radial Location






(b) Fo=0.01: Dimensionless residual
(c) Fo=0.02: Rel. error (%)
Normalized Radial Location







(d) Fo=0.02: Dimensionless residual
Fig. 5.4: Relative error (%) contours (left) and dimensionless residual contours (right) for short-time
solution with linear energy flux boundary conditions
It would be easy to simply reject all of the Laplace transformation solution for the square-
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root boundary energy flux case based on a comparison of the magnitudes of the error norms
to their Fourier-Bessel equivalents as seen in Table 5.1; however, an examination of the
relative error contours reveals that the Laplace transformation solution provides greater
accuracy in the small-radial domain (this is true for each of the solutions and recall this
accuracy occurs despite the fact that we were unable to complete the specific small radius
solution addressed in Section 5.2.2).
For radial values equal to and less than approximately 0.7, the short-time solution for
Fo = 0.01 developed from the Laplace transform technique is more accurate with maxi-
mum error levels at approximately 100% and minima near 25% [Figure 5.6(a)] as compared
to the respective levels of approximately 1E8% and 25% in the Fourier-Bessel solution
[Figure 4.25(a)]. Larger than these radial values the Fourier-Bessel solution is a better op-
tion. More so than the previous cases, this conclusion is nowhere more evident than when
considering the residual contour plots where the magnitude of the residuals for the Laplace
transformation solution begins to exceed 1E-3 (red) at about p = 0.7 (notice from the figure
for the Fourier-Bessel solution, the residuals vacillate and thus these accuracy comparisons
are not definite, but slightly vary based on angular location).
As seen in the Fo = 0.01 case, the overall accuracy of the Laplace transformation solution
when Fo = 0.02 is worse than that for the corresponding Fourier-Bessel solution with rel-
ative error norms of 33% and 0.89%, respectively (Table 5.4). However, the relative error
for the Laplace transformation solution at small radial values is smaller than that of the
Fourier-Bessel series solution [Figures 5.6(c) and Figure 4.25(b), respectively]. Unlike the
case when Fo = 0.01, however, we find that the area in which the Laplace transforma-
tion solution is more accurate has generally shrunk with the outer radial boundary nearly
consistently at p = 0.25. Below p = 0.25, the relative error percentage values of the Fourier-
Bessel solution grow from approximately 1000 to 10000% at the origin while the Laplace
transformation solution has error values that reach a minimum of 89% at the origin. This is
apparent with a consideration of the residual plot [Figure 4.26(d)] where the yellow region
in the Fourier-Bessel transform contour typically indicates residual levels with magnitudes
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of approximately 1E-5.
Notice that the residual levels in the Laplace transformation solution [Figures 5.6(d)] for
the radial values equal to or below 0.25 are equal to or smaller than those from the Fourier-
Bessel solution [Figure 4.26(d)]. Additionally, the Laplace transformation maintains better
levels of accuracy than the corresponding Fourier-Bessel solution for radial values greater
than 0.25 and up to nearly 0.75 in a small strip of the domain (highlighted in blue). Notice
too that this strip is present in the residual contour plot with residual levels remaining at
approximately 1E-5 (levels that are less than the corresponding magnitudes of 1E-4 coming
from the Fourier-Bessel series solution). In all, the effectiveness of the Laplace transforma-
tion solution in this case is clearly associated with its improved accuracy corresponding to
smaller radial values.
For Fo = 0.04 and above, as with the linear boundary energy flux problem, the error norms
continue to grow for the Laplace transformation solution (Table 5.1). The Fourier-Bessel
solution continues to improve in accuracy with increased Fourier times (from error norm of
0.47% and down) while the Laplace norm increases (from 33% and up).
5. SHORT-TIME SOLUTION 229
n
0 1 2 5 10 50 100 1000
Fo
0.01 34 33 34 34 34 35 36 110
0.02 33 33 34 34 34 35 39 230
0.04 33 33 33 34 34 37 51 480
0.1 31 33 33 34 35 62 12 2.0E3
0.2 28 34 34 44 48 140 280 5.6E3
0.4 28 42 43 94 100 310 570 1.1E4
1 44 77 81 230 250 710 1200 2.2E4
2 71 130 140 410 440 1200 1900 3.3E4
4 120 220 240 720 770 2100 3200 5.4E4
10 320 570 620 1800 1900 5100 7900 1.3E5
Tab. 5.4: Short-time solution relative error norm (2-Norm) (%) with increasing summation index
(n) maximum value - square root energy flux boundary case
(a) Fo=0.01 (b) Fo=0.02
Fig. 5.5: Short-time solution relative error norm (2-Norm) (%) with increasing summation index (n)
maximum value - square root energy flux boundary case (a) Fo = 0.01 - (b) Fo = 0.02
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(a) Fo=0.01: Rel. error (%)
Normalized Radial Location















(b) Fo=0.01: Dimensionless residual
(c) Fo=0.02: Rel. error (%)
Normalized Radial Location















(d) Fo=0.02: Dimensionless residual
Fig. 5.6: Relative error percentage (%) contours (left) and dimensionless residual contours (right)
for short-time solution with square root energy flux boundary conditions
5.4 Conclusions
In his work ”Some Two-Dimensional Problems with Circular Symmetry”, Goldstein [53]
identifies that while the Bessel series solution converges rapidly for moderate to large val-
ues of the Fourier time (Fo = αt/a2), it struggles to converge in the short nondimensionalized
time, thereby providing no real use to an analyst. We derive the Bessel series solution (the
long-time solution presented in Chapter 4) using a traditional separation of variables ap-
proach. As mentioned in the Introduction (Chapter 1), this is just one in an array of
techniques used to solve partial differential equations. In an attempt to form a satisfactory
short-time solution to the governing problem [Eq. (5.1)] in this chapter, we followed the
approach of previous researchers such as Goldstein [53], Carslaw and Jaeger [43], and Arpaci
[44] (to name a few) and employed the Laplace transformation technique on Eq. (5.1) so to
obtain a useful expansion approximation to the exact solution form. Unlike these previous
works, the presence of an angular variation in the fluid temperature for our problem added
a level of complexity to our methodology that demanded the use of a cosine transformation
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and the subsequent assumption of constant initial conditions in the problem. Without the
specification of constant initial conditions, the transformation back into the time domain
with an inverse Laplace transformation could not be guaranteed.
These steps worked to remove both the time and angular-dependence of the original PDE
and led to a single ODE in the normalized radial domain [Eq. (5.10)]. The solution of
the ODE [Eq. (5.24)] involved modified Bessel functions with the input
√
sa2/αp. These
functions may be rewritten in the form of Bessel functions and even possibly transformed
back into the original space; however, even in a problem without angular variations [53], the
inverse transform results in a series solution of Bessel functions and we are once again faced
with the short Fourier time convergence issue. As such, Goldstein [53] highlights that when
the Fourier time, Fo = αt/a2, is small, the input for the modified Bessel functions,
√
sa2/αp,
obtained in the transformed space may be treated as large. When these conditions exist,
the modified Bessel functions may be approximated with their asymptotic expansion ap-
proximations (see Appendix B.5). Our work used such approximations to form a solution to
the main problem formed in Eq. (3.34) that is appropriate in the short Fourier time range.
Furthermore, we incorporated an appropriate adjustment to the modified Bessel function
solution in the transformed domain to account for its behavior as the radial coordinate
approaches the origin. We left this in its general form.
Moving forward from the short-time analytical solution formulation section, we once again
used numerical studies of our problem in three boundary condition scenarios to evaluate
the effectiveness of this solution. Our evaluation of the solution performance gave insight
into the solution accuracy and speed when compared to both our finite element analysis
solution (formed in Section 4.3) and the long-time Fourier-Bessel solution from Chapter 4.
In similar fashion to our steady-state separation of variables solution, the Laplace trans-
formation approach yielded an infinite summation solution in the coefficient; however, the
addition of more terms in the summation did not guarantee greater accuracy and conver-
gence (see Appendix B.5). In fact, in this analysis, we found that our solution was most
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accurate when the total number of terms used in the series summation was small.
In our analysis, we found that given certain complexities in the linear convective boundary
conditions, the Laplace transformation solution may in fact provide a better short-time
option than the Fourier-Bessel series solution. In the simplest scenario, a constant bound-
ary energy flux, we found that the Laplace transformation solution provides more solution
accuracy through a Fourier time of 0.04. However, with increasing angular variation com-
plexity in the fluid temperature for a linear convective boundary condition (linear or square
root), the Fourier-Bessel series solution proved to be the preferred total solution choice for
Fourier times greater than Fo = 0.02 (as suggested by an array of previous researchers).
When such an angular variation is introduced in the boundary energy flux, the Laplace
Transformation solution is no longer guaranteed to have greater accuracy throughout the
entirety of the solution domain for small times. We believe that the best solutions in the
short-time will combine an intelligent selection of the Laplace Transformation solution in
the small to medium radial domain and a Fourier-Bessel solution elsewhere. Although errors
are above 5% in the small radial domain for the general Laplace transformation solution,
these numbers are far superior compared to their Fourier-Bessel counterparts (which may
be 5-7 orders of magnitude greater in size or worse in accuracy).
With our completion of Chapters 4 and 5 we have addressed the modeling and solution
of the temperature distribution within a main cable exposed to fire with open air entrain-
ment conditions. We explored solution approaches covering the general homogeneous heat
equation often used to model the most general heat transfer within a structural component
domain. The angular variation of the flux term in the nonhomogeneous linear convection
boundary term presented a new wrinkle to the problem. While our governing problem of
interest is quite general, we are missing the inhomogeneity of a source term in the heat equa-
tion—a term that generally accounts for an internal volumetric source of heat energy within
the domain of interest. While we would not expect to have such a source in a suspension
bridge main cable, Chapter 6 will present a scenario in which the entrainment conditions
change and the source term becomes an asset and, as such, we will solve the corresponding
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problem.
6. GREEN’S FUNCTION SOLUTION
6.1 Introduction
In the previous chapters, we modeled heat transfer due to open-air fires using the homoge-
neous heat equation. However, we have not accounted for the instances in which the hy-
drocarbon fuel source entrainment is affected by the proximity of the structural component
of interest. Modeling convention for compartmental fires near to a boundary approximates
the fire with an identical “virtual fire source” existing within the boundary itself (e.g., a
wall) [41, 55, 56, 57, 58]. If a fire were to exist on a suspension bridge in close proximity
to one of the main cables, it may prove useful to model the heat transfer process with a
“virtual fire source” [41] within the cable domain (in similar fashion to the compartmental
fires) where the virtual source is in the surface accounting for a finite area fire source [19].
Mathematically speaking, such an internal source adds a nonhomogeneity to the governing
partial differential equation.
The clear variability of the physical problem yields an array of potential mathematical mod-
eling formulations. As such, it would be useful to somehow provide a tool for the engineer
to address the variety of scenarios that may present themselves. The Green’s function so-
lution fits the bill as it is the exact type of mathematical tool with the “flexibility” and
power that we are seeking [46]. The Green’s function itself “describes the temperature
distribution caused by an instantaneous, local energy pulse” [46]. However, Beck et al.
[46] nicely refers to the Green’s function as a building block for the temperature distribution
that results from spatially-varying initial conditions, both spatially- and temporally-varying
boundary conditions, and both spatially- and temporally-varying volume energy generation.
The knowledge from and approach for finding the long-time solution (as seen in Chapter
4) may be applied in the determination of the Green’s function. By solving a homogeneous
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problem and using a priori knowledge of solution forms, the Green’s function provides the
user the ability to address an array of circumstances all while avoiding the arduous task
of solving and re-solving for eigenpairs or repeatedly performing complex inverse Laplace
transforms.
We begin by once again formulating the general problem as done for Eq. (3.27); however,
as opposed to our problem derivation in Section 3.1, we will assume a symmetric internal
energy source exists within the domain and is independent of time, g (r, θ, t) = g (r, θ).
This energy source affects the system through the law of conservation of energy. As such,
we add the internal heat generation, or “forcing”, term in Eq. (3.27a). Furthermore, we


























T (r, θ, t)
∣∣
t=0
≡ G (r, θ) (6.1d)
where T ≡ T (r, θ, t), α ≡ Kcρ is the thermal diffusivity of the solid, ∇
2 is the Laplacian











K, is assumed to be constant, c is the specific heat, or the amount of energy required to
raise the temperature of a unit of mass of a substance one degree, ρ is the mass-density of
the substance, a is the radius of the cable (disk) (r = a), h is the general convective heat
transfer coefficient, qrc is a general, angularly-dependent function, or qrc ≡ qrc (θ), repre-
senting the total combined incident heat flux on the surface from any external sources, and
G (r, θ) is the generalized, spatially-dependent initial conditions.
The normalization and nondimensionalization process is conducted as in Section 3.2 with




+ TNmin where vr is the normalized temperature value in
the r-dependent domain and TNmax and TNmin are the fluid temperature maximum and
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minimum values, respectively (we assign these values to the variables based on preference
here; we may also set them to other values, e.g. the melting temperature of the material




























v (p, θ, t)
∣∣
t=0
= Ḡ (p, θ) (6.2d)
where v is the normalized and nondimensionalized solution such that v ≡ v (p, θ, t), the ra-
dial dimension has been normalized and the solution has been written in terms of the normal-
ized radial dimension, p, as p = r/a, ḡ = g
(TNmax−TNmin)








and Ḡ (p, θ) ≡ G(p,θ)−TNminTNmax−TNmin .
We may now solve the problem presented in Eq. (6.2) by specifying the Green’s function
solution equation [45, 52]. However, prior to solving the general problem presented in Eq.
(6.2), we find it convenient to first determine the appropriate Green’s function. The Green’s
function, GF
(
p, θ, t|p′, θ′, τ
)
, will solve the auxiliary problem formed in the same region as

































where GF ≡ GF
(
p, θ, t|p′, θ′, τ
)
is the Green’s function representing the temperature solu-












represents the heat source formed along a line
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There are several methods that we may apply to determine the Green’s function, GF , for our
solution. In fact, Carslaw and Jaeger [43] determines the Green’s function for a very similar
auxiliary problem set on the complete angular domain (i.e., 0 ≤ θ ≤ 2π) using the Inversion
and Addition Theorems for Bessel functions; however, for the long-time solution, we find it
most straightforward to apply the separation of variables technique espoused by Özisik [45].
The long-time Green’s function will be found from the solution that satisfies both the
two-dimensional circular geometry and a set of linear convective, homogeneous boundary
conditions [the same form of those seen in Chapter 4, Eq. (4.61)] and expresses the influence
of the initial temperature throughout the domain [52]. With reference to the wording of
Özisik [45], the Green’s function of interest for our general problem [Eq. (6.2)] will be the
kernel of integration in the solution associated with the homogeneous problem (the kernel
of integration will be the integrand of the solution without the initial conditions, Ḡ (p, θ)).

























Ψ (p, θ, t)
∣∣
t=0
= Ḡ (p, θ) (6.4d)
This problem is of exactly the same form as our transient problem Eq. (4.69) from Chapter
4 with the addition of initial conditions Ḡ (p, θ). As such, we may use the solution form of
Eq. (4.86) as the general solution, i.e.





CnmJn (λnmp) cos (nθ) e
−λ2nm αa2 t (6.5)
As in the standard separation of variables approach, we determine the eigenvalues, λ2nm, by




Jn−1 (λnm)− Jn+1 (λnm)
]
+h̄aJn (λnm) = 0 for n = 0, 1, 2, ... and m = 1, 2, ... (6.6)
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We may next find the summation constants, Cnm, by applying the orthogonality of both
the Bessel and cosine functions in the initial conditions. Prior to applying orthogonality,






CnmJn (λnmp) cos (nθ) = Ḡ (p, θ) (6.7)
Application of the orthogonality of both the Bessel and cosine functions produces the doubly





0 Ḡ (p, θ) cos (nθ) dθ
]











cos2 (nθ) dθ =
 π when n = 0π
2 when n 6= 0
(6.9)
We may now rewrite the solution Eq. (6.5) with the explicit definition of the doubly infinite
summation coefficients, Cnm, as determined in Eq. (6.8),






























] Jn (λnmp) cos (nθ) e−λ2nm αa2 t
(6.10)
where the constant multiplier derived from the denominator has been left in integral form.
These terms may be evaluated for specific n and m values.
In order to determine the Green’s function, GF , we now rearrange both the order of opera-
tions and the terms of Eq. (6.10) such that we may easily identify the kernel of the solution.
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As such, Eq. (6.10) becomes





























We have presented the solution of the auxiliary problem in such a way that the kernel of
integration [45] is apparent. The kernel of integration in the solution to the homogeneous
problem (integrand without the initial conditions, Ḡ (p, θ)) represents the Green’s function
for τ = 0, i.e. GF
(














′) cos (nθ) cos (nθ′) e−λ2nm αa2 t (6.12)
We may obtain the general Green’s function, GF
(
p, θ, t|p′, θ′, τ
)
, by applying the translation
property in Eq. (6.12), i.e. replacing t for t− τ [45] such that Eq. (6.12) becomes
GF
(










′) cos (nθ) cos (nθ′) e−λ2nm αa2 (t−τ)
(6.13)
We are now left with the task of specifying the Green’s function solution equation (GFSE)
[adapted from Haberman [52]] to address our main problem of interest Eq. (6.2). The
appropriate general GFSE is























































...dl is the closed line integral on the boundary of the half-circle, n̂ indicates the
unit outward normal vector on the boundaries [solution is derived from general form from
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Haberman [52]].
We may simplify the GFSE by addressing the final term of Eq. (6.14) that considers the
boundary effects with unit normal vectors ep associated with the boundary condition Eq.
(6.2b) and eθ associated with the boundary condition Eq. (6.2c). Rewriting this term with





















































































































































































































Addressing the simplified expression from Eq. (6.15) with the substitution of Eq. (6.16)

















































We complete the GFSE and subsequently the nonhomogeneous, transient heat equation with
internal volumetric source terms, nonhomogeneous spatially-varying convective boundary
conditions, and spatially-varying initial conditions on a symmetric domain Eq. (6.2) by
substituting Eq. (6.17) into Eq. (6.14) such that













































where the problem-appropriate Green’s function, GF , is provided by Eq. (6.13), or
GF
(










′) cos (nθ) cos (nθ′) e−λ2nm αa2 (t−τ)
(6.19)
















6.2 Analysis and Discussion
As has been done in previous sections, we must evaluate the developed solution functionality
and accuracy by performing an error analysis with the sample boundary flux conditions in
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Eq. (4.99) used to replace the general energy, qnrc (θ), term in Eq. (3.34); the initial
conditions, Ḡ (p, θ), set to zero; and, notice that no volumetric energy source exists in Eq.
(3.34a), thus, ḡ (p, θ) = 0. By incorporating all of these terms, we can rewrite the solution
expression for v (p, θ, t) from Eq. (6.18) as












We may further simplify our solution to enable better evaluation and analysis of the solution
form when comparing it to the previous standard separation-of-variables (SOV) Fourier-
Bessel solution shown in Eqs. (4.91) - (4.97). Substituting the Green’s function, GF [Eq.
(6.13) or (6.19)], into the above equation [Eq. (6.21)] yields

























































































]Jn (λnmp) cos (nθ)(1− e−λ2nm αa2 t)
(6.22)
Moving forward we will evaluate new summation coefficients, Anm, for our specific problem
























The final solution of the Green’s function solution for this particular problem (6.22) takes
a form similar to that from the standard separation-of-variables (SOV) Fourier-Bessel solu-
tion. That is to say that we see a combination of two terms to form the overall solution. In
the SOV solution, we found that the combination solution was composed of a steady-state
and a transient portion. The Green’s function solution does not have a specific steady-state
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portion; rather, the solution form directly addresses the Helmholtz problem with homo-
geneous boundary conditions. As such, we see that the Green’s function solution may be
separated into time-independent and time-dependent portions. The time-dependent portion
has the familiar exponential decay; however, both portions of the solution involve Bessel
functions in the radial direction and sinusoidal functions in the angular domain. This dif-
fers from the total SOV solution where the steady-state (time-independent) portion of the
solution was formed with a sinusoid in the angular domain, but an exponential in the ra-
dial. We separate the time-independent and time-dependent portions of the solution with
a simple application of the distributive property and highlight the difference. From the
mathematical expression of the solution, we see that a portion may be designated as a
constant value. These are akin to the summation coefficients Bmj from the SOV solution
and we have labeled them as Anm. These coefficients as well as the error norms, relative
error distributions, and residual distributions once again serve as points for comparison of
the two solution forms developed from constant, linear, and square-root boundary energy
flux conditions.
We again begin our analysis by applying the constant energy flux boundary condition. As
in the SOV case, all summation coefficients when n > 0 are equal to zero [Table 6.2-6.3].
In fact, the coefficients are nearly identical in magnitude, but opposite in sign (thus, the
commentary regarding the coefficients from the SOV solution applies here as well). The
sign change of the coefficients for the Green’s function solution makes sense as the time-
dependent portion of the solution is subtracted from the time-independent portion. As we
note that the summation coefficients, Anm, are equivalent to those in the SOV solution,
Bmj , any variation in solution accuracy will only be a result of the differences in the time-
independent portions of the solutions.
In similar fashion to the SOV solution, we evaluate where the rate of accuracy improvement
begins to significantly decrease. Now having shown that the first term in the summation
does not contribute beyond when n = 0, we can evaluate the evolution of the total solution
accuracy by varying the m index and tracking the relative error norm percentage. Recall
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that the rate of improvement in the SOV, Fourier-Bessel solution accuracy began to level
off with 5 j components in the doubly infinite summation (Figure 4.15). The error norm
plots for the Green’s function solution reveal that the overall error levels also decrease with
increased Fourier time (simply look at the decrease in the maximum errors for m = 0 in
the plots for Fo = 0.01 to Fo = 10 in Figures 6.1).
As the influence of the time-dependent portion diminishes and the time-independent so-
lution portion dominates, the Green’s function solution appears to converge on a more
accurate solution. Although this trend is similar to that seen in the SOV solution, the
point at which the relative error norms begin to stabilize differs. Recall that in the SOV
solution we chose maximum values of j = 5 to be this point. In this case, the Green’s
function solution reaches similar relative error norms as those from the SOV solution with
50 summation terms instead of 5 (Table 6.1 and Figure 6.1). (Even with the additional
terms, the Green’s function solution is fast with a computational time of just 3.1 seconds).
A comparison of the relative error norm percentages reveals that the level of errors between
the SOV and the Green’s function solution are very similar for the constant energy bound-
ary flux case. On the whole, the SOV approach proves to be a bit more accurate (and we
can only expect further accuracy if we actually compared the solutions with an equivalent
number of terms in the doubly infinite summation coefficient). The accuracy discrepancy
makes sense as the Green’s functions are formed from an auxiliary homogeneous problem
and the SOV solution addresses directly the nonhomogeneous boundary conditions of in-
terest (solved with the steady-state solution).
We see that the distribution patterns of the relative error are very similar for both the
Green’s function (Figures 6.2-6.3) and the SOV solution (Figure 4.16). Aside from some of
the lines of delineation between relative error level decreases with increasing radial location,
we may be able to predict the general pattern for error distribution in the Green’s function
solution by referencing the SOV solution. That said, a direct comparison of the error norms
for Fo = 0.01 reveals that our choice of m = 50 in the Green’s Function solution should
produce a more accurate solution. This is in fact the case and easily seen in the error
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contours. Notice that throughout the domain all of the relative error percentage levels are
slightly lower than those in the corresponding SOV solution. We can attribute the slight
variations in the contours to the differences in the time-independent portions of each solu-
tion. Regardless of the variation in accuracy, the Green’s Function formed is still based on a
Fourier-Bessel SOV solution. As such, we can expect to see (and do see) inaccuracies in the
solution in the small times—particularly in the small radial locations [Figures 6.2(a)-6.2(c)].
For Fo = 1 and above [Figure 6.3(a) and above], the error patterns associated with the
Green’s Function solution are rather constant throughout the entirety of the domain with
increases existing at the edge of the radial domain. In contrast, the SOV solution develops a
linear, albeit minor, variation in error level shifts (Figure 4.16). A direct comparison of the
residual contours reveals this difference [Figure 6.3(a)-6.3(d) versus Figures 4.17-4.18]. As
time increases, the SOV solution residual plateaus below zero indicating that the analytical
solution is slightly larger than the numerical solution. This occurs because we have trun-
cated our solution—we typically expect the numerical solution to converge to the analytical
solution from above. Again, we see that the residual in the Green’s Function is reflec-
tive of the error contours in the sense that they are near constant throughout the domain.
The variation in the residuals and errors is directly attributable to the time-independent
portion of each solution. In the SOV solution, we know that the radial solution varies
exponentially, whereas in the Green’s function solution the variation is dependent on the
zeroth-order Bessel function of the first kind with multiple roots.
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Constant Linear Square Root
Fo Green’s Long Green’s Long Green’s Long
0.01 1.3 2.0 1.4 2.1 1.6 2.6
0.02 0.91 0.77 0.97 0.86 0.10 0.89
0.04 0.56 0.49 0.59 0.51 0.61 0.47
0.1 0.32 0.29 0.36 0.33 0.36 0.31
0.2 0.11 0.086 0.2 0.19 0.17 0.13
0.4 0.062 0.047 0.13 0.12 0.10 0.083
1 0.054 0.051 0.087 0.084 0.067 0.06
2 0.052 0.050 0.10 0.10 0.079 0.077
4 0.055 0.055 0.11 0.11 0.081 0.08
10 0.054 0.054 0.11 0.11 0.082 0.082
Tab. 6.1: Relative error norm (%) for the Green’s function and long-time solutions corresponding
to the respective Fourier times (Fo)
Anm
m
1 2 5 9 10
n
0 5.1 -3.3E-1 5.1E-2 1.9E-2 -1.6E-2
1 0 0 0 0 0
5 0 0 0 0 0
9 0 0 0 0 0
10 0 0 0 0 0
49 0 0 0 0 0
50 0 0 0 0 0
99 0 0 0 0 0
100 0 0 0 0 0
Tab. 6.2: Green’s function summation coefficients with increasing summation index (n) maximum
value - constant energy flux boundary case for m = 1, 2, 5, 9, and 10
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Anm
m
49 50 99 100
n
0 1.3E-3 -1.3E-3 4.6E-4 -4.6E-4
1 0 0 0 0
5 0 0 0 0
9 0 0 0 0
10 0 0 0 0
49 0 0 0 0
50 0 0 0 0
99 0 0 0 0
100 0 0 0 0
Tab. 6.3: Green’s function summation coefficients with increasing summation index (n) maximum
value - constant energy flux boundary case for m = 49, 50, 99, and 100
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(a) Fo=0.01 (b) Fo=0.02
(c) Fo=0.1 (d) Fo=1
(e) Fo=10
Fig. 6.1: Relative error norms (%) for the Green’s function solution with constant energy flux bound-
ary conditions (nmax = 0)
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(a) Fo=0.01: Rel. error (%)
Normalized Radial Location
















(b) Fo=0.01: Dimensionless residual
(c) Fo=0.02: Rel. error (%)
Normalized Radial Location
















(d) Fo=0.02: Dimensionless residual
(e) Fo=0.1: Rel. error (%)
Normalized Radial Location









(f) Fo=0.1: Dimensionless residual
Fig. 6.2: Relative error (%) and dimensionless residual contours for the Green’s function solution
with constant energy flux boundary conditions (nmax = 0) and (mmax = 50)
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(a) Fo=1: Rel. error (%)
Normalized Radial Location









(b) Fo=1: Dimensionless residual
(c) Fo=10: Rel. error (%)
Normalized Radial Location









(d) Fo=10: Dimensionless residual
Fig. 6.3: Relative error (%) and dimensionless residual contours for the Green’s function solution
with constant energy flux boundary conditions (nmax = 0) and (mmax = 50)
Unlike with the constant energy boundary flux solution, an increase in both the n and m
indices leads to improved accuracy of the Green’s Function solution for the linear energy
flux boundary condition problem. Recall that this was the case with the standard SOV
solution; however, in that instance we found that the solution converged rapidly with accu-
rate results coming from maximum summation indices of m = 5 and j = 5 whereas in this
case the accuracy evolution is far slower. Again, the summation coefficients are equivalent
to those in the SOV solution where any variation in solution accuracy will only be a re-
sult of the differences in the time-independent portions of the solutions (Tables 6.4 and 6.5).
Beginning with Fo = 0.01, the 3D bar plots [Figure 6.4(a)] displaying the variation of
solution accuracy based on the error norm percentages reveal that the Green’s function
solution has poor accuracy when the total number of series summation terms is small.
Unlike the previous case (the SOV Fourier-Bessel solution), the improvement in accuracy
6. GREEN’S FUNCTION SOLUTION 251
and solution convergence is not rapid. In the SOV solution, we chose the maximum values
of the summation indices, m and j, to equal 5 to ensure both speed and accuracy. This
selection led to an error norm of approximately 2 percent (a choice of 10 for each index
yields a 1 percent error norm). These numbers are exponentially better than the choices
with just 1 or 2 summation terms. Such an exponential increase in accuracy is not seen
with the Green’s function solution: instead we find an accuracy of approximately 2 percent
with n = 5 and m = 50 and 1.5 percent with n = 10 and m = 50. Later on, we choose
the latter number of infinite summation terms to ensure a bit more accuracy for the solution.
The relative error norms of the SOV solution (0.86%) and the Green’s Function solution
(0.97%) at time Fo = 0.02 reveals the point at which the transition to greater accuracy in
the SOV solution starts (Table 6.1). Again, the levels of the relative error at the center of
the domain for the Green’s function solution are quite high, but similar in magnitude to
those from the SOV solution [Figure 6.5(c)]; however, the Green’s function solution begins
to lose accuracy in the outer radial coordinates. As with the SOV solution [Figure 4.21(b)],
we are able to identify that the patterns of increased inaccuracies correspond mostly with
portions of the domain where we expect the temperature levels to remain low. Furthermore,
as with the SOV findings, despite low levels of the residual seen toward the maximum end
of the angular domain for Fourier time 0.02 [Figure 6.5(d)], elevated relative error levels in
these areas still exist (minimal levels of the residual do not mitigate the effects of dividing
by small temperature values in the formation of the corresponding relative errors). Thus,
the higher levels of error here correspond to the low levels of temperature in this portion
of the domain resulting from the linearly decreasing energy flux along the radial boundary
[temperatures in Figures 4.22(c) and (e)]. The error norm comparisons in Table 6.1 reveal
that, even with its use of an increased number of summation terms, the Green’s function
solution is not as accurate as the SOV solution.
Above Fourier times of 0.02, the disparity between the SOV and Green’s function solution
norms are minimal, however they still exist. In each case, the error contours [Figures 6.5
- 6.6] begin to take shape displaying a linear behavior from θ = 0 to θ = π. Except for
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Fo = 1, this trend is generally attributable to the near constant levels of the residuals [Fig-
ures 6.5(b) - 6.6(d)] and the developing linear temperature distributions throughout the
domain [temperatures in Figures 4.22(a) through 4.23(d)]. The most noticeable changes
associated with the Green’s function solution can be found at the radial boundaries where
residual oscillations are seen.
Anm
m
1 2 5 9 10
n
0 2.5 -1.6E-1 2.6E-2 9.5E-3 -8.0E-3
1 4.7E-1 -8.4E-2 1.8E-2 7.1E-3 -6.0E-3
5 5.0E-3 -1.4E-3 4.6E-4 2.1E-4 -1.9E-4
9 9.1E-4 -2.9E-4 1.0E-4 5.4E-5 -4.7E-5
10 0 0 0 0 0
49 6.1E-6 -2.3E-6 1.1E-6 6.6E-7 -6.1E-7
50 0 0 0 0 0
99 7.5E-7 -2.9E-7 1.4E-7 9.2E-8 -8.6E-8
100 0 0 0 0 0
Tab. 6.4: Green’s function summation coefficients with increasing summation index (n) maximum
value - linear energy flux boundary case for m = 1, 2, 5, 9, and 10
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Anm
m
49 50 99 100
n
0 6.7E-4 -6.5E-4 2.3E-4 -2.3E-4
1 5.4E-4 -5.2E-4 1.9E-4 -1.8E-4
5 2.0E-5 -2.0E-5 7.2E-6 -7.1E-6
9 5.9E-6 -5.7E-6 2.2E-6 -2.1E-6
10 0 0 0 0
49 1.3E-7 -1.3E-7 5.7E-8 -5.7E-8
50 0 0 0 0
99 2.3E-8 -2.3E-8 1.1E-8 -1.1E-8
100 0 0 0 0
Tab. 6.5: Green’s function summation coefficients with increasing summation index (n) maximum
value - linear energy flux boundary case for m = 49, 50, 99, and 100
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(a) Fo=0.01 (b) Fo=0.02
(c) Fo=0.1 (d) Fo=1
(e) Fo=10
Fig. 6.4: Relative error norms (%) for the Green’s function solution with linear energy flux boundary
conditions
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(a) Fo=0.01: Rel. error (%)
Normalized Radial Location















(b) Fo=0.01: Dimensionless residual
(c) Fo=0.02: Rel. error (%)
Normalized Radial Location















(d) Fo=0.02: Dimensionless residual
(e) Fo=0.1: Rel. error (%)
Normalized Radial Location







(f) Fo=0.1: Dimensionless residual
Fig. 6.5: Relative error (%) and dimensionless residual contours for the Green’s function solution
with linear energy flux boundary conditions (nmax = 10) and (mmax = 50)
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(a) Fo=1: Rel. error (%)
Normalized Radial Location







(b) Fo=1: Dimensionless residual
(c) Fo=10: Rel. error (%)
Normalized Radial Location







(d) Fo=10: Dimensionless residual
Fig. 6.6: Relative error (%) and dimensionless residual contours for the Green’s function solution
with linear energy flux boundary conditions (nmax = 10) and (mmax = 50)
We note in Tables 6.6 and 6.7 that the summation coefficients are equivalent to those in
the SOV solution and any variation in solution accuracy will only be a result of the dif-
ferences in the time-independent portions of the solutions. As opposed to diving deep into
the relative error norm values, we are able to immediately see that the convergence to the
most accurate solutions for the problem with square root energy flux boundary conditions
behaves in much the same way seen in the linear energy boundary flux condition case. We
therefore once again choose n = 10 and m = 50 as the number of terms for summation
to yield both our most accurate and efficient solution form (34 second computational time
for 1000 points) from the Green’s Function solution. As we saw with the solution in the
linear energy flux case, the solution convergence for the square root energy case improves
with increasing Fourier times. For the Fourier times of 0.01-0.04, we find that the Green’s
function solution approach in the square root energy case is less accurate than it was for
the linear boundary flux problem. Again, when Fo = 0.01 the Green’s function solution is
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more accurate than the standard SOV solution; however, this again shifts for Fourier times
greater than or equal to 0.02 (Table 6.1).
As seen previously in the linear case, the error and residual patterns for the square root
energy flux case resulting from a Green’s function solution are very reminiscent of those
associated with a standard SOV solution. The relative error percentage and residual error
distributions for Fourier times greater than or equal to 1 are very similar for the standard
SOV and Green’s function solutions. In the SOV solution approach for the square root
energy flux boundary conditions, the relative error contours begin to follow the same pattern
as the distribution of temperature throughout the domain. As seen in the linear boundary
energy flux scenario, elevated levels of inaccuracy for the Green’s function solution are
a result of the oscillating error along the outer radial boundary for the entirety of the
angular domain. These inaccuracies are a result of the failing to incorporate the exact
solution for the steady-state problem in the Green’s function solution. As time increases,
the solution approaches steady-state. In the SOV solution, our exponential term in the
radial term dominates over the Bessel function. Such a solution possibility does not exist
for the Green’s function solution and thus we are reliant on the accuracy of a Bessel series.
Gottlieb and Orszag [54] have addressed the pitfalls of Bessel function convergence in the
radial domain. As such, these inaccuracies make sense and can even be said to be expected.
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Anm
m
1 2 5 9 10
n
0 3.4 -2.2E-01 3.4E-2 1.3E-2 -1.1E-2
1 3.7E-1 -6.7E-2 1.4E-2 5.6E-3 -4.8E-3
5 7.5E-3 -2.1E-3 6.8E-4 3.2E-4 -2.8E-4
9 1.7E-3 -5.5E-4 2.E-4 1.E-4 -9.1E-5
10 -1.0E-3 3.2E-4 -1.2E-4 -6.3E-5 5.5E-5
49 2.5E-5 -9.3E-6 4.4E-6 2.7E-6 -2.5E-6
50 -2.1E-5 7.8E-6 -3.7E-6 -2.3E-6 2.1E-6
99 4.3E-6 -1.6E-6 8.1E-7 5.3E-7 -4.9E-7
100 -3.9E-6 1.5E-6 -7.2E-7 -4.8E-7 4.4E-7
Tab. 6.6: Green’s function summation coefficients with increasing summation index (n) maximum
value - square root energy flux boundary case for m = 1, 2, 5, 9, and 10
Anm
m
49 50 99 100
n
0 9.0E-4 -8.7E-4 3.1E-4 -3.0E-4
1 4.3E-4 -4.1E-4 1.5E-4 -1.5E-4
5 3.0E-5 -2.9E-5 1.1E-5 -1.1E-5
9 1.1E-5 -1.1E-5 4.1E-6 -4.1E-6
10 -7.1E-6 6.9E-6 -2.6E-6 2.6E-6
49 5.5E-7 -5.3E-7 2.4E-7 -2.3E-7
50 -4.6E-7 4.5E-7 -2.0E-7 2.0E-7
99 1.3E-7 -1.3E-7 6.4E-8 -6.4E-8
100 -1.2E-7 1.2E-7 -5.8E-8 5.7E-8
Tab. 6.7: Green’s function summation coefficients with increasing summation index (n) maximum
value - square root energy flux boundary case for m = 49, 50, 99, and 100
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6.3 Conclusions
At the start of this chapter, we hypothesized that, in certain scenarios, a fire that exists near
a suspension bridge main cable may in fact experience the restriction of free air entrainment.
This may be similar to the occurrence of compartmental fires near walls or corners which
are significantly affected by the restriction and interruption of free air entrainment. The
modeling convention in such a fire scenario considers both the ’real’ fire and assumes the
existence of an ’imaginary’ fire source in the wall with fire heights corresponding to those
of the ’real’ fire burning in open air [104, 105]. This situation is prime for modeling with
both the ’real’ and ’imaginary’ fire sources.
Such a scenario reveals itself mathematically through the conservation of heat energy and
in turn in the general heat equation whereby a source term arises. The ’imaginary’ heat
source (also known as an internal volumetric heat generation term) adds a nonhomogeneity
to the governing partial differential equation that may be addressed with a Green’s function
solution. As such, the generalized heat equation with internal volumetric heat generation
and linear convective boundary conditions with angularly-varying fluid temperature [Eq.
6.2] (nonhomogeneous in both the equation and boundary conditions) was solved with a
Green’s function solution equation (GFSE). We found the appropriate Green’s function by
solving the auxiliary problem [Eq. 6.3] formed on the same region as the main problem.
Note, the Green’s function, GF , that we found in Eq. (6.19) is not limited to use in problems
that are time-independent, but rather may address problems that have time-dependencies
in both the boundary condition terms and/or the internal volumetric heat generation terms,









Since the homogeneous problem in question was of the same form as the transient problem
previously addressed in Chapter 4, we were able to make use of the determined doubly
infinite solution form, the eigenvalues from the familiar characteristic equation, and the
application of both cosine and Bessel function orthogonality for determining doubly infinite
summation coefficients from the problem’s initial conditions in finding the solution to the
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homogeneous problem.
The final solution to the problem of interest took on a form similar to that from Chap-
ter 4—specifically, a Fourier-Bessel series solution corresponding to the Helmholtz problem
with homogeneous boundary conditions. Unlike our previous solution, however, this Green’s
function solution does not have distinct steady-state and transient portions. Instead, the
solution has a Fourier-Bessel series solution form in space (Bessel functions in the radial
direction and sinusoids in the angular domain) and a difference with exponential decay of(
1− eFo
)
in time. Any accuracy variations could be attributed to the influence of the
difference with exponential decay in the Green’s function solution as opposed to the incor-
poration of the Fourier-power series from the SOV solution.
Our general analysis revealed that the Green’s function solution required more summation
terms to reach similar levels of accuracy as compared to the SOV solution. Despite the
additional terms, the Green’s function solution proved to be computationally fast. When
equivalent numbers of summation terms for j and m were used, respectively, the SOV solu-
tion proved to be a bit more accurate as the SOV directly addressed the nonhomogeneous
boundary conditions through the steady-state solution. The residual and relative error dis-
tributions display the inaccuracies in the short-time attributed to Fourier-Bessel solutions
by Gottlieb and Orszag [54]. As the Fourier time increases to 0.4 and above, the solution’s
error patterns became constant throughout the domain with minor increases at the edges of
the domain. The error pattern difference between the SOV and Green’s function solution
is directly attributable to the steady-state and time independent portions of each solution.
A shift to an angularly-varying boundary energy function (linear or square root) requires a
doubly-infinite summation solution with maximum summation indices greater than 0 and
1 for both n and m, respectively. The doubly infinite summation solution proves to have
the same coefficients as the SOV solution coefficients and the most accurate and efficient
solution used maximum summation indices of n = 10 and m = 50. The Green’s function
solution again proved more accurate than the SOV solution only when the Fourier time
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was at or below 0.01. While the error and residual distributions for the Green’s function
solution and SOV solution grow in similarity with increasing Fourier time, we found that
slight error growth in the Green’s function solution existed at the radial domain maxima
with the additional appearance of residual oscillations at the boundaries.
The oscillating error at the outer radial points for the entire angular domain are a direct
reflection of the effects of neglecting the nonhomogeneous boundary conditions when form-
ing the Green’s function. Recall that in the SOV solution, we found a steady-state solution
whose influence grew with growing Fourier time. The pitfalls of the Green’s function solu-
tion in the long time and on the radial boundary when compared to the SOV solution are
directly related to the influence of the steady-state solution in the SOV solution formation.
The power form in the radial direction of the steady-state solution in the SOV approach
dominates over the influence of the Bessel series. The lack of a radial power form in the
Green’s function solution is responsible for the identified inaccuracies.
As mentioned previously, summation solutions involving Bessel functions are known to con-
verge slowly in the short-time case. To provide a complete solution, we must next use a
Laplace transform technique to address the auxiliary problem in the short-time, so that
we may have a robust set of Green’s functions to completely cover this problem. Such
a complete solution could incorporate both the Fourier-Bessel solution presented in this
chapter and the aforementioned Laplace transformation solution through a semi-analytical
time-stepping solution in two-dimensions [this would address the general problem Eq. (6.2)
(with general time-dependence capabilities)]. Such methods in solving time-dependent, fire
problems (transient heat conduction) have been addressed and developed in the study of
structural and compartmental fires in a number of different member types and geometries
[49, 42, 106, 40, 50]. Most of these works have been done in one spatial dimension and it is
therefore our goal to develop a solution in two spatial dimensions for the bridge engineering
community in our future work.
We have now considered all variability in the governing heat equation. This has allowed us
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to tackle an array of problem types. However, a major simplification of our fire modeling
still exists in our representation of the boundary conditions. Just as radiative flux and
entrainment conditions are contingent on variable surface conditions and fire proximity, so
too are convective flux scenarios. Up to this point, we have only considered h̄a as constant.
Of equal importance is the angular variability of the convective heat transfer coefficient
in real-world scenarios. We now turn our attention back to the basic problem addressed
in Chapter 4 and reconsider our first problem with an added angular-dependence to the
convective heat transfer coefficient.
7. VARIABLE CONVECTIVE COEFFICIENT
7.1 Introduction
If we think of the initial development of the boundary conditions from Section 3.1, specifi-
cally the convective effects of fire Eq. (3.18) and the irradiation relationship Eq. (3.19), we
recall that the combined heat transfer coefficient, h, was kept constant [see Eq. (3.20)]. As
stated in Mendes et al. [15], the coefficients of natural convection provided by Elbadry and
Ghali [30] are dependent on the surface element’s material and position with respect to the
fire. The positional-dependence of an element on the surface of a suspension bridge main
cable translates to an angular-dependence in the mathematical modeling. For the most
robust and accurate modeling, we must consider the convective interactions Eq. (3.20)
not with a constant convective coefficient, but rather with an angularly-varying coefficient.
We will address the variable convective coefficient problem in much the same way we ap-
proached the constant convective coefficient problem in Chapter 4: we will normalize and
nondimensionalize the problem, and then separate it into its steady-state and transient
parts for solution. What we find, however, is that the angular variation of the convective
coefficient removes the possibility of the use of a separation solution for the transient prob-
lem. A thorough analysis of the steady-state solution will be provided and an overview
of the pitfalls of the transient problem is also presented. We only perform our numerical
studies on the steady-state solution.
7.2 Problem Formation
Without re-immersing ourselves in the tedium of completely developing an appropriate
problem for analysis, it is sufficient for us to write the combined linear heat transfer law
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Eq. (3.20) as





− Tf (∞, θ)
]
(7.1)
where the effective heat transfer coefficient h from Eq. (3.20) has been replaced with an
angularly-varying heat transfer coefficient h (θ) such that h (θ) ≡ hconv (θ) + hirr (θ). The
introduction of the variable convective coefficient continues throughout the problem as the









= qrad (θ) + h (θ)Tf (∞, θ) + qsol (θ) (7.2)










= qvrc (θ) (7.3)
We are again interested in addressing the nondimensionalized, normalized problem. The
same steps to do so are performed as we showed in Section 3.2. The result is a nondimen-
sionalized and normalized transient heat conduction problem subjected to nonhomogeneous
linear (in the normalized temperature, v) convective boundary conditions. Written in sim-


















qvrc (θ)− h (θ)TNmin
TNmax − TNmin
]















G (p, θ)− TNmin
TNmax − TNmin
≡ Ḡ (p, θ) (7.4d)
where h̄a (θ) ≡ ah(θ)K .
We may now recall that, as stated by Haberman [52], for the separation of variables tech-
nique to apply, the partial differential equation (with n independent variables) must be
linear and homogeneous; furthermore, “we must be able to formulate the problem such that
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we have linear and homogeneous boundary conditions for (n− 1) variables”. The problem
outlined in Eq. (7.4) is linear and homogeneous; however, the boundary conditions are
only linear in the normalized and nondimensionalized temperature, v. We will outline the
steady-state and transient problems as done before in Chapter 4. Thus, if a steady-state
solution for Eq. (7.4) does in fact exist (call it vvs), then it should satisfy





+ h̄a (θ) vvs
∣∣
p=1











defined in the domain 0 ≤ p ≤ 1 and 0 ≤ θ ≤ π where vvs ≡ vvs (p, θ) and it satisfies the
boundedness condition (the solution remains finite at the origin)
|vvs (0, θ)| <∞ (7.6)
Similarly, under the assumption that the steady-state solution, vvs, exists, then the transient
solution, vvt, may be written as the difference of the steady-state solution, vvs, from the
total solution, v. Written mathematically, vvt = v − vvs. As such, the problem for the

























vvt (p, θ, t)
∣∣
t=0
= Ḡ (p, θ)− vvs (p, θ) ≡ F̄ (p, θ) (7.7d)
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7.3 Steady-State Solution
Our previous work with Laplace’s equation Eq. (7.5a) informs us as to the general form of
the problem solution [see Chapter 4]. Furthermore, Gottlieb and Orszag [107] introduced
an array of Galerkin Spectral methods for solving partial differential equations. As such,
we may guess a general solution form similar to that of Eq. (4.53) consisting of a Fourier
series approximation with the incorporation of a power form




n cos (nθ) (7.8a)
or




n cos (nθ) (7.8b)
where Dn are the infinite summation coefficients to be determined from the convective
boundary conditions Eq. (7.5b). The general solution in Eq. (7.8) satisfies the main PDE
Eq. (7.5a), the symmetry boundary conditions Eq. (7.5c), and the boundedness condition.
The boundary conditions at the outer edge of the radial domain Eq. (7.5b) where p = 1
are now satisfied by the appropriate choice of the infinite summation coefficients, Dn, for
n = 0, 1, 2, 3, ....
We now find the infinite summation coefficients, Dn, by substituting the generalized steady-
state solution Eq. (7.8) into the p-dependent boundary conditions Eq. (7.5b). Before we







n−1 cos (nθ) (7.9)
where differentiation of the infinite series is valid. We now substitute the generalized solution
Eq. (7.8b) and its derivative Eq. (7.9) into the convective boundary conditions at p = 1
































= qnvrc (θ) (7.10)








cos (nθ) = qnvrc (θ) (7.11)
In order to determine the infinite coefficients, Dn, we must remove the θ-dependence from
Eq. (7.11). As such, we take advantage of the orthogonality property of cosines: we multiply





h̄a (θ) cos (pθ) dθ +Dp
ˆ π
0







h̄a (θ) cos (nθ) cos (pθ) dθ =
ˆ π
0
qnvrc (θ) cos (pθ) dθ (7.12)
Now, Eq. (7.12) is a system of linear equations where D0, Dp, and Dn are the unknowns;
the coefficient matrix is a combination of the various integrands; and, the forcing vector is
composed of
´ π
0 qnvrc (θ) cos (pθ) dθ for variable p values. In matrix notation, we write Eq.
(7.12) as (
C0 + Cp + Cn
)
D̂ = f̂ (7.13)
where
(
C0 + Cp + Cn
)





0 h̄a (θ) dθ 0 . . . 0´ π
0 h̄a (θ) cos (θ) dθ 0 . . . 0
... 0 . . .
...´ π
0 h̄a (θ) cos (pθ) dθ 0 . . . 0

(7.14a)
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Cp =





2 (θ) dθ . . . 0
0 0
. . . 0










0 h̄a (θ) cos (θ) dθ . . .
´ π
0 h̄a (θ) cos (nθ) dθ
0
´ π
0 h̄a (θ) cos (θ) cos (θ) dθ . . .
´ π







0 h̄a (θ) cos (θ) cos (pθ) dθ . . .
´ π
0 h̄a (θ) cos (nθ) cos (pθ) dθ

(7.14c)











0 qnvrc (θ) dθ
...´ π
0 qnvrc (θ) cos (pθ) dθ
 (7.16)
respectively.
We may now simply solve Eq. (7.13) using Gaussian elimination or any other algorithm
used in the solution of linear systems of equations. The complete steady-state solution is
in fact expressed in Eq. (7.8) as




n cos (nθ) (7.17a)
or




n cos (nθ) (7.17b)
where the summation coefficients, Dn, are determined by solving the linear system of equa-
tions developed between Eq. (7.12) and Eq. (7.16).
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7.4 Transient Solution
In the previous section we assumed a separation solution form despite the presence of the
angularly-dependent convective heat transfer coefficient. A similar line of thinking and our
use of a priori knowledge derived from Chapter 4.2.2 lead us to make an assumption for the
validity of the separation of the transient solution into its temporal and spatial components,
vvt (p, θ, t) = Vvt (p, θ)χvt (t) (7.18)
Such a separation again yields the Helmholtz problem in the spatial domain where



















where λ2vt are the separation constants derived from the separation of the temporal solution,
χvt (t), and the boundedness condition is implied.
Now, based on our previous experience in Chapter 4.2.2 and our approach from Chapter 7.3
both entailing separation of variables, we expect to guess a separation of variables solution
form (Fourier-Bessel series solution) and subsequently solve for the summation coefficients
using the nonhomogeneous initial conditions. For this approach to be accurate, we assume
an uncoupled separation solution
Vvt (p, θ) = Pvt (p) Φ (θ) (7.20)



























= −h̄a (θ) (7.23)
where P ′vt =
dPvt
dp . Now, Eq. (7.23) is only possible if h̄a (θ) is constant [since each side of
the equation is dependent on distinct variables]; however, our initial assumption regarding
the general angular variability of the convective coefficient, h̄a (θ), enforces that this is not
always the case. Thus, we know a separation solution assumption is not valid and we must
proceed in a new way to address the transient problem.
In 1977, David Gottlieb and Steven A. Orzsag published “Numerical Analysis of Spectral
Methods: Theory and Applications” [54] in which they analyzed the functionality of spec-
tral methods in solving mixed initial and boundary value problems. Chapter 15 of the
work, titled Survey of Spectral Methods, outlines appropriate approaches for a variety of
problems. It is here that the authors state that “Chebyshev polynomials are much better
suited for serious numerical work than the apparently more natural choice of Bessel function
expansions in radius” [54]. Chebyshev series are typically a better choice as they: converge
faster to general functions regardless of the boundary conditions, and, in the application
of spectral-methods, allow for the application of efficient fast transform methods. For the
purposes of this work, we simply state the acknowledgement of difficulties in the transient
problem and a potential route for a later, semi-analytical solution. At this point, we move
forward to analyze the functionality of the steady-state solution proposed in Section 7.3.
7.5 Analysis and Discussion
For completeness, ease, and clarity we analyze the effects of variable convective heat transfer
coefficients that have angular distribution properties that mirror the energy flux boundary
condition angular distributions. That is to say, for a constant energy flux boundary con-
dition we will use a constant convective heat transfer distribution; for a linear energy flux
boundary condition, we will use a linear distribution for the convective heat transfer coef-
ficients; and for a square root energy flux boundary condition, we will use a square root
distribution for the convective heat transfer coefficient (visually depicted in Figure 7.1).
270
7. VARIABLE CONVECTIVE COEFFICIENT 271
3
















Fig. 7.1: Variable convective heat transfer coefficient, h̄a (θ), functions (a) constant, (b) square root,
(c) linear
In the constant energy flux and convective coefficient case, we need only consider one term
in the solution expression Eq. (7.17). In much the same way as the original problem, only
the portion of the summation term when n = 0 contributes to the solution: at this point,
cos (0) = 1 otherwise the cosine term becomes zero. When n = 0, the constant D0 = 4.84
and the remaining summation coefficients are equal to 0. This indicates that the solution
is the same as that from the original constant coefficient, constant boundary energy flux
steady-state solution case.
(a) Rel. error (%)
Normalized Radial Location








Fig. 7.2: Relative error (%) (near constant at 9.535E-5 %) and dimensionless residual (near constant
at 4.612E-6) contours for the variable convective heat transfer coefficient solution with
constant functions for both qvnrc (θ) and h̄a, (nmax = 0)
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Constant Linear Square Root
n Error Norm Time Error Norm Time Error Norm Time
0 9.5E-5 4.6E-3 1.3 8.6E-3 0.65 1.7
1 3.6E-2 1.1E-2 0.76 1.1
5 2.1E-3 1.3E-2 0.81 1.1
10 5.1E-4 2.6E-2 1.1E-3 1.1
50 2.1E-4 3.4E-1 5.9E-4 1.7
100 2.1E-4 1.6E0 5.9E-4 3.1
Tab. 7.1: Relative error norms (%) and corresponding solution computation time (sec) for the vari-
able convective coefficient fourier solution
The accuracy and results of the constant case derived from the variable convective coef-
ficient solution form reassures us that the solution expression works. We now move to
analyze the functionality of this solution expression by incorporating the linear and square
root functions for the boundary energy flux (Figure 4.1) and variable convective heat trans-
fer coefficient (Figure 7.1). In the variable convective coefficient case, we are forced to
determine the summation coefficients through a linear system of equations as opposed to
strictly leveraging the orthogonality properties of the cosine functions as done in the original
steady-state problem solution. For this reason, each solution form and the associated sum-
mation coefficients will vary based on the number of terms used. In the constant convective
heat transfer coefficient case for the steady-state problem, we examined the convergence of
the Fourier solution with a total number of summation coefficients of increasing orders of
magnitude up to n = 10000. A quick study of the error norms for the linear and square root
cases (Table 7.1) considered for the variable convective coefficient problem reveals that, in
fact, we need not look at a solution with 1000 or 10000 terms.
For each of the cases both linearly (or square root) decreasing boundary energy flux levels
and variable convective coefficients, we find that complete convergence occurs with just 51
total terms [Figure 7.3(a)] (Note that we are expressing the convergence on a log-scale and
therefore the n = 0 term is shown separately from the others in black). Additionally, the
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solution with a total of 51 terms is completed for the entire domain in only 0.34 seconds
[Figure 7.3(b)]. The coefficients associated with varying n values can be seen in Table 7.2.
The linear boundary energy flux solution converges to a relative error norm percentage of
2.1E-4 with the use of 51 summation terms (i.e., maximum n = 50). In the square root case,
this value is 5.9E-4. As with the previous solutions, the square root energy flux solution
is fast—taking only 1.7 seconds. Notice that the dimensionless temperature levels for the
linear case range between 3.9 and 4.4 while those for the square root case are near constant
20 and 21 [Figure 7.4(a) and (b)].
The first coefficient term, D0, in the summation solution is the dominant term and is nearly
two orders of magnitude larger than the subsequent term (Table 7.2). Again, the addition
of the second term drastically reduces both the error residuals and relative error percentage
values to an order of below 0.2% throughout the domain. As stated, our error reduction
plateaus after 51 terms to below 15E-4% in the domain [Figure 7.5(a)-(c)]. The error [Fig-
ure 4.9(a)-(e)] and corresponding residual distribution [Figure 4.12(b)] for this case both
take a pattern similar to that seen in the corresponding constant convective coefficient case.
Notice that the error and residual distributions are small and arbitrary throughout the do-
main when 51 terms are used [Figures 7.5(e)-7.5(f)]; this pattern is similar to that seen in
the constant convective coefficient case [Figures 4.9(a)-(c) and Figure 4.12(b)].
The error and convergence properties of the linear energy flux case are reflected in the
square root boundary energy flux case and thus we won’t show both.
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(a) (b)
Fig. 7.3: Steady-state solution properties with increasing infinite summation terms (n) for a linear
variable convective heat transfer coefficient (a) relative error norm (2-Norm) (%) (b) time
plot
Dn Maximum Summation Index, n
n 0 1 5 10 50 100
0 4.23 4.20 4.20 4.20 4.20 4.20
1 9.0E-2 9.0E-2 9.0E-2 9.0E-2 9.0E-2
2 -2.0E-3 -2.0E-3 -2.0E-3 -2.0E-3
5 8.1E-4 8.1E-4 8.1E-4 8.1E-4
10 -7.9E-6 -8.2E-6 -8.2E-6
50 -5.7E-8 -5.7E-8
100 -7.1E-9
Tab. 7.2: Summation coefficients for linear variable convective coefficient and boundary energy flux
problem
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(a) Dimensionless temp.: Linear BC (b) Dimensionless temp.: Square root BC
Fig. 7.4: Exact (FEM with 75175 nodes) steady-state dimensionless temperature distribution cor-
responding to angularly-varying boundary energy flux and convective heat transfer coeffi-
cients based on (a) linear and (b) square root functions
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(a) n=0: Rel. error (%) (b) n=0: Dimensionless residual
(c) n=1: Rel. error (%) (d) n=1: Dimensionless residual
(e) n=50: Rel. error (%) (f) n=50: Dimensionless residual
Fig. 7.5: Relative error (%) and dimensionless residual contours for the variable convective heat
transfer coefficient solution with linear functions for both qvnrc (θ) and h̄a (θ)
7.6 Conclusions
Chapters 4 through 6 thoroughly outlined solution forms for the fire problem character-
ized by convective heat transfer with angularly-varying fluid temperatures and constant
convective coefficients. Many texts [44, 43, 45] have addressed the general problem with
both constant fluid temperatures and convective coefficients (with Özisik [45] even address-
ing situations with angular variation of the temperature); however, these texts, and the
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literature in general, fail to address the problem with angular variation of the convective
heat transfer coefficient. This angular variation of the convective heat transfer coefficient
is of great importance when best attempting to mathematically represent our understand-
ing of the physical nature of fire on a suspension bridge cable. Such an angular variation
allows for one to represent the dependency of the coefficients of natural convection on a
surface element’s material and position with respect to the fire source [15, 30]. Our goal
has been to provide engineers and analysts with strong closed-form solutions to rapidly de-
termine temperature levels at any given point within a two-dimensional cable domain. The
semi-analytical closed-form solution addressing the angular variation of the convective heat
transfer coefficient will provide engineers more versatility in their analyses and a greater
opportunity to obtain temperatures stemming from complex service-like conditions without
immediately turning to in-depth numerical simulations and finite element analyses.
We formed the necessary problem in much the same way we did in Chapter 3; however,
we rewrote the linear convective heat transfer law with an effective angularly-varying heat
transfer coefficient that represented the combination of the angularly-varying heat transfer
coefficients associated with a fire’s convection and irradiation. We were able to formulate
the main problem such that we had linearity in the normalized and nondimensionalized
temperature and homogeneous boundary conditions for (n− 1) variables.
With our knowledge of the steady-state solution to the constant convective coefficient case
and the findings for spectral solutions from Gottlieb and Orszag [107], we guessed that the
general solution consisted of a Fourier series with radial power form. We applied a cosine
transformation to the boundary conditions at the outer radial location to remove the angu-
lar dependence of the equation and then solved the remaining linear system of equations for
the infinite summation coefficients. Unfortunately, we were able to identify the pitfalls of a
separation of variables approach in addressing the transient solution; however, by acknowl-
edging the support of spectral methods and Chebyshev polynomials by Gottlieb and Orszag
[54] we have a jumping-off point from which to attack the transient problem in future works.
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Our analysis of the steady-state solution to the variable convective problem was done much
in the same way as those analyses conducted in Chapters 4-6; however, instead of using
constant convective heat transfer coefficients, the behavior of the convective heat transfer
coefficients in each sample problem mirrored the energy flux boundary condition function
with constant, linear, and square root form. The constant case essentially acted as a check to
compare with the first steady-state problem addressed in Chapter 4. We indeed found that
our variable convective coefficient summation solution and our steady-state SOV summa-
tion solution had the same summation coefficient, temperature level distribution, solution
accuracy, and residual distribution throughout the domain. This assured us that our solu-
tion worked and allowed us to confidently continue to the final two cases.
As stated previously in Section 7.5, in the variable convective coefficient cases, we were
forced to determine the summation coefficients through a linear system of equations as op-
posed to strictly leveraging the orthogonality properties of the cosine functions (as done in
the original steady-state problem solutions). Unlike in the SOV solution, the variable con-
vective coefficient solution did not require us to consider summation solutions with upwards
of 1000 or 10000 terms. Instead, the accuracy of each solution plateaued much quicker with
the linear and square root cases needing only 51 terms. Additionally, these solutions were
quite fast with 1000 evaluations occurring in less than two seconds for each case.
The accuracy levels found in each scenario assured us that our approach to the variable con-
vective coefficient problem is solid and provides fruitful results in the steady-state. However,
as we mentioned earlier, the angular variation of the convective heat transfer coefficient cre-
ates significant issues for the solution of the transient problem. Again, while we are not able
to solve the transient problem with a typical separation approach. We now have a jumping
off point for future theoretical work.
8. CONCLUSIONS
The shift in conservatism of bridge design and the increased role of ground transportation
in the movement of flammable and spontaneously combustible (pyrophoric) materials has
our bridge systems more vulnerable to fire effects than anytime before. This threat is quite
possibly nowhere more dangerous than in the main cable of suspension bridges. Acting
as the main tension load bearing element of a suspension bridge, the non-redundant main
cable systems are both essentially irreplaceable and plagued by vulnerability to corrosive
degradation and potential exposure to fire. And yet, while the threat of fire to these cables
and the transportation infrastructure system as a whole is real and seemingly obvious, the
fire resistance of major transportation infrastructure remains an under-codified and under-
studied area.
Thus, in this dissertation, we sought to thrust the issue of suspension bridge vulnerability
to fire into the spotlight of the engineering community by robustly yet simply addressing
the issue of fire hazards and the associated heat transfer/heat conduction problems within
a main cable. We used this work to properly model the heat energy transfer from fire to
the main cable by incorporating techniques derived from the fire engineering community.
Following a full-scale fire resistance analysis of a main cable, we then worked to provide
the bridge engineering community with simplified two-dimensional heat transfer models ap-
propriate for conservative estimates on the temperature distributions within main cables
exposed to the aforementioned heat energy transfer processes of fire. Without a strong
code and set of guiding modeling principles, the tendency in the work of the community
has been to model vehicular hydrocarbon fires using either temperature-time curves from
other areas or complicated computational fluid dynamics solutions. Following the fire mod-
eling, researchers typically find the fire resistance for a component of interest—consisting
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of determining the temperature distribution and corresponding strength profile—by using
numerical solutions such as the finite element technique. We were most concerned with
providing the engineer and researcher a work that explained the heat energy transfer pro-
cess from fire and highlighted the potential severity of this loading source on a main cable.
Furthermore, we sought to provide simple two-dimensional analytical tools that the engi-
neer may use to predict the temperature distribution within a main cable under any given
scenario and at any given time. Such two-dimensional tools are seen throughout the world
of structural building fire analyses and are strong indicators for the potential failure times
of structural components.
Our technical work began in Chapter 2 in which we applied proper energy flux modeling
conventions for large hydrocarbon fire to suspension bridge main cables, and subsequently
performed a temperature-dependent thermal-mechanical analysis on a three-dimensional
cable to determine the failure time of a main cable exposed to three different fire expo-
sure scenarios. We used our findings from the fire engineering community to advance the
high-temperature modeling work of Main and Luecke [2] to consider fire effects. In simi-
lar fashion to the work done by Mendes et al. [15], by directly modeling the heat energy
transfer from fire through radiative and convective flux we avoided using temperature-time
curves and any potential complications that may arise from their use. Our use of solid flame
radiation models allowed us to consider variable fuel type and geometric consideration for
hydrocarbon fires using well established conventions from the fire engineering community.
Furthermore, the community’s use of energy flux conditions will prove to be extremely use-
ful as it allowed us to model the energy transfer from a fire using linear convective boundary
conditions. Such boundary conditions lay the groundwork for the ability to determine tem-
perature distributions analytically.
Using the established fire modeling techniques derived from the fire engineering commu-
nity, we then focused on assessing the fire resistance of a sample main cable complete with
temperature-dependent material and strength properties exposed to three fire loading sce-
narios. We assessed the fire resistance of the main cable structure in each of the scenarios by
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performing an uncoupled thermal-mechanical analysis. Like Main and Luecke [2], we found
the three-dimensional time-dependent temperature distributions within the main cable do-
main using the finite element method and subsequently evaluated the associated mechanical
strains using an analytical form. However, unlike Main and Luecke [2] we added an iterative
algorithmic approach to evaluate the strains corresponding to the thermal loading and any
of the associated wire failure effects. Our work revealed that under a maximum failure strain
analysis, when partially exposed to a cylindrical solid flame radiation model with a 10 m di-
ameter and characterized by average fuel emissivity properties, a main cable reaches critical
temperature levels leading to progressive failure after a long period of exposure. However,
if the cable is fully engulfed in a fire with the same properties (assuming no change to
emissivity based on entrainment scenarios), the increase in thermal temperatures will lead
to catastrophic progressive failure of the wires and therefore total failure of the cable after
approximately one hour of exposure. What may be more concerning is that this collapse
occurs just minutes after the first signs of yield in the exterior cable wires. This iterative
thermal-mechanical analysis technique for evaluating fire effects is novel to the suspension
bridge engineering literature. Its application is eye-opening in revealing the severity that
the issue of fire may play in the strength reduction of these paramount structures.
While the thermal-mechanical analysis was somewhat straightforward to perform, in a de-
sign or simplified analysis scenario we would typically like to avoid complex numerical anal-
yses (e.g. finite element analyses). Given the assumed size of the large pool fires, our work
revealed that end effects are not major contributors to the heat transfer analysis at the most
vulnerable portions of an exposed cable. As such, a two-dimensional heat transfer analysis
would also be adequate at the center of the cable portion exposed to fire. Furthermore, our
comparison of results for the temperature distribution found within a cable cross-section
modeled with temperature-dependent vs. temperature-independent thermal properties lay
the foundation for solving the appropriate heat equation in closed-form. That is to say, we
found that the use of temperature-independent thermal properties of the material led to
slightly more conservative strength results of the main cable.
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As such, the remainder of our work focused on providing theoretical, closed-form solu-
tions to the heat transfer problem in a two-dimensional circular domain with temperature-
independent material properties and boundary energy flux terms stemming from the radia-
tive and convective processes defined in Chapter 2. Recall, the two-dimensional analysis is
generally-accepted practice for structural fire design [1]. The majority of two-dimensional
problems addressed in fire engineering consider domains that have distinct boundaries ex-
posed to constant thermal loading conditions in space. When researchers have considered
circular boundaries of structural components, they have typically assumed that the impend-
ing flux or imposed temperature levels are uniform. The main cable of a suspension bridge
presented a unique circumstance as, in the case of partial fire exposure, we had to consider
linear convective boundary conditions with spatially varying flux values along the circular
domain boundary. As we mentioned, this problem is not common in heat transfer analyses
and has only been briefly addressed in classical texts (in fact, only the steady-state prob-
lem was presented in an easily digestible fashion). With this motivation, we determined
closed-form solutions to predict the temperature distribution within a main cable for three
potential scenarios engineers may face with regard to in-service fire conditions.
The first problem we addressed assumed that a cable was exposed to fire (either fully or
partially) with open air conditions (outlined in Chapter 3). The temperature distribution
within the main cable was governed by the homogeneous heat equation and assumed linear
convective boundary conditions with angular flux variations around the cable and spatially-
varying initial conditions. These boundary conditions corresponded to the angularly-varying
radiative and convective fluxes (with constant convective heat transfer coefficient) surround-
ing the main cable as determined in Chapter 2. The heat energy flux distributions were
found to be nearly symmetric around the cable domain. We therefore took advantage of
these symmetry conditions and considered only half of the cable cross-section in our anal-
ysis. As in many heat transfer studies, we sought to further simplify and generalize the
solution by normalizing and nondimensionalizing the problem before solving it using the
separation of variables technique. The normalization and nondimensionalization process
not only allowed for the removal of scale for the solution, but it also alleviated any difficul-
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ties that we may have had due to said scales in determining key mathematical components
such as the eigenvalues.
Thus, in Chapter 4 we used the classic separation of variables (SOV) technique to solve
the simplified and generalized problem thereby finding a solution that consisted of both a
steady-state and a transient component. The steady-state solution was an infinite Fourier-
Power series summation (Fourier component consisted only of cosines) while the transient
solution was a doubly infinite Fourier-Bessel series summation (again with only a cosine
component for the Fourier portion) with an exponential decay in time. The SOV solution
was thoroughly tested by considering the time-dependent temperature distributions result-
ing from boundary energy flux conditions with constant, linear, and square-root angular
variation forms. A comparison to a finite element analysis performed on a finely-meshed
domain revealed that the SOV solution was significantly faster than its numerical counter-
part and extremely accurate without requiring a large number of summation terms.
As had been identified by past researchers, the accuracy of the Fourier-Bessel solution
found in Chapter 4 improved with increased Fourier time yet struggled to converge in the
short-time period (we therefore referred to the SOV solution colloquially as the long-time
solution). The struggles of the long-time solution therefore set the stage for the short-time
solution as established in Chapter 5. Addressing the same homogeneous heat equation with
linear convective boundary conditions defined by angularly-varying flux terms, we applied a
series of transformation techniques to determine a solution that was accurate in the short-
time, thereby filling in the gaps of the long-time solution and providing a complete and
accurate solution. As we said at the end of Chapter 5, the presence of an angular variation
in the flux terms added a level of complexity to our methodology that demanded the use of
a cosine transformation and the subsequent assumption of constant initial conditions in the
problem. A cosine transformation followed by a Laplace transformation of the problem out-
lined in Chapter 3 resulted in a differential equation for analysis. This equation was solved
with a modified Bessel function; however, the necessary inverse Laplace transformation of
the modified Bessel function would result in a series solution of Bessel functions and we
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would be faced with our initial issue. As such, we showed that, for the specific time period
of interest, an asymptotic expansion approximation of the modified Bessel function resulted
in an accurate inverse transformation solution. We found the final short-time solution to
be an exponential series with a cosine angular variation term.
Just as with the SOV solution, we measured the accuracy and speed of our short-time trans-
formation solution with respect to the finite element analysis introduced in Chapter 4 for
three different boundary condition functions. The error analysis proved that the Laplace
transformation solution was most accurate when the number of terms in the summation
solution is small (this also served to ensure a short computational times) and the Fourier
time is less than or equal to 0.02. We further found that an increase in the complexity of
the angular variation of the boundary energy flux term reduced the guarantee of a highly
accurate solution throughout the entirety of the domain for these small times. These re-
sults were better than the corresponding Fourier-Bessel solutions which on average were
5-7 orders of magnitude greater. Thus, with these analyses, we found that a rapid analyt-
ical solution to the problem of a two-dimensional main cable exposed to fire with open-air
entrainment conditions is best formed with a combination of the long-time and short-time
solutions formed in Chapters 4 and 5, respectively.
Now, we were satisfied with the completion of this analysis based on a somewhat standard
open-air entrainment scenario; however, our literature review revealed that in structural
building fire analyses the proximity of the fire, and specifically the fuel source, to the
structural component of interest can affect the entrainment conditions and the problem
formulation must reflect this fact. Such entrainment conditions and the proximity of the
fire to the component are modeled using an imaginary heat source within the domain of
interest. We considered this type of scenario for a suspension bridge main cable in Chapter
6. Mathematically speaking, the virtual heat source was modeled with an internal volumet-
ric source in the governing heat equation, i.e. the main problem was transformed from the
homogeneous heat equation to the nonhomogeneous heat equation. The inhomogeneity of
the source term in the governing partial differential equation can not be accounted for with
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a separation of variables technique. Instead, we addressed the variability of the problem
with a Green’s function solution. Our goal in Chapter 6 was to develop a Green’s function
solution to determine the temperature distribution within a suspension bridge main cable
resulting from a problem defined by the spatially–varying boundary conditions previously
considered, as well as a spatially-varying volume energy generation.
We first introduced the internal energy term in the governing heat equation at the start
of Chapter 6 and performed the normalization and nondimensionalization process. The
Green’s function was subsequently formed using an auxiliary problem—a homogeneous
heat equation—defined on the same region as the main problem. We were able to use our a
priori knowledge from Chapter 4 to determine the Green’s function through the separation
of variables method. Having determined the problem-specific Green’s function, we were
then able to determine the total problem solution by making use of the Green’s function
solution equation. As such, the Green’s function solution for the main problem of Chapter
6 was the product of a Fourier-Bessel series solution (directly associated with the transient
portion of the problem solved in Chapter 4) in space and the difference of an exponential
decay in time from unity.
As with the previous chapters, we analyzed the speed and efficacy of the solution in the
second half of the associated chapter using the same three energy flux boundary conditions.
The Green’s function solution required a larger number of terms to achieve equivalent levels
of accuracy to that of the long-time solution from Chapter 4. And yet, despite the necessary
increase of terms needed in the summation solution, the Green’s function solution was still
computationally fast compared to the finite element analysis. As we used a separation of
variables solution to obtain the Green’s function, we expect the Green’s function solution to
be more accurate in the long Fourier time. While we did not specifically find a short-time
Green’s function in the way we found a short-time solution in Chapter 5, we did find that
the general Green’s function solution was slightly more accurate than the standard sepa-
ration of variables solution in the very short-term. However, due to the lack of a specific
steady-state solution (we form the total solution from the difference from unity as opposed
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to a steady-state solution like in Chapter 4), the Green’s function solution loses a bit of
accuracy in the long-time scale.
Despite losing a bit of accuracy due to its formation, the Green’s function solution we derived
provides the ability to manipulate the Green’s function solution equation to address an array
of circumstances. The Green’s function proves to be a useful tool as it gives the engineer the
ability to use one solution form in a variety of problems all while avoiding the arduous task
of solving and re-solving for eigenpairs or repeatedly performing complex inverse Laplace
transforms. In the mathematical community, the Green’s function has been determined for
a variety of problems; however, our work addresses an angularly-varying flux term. Further-
more, with respect to the fire engineering community, the use of Green’s function solutions
for circular domains are typically in one-dimensional problems with time-dependent bound-
ary conditions. Although the boundary conditions considered here are time-independent,
our solution addresses the two-dimensional problem with spatially-varying boundary flux
conditions. This is a novel contribution to the field and sets the groundwork for future
theoretical research incorporating time-dependent boundary terms.
Thus far, our analytical work has been motivated by the fact that most thermal analyses
for structural components exposed to fire consider constant thermal loading or structural
members with discrete surface portions (e.g. I-beams with distinct sections considered indi-
vidually permitting a superposition solution). That said, the main cable in two-dimensions
has a continuous surface that may be partially exposed to fire. As such, we have considered
angular variations of the heat energy flux throughout our theoretical analyses. However,
from the beginning of our work we have considered a constant, effective convective heat
transfer coefficient. Recall, in Chapter 2 we made mention of the fact that convective heat
transfer coefficients are in fact locally-varying. That is, the convective heat transfer co-
efficient may vary along the surface of the solid domain of interest due to variations in
temperature, fluid properties, and even changes in the surface properties. This problem has
not been tackled in the fire engineering literature—and, as far as our literature review led
us, nor has it been well addressed in standard heat transfer literature. For completeness,
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Chapter 7 therefore considered the original problem outlined in Chapter 3 but with an
angularly-varying convective heat transfer coefficient in addition to the angular variations
of the energy flux terms in the linear convective boundary conditions.
We were able to formulate the main problem such that we had linearity in the normalized
and nondimensionalized temperature and homogeneous boundary conditions for (n− 1)
variables. Using a priori knowledge from Chapter 4, we assumed the existence of a steady-
state solution and guessed the general solution of a Fourier series with radial power form.
In order to remove the angular variation of the convective heat transfer coefficient, we were
forced to apply a cosine transformation to the boundary conditions at the outer radial lo-
cation and subsequently solved the remaining linear system of equations (using Gaussian
elimination of any other appropriate algorithm) for the infinite summation coefficients. Un-
fortunately, neither an analytical nor semi-analytical approach were feasible in addressing
the transient problem. Fortunately, however, we were able to identify the pitfalls of a sepa-
ration of variables approach in addressing this portion of the problem and further identified
suggestions from previous researchers as to methods for considerations; specifically, we men-
tioned the efficacy of spectral methods and Chebyshev polynomials.
As with our other solutions, this Fourier series solution to the steady-state problem with a
variable convective heat transfer coefficient was tested under three different scenarios and
compared to the corresponding finite element analyses. The angular variation of the con-
vective heat transfer coefficients corresponded to each of the three angular variations of the
heat energy fluxes. That is, we considered both the heat energy fluxes and the convective
heat transfer coefficients to show a constant, linear, and square-root behavior. The con-
stant case was used as a control for comparison to the corresponding solution outlined in
Chapter 4. Indeed, we found the two solutions to correspond quite nicely and this therefore
gave us confidence in our solution approach. In the cases of the linear and square-root
boundary energy flux variations, the solution plateaued quickly without the requirement of
many terms. As such, the solution evaluation is extremely fast. Our steady-state solution
therefore had a somewhat constant quality to it. Fortunately, we found that the accuracy
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levels for our solution were strong when compared to the finite element analyses and we can
be confident in the benefits of the solution given this accuracy level and its overall ease of
use and speed.
Thus, as we stated in Chapter 7, our goal was to provide engineers and analysts with strong
closed-form solutions to rapidly determine temperature levels at any given point within
a two-dimensional cable domain. The semi-analytical closed-form solution addressing the
angular variation of the convective heat transfer coefficient will provide engineers more ver-
satility in their analyses and a greater opportunity to obtain temperatures stemming from
complex service-like conditions without immediately turning to in-depth numerical simula-
tions and finite element analyses. In fact, each of the solutions that we have constructed
may serves as a great tool to engineers. We are providing researchers with fast, accurate
solutions that may be easily customized to a variety of problems. Furthermore, the analyt-
ical solutions may be used to extract data from exact points within the domain of interest
without having to endure the tedium of forming a numerical solution and running a full
analysis to simply consider a single temperature value (not to mention said temperature
value may be approximated by an interpolation). If more complex solutions are desired,
our analytical work will provide researchers with a point of reference to ensure that their
preliminary numerical solutions to the weak form of a given problem correspond nicely to
the corresponding strong-form solutions.
9. FUTURE WORK
While our full cable study and two-dimensional modeling are thorough and complete, they
have by no means exhausted the analysis of fire effects on suspension bridge main cables.
Opportunities for further improving our own work and advancing the field have presented
themselves both in this work and in the associated/cited research. Garlock et al. [4] have
identified fire scenarios, experimental studies, and materials as several of the areas of bridge
fire resistance that require further consideration from the bridge engineering community.
In fact, we can contribute to the community by expanding our work here experimentally,
numerically, and theoretically.
As we highlighted in Chapters 1 and 2, Main and Luecke [2] addressed the effects of high-
temperature loading on suspension bridge main cables through a computational model in
which the cable surface temperatures were directly assigned. Our work in Chapter 2 ad-
vanced the study by introducing full-scale modeling of the energy transfer from large hydro-
carbon pool fires and subsequently evaluating the fire resistance of a main cable. We may
further our work by further acknowledging the heat transfer coefficients affecting the surface
of the main cable. We have considered the emissive power of the fire and the transmissivity
of the intervening medium between the fire and the cable; however, we did not incorporate
the emissivity of the cable surface itself (we consider its emissivity to be one). We may
adjust the problem by incorporating the reduction of the radiative heat transfer due to the
actual emissivity of the main cable. Furthermore, due to the elevated levels of fire tempera-
tures, the cable emissivity and the convective heat transfer coefficient defined at the surface
will have temperature-dependencies as temperatures increase. Future work should account
for such temperature-dependencies in the same way we account for temperature-dependent
material properties.
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While both our work and that of Main and Luecke [2] have forwarded the field in modeling
high-temperature/fire scenarios and determining their effects on main cables, no experimen-
tal verification exists for the temperature and strain distributions associated with either set
of assumed boundary conditions. In fact, we may significantly contribute to the field by
incorporating the effects of the interstitial wire spaces in our study and then incorporating
the proper material behavior. We can get a better sense of both aspects by performing a
series of experimental tests to address the entirety of the problem. Just as Main and Luecke
[2] stated, “additional research is required to verify the methodology through testing”.
We may start with the most fundamental component of the main cable: the high-strength
steel wire. You will recall that in Chapter 2 we modeled the high-temperature steel wire
properties using the models presented by Main and Luecke [2]. Unfortunately, Main and
Luecke [2] highlighted that “no data exist on the high-strength properties of suspension
bridge cable”, and subsequently approximated the high-temperature material and strength
wire behavior using phenomenological models derived from high-strength steel bolts and
building column data. That said, we may advance the field by performing experimental
analyses to determine the effects of fire on the material properties of the high-strength,
high-carbon bridge wires.
An in-depth literature review on the processing and composition of the steel as well as associ-
ated single-wire experimental investigations may be aimed at determining the temperature-
dependence of the material composition, grain structure, stress-strain relationship, thermal
conductivity, and specific heat. With potentially long exposure times (as mentioned in
Chapter 2), it will become important to acknowledge and understand the effects of high-
temperature creep. These effects are often difficult to model and incorporated in the phe-
nomenological stress-strain laws, thus such testing and consideration will provide a unique
look into the behavior of the high-strength steel bridge wire. In addition to the areas that we
have previously made mention of, we may also evaluate the residual stresses in a tensioned
wire that has been heated, but not pulled to failure. Finally, we may perform a finite el-
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ement analysis so to best understand how to properly model the high-temperature behavior.
We may progressively build in experimental testing to fully understand the behavior of a
main cable subjected to in-service stresses and fire loading. After determining the behavior
of the individual wire under high-temperatures, we may move to evaluate to behavior of a
strand of wires. Creating a small-scale strand—whether it be 7, 19, 61, or 127 wires—and
testing it under both thermal and mechanical loading will serve to reveal the heat transfer
and load redistribution patterns within the main building blocks of a main cable. Further-
more, while both we and Main and Luecke [2] ignore the inter-wire frictional effects for
the purposes of our analyses, we must acknowledge their presence if we want to forward
the field. As such, we may advance our understanding of the inter-wire relationship by
invoking the work of Noyan et al. [61]. That is to say, we may study the strain transfer
of a fully-loaded 7-wire strand exposed to high temperatures using the neutron diffraction
technique.
Finally, we may test the effects of fire on a main cable by taking advantage of the full-scale
mock-up cable specimen in the Carleton Laboratory at Columbia University. We may load
this main cable and subsequently expose it to a variety of fire scenarios ranging from par-
tial to full-exposure using industry standard gas lamps. By collecting data from a fully
instrumented main cable with both surface and embedded sensors (high-temperature ther-
mocouples), we will understand the time-dependent temperature distribution and effective
thermal properties of a full-scale main cable. These effective properties will reveal the ef-
fects of the interstitial spaces on the heat transfer within the cable domain. Furthermore,
by considering the corresponding temperature distribution and combining it with the re-
sults from the investigation on a single wire as well as a single strand, it will be possible to
estimate the value of the residual strength of a cable subjected to fire.
The full-scale cable test will also allow us to evaluate the functionality of our analytical
solutions in a real-world scenario. With a fully-instrumented cable we can compare the
internal temperature distributions. Checking our work will be twofold. First, we will use
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our detected temperatures in conjunction with our analytical solution to determine the ef-
fective thermal properties of the cable, specifically the diffusivity (which is a function of
specific heat, thermal conductivity, and density). Next, to ensure that the applied radiation
model associated with the heat lamps is accurate we must compare the input energy flux
from fire community modeling to that determined by the adiabatic temperature technique
established by Ingason and Wickström [22] and Wickström [23]. This will provide us with
redundancy in determining the input energy levels.
We now move on to address future numerical modeling. Recall, in Chapter 2, we confirmed
the accuracy of the mechanical strains derived from the analytical solution by comparing
them with strains determined using a 19-wire finite element model. The entirety of our work
ignored the effects of interstitial spaces and inter-wire friction [similar to that of Main and
Luecke [2] with regard to the frictional effects]. Our future numerical work will incorporate
the effects of interstitial spaces on heat transfer and the interwire frictional forces as studied
by Noyan et al. [61] and modeled by Waisman et al. [60].
Additionally, although it is implied based on their studies, the work of Montoya et al. [59]
incorporated the stochastic strength profile of a main cable established by Shi et al. [11]. As
we are concerned with the deleterious effects of corrosion, we too must be sure to incorporate
such wire strength degradations so to account for their effects on the fire resistance of an
in-service main cable. Furthermore, we consider the thermal problem to be deterministic,
but in fact, we can consider the stochastic nature of the thermal properties of the materials
(for instance, we know the thermal conductivity is microstructure-dependent and will vary
from wire to wire).
Lastly, we address the opportunities present in advancing the analytical/semi-analytical
solutions to the two-dimensional problem. Although we have compared the model results
to those from an associated finite element analysis, we can continue to implement a more
robust verification and validation methodology to ensure the model is sufficiently accurate
and credible for industry use. Our initial steps and analysis have verified the logic of our
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models in the context of a heat transfer analysis for a main cable exposed to fire and have
also highlighted the reasonableness of the results in a variety of scenarios. We may now
validate the accuracy of the model as a representation of the real system with a sensitivity
analysis. As we mentioned above, both the heat transfer coefficients and the material prop-
erty inputs affect the heat transfer within the main cable domain. Further validation will
test the accuracy of the model solutions (and the necessary number of summation terms) in
the face of uncertainty or variations in such inputs. By performing a thorough sensitivity
analysis we can better understand those input values which will have the greatest effect on
the accuracy of the temperature outputs.
We hope that such a sensitivity analysis can be applied to a complete solution addressing
the problem involving angular variations in the convective heat transfer coefficient as well.
Recall, in Chapter 7, we identified difficulties in using a separation solution when solving the
transient portion of the problem with angularly-varying convective heat transfer coefficients.
During an extensive literature review, we found that Gottlieb and Orszag [54] analyzed the
functionality of spectral methods in solving mixed initial and boundary value problems.
In a separate work, we attempted to employ a spectral method by incorporating Bessel
functions for the solution in the radial domain and yet, our solution struggled to converge.
However, Chapter 15 of Gottlieb and Orszag [54], titled “Survey of Spectral Methods”,
outlines appropriate approaches for a variety of problems. It is here that the authors state
that “Chebyshev polynomials are much better suited for serious numerical work than the
apparently more natural choice of Bessel function expansions in radius”. Chebyshev series
are typically a better choice as they: converge faster to general functions regardless of the
boundary conditions, and, in the application of spectral-methods, allow for the application
of efficient fast transform methods. Thus, although spectral methods are a semi-analytical
to numerical solution, it seems that, given the problem-type, boundary conditions and
the suggestions of Gottlieb and Orszag [54], a Chebyshev-series may provide an appropriate
solution form for the transient problem of Chapter 7. This solution will require a coordinate
transformation; however, the benefits of determining a total solution may be of great use
to a much broader audience than simply that of the bridge engineering community.
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A. APPENDIX: FULL CABLE ANALYSIS
A.1 Fire Modeling
A.1.1 Fire Modeling: Radiation
It is necessary to model the heat transfer process of a hydrocarbon fire based on the extensive
studies conducted by fire engineers such as Modak [62], Mudan [29], Mudan and Croce
[27], and DiNenno et al. [19]. In fact, Mendes et al. [15] did just this as they addressed
the risks that cable-stayed bridges faced with regards to hydrocarbon pool fires existing
on ships below a bridge’s deck. In their work, Mendes et al. [15] detail the heat transfer
process between a large, sooty hydrocarbon fire and the surrounding environment to a bridge
deck as a process with energy flux contributions from fire radiation (qrad), fire convection
(qconv), thermal irradiation on the deck surface (qirr), and solar radiation (qsol). The most
significant heat transfer effects in hydrocarbon fires come from radiation. A hydrocarbon fire
is typically assumed to consist of a flame that is a solid, gray emitter [27] where the radiative
heat flux (heat transfer due to radiation) of a fire is governed by three major factors: “the
geometric characteristics of the fire (dimensions and burning rate); the radiative properties
of the fire (depending on fuel type and flame temperature); and the radiant intensity at
a given location (function of the atmospheric absorption, geometry, and location of the
structure relative to the fire source)” [15, 27].
A.1.1.1 Radiation: Geometric Characteristics
Many experimental studies have been conducted and used in the literature addressing the
geometric characteristics of large hydrocarbon fires [e.g., Mudan [29], Thomas [108], Moor-
house [63]]. Predicated on a solid flame radiation model (described later), the literature
typically assumes a large hydrocarbon fire consists of a solid, gray flame with a well-defined
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shape, such as a cylinder or tilted cylinder [27]. The geometry is further defined by fire
diameter, visible flame height, and flame tilt where the base diameter of the fire is set by the
confinement conditions and the flame height is equal to the length of the visible fire plume
[65]. In considering such fires with circular bases, many studies correlate the diameter of
the fire to the mean visible height of the turbulent diffusion flames (flame with turbulent
flow in which the oxidizer combines with fuel by diffusion) by incorporating the effects of
both the fuel sources and the wind conditions (if necessary). Consider Figure A.2 as an
example of a well-defined cylindrical fire with radius rFi (and therefore call the diameter
DFi where DFi = 2rFi) and flame height hFi.
For a wooden crib fire (wooden lattice experimentally tested) modeled as a circular fire,











where hFi is the average height of the flames (m), DFi is the diameter of the pool (m), ṁ
′′
is the mass burning rate per unit pool area (kg/m2s), ρa is the ambient air density (kg/m
3),
and g is the acceleration due to gravity (m/s2). Notice the previous correlation does not
account for the effects of wind; wind may alter the visible flame height/length of a fire.
Thomas [108] accounts for these effects in the height-to-diameter correlation equation for


















where uw is the wind velocity and ρv is the density of vapor.
Expanding upon the work of Thomas [108], Moorhouse [63] analyzed the height-to-diameter
ratio for liquefied natural gas (LNG) fires [as cited in Mudan and Croce [27]]. Moorhouse [63]
conducted several experiments with LNG fires and analyzed the effects of both crosswinds
and downwinds [27] to develop the flame height-to-diameter correlation (with wind effects)












where u∗10 is the nondimensional wind speed established from Eq. (A.3) where the wind
velocity, uw, is measured at a height of 10m. In Eq. (A.2) and Eq. (A.4) the u∗ and u∗10
terms are set to a value of unity if they are found to be less than 1. Mendes et al. [15] use
that of Moorhouse [63] [Eq. (A.4)] with u∗10 set to unity in their analysis of the effects of
a large hydrocarbon pool fire on a bridge deck girder.
A.1.1.2 Radiation: Radiative Properties and Intensity
With the fire geometry appropriately addressed, we must now move to understand the in-
dustry practice for radiation modeling. As stated earlier, this will include characterizing
the fuel type and flame temperature as well as the intensity properties of a given scenario.
Two basic thermal radiation models exist for representing fires: the point source model
and the solid flame model [65, 27]. The point source model determines the radiative heat
transfer under the assumption that the radiation from a fire emanates from a single point
at the fire’s center. However, this model is limited as it overestimates the radiative thermal
intensity at points close to the fire [65]. As such, the literature typically uses the solid flame
model to represent large pool fires. The solid flame model assumes that the radiation is
caused by the hot combustibles of a fire. And, it is predicated on the idea that the entire
visible portion of the fire contributes to the emitted thermal radiation while the non-visible
portion does not.
More specifically, when modeling the radiation from large hydrocarbon fires, researchers
widely use a simplified version of the solid flame model called the “solid flame radiation
model”. For example, Mendes et al. [15] represented the radiative heat transfer (a flux,
or energy transfer per second per unit area) from the fire to the bridge deck through the
application of the solid flame radiation model. The solid flame radiation model assumes
the fire to be a prism with geometric characteristics such as those described previously
(upright cylinder). In this model, the total emissive power of the fire governs the radiated
heat energy. The intensity of this radiative heat transfer process (denote this flux as qrad) is
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only a portion of the total energy emitted (or average emissive power, EFi) [109]. The total
radiative energy emitted by a fire is attenuated by both reference position with respect to
the fire of the surfaces in question (shape factor, FFi) and atmospheric energy absorption
(τa) . The effective radiative heat flux at the surface in question may be expressed using a
plume flame representation as,
qrad = EFiFFiτa (A.5)
In this model, the emissive power (EFi) is the dominant factor in defining the hazard
level of a large hydrocarbon fire. This emissive power may be determined by using the
mean radiation temperature associated with the fuel; however, many radiation temperatures
for liquid fuels are not available [27]. Fortunately, several researchers have measured the
maximum emissive powers of hydrocarbon fires with differing fuel sources [Hagglund and
Persson [110] as cited in Mudan and Croce [27]] [111]. It has been found that the emissive
power of the fires decreased with increasing fire diameter [112, 110]. For large, hydrocarbon
fires with a carbon-to-hydrogen ratio greater than approximately 0.3 black smoke (soot)
obscures much of the visible, luminous aspect of the flame. In fact, the emissive power of
such fires has been found to be 80% attributable to the emissive power of the black soot and
only 20% attributable to that of the luminous portions of the flames [113, 114, 115]. With
increasing fire diameter, the influence of the average emissive power of the luminous portion
of the flames (average emissive power of approximately 140 kW/m2) reduces as the fire is
obscured by the black, sooty smoke (average emissive power of approximately 20 kW/m2).
As such, the total emissive power of a fire is a function of both the emissive power of the
luminous spots (El) and the emissive power of the black, sooty smoke (Es) [15, 27, 19]. The
SFPE Handbook of Fire Protection Engineering defines the average total emissive power of
a large hydrocarbon fire with a fuel type of gasoline, kerosene, or JP-4 (jet propellant with
NATO code F-40) as a summation of the emissive power of the luminous spots and black







where s is an empirical coefficient determined using experimental data [provided as s =
0.12 m−1 in Mudan and Croce [27]]. Notice that the exponential decay and growth func-
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tions reflect the fact that larger fires have less total emissive power as the emissive power of
the luminous spots decreases with increasing fire diameter. The average emissive powers of
several design hydrocarbon pool fires (fuel type of gasoline, kerosene, or JP-4) with differing
diameters are shown in Table 2.1.
As stated previously, the intensity of a fire’s emissive power on an observer is a function of
both the orientation of the observer with respect to said fire and the atmospheric transmis-
sivity. In the solid flame radiation model, the geometric view factor [sometimes referred to
as the shape factor or configuration factor [1, 41]], FFi, accounts for the energy attenuation
due to observer orientation. In other words, this view factor is a measure of the amount of
radiation emitted from the emitting surface “seen” by the receiving surface when placed in
a nonabsorbing medium [15]. In conducting a heat transfer analysis on a structural member
exposed to fire, it is important to know the “diffuse interchange” between an infinitesimal
surface area on the receiving boundary, dSre, and the finite emitting surface, SFi [65], so
that we may form the appropriate problem-specific boundary conditions. The view factor
defined by Mudan [65], Mudan and Croce [27], Drysdale [41], and Buchanan [1] accounts
for this proportion of radiant energy emitted from a surface on the emitter incident at an




cos (θFi) cos (θRe)
πL2
dSFi (A.7)
where L is the distance between the radiating fire surface element and the receiving element,
and θFi and θRe are the respective angles formed by the line connecting the centers of each el-
emental surface for the emitting and receiving surfaces from their respective outward-facing
unit normals. A schematic corresponding to the derivation of the shape factor between the
aforementioned differential surfaces [Eq. (A.7)] is shown in Figure A.1.
As mentioned previously, Mendes et al. [15] [also presented in Mudan and Croce [27]] assume
a cylindrical solid flame radiation model (acceptable under wind-free conditions) to account
for the radiative loading that a hydrocarbon fire exerts on a cable-stayed bridge girder [this
modeling of a fire with a standard model was used as opposed using computational fluid
dynamics (CFD) [36]]. The view factors, FFi, for the radiative heat flux on a receiving
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Fig. A.1: Two-dimensional schematic displaying radiation from a fire surface element to a receiving
surface element [1, 65]
infinitesimal surface that is oriented either horizontally (θRe = π/2) or vertically (θRe = 0)
with respect to a right cylindrical flame model have been previously determined [65, 64]
and will be shown here. These view factors are derived from the integration from Eq. (A.7)
performed over the entirety of the cylindrical flame surface. Note that in this case the
differential receiving element is assumed to be located at the center-line of the cylindrical
flame and as such the integration will only consider the visible portion of the fire. As such,
consider the schematic of the right cylindrical flame model in Figure A.2. The receiving
surface element is located at ground level and has a normal that lies in the vertical plane
of the axis of the cylinder. Before stating the view factor for the horizontally aligned
receiving infinitesimal surface (FFih) and the view factor for the vertically aligned receiving
infinitesimal surface (FFiv), we must first define several variables. These are
hFir = hFi/rFi (A.8a)
XFir = xFi/rFi (A.8b)
AFi = (XFir + 1)
2 + h2Fir (A.8c)
BFi = (XFir − 1)
2 + h2Fir (A.8d)
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Fig. A.2: Schematic for derivation of view factor for a right cylindrical flame as shown in Center for
Chemical Process Safety [64]
And, the view factor for a vertically aligned surface element where θRe = π/2 in Figure A.2
is
































and we find the corresponding angle of alignment for surface element with the maxi-
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The final amount of total energy attenuation from radiation of a fire to the surrounding ob-
jects comes from absorption and scattering along the “intervening” medium’s path [27]. The
effect of the energy absorption of the atmosphere is accounted for through the atmospheric
transmissivity, τa, and is given by
τa = 1− aw − ac (A.12)
where aw and ac are the absorption coefficients for the water and carbon dioxide in the
atmosphere, respectively (water and carbon dioxide are the main compounds responsible
for energy absorption in the atmosphere). These coefficients are evaluated by applying the













where ew and ec represent the emissivity coefficients of the water and carbon dioxide,
respectively; Ta and TFi are the ambient air and fire surface temperatures, respectively,
defined in Kelvin. We define the ambient air temperature between the fire and the receiving
surface (this is assumed to be the ambient air temperature without accounting for the
effects of heat transfer from the fire). The absorption coefficients associated with emitted
blackbody radiation for water and carbon dioxide in a given length of atmosphere may
be determined using the emissivity charts from Hottel and Sarofim [66]. The procedures
for determining the absorptivity of the water vapor and carbon dioxide are very similar.
That said, the absorption coefficients are found by following the procedure as defined by
Mudan [65]. Since the procedures are very similar, we will only outline that to determine
the absorptivity of the water vapor. To begin, the partial pressure of water vapor, in










where RH is the relative humidity and Ta is again the ambient air temperature between the
fire and the receiving surface (this is assumed to be the ambient air temperature without
accounting for the effects of heat transfer from the fire).
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Next, the path length from the flame surface to the radiation receiving surface through the
intervening medium, L, is defined (in meters) and substituted along with Ta, TFi, and Eq.
(A.14) into the term for the partial pressure-path length parameter, Lp, or






Next, the given fire source temperature and the above determined partial pressure-path are
used to determine the water vapor emissivity, ew, from the emissivity plots established by
Hottel and Sarofim [66]. Now, we may substitute the ambient temperature of the surround-
ing atmosphere, Ta, the fire source temperature, TFi, and the emissivity of water vapor, ew,
[as determined from the emissivity plot value of Hottel and Sarofim [66] corresponding to
the partial pressure-path length from Eq. (A.15)] into Eq. (A.13a) to obtain the absorption
coefficient, aw, of the water vapor.
The transmissivity of the medium is now found by a simple substitution of the absorptivities
of the water vapor and carbon dioxide into Eq. (A.12). The procedures above are made
simpler by assuming that both the fire flame temperature, TFi, and the ambient air temper-
ature, Ta, remain constant. With these values constant, it is possible to plot the variation
of the transmissivity with changing path length (L) for various relative humidity levels. As
stated in Mudan [65], the procedure for determining the absorptivity of the carbon dioxide
in the path length is similar to that for the water vapor outlined above. However, the partial
pressure of carbon dioxide remains near constant at 3 × 10−4 atm. As such, we use the
partial pressure-path length parameter from Eq. (A.15) and the temperature–appropriate
emissivity of carbon dioxide [from the emissivity charts for carbon dioxide from Hottel and
Sarofim [66]] to determine the absorptivity of the carbon dioxide from Eq. (A.13b).
As stated, the above procedures are simplified if both the flame temperature and ambient
air temperature are assumed to be constant [65]. Mudan [65] states that most hydrogen fuel
fires have flame temperatures of approximately 1400 K while typical ambient temperature
levels are 293.15 K (20oC). In their work, Mendes et al. [15] used emissivity values for
A. APPENDIX: FULL CABLE ANALYSIS 317
water vapor and carbon dioxide based on an assumed ambient air temperature in fire of 303
K (approximately 30oC), fire surface air temperature of 1400 K (approximately 1125oC),
and a relative humidity level of 80%. Moving forward, we may now use the fire’s geometric
characteristics, the radiative properties of the fire, and the radiant intensity at a given
receiving location, to define the radiant flux, qrad, using Eq. (A.5) at any position on a
receiving structural member.
A.1.1.3 Fire Modeling: Shape Factor Function
We determine the shape factor function by using the point-slope formula with the origin
being the lower right-hand edge of the cylindrical flame model seen in Figure 2.6. Thus, we
write the point-slope formula considering the center point of the black surface on the cable
cross-section as
y − (r + r cos θCr) = − tan θCr
[
x− (rm + r sin θCr)
]
(A.16)
Since we have defined the height of the flame model at the horizontal origin, we have an
initial point (0, hFi) and we use a root-finding scheme “fzero” in MATLAB to determine





Tab. A.1: Angular location where shape factor equals 0 as determined by Eq. (A.16)
We now form our polynomial approximation from of the shape factor function from a cubic
spline interpolation using the known points less than 360 degrees listed in Table A.2. We
first form the cubic spline interpolation of the shape factors as a function of θ and then
employ MATLAB’s “polyfit” and “polyval” [116] using the known angular values and in-
terpolated shape factors. Specifically, if we consider the angular position of the bottom of
the cable as 0o and move clockwise with the top of the cable equivalent to 180o (or π in
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radians), then we use the specified MATLAB functions to fit to the data as presented in
Table A.2.
Angle FFi
(degrees) (rad) rFi = 1 rFi = 5
0 0 0 0
90 π/2 0.4350 0.2531
121.34 – – 0.2949
127.38 – 0.5425 –
180 π 0.3112 0.1482
252.2 2π/5 – 0
265.6 3π/2 0 –
360 2π 0 0
Tab. A.2: Shape factor data used for polynomial interpolation
A.1.2 Fire Modeling: Convection
Radiative heat transfer is the main form of energy transfer in a large hydrocarbon pool
fire; however, as noted by Mendes et al. [15], a robust analysis requires that the analyst
take into account the effects of convection and irradiation as well. While conduction and
radiation are the two fundamental physical modes of heat transfer, convection is extremely
significant as it represents heat transfer due to the “combined effects of conduction (and/or
radiation) and the motion of the transmitting medium” [38].
Consider an arbitrary body in a moving fluid where the temperature of the body, T , is
greater than that of the fluid, Tf . The fluid immediately adjacent to body’s surface slows
with respect to the rest of the fluid (velocity Uf ) and creates a thin region called a boundary
layer. Heat energy is conducted away from the surface of the body into the boundary layer.
This energy is then transported away from the body by way of the motion of the fluid [24] (if
the temperature of the body is less than that of the medium, the heat transfer is reversed as
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heat flows from regions of higher temperature to those of lower temperature). The motion
of the fluid or the transport of heat energy by way of the moving medium (air) in a fire can
occur naturally due to differences in gaseous densities called natural (free) convection or
through forced movement of the fluid from external sources (for instance, by wind effects)
called forced convection.
Atreya [38] highlighted that the goal of the convection problem is to describe the linear
heat transfer through the boundary layer by relating the convective heat flux, qconv, to the
temperature difference T − Tf with a proportionality constant (convective heat transfer






In order to model the convection process we must define h. The convective heat flux, qconv,
for an arbitrary solid placed in a flowing fluid medium [as presented by Atreya [38] with
the thermal properties described above] is displayed in Figure A.3. Note that although
the majority of the fluid is moving around the arbitrary solid, we have a stationary fluid
boundary layer in which we may consider that the heat transfer occurs by conduction. Now,
the convective heat transfer coefficient, h, may vary along the surface of the solid due to
variations in temperature, T , fluid properties (e.g. thermal conductivity values, K), and
solid geometric configurations. The convective heat transfer coefficient may be even further
dependent on the momentum transfer or fluid flow (e.g. wind speed in the case of bridge
fires) as represented by the fluid velocity Uf in Figure A.3.
Fig. A.3: Solid in fluid medium used to demonstrate convection as presented by Atreya [38]
Without delving into too many details and straying from the main focus of the work,
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it is important to note that the convective heat transfer coefficient may be obtained by
addressing the solution of the conservation equations for mass, momentum, and energy.
Practically speaking, this exercise is difficult and researchers have developed generally ac-
cepted practices for analyzing convective heat transfer from surfaces related to different fluid
types, surface geometries, and fluid/surface temperatures. Atreya [38] provides an in-depth
overview for the method to determine the average convective heat transfer coefficient for
various surface shapes exposed to constant fluid temperatures. The convective heat transfer
coefficient, h, may be expressed in a nondimensional form called the Nusselt Number, NuD.
By definition the Nusselt Number is the ratio of the convective to conductive heat transfer





where D is the characteristic length of the boundary layer (this is the diameter in the case
of a cylinder) and K is the thermal conductivity of the fluid. A value of approximately
1 for the Nusselt Number (indicating equivalent magnitudes of conductive and convective
heat transfer in a fluid) is characteristic of laminar flow, while larger numbers indicate a
greater amount of convection—Nusselt levels ranging from 100-1000 are indicative of tur-
bulent flow. We can also use the relationship shown in Eq. (A.18) to determine the average
Nusselt number, ¯NuD, by setting the convective heat transfer coefficient, h, to the average
convective heat transfer coefficient, h̄.
We must now determine the average Nusselt number in hopes of eventually prescribing the
convective heat transfer coefficient. Atreya [38] shows that the average Nusselt number for
natural convection for external flow geometries (fluid outside of a surface) may be deter-
mined by employing several other dimensionless parameters used to characterize the fluid
dynamics and/or heat transfer. Specifically, in the case of cylinders, we may determine the
average Nusselt number, ¯NuD, when the fluid temperature is constant by using the Prandtl,












, for 10−5 < RaD < 10
12 (A.19)
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where the Rayleigh number, RaD, is a dimensionless number related to buoyancy-driven
flow. Critical values exist for the Rayleigh numbers of different fluids—below said value,
heat transfer is driven by conduction while above the critical value it is driven by convection.
The Rayleigh number is the product of the Grashof number, GrD, and the Prandtl number,
Pr. The Grashof number is a dimensionless ratio describing the relationship between the
forces of buoyancy due to variation of fluid density caused by temperature and restraining
forces of viscosity acting in a fluid. The Prandtl number, Pr, is a dimensionless ratio of
momentum diffusivity (kinematic viscosity), ν (m2s), to thermal diffusivity, α (m2s), in a
fluid [117]. Momentum diffusivity is a measure of fluid flow per unit time whereas thermal
diffusivity measures the ability of a substance to conduct heat. Small Prandtl numbers
indicate that thermal diffusivity, or conduction, dominates energy transfer as compared to
convection. Conversely, a large Prandtl number indicates that convection dominates the
energy transfer process. The Rayleigh number is written as








where g is the acceleration due to gravity, β is 1/Tfav, T is the temperature of the surface,
Tfav is the average of the fluid and surface temperatures, ν is momentum diffusivity, and
α is the thermal diffusivity. We consider air as the surrounding fluid and thus knowing the
surface and fluid temperatures we may determine the listed properties and the Prandtl num-
ber by referring to the Thermophysical Properties of Air at Atmospheric Pressure shown
by Atreya [38]. We may now determine the average convective heat transfer coefficient, h̄,
by substituting the Prandtl number, Eq. (A.20), and Eq. (A.19) into Eq. (A.18).
This work will prove to be significant when considering a derived coefficient compared to
those presented in the literature and code books. We will be interested in determining the
natural convection on a cable whose shape may be generalized as a horizontal cylinder.
While the convective heat transfer coefficient has clear dependencies on problem geometry,
fluid properties, and fluid temperatures, researchers often consider simplified or empirically
defined convective heat transfer coefficient values. In the Eurocode [25], the convective heat
transfer coefficient has been defined for fires that surround structural members and vary in
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both their temperature-time curve definition and/or fuel type. The natural convection is
considered for parts of the structural members that are both unexposed and exposed to fire.
For the unexposed side of a structural member in a fire scenario, the Eurocode suggests a
convective heat transfer coefficient of 4 W/m2/K. If nonlinear radiative effects from the
member in consideration are ignored, but rather modeled linearly in combination with the
convective effects, then the Eurocode provides a convective heat transfer recommendation of
9 W/m2/K. As we move from those sides of members that remain unexposed to fire to those
that are in fact exposed to fire, the Eurocode recommends the use of increased values of the
convective heat transfer coefficient. When addressing structural members whose thermal
exposure is modeled by temperature-time curves, the Eurocode recommends representing
the convective heat transfer coefficient with a value of 25 W/m2/K for both the Standard
temperature-time curve and the external fire curve, whereas the recommended value is in-
creased to 50 W/m2/K for a hydrocarbon curve. Lastly, in the specific case of simplified,
natural fire models the Eurocode recommends considering a convective heat transfer co-
efficient of 35 W/m2K and a non-uniform temperature distribution for localised fires (the
non-uniformity temperature distribution recommendation will prove to be important when
we consider our specific main cable study).
The constant values mentioned in the previous paragraph have been used and amended by
a variety of researchers. In their work analyzing the heat transfer process within insulated
steel members (e.g. I-beams and concrete-filled circular hollow section, Wang et al. [49] and
Wang and Tan [42] employ a convective heat transfer coefficient of 25 W/m2/K for surfaces
exposed to fire in their analyses when considering convective and radiative effects sepa-
rately. In the instance that the convective and radiative effects are modeled in combination
[118, 25] (thereby removing the nonlinearities associated with typical radiative temperature
modeling), Wang and Tan [42] expresses a combined linear convective heat transfer coeffi-
cient as 109 W/m2/K [as originally presented by Wang [119]].
These coefficients are useful in the natural convection case; however, as done in the radiative
definition section, we must also be aware that wind may significantly impact the fire effects
A. APPENDIX: FULL CABLE ANALYSIS 323
on a bridge. As such, forced convection must also be acknowledged. An empirical expression
for a forced convective heat transfer coefficient, hf , appropriate for bridge applications
(incorporating wind effects) was introduced by Elbadry and Ghali [30] and used in Mendes
et al. [15]. The expression is
hf = hn + 3.8uw (A.21)
where hn is the natural convection coefficient dependent on surface material and position
and uw is the wind speed. For horizontal bridge girders, Kehlbeck [67] found the natural
convective heat transfer coefficient to be 4 W/m2/K.
A.1.2.1 Fire Modeling: Variables for Convective Heat Transfer Coefficient
We further address the variables introduced in Eqs. (2.16)-(2.18) in Section 2.2.1.4 here. As
a note, the Rayleigh number, RaD, is a dimensionless number related to buoyancy-driven
flow. Critical values exist for the Rayleigh numbers of different fluids—below said value,
heat transfer is driven by conduction while above the critical value it is driven by convec-
tion. The Rayleigh number is the product of the Grashof number, GrD, and the Prandtl
number, Pr. The Grashof number is a dimensionless ratio describing the relationship be-
tween the forces of buoyancy due to variation of fluid density caused by temperature and
restraining forces of viscosity acting in a fluid. Similarly, the Prandtl number, Pr, is a
dimensionless ratio of momentum diffusivity (kinematic viscosity), ν (m2s), to thermal dif-
fusivity, α (m2s), in a fluid [117]. Momentum diffusivity is a measure of fluid flow per unit
time whereas thermal diffusivity measures the ability of a substance to conduct heat. Small
Prandtl numbers indicate that thermal diffusivity, or conduction, dominates energy transfer
as compared to convection. Conversely, a large Prandtl number indicates that convection
dominates the energy transfer process.
Here we tabulate the necessary variables for the surrounding air and solve for the average
coefficient of convective heat transfer in Table A.3. This is used in Section 2.2.1.4. Note
that while the surface temperature of the steel will change in time (inevitably affecting the
coefficient of convective heat transfer), we will determine the coefficient of convective heat
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µ · 107 Ns/m2 383.3
ν · 106 m2/s 93.2
K · 103 W/m/K 59.44







Tab. A.3: Thermophysical properties of air at 1 atm [38] used to determine the Nusselt number and
average convective heat transfer coefficient
A.2 19-wire FEM
Since the stresses at the center of the cable are considered uniform, we form a 19-wire
strand consisting of wires with a radius of 2.5 mm (with centroids located as seen in Figure
A.5(a)) and a length of 20 cm. To verify the mechanical strains obtained analytically, we
will perform a stress analysis on this 19-wire strand. The strand does not incorporate con-
tact modeling, however, it has been established to easily delve into that realm in the future.
Each wire is composed of 540 standard, linear 8-node hexagonal 3D stress elements with
reduced integration (C3D8R) (corresponding to a mesh density of 756 nodes). The 19-wire
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model is therefore composed of 10260 elements with 14364 nodes. The mechanical material
properties and constitutive relations are temperature-dependent and correspond with those
outlined in Section 2.2.3.2 (see Figure A.4).
In order to perform our analysis, we extract temperature data from the thermal analysis at
Fig. A.4: Schematic of 19-wire FEM model with mechanical properties and applied load
different points throughout the cable cross-section associated with the nodes of the 19-wire
sample (shown on the cross section in Figure A.5(b)). The strand is located with one end
at the longitudinal centerline.
A. APPENDIX: FULL CABLE ANALYSIS 326
(a) 19-wire Strand Centroids (b) Locations for Error Analysis
Fig. A.5: FEM analysis conducted on 19-wire strand centered at highlighted points
The mechanical analysis of the 19-wire specimen is then run with time increments of initial
size 0.01 seconds and minimum size of 1E-8 seconds. The increments are set to be small so
to avoid difficulties in the case the material enters the nonlinear portion of the stress-strain
response. We may now use the mechanical results to perform an error analysis.
We compare strain data for the analytical solution and the center wire of the 19-wire strand
at the locations shown in Figure A.5(b). The center node at end of the 19-wire strand used
in the numerical analysis corresponds to the wire centroid highlighted in the schematic.
These are the points used to extract temperature data from the main cable heat transfer
FEA and thus the temperature data will be the same. As such, we only compare the strain
data between the analytical and numerical models. Let us call the analytical solution at the
ith point, anai and the corresponding solution at the center point of the center wire of the
19-wire strand, femi. These points form the solution vectors for the analytical, a, and FEM
solution vectors, f , respectively. We then find the relative error of the numerical solution
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A.2.1 FEM Comparison 19-wire - Uniform Exposure
As we discussed before, we check the results and prepare for future work with numerical
analyses with a finite element model consisting of a 19-wire strand. We distribute the
strand throughout the cross-section and compare the central node strain results with the
corresponding centroid in the analytical model (Figure A.6). The temperature values and
the corresponding strain values are shown for points along the vertical at three points in
the top of the section in Figures A.7-A.9. The strain data shown represents three sample
points that we use to perform our error analysis. Incorporating the rest of the data, we find
that compared to the solutions for strain formed from Eq. (2.39) at the center of the main
cable at Fo=0.6 or approximately 57 minutes, the strain derived from the 19-wire numerical
solution has a relative error of 3.1E-4 or 0.031%.
(a) t=57 min: Temperature (b) t=57 min: Engineering Strain
Fig. A.6: Temperature and engineering strain for uniform fire loading at 57 minutes (Fo=0.6)
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(a) 19-wire Location (C1) (b) t=57 min: Temperature
(c) t=57 min: Strain
Fig. A.7: 19-wire (C1) temperature and engineering strain for uniform fire loading at 57 minutes
(Fo=0.6)
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(a) 19-wire Location (C2) (b) t=57 min: Temperature
(c) t=57 min: Strain
Fig. A.8: 19-wire (C2) temperature and engineering strain for uniform fire loading at 57 minutes
(Fo=0.6)
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(a) 19-wire Location (C3) (b) t=57 min: Temperature
(c) t=57 min: Strain
Fig. A.9: 19-wire (C3) temperature and engineering strain for uniform fire loading at 57 minutes
(Fo=0.6)
B. APPENDIX: THEORETICAL SOLUTIONS
B.1 Long-Time Solution: Steady-State
Proof. Information regarding the eigenvalues may be obtained by applying the Rayleigh
quotient for a regular Sturm-Liouville problem. The eigenvalues are obtained from the one-
dimensional eigenvalue problem. In this case, we consider the eigenvalue problem Eq. (4.23).
We must first show that this θ-dependent second-order ODE with the given boundary















where λ2s are the eigenvalues of interest.
A regular Sturm-Liouville problem is composed of a real, second-order linear differential
equation and homogeneous boundary conditions (of specific form). Any boundary value
problem that may be put into the following form can be considered a regular Sturm-Liouville
problem. The general problem formation is defined as follows:
Consider a variable x defined on a finite interval x1 < x < x2, where x1,x2 ∈ R. Let φ be a








+ q (x)φ+ λσ (x)φ = 0 a < x < b (B.2)
where λ is the problem’s eigenvalue; ps (x), q (x), and σ (x) are problem coefficients that
may be spatially dependent function (or, constant). [When describing the regular Sturm-
Liouville problem, many authors refer to the first problem coefficient as p. In order to main-
tain continuity between resources, but to distinguish this coefficient from the normalized
331
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radial variable, p, introduced in Section 3.2 we use ps for our first problem coefficient.] The
coefficients ps (x), q (x), and σ (x) must be real and continuous everywhere in the domain
(including the domain endpoints) with the added stipulation that ps (x) > 0 and σ (x) > 0
everywhere. The Sturm-Liouville differential equation Eq. (B.2) is subjected to two bound-
ary conditions of the form:
β1φ (x1) + β2
dφ
dx
(x1) = 0 (B.3a)
β3φ (x2) + β4
dφ
dx
(x2) = 0 (B.3b)
where β1, β2, β3, and β4 are real constants.
When an eigenvalue problem satisfies the above conditions, any eigenvalue can be related
to its corresponding eigenfunction via the Rayleigh quotient [52]. In general, the Rayleigh





















where ps ≡ ps (x), q ≡ q (x), and σ ≡ σ (x).
The one-dimensional eigenvalue problem formed by Eq. (B.1) is in fact a regular Sturm-







+ λ2sΦs = 0 (B.5)
where Φs ≡ Φs (θ) and θ is a variable existing on the finite interval 0 ≤ θ ≤ π. Eq. (B.5) is
a regular Sturm-Liouville differential equation with:
x = θ, φ (x) = Φs (θ) (B.6a)
x1 = 0, x2 = π (B.6b)
ps = 1, q = 0, σ = 1, λ = λ
2
s (B.6c)
The boundary conditions Eq. (B.3b) to the one-dimensional eigenvalue problem are also of
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proper form for the regular Sturm-Liouville problem with
β1 = β3 = 0 (B.7)
β2 = β4 = 1 (B.8)
Having established that Eq. (B.1) forms a regular Sturm-Liouville eigenvalue problem, we
may now relate the eigenvalues λ2s to their respective eigenfunctions Φs via the Rayleigh
quotient. The Rayleigh quotient for the given problem may be simply formed by substituting


















We simplify Eq. (B.9) through the application of the boundary conditions Eq. (B.1b) in













Both dΦsdθ and Φs are squared in the Rayleigh quotient Eq. (B.10) and are therefore positive.







dθ ≥ 0 (B.11)
and, ˆ π
0
Φ2sdθ ≥ 0 (B.12)
We, consequently, assume that all eigenvalues for the one-dimensional eigenproblem are
greater than or equal to zero, i.e.
λ2s ≥ 0 (B.13)
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B.2 Long-Time Solution: Transient
Proof that λ2t > 0
Proof. In similar fashion to the regular Sturm-Liouville problem discussed in Section B.1,
a vast array of information regarding the eigenvalues and eigenfunctions of a specifically
formed two- or three- dimensional eigenproblem may be obtained from the multidimensional
Rayleigh Quotient. Such a priori information for the eigenvalues of our two-dimensional
eigenproblem [Eq. (4.69)] will facilitate the determination of the transient temperature
solution, vt. Recall, the problem two-dimensional eigenproblem in consideration is




















To begin, consider the general two-dimensional eigenvalue problem (this is a spatial PDE)
existing in cartesian coordinates with variables x and y. The general PDE is written
∇ · (pt∇φ) + qφ+ λσφ = 0 (B.15)
where ∇ is the gradient operator; · is the dot product operator; λ represents the eigenvalues
associated with the respective eigenfunctions, φ, with φ ≡ φ (x, y); pt, q, and σ are functions
of both x and y. [Again, when describing the two-dimensional eigenvalue problem, many
authors refer to the first problem coefficient as p. In order to maintain continuity between
resources, but to distinguish this coefficient from the normalized radial variable, p, intro-
duced in Section 3.2 we use pt for our first problem coefficient in the analysis associated with
the transient problem.] The general boundary conditions for the general two-dimensional
eigenproblem are written as
β5∇φ · n̂ + β6φ = 0 (B.16)
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where β5 and β6 may be functions of the variables x and y; n̂ represents a unit vector nor-
mal to the boundary surface.
As in the one-dimensional case [see Section B.1], for two-dimensional eigenproblems of
the above form, any eigenvalue can be related to its corresponding eigenfunction via the














represents the line integral on the boundary; and
´ ´
R represents the surface inte-
gral over the domain.
The two-dimensional eigenproblem [Eq. (B.14)] with PDE, Eq. (B.14a), homogeneous
linear convective boundary conditions [Eq. (B.14b)], and symmetric flux conditions [Eq.
(B.14d)] is of proper form to use the Rayleigh Quotient [Eq. (B.17)] to ascertain properties
relating the two-dimensional eigenvalues, λ2t , and eigenfunctions, Vt. For the given case,
Eq. (B.14a) is of a simpler form than Eq. (B.15), known as the Helmholtz equation, and is
formed in polar coordinates with the eigenvalues represented as
λ = λ2t (B.18)
and the eigenfunctions as
φ = Vt (p, θ) (B.19)
In comparing Eq. (B.14a) to Eq. (B.15), we find that pt = σ = 1 and q = 0. A consideration
of the general boundary conditions in Eq. (B.15) mandates the evaluation of the gradient








where ep is the unit vector in the normalized radial (p) direction and eθ is the unit vector
in the angular (θ) direction.
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Along the curved boundary Γ1 [Figure 3.4], n̂ = ep. While along the boundary of symmetry
Γ2, the unit normal is n̂ = eθ. The associated physically-defined boundary conditions for
the two-dimensional eigenproblem [Eq. (B.14b) and Eq. (B.14d)] satisfy the general form
[Eq. (B.16)] where
β5 = 1 and β6 = h̄a along Γ1 (B.21)
β5 = 1 and β6 = 0 along Γ2 (B.22)
, respectively.
We see that the two-dimensional eigenproblem, Eq. (B.14), satisfies the form presented
in Eq. (B.15) and Eq. (B.16) such that the eigenvalues may now be related to their
eigenfunctions via the two-dimensional Rayleigh Quotient[Eq. (B.17)]. As such, the two-














where dsi is an infinitesimal unit on the i
th boundary curve identified by Γi; R indicates
the entire two-dimensional domain; and, the infinitesimal surface area dxdy (in cartesian
coordinates) is pdpdθ in polar coordinates.
We may now simplify the numerator and the denominator of the Rayleigh quotient [Eq.
(B.23)] in order to better elucidate the properties of the eigenvalues, λ2t . Substituting Eq.
(B.20) and the unit normal vectors for each of the boundaries into the first term of the




Vt∇Vt · n̂dsi = −
˛
Γ1
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Now, h̄a > 0 and since Eq. (B.29) contains the squared function, Vt, then, V
2





t ds1 ≥ 0 (B.30)























dpdθ ≥ 0 (B.31)
Additionally, since V 2t ≥ 0, ˆ ˆ
R
pV 2t dpdθ ≥ 0 (B.32)
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At this point, we can assume that the eigenvalues, λ2t satisfy the relationship λ
2
t ≥ 0; how-
ever, consider the case where λ2t = 0.




∂θ = 0, so Vt must be constant everywhere. However, if Vt is a





t ds1 = h̄a
¸
Γ1











which is a direct contradiction to the original assumption that λ2t = 0. Thus, if the case of
λ2t = 0 exists, then Vt = 0 everywhere on the domain; however, eigenfunctions cannot be
zero everywhere and thus the eigenvalues are restricted such that,
λ2t > 0 (B.34)
B.3 Long-Time Solution: Transient - Variable Transformation
We transform Eq. (4.74a) into regular Sturm-Liouville form and fully explore the singular
Sturm-Liouville problem here. The general variables and functions referred to in this section
will be derived from Section B.1. We transform Eq. (4.74a) by dividing through by p and














Pt = 0 (B.35)
In comparison to the standard form of the Sturm-Liouville problem [Eq. (B.2)], the
ODE [Eq. (B.35)] is p-dependent (i.e., x = p) where 0 ≤ p ≤ 1; the eigenfunctions are
φ (x) = Pt (p); and, the eigenvalues are λ = λ
2
t . The remaining constants and functions of
significance from the ODE are:





σ(x) = p (B.36c)
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Recall, the standard Sturm-Liouville problem has boundary conditions [Eq. (B.3)] of the
form
β1φ (x1) + β2
dφ
dx
(x1) = 0 (B.37a)
β3φ (x2) + β4
dφ
dr
(x2) = 0 (B.37b)
where x1 and x2 are the respective lower and upper bounds of the domain; β1, β2, β3,
and β4 are arbitrary constants. At the outer boundary of the domain, the condition [Eq.
(4.74b)] satisfies the regular Sturm-Liouville conditions with
x2 = 1
β3 = h̄a and β4 = 1
Difficulty arises at the initial boundary value x1, i.e. where p = 0, as the boundary condition
is given as
∣∣Pt (0)∣∣ < ∞. At the origin several things happen to change the form of the
problem [52],
1. The boundary condition at p = 0 is not of the proper form.
2. ps = 0 and σ = 0 at p = 0, thus these functions are not positive everywhere in the
domain.
3. Finally, q →∞ as p→ 0 so q is not continuous for n 6= 0.
Due to the behavior of q close to the origin, Eq. (B.35) is referred to as the singular
Sturm-Liouville form. Theorems regarding the eigenvalues and the orthogonality of the
eigenfunctions for the regular Sturm-Liouville problem apply to the singular Sturm-Liouville
problem [52]. Now, Eq. (4.74a) is solvable; however, difficulty arises in attempting to
numerically solve for the eigenvalues λ2t for all integer values of m in Eq. (B.35). The
differential equation is easily solved by introducing the scaling transformation mentioned
in Eq. (4.75)
z = λtp (B.39)
Such a scaling transformation is applicable if and only if λ2t > 0 for the given eigenprob-
lem. As proven previously in Appendix B.2, this is indeed the case for the two-dimensional
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eigenproblem in Eq. (4.69a) with the boundary conditions Eqs. (4.69b) and (4.69d).















Pt = 0 (B.40)





































The dependence of Eq. (4.74a) on λ2t has been removed and thus less work is required to
compute solutions for Pt (p).
B.4 Root-Finding Algorithm
The zero values, λtmj , of the transcendental equation [Eq. (4.96)] must be found numer-
ically. Since the transcendental equation is a combination of Bessel functions of the first
kind, we find that it has oscillatory behavior (Bessel functions may be represented by a
combination of sinusoids in its integral form) and thus there are multiple zero values (j) for
every transcendental equation associated with a different m. We have used MATLAB as our
technical computing language for the performance of our analytical results and therefore
we continue this by using MATLAB’s root-finder, fzero, in a general algorithm developed
to find multiple roots for the transcendental equation (this algorithm will work for any
oscillatory function). The fzero function will be applied iteratively to find the number of
desired roots (identified in increasing, sequential order). The crux of identifying all of the
zeros in sequential order resides in intelligently choosing an initial guess at zero values for
the fzero function. The following paragraph describes this decision process.
We begin by selecting the total number of roots, j, desired for the oscillatory function
(in the case of Section 4.4, the specific function varies with the different transcendental
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equations associated with changing m values). We then provide a guess as to the total
size of the domain of the dependent variable in which all j roots will be found. Since
we are performing this analysis numerically, the dependent-variable domain is discretized
with k points. We now use the discretized function’s zero-crossings to make an intelligent
guess at the local domains in which each of the roots of the function exists. In order to
find these discretized zero-crossings, we multiply the function values at the discrete points
1:(k − 1) by those from 2:k. The negative values in the resulting vector represents points
where the function crosses 0 between the ith and (i+ 1)st dependent variable elements.
Next, we count the number of negative values: if this number is below the desired number
of roots, j, then we automatically expand the dependent-variable domain and repeat the
zero-crossing check; however, if (and once) it is even with or above the desired number of
roots, we record each of the dependent variable elements in the ith and (i+ 1)st positions for
i = 1, 2, ..., j − 1, j. These pairs of dependent variable elements, (i, i+ 1), form the j local
domains in which the desired roots exist. Finally, we apply MATLAB’s root-finding func-
tion, fzero, over said local domains formed by each of the ith and corresponding (i+ 1)st
dependent variable elements to find the zeros of the function. Additionally, since there will
be no function value at 0− with the total domain being positive, a local domain may not
be formed if one of the function’s roots is located at 0. As such, we implement a check
is the function value is determined for the point at which dependent-variable is equal to
zero. If the function value is below a tolerance of 10−15 then we consider a root to exist at 0.
We will now show the accuracy of this algorithm by considering the first 10 zeros of two
oscillatory functions, namely the sinusoidal sine and cosine functions. Note that
cosx = 0 when x =
(2j − 1)π
2
for j = 1, 2, 3, ..., 9, 10 (B.42a)
sinx = 0 when x = (j − 1)π for j = 1, 2, 3, ..., 9, 10 (B.42b)
We call the values identified in Eq. (B.42) as the “Exact” roots (or, zero values) and those
found from the root-finding algorithm as the “Numerical” roots. The values are too close,
so we will not tabulate them but instead the difference values (“Residual”)
Residual = Exact−Numerical (B.43)
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and their accuracy based on their relative error measurement (“Relative Error”) from their





These difference and relative error values are tabulated in Table B.1.
cosx sinx
j Exact Residual Relative Error Exact Residual Relative Error
1 1.57 -2.22E-16 1.41E-16 0 0 –
2 4.71 0 0 3.14 0 0
3 7.85 0 0 6.28 0 0
4 10.996 0 0 9.42 0 0
5 14.13 0 0 12.57 0 0
6 17.28 -3.55E-15 2.06E-16 15.71 0 0
7 20.42 0 0 18.85 0 0
8 23.56 -3.55E-15 1.51E-16 21.99 0 0
9 26.70 0 0 25.13 0 0
10 29.84 -3.55E-15 1.19E-16 28.27 0 0
Tab. B.1: Accuracy of root-finding algorithm for oscillatory functions
Notice that the difference and relative error values in B.1 rarely deviate from 0. As such,
we can be confident in using this root-finding algorithm for oscillatory functions, such as
that created by the transcendental equation [Eq. (4.96)].
B.5 Short-Time Solution: Modified Bessel Function Approximation
As stated in Chapter 5, both Carslaw and Jaeger [43] and Goldstein [53] use the expansion
of the modified Bessel function of the νth-order when determining the small-time solutions
in a cylindrical domain. We have stated that this approximation makes sense when the
Fourier time is small; however, we have not fully explored why this is so. Following the
explanation from Arpaci [44], we first recall the definition of the Laplace transform from
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Eq. (5.2), or
L{f (r, t)} = f̄ (r, s) =
ˆ ∞
0
f (r, t) e−stdt (B.45)
where f (r, t) is an arbitrary function of space, r, and time, t, defined for t ≥ 0; s is a
transformation variable. Arpaci [44] notes that the finite parameter s may be restricted.
Since Eq. (B.45) is “an ordinary integral having a finite integrand, we conclude that the
product st must be finite”. As such, a small time value, t, must imply a large transforma-
tion variable, s, and vice versa (therefore a small Fourier time implies a large transformed
independent variable). Thus, when we are concerned with a small time value t, a solution
in the transformed space in the form of a convergent series of ascending powers of 1/s is
appropriate and useful as we can typically invert the transformation.
Our analysis in Section 5.3 highlights the functionality of the asymptotic expansion solution
in the short-time as well as its pitfalls in both the long-time and with complex boundary
conditions. In this analysis, we indicate that our solution is most accurate when the total
number of terms used in the series summation is small. As with both Carslaw and Jaeger
[43] and Goldstein [53], our solution in the short-time in a cylindrical domain is predicated
on using the expansion of the modified Bessel function of the νth-order.





















where ν is the order of the modified Bessel function, x is the independent variable, and O
is big O notation used to describe the function behavior as the independent variable grows.










We will use the end of this section to both visually and numerically explain the accuracy
issues associated with our particular asymptotic expansion approximations. To begin, Fig-
ure B.1 shows that the modified Bessel functions have an exponential behavior when the
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independent variable is small [where the plots for I10 (x) and I20 (x) overlap one another].
This behavior does in fact continue as the independent variable grows.
x





























Fig. B.1: Line plots of modified Bessel functions of order ν = 0, 1, 2, 5, 10 and 20
As stated previously, we are interested in representing the modified Bessel functions by
using their asymptotic expansion approximations. Such a use in the transformed solution
allows us to perform an inverse transformation back to the time domain and thereby obtain
a rapidly converging series solution. Both Carslaw and Jaeger [43] and Goldstein [53] high-
light that the asymptotic expansion approximations are effective when the input
√
sa2/αp
is large (or correspondingly, when the Fourier time is small) and also when the order (ν)
is small. The contrasting accuracy of the modified Bessel expansion approximation [Eq.
(B.47)] when the independent variable, x, is small as compared to large for growing orders,
ν, is shown in Figures B.2–B.3 (x is used for generality, but in our context this may be
thought of as large input
√
sa2/αp). The left column [those figures labeled (a), (c), and (e)
in Figures B.2 and B.3] shows the behavior of the modified Bessel functions when 0 ≤ x ≤ 1,
whereas the right column [those figures labeled (b), (d), and (f) in Figures B.2 and B.3]
shows the behavior of the modified Bessel functions when 499 ≤ x ≤ 500.
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(a) 0 ≤ x ≤ 1
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(b) 499 ≤ x ≤ 500
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(c) 0 ≤ x ≤ 1
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(d) 499 ≤ x ≤ 500
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(e) 0 ≤ x ≤ 1
x















(f) 499 ≤ x ≤ 500
Fig. B.2: Line plots of modified Bessel functions of order ν = 0, 1, and 2 as well as their associated
asymptotic expansion
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(a) 0 ≤ x ≤ 1
x















(b) 499 ≤ x ≤ 500
x











(c) 0 ≤ x ≤ 1
x















(d) 499 ≤ x ≤ 500
x















(e) 0 ≤ x ≤ 1
x














(f) 499 ≤ x ≤ 500
Fig. B.3: Line plots of modified Bessel functions of order ν = 0, 1, and 2 as well as their associated
asymptotic expansion
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It is immediately clear that the asymptotic expansion approximations [Eq. (B.47)] of the
modified Bessel functions are more accurate when the independent variable is large. Fur-
thermore, the accuracy of the asymptotic expansions diminishes as the order, ν, of the
modified Bessel grows, e.g. the approximation of the zeroth-order modified Bessel function
[Figure B.2(b)] is more accurate than that for the twentieth-order modified Bessel func-
tion [Figure B.3(f)]. We quantitatively evaluate the accuracy of the asymptotic expansion
approximations for the modified Bessel functions by checking the relative error of the ex-
pansions at certain points in the domain. If we let Iν (x) represent the exact modified Bessel
function in the x-domain and Iapproxν (x) represent the corresponding asymptotic expansion
approximation, then the relative error of the expansion approximation is written as
Relative Error =
|Iν (x)− Iapproxν (x) |
|Iν (x) |
(B.48)
For the modified Bessel functions of order ν = 0, 1, 2, 5, 10, and 20 evaluated at points
x = 1, 5, 10, 50, 100, and 500, the relative error values are displayed in Table B.2. These
relative error values are plotted on a loglog scale in Figure B.4 (at x = 0 modified Bessel
functions are equivalent to zero). The tabulated and plotted numerical findings support the
statements regarding the diverging accuracy of the modified Bessel function approximations
made by both Carslaw and Jaeger [43] and Goldstein [53] as well as those made at the start
of this paragraph.
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Fig. B.4: Relative error values of modified Bessel functions of order ν = 0, 1, 2, 5, 10 and 20 for
selected increasing independent variable, x
x
ν 1 5 10 50 100 500
0 3.6E-2 3.6E-3 7.8E-4 2.9E-5 7.1E-6 2.8E-7
1 2.0E-1 6.5E-3 1.3E-3 4.8E-5 1.2E-5 4.7E-7
2 8.0E0 5.5E-2 1.0E-2 3.4E-4 8.4E-5 3.3E-6
5 4.5E4 1.9E1 1.8E0 3.4E-2 7.7E-3 2.7E-4
10 1.9E11 5.2E4 5.1E2 9.9E-1 1.7E-1 5.2E-3
20 5.4E26 2.0E13 4.2E8 1.6E2 8.4E0 1.0E-1
Tab. B.2: Relative error values of modified Bessel functions of order ν = 0, 1, 2, 5, 10 and 20 for
selected increasing independent variable, x
B.6 Example: Steady-State Infinite Summation Coefficients















qnrc (θ) cos (nθ) dθ (B.49b)
where qnrc may be a constant, linear, or square-root function of the angle θ, as shown in
(4.99), i.e.,
qnrc (θ) = 1 (B.50a)











We will handle the appropriate integrals for the infinite summation coefficients for each of
the boundary flux functions listed in (B.50) separately. Beginning with substituting the
























































































































































0 when n is even
4
π2n2(n+h̄a)
when n is odd
(B.52b)
where the integral in Eq. (B.52b) has been solved by using integration by parts.
Finally, the infinite summation coefficient terms stemming from the square-root term (B.50c)




























































































































when n is odd
(B.53b)
where the integration in (B.53a) was done by substitution of u = 1− θπ ; the integration in
(B.53b) was performed using the online analytical solver, WolframAlpha [120]. C (x) and



















where x is a variable and y is a dummy variable in this case.
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B.7 Doubly Infinite Summation Coefficient, Bmj, Evaluation for Ḡ (p, θ) = 0
With the use of zero initial conditions, —i.e., Ḡ (p, θ) = 0 —we are able to simplify the























] for m = 0, 1, 2, ... and j = 1, 2, ...
(B.55)
by incorporating the compact form of the steady-state solution [Eq. (4.92)], or,




n cos (nθ) (B.56)
We find that the substitution of (B.56) into (B.55) permits a simplification by once again





























































































for n = m = 0, 1, 2, 3, ... and j = 1, 2, 3, ...
(B.57)
We attempted to apply the closed-form expressions for the integrals of the Bessel functions
in (B.57), however these attempts were unsuccessful when the total solutions were compared
to the finite element analysis solutios. The closed-form expressions used were taken from
Jeffrey [93] and are ˆ

























for j = k
(B.58b)
where x is a variable —in (B.58a) x is in an indefinite interval, and in (B.58b) x is the
variable defined on the interval [0, Ra]; C22 is an arbitrary constant. Note that (B.58b) is
the orthogonality condition for the Bessel functions of the first kind with weight function
w (x) = x.
B.8 Numerical Integration Scheme
We perform all numerical integrations (such as the one discussed in the previous subsection,
Appendix B.7) using a composite Simpson’s rule [121, 122]. The general Simpson’s rule is
often adequate for numerical integration of a smooth function over an interval [a, b]; however,
when the function is not smooth over the integral it has been found that the Simpson’s rule
gives inaccurate results. In such a case, it is useful to divide the integral into smaller pieces,
integrate the function over each of the pieces, and finally sum each of these integrals over
the entire domain to retrieve the total integral. This is the idea behind the composite
Simpson’s rule.
The composite Simpson’s rule is formed for the integration of a function, f (x), where x is
a continuous variable in the interval [a, b]. We divide the interval into an even number, nc,
of subintervals. The composite Simpson’s rule is then defined as
ˆ a
b
f (x) dx ≈ hc
3















where hc = (b− a)/nc, xj = a+ jhc for j = 0, 1, ..., nc − 1, nc with x0 = a and xnc = b.
We must finally determine an appropriate number of intervals, nc, to provide the most
consistently accurate integration scheme for our applications. We do this by considering
the integration of four arbitrary sinusoidal-based functions (two sinusoids, two sinusoids
multiplied by a linear term) with well-known closed-form integrals: cosx, sinx, x cosx, and
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ˆ 3π/2
0


















We call the values identified in (B.60) as the ”Exact” integral solutions and the integral
values derived from the composite Simpson’s rule as the ”Approx” (short for ”approximate”)
solutions. We will tabulate the values associated with each of the approximate solutions in
(B.60) for nc = 2, 10, 50, 100, 500, 1000, 5000, 10000, 50000, and 100000. Their accuracy























10 -1.00 2.81E-4 1.00 2.81E-4
50 -1.00 4.39E-7 1.00 4.39E-7
100 -1.00 2.74E-8 1.00 2.74E-8
500 -1 4.38E-11 1 4.38E-11
1000 -1 2.74E-12 1 2.74E-12
5000 -1 6.22E-15 1 8.22E-15
10000 -1 0 1 1.40E-14
50000 -1 7.55E-15 1 6.55E-15
100000 -1 1.79E-14 1 3.11E-15
Tab. B.3: Composite Simpson’s rule numerical integration accuracy testing with increasing number
of intervals, nc

















10 -5.71 8.17E-5 -0.999 8.59E-4
50 -5.71 1.31E-7 -0.999 1.32E-6
100 -5.71 8.21E-9 -0.999 8.22E-8
500 -5.71 1.31E-11 -1 1.32E-10
1000 -5.71 8.20E-13 -1 8.22E-12
5000 -5.71 3.27E-15 -1 1.54E-14
10000 -5.71 9.33E-16 -1 4.66E-15
50000 -5.71 2.02E-15 -1 1.83E-14
100000 -5.71 4.98E-15 -1 6.66E-16
Tab. B.4: Composite Simpson’s rule numerical integration accuracy testing with increasing number
of intervals, nc
Regardless of interval number, nc, the numerical evaluations of the integrals outlined above
are fast and efficient —on the order of 10−5 or 10−4 seconds —therefore we need only to
focus on the accuracy of the composite Simpson’s rule with increasing division of the domain
for integration. A log-scale plot of the relative error values [Figure B.5] outlined in Tables
B.3 and B.4 quickly reveals the minimum number of intervals for integration with which we
find accuracy in the numerical integration scheme. It is evident from Figure B.5 that the
relative error values associated with the integration scheme for each of the test functions
stabilize at minimum levels once the domain has been divided into at least 5000 intervals.
As such, we will perform all numerical integrations using the composite Simpson’s rule with
nc = 5000.
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0 cos xdxR 3:
2
0 sin xdxR 3:
2
0 x cos xdxR 3:
2
0 x sin xdx
Fig. B.5: Composite Simpson’s rule numerical integration accuracy based on relative error with
increasing number of intervals, nc
