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Abstract Two new algorithms for use in the analysis of pp
collision are developed to identify the flavour of B0 mesons
at production using pions and protons from the hadronization
process. The algorithms are optimized and calibrated on data,
using B0 → D−π+ decays from pp collision data collected
by LHCb at centre-of-mass energies of 7 and 8 TeV . The
tagging power of the new pion algorithm is 60% greater than
the previously available one; the algorithm using protons to
identify the flavour of a B0 meson is the first of its kind.
1 Introduction
Violation of CP symmetry in the B system was observed for
the first time in the interference between mixing and decay
processes [1]. Any measurement of a decay-time-dependent
asymmetry requires the determination of the flavour of the
B meson at production. For B mesons produced in pp
collisions, this information is obtained by means of sev-
eral flavour-tagging algorithms that exploit the correlations
between B flavour and other particles in the event.
Algorithms determining the flavour content of B meson by
using particles associated to its production are called same-
side (SS) taggers. As an example, in the production of B0
mesons from excited charged B mesons decaying via strong
interaction to B0π+, the pion charge identifies the initial
flavour of the B0 meson.1 A charge correlation can also arise
from the hadronization process of the b quark. When a b
and a d quark hadronize as a B0 meson, it is likely that
the corresponding d quark ends up in a charged pion (ud),
or in an antiproton (u u d). The B0 meson and the pion or
antiproton are produced in nearby regions of phase space.
Other algorithms used at LHCb, called opposite-side (OS)
taggers [2,3], attempt to identify the flavour of the other b
hadron produced in the same event.
1 The inclusion of charge-conjugate processes is implied throughout
the paper, unless otherwise noted.
 e-mail: marta.calvi@mib.infn.it
A simple cut-based SS algorithm selecting pions was suc-
cessfully used by LHCb for tagging B0 → J/ψ K 0S decays [4]
in the measurement of sin 2β, and an SS kaon tagger [5] based
on a neural network was used to determine the flavour of B0s
mesons in measurements of the CP-violating phase φs [6–
8]. This paper presents two new SS algorithms exploiting
the charge correlation of pions and protons with B0 mesons,
denoted SSπ and SSp. This is the first time that protons are
used for flavour tagging. The two algorithms are combined
into a single tagger, SScomb. Both algorithms are based on
multivariate selections and are optimized, calibrated and vali-
dated using B0 → D−π+ and B0 → K +π− decays collected
by LHCb in Run 1.
The performance of a flavour-tagging algorithm is mea-
sured by its tagging efficiency εtag, mistag fraction ω, dilution
D, and tagging power εeff , defined as
εtag = R + WR + W + U , ω =
W
R + W ,
D = 1 − 2ω, εeff = εtag D2, (1)
where R, W , and U are the numbers of correctly-tagged,
incorrectly-tagged, and untagged B0 signal candidates. The
tagging power determines the sensitivity to the measurement
of a decay-time-dependent CP asymmetry [9], as it quantifies
the effective reduction in the sample size of flavour-tagged
B0 candidates. It is the figure of merit used to optimize the
algorithms. Each algorithm provides a decision on the flavour
of the B0 candidate and an estimate of the probability η that
this decision is incorrect. The probability is used to determine
a weight applied to the B0 candidate, in order to maximize the
tagging power of a sample of B0 mesons in a time-dependent
analysis. The probabilities provided by the two SS taggers are
used to combine their decisions into the SScomb decision,
which can be further combined with the decision of other
taggers [2,3].
The expected relationship between the flavour of charged
and neutral B mesons and the charge of the tagging particle is
reported in Table 1. For a B+ meson the same correlation as
for a B0 meson holds in the case of protons, but with opposite
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Table 1 Expected correlation between the flavour of a B meson and
the hadronization products
B meson Pion Proton Kaon
B0 π+ p K 0
B+ π− p K −
charge in the case of pions. In addition, the tagging kaons
carry the same charge as pions, while they are neutral for a
B0. Since misidentified hadrons affect the tagging efficiency
and the mistag fraction of charged and neutral mesons in
different ways, B+ decays cannot be reliably used for the
tuning and calibration of the SS taggers. As a consequence,
B0 decays are used, and a time-dependent analysis is required
to determine the mistag fraction.
2 Detector
The LHCb detector [10,11] is a single-arm forward spec-
trometer covering the pseudorapidity range 2 < η < 5,
designed for the study of particles containing b or c quarks.
The detector includes a high-precision tracking system con-
sisting of a silicon-strip vertex detector surrounding the pp
interaction region, a large-area silicon-strip detector located
upstream of a dipole magnet with a bending power of about
4 Tm, and three stations of silicon-strip detectors and straw
drift tubes placed downstream of the magnet. Regular rever-
sal of the magnet polarity allows a quantitative assessment of
detector-induced charge asymmetries. The tracking system
provides a measurement of momentum, p, of charged parti-
cles with a relative uncertainty that varies from 0.5% at low
momentum to 1.0% at 200 GeV/c. The minimum distance of
a track to a primary vertex (PV), the impact parameter (IP),
is measured with a resolution of (15+29/pT)μm, where pT
is the component of the momentum transverse to the beam,
in GeV/c.
Particularly relevant for this analysis is the identification
of the different species of charged hadrons, which mainly
relies on the information of two ring-imaging Cherenkov
detectors. The first one covers the low and intermediate
momentum region 2–40 GeV/c over the full spectrometer
angular acceptance of 25–300 mrad. The second Cherenkov
detector covers the high momentum region 15–100 GeV/c
over the angular range 15–120 mrad [12].
Photons, electrons and hadrons are identified by a
calorimeter system consisting of scintillating-pad and
preshower detectors, an electromagnetic calorimeter and a
hadronic calorimeter. Muons are identified by a system com-
posed of alternating layers of iron and multiwire proportional
chambers. The online event selection is performed by a trig-
ger [13], which consists of a hardware stage, based on infor-
mation from the calorimeter and muon systems, followed
by a software stage, which applies a full event reconstruc-
tion. At the hardware trigger stage, events are required to
have a muon with high pT or a hadron, photon or electron
with high transverse energy in the calorimeters. The software
trigger requires a two-, three- or four-track secondary vertex
detached from the PV. A multivariate algorithm [14] is used
for the identification of secondary vertices consistent with
the decay of a b hadron.
Samples of simulated events are used to model the sig-
nal mass and decay-time distributions. In the simulation, pp
collisions are generated using Pythia [15,16] with a spe-
cific LHCb configuration [17]. Decays of hadronic particles
are described by EvtGen [18], in which final-state radia-
tion is generated using Photos [19]. The interaction of the
generated particles with the detector, and its response, are
implemented using the Geant4 toolkit [20,21] as described
in Ref. [22].
3 Development of the same-side taggers
The SSπ and SSp algorithms are developed following similar
strategies. A sample of B0 mesons decaying into the flavour-
specific final state D−π+, with D− candidates reconstructed
in the final state K +π−π−, is selected using requirements
similar to those presented in Ref. [23]. The sample is col-
lected from pp collisions at
√
s = 8 TeV , corresponding to
an integrated luminosity of 2fb−1. Tagging pion or proton
candidates, with their charge correlated with the B0 flavour,
are selected by means of a set of loose selection require-
ments and a multivariate classifier, as described below. The
B0 → D−π+ candidates are separated randomly into three
disjoint subsamples of equal size. The first sample is used
for training the multivariate classifiers, the second is used for
determining the probability of an incorrect tagging decision,
and the third is used to evaluate the calibration of the mistag
probability.
The correctness of a tagging decision is evaluated by
comparing the charge of the tagging particle with the B0
decay flavour as determined by the reconstructed final state.
Those B0 candidates that have oscillated before decaying
enter the training process with an incorrectly assigned pro-
duction flavour. In the training phase the dilution is reduced
by requiring the decay time of the reconstructed B0 mesons
to be smaller than 2.2 ps. This value was optimized with sim-
ulated events and reduces the fraction of oscillated candidates
to about 11%, keeping 66% of the original sample.
The signal and background components of the B0 sam-
ple are determined by an unbinned maximum likelihood fit
to the D−π+ mass distribution of the selected candidates
in the region [5.2, 5.5] GeV/c2. The signal is described by
a Johnson’s SU distribution [24], while the combinatorial
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Fig. 1 Mass distribution of B0 → D−π+ candidates with fit projec-
tions overlaid. Data points (black dots) correspond to the B0 candidates
selected in the 2 fb−1 data sample collected at
√
s = 8 TeV . The solid
blue curve represents the total fit function which is the sum of signal
(red dashed) and combinatorial background (green dash-dotted)
background is modelled by the sum of an exponential func-
tion and a constant. All parameters are free to vary in the
fit. A small component of B0 → D−K + decays (∼1.2% as
estimated from simulation), with the kaon misidentified as a
pion, is neglected in the fit. The number of signal candidates
in the full 2fb−1 sample, estimated by the mass fit and shown
in Fig. 1, is 300 370 ± 674. The fit to the mass distribution
is used to assign event-by-event weights (sWeights), using
the sPlot technique [25]. The weights are subsequently used
to subtract the background contribution when training the
SSπ and SSp classifiers and in the fits to the B0 decay-time
distribution.
The loose selection requirements reduce the multiplicity
of pion (proton) candidates to 2.3 (1.7) per B0 → D−π+
signal candidate, and are reported in Table 2. Only tracks
with hits in all tracking detectors are considered as tagging
candidates. The following observables are used: the χ2/ndf
of the track fit, where ndf is the number of degrees of free-
dom, the track transverse momentum ptrackT , the ratio between
the track impact parameter with respect to the PV associated
to the B0 meson and the error on this variable IP/σIP, the
ratio between the track impact parameter with respect to any
other PV in the event and its error IPPU/σIPPU , the difference
between the logarithms of the likelihood of the proton and
pion hypothesis log L p − log Lπ , or kaon and pion hypoth-
esis log L K − log Lπ . The likelihoods for the various mass
hypothesis are determined using the track and the Cherenkov
angle information, as described in Ref. [26]. For particles
passing the loose selection criteria the efficiency to identify
a pion is 89% with a kaon misidentification probability of
2%, while the efficiency to identify a proton is 92% with
a pion misidentification probability of 5%. Since mutually
exclusive particle identification criteria are imposed, a given
tagging track is identified either as a pion or as a proton.
If more than one PV is reconstructed in the event, the PV
Table 2 Loose selection requirements for the SSπ and SSp algorithms.
The variables used as input for the BDT classifiers are indicated by 
Variable SSπ SSp
Selection BDT Selection BDT
χ2track/ndf <3  <3 –
ptrackT [GeV/c] >0.4  >0.4 
ptrack [GeV/c] –  – 
IP/σIP <4  <4 
IPPU/σIPPU >3 – – –
log L p − log Lπ <5 – >5 
log L K − log Lπ <5  – –
pB0T [GeV/c] –  – –
ptotT [GeV/c] >3  >3 
χ2B0−track <100 – <100 –
Q [GeV/c2] <1.2  <1.3 
η <1.2  <1.2 
φ [rad] <1.1  <1.2 –
R –  – 
PVtracks –  – 
associated to the B0 meson is the one which has the smallest
increase in the vertex-fit χ2 when adding the B0 meson to
the PV.
Additional requirements are introduced on the system
formed by the tagging particle and the reconstructed B0
meson. They are applied to the total transverse momentum of
the system ptotT , the difference between the pseudorapidity of
the B0 candidate and the tagging particle η, the azimuthal
angle φ between the B0 candidate and the tagging par-
ticle, and the difference between the invariant mass of the
system and the mass of the B0 and of the tagging particle
Q = m(B0 + h) − m(B0) − m(h), where h denotes the
hadron, π or p. The vertex formed by the B0 meson and
the tagging particle is required to have the χ2 of vertex fit
χ2B0−track, less than 100.
The multivariate classifiers used for the selection of the
tagging particles are boosted decision trees (BDT) [27] using
the AdaBoost [28] method to enhance and to increase the
stability with respect to statistical fluctuations. This choice
has been shown to be optimal with respect to the achievable
tagging power. The classifiers take most of the above observ-
ables as input, as specified in Table 2. In addition the BDTs
use the following variables: the momentum of the tagging
particle ptrack, the transverse momentum of the B0 candidate
pB0T , the separation of tagging particle and the B0 candidate
R = √φ2 + η2, and the number of tracks contributing
to the PV fit PVtracks. The sWeights are used to subtract the
contribution of background B0 candidates in the training of
the classifiers. The charge of the tagging particle determines
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Fig. 2 Distribution of the BDT output of signal (correct-tag decision) and background (wrong-tag decision) tagging particles, for (left) SSπ and
(right) SSp taggers. In case of multiple tagging candidates per B0 candidate, only the candidate with the highest BDT output value is shown
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Fig. 3 Measured average mistag fraction in bins of (left) SSπ and (right) SSp BDT output. The plots are obtained with the test sample of
background-subtracted B0 → D−π+ candidates. The green-shaded area shows the confidence range within ±1σ
the flavour of the B0 candidate. In case of multiple tagging
particle candidates per B0 candidate, the tagging particle with
the highest BDT output value is chosen. The BDT outputs,
αBDT, are shown in Fig. 2. The global separation between
signal and background is small, but enough to provide useful
information to determine the flavour of the B0 candidate, as
shown below.
4 Evaluation and calibration of mistag probability
4.1 The SSπ and SSp taggers
The BDT output is transformed into an estimate of the mistag
probability through linear regression. The decay-time dis-
tribution of all tagged B0 candidates is considered and the
dilution due to mixing is decoupled by means of a full time-
dependent analysis. Tagged B0 candidates are divided into
eight bins of the BDT output and for each bin the probabil-
ity of an incorrect tagging decision is determined from an
unbinned maximum likelihood fit to the distribution of the
measured decay time t of the candidates, using the sWeights.
The probability density function (PDF) for the signal is
described as
S(t, q) = N a(t) e−t ′/τd (1 + q(1 − 2ω) cos(md t ′))
⊗R(t − t ′), (2)
where t ′ represents the true decay time, N is a normalization
factor, ω is the average mistag fraction in the bin, q is the
mixing state (q = +1 when the flavour at production and
the flavour at decay are the same, q = −1 otherwise), R(t −
t ′) is the decay-time resolution and a(t) is the decay-time
acceptance. The B0 lifetime τd , and the mixing frequency
md , are fixed in the fit to their known values [29].
Equation 2 is obtained under the assumption of zero width
difference d and neglecting the production and detection
asymmetries between B0 and B0. The decay-time resolu-
tion is modelled by a Gaussian function with a fixed width of
50 fs, as determined from simulation. The decay-time accep-
tance a(t), is described by a parametric function based on
cubic splines [30] whose nodes have fixed position and whose
parameters are determined from data. Figure 3 shows the
measured average mistag rate per subsample, interpolated
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with a third-order polynomial that represents η as a function
of αBDT, for the SSπ and SSp taggers.
This polynomial parametrization is then used to determine
the mistag probability η(αBDT) of a B0 candidate. Tagging
particles with η(αBDT) > 0.5 are rejected. With the third
subsample of B0 candidates, it is checked that the estimated
mistag probability corresponds to the true value by measur-
ing the mistag fraction ω with an unbinned likelihood fit
to the decay-time distribution of the B0 candidates. Possi-
ble differences between the mistag probability of B0 and
B0 mesons may arise from the different interaction cross-
sections of hadrons and antihadrons in the detector material
and from differences in detection efficiencies of positive and
negative hadrons. They are taken into account in the decay-
time fit by defining the variables
ω = (ωB0 + ωB0)/2, ω = ωB0 − ωB0 , (3)
where ωB0 and ωB0 are the mistag fractions related to B0
and B0. Assuming a linear relation between the measured
and estimated mistag fractions, the calibration functions are
written as
ωB
0
(η) = pB00 + pB
0
1 (η − 〈η〉),
ωB
0
(η) = pB00 + pB
0
1 (η − 〈η〉),
(4)
where pB0i and pB
0
i (with i = 0, 1) are the calibration param-
eters. The average calibration parameters and the differences
between the B0 and B0 parameters are defined as
pi = (pB
0
i + pB
0
i )/2, pi = pB
0
i − pB
0
i . (5)
The use of the arithmetic mean 〈η〉 of the η distribution aims
at decorrelating p0 and p1. A perfect calibration corresponds
to p0 = 〈η〉 and p1 = 1.
A difference in the number of reconstructed and tagged
B0 and B0 mesons arises from several possible sources. Two
of these sources are considered in the fit by introducing an
asymmetry in the detection efficiency of the final state parti-
cles, defined as
Adet = ε
D+π−
det − εD
−π+
det
εD
+π−
det + εD−π+det
, (6)
and an asymmetry of the tagging efficiencies, defined as
Atag =
εB
0
tag − εB0tag
εB
0
tag + εB0tag
. (7)
With these additional inputs, the PDF becomes
S(t, q) = N a(t) e−t ′/τd (Ccosh + Ccos cos(md t ′))
⊗R(t − t ′). (8)
The coefficients Ccosh and Ccos are
Ccosh =(1 − r Adet)
(
1 − a
d
sl
2
1 + r
2
)
×
(
(1 + Aprod + Atag)
(1 − d
2
+ d(ω + ω)
)
+ (1 − Aprod − Atag)
(1 + d
2
− d(ω − ω)
)(
1 + a
d
sl
2
))
,
Ccos = − r(1 − r Adet)
(
1 − a
d
sl
2
1 + r
2
)
×
(
(1 + Aprod + Atag)
(1 − d
2
+ d(ω + ω)
)
− (1 − Aprod − Atag)
(1 + d
2
− d(ω − ω)
)(
1 + a
d
sl
2
))
,
(9)
where r is the B meson flavour at decay (r = +1 for
B0 → D−π+, r = −1 for B0 → D+π−) and d is
the tagging decision (d = +1 for π+ (p), d = −1 for
π− (p)). These coefficients also take into account the pro-
duction asymmetry, Aprod = NB0−NB0NB0+NB0 , and the asymme-
try in mixing, or flavour-specific asymmetry, adsl. These two
asymmetries cannot be distinguished from the tagging and
detection asymmetries and are fixed in the fit. The produc-
tion asymmetry is fixed to the value measured in Ref. [31],
Aprod = (−0.58 ± 0.70)%, while adsl is fixed to the world
average adsl = (−0.15 ± 0.17)% [32]. The effect of their
uncertainties on the calibration parameters is included in the
systematic uncertainty.
The calibration parameters for the two taggers obtained in
the fit to the calibration sample of B0 → D−π+ decays are
reported in Table 3. The correlations between the calibra-
tion parameters are below 10%, except for the asymmetry
Table 3 Calibration parameters
for the SSπ, SSp and SScomb
taggers where the first
uncertainties are statistical and
the second are systematic
SSπ SSp SScomb
〈η〉 0.444 0.461 0.439
p0 0.446 ± 0.003 ± 0.001 0.468 ± 0.004 ± 0.001 0.441 ± 0.003 ± 0.002
p1 1.05 ± 0.05 ± 0.01 1.04 ± 0.08 ± 0.02 0.99 ± 0.04 ± 0.02
p0 −0.0028 ± 0.0036 ± 0.0016 −0.0218 ± 0.0048 ± 0.0016 −0.0056 ± 0.0036 ± 0.0018
p1 0.015 ± 0.074 ± 0.014 0.140 ± 0.112 ± 0.019 0.052 ± 0.060 ± 0.017
Atag −0.001 ± 0.007 ± 0.007 0.008 ± 0.009 ± 0.007 0.002 ± 0.007 ± 0.007
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Table 4 Tagging efficiencies and tagging power of the SSπ, SSp and
SScomb algorithms. The SScomb efficiencies are shown splitting the
sample in candidates tagged exclusively by SSπ or SSp, or by both. As
explained in the text, there is a large overlap between the SSπ and SSp
taggers
Tagger Sample εtag [%] εeff [%]
SSπ 71.96 ± 0.23 1.69 ± 0.10
SSp 38.56 ± 0.15 0.53 ± 0.05
SScomb SSπ only 35.91 ± 0.14 0.95 ± 0.08
SSp only 8.75 ± 0.10 0.12 ± 0.02
SSπ and SSp 34.74 ± 0.15 1.04 ± 0.07
Total 79.40 ± 0.23 2.11 ± 0.11
of the tagging efficiencies, which has a correlation of about
16% with p0 and p1 and about 64% with Adet. For the
SSπ tagger, Atag, p0 and p1 are zero within one stan-
dard deviation, showing no significant difference in tagging
behaviour between B0 and B0 decays. For the SSp tagger,
it is found that p0 < 0, as a consequence of the higher
interaction cross-section of anti-protons with matter com-
pared to protons. A similar effect is reported for kaon tag-
gers [5]. The fit result of the detection asymmetry is com-
parable for the two taggers (ASSπdet = (−0.87 ± 0.48)%,
ASSpdet = (−0.66±0.62)%) and in agreement with that found
in Ref. [33]. The systematic uncertainties on the parameters
will be described in Sect. 5.
After calibration, the total tagging power of the sample is
calculated as
εeff =
∑Ntag
i=1 (1 − 2ω(ηi ))2si∑N
j=1 s j
(10)
where si is the sWeight of the candidate i , N and Ntag are
the numbers of total and tagged candidates, having mistag
probability ηi , and the average mistag fraction ω(ηi ) is calcu-
lated using Eqs. 3 and 4. Candidates with a mistag probability
larger than 0.5 are considered untagged and are removed from
the sum in the numerator, effectively setting ω(ηi ) = 0.5.
The tagging performances for the SSπ and SSp taggers are
reported in Table 4.
The fit of the decay-time distribution is repeated after
dividing events into bins of predicted mistag probability. The
distribution of η and the dependence of the measured mistag
fraction on η are shown in Fig. 4 with the linear fits superim-
posed, demonstrating the expected linearity. In Figs. 5 and
6 the time-dependent mixing asymmetries A = N unmix−N mixN unmix+N mix
are shown for each of the five bins.
4.2 The SScomb tagger
Even though a given tagging particle can be selected by only
one of the SSπ or the SSp taggers, both taggers may find
a candidate track in the same event. About 50% of the can-
didates tagged by SSπ are also tagged by SSp, and 80% of
the candidates tagged by SSp are also tagged by SSπ. When
both taggers provide a decision, they are combined into a sin-
gle decision. Since the correlation between the SSπ and SSp
decisions, and between their mistag probabilities, is found
to be small, it is neglected when combining them using the
following formulae
p(b) =
∏
i
(
1 + di
2
− di (1 − ηi )
)
,
p(b) =
∏
i
(
1 − di
2
+ di (1 − ηi )
)
, (11)
where p(b) and p(b) are the probabilities that the signal B
meson contains a b or a b quark respectively, and di is the
tagging decision of the tagger i = SSπ, SSp. The normalized
probabilities are
P(b) = p(b)
p(b) + p(b) , P(b) = 1 − P(b). (12)
For P(b) > P(b) the combined tagging decision is d = +1
and the final mistag probability is η = P(b). Otherwise, the
combined tagging decision and the mistag probability are
d = −1 and η = P(b).
The combination procedure, which assumes no correla-
tion, is validated by checking the combined mistag proba-
bility a posteriori. Assuming a linear relation between the
predicted mistag probability and the true mistag fraction,
the calibration parameters in the overlapping sample give
(p0 − 〈η〉) = 0.010 ± 0.005 and (p1 − 1) = 0.01 ± 0.08.
The calibration is repeated on the sample of all B0 candidates
tagged by the SScomb tagger, and the calibration parameters
derived from the unbinned likelihood fit with the PDF of
Eq. 8, reported in Table 3, demonstrate its validity. The per-
formance of SScomb is reported in Table 4. The total tagging
power obtained by the combined algorithm is (2.11±0.11)%,
a relative increase of 25% compared to that provided by the
SSπ tagger alone.
A higher tagging power can be obtained from the combina-
tion of the SScomb tagger with the OS tagger. The OS tagger
is the combination of various OS tagging algorithms using
electrons and muons from semileptonic decays of b hadrons,
kaons from b → c → s decay chains and the inclusive recon-
struction of a secondary vertex of the decay products of the
opposite side b hadron. The SS and OS taggers are found
to be uncorrelated, so their combination follows the same
procedure as the combination of SSπ and SSp into SScomb.
The calibration of the combined mistag probability is veri-
fied a posteriori with a fit of the decay-time distribution of the
B0 candidates. For B0 → D−π+ decays, the total tagging
efficiency and the total tagging power are (84.48 ± 0.26)%
and (5.14 ± 0.15)%, respectively. On the same sample, the
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Fig. 4 (Top left) distribution of the mistag probability ηSSπ and (top
right) measured mistag fraction ω as a function of ηSSπ. (Bottom left)
distribution of the mistag probability ηSSp and (bottom right) measured
mistag fraction ω as a function of ηSSp. The green-shaded area shows
the 68% confidence range
use of the OS tagger only provides a tagging efficiency and
a tagging power of (37.95 ± 0.15)% and (3.52 ± 0.17)%,
respectively.
5 Validation and systematic uncertainties
A possible dependence of the calibration parameters of the
SS taggers on properties of the event sample is checked by
repeating the calibration after splitting the data according
to the data-taking conditions (magnet polarity), global event
properties (total number of reconstructed tracks, number of
primary vertices) or according to the kinematic properties
of the B0 meson (transverse momentum, pseudorapidity and
azimuthal angle). The average mistag probability has a weak
dependence on the number of tracks in the event. On the other
hand, it decreases as a function of the transverse momentum
since the number of random tracks decreases at high pBT .
The tagging efficiency is nearly constant for pions, while the
requirement on proton identification reduces the number of
proton candidates at high pBT . A similar dependence is present
versus the pseudorapidity of the B0 meson. Since the average
mistag fraction and the p0 parameter decrease with increas-
ing pB0T , the calibration remains valid in all subsamples, with
variations below two standard deviations.
The portability of the mistag calibration, from the training
data sample to other data samples and other B0 decay modes,
is validated using an independent sample of B0 → D−π+
decays collected at
√
s = 7 TeV (corresponding to an inte-
grated luminosity of 1fb−1) and a sample of B0 → K +π−
decays collected at
√
s = 8 TeV (corresponding to an inte-
grated luminosity of 2fb−1). The same selection criteria
and fitting procedure as described above are used for the
B0 → D−π+ validation sample at √s = 7 TeV . The cali-
bration parameters for the SSπ, SSp, and SScomb taggers
determined from an unbinned maximum likelihood fit to the
decay-time distribution are compatible with those derived
in the 8 TeV sample. Consistent values of tagging power are
found for all taggers.
The selection criteria and the mass model for the B0 →
K +π− candidates are described in Ref. [34]. The decay-
time acceptance is parametrized using cubic splines with six
nodes, whose positions are fixed and whose coefficients are
free in the fit. The decay-time resolution is described by a
Gaussian function with parameters determined from simula-
tion. The parameters shown in Table 5 demonstrate a good
portability of the mistag calibration, with p0 − 〈η〉 ≈ 0 and
123
238 Page 8 of 15 Eur. Phys. J. C (2017) 77 :238
 [ps]t
5 10 15
M
ix
in
g 
as
ym
m
et
ry
0.6−
0.4−
0.2−
0
0.2
0.4
0.6 LHCb  < 0.25η0 < 
 [ps]t
5 10 15
M
ix
in
g 
as
ym
m
et
ry
0.6−
0.4−
0.2−
0
0.2
0.4
0.6 LHCb  < 0.35η0.25 < 
 [ps]t
5 10 15
M
ix
in
g 
as
ym
m
et
ry
0.6−
0.4−
0.2−
0
0.2
0.4
0.6 LHCb  < 0.40η0.35 < 
 [ps]t
5 10 15
M
ix
in
g 
as
ym
m
et
ry
0.6−
0.4−
0.2−
0
0.2
0.4
0.6 LHCb  < 0.45η0.40 < 
 [ps]t
5 10 15
M
ix
in
g 
as
ym
m
et
ry
0.6−
0.4−
0.2−
0
0.2
0.4
0.6 LHCb  < 0.50η0.45 < 
Fig. 5 Mixing asymmetry in bins of mistag probability using the SSπ tagger
p1 − 1 ≈ 0 as expected. A lower tagging power is measured
in this channel, giving (1.06 ± 0.09)%, (0.42 ± 0.06)%, and
(1.37 ± 0.13)% for SSπ, SSp and SScomb, respectively, as
expected from the lower average pT of the selected B0 can-
didates.
Several sources of systematic uncertainties on the calibra-
tion parameters are studied and the associated uncertainties
are reported in Table 6. Uncertainties related to the mass
model and background unfolding procedure are assessed by
repeating the calibration replacing the sWeights derived in
the fit to the mass distribution of all B0 candidates by the
sWeights derived after restricting the sample to tagged B0
candidates. In a second test, the signal mass model is replaced
by a Hypatia function [35] convolved with a Gaussian func-
tion. The sum in quadrature of the variations of the calibration
parameters observed in the two tests is taken as uncertainty
on the mass model.
Uncertainties related to the decay-time acceptance model
are assessed by changing the number of nodes in the cubic
splines from six to nine and are found to be negligible. A
negligible uncertainty is associated to the decay-time reso-
lution model. The mistag model uncertainties are assessed
by comparing the calibration parameters derived in the nom-
inal fit and those derived in fits with the mistag probability
binned in categories. Five, seven and nine bins are tested and
the largest observed variation of the parameters is taken as
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Fig. 6 Mixing asymmetry in bins of mistag probability using the SSp tagger
Table 5 Calibration parameters for the B0 → K +π− decay sample. Uncertainties are statistical only
Tagger 〈η〉 p0 p1 p0 p1 Atag
SSπ 0.456 0.452 ± 0.003 1.06 ± 0.09 0.0053 ± 0.0042 0.047 ± 0.115 −0.009 ± 0.008
SSp 0.467 0.459 ± 0.004 0.80 ± 0.14 −0.0138 ± 0.0051 0.025 ± 0.141 0.008 ± 0.009
SScomb 0.452 0.457 ± 0.003 0.94 ± 0.07 −0.0034 ± 0.0040 0.079 ± 0.086 0.007 ± 0.007
a systematic uncertainty. Differences between the results of
the two implementations of the time-dependent fit are due to
the dependence of the mistag probability on the decay time.
Pseudoexperiments are generated where the mistag proba-
bility has the same dependence on time as in data and are
fitted with the two approaches. The difference in parameters
is similar to or smaller than that observed in data.
Uncertainties related to neglecting d and possible CP
violation in the B0 → D−π+ decays in the decay-time fit, are
studied by performing pseudoexperiments in which changes
associated with the parameter under study are incorporated
in the generation and neglected in the subsequent fit. Terms
proportional to the relevant CP parameters are added to the
PDF in Eq. 8 and the values of the parameters are taken from
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Table 6 Systematic
uncertainties on the calibration
parameters of SSπ, SSp and
SScomb taggers. The total
systematic uncertainty is the
squared sum of all contributions.
A dash indicates a value
negligible with respect to the
quoted precision
Tagger Source σ(p0) σ (p1) σ (p0) σ (p1) σ (Atag)
SSπ Mass model – – – 0.001 –
Mistag model 0.001 0.01 0.0002 0.007 –
Decay model 0.001 0.01 0.0016 0.012 0.007
Total 0.001 0.01 0.0016 0.014 0.007
SSp Mass model – – 0.0002 0.004 –
Mistag model 0.001 0.02 – 0.014 0.001
Decay model 0.001 0.01 0.0016 0.012 0.007
Total 0.001 0.02 0.0016 0.019 0.007
SScomb Mass model – – 0.0008 0.005 –
Mistag model 0.002 0.02 0.0004 0.010 0.001
Decay model 0.001 0.01 0.0016 0.012 0.007
Total 0.002 0.02 0.0018 0.017 0.007
Table 7 Systematic uncertainties related to the decay-time model. A
dash indicates a value negligible with respect to the quoted precision
Source σ(p0) σ (p1) σ (p0) σ (p1) σ (Atag)
 0.00013 – – – 0.001
Aprod 0.00002 – – – 0.007
adsl – – – – –
CP violation 0.00124 0.01 0.0016 0.012 0.002
Total 0.001 0.01 0.0016 0.012 0.007
Ref. [32]. The associated systematic uncertainties are taken
to be the changes in the calibration parameters with respect
to perfect calibration (p0 = 〈η〉, p1=1), used in the genera-
tion. Uncertainties related to the variation of Aprod and adsl,
which are fixed in the decay-time fit, are evaluated with pseu-
doexperiments where the parameters are varied within their
uncertainties. The uncertainties are determined in the SSπ
configuration and attributed to both taggers. A breakdown of
the systematic uncertainties related to the decay-time model
is shown in Table 7.
6 Conclusion
Two new same-side algorithms are developed to determine
the production flavour of B0 mesons using pions and pro-
tons from the hadronization process. This is the first time
that protons are used to identify the flavour of a B0 meson.
The algorithms are optimized and calibrated on data using
B0 → D−π+ decays. The calibration parameters of the tag-
gers are reported in Table 3. The efficiency and mistag prob-
ability of the taggers depend on the kinematic properties of
the B0 decay mode under study. Estimated mistag proba-
bilities match the true mistag fraction throughout the phase
space. The new SSπ tagger provides a tagging power that
is greater by 60% relative to the previous algorithm using
pions, employed in Ref. [4]. Adding the combination of the
two new algorithms to the existing OS taggers provides a
relative increase of the total tagging power of about 40%.
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