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ON A CERTAIN EXTENSION OF THE MAXIMUM PRINCIPLE 
R. VÝBORNÝ, Praha 
In my paper I shall deal with two theorems connected with unicity theorems for the 
third boundary value problem for elliptic and parabolic equations. These theorems will 
guarantee the negativity of the normal derivative of a solution of a second order partial 
differential equation at a point at which the solution reaches its maximum value. Let 
me begin with some historical remarks. A theorem of this kind for elliptic equations 
was first proved by E. Hopf [1] and O. A. Oleinik [2]. The latter also showed, how 
the strong maximum principle and the continuous dependence of the solution on the 
coefficients can be deduced from this theorem. After the publication of these papers 
and after Nirenberg [3] proved the strong maximum principle for parabolic equations 
it was a simple matter to prove a theorem of this kind for parabolic equations. And 
Friedman [4] and I [5], [6] took this step independently. A general theorem, which 
included the theorems I have just mentioned was proved by Pucci [7]. In all these 
papers a certain assumption on the smoothness of the boundary was assumed, na-
mely, that the maximum point can be touched from the interior of the region by a 
sphere which lies in the region and which has only one point in common with the 
boundary. The problem of weakening this assumption may be considered. A unique-
ness theorem for the third boundary value problem, in which this assumption does not 
occur, is given by Krzyzariski [8]. In this connection A. D. Alexandrov's [9] six 
papers on the maximum principale are extremely important. These papers are not only 
general concerning the boundary of the region but also with respect to the coefficients. 
In this short report I am unable to discuss Alexandrov's work. Let us now turn to the 
concrete facts. We shall assume once and for all, that for the region G, which is under 
consideration, the following conditions are fulfilled. 
1) There is a function T = T(X), which has the property, that T = 0 on G and 
T > 0 in G. 
2) T possesses in G continuous derivatives of the first order rt = dx/dxh T pos-
sesses continuous derivatives of the second order in G and the inequality 
P > |grad T| > a > 0 
holds. 
Let us now consider the differential operator 
*<(") = i aiAx) uiAx) + i Hx) ui(x) + c(x) u(x) 
u = i *=-
where x = (xu..., xn). 
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The indices i, j are used on a's and b's to indicate different functions, on u they 
indicate differentiation. 
We shall assume, that the quadratic form 
is positive semidefinite for every xeG. Further we shall assume, that the inequality 
c(x) S 0 
holds in G. 
Let us denote by z a point belonging to the boundary G. Let the coefficients of L 
satisfy the condition 
n 
(A) lim £ a0<x) T,<X) T/X) > 0 . 
x-*z ij—l 
xeG 
We denote by B(t) a function, which is continuous and positive for t e (0, f0> and for 
which the integral 
Í. B(z) dz 'o 
is convergent. 
Suppose now, that there is such a function B that the following conditions are 
satisfied. 
B l ) l i m — ^ ! - < o o , i = l , . . . , n 
' B«x)) x-+z 
xєG 
B2) H ш ^ т ( x ) > - a ) , 
' ñ B(r(x)) 
xєG 
x. \̂ ^— \aц(x) Tцix)] . . 





If the functions b{ and c are bounded then obviously conditions B 1) and B 2) are sa­
tisfied. As for condition B 3) I only mention that if we weaken the condition 2)*) then 
B 3) is more general than the assumption of the existence of a sphere, which lies in G 
and which has only one point in common with the boundary. 
We are now able to state the theorem 
Theorem 1. If u is a function, which possesses continuous derivatives of the second 
order in G and if the inequality 
L(u) ^ 0 
*) And such a generalization for nour theorems can be given (see [10]). 
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is satisfied in G and if for the point zeG the following inequalities 
u(x) < u(z) for x e G, x 4= z , 
0 < u(z) 
hold, then 
/ i \ r~~ u(x) ~~ u(z) A (1) lim —--̂  p--- < 0 
*->* x - z 
JC e n 
provided that B 1) — B 3) and f/?e condition (A) are satisfied. 
In equation (1) |x — z| denotes the distance between the points x and z, and n is 
the inner normal. 
If the normal derivative exists, then its negativity is an immediate consequence 
of inequality (1). 
If c = 0, then the assumption u(z) > 0 is superfluous. 
For a parabolic operator of the form 
n - l n - l 
L(u) = £ aijUij + £ biUi - un + cu 
» , 1 = i » = i 
there is no need to assume that c _ 0. 
Proof of Theorem 1. There is a positive constant r\ and a neighborhood U of the 
point z such that the following inequalities are satisfied 
n 
E au(x) xlx) XJ(X) > 1 ' 
\blx)\<B(r(x)), 
Mx) T . /X) | < *(<*)) . 
c(x) T(X) > — B(T(X)) 
for x e 17 n G. If necessary, we may choose U so small, that 
I B(t) dř < oc = — ; 0 W 2(II2 + П І Я - 1 ) 
for x e U n G. Let us define the function ft by the equation 
h(x) = B(f) (T - t) dt + (xx . 
It can be proved by calculation that 
L(h) > 0 
for x e U n G. For the function t; = u + \ih is evidently 
L(v) = JI L(ft) > 0 
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for x e G n U and therefore the function v reaches its maximum value on the boundary 
of G n U. But for x 4= z, x e U n G the inequality 
(2) v(x) < u(z) 
holds and this inequality is valid for x e U n G, too, if // is sufficiently small. From 
inequality (2) it follows that 
u(x) - u(z) < _ ft(x) - /i(z) 
I * - z l I * - A 
If we make use of the fact, that 
dn 
we obtain the assertion of the theorem by letting x -» z. The proof is complete. 
Let us now consider a quasilinear operator of the form 
n 
E(u) = J] fl/jv** w> P) wl7 - a(x, w, p) , 
U = i 
where p denotes the vector p = (uu ..., un). For an operator of this kind the maxi­
mum principle was investigated by R. M. RedhefTer [11]. 
Let g be a continuous, positive and increasing function on the interval (0, oo) such 
that 
Jo»W 
Theorem 2. If the following estimates 
\<*ij{x, u, p) - a0<x, w, 0)| = g(u*) B(T(X)) , 
\a(x, u, p) - a(x, u, 0)| = g(u*) B(T(X)) , 
\ah(x, u, 0) T 0<X)| < B(T(X)) 
where 
are valid and if 
and if 
u* =y/{u\ + u\ + . . . + u„) 
a(x, u, 0) >. 0 
П 
Hm J] a,/x, ы, 0) т,(x) т/x) > 0 
,_« џ= i 
and if the quadratic form 
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X <-u(x, ы,0)A,Яj 
U = i 
is positive semidefinite, and if 
E(u) = 0 , 
u(x) < u(z) for x G G, x 4= z 
then 
/*\ ~'~ u(x) — ll(z) 
(1) l i m Y - , < 0 
.X G /I 
provided, that u possesses continuous derivatives of the second oder. 
Let us now investigate the assumptions of the theorem in more detail. The assump-
tions that 
dZ ± 
= + oo , 
o m 
[ B(t)dt < + oo o 
are essential. An example of an operator E or L and of a function u can be given in 
such a way that inequality (1) does not hold, but all assumptions are satisfied with 
only one exception, that the integral 
B(t) dt 
Jo 
is divergent. A similar remark can be made about the convergence of the integral 
oeHO' 
Let us now outline the proof of theorem 2. First we shall show that the function 
h(t) = Ctt+ C2g(t) 
(where Cx and C2 are arbitrary positive constants) satisfies the same conditions as the 
function g. We choose suitable constants Cx and C2. Then we solve the initial value 
problem 
v" = B(t) h(v'), 
v(0) = 0 , 
v'(0) = a > 0 
and denote its solution by va(t). 
Now we define the function 
w(x) = u(x) + va(i(x)) 
and investigate this function in a sufficiently small neighborhood of the point z. It can 
be proved, that this function reaches its maximum value in the set U n G on its 
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boundary. But on 6 va = 0, hence 
w(x) < u(z) ; 
on the other part of the boundary we have, 
u(x) < u(z) —• Y\ 
where r\ is a positive constant. 
If we choose a sufficiently small, then 
*««*)) < n • 
And together we get 
w(x) < u(z) 
on the boundary of U and hence in U. From this inequality the assertion of the theo­
rem can be derived in the usual manner. 
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