The rapid development of information technology has led to the development of medical informatization in the direction of intelligence. Medical health big data provides a basic data resource guarantee for medical service intelligence and smart healthcare. The classification of medical health big data is of great significance for the intelligentization of medical information. Due to the simplicity of KNN (K-Nearest Neighbor) classification algorithm, it has been widely used in many fields. However, when the sample size is large and the feature attributes are large, the efficiency of the KNN algorithm classification will be greatly reduced. This paper proposes an improved KNN algorithm and compares it with the traditional KNN algorithm. The classification is performed in the query instance neighborhood of the conventional KNN classifier, and weights are assigned to each class. The algorithm considers the class distribution around the query instance to ensure that the assigned weight does not adversely affect the outliers. Aiming at the shortcomings of traditional KNN algorithm in processing large data sets, this paper proposes an improved KNN algorithm based on cluster denoising and density cropping. The algorithm performs denoising processing by clustering, and improves the classification efficiency of KNN algorithm by speeding up the search speed of K-nearest neighbors, while maintaining the classification accuracy of KNN algorithm. The experimental results show that the proposed algorithm can effectively improve the classification efficiency of KNN algorithm in processing large data sets, and maintain the classification accuracy of KNN algorithm well, and has good classification performance.
I. INTRODUCTION
The development of information technology has made digital medical technology more mature, medical data is growing at an unprecedented rate, and biomedical research has developed into a typical data-intensive science, forming a data explosion phenomenon called ''big data.'' In the era of big data, data has become a new strategic resource, an important factor driving innovation, and is changing the way of biomedical research and the way of life and thinking of human beings. Through the integration analysis and application requirements description of big data in the medical service field, relevant departments of the medical industry can be guided to strengthen the collection and management of medical health big data, and lay a data foundation for later development and application [1] - [3] . At the same time,
The associate editor coordinating the review of this manuscript and approving it for publication was Yongtao Hao. it provides a good theoretical and technical basis for the development and utilization of medical health big data. The key technologies and data models of medical health big data provided by the project research results can enrich the theoretical system and application system in the field of medical health big data research [4] , [5] .
Many developed countries have successively released a series of big data technology plans, vigorously promoted big data research and application, and have regarded health care and health big data as a key component of national public utilities [6] , [7] . The use of health data has become a new indicator of the country's economic development. The University of Oxford has established a Health Information and Discovery Center. The medical and health research center has integrated big data technology and has two research institutes, the Big Data Research Institute and the Target Discovery Research Institute [8] . Classification techniques are based on inductive learning principles that analyze and find patterns from databases [9] . If the nature of the environment is dynamic, then the model must be adaptive. It should be able to learn and map effectively. Related scholars have proposed a regenerative space framework for information theory learning [10] - [12] . The framework uses a symmetric non-negative definite kernel function, the potential for cross information. Although this framework gives better results than the previous RKHS framework, there is still the problem of choosing the appropriate kernel function for a particular domain [13] . Relevant scholars have combined fuzzy and rough set theory to obtain the smallest subset of eigenvalues in noise and real data [14] - [16] . It provides greater flexibility when dealing with real data and noise data. Other feature ranking metrics are also used to evaluate new coarse metrics [17] - [18] . This measure gives reliable results comparable to others. Fuzzy and ant colony optimization are two new methods to introduce an enhanced feature selection framework [19] - [21] . The related scholars brought the maximum entropy model into the research of text automatic classification system for the first time [22] , [23] . Through the simulation experiment, the different entropy model based classifiers were analyzed in different text feature generation methods. The researchers proposed a new text feature selection algorithm based on Gini index [24] . The feature selection algorithm uses the Gini index principle to study text feature selection, and constructs a feature selection evaluation function suitable for text classification feature selection based on Gini index. By eliminating the noise data of training samples and the training samples with high similarity, the training samples are reduced to improve the classification efficiency [25] , [26] . However, such algorithms are susceptible to improper threshold setting and uneven distribution of training sample categories, resulting in poor classification results [27] . By introducing the scaled convex hull method, the maximum boundary value algorithm for cost-sensitive learning can be solved and applied to the problem of unbalanced data. The error rate of a few class classifications is reduced by changing the scale factor of the scaled convex hull method. In applying the costsensitive learning decision tree to medical diagnosis, new test strategies can be used to reduce misclassified samples. However, the biggest disadvantage of cost-sensitive learning is that it is difficult to determine the value of the generation. If the value of the generation is not well determined, it will not help the improvement of the algorithm.
With the gradual growth of medical and health care data, the traditional medical health big data classification methods have problems such as large sample size and slow processing. In order to better classify the unbalanced data set, the K nearest neighbor algorithm is modified. A theoretical model of the KNN (K-Nearest Neighbor) algorithm is established. This model does not need to consider the data around a certain data, but assigns the weight of each category according to the location. By considering the distribution of the classes, the accuracy of the weights for the special values is guaranteed. In this way, the traditional KNN classifier has been improved. In addition, considering the time lag of the traditional KNN algorithm in the face of large data sets, this paper proposes to improve the KNN algorithm by cluster denoising and density clipping. The results show that the classification speed is improved and the classification accuracy is guaranteed.
Specifically, the technical contributions of this paper can be summarized as follows:
First: An experimental study was conducted on the class-based weighting factors of the KNN classifier. A class-based weighted K nearest neighbor algorithm is proposed and the attributes of the associated weighting factors are viewed. We evaluate methods for various real-world data sets and compare their performance to the most advanced classifiers.
Second: An improved KNN algorithm based on DBSCAN cluster denoising and density cropping is proposed. The clustering method is used to study the training set samples, and the density of each cluster is used to speed up the search speed of K-nearest neighbors. The classification efficiency of KNN algorithm in processing large data sets is improved, and the classification accuracy of KNN algorithm is maintained.
The rest of this paper is organized as follows. Section 2 discusses related theories and methods, Section 3 analyzes the class-based weighted K nearest neighbor algorithm, and Section 4 studies the improved KNN algorithm based on the clustering algorithm. Section 5 summarizes the full text.
II. RELATED THEORIES AND METHODS

A. MEDICAL HEALTH BIG DATA TECHNOLOGY CLASSIFICATION
Health care big data, like most industry big data, has a similar process. Big data technology is generally divided into data acquisition, data storage, data analysis and data display. The medical health big data life cycle model is shown in Figure 1 .
For small projects, the source of the data is single, the amount of data is small, and the traditional relational database technology or data warehouse can fully meet the corresponding needs. Because of the huge amount of data in big data, it has high requirements for storage, analysis, and display. With distributed storage computing, data security and timeliness should be more focused. The following are big data relevant technologies. Several main processes are described: 1) Big data acquisition technology There are a large number of unstructured, semi-structured and structured data in medical health big data, and big data acquisition technology is to obtain this part of data through various means. It is the starting point of big data mining. The distributed system quickly and reliably captures data, realizes data parsing, conversion and loading, and provides a secure and consistent big data collection technology.
2) Big data storage and management technology This part is to solve the data storage and management, and to provide a big data storage technology, such as HDFS, which is safe, efficient, low cost and highly fault tolerant. Moreover, due to the unstructured data, it is generally necessary to have big data management and storage capabilities for unstructured data.
3) Big data application technology The above three processes are generally only related to the data mining personnel, and do not deal with the user, but the data mining results presented to the user is the final stage of the data mining process, that is, various big data visualization technologies. This part of the application technology is versatile and there is no uniform standard.
B. REGRESSION ALGORITHM AND KNN CLASSIFICATION ALGORITHM 1) STATISTICAL METHODS
The statistical method follows the ''curve fitting'' method and requires the form of a curve to be predetermined. They try to model the relationship between dependencies and independent variables as closure functions. It is the responsibility of the user to make an informed guess about this feature. This is done by studying the application domain and may involve trial and error. Once the functional form is modified, its parameters (or coefficients) are estimated to be ''best fit'' to the available data. Typically, this function also has an error term for compensating for unexplained changes in the dependent variables. This requires that the regression problem for each particular application area can be best studied and solved in this area. Changes in linear regression include pace regression, minimum median regression, and so on.
2) DECISION TREE STEPWISE REGRESSION
The basic idea of the stepwise regression algorithm is to introduce the independent variables one by one, and the independent variables introduced each time have the most With m independent variables and n observations, a linear regression model of m is obtained:
where i = 1, 2, . . . , n represents the i-th observation, j = 1, 2, . . . , m represents the j-th argument, β j is the partial regression coefficient, and e i is the random error.
3) KNN CLASSIFICATION ALGORITHM
The KNN algorithm is a generalization algorithm for nearest neighbor rules. Its inductive offset is the class label of the k-sample with the class label to be tested most similar to the nearest one. Compared with the nearest neighbor, it differs in that it expands the nearest neighbor to k in the decisionmaking phase. This extension allows the KNN algorithm to obtain and utilize more information. It omits the process of learning processing relative to other classification algorithms with distinct training phases. The KNN classification diagram is shown in Figure 2 .
The nearest neighbor rule is one of the oldest methods of class reasoning. Its decision-making idea is very simple, that is, the sample to be tested is the same as the sample category closest to it. If the training set and the distance metric are kept unchanged, the decision result of the nearest neighbor rule has been uniquely determined for any instance to be tested.
For all sample instances in set E, if y is the nearest neighbor instance of x, then the category of y is the result of the decision, which is the nearest neighbor rule. Let X be an unknown category sample, the specific decision process is:
Then the decision result is X ∈ W i . Here, the nearest neighbor rule is introduced from the following two aspects: one is convergence, and the other is generalization error.
For the same point to be tested x, the nearest neighbor x obtained by using two training sets containing different samples is different. Since the classification result depends on the category label of the nearest neighbor, P(e x, x ) is thus obtained. It is the conditional error rate and depends on both x and x . Here, the average of x can be obtained:
Among them, p(x |x ) is a conditional probability density function. Assuming that p(·) is a continuous non-zero function, the probability that any point falls on the x-centered hypersphere S is:
The probability that all n samples fall outside the hypersphere is (1 − P s ) * . If n → ∞, the probability tends to zero. It can be concluded that if the nearest neighbor x converges to the point x to be measured according to the probability, then P(e |x ) infinitely approaches the Dirac function. Similarly, if the KNN decision rule is followed, then k neighbors converge to the point x to be measured.
The error rate of the nearest neighbor can be understood as the probability that the point to be measured x is different from the category c of the nearest neighbor point x', and the error rate is:
Here, the assumption is made that each sample is independently and equally distributed. A sample x can always be found within the d distance range around x, so that the Bayesian classifier is:
At this time there are:
It is concluded that the nearest neighbor rule is not only simple in construction, but also the generalized error rate is not more than twice the Bayesian error rate. 
III. CLASS-BASED WEIGHTED K NEAREST NEIGHBOR ALGORITHM A. RESEARCH ON WEIGHTING FACTORS 1) DESIGN OF CLASS-BASED WEIGHTING FACTORS FOR KNN CLASSIFIERS
The simple basic design of the KNN classifier based on the weighting factors of the class can be expressed as follows:
represents the weighting factor of class C. In addition, frequency[c] represents the frequency of occurrence of class C in the entire data. If the data is perfectly balanced, this means that the frequency[c] values of all classes are roughly equal, so the modified KNN algorithm reduces the balanced data to the conventional KNN algorithm. For a given query instance x t , the modified KNN rule can be formally expressed as follows:
This weighting factor has major drawbacks and does not perform the same on most data sets. It can be seen from the experimental research in this paper. This design only takes into account the overall imbalance between the data, regardless of the distribution of local data. When data points are clustered, each cluster has a main class and the class distribution is unbalanced. In this case, the algorithm tends to be less than other categories. This situation is shown in Figure 3 .
2) IMPROVED DESIGN OF KNN CLASSIFIER
Since the earlier proposed design did not perform well on most data sets and had major drawbacks, corresponding adjustments were needed. In the new proposed design, this paper introduces a coefficient based on the unbalanced nature of the data set. Therefore, a modified KNN rule for a given query instance x t can be formally expressed as: where W[c] represents the weighting factor of class c and can be defined as:
where α is an input parameter that can be used as input from the user or learned from the data. frequency [c] m t=1 frequency[c j ] is the ratio of the occurrence rate of class c in the entire data to the total number of instances in the entire data.
For perfectly balanced data, the value of a should be zero, which will cause all W[c] values to be equal to 1, so the modified KNN algorithm on the balanced data is reduced to the existing KNN algorithm. The performance of the improved KNN classifier is very sensitive to the value of a. The alpha factor attempts to take into account the nature of the data distribution, which was ignored in earlier designs. However, the current design also fails to capture the local class distribution around the query instance.
The weighting factor is between 1 and
The results of testing the text classification quality are shown in Figure 4 . The test uses medical health data of different lengths and categories.
3) CONSIDER ONLY THE DESIGN OF THE AREA NEAR THE QUERY INSTANCE
Only the area near the query instance is considered here, instead of considering the nature of the entire data. More clearly, if k is the number of neighbors used by the existing KNN algorithm to determine the query instance class, then in this design, this paper considers the class distribution in the k + d nearest neighbors of the query instance. In previous designs, too many remote instances also had an impact when categorizing query instances, but in this one, we try to limit the region so that instances within that region only affect the decision. Therefore, for a given query instance x t , the modified KNN algorithm can be formally expressed as follows:
where W (c, x t ) represents the weighting factor of class c and instance x t , which can be defined as:
where d is the input parameter, which can be used as input from the user or learned from the data.
is the number of instances of class c that exist in the nearest neighbor of x. The algorithm will more closely monitor the nature of the data around the query instance. The results show that the algorithm is successfully implemented in the framework of the classification quality with the increase of the number of files. As we predicted, other tests and analyses showed better results if files belonging to the same category were processed. Figure 5 shows the classification results of the KNN algorithm before and after the improvement. Comparing Figure 5 (a) with Figure 5 (b), we can see that the improvement has a greater impact on the accuracy of the classification. The classification results of the KNN 6 before and after the improvement are significantly better than those before the improvement.
4) SIMULATION EXPERIMENT
B. IMPROVED KNN BASED ON FEATURE WEIGHT CORRECTION
All the features of the feature vector are sorted according to the sensitivity from high to low, and then the features of the partial sorting are deleted, and then the remaining features are trained by the neural network, and the obtained error continues to be deleted within the allowable range. Such remaining features are features that are important to the classification.
In order to reduce the computational complexity of the neural network in the feature deletion work, this section adopts a new neural network feature selection method, which is referred to as the ''two-point selection method'' in this paper. First, the features are sorted according to the sensitivity, and then a feature R is found by the dichotomy. With the feature R as the boundary, all the features that are listed are deleted. This method greatly reduces the amount of computation.
Since the nearest neighbor classifier assumes that the conditional probability of the local class is constant, this assumption is invalid in the high dimensional feature space. Therefore, the K nearest neighbor classifier is used in the high dimensional feature space, and the correction of the feature weight will cause serious deviation.
In order to reduce the time of finding the initial k 0 nearest neighbors in the classification, the SS-Tree method is used to divide the training sample space into several small regions according to the similarity between samples. Then, according to the distance of the sample x to be classified from the center point of each region, several regions are first found, and k 0 nearest neighbor samples are found in these regions as approximate k 0 nearest neighbors of x. In the SS-Tree section of this section, each node represents an area, including the center point, the radius, the sign of reinsertion, the nature of the child (node or sample), the total number of children, and an array of pointers to the child. The sample data is incremented by a flag that is reinserted.
In the process of establishing SS-Tree, all training samples are first chained into a sample queue to be inserted, and an empty tree is initialized. Then the samples are inserted into the SS-Tree one by one. The most important thing in this tree building process is the algorithm of selecting the insertion node of the sample, and the node splitting algorithm to keep the number of children in each node not exceeding B.
In this section, the criterion for selecting the insertion node is the node whose center point is closest to the sample to be inserted. The algorithm select_node of the node selection process in the SS-Tree construction process is:
Algorithm select-node:
(1) t ← the root node of SS-Tree;
x ← to be inserted into the sample;
(2) if (t children are not samples) Do { calculate the distance between the center point of each child of x and t;
t← distance x the nearest child; } while( t child is a sample) After confirming that node x should be inserted in SS-Tree, it inserts x as a child of t. Among them, the insert node algorithm insert is: Calculate the sum of the areas of the two groups s; }//for select the record with the smallest s value and its s; }//for selects the smallest group of values s, the group consists of two subsets group1 and group2, according to which the node t is divided into two nodes tg1 and tg2, and the respective attribute values of the two nodes are calculated;
If ( t is the root node) { Clear the child records of the root node; Insert children with nodes tg1 and tg2 as root nodes; Recalculate each attribute value of the root node; } Else { Remove the record of t in the original t parent node; Insert the split two nodes tg1 and tg2; If (t parent node ≥ B) Split (t parent node); Else Update each attribute value of the t parent node; } During the establishment of the SS-Tree, when a node is reinserted, the node is deleted first, and the number of children of the parent node of the node may be less than b. In order to keep the number of children at each node not less than b, the node consolidation work is carried out, with the minimum area increase after the merger as the criterion. After the SS-Tree is established, the area division of the node for the sample is the division of the training sample set that is sought, and the number of samples in each area is between [b, B] . In order to record these area divisions, this area is divided into a table. In order to reduce the time to find the sample boot disk later, the training samples are rearranged in the order shown in this table and then stored.
C. EXPERIMENTAL RESEARCH
To adjust the existing KNN algorithm, a weighting factor is introduced for each class. For a given query instance x t , the algorithm can be formally expressed as follows:
where W [c, x t ] represents the weighting factor for class c, and the query instance x t is classified. In order to design weights, query dependencies and query independent weighting factors are considered. If the weighting factors studied in this paper have invariant values for each category of dataset, ie they are not dependent on the query instance and are beneficial to a few classes, then the algorithm under study will exist in the correct cluster, but there is no correct classification. The weight factor value W [c, x t ] of the study can be expressed as:
Among them,
Due to the leading role of most classes, the use of overall accuracy is not an appropriate measure of the imbalanced data set, so this paper uses F-Score as an indicator. F-Score considers the accuracy and recall of the test to calculate the score. Table 1 compares the results of the modified algorithm with the prior art algorithm. The numbers in parentheses indicate the level of the corresponding algorithm. It can be seen that the research method produces consistent and accurate classifiers in most data sets and is superior to other algorithms. Furthermore, the algorithm proposed in this paper is always superior to the conventional KNN on all data sets, which confirms that the modified KNN algorithm is classified according to the nature of the data. Figure 6 compares the performance of the studied algorithm with the KNN algorithm in terms of overall accuracy and accuracy. A small number of data is classified according to different k values of the data set. As can be seen from the figure, the algorithm-based classifier is more sensitive to classifying a few data classes and is still highly accurate. The classifiers learned from the research method are more accurate for larger k values.
IV. IMPROVED KNN ALGORITHM BASED ON CLUSTERING ALGORITHM A. KNN ALGORITHM SIMILARITY CALCULATION METHOD
The principle of the KNN classification algorithm is to calculate the similarity of the test text to each training text, and then sort according to the similarity size, select the top K training texts with the highest similarity to the test text, and divide the test text into the K texts. Common similarity calculation methods are generally Euclidean distance and cosine of the angle.
1) EUROPEAN DISTANCE METHOD
where d i denotes the feature vector of a certain text in the training set, d j denotes the feature vector of another text in the training set, N is the feature vector dimension, and w k is the kth dimension of the feature vector. The Euclidean distance method states that the smaller the distance, the higher the correlation between the two medical health data; the greater the distance, the lower the correlation between the two medical health data. The Euclidean distance method is used to calculate the similarity. The method is simple and the calculation speed is fast, but the classification effect is often not ideal.
2) ANGLE COSINE METHOD
The meaning of each parameter is consistent with the Euclidean distance method.
For angle cosine method, the smaller the angle between the two medical health data, the higher the degree of correlation, which means the higher the similarity; the larger the angle between the two medical health data, the lower the correlation. This means that the lower the similarity. The similarity result calculated by the cosine method is [0,1]: when the two medical health data are completely unrelated, the similarity is 0; when the two medical health data are highly correlated, the similarity approaches to 1. Text classification systems generally use the cosine cosine method to calculate text similarity.
B. DENSITY CROPPING BASED ON CLUSTER DENOISING IN KNN ALGORITHM 1) BASIC IDEA OF THE ALGORITHM
On the one hand, the KNN algorithm is a classification algorithm based on local information processing. It has no good grasp of global information, so the existence of noise has a certain influence on the classification accuracy of KNN algorithm. By clustering, the texts of the same category in the training set are clustered into several sub-categories according to the degree of similarity, and several cluster centers are formed. In the clustering process, those texts with lower similarity to most texts are performed. This can effectively reduce the impact of noise on the classification accuracy of the KNN algorithm.
On the other hand, the calculation time of the KNN algorithm is mainly consumed in calculating the similarity between the text to be classified and the text of the training set, which is a repeated calculation work, and the calculation time is linear with the number of training set texts. Therefore, if a part of the text with a more representative classification is selected from the training set to represent the training set, the computational complexity of the KNN algorithm will be greatly reduced, and the time efficiency of the KNN algorithm can be improved, especially the KNN algorithm is processed in the processing of large data sets.
2) CLUSTER DENOISING
Clustering is to cluster n c texts in the same category c i into m c (m c < n c ) small clusters. The similarity of texts in the same cluster is the largest, and the similarity of texts in different clusters is relatively small. After clustering, some texts that are not classified into any small cluster appear. Generally, these texts belong to noise text, and the representativeness of the category is relatively small. After removing these noise texts, the degree of classification accuracy of the classification algorithm is guaranteed.
It can be seen from Figure 7 that for different types of samples, there is a big difference in the degree of similarity between samples due to the differences between the samples and the ability of each sample to express different categories. By clustering, the samples in the same category are examined and labeled once, and the cluster centers are calculated and selected, and the samples with higher similarity are clustered into one small cluster to form multiple clusters. In the process, there will be a few samples that have not been added to any cluster, as shown in the noise points in Figure 7 , the noise text is less similar to other texts in the same category, that is to say, the representativeness of the categories is relatively poor. When the classification is judged, it is easy to mislead the classification results, resulting in misclassification. Therefore, removing these noise texts is advantageous for improving the classification accuracy of the algorithm.
3) DENSITY CUTTING
After the clustering process, the texts of each major class in the training set are divided into several small clusters one by one, and the text density of these small clusters is relatively high. It can be seen from the specific process of the DBSCAN clustering algorithm that the text density closer to the cluster center is relatively high, and the text density at the cluster boundary is relatively low.
According to the neighbor rule of the KNN algorithm, when the test text needs to be classified, only the category attribute of the K text closest to the test text is considered. If the test text is in the central area of a class, even if the text density of the center of the class becomes smaller, the classification result of the test text will not be affected; on the contrary, if the test text is in the class boundary area of some classes, then the text of the class boundary area of several classes is examined, which is also independent of the text density of the class center area of each class. The text of the class center contributes less to the classification at this time. Therefore, if you can crop the text with very high text density in the center-like area, only retain some of the text in the center of the class, and reduce the density of the center of the class, which can greatly reduce the classification time for classifying the test set using the KNN algorithm.
Excessively high text density in the training set will affect the classification efficiency of the KNN algorithm, and will lead to misclassification to some extent. The main reason is that the KNN algorithm considers the category of K training samples closest to the test text when discriminating the test text. The use of a simple voting mechanism, which will lead to a higher text density category in voting has a greater advantage.
As shown in Figure 8 , the intuitive judgment test sample should be classified into the blue category, but since the red category sample density ratio is much larger, the voting process is selected when 10 nearest neighbors are selected to discriminate the category of the test sample. The sample in the red category will have a large advantage, so the test sample will be classified into the red category and misclassified.
As shown in Figure 9 , after density cropping, the density of the red category samples is reduced, and the problem of different voting weights due to the density difference before the cropping is solved, and the test text is correctly classified into the purple category sample set.
The main purpose of density cropping is to preserve text in areas with lower density (usually near the border of the class), and to crop the text in areas with higher density (usually near the center of the class) to reduce the amount of training text. Therefore, the number of calculations when the KNN algorithm classifies the test set is directly reduced to improve the classification efficiency. 
4) DETERMINATION OF MAIN PARAMETERS
In the improved KNN algorithm based on cluster denoising and density clipping, two important parameters are the size of the neighborhood and the MinPts value. If the neighborhood selection is small and the MinPts selection is large, the small clusters of each category will increase and the text density of each cluster will be higher; if the neighborhood selection is larger and the MinPts is smaller, this will result in a reduction in the small clusters for each major class and a lower level of text intensiveness per cluster.
The determination of the neighborhood is generally based on the average neighborhood size of MinPts based on the training text set. Assuming that L k (t i ) is the distance between the text of the training text set that is closer to the kth of the specified text t i , the average neighborhood size based on MinPts in the training text set D is calculated as follows:
where N is the number of texts in the training text set D and t i is the text in the training text set. The determination of MinPts is generally based on the empirical value, taking 5% to 8% of the average sample size of the category, which has a good effect and has less influence on the classifier.
C. EVALUATION AND DISCUSSION OF EXPERIMENTAL RESULTS
1) COMPARE THE EFFECT OF SAMPLE CUTTING ON THE PERFORMANCE OF THE CLASSIFIER WHEN K TAKES DIFFERENT VALUES
We take 5%∼8% of the average sample size of the category as MinPts value, MinPts = 17. K compares the classification effect of the traditional KNN classifier with the sample-cut KNN classifier in the medical-related text provided by a hospital at 15, 20, 25, and 30, respectively.
It can be seen from the experimental results that when K takes different values, the classification accuracy of KNN algorithm after clustering denoising and density clipping for training set samples is improved compared with the traditional KNN algorithm except for some small categories.
Under normal circumstances, there is a 1% to 2% reduction. However, due to the cropping of the sample (the cutting rate is about 20%), when the KNN algorithm classifies the test set, the calculation amount is significantly reduced, and the overall operation time is increased by about 20%. The KNN algorithm is used to classify the big data set. At the time, the improvement of time efficiency is considerable.
2) COMPARE THE IMPACT OF THE DENSITY THRESHOLD OF SAMPLE CLIPPING ON THE PERFORMANCE OF THE CLASSIFIER
The training sample is cropped using the sample cropping algorithm, as shown in Table 2 .
As can be seen from Table 2 , as the density threshold of the sample crop increases, the cropping ratio gradually decreases: when the density threshold is 1, the cropping rate is close to 50%; when the density threshold is equal to the MinPts value, the cropping rate is still about 20%. That is to say, the time complexity of the KNN classifier is reduced proportionally, which can greatly improve the time efficiency of the KNN classifier. However, this time efficiency is not greatly improved by sacrificing the classification accuracy. The density threshold will be compared below.
When comparing different density thresholds, the classification effect of the traditional KNN classifier and the samplecut KNN classifier under the medical-related text provided by a hospital is shown in Figure 11 . It can be seen from the experimental results that the KNN algorithm for clustering denoising and density clipping of training set samples has a great improvement in classification speed compared with the traditional KNN algorithm, and can be improved with different cutting ratios. The classification accuracy is slightly reduced due to the large-scale cropping of the training samples. It can be seen that there is better classification performance when the cropping threshold is selected between 17 and 21. Therefore, from a comprehensive perspective, the KNN algorithm for clustering denoising and density tailoring of training set samples has a certain degree of improvement in classification performance compared with the traditional KNN classifier. The loss classification accuracy can be considered to be within an acceptable range.
V. CONCLUSION
In this paper, an improved KNN algorithm is proposed to make up for some shortcomings of the traditional KNN algorithm, and the expected purpose is achieved, which reduces the running time of the KNN algorithm. A classbased weighted K nearest neighbor algorithm is proposed, which focuses on the adjustment. KNN classifier to consider the local class distribution around the query point during classification. This paper has modified the algorithm for the latest classifier on the dataset. The data sets used have different minority category percentages. The advantages and disadvantages of traditional KNN classifiers are analyzed, and an improved KNN algorithm based on cluster denoising and density cropping is proposed to overcome the shortcomings of traditional KNN algorithm in dealing with large data sets. The algorithm pre-classifies the training set by clustering and density clipping of the training set samples to speed up the K-nearest neighbor search speed and improve the classification efficiency of the KNN algorithm in processing large data sets, while maintaining the KNN algorithm. Classification accuracy is within acceptable limits. This paper studies single-class classification, but in practical applications, multiclass classification is more and more popular. The reason is that some samples have multi-category information, and they have certain ability to express two or more categories. If these samples are grouped into a fixed category according to the criteria for single-category classification, the sample sparsity of the category will increase, and the category discrimination will decrease. Research on multi-category classifications will also be the focus of future work. In addition, the medical health data also has a relatively high field missing rate, and the field missing rate has a great influence on the classification results of this paper. How to improve the medical health data through certain methods to obtain a relatively more accurate data set will be the future research direction.
