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Efficient Automated Video Captioning Based On Content Fingerprinting 
ABSTRACT 
Subtitles or closed captions for the audio in video content are an important accessibility 
and comprehension feature of video hosting platforms. Generating captions manually can be 
time consuming, expensive, and difficult to scale. Captions generated via automated speech 
recognition (ASR) can be noisy and inaccurate, and depend on the quality of the video. This 
disclosure describes the use of content fingerprinting techniques to detect near, partial, or exact 
duplicates of a newly added video in a large corpus. Captions from the matching content are then 
automatically transferred to the newly added video, rather than being generated from scratch. 
Alternatively, captions for all matching content are aggregated to generate a caption stream for 
the entire cluster. The described techniques can improve the quality and consistency of captions 
for video content, thus improving accessibility and understandability of the content. 
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BACKGROUND 
Video hosting and streaming platforms provide a vast catalog of video content covering a 
diverse range of topics, including user-generated content and enable users to view video content 
on-demand. An important feature of such platforms is the inclusion of closed captions or 
subtitles. Captions are useful for a variety of purposes, such as making the content accessible to 
the hearing impaired, facilitating better understanding for non-native speakers of the language of 
the video, supporting viewing in noisy and/or shared environments such as bars, gyms, etc. 
In some instances, closed captions are manually generated by the content creators and 
provided as part of the video content. Alternatively, the hosting platform can automatically 
generate captions, e.g., using automatic speech recognition (ASR) techniques, and add the 
captions when serving the video. While the manual process produces high-quality and accurate 
captions, it can be time consuming, thus making it expensive and difficult to scale. As a result, 
video platforms often rely on ASR-based captions that are quicker and cheaper to generate 
compared to manual captioning but can be noisier and less accurate. In particular, the quality and 
accuracy of ASR-generated captions can vary significantly based on various factors such as 
quality of the video and characteristics of the speech, e.g., speed, accent, etc.  
DESCRIPTION 
Many video hosting and streaming platforms often include multiple versions of the same 
video content, e.g., versions in different languages, duplicate copies, segments present across 
clips, etc. In a standard content processing pipeline, e.g., implemented when a video is initially 
added to the platform, ASR techniques need to be run separately for each new piece of content 
even if it duplicates other clips that are already on the platform. 
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This disclosure describes techniques for automatically deriving captions for a piece of 
video content based on standard content fingerprinting techniques to detect near, partial, or exact 
duplicates of the content in a large corpus of video clips, such as the content catalog of a video 
platform. Existing captions from the matching content are automatically transferred to newly 
added content, rather than generating them from scratch. Alternatively, the captions for all 
matching content are aggregated to generate a caption stream for the entire cluster. 
Whenever a content creator adds a new video to the existing corpus of a video platform, 
the platform generates a fingerprint for the video or portions thereof. For example, content 
fingerprinting can be performed using a deep neural network, such as a convolutional neural 
network (CNN), trained in a supervised manner using distance metric learning, such as triplet 
loss. The algorithm can process a select window of the audio and/or video channel within the 
video. For example, a 2-second audio window with a step of 0.5 or 1 second can be used.  
The output of the content fingerprinting process is a low-dimensional representation, such 
as an embedding vector, that makes up part of the fingerprint for the underlying content. For a 
given video, a sequence of such representations is generated over time, one for each input 
window. The number of representations generated for the content thus depends on the length of 
the video. Fingerprints can be generated for only the audio channel, only video channel, or both 
channels combined. 
Fingerprints generated as above can be aggregated to form a single fingerprint for the 
entire video clip or to obtain multiple fingerprints, each of which spans specific segments within 
the video, with the segments defined by suitable parameters such as shot boundaries, key 
markers, time intervals, etc. The generated fingerprints are stored in an index, e.g., as a part of 
metadata for the video. The index can be implemented in any suitable form, such as: keys that 
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can be searched via a technique such as locality-sensitive hashing (LSH); k-dimensional (k-d) 
tree; etc. that can be searched using a nearest-neighbor approach.  
The fingerprints associated with a given video can be looked up in the index using an 
appropriate search algorithm. The lookup can retrieve all videos or video segments that are 
within a specified maximum distance from the input video, based on an approximate-distance 
metric, such as cosine, Euclidean, etc. 
The fingerprints of a newly added video are used to search for matches with existing 
fingerprints. If one or more matches are found, captions for the existing matching segments are 
transferred from one of the matching videos to the latest one added to the corpus. In case of 
multiple matching segments, the captions to be transferred can be chosen according one or more 
suitable criteria, such as: manual captions, if available; ASR captions with the highest confidence 
score if manual captions are not available; captions from the video with the longest overlap with 
the newly added clip, etc. 
Alternatively, the newly added video content can be considered a part of a cluster of 
multiple videos with fingerprint similarity, in which case all videos in the cluster are relabeled 
for captions. The relabeling is performed by aggregating the captions from each video in the 
cluster and selecting the most suitable phrases from the aggregated set over the entire caption 
stream. The selection can be based on one or more techniques such as: selecting the term with 
the highest confidence score; selecting the most commonly transcribed term; selecting the term 
based on the output of a suitably trained machine learning model that takes an aggregated set of 
terms as input and provides the most suitable term as the output; etc. The approach that employs 
a trained machine learning model can operate at the level of individual terms or can be provided 
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the aggregation of the entire caption streams of all videos to output a single merged caption 
stream. The caption stream generated by the above process is applied to all videos in the cluster. 
The transfer of existing captions as described above to a newly added video, individually 
or as part of a cluster, can sometimes require additional transformation. For instance, captions 
transferred from a matching video that has audio in another language require translation to match 
the language of the video to which captions are transferred. The translation can be performed 
using standard techniques for automated translation. The translated captions can be used directly 
or can serve as additional input to a speech recognizer utilized for the video. 
Captions can be added to a newly added video that duplicates content present in the 
existing corpus via the above process without the need for performing ASR specifically for the 
newly added video. The threshold values for various confidence scores and models required for 
the operation described above can be set by the developers and/or determined dynamically at 
runtime. If the existing corpus contains no matches to a newly added piece of content, captions 
for that content can be generated via the usual captioning mechanisms such as ASR or manual 
transcription. 
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Fig. 1: Process for reusing captions from existing videos for newly added content 
Fig. 1 shows an example process to reuse captions from existing corpus of videos, per 
techniques described in this disclosure. Whenever a new piece of video content (102) is received 
at a video hosting platform, fingerprints are generated for the video and stored in an index (104). 
If the generated fingerprints match any of the existing fingerprints (106), videos associated with 
the matching fingerprints are considered duplicates of the newly added content. Captions from 
the existing duplicate videos are automatically transferred and associated with the newly added 
video (108). If there are no matches with the generated fingerprint, captions for the newly added 
video are generated, e.g., using ASR (110). The captions transferred or generated captions are 
served with the video (112). 
Implementation of the techniques described in this disclosure can improve the quality of 
the captions for video content, thus improving accessibility and understandability of the content. 
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Moreover, the techniques can make captions consistent across different instances of the same 
content (e.g., segments taken from a larger video, across versions in different languages, etc.). 
The techniques described above can be used to enhance video captions within any 
service, platform, or application that provides video content played by users on demand. By 
reusing existing captions for duplicate content, the techniques can save computational resources 
by avoiding the need to employ computationally intensive ASR on every uploaded video, instead 
substituting it with faster and less expensive processing (fingerprinting). Further, the techniques 
can potentially eliminate the need for content creators to provide manual captions for their video 
content, thus saving them time and money. 
CONCLUSION 
This disclosure describes the use of content fingerprinting techniques to detect near, 
partial, or exact duplicates of a newly added video in a large corpus. Captions from the matching 
content are then automatically transferred to the newly added video, rather than being generated 
from scratch. Alternatively, captions for all matching content are aggregated to generate a 
caption stream for the entire cluster. The described techniques can improve the quality and 
consistency of captions for video content, thus improving accessibility and understandability of 
the content. 
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