statistically (no longer the SKE/BKE paradigm), the SNRj may not be calculable or may require lengthy numerical calculations using Monte Carlo simulations (Brown and Insana, 1988) . Also, the strategy employed by the ideal observer in such cases is generally nonlinear (Wagner et al., 1989) . It is not clear that human observers can perform nonlinear operations on the data, so for medical imaging systems that will have human observers as end users, it may be desirable to evaluate the data based on a better model of the human observer.
In this Appendix, the SNR for the Hotelling observer (presented in Equation 3 .19) will be derived. In this case, however, since either the signal to be discriminated or the background may be variable, the SKE/BKE assumption may not hold. The likelihood ratio will involve the average difference between the object in the two classes and the average noise, as well as the system transfer function. The average noise term will consist of the variability in the signal and background as well as the quantum fluctuations in the data.
As in Appendix C, the SNR is calculated from the degree of overlap of the conditional probability distributions of the likelihood function as determined from the ratio of the difference between their means to the combined standard deviation.
E.2 Mathematical Derivation of the 8ignal-to-Noise Ratio for the Hotelling Observer
The Hotelling observer demonstrates maximum discrimination ability, as specified by an SNR of the form of Equation C.5, among all the observers that are limited to performing only linear operations on the data. The Hotelling observer is an optimum linear classifier in this sense independent of the probability density of the data under the two given hypotheses (Johnson and Wichern, 1982) . When the data are normally distributed, including the case of unequal covariance matrices under the two hypotheses, this observer also demonstrates maximum discrimination ability as specified by the area under the ROC curve (Wu et aI., 1993) . However, when the data are not normally distributed, an SNR of the form of Equation C.5 may no longer be predictive of the area under the ROC curve and it will be necessary to obtain that area to test for optimality of observers (Wagner et aI., 1990b; Brown, Insana, Tapiovaara, 1995) . This observer is also referred to as the Hotelling/Fisher observer and the Fisher discriminant because of the convergence of the work of Hotelling (1931) and Fisher (1936) during the 1930s. The Hotelling approach provides a formalism for determining separability between data from two hypothesis states when the objects to be detected or discriminated have variability.
Since the Hotelling observer performs a linear operation on the detected data, the strategy is again one of simple template matching, but now the template is matched to the average expected signal and the prewhitening attempts to compensate for object variability as well as noise correlations. Thus, the Hotelling approach can be interpreted as a generalized prewhitening matched filter. The Hotelling approach has been previously described for the specific problem of image assessment in medical imaging by Barrett et al. (1985; 1986) and Barrett (1990) .
The Hotelling approach is based on the first-order moments (means) and second-order moments (covariances) of the acquired data under the two hypotheses. In Appendix C it was pointed out that in the SKE/ BKE discrimination problem, when the probability density function of the data under each hypothesis is Gaussian and the covariance matrices are equal, the ideal observer forms a test statistic through prewhitening the data and then performing a matched-filter operation to look for the expected difference signal. The Bayesian observer is said to do a linear test, because all the operations done to form the test statistic are linear in the data. The Hotelling observer reduces any decision problem to a linear test by approximating the probability density functions of the data under each of the hypotheses by a Gaussian with a covariance matrix equal to the average covariance matrix for the two hypotheses.
Let the first-and second-order moments of the data be represented by two scatter matrices, 8 1 and 8 2 • The interclass scatter matrix 8] is a measure of the distance between the overall class means and the intraclass scatter matrix 8 2 is the average covariance matrix of the classes. Once the scatter matrices 8 1 and 8 2 are determined, the optimum linear filter and the figure of merit for the Hotelling observer are fully specified. Previous authors have reported on the method for deriving the optimum linear filter through an eigenvector analysis of the product 8 2 1 8 1 (Gu and Lee, 1984; Smith and Barrett, 1986; Fiete et al., 1987; Barrett, 1990) .
The mean image data vector for the kth class is (g)k = gk' Since we are allowing for object variability, the angle brackets now denote an average over the noise in the data as well as any object variability. The imaging equation (Equation 3 .4) can be invoked to rewrite the mean data vector under hypothesis Hk in terms of the mean object for class k:
where it has been assumed that the noise has zero mean. H is the spatial detail transfer function and fk is the average input signal (see Section 3.2.2) for class k. Thus, the mean data vector under hypothesis Hk is the convolution of the system spread function with the average object under that hypothesis.
The intraclass scatter matrix 8 2 is the average covariance matrix ofthe classes:
where C g1 and C g2 are the covariance matrices on the data for classes 1 and 2, respectively, the class probabilities are assumed equal (i.e., p(k) = 112), and the covariance matrix of the data given hypothesis Hk is defined as
The averaging operation in Equation E.3 is again over both the noise in the data and any variation in the objects that make up the class.
Once the class means and covariance matrices are known, the Hotelling decision variable can be shown to be L Hot = (g2 -gl)t8 z l g = (H~f)t8zlg, (E.4)
where ~f = f 2 -fl is the average difference object. Equation E.4 is a generalization of the prewhitening matched filter (see Equation C.4). The presence of H~f in the expression means that the observer incorporates object variability by matching to the average difference image. The inverse of the average covariance matrix in the expression implies that the Hotelling observer attempts to compensate for the extra variability in the data due to the object class in addition to the prewhitening of noise correlations performed by the prewhitening matched filter. When there is no object variability, 8 2 represents only noise correlations in the data and the Hotelling observer reduces to the PWMF in the additive, Gaussian noise case.
To determine the Hotelling observer's figure of merit, we first calculate the means and variances of the decision variable L Hot . By inspect,ion it can be seen that .:::lL Hot = (L Hot )2 -(LHoth = (~f)t8z1~f. (E.5)
The calculation of the variance in L Hot under hypoth-esis Hk is also straightforward, giving a{ = (H~f)t8zICgk8z1(H~f).
(E.6)
The expressions for the means and variances of L Hot can be substituted into the SNR formula of Equation C.5 to find the Hotelling observer's figure of merit:
This SNR is similar to the SNR r for the SKE /EKE task in additive, Gaussian noise. However, the covariance matrix sandwiched between the difference image factors is now the average overall covariance in the data rather than just the noise covariance matrix. Also, because allowance is being made for statisticallydefined objects rather than those that are known exactly, the task is defined in terms of the means of the objects for each of the classes.
When the covariance matrix 8 2 is stationary, it can be diagonalized by Fourier transformation. If the imaging system is linear and shift invariant, the system matrix, H, is also diagonalized by Fourier transformation. The scheme presented in Appendix C can then be used to convert the Hotelling observer's SNR to the Fourier-domain expression below (E.8) The difference object spectrum, .:::If'(v), in this expression is the difference between the spectra of the average objects under each of the hypotheses. For example, if the problem were the detection of a signal in a known location, but with varying amplitude, the object is the random-amplitude signal added to a known, uniform backgr~und. Then the average difference object spectrum, M'(v), would be the spectrum of the signal with the average amplitude. The denominator in the Hotelling SNR, Wg(v) , is the Fourier transform of the average overall covariance of the data, due to the object variability, as well as the noise. Thus, the integrand represents a weighting of the average object spectrum by the generalized quotient 1 H(v) 12 (E.9) Wg(v) .
The usual expression for the SKE/BKE problem is recovered from this form by recognizing that the spectrum of the data covariance, W g' is the noise power spectral density for that case. This Fourier representation is only valid when the overall covariance function is stationary and the imaging system is linear and shift invariant. Otherwise, the Hotelling figure of merit must be evaluated in the space do-maIn.
When the noise is independent of the object and, therefore, additive, the variance in the data becomes the sum of two terms, one due to the variability in the object and the other due to the variability in the noise:
where C fk is the covariance matrix of the objects in the kth class. The intraclass scatter matrix can then be written in terms of the covariance matrices of the objects and noise:
where C f is the average spread in the object classes about their means. The Hotelling observer's SNR can then be written as
where Wf(v) and Wn(v) are the Fourier transforms of the object and noise autocovariances, respectively. We see that Equation E.12 is a special form of the expression found in Equation E.8.
E.3 Applications of the Hotelling Figure of Merit
The Hotelling figure of merit was used to find the optimum placement of pinholes in a simple codedaperture system by Smith and Barrett (1986) . The authors considered the problem oftomographic imaging of simulated livers of random size, orientation and activity distribution. A simulated tumor was added to all livers contained in hypothesis state Hi; the simulated livers were tumor-free under the second hypothesis H 2 • The authors determined the coded aperture that gave maximum discriminability between the two hypothesis states according to the Hotelling signal-to-noise ratio. Fiete et al. (1987) used the Hotelling approach to compare simulated planar nuclear medicine imaging systems with varying blur. Fiete and colleagues found that the performance of the Hotelling observer and the human observer have high correlation for discrimination tasks that include signal variability.
More recently, Myers et al. (1990) described the optimization of apertures for emission imaging systems in terms of the Hotelling figure of merit for discrimination tasks that included objects with spatially varying (lumpy) backgrounds. In that case, the signal was known exactly, but the background was known only in a statistical sense. Equation E.8 was evaluated with the average object equal to the known signal on the mean background that was obtained after many realizations of the lumpy background were averaged. This study showed the importance of evaluating medical imaging systems based on more realistic tasks and demonstrated how the trade-off between photon noise and resolution for an emission imaging system can be optimized through the proper choice of aperture size for a given task. The study determined that certain systems that performed well on stylized tasks where the object was completely specified failed badly when the task was made more realistic, in this case, due to background variability. This work has implications for phantom studies and quality assurance approaches that often use very stylized objects.
The Hotelling approach is of interest because it provides a figure of merit for imaging systems that is often readily calculable when the SNR, may not be, particularly when the detection or discrimination task involves objects with some sort of variability. In addition, the Hotelling observer has been shown to correlate well with human observer performance in several cases. Further discussion of the use of the Hotelling figure of merit as a predictor of human performance can be found in Appendix G.
