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Abstract
It is well-known that the ring (X;OX ) of global sections of X =di%specR is not necessarily
isomorphic to R, in contrast to the situation for spec. In this paper we examine three reasons
for this phenomenon: di%erential zeros, di%erential units, and the non-principality of a certain
Gabriel topology. We give examples and make connections with the work of Keigher and Buium.
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1. Introduction
Di%erential algebraic geometry has not yet embraced the language of schemes. One
reason for this may be that there are some diAculties; for example the ring of global
sections of X =di%specR is not necessarily isomorphic to R. We examine why, in
depth, in this paper, attempting to Bnish the work started by Buium [3], Cara’ Ferro
[4] and Keigher [8–12].
There is a canonical homomorphism of R into the ring (X;OX ) of global sections.
We consider the kernel Brst, recalling the notion of di%erential zero which was in-
troduced in [15]. In the present paper we generalize that notion for later use in our
discussion of a certain Gabriel topology.
We show, by example, that di%erential zeros do not behave well when extending
to rings of fractions. For that reason we introduce the condition “radical annihilators
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are di%erential” (RAAD) and a weaker condition “radical annihilators are di%erential
zeros” (RAADZ).
We give some examples of these conditions, however they are quite obscure, and
we do not know of a wide class of simple examples. We discuss the condition RAAD
primarily because it is equivalent to conditions of Buium and Keigher (Proposition 6.2),
and shows the connection between the work of those authors. The condition RAADZ
is introduced because it is the weakest condition the present author could Bnd to give
the desired results.
For practical purposes, one should probably only consider the condition “annihilators
are di%erential” (AAD), as in [15], because every module has a unique submodule
giving AAD quotient. The last section of the present paper relates the conditions AAD,
RAAD, and RAADZ.
Surjectivity of the canonical mapping is also in question. However Theorem 9.1 is
strong enough to take its place in practical work. This can be seen particularly in [15,
Sections 10 %].
There are two reasons surjectivity is absent: existence of di%erential units, and lack
of common denominator. We illustrate these by examples. Section 10 works out the
details of an example of Kolchin.
The notions of di%erential saturation and di%erential supersaturation for multiplicative
sets are introduced. These conditions are much weaker than those used in the work of
Keigher. Buium appears to have no equivalent.
Next we examine a certain Gabriel topology, which had been introduced by Buium.
The existence of a common denominator is related to the condition that the Gabriel
topology be principal.
This condition is extremely diAcult to verify or refute. The only known example
where it fails is in Section 10.
It is curious to note that we are using tools of non-commutative ring theory. This
suggests examining spec of the non-commutative ring of linear di%erential operators. In
addition, our conditions AAD, etc., relate to the fact that the annihilator ideal is not nec-
essarily a di%erential ideal. This is reminiscent of the fact that, for a non-commutative
ring, annihilators are not necessarily two-sided ideals. However, we do not explore
these tantalizing connections in the present paper.
In the penultimate section we present an exact sequence relating these notions to the
ring of global sections. This gives exact information about the kernel and image of the
canonical mapping.
We often deal with modules rather than solely with rings. This generality comes
easily, the proofs would have been no simpler had we restricted our attention to rings.
2. Dierential rings
In this section we recall some facts from [15, Section 2].
By a ring we always mean a commutative ring with identity 1; the 0 ring being
the only ring in which 1=0. A di%erential ring is a ring together with a Bxed set of
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commuting derivations denoted by = {1; : : : ; m}. A di%erential ring is ordinary if
m=1. For ordinary di%erential rings we denote the derivation by ′, and write a(n) for
n1(a).
We use the terms -ring, -ideal, etc., to mean di%erential ring, di%erential ideal,
etc.
Notation. Throughout this paper R denotes a -ring and M a -R-module.
If S is a subset of R, we denote by [S] the smallest -ideal containing S and by
{S} the smallest radical -ideal containing S.
The following is [15, DeBnition 2.3].
Denition 2.1. R is a Keigher -ring if, for any set S ⊂ R; {S}=√[S].
Any ring R with trivial derivation (r=0 for all r and all ∈) is a Keigher
-ring. If R is a -ring that contains Q (often called a Ritt algebra) then R is Keigher
[9, Proposition 1.5, p. 242].
Occasionally, we require the hypothesis that R be Keigher, however we always state
that hypothesis explicitly if it is needed.
Proposition 2.2. Suppose that S is a subset of R and a∈R. If a∈{S} then there is
a 6nite subset S0 of S such that a∈{S0}.
Proof. [15, Proposition 2.4].
The following proposition will be used frequently.
Proposition 2.3. Let S and T be subsets of R. Then {S}{T} ⊂ {ST},
Proof. [7, Lemma 1.6, p. 12].
Proposition 2.4. Let a be a radical -ideal and S a multiplicative set of R. Suppose
that a ∩ S = ∅. Then there exists a prime -ideal p containing a such that p ∩ S = ∅.
Proof. [15, Proposition 2.6].
We often use this proposition in the following form.
Corollary 2.5. Let S be a subset of R and b∈R. Then b∈{S} if and only if every
prime -ideal containing S also contains b. 1∈{S} if and only if S is not contained
in any prime -ideal of R.
Proof. [15, Corollary 2:7].
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3. Dierential spectrum
The following are DeBnitions 3.1, 4.1, 4.3 and 4.4 of [15].
Denition 3.1. Denote by X =di%specR the set of all prime -ideals of R. For any
set S ⊂ R, denote by V (S) the set of p∈X with p ⊃ S. For f∈R, denote by D(f)
the set of p∈X with f 	∈ p.
Notation. Throughout this paper we shall use X to denote di%specR.
Denition 3.2. For each open set U of X , let OX (U ) be the set of functions
s :U →
∐
p∈U
Rp
and M˜(U ) the set of functions
t :U →
∐
p∈U
Mp
satisfying the following conditions:
(1) s(p)∈Rp; t(p)∈Mp.
(2) There is an open cover Ui of U , and ai; bi ∈R; mi ∈M, such that, for each
q∈Ui; bi 	∈ q and s(q)= ai=bi ∈Rq; t(q)=mi=bi ∈Mq.
OX is a sheaf of -rings and M˜ is a -OX -module [15, Section 4].
Denition 3.3. Rˆ denotes the -ring OX (X )=(X;OX ) of global sections, and Mˆ
denotes the -Rˆ-module M˜(X )=(X; M˜).
Proposition 3.4. Let s∈Mˆ. For some n∈N there exist m1; : : : ; mn∈M and b1; : : : ; bn ∈
R such that 1∈{b1; : : : ; bn} and s(p)=mi=bi ∈Mp whenever p∈D(bi).
Proof. [15, Proposition 4.5].
Denition 3.5. R is the -homomorphism R→ Rˆ with
R(r)(p)=
r
1
∈Rp (p∈X ):
and M is the -homomorphism M→ Mˆ with
M(m)(p)=
m
1
∈Mp (p∈X ):
We call these homomorphisms canonical.
Contrary to the case of spec, these are not necessarily isomorphisms.
Proposition 3.6. Let b∈R; then the open set D(b) ⊂ X is canonically identi6ed with
di%specRb.
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Proof. [15, Proposition 5.5].
Proposition 3.7. The sheaves M˜b and M˜ |D(b) are isomorphic.
Proof. Let p∈D(b). By [15, Proposition 4.2], the stalk of M˜ at p is isomorphic
to Mp. Therefore, we need only show that (Mb)p is isomorphic to Mp, which is
trivial.
Example 3.8. Let R be the ordinary -ring Q[x] where x′=1. R has a single -ideal,
namely (0), and Rˆ=Q[x](0) =Q(x). Here R is injective but not surjective.
Example 3.9. Let R be the ordinary -ring Z[x]=(n; xn) where x′=1 and n∈N; n 	=0.
The ideal (n; xn) is indeed a -ideal since (xn)′= nxn−1. This ring has no prime (or
even radical) -ideal, so X = ∅. Rˆ is the zero ring.
4. Dierential zeros
Kovacic [15, Section 7] deBned the notion of -zero of a -module. For use below,
we need to generalize that deBnition to arbitrary (not necessarily di%erential) modules.
In this section M (block letter) is an R-module and M (script letter) is a -R-module.
Denition 4.1. We say that m∈M is a -zero of M if 1∈{ann(m)} ⊂ R. The set of
-zeros is denoted by Z(M).
For a Keigher -ring, m∈Z(M) if and only if 1∈ [ann(m)].
This is analogous to saying that m is zero if and only if 1∈√ann(m).
Proposition 4.2. Z(M) is a submodule of M . Z(M) is a -submodule of M. In
particular; Z(R) is a -ideal of R.
Proof. Let m; n∈Z(M); r ∈R. Then ann(m) ⊂ ann(rm) implies that
1∈{ann(m)} ⊂ {ann(rm)}
and ann(m) ann(n) ⊂ ann(m+ n) implies, by Proposition 2.3, that
1∈{ann(m)}{ann(n)} ⊂ {ann(m) ann(n)} ⊂ {ann(m+ n)}:
If m∈M; a∈ ann(m) and ∈, then 0= a(am)= a2m, therefore ann(m) ⊂√
ann(m) and 1∈{ann(m)} ⊂ {ann(m)}.
Proposition 4.3. Let N be an R-module and  :M → N a homomorphism. Then
(Z(M)) ⊂ Z(N ).
Proof. Evidently ann(m) ⊂ ann(m). Therefore m∈Z(M) implies that 1∈{ann(m)} ⊂
{ann(m)}.
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Proposition 4.4. If a∈R; m∈M and am∈Z(M) then a∈{ann(m)}.
Proof. Observe that a ann(am) ⊂ ann(m), therefore, using Proposition 2.3, a∈{a}
{ann(am)} ⊂ {a ann(am)} ⊂ {ann(m)}.
Proposition 4.5. Let M be an R-module. Then M=Z(M) has no non-zero -zero. If
N is a submodule of M such that Z(M=N )= 0; then Z(M) ⊂ N .
Proof. Let  :M → M=Z(M) be the quotient homomorphism. Suppose m∈M and
a∈ ann(m). Then (am)= 0 so am∈Z(M) and, by the previous proposition,
a∈ ann(m). This proves that {ann(m)} ⊂ {ann(m)}: If m∈Z(M=Z(M)) then 1∈
{ann(m)}, so 1∈{ann(m)}; m∈Z(M), and m=0. The second statement comes
from Proposition 4.3.
Proposition 4.6. The kernel of M :M→ Mˆ is Z(M).
Proof. m∈ ker M if and only if m=0∈Mp for every p∈X , which happens if and
only if there exists a∈R; a 	∈ p with am=0. By Proposition 2.5 this is equivalent to
1∈{ann(m)}.
5. Examples
Example 5.1. Consider the ordinary -ring R=Q[x]{}=Q[x]{y}=[xy] where y is a
-indeterminate over Q[x] and x′=1. Since x=0, x∈ ann(), and 1= x′ ∈ [ann()],
therefore ∈Z(R). It follows, by Proposition 4.2, that [] ⊂ Z(R). Since R=[] ≈ Q[x]
has no non-zero -zero it follows from Proposition 4.5 that Z(R)= [].
Observe that 0= (x)′= 2, so  is nilpotent and every prime -ideal contains
[]. Since R=[] ≈ Q[x], which has no non-zero -ideal, X consists of the single
point [], and Rˆ ≈ R[]. Using induction one can prove that xn+1(n) = 0, from which
we conclude that R[] ≈ Q(x). In this example R :R → Rˆ is neither injective nor
surjective.
Example 5.2. Consider the ordinary -ring R=Q{}=Q{y}=[y2], where y is a -
indeterminate over Q. We claim that Z(R)= 0.
First observe that R has a unique prime ideal, and it is a -ideal. Indeed, every
element of [] is nilpotent, by [13, Lemma 2, p. 62], and therefore is contained in every
prime ideal. But R=[] ≈ Q is a Beld, hence [] is a maximal ideal. In particular, R
is a local ring.
If a∈Z(R) then ann(a) 	⊂ [] so ann(a) contains a unit of R, i.e. a=0. Moreover,
X consists of a single point [] and Rˆ ≈ R[] ≈ R.
Next, we look at an example showing that -zeros do not behave well with respect
to rings of fractions.
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Example 5.3. Consider the ordinary -ring R=Q{; }=Q{y; z}=[yz]. This ring has
been studied extensively by Levi [16], Mead [17], and O’Keefe and O’Keefe [19]. We
claim that Z(R)= 0.
For any a∈R; a 	=0, choose A∈Q{y; z} such that A(; )= a. We may write A as a
sum of homogeneous polynomials in the variables y; y′; : : : ; z; z′; : : : : A=
∑
i¿d Ai, and
we may assume that Ad 	∈ [yz].
Similarly, if b∈ ann(a) we may choose B∈Q{y; z} with B(; )= b. Let B0 be the
homogeneous part of B of degree 0, thus B0 ∈Q. Since BA∈ [yz], which is a homoge-
neous ideal, B0Ad ∈ [yz]. This can only happen if B0 = 0, i.e. b∈ [; ]. It follows that
ann(a) ⊂ [; ] which establishes our claim.
Observe that =1∈Z(R′), since (=1)(=1)=0 and ′=1 is invertible in R′ . We
claim that =1 is not 0 in R′ , i.e. that yz′e 	∈ [yz] for any e∈N. But that is a result
of [17, p. 470]. By Proposition 4.6, R→ Rˆ is injective but R′ → Rˆ′ is not.
6. RAAD modules
Proposition 4.6 addresses the question of injectivity of the canonical mapping R→
Rˆ. The previous example shows that this injectivity does not carry over to rings of
fractions, which we shall need. Therefore, we introduce a condition that gives us the
desired injectivity. Buium and Keigher have given equivalent conditions, which we
now recall.
Denote by assf (M) the set of prime ideals weakly (faiblement) associated with M,
thus P ∈ assf (M) if and only P is a minimal prime ideal containing ann(m) for some
m∈M. For details see [1, Chapter IV, Section 1, Exercise 17, p. 289; 18].
Buium [3, Lemma 2.4, p. 284] assumes that assf (M) ⊂ X . (He also assumes that R
is a Ritt algebra, i.e. Q ⊂ R, which we do not.) Keigher uses the following seemingly
di%erent condition [12, pp. 167–168].
Denition 6.1. M is nice if for every m∈M and every multiplicative set S ⊂R dis-
joint from ann(m) there exists a -ideal disjoint from S containing ann(m).
Proposition 6.2. The following are equivalent:
(1) For every b∈R; Z(Mb)= 0.
(2) For every m∈M; √ann(m) is a -ideal.
(3) assf (M) ⊂ X .
If R is a Keigher -ring then these conditions are equivalent to:
(4) M is nice.
Proof. (1)⇒ (2): Let b∈{ann(m)} and b :R→ Rb;  b :M→Mb be the canonical
homomorphisms. Evidently, ann(m) ⊂ −1b (ann( bm)) so
b∈{ann(m)} ⊂ {−1b (ann( bm))}=−1b {ann( bm)}:
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Thus bb, which is invertible, is in {ann( bm)}, giving  bm∈Z(Mb), which is 0 by
condition (1). But  bm=0 implies that be m=0 for some e∈N, and therefore that
b∈√ann(m).
(2) ⇒ (3): Let P ∈ assf (M) where P is a minimal prime containing ann(m). Then
P ⊃√ann(m)= {ann(m)} by condition (2). By Proposition 2.4 there is a prime -ideal
p containing {ann(m)} and disjoint from R\P. We have {ann(m)} ⊂ p ⊂ P. The
minimality of P implies that p=P.
(3) ⇒ (1): Let m=be ∈Z(Mb). We must show that m=be =0, i.e. b∈
√
ann(m).
Suppose the contrary. Then there exists a prime ideal p minimal over ann(m) with
b 	∈ p, which by condition (3), is a -ideal. b(p) is a prime -ideal of Rb. It
contains ann(m=be), and therefore contains {ann(m=be)}=Rb, which is impossible.
(2) ⇒ (4): Let m∈M and S ⊂ R be a multiplicative set disjoint from ann(m).
Then S is also disjoint from
√
ann(m) which is a -ideal by condition (2).
Now suppose that R is a Keigher -ring.
(4) ⇒ (2): Let (Pi)i∈I be the family of all prime ideals containing ann(m). By
condition (4) there are -ideals ai containing ann(m) and disjoint from R \ Pi. Thus
ann(m) ⊂ ai ⊂ Pi. By Keigher [9, p. 239] there exist prime -ideals pi(=Pi#) with
ai ⊂ pi ⊂ Pi. Therefore
{ann(m)} ⊂
⋂
i∈I
pi ⊂
⋂
i∈I
Pi =
√
ann(m);
so
√
ann(m)= {ann(m)}.
Denition 6.3. M satisBes “radical annihilators are di%erential”, or is RAAD, if it
satisBes the conditions of the proposition.
Proposition 6.4. If R is reduced then R is RAAD.
Proof. Let a; b∈R with a∈√ann(b). Then aeb=0 for some e∈N so ab=0 and
0= b(ab)= a b2, for ∈. Therefore a b=0.
7. RAADZ modules
In what follows, we do not always need injectivity of the canonical mapping
M→ Mˆ but rather only knowledge of the kernel. This section introduces a condi-
tion that is weaker than RAAD but is suAcient for Theorem 9.1, below.
Proposition 7.1. The following conditions are equivalent:
(1) M=Z(M) is RAAD.
(2) If a∈{ann(m)} then ae m∈Z(M) for some e∈N.
Proof. Suppose that M=Z(M) is RAAD and let  :M → M=Z(M) be the quotient
homomorphism. Observe that a∈{ann(m)} implies a∈{ann(m) which is √ann(m)
by condition (1) and Proposition 6.2. Therefore ae m=0 for some e∈N.
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For the converse suppose that a∈√ann(m). Then there exists f∈N with afm∈
ker =Z(M). By Proposition 4.4, a∈{ann(m)}, so a∈{ann(m)} for every ∈.
By condition (2), (a)em∈Z(M) for some e∈N. This implies that (a)e ∈ ann(m).
The second condition of the proposition is analogous to fact that a∈√ann(m) im-
plies ae m=0 for some e∈N.
Denition 7.2. M satisBes “radical annihilators are di%erential zeros”, or is RAADZ,
if it satisBes the conditions of the proposition.
Thus RAADZ plus Z(M)= 0 is equivalent to RAAD.
Example 7.3. Let R=Q[x]{}=Q[x]{y}=[xy] be as in Example 5.1. We know that
Z(R)= [], so R is not RAAD. However, the quotient R=[] ≈ Q[x] is RAAD (in
fact it is reduced), and therefore R is RAADZ.
The following is an example of “none of the above”.
Example 7.4. Let R=Q{; }=Q{y; z}=[yz] as in Example 5.3. We have seen that
Z(R)= 0, hence, if R were RAADZ it would also be RAAD. However R′ does have
non-zero -zeros, so R cannot be RAAD by Proposition 6.2.
Let b∈R. Recall from Proposition 3.6 that D(b) is isomorphic to di%specRb and
from Proposition 3.7 that M˜b is isomorphic to M˜ |D(b).
Proposition 7.5. Suppose that M is RAADZ. Let b∈R. Then m=be is in the kernel
of Mb :Mb → M˜(D(b)) if and only if bem∈Z(M) for some e∈N.
Proof. Suppose that Mb(m=b
e)= 0, then m=be =0∈Mp for every p∈D(b). Hence
there exists a∈R, a 	∈ p, such that am=0∈M. By Proposition 2.5, b∈{ann(m)}.
The rest comes from Proposition 7.1. For the converse simply observe that m∈Z(M)
implies that m=1∈Z(Mb).
8. Dierential units
We now turn our attention to the question of surjectivity of R→ Rˆ.
Denition 8.1. a∈R is a -unit if 1∈{a}. The set of -units of R is denoted by
U=U(R).
This is analogous to the observation that a is a unit if and only if 1∈√(a). For a
Keigher -ring this is equivalent to 1∈ [a]. Gorman [6, p. 198] deBnes a -ring to be
radically regular if every -unit is a unit.
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Proposition 8.2. U is a multiplicative set of R.
Proof. 1∈U. If a; b∈U then 1∈{a}{b} ⊂ {ab} by Proposition 2.3.
Examples of -units abound: every non-zero element of the ordinary -ring R=Q[x],
where x′=1, is a -unit.
A more interesting example is Example 5.1 above, in which x is both a -unit and
a zero divisor.
Proposition 8.3. If am=0 and a ∈U then m ∈Z(M). The kernel of the canonical
mapping M→MU−1 is contained in Z(M).
Proof. 1∈{a} ⊂ {ann(m)}. The second statement is a consequence of the Brst.
Proposition 8.4. Every -unit of RU−1 is a unit.
Proof. Suppose that a=1∈RU−1 is a -unit. If a 	∈ U then there is a prime -ideal
p ⊂ R with {a} ⊂ p (Proposition 2.4). Evidently p ∩ U= ∅. Therefore pRU−1 is a
prime -ideal of RU−1 that contains a=1, which is impossible.
Proposition 8.5. Suppose that  : R → S is a -homomorphism. Then (U(R)) ⊂
U(S).
Proof. If u∈U(R) then {u} ⊂ −1({u}), so 1∈{u}.
We shall show that every element of U(Rˆ) is a unit, i.e. Rˆ is radically regular.
For any p∈X deBne pˆ= {s∈ Rˆ | s(p)∈ pRp}. Evidently, pˆ is a prime -ideal of Rˆ;
it is the inverse image of the maximal ideal of the stalk at p.
Lemma 8.6. Suppose that s∈ Rˆ. If s 	∈ pˆ for every p∈X then s is invertible.
Proof. By hypothesis, s(p) is not in the maximal ideal of Rp and therefore is invertible
in Rp. DeBne a mapping
t : X →
∏
p∈X
Rp
by t(p)= s(p)−1. For U ⊂ X there is an open cover Ui of U and ai; bi∈R such that
s(p)=ai=bi whenever p∈Ui, But then t(p)=bi=ai, hence t∈R and evidently t=s−1.
Proposition 8.7. Every -unit of Rˆ is a unit.
Proof. If s∈ Rˆ is a -unit then s cannot be contained in any prime -ideal of Rˆ, in
particular it cannot be contained in any of the pˆ for p∈ di%specR. By the previous
proposition, s is invertible.
J.J. Kovacic / Journal of Pure and Applied Algebra 171 (2002) 265–288 275
Theorem 8.8. There is a -homomorphism ′M :MU
−1 → Mˆ. Such that
commutes; where  is the canonical mapping.
Proof. Using Propositions 8.5 and 8.7, deBne ′M(m=u)= M(m)R(u)
−1. The check
that this is independent of the representative m=u is straightforward. Evidently  ◦
′M(m)= M(m).
This theorem shows that R→ Rˆ need not be surjective, for example if U does not
consist of units. This was Brst noted by Cassidy [5]. Unfortunately, this is not the end
of the story: even RU−1 → Rˆ need not be surjective.
9. Denominators
Given any s∈ Mˆ and any p∈X we can write R(b)s(p)= M(m) locally, for p∈D(b).
The next theorem shows that if M is RAADZ we can do this globally, for all p∈X .
This theorem is a generalization of [15, Theorem 10.3].
Theorem 9.1. Suppose that M is RAADZ. If s∈ Mˆ, then; for some n∈N; there exist
m1; : : : ; mn ∈M and b1; : : : bn ∈R such that 1∈{b1; : : : ; bn} and R(bi)s= M(mi) for
each i=1; : : : ; n.
Proof. By Proposition 3.4 there exist m1; : : : ; mn ∈M, b1; : : : ; bn ∈R, such that 1∈
{b1; : : : ; bn} and s(p)=mi=bi ∈Mp whenever p∈D(bi).
For any q∈D(bi) ∩ D(bj)=D(bibj), we have s(q)=mi=bi =mj=bj ∈Rq. Therefore
bimj − bjmi is in the kernel of Mbibj → M˜(D(bibj)). By Proposition 7.5,
(bibj)e (bimj − bjmi)∈Z(M) for some e∈N:
We may assume that e is independent of i; j. Replace bi by be+1i and mi by b
e
i mi to
obtain
bimj − bjmi ∈Z(M) for 16 i; j6 n:
Fixing i and p∈X , we may choose j such that bj 	∈ p. Then
M(bi)s(p)=
bi
1
mj
bj
=
bimj
bj
=
bjmi
bj
=
mi
1
= M(mi);
which proves the theorem.
276 J.J. Kovacic / Journal of Pure and Applied Algebra 171 (2002) 265–288
Beware, this result does not say that s(p)= ai=bi ∈Rp for every p, for it may happen
that bi ∈ p.
In the case of spec it is well known that we may always take n=1. That is not the
case here, as the following example shows.
10. Common denominator example
In this example we illustrate that n in Theorem 9.1 cannot be taken to be 1, i.e.
there does not exist a “common denominator”. The example appears in [14, Remark,
p. 137], where Kolchin states “It can be shown that : : :”. In this section we supply the
details.
Example 10.1. Consider the ordinary -polynomial
A=yz′′ − z′(y′ + 1)∈Q{y; z}:
Let R=Q{; }=Q{y; z}={A}. Observe that
′

=
′′
′ + 1
∈Rp
for every p∈D()∩D(′+1), and that 1∈{; ′+1}. Therefore, we may deBne s∈ Rˆ
by
s(p)=


′

if p∈D();
′′
′ + 1
if p∈D(′ + 1):
We shall show that there do not exist a; b∈R with such that s(p)= a=b for all p∈X ,
using proof by contradiction.
Observe that {A} is prime. Indeed, by [13, Theorem 3, p. 155], any singular compo-
nent of {A} contains every separant of A. With respect to the ranking y¡y′¡ · · ·¡
z¡z′¡ · · ·, the separant is y, with respect to the ranking z¡ z′¡ · · ·¡y¡y′¡ · · ·,
the separant is z′. If q were a singular component we would have
{A} ⊂ [z′] ⊂ [y; z′] ⊂ q:
The minimality of q would imply [z′] = [y; z′], which is absurd.
Using induction, one gets the congruences (for i¿ 3)
yz′′ ≡ z′(y′ + 1);
yz(i) ≡ y(i−1)z′ +
i−1∑
j=2
cijy(i−j)z(j) + z(i−1) (mod {A}); (∗)
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where cij ∈Z. Using these congruences we may write any F ∈Q{y; z} as
F ≡ F0 + z′F1 + F2 (mod {A});
where F0 ∈Q{y}[z], F1 ∈Q{y}[z; z′], and F2 ∈Q{y′}{z} ∩ [z′′].
This means that F0 involves no proper derivative of z, every term of F1 involves z′
but no higher derivative of z, and every term of F2 involves a derivative of z of order
at least 2 and is free of y but may involve y′; y′′; : : : . There are many ways of doing
this, for example
z(3)(y′ + 1)z′ ≡ z(3)yz′′ ≡ z′′(y′′z′ + z′′):
Suppose that a; b∈R=Q{; } are such that s(p)= a=b∈Rp for every p∈X . Choose
A; B∈Q{y; z} such that A(; )= a and B(; )= b. As above, we can write A and B
in the form:
A ≡ A0 + z′A1 + A2;
B ≡ B0 + z′B1 + B2 (mod {A});
where A0; B0 ∈Q{y}[z], A1; B1 ∈Q{y}[z; z′], and A2; B2 ∈Q{y′}{z} ∩ [z′′].
By Proposition 2.5, 1∈{b}, which implies that 1∈ [b] since R is a Keigher -ring.
(It is even a Ritt algebra.) Since {A} ⊂ [z′] we can substitute z → c where c is any
constant, say transcendental over Q. Then
1∈ [B(y; c)]= [B0(y; c)] ⊂ Q[c]{y}:
But this is possible only if B0(y; z) is a non-zero element of Q. Dividing a and b by
B0, we may assume that B0 = 1.
Since s(p)= a=b∈Rp for every p∈Rp, and since R is an integral domain ({A} is
prime), we have ′ b=  a, therefore
z′(1 + z′B1 + B2) ≡ y(A0 + z′A1 + A2) (mod {A}): (∗∗)
First we compute yA2. Write
A2 ≡
r∑
i=2
z(i)Ci + D (mod {A});
where Ci ∈Q{y′}[z; z′] and D∈Q{y′}{z} ∩ [z′′]2. Using congruences (∗),
yA2 ≡ z′(y′ + 1)C2 + z′
r∑
i=3
y(i−1)Ci + E (mod {A});
where E ∈Q{y′}{z} ∩ [z′′]. Congruence (∗∗) becomes
z′ + z′2B1 + z′B2 ≡ yA0 + yz′A1 + z′(y′ + 1)C2 + z′
r∑
i=3
y(i−1)Ci + E (mod {A}):
If we reduce modulo z′ (possible since {A} ⊂ [z′]) we Bnd that yA0 = 0, so A0 = 0.
Next, reduce modulo [z′′; y′ + 1] (since {A} ⊂ [z′′; y′ + 1]) to obtain
z′ + z′2 TB1 =yz′ TA1 + z′
r∑
i=3
y(i−1) TCi;
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where TB1; TA1 ∈Q[y][z; z′] and TCi ∈Q[z; z′]. The Brst term has degree 1 whereas all the
other terms have degree at least 2. This is a contradiction.
11. -Supersaturation
Throughout this section S is a multiplicative subset of R. Recall that S is said to
be saturated if ab∈ S implies a∈ S and b∈ S [2, Chapter II, Section 2, Exercise 1,
p. 123]. This is equivalent to the condition that (a) ∩ S 	= ∅ implies a∈ S.
Denition 11.1. We say that S is -saturated if S is saturated and, for any a∈R; {a}∩
S 	= ∅ implies (a) ∩ S 	= ∅ (and therefore a∈ S).
Proposition 11.2. The following are equivalent:
(1) S is -saturated.
(2) b∈{a} and b∈ S implies a∈ S.
(3) If a 	∈ S then there is a prime -ideal p with a∈ p and p ∩ S = ∅.
Proof. (1)⇔ (2): Obvious.
(2)⇒ (3): Proposition 2.4.
(3) ⇒ (2): If b∈{a}, b∈ S, then every prime -ideal containing a contains b so
a∈ S.
Corollary 11.3. U is -saturated.
Proof. Use condition (2).
Denition 11.4. S is -supersaturated if S is -saturated and, for any ideal I (not
necessarily di%erential), {I} ∩ S 	= ∅ implies I ∩ S 	= ∅.
The next proposition relates -supersaturation to condition (∗∗) of [12, p. 167].
Proposition 11.5. Suppose that R is Keigher and S is -saturated. Then S is -
supersaturated if and only if for every 6nitely generated ideal I of R not meeting S
there is a -ideal containing I and not meeting S.
Proof. If S is -supersaturated and I is any ideal (Bnitely generated or not) not meeting
S then {I} does not meet S. Conversely, let I be an ideal of R with {I} ∩ S 	= ∅.
By Proposition 2.2 there exist a1; : : : ; an ∈ I such that {a1; : : : ; an} ∩ S 	= ∅. Since R
is a Keigher ring {a1; : : : ; an}=
√
[a1; : : : ; an], and therefore [a1; : : : ; an] ∩ S 	= ∅. By
hypothesis (a1; : : : ; an) ∩ S 	= ∅ hence a ∩ S 	= ∅.
Denition 11.6. An ideal I ⊂ R is -improper if {I} contains a -unit, or equivalently
{I}=R.
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Proposition 11.7. U is -supersaturated if and only if every -improper ideal contains
a -unit.
Proof. An ideal I is -improper if and only if {I} ∩U 	= ∅.
The next theorem addresses the diAculty posed following Theorem 9.1, namely that
n 	=1.
Theorem 11.8. Suppose that M is RAADZ and U is -supersaturated. For s∈ Mˆ
there exist m∈M and b∈U such that
s(p)=
m
b
∈Mp
for every p∈X .
Proof. By Proposition 9.1 there are m1; : : : ; mn ∈M, b1; : : : ; bn ∈R with 1∈{b1; : : : ; bn}
and R(bi) s= M(mi) for each i. By the previous proposition, (b1; : : : ; bn) contains a
-unit b, say
n∑
i=1
ribi = b∈U; ri ∈R:
Let m=
∑n
i=1 rimi, then
R(b) s= R
(
n∑
i=1
ribi
)
s= M
(
n∑
i=1
rimi
)
= M(m):
Since b∈U, R(b) is invertible in Mˆ (Propositions 8.5 and 8.7). Therefore,
s(p)=
M(m)(p)
R(b)(p)
=
m
b
for every p∈X .
Corollary 11.9. Suppose thatM is RAAD and U is -supersaturated. ThenMU−1→
Mˆ is an isomorphism.
Proof. By Proposition 8.8, there is a mapping ′M : MU
−1 → Mˆ, which by Propo-
sitions 4.6 and 6.2 is injective. By the theorem, given any s∈ Mˆ, there exist m∈M
and b∈R with
s=
M(m)
R(b)
=
′M(m=1)
′R(b=1)
= ′M(m=b)
since b∈U.
12. Gabriel topology
Buium [3] made use of a certain Gabriel topology; we expand on that idea in this
section. A reference for this material is [20, Chapter VI]. In this section we deal with
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ideals and modules that are not necessarily di%erential. We use Roman letters for ideals
(I), Fraktur for -ideals (a), Roman for modules (M) and script for -modules (M).
The formula M → Z(M) deBnes a functor from the category of R-modules into
itself. If  : M → N is an R homomorphism, then Z(M)→ Z(N ) is the restriction of
 (Proposition 4.3). Such a functor is called a preradical.
Proposition 12.1. Z is an idempotent radical.
Proof. Idempotent means that Z(Z(M))=Z(M), which is obvious. Z is a radical if
Z(M=Z(M))= 0 which is true by Proposition 4.5.
From an idempotent radical we get a hereditary torsion theory and a Gabriel topology
T [20, Chapter VI, Section 5]. In this torsion theory M is free if Z(M)= 0 and M is
torsion if Z(M)=M . We recall the deBnition of a Gabriel topology.
Denition 12.2. A family T of ideals of R is a Gabriel topology on R if:
(1) I ∈T, I ⊂ J , implies J ∈T,
(2) I; J ∈T implies I ∩ J ∈T,
(3) I ∈T, r ∈R, implies I : r ∈T,
(4) if I is an ideal of R; J ∈T has the property that I : b∈T for every b∈ J , then
I ∈T.
This is an abuse of language. T is not a topology but only a basis of neighborhoods
of 0 for a linear topology on R.
Denition 12.3. We denote the Gabriel topology associated with the idempotent radical
Z by G.
I ∈G if and only if R=I is torsion, i.e. if and only if Z(R=I)=R=I [20, p. 146].
Proposition 12.4. I ∈G if and only if I is -improper.
Proof. Let  :R→ R=I be the quotient homomorphism. For any a∈R, −1ann(a)=
I : a. Therefore
{I : a}= {(I : a)}= {ann(a)}:
If I ∈G then Z(R=I)=R=I so 1 is a -zero and
a∈{ann(1)}= {I : 1}= {I}:
Conversely, if I is -improper then 1∈{I} ⊂ {I : a} and 1∈{ann(a)}.
This shows that the set of -improper ideals satisfy the conditions of DeBnition 12.2.
It is also quite easy to check this directly.
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Proposition 12.5. Let I ∈G then there is a 6nitely generated ideal I0 such that I0 ⊂ I
and I0 ∈G.
Proof. Proposition 2.2.
13. Module of quotients
The Gabriel topology on R allows us to deBne modules of quotients. A reference
for this material is [20, Chapter IX].
Denition 13.1. Denote by Q(R) the ring of quotients of R with respect to the Gabriel
topology G, and by Q(M) the module of quotients of M.
We recall the deBnition. The Gabriel topology G has a natural partial ordering
given by inclusion of ideals. Condition 2 of DeBnition 12.2 states that this order-
ing is directed, i.e. G is a directed family of ideals. For I ∈G we let hom(I;M=
Z(M)) be the set of R-module homomorphisms from I to M=Z(M), and form the
direct limit
Q(M)= lim−→
I∈G
hom(I;M=Z(M)):
This is the module of quotients of M with respect to G.
An element of x∈Q(M) is represented by a pair (I; 2) where I ∈G and
2∈ hom(I;M=Z(M)). We usually write that 2 : I → M=Z(M) represents x. Using
Proposition 12.5, we see that every element of Q(M) has a representative 2 : I →
M=Z(M) in which I is a Bnitely generated ideal.
Proposition 13.2. Let x; y∈Q(M) be represented by 2 : I → M=Z(M) and 3 : J →
M=Z(M). Then x=y if and only if 2|(I ∩ J )= 3|(I ∩ J ).
Proof. If x=y then there exists K ∈G with K ⊂ I , K ⊂ J and 2|K = 3|K . The
homomorphism 5= 2−3 : I ∩ J →M=Z(M) is 0 on K and therefore induces a homo-
morphism
T5 : (I ∩ J )=K →M=Z(M):
For any a+ K ∈ (I ∩ J )=K , we have K ⊂ ann(a+ K). Therefore,
1∈{K} ⊂ {ann(a+ K)};
which implies that Z((I ∩ J )=K)= (I ∩ J )=K . By Propositions 4.3 and 4.5,
T5((I ∩ J )=K)= T5Z((I ∩ J )=K) ⊂ Z(M=Z(M))= 0:
Therefore 5= 2− 3=0. The converse comes from the deBnition of limit.
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Corollary 13.3. Let x∈Q(M) be represented by 2 : I →M=Z(M). Then x=0 if and
only if 2=0.
Proof. Take 3 : I →M=Z(M) to be the 0 homomorphism.
The ring structure on Q(R) and the Q(R)-module structure on Q(M) are described
in [20, p. 197].
Let x∈Q(R) and y∈Q(M) be represented by 2 : I → R=Z(R) and 3 : J →M=Z(M)
and let  :R→ R=Z(R) be the canonical homomorphism. Then the product xy∈Q(M)
is represented by 5 : 2−1((J ))→M=Z(M), where 5(a)= 3(b) whenever (b)= 2(a).
1∈Q(R) is represented by  :R→ R=Z(R).
In our case this can be simpliBed. Observe that if r ∈Z(R) and m∈M then 1∈
{ann(r)} ⊂ {ann(rm)} so rm∈Z(M). Therefore M=Z(M) has a natural structure of
R=Z(R)-module. Next note that if I; J ∈G then I · J ∈G because of Proposition 2.3.
Proposition 13.4. Suppose that x∈Q(R) and y∈Q(M) are represented by 2 : I →
R=Z(R) and 3 : J →M=Z(M). Then xy has representative 2 · 3 : I · J →M=Z(M).
Proof. Let a∈ I and b∈ J and choose c∈R with (c)= 2(a). Then
2(ab)= 2(a)(b)= (cb):
Therefore I · J ⊂ 2−1((J )). Moreover,
5(ab)= 3(cb)= (c)3(b)= 2(a)3(b):
Next, we make Q(R) into a -ring and Q(M) into a -Q(R)-module. Let ∈.
Suppose that y∈M is represented by 3 : J →M=Z(M). Then (J 2) ⊂ J so we may
deBne (3) : J 2 →M=Z(M) by the formula
(3)(a)= (3(a))− 3(a):
One checks easily that this is independent of the choice of representative of y and
therefore we can deBne y to be the element of Q(M) having representative 3 : J 2 →
M=Z(M).
Proposition 13.5. For ∈ de6ne  :Q(R)→ Q(R) and  :Q(M)→ Q(M) as above.
Then Q(R) is a -ring and Q(M) is a -Q(R)-module.
Proof. Straightforward.
Proposition 13.6. Z(Q(M))= (0) and Q(Q(M)) ≈ Q(M).
Proof. [20, Proposition 1.8, p. 198].
There is a canonical homomorphism  M :M→ Q(M) with the property that  M (m)
is represented by 6m :R→M=Z(M) where 6m(a)= am+ Z(M). See [20, p. 197].
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Proposition 13.7.  M :M→ Q(M) is a -homomorphism. The kernel of  M is Z(M).
Proof. For ∈,  M (m) is represented by 6m. Let  :M→M=Z(M) be the quotient
homomorphism, then
6m(a)= (a m)= ((am))− (am)= (6m(a))− 6m(a)= (6m)(a):
By Corollary 13.3, m∈ ker  M if and only if 6m =0, i.e. am∈Z(M) for every a∈R.
Take a=1.
Proposition 13.8. Every element of  R(U) ⊂ Q(R) is invertible. The canonical map-
ping  M :M → Q(M) extends to a mapping  M :MU−1 → Q(M) whose kernel is
Z(M)U−1.
Proof. Let u∈U. Then (u)∈G and ann(u) ⊂ Z(R). Therefore, we may deBne a
R-module homomorphism 2 : (u)→ R=Z(R) by 2(ru)= r+Z(R). By Proposition 13.4
the element of Q(R) represented by 2 : (u)→ R=Z(R) is the inverse of  R(u).
14. Global sections
The previous proposition, together with Proposition 4.6, suggest a connection be-
tween Q(M) and Mˆ. In this section we explore that connection.
Lemma 14.1. Let  :M→M=Z(M) be the quotient homomorphism; and let x∈Q(M).
Choose a representative 2 : I → M=Z(M). For any p∈X; choose b∈ I; b 	∈ p and
m∈M with m= 2b. Then the element m=b of Mp is independent of the choices of
2 : I →M=Z(M); b and m.
Proof. We Brst Bx 2 : I → M=Z(M). For any b1 ∈ I , b1 	∈ p, and m1 ∈M with
m1 = 2b1, we have
(bm1 − b1m)= b 2b1 − b1 2b= 2(bb1)− 2(b1b)= 0:
Hence bm1 − b1m∈Z(M), and, by Proposition 2.5, there exists c∈R, c 	∈ p, with
c(bm1 − b1m)= 0. This implies that m1=b1 =m=b∈Mp.
Now let 3 : J →M=Z(M) be another representative of q. By Proposition 13.2,
2|(I ∩ J )= 3|(I ∩ J ):
By the Brst part of this proof, we may choose b∈ I ∩ J , b 	∈ p and m∈M with
m= 2b= 3b.
Lemma 14.2. De6ne a mapping M(x) :X →
∐
p∈X Mp by the formula
M(x)(p)=
m
b
∈Mb
for p∈X; where 2 : I → M=Z(M) represents x; b∈ I; b 	∈ p and m= 2b. Then
M(x)∈ Mˆ.
284 J.J. Kovacic / Journal of Pure and Applied Algebra 171 (2002) 265–288
Proof. We need to show that p is contained in an open neighborhood U with M(x)(q)
=m=b. The Brst lemma states that U =D(b) suAces.
These lemmas show that there is a mapping M :Q(M) → Mˆ and, of course,
R :Q(R)→ Rˆ.
Proposition 14.3. R :Q(R)→ Rˆ is a -homomorphism of -rings; and M :Q(M)→
Mˆ is a -homomorphism of -Q(R)-modules.
Proof. The fact that  is a homomorphism of Q(R)-modules is obvious in light of
Proposition 13.4. Let x∈Q(M) be represented by 2 : I → M=Z(M). Then (x) is
represented by (2) : I 2 →M=Z(M) as in Proposition 13.5. If (x)(p)=m=b, then
((q)(p))= 
(m
b
)
=
b m− bm
b2
:
We must show that (b m− bm)= (2)(b2). But
(2)(b2) = (2(b2))− 2((b2))= (b 2(b))− 2(2b b)
= b 2(b) + b (2(b))− 2b 2(b)
= b (2(b))− b 2(b)= b((m))− b (m)
= b (m)− b (m)= (b m− bm):
The following is a generalization of [3, Lemma 2.4, p. 284]. (By Proposi-
tion 6.2 the hypothesis of that lemma is equivalent to RAAD.)
Proposition 14.4. Suppose that M is RAADZ. Then the canonical mapping M :
Q(M)→ Mˆ is a -isomorphism.
Proof. Suppose that x∈Q(M) is in the kernel of . Let 2 : I →M=Z(M) be a repre-
sentative of x with I Bnitely generated, say I =(b1; : : : ; bn) (Proposition 12.5). Choose
m1 ∈M with m1 = 2b1. Then, for every p∈D(b1), we have 0=(q)(p)=m1=b1. Thus
there exists r ∈R, r 	∈ p, with rm1 = 0, hence, by Proposition 2.5, b1 ∈{ann(m1)}. By
Proposition 7.1, be1 m1 ∈Z(M) for some e∈N. Therefore
2(be+11 )= b
e
1 2(b1)= b
e
1 m1 = (b
e
1 m1)= 0:
Because {I}= {(be+11 ; b2; : : : ; bn)}, (be+11 ; b2; : : : ; bn)∈G. Thus we can replace b1 by
be+11 , and assume that 2(b1)= 0. Repeating this argument for b2; : : : ; bn, we have
2(bi)= 0 for i=1; : : : ; n hence x=0.
For surjectivity we start with s∈ Mˆ. Let I be the set of all b∈R such that R(b)s=
M(m) for some m∈M. Evidently I is an ideal (not di%erential) and, by Proposition
9.1, I ∈G. By Proposition 4.6, the formula 2b= m, where  :M → M=Z(M), is
independent of m. It deBnes an R homomorphism 2 : I →M=Z(M).
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15. Principal Gabriel topology
Denition 15.1. A Gabriel topology is principal if it has a basis consisting of principal
ideals.
StenstrVom [20, p. 148] calls this a 1-topology. It means that every I ∈G contains a
principal ideal which is also in G.
Proposition 15.2. G is principal if and only if every -improper ideal contains a
-unit.
Proof. If G is principal if and only if I ∈G contains a principal ideal (a)∈G. But
(a)∈G if and only if a is a -unit.
Corollary 15.3. G is principal if and only if U is -supersaturated.
Proof. Proposition 11.7.
As we have seen, this condition is related to the ability to choose n=1 (a “common
denominator”) in Theorem 9.1. With the notation of that theorem we have 1∈{b1; : : : ;
bn} so (b1; : : : ; bn)∈G. If the Gabriel topology is principal there exists b∈ (b1; : : : ; bn)
with (b)∈G, i.e. 1∈{b}. This is the common denominator.
Denition 15.4. We denote by G1 the set of ideals I ∈G with I ∩U 	= ∅.
Proposition 15.5. G1 is a principal Gabriel topology.
Proof. We must verify the conditions of DeBnition 12.2. The Brst and third conditions
are obvious, the second comes from the fact that U is a multiplicative set. For the last
condition choose b∈ J ∩U and a∈ (I : b)∩U, then ab∈ I ∩U. If I ∈G1 and a∈ I ∩U
then 1∈{a} so (a)∈G1.
Denition 15.6. Denote by Q1(R) the ring of quotients of R with respect to the Gabriel
topology G1, and by Q1(M) the module of quotients of M.
Let x∈Q1(M). Then a representative 2 : I →M=Z(M) of x is also a representative
of an element of Q(M). This deBnes a mapping Q1(M) → Q(M), which we call
canonical.
Proposition 15.7. The canonical mapping Q1(R) → Q(R) is an injective -
homomorphism of -rings; the canonical mapping Q1(M) → Q(M) is an injective
-homomorphism of Q1(R)-modules.
Proof. It is easy to verify that the mappings are -homomorphisms, using the descrip-
tion preceding Proposition 13.5. Injectivity is from Corollary 13.3.
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We identify Q1(M) with a submodule of Q(M). Recall from Proposition 13.8 that
there is a canonical mapping  M :M → Q(M) and that it extends to  M :MU−1 →
Q(M).
Proposition 15.8. The image of  M :MU−1 → Q(M) is Q1(M).
Proof. Recall that  M(m) has representative 6m :R →M=Z(M) where 6m(r)= rm+
Z(M). Since R=(1),  M(m)∈Q1(M).
Let x∈Q1(M) have representative 2 : (u)→M=Z(M). Then (u)∈G1 so (u)∩U 	= ∅.
Since U is saturated, by Proposition 11.3, u∈U. Choose m∈M with 2(u)=m+Z(M).
Evidently  M(m=u)= x.
16. An exact sequence
In Proposition 4.6 we have the condition that R → Rˆ be injective, namely that R
has no non-zero -zero. However, we are unable to make much use of this condition;
we need the stronger condition that Rb → OX (D(b)) be injective for every b∈R.
This condition for this is given by Proposition 6.2, which states that the ring must be
RAAD.
For surjectivity we have seen, in Proposition 8.8, the requirement that every -
unit must be a unit. However, the example in Section 10 shows that this is not suAcient.
In Proposition 11.7 we have a condition for the existence of a “common denomina-
tor” namely that U be supersaturated. In the previous section we saw that this is equiv-
alent to the the Gabriel topology being principal. Thus we have the following theorem.
Theorem 16.1. Let R be a RAAD -ring such that every -unit is a unit. Assume
also that the Gabriel topology is principal. Then the canonical -homomorphism
R :R→ Rˆ is a -isomorphism.
Proof. Theorem 11.9 and Corollary 15.3.
With the more general condition of RAADZ we do not get injectivity but we do
know what the kernel is, by Proposition 7.1. We can summarize in the following exact
sequence.
Theorem 16.2. If M is RAADZ then Mˆ=(X; M˜) is -isomorphic to Q(M) and
there is an exact sequence
0→ Z(M)U−1 →MU−1 → Mˆ→ Q(M)=Q1(M)→ 0:
Proof. The Brst statement is Proposition 14.4.
Z(M)U−1 → MU−1 is the inclusion. By Proposition 13.8 it is the kernel of
MU−1 → Q(M). By Proposition 15.8 the image is Q1(M).
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17. AAD modules
Given a (-R)-module M it is easy to Bnd a -submodule N such that M=N is
RAAD. In fact, we have an embarrassment of riches. Start with any sequence n1; n2; : : :
of positive integers. DeBne N0 = 0, let Nk be generated by Nk−1 and all (a)nk m
whenever am∈Nk−1, and set N=
⋃
kNk . Then M=N is RAAD.
Thus it appears that there is no analogue of a “radical”, a unique smallest submodule
such that the quotient is RAAD. For this reason we introduced the notion of AAD in
[15], which we recall here.
Denition 17.1. M is said to be AAD if for every m∈M, ann(m) is a -ideal of R.
Proposition 17.2. For a -ring we have the implication
reduced ⇒ AAD
and for a -module we have
AAD⇒ RAAD⇒ RAADZ:
All the implications are strict.
Proof. The implication reduced ⇒ AAD is [15, Proposition 9.9]. Since every ring
with trivial derivations (r=0 for all ∈) is AAD, the implication is strict.
The implication AAD ⇒ RAAD is Proposition 9.2 of [15]. Example 17.3, below,
shows that the implication is strict.
By DeBnition 7.2, RAAD ⇒ RAADZ . Example 7.3 shows that the implication is
strict.
Example 17.3. Let R=Q{}=Q{y}=[y2] as in Example 5.2. Since 2 = 0, ′=0
so ′ ∈ ann(). If R were AAD, we would have ′′ ∈ ann(). ′′ is what Levi [16,
p. 533] calls an 2-term. His corollary on p. 544 implies that ′′ 	=0, therefore R is
not AAD.
However R is RAAD. As we saw in Example 5.2, R is a local ring with maximal
ideal
√
(0)= []. So R contains precisely two radical ideals, [] and R itself, both of
which are -ideals.
In fact, any (-R)-moduleM is RAAD, since the radical of ann(m), for any m∈M,
must be one of these two -deals.
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