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Abstract In this article, the Gravitational Search Algorithm (GSA) has been proposed to find the optimal
solution for Combined Economic and Emission Dispatch (CEED) problems. It is aimed, in the CEED
problem, that scheduling of generators should operate with bothminimum fuel costs and emission levels,
simultaneously, while satisfying the load demand and operational constraints. In this paper, the CEED
problem is formulated as a multi-objective problem by considering the fuel cost and emission objectives
of generating units. The bi-objective optimization problem is converted into a single objective function
using a price penalty factor in order to solve it with GSA. The proposed algorithm has been implemented
on four different test cases, having a valve point effect with transmission loss and having no valve point
effect without transmission loss. In order to see the effectiveness of the proposed algorithm, it has been
compared with other algorithms in the literature. Results show that the GSA is more powerful than
other algorithms.
© 2012 Sharif University of Technology. Production and hosting by Elsevier B.V.
Open access under CC BY-NC-ND license.1. Introduction
Nowadays, the mechanical energy used for generating units
is provided by fossil fuel in thermal power plants, which are
needed to answer the demand formuch of the electrical energy.
Increasing energy demands day after day require a reduction
cost of energy production in thermal power plants. The total
cost of the energy production can be reduced by the scheduling
of generators, which produce energy to meet the load demand
and to operate at minimum cost (classical economic dispatch,
ED). There is much research into this topic in the literature
[1–3]. Furthermore, when fossil fuels are burned, toxic gases
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1026-3098©
doi:10.1016/j.scient.2012.02.030are released, such as carbon dioxide (CO2), sulfur dioxide
(SO2), nitrogen oxide (NOx) and some particles. These gases
in the atmosphere cause global warming and a disruption in
ecological balance, which are serious problems. As a matter
of fact, The US Air Act Amendment of 1990 mandates that
the electric utility industry should reduce its SO2 emissions by
10 million tons/yr and the NOx emission by 2 million tons/yr
from the 1980 level [4,5]. Moreover, the Kyoto protocol signed
by many countries, does not have enough to make even the
minimum cost of energy production, and it is important for
this to be undertaken at the same time, sending out minimum
emissions [6].
The aim of CEED is to operate generators that produce
energy in a power plant with both minimum fuel costs and
minimum emission levels, simultaneously, while satisfying the
load demand and operational constraints. The CEED problem
aims for the total load demand to be dispatched optimally
to the generating units. Researchers have been done some
studies to solve the CEED problem using heuristic or analytic
algorithms. Singh and Dhillon developed a cardinal priority
ranking based fuzzy decision making algorithm for the CEED
problem, and they tested their algorithm on an IEEE 11-bus
Open access under CC BY-NC-ND license.
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F(PGi): total fuel cost function
PGi, PGj: power generation of the ith and jth unit.
ai, bi, ci, di, ei: fuel cost coefficients of the ith generating
unit.
NG: number of generating units in the plant.
E(PGi): total NOx emission function.
αi, βi, γi, δi, ηi : emission coefficients of the ith generating
unit.
Pld: total load demand.
Bij: loss coefficient between the ith and the jth
generating unit.
PminGi , P
max
Gi :minimumandmaximumactive power output
of the ith generating unit.
Ploss: active power losses.
system comprised of three-generators [7]. Hazra and Sinha
suggested the bacteria foraging optimization algorithm for
CEED. Authors tested their proposed algorithm on IEEE 30 bus,
IEEE 118 bus and NREB (Northern Region Electricity Board,
India) 390 bus test systems consisting of six generators [6].
Roy, Ghoshal and Thakur searched for a solution to the
CEED problem using biogeography-based optimization. They
implemented their algorithm in test systems consisting of
three, six and fourteen generating units [8]. Basu offered the
nondominated sorting genetic algorithm-II (NSGA-II) to solve
the CEED problem. He implemented the proposed algorithm on
a ten unit test system for its evaluation [9]. Senthil proposed
a lambda based approach for solving the CEED problem using
the Evolutionary Programming (EP) method. He implemented
the proposed algorithm on a small test system consisting of
three units [10]. Koridak, Rahli and Younes solved the CEED
problem using the Genetic Algorithm (GA). They tested the
proposed algorithm on Indian utility-62 bus systems consisting
of 19 generators with line flow constraints [11]. Pitono,
Soeprijanto andHiyama presented a SigmoidDecreasing Inertia
Weight Particle Swarm Optimization technique to solve the
CEED problem. They tested the proposed algorithm on an
IEEE 30-bus system with six generating units [12]. Pao-La-
Or, Oonsivilai, and Kulworawanichpong proposed the Particle
SwarmOptimization (PSO) algorithm for solving CEEDproblem,
which they tested on a three-unit test system [13]. Sudhakaran
et al. solved the CEED problem using a Refined Genetic
Algorithm (RGA) and tested the proposed algorithm for a
three plant thermal power system [4]. Danaraj and Gajendran
proposed a quadratic programming technique to solve the CEED
problem. They implemented the proposed algorithm on a test
system having six thermal units [14].
The Gravitational Search Algorithm (GSA) is a recent
heuristic optimization algorithm based on Newton’s law of
gravity. As the GSA has many advantages, researchers have
used it in order to successfully solve different optimization
problems [15–17]. The most important characteristic of GSA
is in its ability to accelerate the solution process without
sacrificing accuracy [18]. Moreover, although GSA is memory-
less, it works efficiently like algorithms with memory, and
it can be considered as an adaptive learning algorithm,
respectively [19]. On account of all these advantages of GSA,
it has been proposed for the CEED problem solution in this
paper. The bi-objective CEEDproblem is converted into a single-
objective function using a price penalty factor. In order tomeasure the effectiveness of the proposed algorithm, it has
been implemented on four different test systems, which are an
IEEE 30-bus system consisting of six and eleven thermal units
having no effects of valve-point loading and network loss, and
ten and forty thermal units having the effects of valve-point
loading and network loss. Simulation results are comparedwith
other algorithms in the literature. The simulation is done via
Matlab. When simulation results are considered, it is seen that
the GSA is more powerful and effective than other algorithms.
The rest of the paper is organized as follows. In Section 2,
the bi-objective CEED problem is detailed and in Section 3
the proposed GSA is presented. In Section 4, results of the
simulation are showed. Finally, the conclusion is given in
Section 5.
2. Bi-objective CEED problem formulation
In the solution of the CEED problem, the point at issue
is to minimize both fuel cost and emission, simultaneously,
while satisfying equality and inequality constraints. Cost and
emission functions, which are independent of each other,
make the CEED problem bi-objective. Bi-objective problem
solving can be done by two objective functions turned into
a single objective function. This operation is enhanced using
a price penalty factor in this paper, and the CEED problem
is converted into a single-objective function. These objectives
and constraints, and the formulation of the CEED problem, are
expressed as follows [8,20,21]:
2.1. Minimization of total fuel cost
The total fuel cost function can be defined as the sum of a
quadratic function. This function is illustrated as follows:
F(PGi) =
NG
i=1

ai + biPGi + ciP2Gi + |di sin{ei(PminGi − PGi)}|

,
i = 1, 2, . . . ,NG, (1)
where di and ei are used only if the valve point effect is taken
into account.
2.2. Minimization of emission
The total amount of emissions, such as SO2 or NOx, released
by burning fossil fuels in thermal power plants, can be defined
as the sum of a quadratic function and an exponential function.
In this paper, only NOx emission is taken into account. This
function is illustrated as follows:
E(PGi) =
NG
i=1
αi + βiPGi + γiP2Gi + ηi exp(δiPGi),
i = 1, 2, . . . ,NG, (2)
where δi and ηi are used only if the valve point effect is taken
into account.
2.3. Constraints
During the minimization process, some equality and in-
equality constraints must be satisfied. In this process, an equal-
ity constraint is called a power balance. According to this
constraint, the total power generated must supply the total
power demand and total power losses in the network. Besides,
an inequality constraint is called a generation capacity con-
straint. According to this constraint, the power output of each
generator is restricted bymin andmax power limits [20]. These
two constraints are expressed as follows:
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NG
i=1
PGi − Pld − Ploss = 0, i = 1, 2, . . . ,NG, (3)
where Ploss is called network losses, which can be assessed
by Bmatrix and formulated as follows:
Ploss =
N
i=1
N
j=1
PGiBijPGj. (4)
(ii) Generation capacity constraint:
PminGi < PGi < P
max
Gi . (5)
2.4. CEED formulation
The CEED problem can be formulated by combining two
independent objectives, which are emission and fuel cost using
a price penalty factor. In this way, the bi-objective CEED
problem is expressed in a single-objective form. To solve
the CEED problem, this form is intended to minimize while
satisfying the constraints expressed above. The single-objective
CEED problem is formulated as follows:
Minimize FCEED = F + hE, (6)
Min (FCEED)
=
NG
i=1

ai + biPGi + ciP2Gi +
di sin ei PminGi − PGi
+ hi

αi + βiPGi + γiP2Gi + ηi exp (δiPGi)

i = 1, 2, . . . ,NG, (7)
where hi [20] is the price penalty factor in $/h. It is the ratio
between maximum fuel cost and maximum emission, and is
described as follows:
hi = F(P
max
Gi )
E(PmaxGi )
= ai + biP
max
Gi + ciP
2
max
Gi +
di sin ei PminGi − PmaxGi 
αi + βiPmaxGi + γiP
2
max
Gi + ηi exp(δiPmaxGi )
. (8)
3. Gravitational search algorithm
The Gravitational Search Algorithm (GSA) is a new heuristic
optimization algorithm described by Rashedi et al. in 2009 [22].
This algorithm, which is based on the Newtonian physical law
of gravity and law of motion, has great potential to be a break-
through optimization method. In this paper, GSA is used for
the CEED problem solution. In the GSA, each agent is embodied
as an object, and their performances are measured by mass.
Every object represents a solution or a part of a solution to the
problem. Thus, all objects attract the other objects by means of
the gravity force, and they are pulled towards heavier objects
by means of the law of motion. Due to heavier masses having
higher fitness values, they represent the optimal solution to
the problem. The following expresses how the GSA works
[15,18,23–25].
It is supposed that given a systemwithN agents, the position
of the ith agent, which represents a solution to the problem, isdescribed as follows:
Xi = (x1i , . . . , xdi , . . . , xni ), i = 1, 2, . . . ,N, (9)
where n is the dimension of the problem and xdi is the position
of the ith agent (mass) in the dth dimension.
Initially, themasses are described randomly and a force from
mass j acts on mass i at time t , which is described as follows:
F dij (t) = G(t)
Mi(t)×Mj(t)
Rij(t)+ ε

xdj (t)− xdi (t)

, (10)
where G(t) is the gravitational constant at time t , Mi(t) and
Mj(t) are masses of objects i and j, ε is a small constant, and
Rij(t) is the Euclidean distance between i and j objects described
as follows:
Rij(t) =
Xi(t), Xj(t)2 . (11)
The masses of the agents are calculated as follows by compari-
son of fitness:
mi(t) = fiti(t)− worst(t)best(t)− worst(t) , (12)
where fiti(t) is the fitness value of agent i at time t , worst(t) is
theminimum fitness and best(t) is themaximum fitness values
of all agents. Then, the masses of agents must be normalized as
follows:
Mi(t) = mi(t)n
j=1
mj(t)
. (13)
Randomly initialized gravitational constant G(t) is decreased
according to the time as follows:
G(t) = G0e−α tT , (14)
where G0 is the initial value of the gravitational constant, α is
a user specified constant, t is the current iteration and T is the
total number of iterations.
The total force that acts on agent i in dimension d is described
as follows:
F di (t) =
N
j∈kbest,j≠i
randjF dij (t), (15)
where kbest is the set of first k objects which have the best
fitness value and biggest mass, and randj is a random number
interval [0, 1].
In order to find the acceleration of the ith agent at time t in
the d dimension, the law of motion is used directly. According
to this law, it is calculated by a rate between the force acting on
that agent and the mass of the agent.
adi (t) =
F di (t)
Mi(t)
. (16)
Then, the searching strategy can be described by the next
velocity and next position of an agent. The next velocity
function is the sum of the current velocity and its current
acceleration. The current acceleration is described as the initial
acceleration calculated from Eq. (16). The initial position is
calculated from Eq. (9) and the initial speed is determined by
producing a zero matrix, which has a dim×N dimension (dim:
dimension of problem, N: number of agents). Also, the next
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position function is the sumof the current position and the next
velocity of that agent. These functions are shown as follows:
vdi (t + 1) = randi · vdi (t)+ adi (t), (17)
xdi (t + 1) = xdi (t)+ vdi (t + 1), (18)
where randi is a random number between 0 and 1, vdi (t) is the
velocity and xdi (t) is the position of an agent at time t in the d
dimension.
While solving an optimization problem with GSA, at the
beginning of the algorithm, every agent is located at a certain
point of the search space, which represents a solution to the
problem at every unit of time. Next, according to Eqs. (17)
and (18), masses are evaluated and their next positions are
calculated. Then, gravitational constant, G, masses, M , and
acceleration, a, are calculated through Eqs. (12)–(14) and (16)
and updated at every time cycle. The search process is stopped
after a certain amount of time. The flow diagram of the GSA is
shown in Figure 1 [22,23].
4. Application of gravitational search algorithm for CEED
problem
In this section, a new heuristic optimization algorithm,
based on Newton’s law of gravity and mass interactions for
solving the CEED problem is defined as follows:
Step 1. Search space identification.
Let Pi = (P1i , . . . , Pdi , . . . , Pni ). Pdi represents the posi-
tion of the ith agent in the dth dimension. The elements
of Pi are real power outputs of the ith agent (as a gener-
ation unit).
Step 2. The real power output of the ith unit is specified by
setting Pi ∼ U(Pmini , Pmaxi ), where i = 1, 2, . . . ,N .
U(Pmini , P
max
i ) indicates a uniform random variableTable 1: Proposed GSA solution of CEED for test
system 1 (PD = 1000 MW).
Unit Proposed GSA
P1 (MW) 78.8221
P2 (MW) 83.0013
P3 (MW) 164.2907
P4 (MW) 164.9136
P5 (MW) 258.1108
P6 (MW) 250.8619
Cost ($/h) 51255.7880
Emission (kg/h) 827.1380
Table 2: Comparison of the results for test system 1 (PD = 1000 MW).
Methods Cost ($/h) Emission (kg/h)
γ -iteration [26] 51264.6 828.720
Recursive [26] 51264.5 828.715
PSO [26] 51269.6 828.863
DE [26] 51264.6 828.715
Simplified recursive [26] 51264.6 828.715
GA similarity [21] 51262.31 827.2612
Proposed GSA 51255.7880 827.1380
ranging over [Pmini , Pmaxi ]. Each population should sat-
isfy the constraints given by Eqs. (3) and (5).
Step 3. Calculate the value of F and E of each agent.
Step 4. Update G(t), best(t), worst(t) and Mi(t) for i = 1,
2, . . . ,N .
Step 5. Calculation of the total force in different directions.
Step 6. Calculation of acceleration and velocity.
Step 7. Updating agents’ position.
Step 8. Repeat Steps 3–7 until the stop criteria is reached.
Step 9. Stop.
5. Simulation results
To assess the efficiency of the GSA, it has been applied to
the CEED problem by considering four various test systems.
These test systems arewidely used as benchmarks in the power
system field for solving the CEED problem and have been used
by many other research groups around the world for similar
purposes. The results obtained from the GSA are comparedwith
other population-based optimization techniques, which have
already been tested and reported by earlier authors.
G is set using Eq. (14)whereG0 is set to 100,α is set to 20, and
T is the total number of iterations. Maximum iteration numbers
are 1000 for all test systems. In the following, the results are
presented.
i. Test System I: This system consists of six generating units
having quadratic cost and emission functions. The input
data for the 6-generator system are taken from [26], and the
total demand is set as 1000 MW. In this test system, loss
coefficients are not taken into account. Unit data can been
found in Appendix.
The obtained results, with the proposed approach, are
given in Table 1, and the proposed approach is compared
with other population-based heuristic methods in the
literature. The best CEED results obtained from the proposed
GSA and other population-based heuristic methods are
compared in Table 2 and Figure 2.
Two axes shapes are formed consisting of fuel cost
and emission values for a better understanding of the
CEED problem. From Figure 2, it is clear that the proposed
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Table 3: Proposed GSA solution of CEED for test
system 2 (PD = 2500 MW).
Unit Proposed GSA
P1 (MW) 138.9382
P2 (MW) 110.2728
P3 (MW) 147.9728
P4 (MW) 221.1072
P5 (MW) 137.7986
P6 (MW) 217.9015
P7 (MW) 141.3801
P8 (MW) 349.6497
P9 (MW) 327.3178
P10 (MW) 363.4766
P11 (MW) 344.1847
Cost ($/h) 12422.6626
Emission (kg/h) 2002.9499
approach gives the best results, regarding both fuel costs
and emissions for the CEED problem.
ii. Test System II: This system consists of eleven generating
units, having quadratic cost and emission functions. The
input data for the 11-generator system are taken from [26]
and the total demand is set as 2500 MW. In this case, loss
coefficients are not taken into account. Unit data can found
in Appendix.
The results obtained for this case are given in Table 3,
which show the simulation results obtained from the GSA
for the best solution to the power demand of 2500 MW.
GSA and other optimization algorithms are compared in
Table 4 and Figure 3 for load demand 2500 MW. It
appears in Figure 3 that the proposed algorithm has the
best performance when comparing other population-based
optimization algorithms in the literature.
iii. Test System III: This system consists of ten generating units,
having the effects of valve-point loading quadratic cost and
emission level functions. The input data for the 10-generator
test system are taken from [27], and has a total load of
2000 MW. Also, the network losses are calculated by a
B-matrix loss formula. Unit data and loss coefficients can be
found in Appendix.
The results obtained for this case are given in Table 5.
In Table 5, simulation results of the proposed approach
are shown for a power demand of 2000 MW in order
to compare them with other stochastic search algorithms
in the literature. The results obtained from the proposed
approach are better than other optimization algorithms
with two axes (Figure 4). In the proposed approach, fuel cost
is 1.1349 × 105 $, which is more than 1.1348 × 105 andTable 4: Comparison of the results for test system 2 (PD = 2500 MW).
Methods Cost ($/h) Emission (kg/h)
γ -iteration [26] 12424.94 2003.301
Recursive [26] 12424.94 2003.300
PSO [26] 12428.63 2003.720
DE [26] 12425.06 2003.350
Simplified recursive [26] 12424.94 2003.300
GA similarity [21] 12423.77 2003.030
Proposed GSA 12422.66 2002.949
Figure 3: Comparison of the results for PD = 2500 MW.
Figure 4: Comparison of the results for PD = 2000 MW.
Figure 5: Comparison of the results for PD = 10, 500 MW.
less than other optimization algorithms. Emission level is
4111.4 lb, which is more than 4109.1 lb; the same as the
result obtained from the PDE algorithm and less than other
optimization methods.
iv. Test System IV: This test system consists of forty generating
units with non-smooth fuel cost and emission level
functions. The input data for the 40-generators test system
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Unit MODE [27] PDE [27] NSGA-II [27] SPEA 2 [27] Proposed GSA
P1 (MW) 54.9487 54.9853 51.9515 52.9761 54.9992
P2 (MW) 74.5821 79.3803 67.2584 72.8130 79.9586
P3 (MW) 79.4294 83.9842 73.6879 78.1128 79.4341
P4 (MW) 80.6875 86.5942 91.3554 83.6088 85.0000
P5 (MW) 136.8551 144.4386 134.0522 137.2432 142.1063
P6 (MW) 172.6393 165.7756 174.9504 172.9188 166.5670
P7 (MW) 283.8233 283.2122 289.4350 287.2023 292.8749
P8 (MW) 316.3407 312.7709 314.0556 326.4023 313.2387
P9 (MW) 448.5923 440.1135 455.6978 448.8814 441.1775
P10 (MW) 436.4287 432.6783 431.8054 423.9025 428.6306
Cost (×105 $) 1.1348 1.1351 1.1354 1.1352 1.1349
Emission (lb) 4124.9 4111.4 4130.2 4109.1 4111.4Table 6: Comparison of the results for test system 4 (PD = 10, 500 MW).
Unit MODE [27] PDE [27] NSGA-II [27] SPEA 2 [27] Proposed GSA
P1 (MW) 113.5295 112.1549 113.8685 113.9694 113.9989
P2 (MW) 114.0000 113.9431 113.6381 114.0000 113.9896
P3 (MW) 120.0000 120.0000 120.0000 119.8719 119.9995
P4 (MW) 179.8015 180.2647 180.7887 179.9284 179.7857
P5 (MW) 96.7716 97.0000 97.0000 97.0000 97.0000
P6 (MW) 139.2760 140.0000 140.0000 139.2721 139.0128
P7 (MW) 300.0000 299.8829 300.0000 300.0000 299.9885
P8 (MW) 298.9193 300.0000 299.0084 298.2706 300.0000
P9 (MW) 290.7737 289.8915 288.8890 290.5228 296.2025
P10 (MW) 130.9025 130.5725 131.6132 131.4832 130.3850
P11 (MW) 244.7349 244.1003 246.5128 244.6704 245.4775
P12 (MW) 317.8218 318.2840 318.8748 317.2003 318.2101
P13 (MW) 395.3846 394.7833 395.7224 394.7357 394.6257
P14 (MW) 394.4692 394.2187 394.1369 394.6223 395.2016
P15 (MW) 305.8104 305.9616 305.5781 304.7271 306.0014
P16 (MW) 394.8229 394.1321 394.6968 394.7289 395.1005
P17 (MW) 487.9872 489.3040 489.4234 487.9857 489.2569
P18 (MW) 489.1751 489.6419 488.2701 488.5321 488.7598
P19 (MW) 500.5265 499.9835 500.8000 501.1683 499.2320
P20 (MW) 457.0072 455.4160 455.2006 456.4324 455.2821
P21 (MW) 434.6068 435.2845 434.6639 434.7887 433.4520
P22 (MW) 434.5310 433.7311 434.1500 434.3937 433.8125
P23 (MW) 444.6732 446.2496 445.8385 445.0772 445.5136
P24 (MW) 452.0332 451.8828 450.7509 451.8970 452.0547
P25 (MW) 492.7831 493.2259 491.2745 492.3946 492.8864
P26 (MW) 436.3347 434.7492 436.3418 436.9926 433.3695
P27 (MW) 10.0000 11.8064 11.2457 10.7784 10.0026
P28 (MW) 10.3901 10.7536 10.0000 10.2955 10.0246
P29 (MW) 12.3149 10.3053 12.0714 13.7018 10.0125
P30 (MW) 96.9050 97.0000 97.0000 96.2431 96.9125
P31 (MW) 189.7727 190.0000 189.4826 190.0000 189.9689
P32 (MW) 174.2324 175.3065 174.7971 174.2163 175.0000
P33 (MW) 190.0000 190.0000 189.2845 190.0000 189.0181
P34 (MW) 199.6506 200.0000 200.0000 200.0000 200.0000
P35 (MW) 199.8662 200.0000 199.9138 200.0000 200.0000
P36 (MW) 200.0000 200.0000 199.5066 200.0000 199.9978
P37 (MW) 110.0000 109.9412 108.3061 110.0000 109.9969
P38 (MW) 109.9454 109.8823 110.0000 109.6912 109.0126
P39 (MW) 108.1786 108.9686 109.7899 108.5560 109.4560
P40 (MW) 422.0682 421.3778 421.5609 421.8521 421.9987
Cost (×105 $) 1.2579 1.2573 1.2583 1.2581 1.2578
Emission (×105 ton) 2.1119 2.1177 2.1095 2.1110 2.1093are taken from [27], which has a total load of 10,500 MW.
Unit data has been presented in Appendix.
In Table 6, the results obtained from the GSA are seen for
a power demand of 10,500 MW in the CEED problem. The
optimization results are compared to other optimization
methods in the literature. It is seen that for minimization
of the CEED problem, the results are seen both in Table 6
and Figure 5. In GSA, fuel cost is 1.2578 × 105 $, which is
more than 1.2573× 105 $ and less than other optimizationmethods. The emission level is 2.1093×105 ton, which less
than other optimization techniques.
6. Conclusion
GSA is one of the recent heuristic algorithms improved
by Rashedi et al. [22] for solving optimization problems. In
this paper, GSA is successfully applied to solve a combined
economic and emission dispatch problem. The CEED problem
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Unit Pmini (MW) P
max
i (MW) ai ($/h) bi ($/MWh) ci ($/(MW)
2h) αi (lb/h) βi (lb/MWh) γi (lb/(MW)2h)
1 10 125 756.800 38.540 0.1525 13.860 0.3300 0.0042
2 10 150 451.325 46.160 0.1060 13.860 0.3300 0.0042
3 35 225 1050.000 40.400 0.0280 40.267 −0.5455 0.0068
4 35 210 1243.530 38.310 0.0355 40.267 −0.5455 0.0068
5 130 325 1658.570 36.328 0.0211 42.900 −0.5112 0.0046
6 125 315 1356.660 38.270 0.0180 42.900 −0.5112 0.0046Table A.2: Eleven-unit generator characteristics.
Unit Pmini (MW) P
max
i (MW) ai ($/h) bi ($/MWh) ci ($/(MW)
2h) αi (lb/h) βi (lb/MWh) γi(lb/(MW)2h)
1 20 250 387.85 192.699 0.00762 33.93 −0.67767 0.00419
2 20 210 441.62 211.969 0.00838 24.62 −0.69044 0.00461
3 20 250 422.57 219.196 0.00523 33.93 −0.67767 0.00419
4 60 300 552.50 201.983 0.00140 27.14 −0.54551 0.00683
5 20 210 557.75 212.181 0.00154 24.15 −0.40060 0.00751
6 60 300 562.18 191.528 0.00177 27.14 −0.54551 0.00683
7 20 215 568.39 210.681 0.00195 24.15 −0.40006 0.00751
8 100 455 682.93 199.138 0.00106 30.45 −0.51116 0.00355
9 100 455 741.22 199.802 0.00117 25.59 −0.56228 0.00417
10 110 460 617.83 212.352 0.00089 30.45 −0.41116 0.00355
11 110 465 674.61 210.487 0.00098 25.59 −0.56228 0.00417Table A.3: Ten-unit generator characteristics.
Unit Pmini
(MW)
Pmaxi
(MW)
ai ($/h) bi
($/MWh)
ci
($/(MW)2h)
di ($/h) ei
(rad/MW)
αi (lb/h) βi
(lb/MWh)
γi
(lb/(MW)2h)
ηi (lb/h) δi
(1/MW)
1 10 55 1000.403 40.5407 0.12951 33 0.0174 360.0012 −3.9864 0.04702 0.25475 0.01234
2 20 80 950.606 39.5804 0.10908 25 0.0178 350.0056 −3.9524 0.04652 0.25475 0.01234
3 47 120 900.705 36.5104 0.12511 32 0.0162 330.0056 −3.9023 0.04652 0.25163 0.01215
4 20 130 800.705 39.5104 0.12111 30 0.0168 330.0056 −3.9023 0.04652 0.25163 0.01215
5 50 160 756.799 38.5390 0.15247 30 0.0148 13.8593 0.3277 0.00420 0.24970 0.01200
6 70 240 451.325 46.1592 0.10587 20 0.0163 13.8593 0.3277 0.00420 0.24970 0.01200
7 60 300 1243.531 38.3055 0.03546 20 0.0152 40.2669 −0.5455 0.00680 0.24800 0.01290
8 70 340 1049.998 40.3965 0.02803 30 0.0128 40.2669 −0.5455 0.00680 0.24990 0.01203
9 135 470 1658.569 36.3278 0.02111 60 0.0136 42.8955 −0.5112 0.00460 0.25470 0.01234
10 150 470 1356.659 38.2704 0.01799 40 0.0141 42.8955 −0.5112 0.00460 0.25470 0.012349)B =

0.000049 0.000014 0.000015 0.000015 0.000016 0.000017 0.000017 0.000018 0.000019 0.000020
0.000014 0.000045 0.000016 0.000016 0.000017 0.000015 0.000015 0.000016 0.000018 0.000018
0.000015 0.000016 0.000039 0.000010 0.000012 0.000012 0.000014 0.000014 0.000016 0.000016
0.000015 0.000016 0.000010 0.000040 0.000014 0.000010 0.000011 0.000012 0.000014 0.000015
0.000016 0.000017 0.000012 0.000014 0.000035 0.000011 0.000013 0.000013 0.000015 0.000016
0.000017 0.000015 0.000012 0.000010 0.000011 0.000036 0.000012 0.000012 0.000014 0.000015
0.000017 0.000015 0.000014 0.000011 0.000013 0.000012 0.000038 0.000016 0.000016 0.000018
0.000018 0.000016 0.000014 0.000012 0.000013 0.000012 0.000016 0.000040 0.000015 0.000016
0.000019 0.000018 0.000016 0.000014 0.000015 0.000014 0.000016 0.000015 0.000042 0.000019
0.000020 0.000018 0.000016 0.000015 0.000016 0.000015 0.000018 0.000016 0.000019 0.000044

. (1
Box I:is formulated as a bi-objective optimization problem. The
proposed approach is tested on four different test systems.
Firstly, GSA is tested on six generators and eleven-generators,
with a quadratic cost function for combined economic emission
load dispatch problems. Secondly, the proposed algorithm is
applied to ten generators and forty generators, with a non-
smooth cost function for CEED problems. The simulation results
demonstrate the effectiveness and robustness of the proposed
approach in solving the CEED problem under various test
systems. Moreover, the results of the proposed GSA technique
have been compared to those techniques published in theliterature. The proposed approach can provide better solutions
than other stochastic search algorithms in the literature. It is
seen from the comparison that the proposed method confirms
the effective high-quality solution for CEED problems.
Appendix
Unit data can be found in Tables A.1–A.4.
The transmission loss formula coefficients of the ten-unit
system are (see Box I):
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Unit Pmini
(MW)
Pmaxi
(MW)
ai ($/h) bi
($/MWh)
ci
($/(MW)2h)
di
($/h)
ei
(rad/MW)
αi
(ton/h)
βi
(ton/MWh)
γi
(ton/(MW)2h)
ηi (ton/h) δi
(1/MW)
1 36 114 94.705 6.73 0.00690 100 0.084 60 −2.22 0.0480 1.3100 0.05690
2 36 114 94.705 6.73 0.00690 100 0.084 60 −2.22 0.0480 1.3100 0.05690
3 60 120 309.540 7.07 0.02028 100 0.084 100 −2.36 0.0762 1.3100 0.05690
4 80 190 369.030 8.18 0.00942 150 0.063 120 −3.14 0.0540 0.9142 0.04540
5 47 97 148.890 5.35 0.01140 120 0.077 50 −1.89 0.0850 0.9936 0.04060
6 68 140 222.330 8.05 0.01142 100 0.084 80 −3.08 0.0854 1.3100 0.05690
7 110 300 287.710 8.03 0.00357 200 0.042 100 −3.06 0.0242 0.6550 0.02846
8 135 300 391.980 6.99 0.00492 200 0.042 130 −2.32 0.0310 0.6550 0.02846
9 135 300 455.760 6.60 0.00573 200 0.042 150 −2.11 0.0335 0.6550 0.02846
10 130 300 722.820 12.9 0.00605 200 0.042 280 −4.34 0.4250 0.6550 0.02846
11 94 375 635.200 12.9 0.00515 200 0.042 220 −4.34 0.0322 0.6550 0.02846
12 94 375 654.690 12.8 0.00569 200 0.042 225 −4.28 0.0338 0.6550 0.02846
13 125 500 913.400 12.5 0.00421 300 0.035 300 −4.18 0.0296 0.5035 0.02075
14 125 500 1760.400 8.84 0.00752 300 0.035 520 −3.34 0.0512 0.5035 0.02075
15 125 500 1760.400 8.84 0.00752 300 0.035 510 −3.55 0.0496 0.5035 0.02075
16 125 500 1760.400 8.84 0.00752 300 0.035 510 −3.55 0.0496 0.5035 0.02075
17 220 500 647.850 7.97 0.00313 300 0.035 220 −2.68 0.0151 0.5035 0.02075
18 220 500 649.690 7.95 0.00313 300 0.035 222 −2.66 0.0151 0.5035 0.02075
19 242 550 647.830 7.97 0.00313 300 0.035 220 −2.68 0.0151 0.5035 0.02075
20 242 550 647.810 7.97 0.00313 300 0.035 220 −2.68 0.0151 0.5035 0.02075
21 254 550 785.960 6.63 0.00298 300 0.035 290 −2.22 0.0145 0.5035 0.02075
22 254 550 785.960 6.63 0.00298 300 0.035 285 −2.22 0.0145 0.5035 0.02075
23 254 550 794.530 6.66 0.00284 300 0.035 295 −2.26 0.0138 0.5035 0.02075
24 254 550 794.530 6.66 0.00284 300 0.035 295 −2.26 0.0138 0.5035 0.02075
25 254 550 801.320 7.10 0.00277 300 0.035 310 −2.42 0.0132 0.5035 0.02075
26 254 550 801.320 7.10 0.00277 300 0.035 310 −2.42 0.0132 0.5035 0.02075
27 10 150 1055.100 3.33 0.52124 120 0.077 360 −1.11 1.8420 0.9936 0.04060
28 10 150 1055.100 3.33 0.52124 120 0.077 360 −1.11 1.8420 0.9936 0.04060
29 10 150 1055.100 3.33 0.52124 120 0.077 360 −1.11 1.8420 0.9936 0.04060
30 47 97 148.890 5.35 0.01140 120 0.077 50 −1.89 0.0850 0.9936 0.04060
31 60 190 222.920 6.43 0.00160 150 0.063 80 −2.08 0.0121 0.9142 0.04540
32 60 190 222.920 6.43 0.00160 150 0.063 80 −2.08 0.0121 0.9142 0.04540
33 60 190 222.920 6.43 0.00160 150 0.063 80 −2.08 0.0121 0.9142 0.04540
34 90 200 107.870 8.95 0.00010 200 0.042 65 −3.48 0.0012 0.6550 0.02846
35 90 200 116.580 8.62 0.00010 200 0.042 70 −3.24 0.0012 0.6550 0.02846
36 90 200 116.580 8.62 0.00010 200 0.042 70 −3.24 0.0012 0.6550 0.02846
37 25 110 307.450 5.88 0.01610 80 0.098 100 −1.98 0.0950 1.4200 0.06770
38 25 110 307.450 5.88 0.01610 80 0.098 100 −1.98 0.0950 1.4200 0.06770
39 25 110 307.450 5.88 0.01610 80 0.098 100 −1.98 0.0950 1.4200 0.06770
40 242 550 647.830 7.97 0.00313 300 0.035 220 −2.68 0.0151 0.5035 0.02075References
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