Bounding Stability Constants for Affinely Parameter-Dependent Operators by O'Connor, Robert
Bounding Stability Constants for Affinely Parameter-Dependent
Operators
Robert O’Connor a
aRWTH Aachen University, Aachen, Germany
Received *****; accepted after revision +++++
Presented by
Abstract
In this article we introduce new possibilities of bounding the stability constants that play a vital role in the
reduced basis method. By bounding stability constants over a neighborhood we make it possible to guarantee
stability at more than a finite number of points and to do that in the offline stage. We additionally show that
Lyapunov stability of dynamical systems can be handled in the same framework. To cite this article: R. O’Connor,
C. R. Acad. Sci. Paris, Submitted (2016).
Re´sume´
Des bornes infe´rieures pour les constantes de stabilite´ associe´s a` des operateurs avec une de´pendance
affine des parame´tres. Nous pre´sentons des nouvelles me´thodes pour borner les constantes de stabilite´ qui
jouent un roˆle essentiel dans les approximations par bases re´duites. Notres me´thodes nous permettent de borner
les constant dans toute une voisinage et non seulement a` une numero fini de points. Nous montrons aussi qu’on
peut de´montrer la stabilite´ de Liapounov dans le meˆme cadre. Pour citer cet article : R. O’Connor, C. R. Acad.
Sci. Paris, Soumis (2016).
1. Introduction
In the reduced basis method, stability constants play two important roles: They ensure the numerical
stability of the problem and they are a critical part of error bounds. Unfortunately in such contexts
it is not possible to calculate stability constants for each new parameter value. Instead, lower bounds
need to be used. For the computation of such bounds many methods have been developed [1,2,3,7,8]. An
important characteristic of these methods is the offline-online decomposition of the workload. The offline
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stage, which is performed beforehand, is generally very expensive, but the online cost to approximate the
stability constant for each new parameter value should be cheap.
Early efforts to bound stability constants [3,8] often made use of local information to bound the con-
stants in small regions. By doing that in many small regions it is possible to bound the stability constants
everywhere. Other methods made use of more global information to bound stability constants [1,2,7].
These methods require the solution of a linear programming problem for each new parameter point and
are not suited for bounding stability constants at more than discrete points. One such method is the
successive constraints method (SCM) [1,2]. SCM has proven to be very efficient when a posteriori error
bounds are being calculated, but it is not sufficient when bounds are needed for the entire parameter
domain. That can be the case in real-time applications [5], where stability and error tolerances need to
be ensured beforehand: improving the model in real-time is not possible.
The main contribution of this article is to show how information can be used more efficiently on
a local scale. Our methods can be combined with SCM to bound stability constants over the entire
parameter domain in an efficient manner. The same methods can also be used to prove that a system is
Lyapunov stable. Compared to normal SCM our method has two advantages: it can reduce the online
computational cost of bounding stability constants and, more importantly, it allows us to bound stability
constants everywhere in the parameter domain. The disadvantage is that the offline stage can be much
more costly than that of SCM.
2. Problem Statement
Let D ⊂ Rp be a bounded parameter domain and let X and Y be Hilbert spaces. In practice the spaces
will often be finite dimensional but the theory that we will present also holds for infinite-dimensional
spaces. We consider a parameter-dependent bilinear operator a(·, ·;µ) : X × Y → R for µ ∈ D with the
following affine decomposition a(v, w;µ) =
∑Q
q=1 Θq(µ)aq(v, w). The affine decomposition separates the
operator into parameter-dependent functions Θq(·) : D → R and parameter-independent bilinear forms
aq(·, ·) : X × Y → R. The efficiency of reduced-basis methods is largely a result of such decompositions
[6,8]. The bilinear operator can be associated with two different stability constants.
Definition 2.1 For a parameter-dependent bilinear operator a(·, ·;µ) we define the inf-sup constant β(µ),
and if X = Y , we also define the coercivity constant α(µ).
β(µ) := inf
w∈X
sup
v∈Y
a(w, v;µ)
‖w‖X‖v‖Y , α(µ) := infv∈X
a(v, v;µ)
‖v‖2X
(1)
For a given parameter value µ we will say that an operator is inf-sup stable (resp. coercive) if β(µ) > 0
(α(µ) > 0).
In this article we consider the problem of finding lower bounds that are valid over the entire parameter
domain. In particular, we will consider two types of problems that have received little attention in this
context: (i) proving stability and (ii) computing sharp lower bounds for the stability constants. Whenever
inf-sup constants are needed, they can be reformulated using Riesz representations. The resulting problems
can then be handled in much the same way as problems involving coercivity constants [2]. We can thus
restrict our discussion to coercivity constants and assume that X = Y .
We present the first method that is well adapted to the simpler problem of proving stability. For the
more complicated problem of estimating stability constants, earlier methods [3,8] exist, but we present a
significantly more efficient one. In the next section we will review a result from Veroy [7] and show how
it can be used to locally bound coercivity constants in a more accurate manner.
2
3. Simplified Parameter Dependence
In order to better take advantage of the affine nature of the operator a(·, ·;µ) we will define a simpler
bilinear operator aΘ(v, w; Θ(µ)) := a(v, w;µ) for all v, w ∈ X and µ ∈ D. Here Θ(·) : D → RQ is
defined such that Θ(µ) := [Θ1(µ),Θ2(µ), . . . ,ΘQ(µ)]
T . With the operator aΘ(·, ·;ψ) we will associate the
following affine decomposition and coercivity constant
aΘ(v, w;ψ) =
Q∑
q=1
ψqaq(v, w), αΘ(ψ) := inf
v∈X
aΘ(v, v;ψ)
‖v‖2X
(2)
for any ψ = [ψ1, . . . , ψQ]
T ∈ RQ. The following result, which shows the concavity of αΘ(µ), was also
proved by Veroy [7] but we provide a much simpler proof.
Theorem 3.1 Let aΘ(·, ·;ψ) be an operator with an affine parameter dependence of the form given in
(2). The coercivity constant αΘ(ψ) associated with aΘ(·, ·;ψ) is a concave function of ψ ∈ RQ.
Proof: We begin by defining the set Y := {y ∈ RQ|yq = aq(v, v)/‖v‖2X ,∀1 ≤ q ≤ Q and some
v ∈ X}, where yq is the qth element of y ∈ RQ. We can then write the coercivity constant αΘ(ψ) as
the solution to the minimization problem αΘ(ψ) = inf{ψT y|y ∈ Y} [2]. For any η, ρ ∈ RQ and τ ∈ [0, 1]
it holds that αΘ(τη + (1 − τ)ρ) = infy∈Y(τη + (1 − τ)ρ)T y ≥ τ
(
infy∈Y ηT y
)
+ (1 − τ) (infy∈Y ρT y) =
ταΘ(η) + (1− τ)αΘ(ρ), which is the definition of concavity for αΘ(ψ). 2
If we are interested in proving the stability of the operator aΘ(·, ·;ψ) over a given set of parameters,
we can use the following corollary of theorem 3.1.
Corollary 3.2 Assume that aΘ(·, ·;ψ) is an operator of the form given in (2). For any set Ψ of points
in RQ it holds that min{αΘ(ψ)|ψ ∈ Conv(Ψ)} = min{αΘ(η)|η ∈ Ψ}, where Conv(Ψ) denotes the convex
hull of Ψ.
Sharper bounds can be built using interpolation on simplexes.
Corollary 3.3 Let Ψ = {ηi|1 ≤ i ≤ m ≤ Q + 1} ⊂ RQ be a set of m points such that the dimension of
Conv(Ψ) is exactly m−1. For all ψ ∈ Conv(Ψ), unique interpolation coefficients ci(ψ) ∈ [0, 1] are defined
such that ψ =
∑m
q=1 cq(ψ)η
q and 1 =
∑m
q=1 cq(ψ). It then holds that αΘ(ψ) ≥
∑m
q=1 cq(ψ)αΘ(η
q) for all
ψ ∈ Conv(Ψ).
Given the set of points Ψ from corollary 3.3 it is also possible to extrapolate the values of αΘ(ψ). This
can be done to derive upper bounds for αΘ(ψ) over certain parts of RQ. Deriving upper bounds in this
way is convenient because it requires only the information that is already needed for the lower bounds.
In some situations αΘ(ψ) is affine over a one-dimensional interval. Understanding such situations can
be useful in constructing and understanding bounds. In particular, this phenomenon explains some of our
numerical results.
Theorem 3.4 Assume that ‖v‖2X = aΘ(v, v; ψ¯) for some ψ¯ ∈ RQ and that aΘ(·, ·;ψ) has the form given
in (2), then αΘ(ψ¯ + τρ) = 1 + ταΘ(ρ) for all τ > 0 and ρ ∈ RQ.
Proof: The proof is straight forward using the definition of αΘ(·) and the linearity of aΘ(·, ·;ψ) in ψ. 2
4. Bounding Coercivity Constants
Noting that α(µ) = αΘ(Θ(µ)) for all µ ∈ D we can use the results from the last section to derive
bounds for α(µ). Let us consider a small example of our method.
Example 1 Let D = [0, 1], and consider the operators a(v, w) := a0(v, w) + µa1(v, w) + µ2a2(v, w) and
aΘ(v, w;ψ) := ψ0a0(v, w) + ψ1a1(v, w) + ψ2a2(v, w). We define the points η
1 = [1, 0, 0]T , η2 = [1, 1, 0]T ,
and η3 = [1, 1, 1]T and the set Ψ = {η1, η2, η3} such that Θ(D) = {[1, µ, µ2]T |0 ≤ µ ≤ 1} ⊂ Conv(Ψ).
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From corollary 3.3 we know that αΘ(ψ) ≥ (1 − ψ1)αΘ(η1) + (ψ1 − ψ2)αΘ(η2) + ψ2αΘ(η3) for all ψ ∈
Conv(Ψ). The equivalent result in D is given by α(µ) ≥ (1− µ)αΘ(η1) + (µ− µ2)αΘ(η2) + µ2αΘ(η3).
Earlier methods to locally bound stability constants build concave lower bounds for α(µ) [3,8]. Unfortu-
nately, those bounds can be quite pessimistic. Taking advantage of the natural concavity of the operator
in RQ, as we propose, should produce sharper bounds and make our algorithms more efficient. We will
now show how these ideas can be used with larger parameter domains.
4.1. Ensuring Stability
We begin with the problem of ensuring the coercivity of a(·, ·;µ) for all µ ∈ D. Due to the concave
nature of αΘ(ψ) it suffices to prove coercivity for all ψ ∈ Γ, where Γ denotes the boundary of Θ(D). We
start by choosing a finite set of points Ψ ⊂ RQ such that Θ(D) ⊂ Conv(Ψ) and calculating αΘ(η) for all
η ∈ Ψ. Corollary 3.2 tells us that we are done if αΘ(ψ) > 0 for all ψ ∈ Ψ. If that is not the case, we can
make use of the more powerful corollary 3.3. We construct a set of non-overlapping simplexes that cover
Γ and have vertices in Ψ. We can then interpolate bounds onto Γ. The point ψ ∈ Γ where the bound is
the smallest is then added to Ψ and we compute the coercivity constant there. The simplexes are then
refined and the bounds improved. The process continues until either coercivity is proven for all ψ ∈ Γ, or
a point ψ ∈ Γ is found such that αΘ(ψ) ≤ 0, which proves that the problem is not stable.
4.2. Calculating Sharp Lower Bounds
Another problem that we can handle is that of computing sharp lower bounds everywhere in D. To do
that we cover Θ(D) ∈ RQ with a mesh of non-overlapping simplexes, calculate the value of αΘ(ψ) at each
vertex ψ, and build interpolated lower bounds using corollary 3.3.
This basic idea can be made more efficient in two ways: we build the simplex mesh adaptively and use
SCM. Rather than working with a predetermined simplex mesh it will usually be more efficient to build
the mesh adaptively. That reduces the number of vertices that are needed to achieve a certain tolerance.
The idea of such an adaptive methods is to refine the mesh where the approximation error is too large.
In this case we compute lower and upper bounds for the coercivity in a simplex and use the difference to
measure the accuracy. Wherever the difference exceeds a certain tolerance we refine the mesh. To reduce
the computational cost associated with each vertex we can use SCM to bound the stability constants at
each vertex.
Veroy [7] made use of the same concavity but used it in a very different way. Her method uses overlapping
simplexes, and the one that produces the best bound is found using a linear program. As is the case with
SCM, the use of linear programming means that the method can only be used for discrete parameter
values. In comparison our method, combined with SCM, produces much sharper bounds while allowing
us to bound the constants everywhere.
The offline cost of our method will be significantly higher than that of using only SCM. In particular
our method can become very expensive if p is not reasonably small. If in addition Q > p, as in example
1, our method also has the disadvantage that we are working in a space with higher dimensionality than
the parameter domain D.
An advantage of our method is that it reduces the computational cost of the online stage. Computing
a lower bound with SCM requires searching for parameter points from a predetermined list, constructing
a linear programming problem and solving it. Using our method the online cost is just that of identifying
the associated simplex and either interpolating (with corollary 3.3) or choosing the minimum value (with
corollary 3.2). We note, however, that this method only affects the cost of evaluating the stability constant.
In the context of the reduced basis method it is generally also necessary to compute the reduced solution
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and the residual in the online stage. Those computations may dominate the online computational cost.
Avoiding those computations in the online stage requires the offline evaluation of error bounds. That is
also necessary for real-time applications [5].
5. Lyapunov Stability
In previous sections and in the field of reduced-basis modeling, “stability” has meant numerical stability,
but in the area of control, which is often cited as an application area, there is a great interest in stability
in the sense of Lyapunov. In this section we review Lyapunov stability theory for linear systems and
show how we can prove stability for parameter-dependent systems. Here we assume that X = Y is finite
dimensional.
Let us consider a dynamical system of the form:
〈y˙(t), v〉V = −a (y(t), v;µ) , ∀v ∈ X and ∀t ≥ 0. (3)
Here 〈·, ·〉V denotes an inner product on X and will usually be associated with the mass matrix. The
state of the system is given by y ∈ C1([0, T ];X) and its time derivative is denoted y˙.
For a symmetric operator a(·, ·;µ) the value of α(µ) determines if the system is Lyapunov stable.
Theorem 5.1 Let us assume that a(·, ·;µ) is a symmetric operator. The system (3) is Lyapunov stable
for the parameter µ iff α(µ) ≥ 0. It is asymptotically stable if α(µ) > 0.
For nonsymmetric operators the situation is more complicated. It is very common to use eigenvalues to
classify stable systems, but that is not practical in our context: there is no way of rigorously bounding the
eigenvalues of nonsymmetric operators in an offline/online manner. Instead, we will make use of Lyapunov
functions. The following theorem gives a classical result and a connection to a new coercivity constant.
Theorem 5.2 For a fixed parameter µ the system in (3) is stable in the sense of Lyapunov iff there
exists a symmetric, coercive bilinear operator p(·, ·) such that φ(v, w;µ) := p(Tµv, w) + p(v, Tµw) is also
coercive. Here Tµ is the supremizing operator defined by 〈Tµw, v〉V = a(w, v;µ) for all w, v ∈ X.
Remark 1 If the operator a(·, ·;µ) is coercive for a particular parameter µ ∈ D, we can choose p(v, w) =
〈v, w〉V . We then get φ(v, w;µ) = 〈Tµv, w〉V + 〈v, Tµw〉V = a(v, w;µ) + a(w, v;µ). Theorem 5.2 and the
assumption that a(·, ·;µ) is coercive tell us that the system is Lyapunov stable.
We will consider a fixed p(·, ·) and investigate the stability of the system for a range of parameter
values. By showing that φ(·, ·;µ) is coercive we can prove that (3) is Lyapunov stable. Although the
operator p(·, ·) is independent of µ, the parameter dependence of a(·, ·;µ) will induce an affine parameter
dependence in φ(·, ·;µ). That allows us to use the theory from previous sections to ensure stability. An
effective method to construct the operator p(·, ·) was introduced by O’Connor [4].
6. Numerical Example: Diffusion-Convection-Reaction Equation
We will consider a one-dimensional spatial domain Ω = (0, 1) and a spatial operator given by A(µ) :=
−∆ + µ1(x− 0.5)∇+ µ2I with a homogenous Dirichlet boundary at x = 0 and a homogenous Neumann
boundary at x = 1. The operator a(·, ·;µ) will be a discretization of the operator A(µ) written as a
bilinear form. For the parameter domain we choose D := [0, 30] × [−0.4, 2] ⊂ R2. We will consider an
equidistant piecewise-linear finite-elements discretization of Ω with 180 degrees of freedom. For the norm
on the finite-element space X we choose ‖v‖2X = a(v, v; µ¯), with µ¯ = [0, 0]T .
The first scenario that we consider is µ2 = 0. For µ1 ≥ 0, α(µ) is affine in µ1, with α([0, 0]T ) = 1 and
α([12.0908, 0]T ) = 0. We next define two symmetric bilinear operators p1(·, ·) and p2(·, ·) such that
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Figure 1. Coercivity constants as a function of µ1 for three different values of µ2.
Figure 1. Constantes de stabilite´ en fonction de µ1 pour trois valeurs de µ2.
p1(T[20,0]T v, w) + p
1(v, T[20,0]Tw) = 2a(v, w; µ¯) = p
2(T[28.25,0]T v, w) + p
2(v, T[28.25,0]Tw) (4)
for all v, w ∈ X. This is motivated by the fact that a(·, ·; µ¯) was used to define our norm ‖ · ‖X . We can
then define φ1(·, ·;µ) and φ2(·, ·;µ) and the associated coercivity constants αφ1(µ) and αφ2(µ) based on
p1(·, ·) and p2(·, ·). This process is described in more detail by O’Connor [4]. The coercivity constants α(µ),
αφ1(µ), and αφ2(µ) are shown in figure 1(a) for µ2 = 0. Since for all µ1 ∈ [0, 30] at least one of the coercivity
constants is positive we can conclude that the system is Lyapunov stable for µ2 = 0 and all µ1 ∈ [0, 30].
Figure 1(b) shows that the system is also Lyapunov stable for the second scenario µ2 = 2. An important
difference between figures 1(a) and 1(b) is that for µ2 = 0 we can apply theorem 3.4, which explains why
figure 1(a) contains only straight line segments. Considering both figures 1(a) and 1(b) and making use of
corollary 3.2 we can conclude that a(·, ·;µ) is coercive for all µ ∈ Conv({[0, 0]T , [0, 2]T , [12, 0]T , [17, 2]T }).
Similarly, we can also prove the coercivity of φ1(·, ·;µ) and φ2(·, ·;µ) over certain convex sets. In that
way we can prove the Lyapunov stability of the system for all µ ∈ [0, 30] × [0, 2]. Figure 1(c) shows the
coercivity constants for the third scenario µ2 = −0.4. In that case α(µ), αφ1(µ), and αφ2(µ) are not
sufficient to prove Lyapunov stability for all µ1 ∈ [0, 30].
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