We study approximation algorithms for k-median clustering. We obtain small coresets for k-median clustering in metric spaces as well as in Euclidean spaces. 
Introduction
Clustering is an important problem in computer science with applications in many problem domains. One of the widely studied clustering variants is the kmedian clustering, which requires finding k centers in a set of n points that minimize the sum of distances from the data points to their nearest centers.
The first constant factor approximation algorithm for k-median clustering, in the metric space settings, was given by Charikar et al. [8] . There have been several improvements to the approximation ratio and the running time. We focus on the most related results here, for further information see [9] and references therein. Indyk [16] gave a randomized constant factor approximation algorithm to produce O(k) centers running in O(nk · polylog(nk)) time. Based on Indyk's construction, Guha et al. [12] presented a (300 + o(1))-approximation algorithm running in O(nk · polylog(nk)) time. Mettu and Plaxton [22] provided a constant factor approximation algorithm that runs in O(nk +n log n+k 2 log 2 n) time. In addition, they showed that a running time of Ω(nk) is necessary even for randomized algorithms.
In the geometric settings, one is interested in (1 + ε)-approximation algorithms.
Arora et al. [3] presented a (1 + ε)-approximation algorithm for k-median clustering for points in the plane, with running time O n O(1/ε)+1 . Kolliopoulos and Rao [19] further improved the running time to O(ρn log n log k), for the discrete k-median problem, where the clustering centers can only be selected from among the input point set, and ρ = exp[(O(1 + log (1/ε))/ε) d−1 ]. Further improvement can be achieved by using coresets [1] . Informally speaking, a coreset for a clustering problem is a small (weighted) subset from the input set, such that for any set of clustering centers, the cost of clustering the coreset by the set of centers is close to the true cost (i.e., the cost of clustering the original input set by the same set of centers). In particular, Har-Peled and Mazumdar [14] used coresets to improve the running time to O(n + ρk O (1) log O(1) n), using a coreset of size O(kε −d log n), for k-median clustering. HarPeled and Kushal [13] recently showed that one can construct coresets for these problems with size independent of n. Kumar et al. [20, 21] showed a (1 + ε)-approximation algorithm for k-median clustering running in O 2
Recently, there was growing interest in performing clustering in the streaming model of computation [12, 9, 17, 14, 10] . Here, points arrive one by one in a stream and one is interested in maintaining a clustering of the points seen so far. Typically, the input point set is too large to fit in the memory. Therefore, it is necessary to maintain a data structure to sketch the data seen so far. In this model, the complexity measure includes the overall space used and the time required to update the data structure.
In the streaming model of computation, Guha et al. [12] proposed an algorithm that uses O(n ε ) space to compute a 2 O(1/ε) -approximation to kmedian clustering of points taken from a metric space. Charikar et al. [9] improved the result significantly by proposing a constant factor approximation algorithm using O(k log 2 n) space. In the geometric settings, Har-Peled and Mazumdar used coresets to com-pute an (1+ε)-approximation k-median clustering using O(kε −d log 2d+2 n) space. The algorithms handle streams with insertions only. Indyk [17] showed how to handle both insertions and deletions, under the restriction that the points are taken from a grid of finite resolution (however, the resulting clustering algorithm was prohibitively slow). Frahling and Sohler [10] extended the work of Indyk, by showing how to extract the coreset quickly and cluster it in the insertion/deletion streaming model.
Our results.
We propose fast approximation algorithms for k-median clustering using coresets. We use a fast bi-criteria approximation for kmedian clustering to guide a random sampling from the original input set.
The sampling allows us to extract a (k, ε)-coreset (see Section 2 for formal definition) of size O(kε −2 log n(k log n + log (1/λ))) in a general metric space, and a coreset of size O(kε −2 log n(kd log (1/ε) + k log k + k log log n + log (1/λ))) in IR d , where the probability of success is ≥ 1 − λ, and λ is a prespecified parameter. The construction of this coreset is the main result of this paper.
For geometric k-median clustering in IR d , we obtain an algorithm to find a (
2 n σ ) that succeeds with constant probability, for any σ > 0. This result improves over the algorithm of Kumar et al. [20, 21] , which had running time
Our main result implies an algorithm that uses O(k 2 dε −2 log 8 n) space, for (1 + ε)-approximation kmedian clustering in the streaming model, where the points are taken from IR d . The algorithm assumes that the points arrive one by one, and removal of points is not allowed. Upon the arrival of a new point, the amortized time to update the data structure is O(kd · polylog(ndk/ε)). In comparison, previous algorithms required space and time exponential in the dimension.
For the general metric case, the coreset can also be used to stream k-median clustering using small space, such that one can compute (1 + ε)-approximation k-median clustering using this data structure. To our knowledge, this is the first algorithm, for general metric spaces, that can use small space and can provide (1 + ε)-approximation for clustering. Of course, since the (1 + ε)-approximation itself can not be computed efficiently (i.e., in polynomial time), this is of limited interest. Nevertheless, it leads to a (10+ε)-approximation algorithm for metric k-median clustering running in O nk + k 7 ε −4 log 5 n time using known techniques [4] . This result provides better trade-offs between overall running time and approximation quality over previous results when k is small. In particular, all previous algorithms with O(nk·polylog(nk)) running time [16, 12, 22] provided constant approximation, where the constant is considerably larger than the new algorithm.
The main tool we employ to extract small coresets is random sampling. We note that Mishra et al. [23] used similar approach to obtain fast kmedian clustering algorithms. Their algorithm requires O((M/ε) 2 log n) samples to approximately represent the original input point set, where n is the input size, M is the diameter of the input, and ε is the difference between the average clustering cost on the samples and the average clustering cost on the original input. Depending on the size of diameter M , their algorithm may yield running time as high as O(n 2 ). Our approach can be interpreted as combining the approach of Mishra et al. with the usage of coresets and exponential grids, such that we can obtain "good" samples with size independent of M and with low dependency on the dimension.
The paper is organized as follows. In Section 3 we show an algorithm to compute small (k, ε)-coresets for metric k-median clustering. This algorithm helps illustrate our main idea. In Section 4, we prove the existence of a small (k, ε)-coreset for geometric kmedian clustering. In Section 5, we propose fast approximation algorithms using those (k, ε)-coresets. We conclude in Section 6. Let P ⊆ X be a set of n points. In the following, we assume that each point p ∈ P is associated with a positive integer weight w p . An unweighted set P can be considered as weighted, with w p = 1 for each point p ∈ P . Let w(P ) = p∈P w p denote the total weight of P . 
The metric k-median problem is to find a set of k centers C ⊆ P that minimizes the cost ν C (P ).
The average radius of the k-median clustering is denoted by r C (P ) = ν C (P )/w(P ).
In the geometric settings, given a (weighted)
Metric k-median clustering
In this section, we present an algorithm to compute a (k, ε)-coreset of P for metric k-median clustering. The input are a set P of n points in a finite metric space (X, d), and a confidence parameter λ. Our algorithm consists of two steps: (i) partition the input point set P into several disjoint subsets, and (ii) take a random sample from each subset, and return the union of the samples as the desired coreset.
The algorithm
3.1.1
Step 1: partitioning P For the sake of simplicity of exposition, we assume that the input point set P is unweighted in the remainder of the paper unless explicitly stated otherwise. Note that the results also hold when P is weighted, with slightly worse bounds on the running time and coreset size. Assume that A ⊆ P is the center set of a bi-criteria (α, β)-approximation to the optimal kmedian clustering of P . Namely,
where m ≤ αk. Let R = ν A (P )/(βn) be a lower bound estimate of the average radius of optimal kmedian clustering.
Let P i be the set of points of P that are served by the center a i , for i = 1, . . . , m. Let b(p, r) denote the close ball of radius r centered at p.
For i = 1, . . . , m, let
and
for j = 1, . . . , φ, where φ = log 2 (βn) . We call each set P i,j a ring set, for i = 1, . . . , m and j = 0, . . . , φ.
Note that for any point in P , it must be in exactly one ring set defined above, since no point of P can be in distance ≥ βnR from all the centers of A. Therefore, P is partitioned into disjoint ring sets P i,j , for i = 1, . . . , m and j = 0, . . . , φ.
To obtain the set A, we use the algorithm of Indyk [16] . It uses a black-box algorithm BB which provides a constant factor approximation k-median clustering. Such a black-box algorithm runs in roughly quadratic time. We slightly modify the algorithm of Indyk as follows. We plug the algorithm of Indyk into itself as the black-box algorithm (Namely, we recursively use the algorithm of Indyk; in the bottom of this recurrence, we still use the algorithm BB. Note that the recursion depth is a constant). This reduces the overall running time to O(nk), and the algorithm returns a (α, β)-approximation with constant probability, where α = O(1), β = O(1). We boost the success probability of the algorithm to ≥ 1 − λ/2 by running it O(log(1/λ)) times, and take the solution of the smallest cost. Here λ is the prespecified confidence parameter. 
3.1.2
Step 2: random sampling Let s = 100 · β 2 ε −2 (2k ln n + ln(4/λ)) . For each ring set P i,j , for i = 1, . . . m and j = 0, . . . , φ, we extract a subset S i,j as follows.
Otherwise, draw a set of s points from P i,j independently and identically, assign each point the weight |P i,j | /s, and let S i,j be the resulting weighted sample. For the simplicity of exposition, we assume in the reminder of the paper that the weight |P i,j | /s is an integer number. This is a minor technical difficulty that can be easily resolved.
Let S = ∪ i,j S i,j . We claim that S is the desired (k, ε)-coreset of P .
Proof of correctness
The following lemma is straightforward and we omit the easy proof. 
where h(S) = s∈S h(s), and h(P ) = p∈P h(p).
The following lemma is an application of Lemma 3.2 to k-median clustering. 
Proof. Consider a point v ∈ V . By the triangle inequality we have
Theorem 3.1. Given a set P of n points in a finite metric space and a parameter λ > 0, one can compute a weighted set S of size
If P is weighted, with total weight W , then the running time is O(nk log(1/λ) log log W ), and the coreset is of size O(kε −2 log 2 W (k log n + log(1/λ))).
Proof. The algorithm for computing S is described in Section 3.1. First observe
Furthermore, the overall running time of the algorithm is dominated by the computation of the set A, which takes O(nk log(1/λ)) time.
Next, we show that S is indeed the desired coreset with probability 1 − λ.
Proof. Fix a set C of k centers. Recall that s = 100 · β 2 ε −2 (2k ln n + ln(4/λ)) . By Lemma 3.3, we have
It follows
In addition, we have
Lemma 3.1 implies
Combining the above inequalities together, we have
Summing this up for all sets P i,j , for i = 1, . . . , m and j = 0, . . . , φ, we have
and this holds with probability ≥ 1 − mφ · n −2k λ/2. Since there are at most n k different ways to select a set C of k centers out of P , the set S is a (k, ε)-coreset of P with probability ≥ 1−
By the algorithm in Section 3.1, ν A (P ) ≤ β · ν opt (P, k) holds with probability ≥ 1 − λ/2. Therefore, by the above claim, S is a (k, ε)-coreset of P for k-median clustering, with probability ≥ 1 − λ. 2
Geometric k-median clustering
In this section, we compute a coreset for geometric kmedian clustering. The input are a set P of n points in IR d , and a confidence parameter λ. The algorithm follows similar steps as its metric variant. We point out the differences below.
In the partitioning step, we use the same algorithms as described in Section 3.1. In the sampling step, let s = cε −2 (kd ln (1/ε) + k ln k + k ln ln n + ln (1/λ)) , where c is an appropriate constant. As in the metric space (Section 3), we partition P into ring sets P i,j , and extract the set S i,j from each set P i,j separately, for i = 1, . . . , m and j = 0, . . . , φ, where φ = log 2 (βn(1 + 4/ε)) .
It takes O(ndk log(1/λ)) time to compute a set
A = {a 1 , . . . , a m } in IR d such that ν A (P ) ≤ β · ν opt (P,
Proof of correctness The geometric kmedian problem is different from the metric variant:
There are infinite number of ways to select a set of k centers to serve P in IR d , while there are only a finite number of ways to choose a set of k centers in the metric k-median problem.
To prove the correctness of the algorithm, we define an exponential grid structure. Note that the grid is used only in the analysis. 
and On the other hand, due to the triangle inequality,
We use an axis-parallel grid with side length
and similarly, if ν C (q) ≤ ν C (q), we have
Summing this up for all the points in P i,j , we have
The claim about S i,j can be proved similarly. 2
Proof. Fix a set P i,j . Note that S i,j is a weighted subset from P i,j , and w(S i,j ) = w(P i,j ). By the triangle inequality,
by combining above inequalities. 2
. This holds with probability ≥ 1 − λ, where λ is the prespecified confidence parameter.
Proof. Suppose C = C in ∪ C out , where C in = {c 1 , . . . , c h } is the set of centers inside U and C out = {c h+1 , . . . , c k } is the set of centers outside U.
Consider a ring set P i,j where there exists p, q ∈ P i,j such that p is served by C in and q is served by C out .
By the triangle inequality, we have |d(q,
In addition, we have pq ≤ βnR since p and q are in the same ring set P i,j , and
Combining above inequalities, we have
This implies that, if we reassign the points of P i,j that are served by C out to C in , the cost ν C (P i,j ) changes by a factor of at most ε/2, and the same is true for the corresponding set S i,j . Therefore, it suffices to prove |ν
Next, consider the clustering cost after the reassignment described above. In those settings, each ring set P i,j (along with S i,j ) is either served by C in or by C out , for i = 1, . . . , m and j = 0, . . . , φ. Let P in (resp. S in ) denote the points of P (resp. S) that is served by C in , and P out (resp. S out ) denote the points of P (resp. S) that are served by C out .
By Lemma 4.3, we have
Proof. We sketch the proof below, and omit the tedious details. By Lemma 4.2, there exists a
On the other hand, by Lemma 4.1,
Therefore, we have
Note that Claim 4.1 assumes ν A (P ) ≤ βν opt (P, k), which holds with probability ≥ 1 − λ/4. It also uses Lemma 4.1, which holds with probability ≥ 1 − λ/2. As such, the assertion of the lemma holds with probability ≥ 1 − λ. 2 Theorem 4.1. Given a set P of n points in IR d and a parameter λ > 0, one can compute a set S of size 
Applications
In this section, we provide applications for the (k, ε)-coreset construction described in Section 3 and Section 4. We can plug the coreset into any k-median algorithm that works on a weighted point set.
In the metric spaces, we apply the local search algorithm of Arya et al. [4] .
Theorem 5.1. Given a set P of n points in a metric space, one can compute a (10 + ε)-approximation kmedian clustering of P in O(nk + k 7 ε −4 log 5 n) time, with constant probability.
In the Euclidean space IR
d , we would like to apply the (1 + ε)-approximation algorithm of Kumar et al. [20, 21] . A simple extension of their algorithm to a coreset yields a (1 + ε)-approximation algorithm for k-median clustering of P in IR d . In particular, let T (n, m) be the running time of their algorithm on the (k, ε)-coreset, the recurrence of T (n, m) is
, n is the total weight of the coreset, c(k, ε) is the size of the (k, ε)-coreset, m is the number of centers. It is not difficult to show that
, with constant probability, for any σ > 0.
Coresets were previously used to design approximation algorithms in the streaming model [2, 14] . In particular, Har-Peled and Mazumdar [14] used coresets to develop approximation algorithms for kmedian clustering in the insertion-only streaming model. Randomized coreset construction described in Section 4 can also be used in the streaming model by the same techniques. See Appendix A for details. In particular, we have the following theorem. 
Conclusions
In this paper, we used sampling techniques to extract a small (k, ε)-coreset for k-median clustering in both metric spaces and high dimensional Euclidean spaces. The coreset can be used to obtain fast approximation algorithms for k-median clustering. It is especially useful in the streaming model of computation, where the small storage space is desired. In particular, we provide the first streaming clustering algorithm that has space complexity with polynomial dependency on the dimension. In addition, the small coreset leads to a O(ndk + 2
d , which succeeds with constant probability, for any σ > 0. This improves over the work of Kumar et al. [20, 21] . This result, together with the low dimensional result of Har-Peled and Mazumdar [14] indicates, surprisingly, that the expensive part in computing k-median clustering in IR d , is answering nearest neighbor queries (this is the O(ndk) term in the running time).
Furthermore, we believe that similar approximation algorithms exist for k-means clustering. (Essentially, all we need is a fast bi-criteria approximation algorithm for k-means clustering. It seems like adapting one of the k-median be-criteria algorithms for this purpose should be easy.) This would be included in the full version of the paper.
In light of the recent result of Har-Peled and Kushal [13] , which constructed low dimensional coreset of size independent of n (but exponential in the dimension), it is natural to ask if one can construct a coreset of size with polynomial dependency on the dimension and with no dependency on n. We leave this as open problem for further research. A more intriguing possibility is that one can construct coresets of size independent of the dimension altogether, as was done in the min-enclosing ball case [7] . comments on the manuscript. The author also thanks referees for useful comments.
A Streaming
The algorithm of Har-Peled and Mazumdar [14] was based on standard dynamization technique of Bentley and Saxe [6] and the following observation about coresets.
Observation A.1. (i) If C 1 and C 2 are the (k, ε)-coresets for disjoint sets P 1 and P 2 respectively, then
Next, we adapt the algorithm of Har-Peled and Mazumdar to our randomized coresets.
Suppose that a sequence of points p 1 , p 2 , . . . in IR d arrive one by one. We want to compute k-median clustering of the points arrived so far. And we want the result to be correct with probability ≥ 1 − λ, where λ is a prespecified confidence parameter.
Conceptually However, we can not afford to keep every point in the buckets as above in the streaming model. Instead, we maintain a coreset Q i (resp. Q i ) for each bucket B i (resp. virtual bucket B i ), for i = 0, 1, . . ., as follows: Q 0 is B 0 itself; and whenever the points of B r and B r are merged into B r+1 , we compute a (k, ρ r )-coreset Q r+1 of Q r ∪ Q r with confidence parameter λ m = λ/m 3 , where ρ r = ε/cr 2 , m is the number of points received so far, and c is a large positive constant. Let Q = i≥0 Q i . When we process the newly arrived point p m , our computation may fail with probability ≤ λ m = λ/m 3 whenever we compute a coreset with confidence parameter λ m . When p m arrives, it may trigger at most log 2 m coreset computations. As such, overall the algorithm may fail with probability ≤
Set M = k 2 ε −2 d and assume that we have received n points so far. Note that |Q 0 | ≤ M and |Q 1 | = M (if Q 1 is not empty). For i = 2, . . . , log 2 n , Q i has a total weight 2 i−1 M (if it is not empty) and it is generated as a k, ε/ci 2 -coreset of Q i−1 and Q i−1 with confidence parameter at least λ/n 3 , where c is a constant. By Theorem 4.1,
+k log k + log(i + log M ) + log(n 3 /λ) ) ).
If λ is a positive constant, the total storage requirement is 2M +
To analyze the update time of the data structure, observe that the amortized time dealing with Q 0 and Q 1 is constant; and for j = 2, . . . , log 2 n , Q j is constructed after every 2 
