We recall that in order to obtain the classical limit of quantum mechanics one needs to take the → 0 limit. In addition, one also needs an explanation for the absence of macroscopic quantum superposition of position states. One possible explanation for the latter is the Ghirardi-Rimini-Weber (GRW) model of spontaneous localisation. Here we describe how spontaneous localisation modifies the path integral formulation of density matrix evolution in quantum mechanics. (Such a formulation has been derived earlier by Pearle and Soucek; we provide two new derivations of their result). We then show how the von Neumann equation and the Liouville equation for the density matrix arise in the quantum and classical limit, respectively, from the GRW path integral. Thus we provide a rigorous demonstration of the quantum to classical transition. *
Introduction
The limit → 0 is often said to yield the classical limit of quantum mechanics, in the sense of recovering particles traveling on trajectories, among other things. This is the same as the limit S ≫ , where S is the classical action. Here we recall how this is a necessary but insufficient criterion, by using the simple example of a free wave packet, and thus motivate sponataneous collapse as one possible resolution. The Schrödinger equation for a single particle of mass m, describing a pure state
with ψ = √ P e iχ/ and P, χ real functions, reduces to 1 2m |∇χ| 2 + V (x, t) + ∂χ ∂t = 0 (2)
when we take 2 → 0. From the transformation, we see that
is the probability distribution of finding the particle in space upon measurement and χ = ϕ, ϕ being the phase of the wavefunction. The solution to these coupled equations must describe what quantum mechanics behaves like in the said limit. Now let us consider a free particle in 1-D, with initial probability distribution and phase being P (x, 0) = 1 √ 2πσ 2 e −x 2 /(2σ 2 ) χ(x, 0) = px
This is a Gaussian wave packet of initial spread σ with average momentum p (non-zero). We are interested in its time evolution. Writing equations (2) and (3) 
Equation (6) is not separable -its solution for given initial condition is χ(x, t) = px − p 2 t 2m (8) as can be verified by explicitly plugging form ax + bt. Now, (7) becomes
1 More precisely, position representation of state |ψ ∈ H in the abstract Hilbert space. 2 Refer [1] for details.
for constant v = p/m with velocity dimensions. The solution to this equation with given initial condition is P (x, t) = 1 √ 2πσ 2 e −(x−vt) 2 /2σ 2 (10) which is again a Gaussian of same spread, centred at vt. We wish to emphasise that only → 0 limit is taken to arrive here, without further assumptions.
Interpretation
We have established that spread of the wavepacket is unchanged for → 0. By taking σ → 0 therefore, we obtain a trajectory -a delta-localized particle moves along the line at constant speed, remaining delta-localized forever. This is signature of a free particle in classical mechanics.
However, finite σ values are allowed by quantum mecanics, which are not seen for classical particles. Furthermore, quantum mechanics allows the initial state to be a superpsotion
where a ≫ σ, so that
χ(x, 0) = px (12) as the cross term is suppressed heavily. Quantum mechanics does not prevent us from doing so. As before χ(x, t) = px − pt 2 /(2m) since initial condition is same. The probability density becomes
Thus, a "macroscopic superposition" in initial conditions is possible to prescribe, and superposition persists even as time evolves. Taking the limit of σ doesn't help: a trajectory simply is not guaranteed by just → 0. A similar situation arises while defining the classical limit in the Feynman path integral formulation of quantum mechanics. It is indeed the case that S ≫ ensures that in the sum over paths, destructive interference takes place between all paths except those in the vicinity of the classical path. Near the classical path, since variation of the action vanishes, there is constructive interference, and the dominant contribution to the path integral comes from the path satisfying the classical equations of motion. However, in order to conclude from here that the particle in question evolves along a classical trajectory, it is essential that the initial state be highly localised. This is not dictated by the requirement that S ≫ , and we are back to the same problem as above.
In this article, we follow the viewpoint that the → 0 limit is insufficient to rectify the situation. As one possible solution, we take resort to a phenomenological modification of quantum mechanics to deal with this, i.e. the idea of spontaneous localisation. The idea of spontaneous localization, and collapse models in general, has been extensively studied in recent years, as a possible approach to solve the quantum measurement problem, and explain the absence of macroscopic position superpositions. This was first proposed by Pearle in the 1970s [2] and subsequently by other authors in [3] and generalised to the case of identical particles in the CSL model [4] . The work of Ghirardi-Rimini-Weber is often referred to as the GRW model. The proposal is that every quantum object in nature undergoes spontaneous localisation to a region of size r c , at random times given by a Poisson process with a mean collapse rate λ. Between every two collapses, the wave function obeys Schrödinger evolution. The collapse rate can be shown to be proportional to the number N of nucleons in the object, and we write λ = Nλ GRW , where λ GRW is the collapse rate for a nucleon. Thus, λ GRW and r C are two new constants of nature, whose values must be fixed by experiment. Formally, the two postulates of the GRW model are stated as follows [5] : Postulate 1. Given the wave function ψ(x 1 , x 2 , ..., x N ) of an N particle quantum system in Hilbert space, the n-th particle undergoes spontaneous localization to a random position x as described by the following jump operator:
The jump operator L n (x) is a linear operator which is defined to be the normalised Gaussian:
Here,q n is the position operator for the n-th particle of the system, and the random variable x is the spatial position to which the jump occurs. r C , which is the width of the Gaussian, is a new constant of nature.
The probability density for the n-th particle to jump to the position x is assumed to be given by:
Also, it is assumed that the jumps are distributed in time as a Poissonian process with frequency λ GRW . This is the second new constant of nature, in the model. Postulate 2. In between any two successive jumps, the wave function evolves according to the Schrödinger equation.
Here, we use the path integral formulation for the evolution of the density matrix, to show that in addition to the limit → 0, one needs the limit λT ≫ 1, to properly obtain the classical limit of quantum theory. Here, T is the time integral over which the path integral is evaluated. The process of spontaneous localisation serves to provide an exponential damping of the exponential oscillations in the path integral amplitude. Inevitably, the damping is important for macroscopic systems, but insignificant for microscopic ones.
The GRW path integral and its derivation
The path integral formulation of quantum mechanics is a description of quantum theory that generalizes the action principle of classical mechanics. It replaces the classical notion of a single, unique classical trajectory for a system with a sum, or functional integral, over an infinity of quantum-mechanically possible trajectories to compute a quantum amplitude. The GRW path integral has been previously derived by Pearle and Soucek [6] ; here we give two alternative derivations of their result, and then discuss the classical and quantum limits of the GRW path integral. [For further applications of path integrals to collapse models, see also [7, 8, 9] ].
Method-1 2.1.1 Introduction
Standard techniques [10] can be used to derive the propagator starting from the Schrödinger equation. However, these techniques cannot directly be used for mixed states represented by density matrices. Hence, we first purify the state-vector [11] so that it obeys Schrödinger-like evolution with an effective Hamiltonian. The methods followed in [10] can then be directly applied to this pure state ket.
Getting the Hamiltonian Form
The GRW master equation [4, 12] is
where H is the Hamiltonian for Schrödinger evolution of the system and
is the collapse operator for the particle to localize around r. λ is the collapse rate, and r C is the length scale to which localization takes place, as defined in the introduction. This master equation was first derived for the CSL model [4] where the authors noted that for the one particle case this equation is the same as for the GRW model, although this is not true in general. In order to convert Eq. (17) into an equation of the form
where ρ mn = m| ρ |n are elements of the density matrix ρ from Eq. (17). We note that there is an isomorphism between |ψ as defined here, and ρ. Thus, knowing the evolution of |ψ would give us all the information about how ρ whould evolve. Using Einstein's summation convention, we rewrite Eq. (17) as, 
This gives us the evolution of ρ(t) via Eq. (20), and the above equation can be used to derive the propagator and the path integral.
Derivation of the Path Integral
The total time t = T can be divided into N intervals such that ǫ = T /N and the finite time propagator in Eq. (24) can be written as
As N → ∞ and ǫ → 0, we can make the approximation
Introducing resolution of the identity
between every time step we get N terms, each of the form
(28) Evaluating one of these terms
The first exponent is simply the Feynman propogator 3 for Schrödinger evolution. 4 Thus, taking all N terms we get
In the continuum limit with N → ∞ while still keeping Nǫ = T , the evolution of the density matrix element thus becomes,
where
This is the same result as derived in [6] . Here, x t and y t can be understood as individual paths that might be traversed. Thus, all paths [Dx t ][Dy t ] can be understood as an integral over all such paths. The exponential in the second line of the above equation serves as the GRW induced regulator of the Feynman path integral, and improves the understanding of the classical limit, as we will see in the next section.
Method-2 2.2.1 Introduction
In this case, we use a more physically motivated approach. We use the fact that after every time interval ǫ the wave function has a probability λǫ to collapse. Thus, by taking discrete time steps and using the above fact, we can derive the propagator. 3 The propagator is a function that specifies the probability amplitude for a particle to travel from one place to another in a given time, or to travel with a certain energy and momentum. 4 Refer R. Shankar [10] ; Eq. (21.1.15)
Derivation of the Path Integral
Consider ρ(x 0 , y 0 , t = 0) to be a density matrix at initial time t = 0. We intend to find ρ(x T , y T , T ) at final time t = T . We divide the total time into smaller intervals such that ǫ = T N . So, we have
representing standard Schrödinger evolution 5 where A is the appropriate normalization constant to recover Von-Neumann Equation. Now from Eq. (17) we know that at a given instant say, t = ǫ the probability of collapse is λǫ while that of it evolving according to Schrödinger's equation is 1 − λǫ. Thus, the new density matrix after ǫ time becomes,
. Here, since ρ 1 does not depend on r (it is a function of x ǫ , y ǫ , x 0 and y 0 ), we can evaluate the above integral by taking ρ 1 outside the integration. We get,
Thus, we can write
For simplicity we write
and thus
5 Refer R. Shankar [10] Eq. (8.
5.4)
We propagate again according to Schrödinger's equation from time t = ǫ to time t = 2ǫ,
Substituting ρ 1 according to the Eq. (34) and writing new ρ new (x 2ǫ , y 2ǫ , 2ǫ), we get
Further rearranging the terms gives,
We repeat the above procedure N − 1 times. Taking continuum limit N → ∞ gives us the final density matrix as
We know that
where L (x t , T, t = 0) is the Lagrangian and S(x t , T, t = 0) the action thus obtained. Expanding the second product term gives us,
= exp(−λT ) exp lim
Substituting these two terms back in Eq. (45) we get an integral form solution of Eq. (17) ρ(x T , y T , T ) = all paths
which is the same as what we got using the previous method.
3 Classical and Quantum Limits of GRW path integral
Quantum Limit
From equations (32) or (55), the path integral for the GRW model is written as
If we consider the limit λT → 0, i.e. we look at the system at timescales (t = T ) much smaller than the time period of collapse (τ = 1/λ), then the non-oscillating part of the above given propagator could be approximated as,
This makes the propagator of GRW look exactly like that for normal quantum mechanics,
From here the standard quantum mechanical result follows easily -we recall the calculation here, for sake of completeness. We can write the above equation for infinitesimal time interval ǫ as,
(59) where A is as defined in the previous section. Using the following finite difference substitutioṅ
x → x 0 + x ǫ 2 and using the standard substitution of η x = x 0 − x ǫ and η y = y 0 − y ǫ and rearranging the terms we have
(60) The exponentials oscillate very rapidly as ǫ could be made arbitrarily small. When such a rapidly oscillating function multiplies a smooth function, the integral vanishes for the most part due to the random phase of the exponential. Just as in the case of the path integration, the only substantial contribution comes from the region where the phase is stationary. The region of constructive interference is,
Now, Taylor expanding the terms in equation (60) upto first order in ǫ i.e. upto order η 2 we get
Evaluating the Gaussian integral and using A = −2ǫ πi m 2ǫ πi m we get
which describes how a density operator evolves in time:
The above equation is the von Neumann equation and it describes the statistical state of a system in quantum mechanics. We refer to the above equation as the statistical quantum limit of GRW model.
Classical Limit
The following analysis is previously done by Ajanapon [13] for the propagator of the density matrix in standard quantum mechanics. We here make use of the same analysis for the propagator of the GRW model. From equations (32) or (55), the path integral for GRW model could be written as,
Now we consider the limit λT ≫ 1 which could be interpreted as waiting for a sufficiently long time, or the collapse rate λ for the system is sufficiently large. Large λ implies large mass since the collapse rate is directly proportional to number of entangled particles in the system. As a result large λ implies large action. On the other hand, large time also results in large action. As a result, large masses and large times are both representatives of classical limit which causes S to be large, and thus implies the limit S ≫ .
When a rapidly oscillating function is multiplied with a smooth function then the integral of their product could be approximated by the smooth function at the stationary point of the rapidly oscillating function. This is commonly called the stationary phase approximation. Here x cl t and y cl t are the stationary paths for S(x t , T, t = 0) and S(y t , T, t = 0) respectively in the limit S ≫ . Thus the stationary phase approximation leads us to the following equation,
For brevity, we here drop the notation for stationary paths and use x cl t = x t and y cl t = y t . The ρ(x T , y T , T ) in the above expression represents diagonal as well as off-diagonal terms in position basis [6] . Now we look for the off-diagonal terms of the final ρ, which are specified by large (x t − y t ). In the limit (x t − y t ) ≫ r C , the non-oscillating part of the propagator could be approximated as,
This leads to damping of the off-diagonal terms of the density matrix. Thus, in the limit λT ≫ 1, the integral can be considered to be vanish. This could also be interpreted as destruction of interference in the system as the off-diagonal terms are the primary representatives of interference. Now let us consider the diagonal terms of the final ρ, specified by (x t − y t ) ≈ 0. In the limit (x t − y t ) ≪ r C , the non-oscillating part of the propagator could be approximated as,
Now, we consider an infinitesimal time step ǫ.
S(x t , ǫ, t = 0)−S(y t , ǫ, t = 0)
Motivated by the above expression, we implement the following change of variables,
Thus the equation (66) could be written as,
The above equation could also be written as follows by changing the variables of ρ,
Now Taylor expanding the left hand side around the point (q 0 , p 0 , t=0) and equating orders of ǫ, we get, at zeroth order,
at first order, ∂ρ
and dropping the subscript,
where H = 1 2m
. We refer to this equation (84) as being the statistical classical limit of GRW. The above limit does not depend on a specific form of the initial density matrix, and hence is a phase space representation of a general density matrix following GRW evolution.
Absence of macroscopic position superpositions
To summarise the discussion this far, we first developed a path integral formulation of the GRW model. We then showed that this gives us the correct quantum and classical limits. We shall now illustrate some important features of the classical limit through some examples. Since we are taking the classical limit, we would consider large action and large number of nucleons (which implies large λ). Hence, the stationary phase approximation shown in Eq. (66) would be valid. If we consider the case of a free particle, the stationary paths would be straight lines withẋ(t) = constant.
Let us consider an initial condition that is formed by the superposition of two Gaussians separated by a macroscopic distance |a 1 − a 2 | >≫ r C . The resulting density matrix would be
with r ≪ r C . Here, the coefficients A ij can be chosen such that the density matrix is a valid one (i.e. it has unit trace, it is positive semi-definite, and it is Hermitian). Putting this into Eq. (66), we get
We can see that the terms of the initial density matrix
would have |x cl t − y cl t | ≫ r C for a large time. Hence, the final density matrix would have these terms damped exponentially as
Additionally, in the remaining terms where both paths start in the same Gaussian, the paths must finally also remain within a distance which is of the order r C . Thus, the so-called off-diagonal terms are destroyed, while the approximately diagonal terms are preserved. Note that the system transforms from a state with the superposition of two Gaussians to a statistical ensemble of the two Gaussians with probabilities A 11 and A 22 respectively. Note also that this statistical ensemble is different from a superposition as this represents classical probabilities which do not interfere. In this way, GRW destroys macroscopic superpositions.
Discussion and Conclusion
We have presented the Feynman Path integral approach to GRW model and the associated transition from GRW to standard quantum mechanics and classical mechanics. We note that in this approach, the transition from GRW to classical and quantum mechanics is quite naturally obtained.
In order to see the transition to standard quantum mechanics, we took the limit λT ≪ 1 of the path integral for the GRW model and were left with quantum mechanics for a density matrix i.e. the Von Neumann equation. We understand this by noting that this limit corresponds to looking at the system for time-scales smaller than those necessary for spontaneous collapse. Without spontaneous collapse, GRW is identical to standard quantum mechanics and all paths of the propagator contribute to the path integral with equal amplitudes. The limit → 0 is often taken as the classical limit of quantum mechanics. This limit can be understood in the following context. Liouville's equation implies that the density of points in phase space always remains constant. Since each point has a deterministic evolution, the density of points never changes. However, in quantum mechanics the theory in phase space is similar to that of a stochastic process and each point does not undergo deterministic evolution.Thus, the density of points in phase space diffuses and is not constant [14] . This is a direct consequence of the uncertainty principle which depends on .
Following [15] we have highlighted how simply taking → 0 is not sufficient to give classical mechanics. In addition to this limit, the initial state must not be in a superposition of position states, if we are to obtain classical mechanics in the limit. GRW does not suffer from this limitation. The initial state is naturally kept localised for a macroscopic object, by the GRW localisation mechanism, provided the initial instant is understood as having being coarse grained over a time interval larger than 1/λ. This coarse graining ensures that continual collapse keeps the object localised. The GRW modification of the propagator can be interpreted as a term that damps paths that are far from each other. These far-off paths are directly related to the off-diagonal terms of the density matrix. This could be interpreted as destruction of superposition in the system as the off-diagonal terms represent superposition. We have additionally shown how this leads us directly to Liouville's equation following the analysis in [13] .
