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Connectivity of a landscape is recognized in hydrology, ecology, and geomorphology as an 
important driver of resource redistribution within and between catchments. Catchment 
hydrologic connectivity can be described as the emergent property of a system resulting from the 
interaction of its inherent landscape properties, weather events, and the changing climate, as well 
as the influence of these factors on the ability of the system to transport water and constituents 
through the system.  The magnitude and frequency of events that hydrologically link landscape 
units are thought to relate closely to the ecological integrity of landscapes (Freeman et al. 2007, 
Pringle 2003). In this study, an improved understanding of connectivity is sought through the 
development of a new conceptual framework and its application for the modeling study of a 
small agricultural field. The framework recognizes the complex interactions between rainfall 
variability, landscape heterogeneity, antecedent soil moisture conditions, and thresholds, which 
contribute to the hydrologic behaviors and response of a catchment observed across spatial and 
temporal scales. The model provides a context in which these emergent behaviors can be studied. 
The Precision Agricultural Landscape Modeling System was adapted to simulate the study site, 
which has a flat topography, five different soil regions, agricultural tile drainage, and four 
different vegetation types that include bioenergy crops. It was found that tile drains, soil texture, 
and vegetation type are the dominant determinants of the hydrological responses of the field, 
giving rise to spatiotemporal patterns of soil moisture. This study is a first step in using a model 
and the connectivity framework in combination to pursue fine-scale understanding of a human-
altered landscape, which could be used to better predict ecohydrological responses at a larger 
basin scale. 
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In hydrology, connectivity is a term used to describe a broad range of catchment states and 
responses associated with the movement of water through a landscape, at small and large spatial 
scales, and over short and long time scales. It could, for example, refer to the saturation and 
flooding of previously fragmented soil regions, such as farmlands becoming inundated after a 
hundred-year storm event (Cammeraat 2002). It could also refer to periodically occurring flow 
events, such as the linking of one land unit to another by an ephemeral stream network (Bracken 
and Croke 2007), or the activation of preferential flow paths that effectively speed up subsurface 
flow (Sidle et al. 2001). Understanding the dynamics of connectivity at the local scale leads to 
better prediction of hydrologic responses across scales. 
 
Hydrologic connectivity is also an important driver of resource redistribution in landscapes 
(McClain et al. 2003). Water and materials are exchanged between connected patches within a 
landscape, and the strength and frequency of connections help determine how quickly or slowly 
water and constituents pass through a catchment. In many studies (Cirmo and McDonnell 1997, 
Ocampo et al. 2006a, Ocampo et al. 2006b, Ocampo et al. 2006c, Royer and David 2005), 
connectivity is thus synonymous to the constituent transport capability of a catchment.  
 
While the term conveniently describes many hydrological states and phenomena, understanding 
the role of connectivity dynamics in governing water and material flux is a challenge. This 
difficulty can be attributed to the lack of a universal definition or a metric for catchment 
hydrologic connectivity (Ali and Roy 2010). Because connectivity can be manifested through 
multiple flow mechanisms and over various spatial and temporal scales, hydrologists tend to 
narrow the scope of the term while applying it to explain specific hydrological phenomena or 
patterns. In some cases the focus is placed on functional aspects of connectivity, and in other 
cases only the static features of connectivity are evaluated (Lexartza-Artza and Wainwright 
2009). As a result, our definition and understanding of connectivity are fragmented. Meanwhile, 
the dynamic and emergent patterns of connectivity are increasingly recognized as being essential 
to better modeling and hydrologic predictions (Kumar 2011, Sivapalan 2006). Without an 
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explicit yet flexible definition of connectivity that recognizes its complexity, we cannot 
effectively use the concept to find regularities in catchment hydrologic behaviors. 
 
This study is motivated by the need to develop a better conceptual understanding of connectivity. 
The approach taken for the research incorporates an additional objective, which is to contribute 
to the development of a virtual environmental observatory where a combination of data and 
models will be used to explore the impact of land use and its management on the hydrology and 
environmental quality of human-altered landscapes. First, a definition for hydrologic 
connectivity is proposed, and a framework is outlined in which static and functional views of 
connectivity are combined. Under this framework, a small agricultural field site in central Illinois 
was studied using a physically based precision agricultural model. This model was used in 
combination with data collected at the site to study event-driven patterns of connectivity.  
 
In the next four chapters, contributions from this work are presented in the following order. First, 
to assess the gaps in the understanding of connectivity as a concept and to determine an 
organization for its many applications and interpretations in hydrology, an extensive study of the 
literature was needed. This is summarized in Chapter 2 and concludes with the proposal of a new 
framework. The development of this framework is a first step in understanding how multi-scale 
heterogeneities of a landscape interact with hydrologic processes to produce a dynamic and 
complex response. One way to move forward with this framework was to test it in a case study at 
a heavily human-impacted landscape. An existing process-based agricultural model with 
hydrological and biophysical components was used. In order to accurately represent the 
vegetation-soil dynamics at this particular study site, ability to model bioenergy crops needed to 
be added to the PALMS model. The modeling work is documented in Chapter 3. Chapter 4 
describes the validation of the existing model for the study site and the evaluation of the newly 
added bioenergy crop simulation. Additionally, the tile drain module in PALMS was validated at 
the site using observed data. The final chapter, Chapter 5, summarizes the findings from the 
model simulations, which helped guide the deployment of soil moisture sensors to be used as 
part of the Virtual Environmental Observatory (VEO) project. The work in this thesis can be 
continued for further assessment of the impact of tile drainage on a catchment’s ability to retain 
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water and transform nutrients, as well as to determine the properties of a catchment system that 
make it resilient or vulnerable to human- and climate-driven changes. 
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This chapter discusses major works on connectivity that are published in hydrology and in 
related fields. These studies have guided the direction and approach of the thinking applied in 
this thesis. I present a table to organize the existing studies and discuss the role of temporal and 
spatial scale. I then present a definition and a framework for hydrologic connectivity, 
summarizing the state of knowledge and recognizing the key areas in need of study.   
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Recent studies have collectively shown that the discussion of hydrologic connectivity must begin 
with a definition of the term that is appropriate for the particular catchment of interest. Usually, 
specific processes or components that contribute to connectivity are identified. In an Australian 
rangeland catchment, for example, Western et al. (2001) found that there exists a “switch” 
between evapotranspiration-dominated conditions and precipitation-dominated conditions, which 
becomes activated after the soil moisture crosses a certain threshold value due to rain. Zehe and 
Blöschl (2004) have described that in such arid catchments, predictability of hydrologic response 
decreases as antecedent moisture conditions in the soil approach this threshold level. This 
threshold behavior is similar in concept to the four hypothetical switches of biomass production, 
availability to burn, fire weather (aridity and wind speed), and ignition, which need to all be “on” 
simultaneously for a forest fire to start, spread, or connect to new areas (Bradstock 2010). In 
studying the hydrology of humid forested catchments, James and Roulet (2007) found that there 
is no such switch or threshold observed. In response to similar studies, Michaelides and Chappell 
(2009) suggested the use of geostatistics as a universal method for characterizing connectivity. It 
is however unclear if the geostatistical approach of identifying and characterizing connectivity 
using the likelihood of two separate points to be connected applies to wet catchments as it does 
to arid catchments.  
 
Several studies have researched the relationship between connectivity and different runoff 
mechanisms. Gomi et al. (2008) explored the dominance of overland and subsurface flow in 
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forested plots of different sizes and vegetation covers and used estimated mean runoff transfer 
distances to conceptually model overland flow connectivity between the plots. Mayor et al. 
(2008) illustrated connectivity at the plot scale using a flow length index, or the average length 
of all potential runoff pathways in a target area. In all studies, connectivity emergence behaviors 
demonstrate a complex dependence on the type of catchment being analyzed. 
 
Revisiting the better-established ecological definition of connectivity as a transport path for 
energy, matter, and organisms, has enhanced the understanding of hydrologic connectivity. 
Jackson and Pringle (2010) evaluated the positive and negative consequences of reduced 
connectivity in landscapes that have been altered by human land development and found that 
there are benefits as well as negative consequences. Although their study discusses connectivity 
in an ecological sense, including disrupted transport of water and matter due to dams and locks, 
it raises important questions that apply to other hydrological processes and human-driven 
changes. For example, how does spatial heterogeneity between connected patches and 
unconnected patches help legacy effects to develop? How do gradients in organization of 
vegetation reflect temporal patterns of emergent connectivity? Is hysteresis observed in 
undisturbed catchments, and how does it change with human settlement and development?  
 
The concepts of hot spots and hot moments in biogeochemical cycling are closely related to the 
idea of connectivity. McClain et al. (2003) introduced the idea of hot spots and hot moments, 
which are isolated zones and periods of disproportionately high biogeochemical cycling. A site 
of enhanced biogeochemical cycling occurs when the necessary ingredients for the reaction 
coincide, either by the convergence of separate flows carrying reactants, or from one flow path 
transporting the limiting reactants to a region of substrate. Hot spots can be defined across 
multiple spatial scales (McClain et al. 2003) as in the example of denitrification. It is also 
important to note that hot moments and hot spots do not necessarily coincide but the temporal 
variability of hydrologic flowpaths could limit the occurrence of hot spots to hot moments 
(McClain et al. 2003). While there is relatively good understanding of hot spots and hot moments 
under the scenario of a major natural disturbance (for example, snowmelt, fire, or hurricane), 
there is still a need to develop clear ideas about hot spots and moments driven by less dramatic 
and more frequent events. As biogeochemical hot spots are a result of hydrologic connectivity in 
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combination with the right concentrations of normally limited reactants, the study of 
biogeochemical hot spots relates directly to and can benefit greatly from an improved 
understanding of hydrologic connectivity. 
 
Table 1. Spatial scales of denitrification hotspots (based on McClain et al. 2003, Figure 2) 
Scale Order of magnitude Denitrification hotspots Contributing conditions 
River basin 100 km Large wetlands Moisture retention 
Sub-basin 10 km Small wetlands, upland-
river contact zones 
Moisture retention, organic-
rich soils 
Hillslope 100 m Riparian zones, bottom of 
upland 
Organic-rich soils intercepted 
by high-nitrate groundwater  
Catena 10 m Topographic depressions Accumulation of organic 
matter and moisture retention 
Soil column 1 m Along root channels High moisture and organic 
matter content 
 
While most of the mentioned studies develop an understanding of connectivity in the context of 
processes that contribute to the observed patterns, they do not yet answer the questions of how 
connectivity in turn governs the dynamics of water and nutrient fluxes, or how its patterns reflect 
past or present human activity.  
 
Michaelides and Chappell (2009) commented that spatial patterns of emergent connectivity 
cannot be left out of any accurate and realistic hydrological modeling or analysis, and reinforced 
that “understanding of the evolution of connected flow pathways both within the subsurface and 
on the surface of hillslopes and catchments” will help us better interpret complex hydrologic 
processes. Surface pathways can include sheet flow, snowmelt patches, stream network, and 
flooding over multiple scales. The emergence patterns and direction associated with these 
pathways vary, depending on slope as well as heterogeneity of soil and vegetation. Subsurface 
flow paths can include infiltration, macropore flow/preferential flow, tile drain network, and 
groundwater flow. For example, macropore networks become active at a certain threshold water 
pressure, increasing the effective conductance of the soil volume from <10-1 m/day saturated 
conductivity to >105 m/day with 1cm-diameter pores (Nieber et al. 2006, Sidle et al. 2001). The 
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active pathways are determined by the soil surface conditions (e.g. availability of organic matter, 
surface soil sealing, stone cover, variation of surface hydraulic conditions, soil hydrophobic 
conditions), subsurface conditions (e.g. antecedent moisture levels, orientation of macropores, 
variation of subsurface hydraulic conditions), and the characteristics of storm events. 
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To become hydrologically connected is to be immersed under the same body of water for a 
length of time, or to be wetted in sequence by the same body of moving water. For instance, two 
depressions in a terrain could fill during a storm event; if the water level exceeds the level of the 
topographic divide between the depressions, they become connected, sharing water, sediment, 
and dissolved constituents. This connection can be bidirectional. Once the water level recedes, 
the two depressions become disconnected again. An example of the latter case is a land unit 
becoming connected to another land unit by a stream. In such cases water that once resided on 
the upstream land unit will travel to the downstream land unit, carrying sediment and nutrients. 
The direction of transport determined by topographic or hydraulic gradient will have an impact 
on the significance of this connectivity.  
 
A useful approach for assessing the different types of hydrologic connectivity is to ask the 
following questions: what is connected to what, and through what? In the table below, previous 
connectivity studies were fit to this “what-to-what-through-what” organization scheme. The first 
two columns of the “what-to-what” table imply that there is a source and a destination, hence a 
direction, for every connection. Some connections are lateral, such as the linking of a channel to 
its floodplains (Pringle 2001) while other connections are vertical. Flow that links locations 
along the length of a stream is longitudinal (Brierley et al. 2006). The hydrologic linking of two 
areas seems sudden to the observer when either the residence time of water at the source location 
is long in comparison to the time it takes for the water to reach from the source to the destination, 
or when the path or mechanism used is a choice among several other possibilities. Both what’s in 
the “what-to-what” can be a landscape unit or location as well as the water or constituents 
delivered. The third column is the mechanism of connectivity, involving processes rather than 
the presence of physical pathways. The studies are ordered according to spatial scales, and the 
temporal scale is marked as event-based, daily, or seasonal. Some of the main controls on the 
!! +!
connectivity phenomena are also described for each study. The last column, after Brierley et al. 
(2006), lists some possible measures to assess the strength of each linkage, as well as the 
magnitude and variability in space and time. 
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Table 2. What-to-what-through-what organization of connectivity studies. Studies are listed in order of decreasing scale of observation. Time scale is marked as E for event-based 
(response time scale of hours and a few days), D for daily fluctuations in response to weather events and conditions, and S for seasonal (wet and dry season, etc.)  
What To what Through what Time scale Context of the study Dominant controls Possible measures to assess the strength of linkage* 
Agricultural 
cropland (DOC) 
Stream Flooding in late winter to early 
summer  
S Allochthonous DOC transport 
in Illinois agricultural fields;  
Royer & David 2005 
- Accumulated 
rainfall volume 
- Snow melt 
- riparian 
vegetation 
- Amount of DOC available for 
transport 
- Presence of or lack of buffers 
that impede transport 
Hillslope 
uplands 
Riparian 
zone and 
stream 
network 
Subsurface flow 
1) matrix flow 
2) preferential flow 
 
S/E 
 
Expanding subsurface 
contributing area and 
threshold response at 
Andrews Experimental Forest, 
OR;  
McGuire & McDonnell 2010 
 
- Rainfall intensity, 
frequency, 
duration 
- Antecedent 
moisture  
- Soil matrix 
- Forest age and 
type 
- Subsurface 
topography 
- Rainfall intensity/duration 
patterns compared to threshold 
values.  
- Ratio of event water transit 
time vs. quickflow in the 
subsurface 
Hillslope  Stream 1) Overland flow 
2) Preferential flows 
3) Transmissivity feedback 
mechanism, triggered by water 
table rising to near-surface soils 
during runoff events that were 
“above-threshold” 
E Hydrological phenomena with 
residence time > event time in 
Hubbard Brook Experimental 
Forest, NH; Detty & McGuire 
2010 
- Slope 
- Water table 
- Transmissivity 
- Maximum water table height 
index.  
- Sum of gross precipitation and 
antecedent soil moisture as an 
index.  
- Runoff threshold response. 
Hillslope 
(surface 
overland flow) 
Stream and 
drainage 
network 
Lateral surface flux, dominant 
flow paths over grassland 
 
E Shallow-soil grass and 
moorland hydrology in Upper 
Rye catchment, North 
Yorkshire, UK;  
Lane et al. 2009 
- Rainfall 
frequency 
- Stream network 
flow path 
- Topographically defined 
network index  
- Level of catchment wetness 
(accumulated rainfall, soil water 
storage, etc.) required for 
maintain connectivity 
Upland  Riparian Shallow groundwater system, 
shallow subsurface flow 
S Nitrate and hydrology in 
Susannah Brook, Western 
Australia;  
Ocampo, Siva, Oldham 
2006a,b,c 
- Rainfall 
seasonality 
- Water table 
- Soil hydraulic 
gradient 
- Depth of the unsaturated zone 
- Areal extent of the connection 
- Duration of each connected 
state 
Hillslope Toeslope, 
Riparian 
Lateral redistribution of water 
(daily water table fluctuation) 
E/D Hydrology of Tenderfoot 
Creek Experimental Forest, 
Montana;  
Jensco et al. 2009, 2010 
- Rainfall volume - Measurements of saturation at 
well transects (inferred 
connectivity) 
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Table 2. Continued 
What  To what Through what Time scale Context of the study Dominant controls Possible measures to assess the strength of linkage* 
Upland  
(water) 
Riparian 
(nutrients) 
River-riparian corridors 
appearing after monsoon floods 
1) shallow groundwater flow 
2) overland and channel flow 
S  
 
Semi-arid riparian zone study 
at San Pedro River, AZ;  
Harms & Grimm 2008  
- Rainfall 
seasonality 
- Riparian zone 
topography 
- Continuity and discontinuity in 
riparian landscapes 
- Number of low points (pools) 
- Tracking of microbial activity 
and nitrogen at pool sites  
Upslope plots Lower plots Activation of a macropore 
network that develops dependent 
on rain events and season 
E/S Sidle et al. 2001 - Macropore flow 
network 
- Rainfall duration 
and intensity 
- Macropore density  
- Lengths of macropore 
flowpaths 
- Comparison of predicted self 
organization patterns to 
observed  
Upslope Midslope 
and 
footslope 
Overland flow networks (sparser 
understory ! more runoff)  
 
S Steep, forested, planar 
hillslope study in Mie, Japan;  
Gomi et al. 2008 
- Seasonal 
rainstorm 
characteristics and 
pattern 
- Tree species type 
- Soil surface 
conditions 
- Soil type 
(hydrophobic 
forest topsoil) 
- Connectivity ratio: use known 
overland flow to compute a 
runoff flow length for bigger 
plots. The larger the gap 
between the estimated flow 
versus observed flow, the higher 
the connectivity ratio 
- Assessment of opportunities 
for infiltration across hillslope 
zones 
Upslope  
bedrock 
depression 
Lower 
hillslope  
bedrock 
depression 
Fill and spill; subsurface flow 
along micro-topographic relief 
of the bedrock 
E/D Tromp-van Meerveld & 
McDonnell 2006b 
- Rainfall 
frequency 
- Subsurface 
bedrock 
topography 
- Measurement of saturated flow 
- Accumulated rainfall required 
before subsurface saturated areas 
become connected to the trench 
face 
Landscape 
element  
Landscape 
element 
Structural connectivity (spatial 
pattern) and Functional 
connectivity (generation of 
runoff; for example the 
interaction of rainfall amount, 
intensity, duration etc.; dynamic 
in nature) 
E/S Lexartza-Artza & Wainwright 
2009 
- Distribution of 
landscape elements 
that create transfer 
pathways 
- Assessment that includes both 
structural and functional 
elements, incorporating scale, 
context, historical records, 
feedbacks between subsystems, 
land cover, land use, 
connectivity accelerating or 
delaying features, etc.  
Landscape unit Landscape 
unit 
Lateral subsurface flow driven 
by terrain connectivity, soil 
moisture connectivity, and  flow 
processes connectivity 
E Temperate, humid, forested 
catchment in Hermine, 
Laurentians, Canada;  
Ali & Roy 2010  
- Topography 
- Shallow soil 
moisture patterns 
- Antecedent soil moisture 
- Assessment for any continuum 
of catchment macrostates 
- Recession of connectivity  
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Table 2. Concluded  
What  To what Through what Time scale Context of the study Dominant controls  Possible measures to assess the strength of linkage* 
Subsurface 
zone within a 
hillslope 
Subsurface 
zone within 
a hillslope 
Subsurface storm flow and 
percolation 
 
E Panola Mountain Research 
Watershed;  
Lehmann et al. 2007 
- Rain intensity 
- Bedrock 
topography 
- Macropores 
- Spatial distribution of soil 
properties in the hillslope and 
their randomness  
- Length or area that becomes 
connected per volume of rainfall 
Stream 
(water, N) 
Hyporheic 
zone, 
riparian zone 
Near-stream saturation S N-biogeochemical dynamics 
study in riparian wetlands;  
Cirmo & McDonnell 1997 
- Bedrock 
fractures 
- Stream level and 
saturation state 
 
- Seasonal patterns of saturation 
and suitability for 
biogeochemical processes 
Variable 
saturated area 
Stream Subsurface lateral flow (shallow 
soil moisture continuity, observed 
lateral flow) 
E Temperate forested watershed 
of moderate relief, Mont 
Saint-Hilaire; 
James & Roulet 2007 
- Storm sequence 
- Antecedent soil 
moisture 
- Soil properties 
- Process switches and thresholds 
between spatial organization of 
shallow soil moisture and 
hydrologically connected states 
- Geostatistics 
- Distinct macrostates and 
changes in time 
Road drainage Stream 
Network 
Runoff delivery-enhancing 
features in landscapes (road drain 
outlets) 
E Bracken & Croke 2007 - Actual runoff 
produced per area 
- Infiltration 
capacity 
- Connection-
encouraging or 
inhibiting features 
such as roads and 
terraces 
- Efficiency of the road network 
at routing intercepted stormwater 
to stream via drainage outlets.  
- Probability of connectivity, 
influenced by the nature of the 
delivery pathway 
- Accumulated runoff volume per 
unit width (volume to 
breakthrough) 
Response unit Response 
unit 
Expanding runoff generation 
areas 
E Southeast Spain and 
Luxembourg;  
Cammeraat 2002 
- Rainfall patterns 
- Vegetation 
pattern 
- Soil moisture patterns  
- Level of soil biological activity 
- Water harvesting structures 
Pixel  Pixel Saturated overland flow during 
the wet season; vertical fluxes 
during the dry season 
S Tarrawarra (arid) catchment; 
Western et al. 2001 
- Rainfall 
seasonality 
- Soil structure 
- Geostatistics 
- Bands of connected areas 
(winter wet season) 
- Soil moisture patterns 
Point  Point Surface storage filling  S Numerical fields of 
microtopography; 
Antoine et al. 2009 
- Soil structure - Percolation threshold 
- Volume to breakthrough in 
surface depression filling 
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Summarizing the knowledge gaps and current hurdles in the application of the hydrological 
connectivity concept, Lexartza-Artza and Wainwright (2009) wrote the following: 
1. Spatial patterns of connectivity are related to spatial patterns of rainfall 
In this first statement, the word connectivity could signify saturation.  
2. Connectivity relates to landscape characteristics, which can be considered either static 
or slowly evolving 
3. Connectivity develops in the context of climate 
This could be referring to a system or a network, which may or may not be visibly 
structured (channels, preferential flowpaths, seasonal water tables, etc.) 
4. Geometry and thresholds define connectivity 
In the above three statements (points 2, 3, 4), it is difficult to replace 
“connectivity” with a single concise phrase. The word seems to encompass a 
tendency, characteristics, or functions, which are beyond just the spatial and 
temporal patterns of saturation. 
5. Human land use alters connectivity 
6. Connectivity supports processes and vegetation 
7. Connectivity plays a role in shaping the landscape 
In these two points (6 and 7), “connectivity” refers to both the availability of 
water and its movement (patterns of saturation). For example, a constantly 
saturated area cannot support many types of vegetation. 
 
From these statements and Table 2, it is clear that the context of the problem we study dictates 
the traits we use to quantify connectivity. Context includes the spatial and temporal scales, and 
the main process of interest. Some connectivity mechanisms are observed at the spatial scale of 
large river basins, while others are fine-scale phenomena. The temporal context might be daily 
fluctuations, event-based changes, or seasonal patterns. Depending on the context, the 
appropriate measure of connectivity may relate to volume/flux, areal extent, length/distance, 
direction, frequency, inter-arrival time between events, duration of events, organization or spatial 
variability.  
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Based on the literature review, a definition and a framework for connectivity were determined. 
Connectivity, according to Lane et al. (2009), is the “ease with which water can move across the 
landscape.” This definition can be extended to include the transport of constituents, since 
disconnection or fragmentation can often lead to material accumulation and biogeochemical 
reaction hotspots. In this study, hydrological connectivity will be defined as: 
 
an emergent property of a system determined by the interaction of its inherent landscape 
properties, weather events, and the changing climate; and the influence of these 
combining factors on the ability of the system to transport water and constituents through 
the system or enhance biogeochemical transformations. 
 
This proposed definition sheds light on the complexity of the hydrologic connectivity concept 
that at the same time make it a versatile term. From this definition, I arrived at the framework 
diagrammed below. 
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Figure 1. Hydrologic connectivity of a landscape. The term connectivity encapsulates both 
spatial and temporal observations of hydrologic response. The hydrologic response we attribute 
to connectivity is a result of the interaction between slow- and fast-evolving processes and 
drivers. The slow components, denoted by orange, can be considered static in the context of fast 
dynamics. They are snapshot characteristics, and define the state. But the functional side of 
connectivity can exist only with the dynamic, highly variable input from precipitation events 
(blue arrows). Humans can impact landscape characteristics – by altering the soil structure, land 
surface and canopy types, constructing channels, etc. – and can also influence precipitation and 
the overall climate through various activities. This framework describes natural as well as 
human-impacted landscapes and it can apply to small and large landscape units. Because 
connectedness depends on availability and retention of water at a certain point in the landscape, 
its measure is dependent on the observation scale (such as a patch, field plot, hillslope, small 
catchment, large river basin, or channel network). 
 
Within this framework, we view connectivity as an emergent, dynamic property of a landscape 
unit or a catchment. The spatial and temporal patterns of connectivity are determined by inherent 
landscape heterogeneities, the initial state (antecedent moisture), and the spatial and temporal 
patterns of precipitation. A threshold relationship is often found between the landscape storage 
capacity and the properties of the rain event, such as intensity, duration, or inter-arrival time. 
Over longer time scales, connectivity can contribute to the evolution of the landscape and its soil 
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and vegetative characteristics via transport of matter. The cyclical nature of the framework 
serves to reinforce the idea that the interaction between structural and functional components of 
connectivity determines the overall nonlinear behavior of the system (Bracken and Croke 2007, 
Lexartza-Artza and Wainwright 2009), and that observed hydrologic responses can often be 
summarized as the connectivity dynamics of the particular catchment.  
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This chapter describes the methodology used in this study and is composed of four sections. The 
first section is a brief overview of the project to which this thesis contributes. The next section 
describes the study site and available and planned data collection. It is followed by a discussion 
of the modeling approach, including an overview of the input and settings, data, and important 
equations. A summary of changes made to the model as well as model development and 
improvements are discussed. The fourth section provides an outline of the process of viewing 
and storing the output from PALMS. 
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The applied context of this thesis work is given by the project Virtual Observatory for 
Sustainability of Intensively Managed Environmental Systems (VEO). The VEO is a project of 
the Institute for Advanced Computing Applications and Technologies (IACAT) at the University 
of Illinois.  
 
The objective of the VEO project is to build an advanced system to improve data collection, 
integration, analysis, and synthesis through the use of cyberinfrastructure. By building a virtual 
observatory that integrates sensor networks, models, data mining and visualization, the project 
aims to support both rapid response and long-term management decisions for improved 
environmental quality of the monitored watersheds. The proposed system could, for example, 
assess the sustainability of current intensive row-crop farming practices in the Midwest – 
application of fertilizer, tile-drainage, tillage, etc. – in terms of the nitrate pollution and the 
hypoxia situation (Rabalais et al. 2002, Raymond et al. 2008, Turner and Rabalais 2003) in the 
Gulf of Mexico. The goal is a framework for research collaboration and innovation, where 
researchers from various science, technology, and social disciplines can easily share and analyze 
information. 
 
The VEO study called for a field-scale model that can capture event based hydrologic responses 
and potentially bridge the scale gap between process-level understanding and basin-scale 
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predictions. In this study, Precision Agricultural Landscape Modeling System (PALMS) is tested 
on a small experimental farm. Soil and vegetation data from the site were used to set up the 
model, and on-site and nearby measurements of weather was used to drive the model. The main 
contributions of this work to the project include the new capability to model three perennial grass 
bioenergy crops (miscanthus, switchgrass, and a mixture of native prairie plants) grown at this 
central Illinois site, analysis of soil moisture and drainage patterns to guide the set-up of a data-
collection sensor network, and the integration of a nitrogen cycling model adapted to row-crops 
and bioenergy crops. 
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The study site, the Energy Biosciences Institute’s (EBI) “Energy Farm,” is located in the 
University of Illinois research farms in Urbana, Illinois, at 4301 South Philo Road (40º 3! 
46.209!! N, 88º 11! 46.0212!! W, "220m above sea level). It is part of a large, intensively 
managed agricultural landscape in the Midwest. The site measures 400m x 400m with 5m 
between the highest and lowest elevations and is divided into four subplots. Each subplot (200m 
x 200m quadrant) has an area of 4ha and is individually tile-drained.  
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The fields are managed and monitored by the Energy Biosciences Institute and the University of 
Illinois. Existing weather stations set up at the middle of each subplot (quadrant) record the 
average air temperature, relative humidity, average and maximum wind speed, wind direction, 
average insolation, total precipitation, and pressure, every fifteen minutes. The mean annual 
temperature in the area is 11.1!, and the mean accumulated annual rainfall is 1041.7mm during 
1979 to 2009 according to the Illinois State Water Survey (Keefer and Bauer 2008).  
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Oats were grown at this site prior to 2008 (Zeri et al. 2011). In spring of 2008, they were 
replaced with maize and three perennial grasses, which are believed to have high potential as 
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bioenergy crops (Dohleman 2009, Heaton et al. 2010). The southeast plot is on a maize-maize-
soybean rotation. The southwest plot has miscanthus (Miscanthus x giganteus), which will reach 
physiological maturity in summer 2012. The northeast plot is planted with switchgrass (Panicum 
virgatum), and the northwest plot is a mixture of native prairie species. Management strategies, 
including tillage, planting, and harvest, vary from year to year, and records of management from 
recent years were used to set up the model (see the model settings section below for more 
information). 
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Before the introduction of agriculture and tile drainage, the poorly drained soils, the climate, and 
the gently rolling to mostly flat topography made this region a site of ephemeral wetlands 
dominated by prairie and savanna species (Alexander and Darmody 1991). The installation of 
tile drains in central Illinois has lowered the water table, deepening unsaturated root zone for 
farming and keeping the surface soils dry for farm equipment (Royer and David 2005). This has 
helped transform the region into an intensively managed agricultural landscape, and the land use 
change has resulted in a change in the hydrology of the fields. 
 
The tile drain layout designed by Professor Richard Cooke from the Department of Agricultural 
and Biological Engineering at the University of Illinois brings drained water from the four 
subplots to a shed in the southwest corner of the field, where four monitoring wells have been 
dug to observe and sample the flow from each subplot. The existing design of tile depth and 
spacing were determined based on the recommendations of the Illinois Drainage Guide for 
hydric soils in Illinois. In the subplots, the tiles are made of perforated plastic, and measure 4 
inches in diameter. These are connected to main tiles, which are 5 inches in diameter, not 
perforated, and lead to the monitoring shed. From there, the drainage follows an older network of 
tiles to the Embarras River. Flow is typically observed from February to June, and much of the 
tile flow in early spring is attributed to snow melt. 
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Figure 2. Left: Tile water sampling system inside shed at the Energy Biosciences Institute. 
Right: Tile water eventually flows to a drainage ditch then to streams. 
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This section introduces the Precision Agricultural Landscape Modeling System (Bonilla et al. 
2007, Molling et al. 2005), version 5.4.0, explaining the major components of the model. The 
steps to setting up the model are explained using the example of the EBI Energy Farm.  
 
PALMS is a field-scale agricultural model first developed by Norman and Molling and tested at 
an experimental cornfield in Wisconsin (Molling et al. 2005). The model is designed to estimate 
crop yield under different weather and field management scenarios. It includes physical 
representations of infiltration, runoff, soil water redistribution, evapotranspiration, 
photosynthesis, phenology, and biomass production (Molling et al. 2005). PALMS can also 
model soil erosion so that farmers and agricultural consultants can predict runoff and sediment 
losses from the field.  
 
The field is represented on a 5m- to 25m-resolution grid space with 26 vertical layers, which 
vary in thickness from 3cm near the surface to 100cm in the deepest layers. The model runs on 
15-minute time steps, except for the surface runoff routing, which progresses at the time scale of 
seconds in order to achieve a more realistic representation of the movement of water (Molling et 
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al. 2005). To represent key hydrologic and biophysical processes, PALMS combines two 
process-based models: a grid-based, 2-D diffusive wave runoff model with ponding, and a 1-D 
point-column biosphere model with a crops module (Molling et al. 2005). Surface runoff routing 
and runon are based on the approach of Julien et al. (1995). Multilayer-soil formulation, rainfall 
interception by vegetation, drainage, and snow and ice are modeled following the approach of 
the Integrated BIosphere Simulator, IBIS (Foley et al. 1996). The modeling of the hydrologic 
and biophysical processes is explained in later sections. 
 
!
Figure 3. Illustration of the main components of IBIS and the runoff model combined in PALMS 
(supplied by Christine Molling and John Norman from the University of Wisconsin) 
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Required input for PALMS include gridded landscape data in NetCDF files, hourly weather data 
in an ASCII text file, and the settings stored in an ASCII text file. The initial preparation of the 
landscape files from data is a rather time-consuming process (Figure 5). This section outlines the 
key steps in creating the input files. Using the script files (Table 3) written in MATLAB (2009a, 
Mathworks, Natick, MA, U.S.), it should be simple to modify the landscape files or to prepare 
additional forcing files for new simulations.  
Distributed runoff model 
Ppt 
q(1) 
(i-1,j) 
q(2) 
(i,j+1) 
q(3) 
(i+1,j) q(4) 
(i,j-1) 
Integrated Biosphere Simulator 
(IBIS) 
Layered 
Fourier & 
Richards 
Equations 
For Heat 
& Water 
Turbulent  
Transport 
Radiation 
Interception 
Photosynthesis 
Roots 
Runon 
Runoff 
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Figure 4. Flowchart of PALMS input setup. The conversion process from data sources to the 
seven input files — five landscape files, a settings file, and a weather file — is summarized. 
 
Table 3. Description of files written for processing, modifying, or plotting PALMS input 
File Use 
generatePALMSasciifiles.m Create layer by layer ascii files of soil data or NED data 
change_soiltex_input_file.m Modify the soil texture in an already existing soiltex.nc 
change_vegtype_input_file.m Modify the vegetation type in an already existing vegtype.nc 
change_draintile_input_file.m Modify the tile drainage pattern 
plot_veg.m Plot the vegetation data 
prepare_weather_dot_text.m Format columned weather data for PALMS; allow simple 
modifications of weather scenarios 
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The Shape2Palms.exe utility included in the PALMS package was used to create the landscape 
files, all of which must be on the same resolution grid and each stored in specifically structured 
NetCDF binary format files. Landscape data as comma-separated variables were first made into 
tables using Excel or a text editor. From these, shape files were created in ESRI ArcMap. The 
shape files were then converted to NetCDF files using Shape2Palms. 
 
The model domain is set up with grid- and layer-based data. The 3-dimensional representation of 
the field site includes topographical and vegetation characteristics at the surface, and average soil 
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characteristics for each layer. EBI landscape input files contain 6084 (78x78) coordinate points 
defined in the Universal Transverse Mercator system, zone 16. Each grid cell size is 5m x 5m, 
and represents information at the center of the grid cell. In the vertical, PALMS has 26 pre-
defined layers, of which the 23 top layers, to a depth of 2.5m, are required in the input. Layer 
thickness varies from 3cm in the near-surface layers to 1m in the bottom layers, reaching 5.5m.  
 
Table 4. Soil layer and depth ranges in PALMS 
Soil 
Layer 
Depth Range 
(m) 
Thickness 
(cm) 
1 0.00 - 0.03 3 
2 0.03 - 0.06 3 
3 0.06 - 0.10 4 
4 0.10 - 0.14 4 
5 0.14 - 0.18 4 
6 0.18 - 0.23 5 
7 0.23 - 0.28 5 
8 0.28 - 0.33 5 
9 0.33 - 0.38 5 
10 0.38 - 0.43 5 
11 0.43 - 0.50 7 
12 0.50 - 0.60 10 
13 0.60 - 0.70 10 
 
Soil 
Layer 
Depth Range 
(m) 
Thickness 
(cm) 
14 0.70 - 0.80 10 
15 0.80 - 0.90 10 
16 0.90 – 1.00 10 
17 1.00 - 1.20 10 
18 1.20 - 1.40 20 
19 1.40 - 1.60 20 
20 1.60 - 1.80 20 
21 1.80 - 2.00 20 
22 2.00 - 2.25 25 
23 2.25 - 2.50 25 
24 2.50 - 3.50 100 
25 3.50 - 4.50 100 
26 4.50 - 5.50 100 
 
3.3.1.1.1 Soil textural class (soiltex.nc) 
The file soiltex.nc contains 3-dimensional soil textural class information. This file was created 
based on USDA’s Natural Resources Conservation Service data for the EBI field region, 
retrieved from the Web Soil Survey (Staff 2011). A summary report was obtained from the WSS, 
and the soil region data was downloaded from the soil data mart as an ArcGIS shape file (EBI is 
part of county IL019). This was clipped to the 390m x 390m region on a 5m grid, converted to a 
raster image then to ASCII text (ESRI grid). Each pixel value was then assigned the soil type 
(152A, 206A, etc). Each soil type has a vertical profile; a soil region labeled 56B, for example, is 
typically Silt Loam at depths between 0 and 11 inches, and Silty Clay Loam from 11 to 32 inches. 
Each soil textural class is expected to have a certain average sand, silt, and clay %, Ksat (m/s), 
and porosity (Table 7). This information was translated to define the soil textural class for 23 
PALMS soil layers, which increase in thickness with depth below ground to a total depth of 2.5m. 
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PALMS extrapolates the properties of the deepest known layer. Similarly, all NRCS data were 
extended to 2.5m depth. The Shape2Palms.exe converter with GUI was used to create a 
specifically structured NetCDF file out of the 23 soil layer maps.  
 
Table 5. Soil regions found at the Energy Biosciences Institute (EBI) site 
Soil Number Soil Name Area (acres) Area (m2) Percentage 
56B Dana Silt Loam 25.0 101,171 62.2% 
679B Blackberry Silt Loam 5.7 23,067 14.2% 
154A Flanagan Silt Loam 5.0 20,234 12.5% 
206A Thorp Silt Loam 2.4 9,712 6.1% 
152A Drummer Silty Clay Loam 2.0 8,094 5.0% 
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Figure 5. USGS Web Soil Survey soil regions map of the modeled field. The EBI field is the 
square area bounded by blue lines. 
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Figure 6. Matlab 3D slice view of soil textural class assignments. Numbers 1 through 8 
represent PALMS soil classes that are assigned to define the EBI field in three dimensions. The 
description of each soil class in terms of the sand, silt, and clay composition are found in Table 7. 
!! #&!
Table 6. Translation of NRCS soil horizons data to PALMS layers 
!
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Soil type data was translated from the NRCS Soil Survey reports to PALMS layers as shown in 
the table above. Typical properties of subsurface soil layers were assumed from surface-level 
observations such as soil color, texture, and slope (Staff 2011). Soil properties in the deeper 
layers added uncertainty to the model results. The soiltex.nc file was modified later to test the 
effect of these deeper-layer soil type assumptions.   
                    
Once the class number was assigned for each cell in the model space, the four-digit variable “tex” 
was defined as 100 * %sand + %clay, using median values in the table below.  Conductivity and 
porosity are assigned based on the percentages of sand and clay.  
 
Table 7. Soil textural class composition and hydraulic properties. Median values for saturated 
conductivity and porosity are given from (Rawls W.J. and Brackensiek 1989, Rawls W. J. et al. 
1992). Courtesy: Molling and Norman 
PALMS soil class # Textural class name % Sand % Silt % Clay Ksat (m/s) Porosity (m3/m3) 
1 Sand 92 5 3 2.7e-05 0.437 
2 Loamy sand 81 12 7 1,6972e-05 0.437 
3 Sandy loam 65 25 10 7.1944e-06 0.453 
4 Loam 42 40 18 3.6667e-06 0.463 
5 Silt loam 20 65 15 1.8889e-06 0.501 
6 Sandy clay loam 60 13 27 1.1944e-06 0.398 
7 Clay loam 32 34 34 6.3889e-07 0.464 
8 Silty clay loam 9 58 33 4.1667e-07 0.471 
9 Sandy clay 53 7 40 3.3333e-07 0.430 
10 Silty clay 10 45 45 2.5000e-07 0.479 
11 Clay 20 20 60 1.6667e-07 0.475 
 
3.3.1.1.2 Topography (topo.nc) 
The digital elevation map for the study region was downloaded from the U.S. Geological Survey 
National Map Seamless Server (http://seamless.usgs.gov/) at the finest resolution available: 
National Elevation Dataset 1/9 Arc-Second (Gesch, 2007; Gesch et al. 2002). This was projected 
in ArcGIS (ESRI 2011. ArcGIS Desktop: Release 10. Redlands, CA: Environmental Systems 
Research Institute) as a raster with UTM coordinates, and resampled from ~3m resolution to a 5 
by 5m grid. Next, the raster was clipped to the following extents: top 4435714, bottom 4435329, 
left 397699, right 398085 (UTM zone 16). The resulting raster contains 78 by 78 cells, 
representing an area measuring 390m by 390m.  Elevation is in meters, and “no values” are 
represented by 9999. The elevation map is shown below. 
!! #(!
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Figure 7. Topographical contour map of the EBI Energy Farm (m) 
 
3.3.1.1.3 Vegetation type (vegtype.nc) 
Each cell was assigned a vegtype index indicating the type of biome or crop growing at the 
location. PALMS previously offered 17 vegetation types, including soybean (C3 crop) and maize 
(C4 crop). In this study, types 18 (prairie), 19 (miscanthus), and 20 (switchgrass) were added in 
order to represent the perennial grass bioenergy crops planted at EBI. NetCDF file vegtype.nc 
was created using Excel, ArcGIS, and Shape2Palms. This file can be opened and easily modified 
in MATLAB. 
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Figure 8. Cropping layout of the EBI Energy Farm. The southeast plot (bottom right) is on a 
Maize-Maize-Soybean rotation beginning in 2008. The rest are perennial grasses. 
 
Table 8. Biome selections for PALMS 
Index Biome or crop 
1 tropical evergreen forest/woodland 
2 tropical deciduous forest/woodland 
3 temperate evergreen broadleaf forest/woodland 
4 temperate evergreen conifer forest/woodland 
5 temperate deciduous forest/woodland 
6 boreal evergreen forest/woodland 
7 boreal deciduous forest/woodland 
8 mixed forest/woodland 
9 savanna 
10 grassland/steppe (use this for grass in ag fields) 
11 dense shrubland 
12 open shrubland 
13 tundra 
14 desert 
15 polar desert/rock/ice 
16 C3 crop - soybean 
17 C4 crop - maize 
18 perennial grass crop - mixed prairie 
19 perennial grass crop - miscanthus 
20 perennial grass crop - switchgrass 
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Biomes in PALMS may consist of several species of plant functional types. For our agricultural 
study site, each of the vegetation types used (biomes #16, 17, 18, 19. 20) was comprised of a 
single plant functional type (plant functional types #13, 14, 15, 16, 17). Prairie (#15), miscanthus 
(#16), and switchgrass (#17) were added for this study.  
 
Table 9. Plant functional types in PALMS 
Index Description 
1 tropical broadleaf evergreen trees 
2 tropical broadleaf drought-deciduous trees 
3 warm-temperate broadleaf evergreen trees 
4 temperate conifer evergreen trees 
5 temperate broadleaf cold-deciduous trees 
6 boreal conifer evergreen trees 
7 boreal broadleaf cold-deciduous trees 
8 boreal conifer cold-deciduous trees 
9 evergreen shrubs 
10 deciduous shrubs 
11 warm (C4) grasses 
12 cool (C3) grasses 
13 soybean - C3 crop 
14 maize - C4 crop 
15 mix of native prairie plants dominated by big bluestem 
16 miscanthus (Miscanthus x giganteus) 
17 switchgrass (Panicum virgatum) 
 
3.3.1.1.4 Surface land mask (surta.nc) 
As there are no paved or building surfaces on the EBI field, and the entire field was simulated, 
every cell in the surface land mask was marked with a 1 and none with a -9999.!
3.3.1.1.5 Tile drain map (draintile.nc) 
Tile drains were added to the modeled field using draintile.nc. This file follows the same grid 
and layers as the other landscape input files. All cells in Layer 18 (depth range 1.20m to 1.40m) 
through which a tile drain passes were indicated with the average depth of the EBI tile drainage, 
1.22m. Slope, diameter, and material of drains are neglected in this simple tile drainage model. 
!! $+!
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Figure 9. Tile drain installation map for the EBI Energy Farm. The design is such that each 
quadrant is individually drained and the flow can be monitored at a shed located in the southwest 
corner of the whole field. Tile spacing is 20–25m. 
 
!"!"#". /+%-0+1,'%-%,
PALMS requires observed, forecasted, or synthetic hourly meteorological forcing data. The 
required input variables are total precipitation over each hour, and hourly average values of 
radiation (insolation, W/m2), air temperature (°C), relative humidity (%), and wind speed (m/s). 
Precipitation can be given as 15-minute sums instead, if available. Text files of the forcing data 
in tabular form were created from observation as well as from simulations using the Weather 
Generator model (Curtis and Eagleson 1982, Le 2011), explained below.  
 
Hourly measurements of these variables were available for the EBI weather station from July, 
2009, to December, 2010. In addition, Andy VanLoocke provided precipitation data collected 
from Willard Airport (40.04°N, 88.27°W) and all other data compiled from both Willard Airport 
and from the nearest Surface Radiation Network (SURFRAD) site (40.05°N, 88.37°W), for a 
ten-year period from 2002 through 2011. Figure 11 shows the mean monthly precipitation from 
this dataset. 
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Figure 10. Monthly precipitation (mm) recorded at EBI between 2002 and 2011 
 
Additional years of weather input were created using the Weather Generator (Curtis and 
Eagleson 1982) written in MATLAB (2009a, MathWorks, Natick, MA, U.S.) by Le (2011). 
Required parameters were derived from ten years (1997–2006) of observed meteorological data 
collected at the Bondville, IL, AmeriFlux site, using the approach of Ivanov et al. (2007). Based 
on monthly parameters, the Weather Generator finds cloud cover that is consistent with the 
precipitation, attenuation of shortwave radiation that depends on the cloud cover, air temperature 
as a function of incoming shortwave radiation, and wind speed. Le (2011) has extensively 
validated the Weather Generator model for Bondville, IL, and weather data synthesized in this 
way is thought to capture the seasonal weather patterns of the site well. 
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Figure 11. Monthly precipitation (mm) of WG scenarios. Hourly precipitation was simulated for 
23 consecutive years using the Weather Generator. The parameters used are based on Bondville 
rainfall data. 
 
!!!!!! !
Figure 12. Comparison of observed and simulated air temperature. On the left, daily mean 
temperature from EBI Records Over 10 Years (2002–2010, gaps filled with data from near-by 
weather station) is shown. The 10-year mean for each day is shown by the solid line. On the 
right, daily mean temperature from WG scenarios are shown. The 23-year mean value for each 
day of the year is plotted as the pink solid line. The inter-annual variability captured by the WG 
is less than that of the observed EBI data (2002–2010). This may be in part due to parameters 
being based on measurements at a different site, and may be improved by using a longer-term 
dataset for parameterization. 
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Table 10. Bondville Flux Tower precipitation data compared to available EBI data. Hourly 
measurements of accumulated rainfall over the period from 1997 to 2006 were used to 
parameterize Bondville precipitation for the Weather Generator. The average annual rainfall for 
these particular years were lower than the 30-year average of 1041.7mm reported in Keefer and 
Bauer, 2008. This caused the WG precipitation to be on average lower than the observed EBI 
precipitation from 2002 to 2011 (refer to Table 11). 
Year Bondville Annual Total 
Precipitation (mm) 
EBI Annual Total 
Precipitation (mm) 
EBI Average air 
temperature !!) EBI Annual solar radiation (MJ m-2) 
1997 705 - - - 
1998 930 - - - 
1999 813 - - - 
2000 586 - - - 
2001 619 - - - 
2002 701 1030 11.6 5348.1 
2003 816 990 10.7 5360.8 
2004 1061 1040 11.2 5341.1 
2005 907 930 11.6 5570.9 
2006 1291 967 11.9 5207.0 
2007 843 817 11.8 5409.8 
2008 - 1279 10.4 5252.8 
2009 - 1295 10.7 5117.0 
2010 - 931 11.4 5633.6 
2011 - 938 11.5 5159.5 
Mean 843 1021.7 11.3 5159.5 
 
!! $%!
Table 11. List of weather scenarios created using the Weather Generator. Annual cumulative 
precipitation, mean temperature, and annual insolation are shown. The annual temperatures from 
WG scenarios averaged 11.8°C. The ten-year mean of recorded temperatures is 11.3°C. 
Scenario 
Annual 
accumulated 
rainfall (mm) 
Average air 
temperature  
°C) 
Annual solar 
radiation 
(MJ m-2) 
WG1 606 11.9 4663.8 
WG2 678 11.8 4510.9 
WG3 848 11.8 4450.2 
WG4 928 11.7 4512.2 
WG5 905 12.0 4355.0 
WG6 826 11.8 4599.7 
WG7 1070 11.5 4455.9 
WG8 891 11.9 4458.4 
WG9 837 11.8 4479.0 
WG10 854 11.8 4638.5 
WG11 794 12.0 4310.8 
WG12 1056 11.5 4701.3 
WG13 721 12.1 4516.8 
WG14 741 11.5 4650.0 
WG15 889 12.2 4511.7 
WG16 861 11.6 4552.8 
WG17 746 11.5 4641.7 
WG18 666 11.8 4484.7 
WG19 755 11.7 4537.3 
WG20 923 11.8 4687.4 
WG21 931 11.9 4589.0 
WG22 786 11.6 4537.3 
WG23 855 12.1 4687.4 
Mean 833 11.8 4545 
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The setting.txt file specifies input file names, input and output file locations, simulation 
resolution, and the start and stop dates of the simulation. It also contains initial soil moisture and 
temperature, initial water table depth, and management events including tillage and fertilizer 
application information.  
 
The model was tested at 25m, 50m, and 5m resolutions for the EBI Energy Farm. Resolution is 
limited by the coarsest landscape data resolution. For runoff routing, the constant-slope boundary 
!! $&!
conditions are used. Simulation began on January first of each year with the following initial 
conditions.  
 
Table 12. Initial conditions in settings.txt 
Variable Description  Value 
soilorganic Soil surface layer organic matter, % 3.2 
initialsoiltemp Initial temperature of entire soil column, oC 14 
initialsoilmoisture Initial soil moisture, %  field capacity 
watertabledepth Depth to water table, m 1.22 (variable) 
nonerodiblelayer Depth of non-erodible layer, m 0.2 
 
 
Wherever possible, values given by the EBI site’s Deputy Operations Director were used to set 
the initial conditions. Soil temperature measurements from the end of years 2008–2011 were 
provided by Carl Bernacchi and were used to compare with model initializations of soil 
temperature at 23 depths. PALMS was also modified to allow each layer to be initialized to a 
different temperature although more testing is needed to confirm the benefits of this feature.  
 
Tillage, fertilization, and planting dates were also obtained from EBI records. There was no 
manure application in the recent years at EBI. For each tillage event, the date, type, angle, and 
residue category were specified. Tillage type and residue are used to determine Manning’s 
roughness coefficient as shown in the table below. The maize plot at EBI was tilled in October 
with a chisel plow (type 4) with rows at an angle of 70 degrees with true north, with medium 
(category 2) residue. It was again tilled in May before planting, with a field cultivator (type 6), at 
angle 110, with light (category 1) residue left behind. Residue increases Manning’s roughness 
and reduces erosion. 
 
Table 13. Tillage types used at the Energy Farm 
Tillage 
Type 
Manning’s 
Roughness 
residue=1 
Manning’s 
Roughness 
residue=2 
Manning’s 
Roughness 
residue=3 
Manning’s 
Roughness 
residue=4 
Random 
Roughness 
(mm) 
Anisotropic 
Roughness 
Coefficient 
4: chisel 
plow 0.07 0.18 0.30 0.40 25 10 
6: field 
cultivator 0.05 0.10 0.20 0.25 15 2 
!! $'!
For all crops, automatic planting and harvest date options were used rather than specifying the 
dates in the settings file. Both automatic planting and harvest are dependent on the accumulation 
of growing degree days. In order to have distinct harvest dates for the different C4 crops, the 
growing degree days threshold day needs to be modified. Note that the “harvest date” setting in 
the settings file is not working. 32,000 plants per acre was set as the planting density of maize, 
based on EBI data. This planting density was kept for the bioenergy crops even though 
miscanthus and switchgrass are normally planted as clusters of rhizomes, with 1 to 2 clusters per 
square-meter. This was done to not disadvantage either crop type by arbitrarily changing the 
planting density, as the model only plants at homogeneous spacing and because its finest 
resolution is 5m x 5m. 
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Runoff generation, routing, infiltration and drainage between layers, tile drainage, and 
evaporation as physically represented in PALMS are briefly described in this section. Finite 
difference approximations used in the hydrological and hydraulic routing are described in the 
appendix of the 2005 publication by Molling et al. Transpiration and uptake are described in a 
later section. 
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PALMS uses rainfall and infiltration rates at the end of every time step (15 minutes) to determine 
vertical surface water flux. Rainfall rate is determined from the hourly precipitation input with 
interception by vegetation considered. When the rainfall rate exceeds the infiltration rate, the 
excess water can puddle or pond. “Puddle water” refers to the water in detention storage, which 
cannot run off the grid cell. When puddle water fills the entire volume of detention storage, the 
excess water depth, or “ponded water,” is routed as runoff. Runoff progresses at a slower time 
step (order of seconds) compared to other processes so that modeled water can move at a 
physically realistic rate over the landscape. Runoff becomes runon on other cells and can 
reinfiltrate. When no runoff and runon (reinfiltration) are occurring, grid locations are 
hydrologically independent from each other (Molling et al. 2005).  
 
Infiltration at each grid location is vertically distributed in the soil column between the 26 soil 
!! $(!
layers, using a method that solves a linearized one-dimensional Richards equation (Molling et al. 
2005). Heat is similarly distributed over the vertical and is tied to the soil water content, as the 
heat energy solution includes phase changes for freezing and melting of soil water. Soil water 
can travel up or down vertically between the soil layers in the subsurface, due to gravity, 
capillary forces, and root water uptake.  
!
Figure 13. Main components of rainfall partitioning in PALMS. Water mass is conserved in the 
soil column. Upper boundary conditions include infiltration, evaporation, and condensation. 
Lower boundary condition is the drainage from the bottom layer. 
!"!"!". 9&74:-1%-46&,,
PALMS uses the Green and Ampt (1911) approach to model infiltration, based on Richard’s 
equation for vertical flow. The one-dimensional Richard’s equation is obtained by applying the 
concept of mass conservation and the Buckingham-Darcy flux law for vertical flow (Molling et 
al. 2005). 
 !"!" ! !!" ! ! !! !!!" ! !! 
 
! = volumetric soil water content (m3/m3) 
z = depth (m) 
K(!) = hydraulic conductivity (m/s) as a function of hydraulic head 
Sw = source/sink term (m3/m3) representing root uptake. 
 
The Green and Ampt approach is formulated on the following simplifying assumptions:  
1. homogeneous soil profile 
2. coherent and sharp wetting front 
!! $)!
3. constant capillary drive at the wetting front  
4. saturation is uniform behind the wetting front 
 
The finite difference form of the Green and Ampt equation, below, relates infiltration flux 
(downward flow in m/s) to the total head over a distance: 
 !! ! !! !!!!  
 
The instantaneous infiltration rate at the middle of each time step is found from the hydraulic 
conductivity K, the sum of infiltration (!! in m/s) for this precipitation event with time t(s), the 
size of the time step, the suction head at the wetting front (!! in cm, from Rawls et al. 1993), 
and the change in the volumetric soil water content (!! in m3/m3): 
 !!!!!!! ! !!!! ! ! !! ! ! ! !!! ! ! ! !! ! ! ! !!! ! ! ! ! ! ! !! !! ! !!!! !!  
      
(James W. P. and Kim 1990, Julien et al. 1995, Molling et al. 2005). 
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When the instantaneous infiltration rate at a time step is exceeded by the rate of rainfall reaching 
the ground, the runoff model is activated. Runoff patterns are simulated using the diffusive wave 
rather than the more common kinematic wave model. The rate and direction of runoff depends 
on the anisotropic surface roughness, slope of the water surface, and water depth. Deep water 
moves faster than shallower water due to the additional momentum term on the diffusive wave 
equation (Molling et al. 2005). 
 
Mass and momentum are conserved in the flow domain for one- and two-dimensional flow, as 
described by the St Venant equations. From this, the hydrodynamic equations for unsteady, non-
uniform overland flow are derived.  
 
Continuity (conservation of mass): 
First, by considering two dimensions of overland flow, mass conservation (continuity) can be 
expressed in terms of w (flow width at the water surface), h (mean depth of flow), u and v 
!! $*!
(depth-averaged velocity in the x- and y-directions), A (cross-sectional area normal to the flow), 
and I (lateral inflow rate per unit length).  
 ! !!!" ! ! !"!" ! ! !"!" ! ! 
 
Conservation of momentum: 
Assuming a vertically uniform horizontal velocity distribution, hydrostatic pressure distribution, 
small bedslope, and a velocity component of lateral inflow in the direction of flow equal to zero 
(Bras 1990, Moore and Foster 1990), the momentum equations are 
 !"!" ! ! !"!" ! ! !"!" ! ! !!!" ! ! !!" ! !!" ! !"!  
 !"!" ! ! !"!" ! ! !"!" ! ! !!!" ! ! !!" ! !!" ! !"!  
 
 
We can reduce the above three equations to describe one-dimensional flow by assuming that 
concentrated flow occurs in straight channels, and that sheet flow can be expressed in terms of 
discharge per unit width (Moore and Foster 1990). Where Q is the discharge (Q = uA) and Qn 
stands for normal discharge, 
 
One-dimensional continuity equation: 
 ! !!!" ! !"!" ! ! 
 
One-dimensional momentum equation: 
 ! ! !! !! !!! !!!" ! !! !"!" ! !! !"!" ! !"!!  
 
The momentum equation above is the complete dynamic wave equation. It is a first-order, first-
degree hyperbolic partial differential equation with no analytical solution (Moore and Foster 
1990) and has five terms: a bedslope term, a pressure force term, a convective acceleration term, 
a local acceleration term, and a lateral inflow momentum term. Since the bedslope (friction and 
gravity) and pressure force terms dominate under the conditions found in most natural settings, 
!! %+!
the other three terms (the inertia terms) can be eliminated. This simplification of the momentum 
equation is the diffusive wave approximation.  
3.3.3.3.1 Diffusive Wave Formulation in PALMS  
The diffusive wave model approach in PALMS is based on the formulation of Julien et al. (1995) 
(Molling et al. 2005). The mass balance equation is written using h (the depth of overland flow 
in m), pe (the effective precipitation, i.e. precipitation minus infiltration, in m/s), and ! ! ! (the 
divergence of flux in m/s), where ! is the vector flux (m2/s). !!!" ! !! ! ! ! ! 
Manning’s equation is used to relate the depth of flow to the discharge rate, considering a 
directionally dependent roughness that reduces the water flux (!). The depth of overland flow, as 
a function of time and expressed along the x direction, is  
!!!" ! !! ! ! ! !!! ! ! ! !! ! ! ! ! ! ! !  
where # is a constant (5/3), ! !! !  is Manning’s coefficient term along the x direction, S(x,y) is 
the soil surface height (m), and !  is a small number (0.1 in PALMS) which keeps the 
denominator positive to help avoid numerical instabilities (Molling et al. 2005). 
When ponded water depth exceeds 2cm, there will be inertial effects (water moves faster), and a 
diffusion term is added to previous equation (Molling et al. 2005). 
!!!" ! ! ! !! ! !! ! ! ! !!! ! ! ! !! ! ! ! ! ! ! ! !! 
where ! is the velocity (m/s) with u and v components (! = (u,v)), and !!!" ! ! ! ! ! ! !! ! ! ! ! !!! 
where g is the gravitational constant (m2/s).  
!! %"!
In addition to being a part of the diffusive wave formulation, surface roughness determines the 
detention storage capacity and thus is tied to infiltration and to initiation of runoff. In PALMS, 
surface conditions are dynamic as they change with precipitation, tillage, and time (Molling et al. 
2005). Tillage-induced roughness is a combination of oriented (directional) roughness and 
random roughness. PALMS uses measured values of ridge roughness for oriented roughness, and 
random roughness is taken from values published by Zobeck and Onstad (1987), Smith (1992), 
and Flanagan and Livingston (1995). According to the tillage practices specified in the settings 
file, the model assigns the roughness coefficients (see Model Inputs section for actual values 
used) at each grid location. Following tillage, precipitation will cause smoothing and crusting at 
the soil surface, reducing the infiltration capacity from the Green and Ampt value (Molling et al. 
2005). 
!"!"!"= >1%4&%8+,
At the bottom of the soil column, drainage is limited to a constant rate as long as the lowest soil 
layer is saturated. If the bottom layer dries to water content below saturation, then the drainage 
rate from the bottom of the soil column is calculated as a function of the water potential and 
water content in the 26th layer (Molling et al. 2005).  
!"!"!"? @16<&'5%-+1,:+3+:4&8,,
There is no lateral flux of water from one grid cell to its neighbors. The exception to this is the 
groundwater leveling routine, which is invoked if different runon and infiltration volumes for 
neighboring cells cause an uneven water table to form. In this case, at the end of the simulation 
day, water is shared from saturated grid cells to adjacent unsaturated grid cells. Once each cell 
has the same volumetric fraction of saturation at the groundwater table-level layer, the horizontal 
distribution of water is complete. There is no other lateral exchange of soil water due to soil 
hydraulic conductivity, groundwater surface slope, soil layer slopes, or temperature of soil water 
(Molling et al. 2005). 
!"!"!"A B4:+,'1%4&%8+,
PALMS 5.4.0 uses a simple representation of tile drains in the field, modeling tile flow as the 
removal of soil moisture in excess of field capacity in cells that are specified to contain any 
!! %#!
length of tile. The tile drain routine is called at every time step, after the half-hourly 
determination of runoff, infiltration, and vertical soil flux, and also after any adjustments to the 
groundwater level are made. If the water content in the soil at the tile-depth layer is greater than 
a threshold value (currently set as the field capacity), the excess water is removed from this layer. 
Tile flow routing is not a part of the model, and tile flow is only limited by available excess 
moisture.  
!"!"!"C D3%*61%-46&,
Evaporation can occur from the soil surface and from intercepted rain on the canopy. PALMS 
evaporation and condensation modeling are unchanged from IBIS, described in Foley et al. 
(1996). 
 
#"#"B K'*/7J:'.,1+3*-%1+
PALMS models the terrestrial biosphere using the Integrated BIosphere Simulator (IBIS) 
approach. In IBIS, atmospheric forcing drives the land surface module, which controls canopy 
temperature, photosynthesis, and respiration. The phenology module determines the vegetation 
structure and biomass (Foley et al. 1996), and the vegetation structure in turn affects the land 
surface characteristics. For the purpose of this project, the biophysical model in PALMS was 
upgraded to include the capability to simulate bioenergy crops. Mixed prairie was added as a 
natural biome, and miscanthus (Miscanthus x giganteus) and switchgrass (Panicum virgatum) 
were added as two bioenergy crops. This should prove useful in the future, as increasing 
attention is given to the investigation of these crops to potentially meet energy demand as 
bioenergy fuels (Le et al. 2011).  
 
IBIS utilizes the LSX land surface model of Pollard and Thompson (1995). It considers direct 
and diffuse radiation, and diffuse radiation can travel through the canopy and reach the soil 
layers. The vegetation is divided into upper and lower canopy layers, with trees in the upper 
canopy and grasses and crops in the lower canopy. Evapotranspiration consists of soil surface 
evaporation, interception evaporation from the canopy, and canopy transpiration. 
!! %$!
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Miscanthus and switchgrass growth were represented in the model similarly as maize, in three 
phases of plant development. A growing season begins with spring emergence and ends with the 
senescence and harvest of above-ground biomass. Phenology changes (transitions from one 
phase to the next) occur once enough growing-degree-days have been accumulated for the crop 
to move to the next phase. 
 
The first phase is the period between planting and leaf emergence. Planting date can be specified 
in the settings file. Otherwise, automatic planting takes place based on GDD accumulation and 
ten-day running average of daily mean air temperature. After planting occurs, GDDtsoi is summed 
based on the daily average soil temperature of the top layer and the crop-specific base 
temperature (Kucharik and Brye 2003): 
 
 !"!!"#$ ! !!"#!!"#$!!"#$%! ! !!"#$ 
 
When GDDtsoi > huileaf, the accumulated heat units are enough for plant emergence. For maize 
phenology, the second phase begins at plant emergence and ends with the completion of leaf 
silking, which corresponds to the beginning of grain fill. These dates are also determined by the 
accumulation of growing degree days based on daily average surface-layer soil temperature and 
the base temperature. Although miscanthus and switchgrass do not form grains in the same way 
maize does, they are modeled to have a similar second growth phase, when the leaf area 
development is most rapid. When plantdgg10 > gddsilk, the crop enters the third phase and 
enters a period of grain fill. LAI reaches a plateau at physiological maturity, senesces and is 
harvested. 
 
Differences in key phenological settings and parameters for modeled maize, miscanthus, and 
switchgrass are summarized below.  
  
!! %%!
Table 14. Phenological control parameters that determine growth and LAI in PALMS.  
* Miscanthus and switchgrass have rhizomes, or underground stems with nodes, which generally survive winters. 
 
The growth model for prairie is much simpler than the phenology of other crops. Natural prairie 
is a mix of over 28 native prairie species (Zeri et al. 2011). For simplicity, one dominating 
Illinois tall grass, the big bluestem (Andropogon gerardii), was chosen to represent the entire 
mix of the prairie species. Following the example of the existing grass phenology, the leaf area 
Parameter Description 
Maize  
(DEKALB DKC62-
63, GENVT3P) 
Miscanthus  
(Miscanthus x giganteus) 
Switchgrass  
(Panicum virgatum) 
mintemp minimum temperature 
required for crop planting and 
vegetative growth 
8°C 6.1°C 6.1°C 
fertnitro amount of fertilizer added 
when crop is planted 
0.0179 kg-N m-2 y-1 
(160 lb/acre) 
0.03 kg-N m-2 y-1  
(Pyter et al. 2006) 
0.03 kg-N m-2 y-1 
(Donohue et al. 1997) 
gddmaturity accumulated growing degree 
days (10°C base) needed for 
plant to reach vegetative and 
physiological maturity 
2800  
(DEKALB) 
3000  
(Emily Heaton/Frank 
Dohleman unpublished 
results; VanLoocke et al 
2010) 
2850  
(Emily Heaton/Frank 
Dohleman unpublished 
results; VanLoocke et al 
2010) 
gddsilk GDD to mid-pollination 1335  
(DEKALB) 
1455 
(adjust to control harvest) 
1455 
(adjust to control 
harvest) 
huileaf 
 
heat units threshold for leaf 
emergence after planting 
2% of gddsilk 
(Hayhoe and Dwyer 
1990, Stewart et al. 
1998) 
5 5 
Tbase  base temperature used for 
GDD accumulation 
8°C  
(Kucharik 2003) 
8°C 8°C 
huigrain heat units needed to reach 
vegetative maturity 
gddsilk + 100 gddsilk + 100 gddsilk + 100 
laicons constant used in LAI 
senescence equation 
3.0  
 
6.0 5.0 
LAImax maximum LAI allowed 6.0 10.5  
(Heaton et al. 2008) 
6.5  
(Heaton et al., 2008) 
tthreshold temperature threshold for 
additional leaf drop (K) 
273.16 273.16 273.16 
ddays number of drought days 
before additional leaf drop 
occurs 
7.0 10.0 10.0 
cbior initial root biomass (kg-C/m2) 0.0 0.233 
(Dohleman et al. 2012) 
0.535 
(Dohleman et al. 2012)  
cbiorhizome initial rhizome* biomass (kg-
C/m2) 
N/A 1.95   
(Dohleman et al. 2012) 
0.653  
(Dohleman et al. 2012) 
stemxsec stem cross section diameter 
(m) 
0.025 0.016 
(Heaton et al. 2008) 
0.016 
(based on MX value) 
!! %&!
index for the season was prescribed as a function of the day of year, DOY, based on the data and 
equation (R2 = 0.84) published by Mitchell et al. (1998). 
 !"# ! !!"!!"! !!!" ! !"# ! !!!!"# ! !"#! 
 
This empirical approach ignores the dependence of leaf emergence and expansion on 
temperature, although the site-specific effect of soil quality and of climate may be incorporated 
by scaling this equation. The phenology of the prairie may be better modeled in the future by 
allowing a mix of species to exist within one grid cell. 
!"!"=". J::6)%-46&,
Throughout the growing season, plants adjust the allocation of photosynthate to different parts of 
the plant structure. For maize, these include the leaf, stem, root, and reproductive organs (pod, 
grain); for miscanthus and switchgrass, rhizomes were included as additional carbon storage sites. 
At the beginning of the growing season, crops are assumed to invest carbon in building roots. 
The fraction of carbon allocated to roots decreases throughout the season, as plants shift the 
allocation to reproductive organs. 
 
Table 15. Allocation fractions used in the phenology routine 
Fraction Description Maize Miscanthus Switchgrass 
arooti initial (root emergence) NPP allocation to fine roots 0.40  0.10  
(Vanloocke et al. 
2010) 
0.15  
(VanLoocke et al. 
2012) 
arootf  final allocation to crop fine roots (from time of crop maturity 
to harvest) 
0.10 0.10  
(VanLoocke et al. 
2010) 
0.05  
(VanLoocke et al. 
2012) 
aleaff final allocation to leaves (after beginning of the reproductive 
stage) 
0.00 0.10  
(VanLoocke et al. 
2010) 
0.425  
(VanLoocke et al. 
2012) 
astemf final allocation to stem biomass (after beginning of the 
reproductive stage) 
0.00 0.80  
(VanLoocke et al. 
2010) 
0.5  
(VanLoocke et al. 
2012) 
allconsl 
 
allconss 
constants to control the rate of leaf and stem allocation 
decline after shift to grain 
4.0 
 
2.0 
5.0  
 
5.0  
5.0 
 
5.0 
!! %'!
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Photosynthesis for maize, miscanthus, switchgrass, and prairie are calculated throughout the 
growing season based on Collatz et al. (1992).  The C4 photosynthesis module for maize was 
modified to represent miscanthus and switchgrass.  
 
Crop physiology variables used to model photosynthesis include the maximum rate of Rubisco 
activity, absorbed light, leaf temperature, and leaf carbon dioxide concentration. The resulting 
photosynthesis rate, carbon dioxide concentration and water vapor concentration affect the 
stomatal conductance of the leaf (Leuning 1995). 
 
The net photosynthetic rate An is the gross photosynthesis minus the respiration (mol-CO2m-2s-1): 
 
Anet = Agross – Rleaf 
 
Agross is the minimum of light-limited rate, the Rubisco-limited rate, and the CO2-limited rate of 
photosynthesis (Collatz et al. 1992). The light limited rate is the product of the intrinsic quantum 
efficiency for CO2 uptake (!!) and the flux of photosynthetically active radiation (PAR). The 
CO2-limited rate is a linear function of the leaf intercellular concentration of CO2. The Rubisco-
limited rate is temperature-dependent, determined as an exponential function of leaf temperature 
using Vmax, the reference value for substrate-saturated (maximum carboxylation) Rubisco 
capacity, at a reference temperature Tref. For example, the maize photosynthesis model uses a 
Vmax of 24 !mol m-2 s-1 at 15°C. The authors of PALMS previously used a reference Vmax of 70 !mol m-2 s-1 applying at a reference temperature of -15°C to increase the temperature sensitivity 
of Rubisco activity. However, since the two equations resulted in less than 2% difference in 
modeled photosynthesis (tested within typical Illinois temperature ranges), the reference 
temperature was changed to 15°C in favor of the physically realistic values.!  
!! %(!
Table 16. Parameters for canopy physiology (photosynthesis, respiration, transpiration) 
Parameter Maize Miscanthus Switchgrass Prairie 
Vmax Reference value for maximum rate 
of Rubisco activity at 15°C  (mol-
CO2 m-2 s-1) 
35.0e-06 
(VanLoocke et al. 
2012) 
20.0e-06 
(VanLoocke et al. 
2010) 
12.5e-06  
(Dohleman et 
al. 2009) 
15.0e-06  
(C4 grass 
default) !! intrinsic quantum efficiency of CO2 
uptake for C4 crops (mol mol-1) 
0.050 0.050 0.050 0.050 
!!" CO2/O2 specificity ratio at 15°C 4500 4500 4500 4500 !!"# CO2 kinetic parameter (mol mol-1) 
at 15°C 
1.5e-04 
(Foley et al. 1996, 
for C3 crop) 
1.5e-04 1.5e-04 1.5e-04 
!!"# O2 kinetic parameter (mol mol-1) at 
15°C 
2.5e-01  
(Foley et al. 1996, 
for C3 crop) 
2.5e-01 2.5e-01 2.5e-01 
! leaf respiration coefficient 0.0100  
(Amthor 1984) 
0.0100  
(take maize 
value) 
0.0100  
(take maize 
value) 
0.0300 
(C4 grasses 
value) 
m ‘m’ coefficient for stomatal 
conductance relationship 
4.0  
(Collatz et al. 
1992) 
4.0  
(take maize 
value) 
4.0  
(take maize 
value) 
4.0 
(C4 grasses 
value) 
b ‘b’ coefficient (minimum stomatal 
conductance when net 
photosynthesis = 0) 
0.040  
(Cupid model 
Norman, 1983) 
0.040 
(take maize 
value) 
0.040 
(take maize 
value) 
0.040  
(C4 grasses 
value) ! photosynthesis coupling coefficient 
for C4 crops (dimensionless) 
0.970  
(Collatz et al. 
1992) 
0.970  
(Collatz et al. 
1992) 
0.970  
(Collatz et al. 
1992) 
0.970 
(Collatz et al. 
1992) ! photosynthesis coupling coefficient 
for C4 crops (dimensionless) 
0.800 
(Collatz et al. 
1992) 
0.800 
(Collatz et al. 
1992) 
0.800 
(Collatz et al. 
1992) 
0.800 
(Collatz et al. 
1992) 
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PALMS 5.4.0 offered two generalized root fraction profiles: one for upper canopy vegetation (i.e. 
trees), and one for lower canopy vegetation (shrubs, grasses, crops). Because the vertical 
distribution of root fraction – and total root mass and volume to some extent – will impact soil 
water uptake and evapotranspiration, as well as the nitrogen model, I added separate root fraction 
profiles for miscanthus, switchgrass, and prairie. Root biomass distribution profiles for 
miscanthus and switchgrass were assigned according to Monti and Zatta (2009), who fit their 
data to the asymptotic # model of Gale and Grigal (1987). Prairie root profile was estimated from 
native grasses data study of Weaver and Darland (1949), then defined layer-by-layer rather than 
by the asymptotic model. 
 
!! %)!
!
Figure 14. Root profiles of maize (red), prairie (orange), miscanthus (green dotted), and 
switchgrass (blue dashed). Root mass of prairie and miscanthus are more concentrated near the 
surface compared to maize. Switchgrass root mass is more uniformly distributed and are deeper 
reaching.  ! = 0.931 for miscanthus and ! = 0.984 for switchgrass (Monti and Zatta 2009). 
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The importance of hydrologic control on soil nitrogen cycle is well recognized. To study the 
effect of water content and leaching connectivity on soil nitrogen cycling, a nitrogen model was 
developed to supplement PALMS, which lacks a full nitrogen dynamics model unlike the IBIS-2 
an the updated Agro-IBIS model (Kucharik and Brye 2003; C. Molling 2011, personal 
communication). The work summarized in this section was done in collaboration with Dongkook 
Woo. The model scheme is based on Porporato et al. (2003) and Manzoni et al. (2007), and it has 
previously been implemented by Quijano et al. (2012) and Quijano et al. (unpublished 
manuscript) for the Blodgett experimental forest in California (38.8953°N, 120.6328°W). Woo 
adapted this model to run with the vegetation and soils of the EBI site, driven by daily soil 
moisture and temperature output from PALMS.  
 
Soil moisture values are obtained from PALMS to run the nitrogen model. The following 
PALMS output variables need to be passed to the nitrogen model as input: 
• Soil water matric potential [m] 
!! %*!
• Soil ice content [m3/m3] 
• Soil moisture content [m3/m3] 
• Soil temperature [!] 
• Water fluxes between layers [mm/day] 
• Plant water uptake [mm/day] 
• Leaf Area Index [m2/m2] 
 
Because of the lack of soil water exchange between soil columns (except at the groundwater 
table) in PALMS, the N model operates at a point-scale with no lateral flux. Therefore, it was 
coded to run outside PALMS rather than be integrated into PALMS. The time step of the 
nitrogen model is daily. 
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Soil nitrogen dynamics in vegetated systems are closely tied to the soil carbon cycle. 
Fluctuations of soil moisture and of carbon-to-nitrogen ratio (C/N) in the soil organic matter 
(SOM) play an important role in determining process rates in both nutrient cycles (Porporato et 
al. 2003). When plants photosynthesize by taking carbon in from the atmosphere, carbon that is 
not used as energy and relinquished as respiration is assimilated. As plants lose their leaves the 
litter becomes a part of SOM, a layered mixture of plant residues and microorganisms biomass. 
Microbes (bacterial colonies) in the soil decompose the SOM (mineralization). The rates of 
decomposition, mineralization, and immobilization depend on the soil moisture, the amount of 
litter being added to SOM, the quality (C/N ratio) of the litter, and temperature (Brady and Weil 
1996, Paul 2001). SOM decomposition (mineralization) and subsequent nitrification produce 
ammonium (NH+4) and nitrate (NO3-), two forms of mineral nitrogen that are available for plant 
uptake. Uptake can occur either passively during transpiration or actively, if necessary, via 
induced diffusive flux. In the model, however, maize and natural prairie only use a passive 
uptake equation for simplicity, while miscanthus and switchgrass use only active uptake due to 
lower fertilization and nitrogen in the soil (Woo 2012 personal communication). The main pools 
and fluxes of the soil nitrogen cycle are summarized in Figure 16. 
 
 
!! &+!
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Figure 15. A sketch of the soil nitrogen cycle summarized from Porporato et al. 2003. 
 
For a soil carbon-nitrogen model that focuses on daily-to-seasonal time scale dynamics, the 
following external fluxes can be neglected for simplicity: ammonium adsorption and desorption, 
absorption, volatilization, deposition, biological fixation, and denitrification (Porporato et al. 
2003). The four key external fluxes that remain are litter input (C, N), soil respiration (C), 
leaching (N), and plant uptake (N). The internal cycles of soil carbon and nitrogen involve a litter 
(plant residues) pool and a microbial biomass pool, which together represent SOM, and the 
mineral nitrogen pools of ammonium and nitrate. Porporato et al. (2003) used a third SOM pool 
for humus but we follow the single-compartment carbon substrate pool approach of Manzoni and 
Porporato (2007), in order to make the model as simple as possible. The model schematics are 
described below.  
!! &"!
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Figure 16. Main components of the soil carbon cycle and the soil nitrogen cycle. Courtesy: Woo 
(modified from Porporato et al. 2003). ADD: rate at which plant residue carbon is added to soil. 
BD: rate at which carbon returns to the litter pool due to the death of microbial biomass. DECl: 
carbon output due to decomposition of litter by microbes. rr: fraction of decomposed organic 
carbon going into respiration (0.6–0.8)  
 !
 
!
Figure 17. Main components of the soil carbon cycle and the soil nitrogen cycle. Courtesy: Woo 
(modified from Porporato et al. 2003). UP+: rate of uptake of NH4+ by plants. UP- : rate of 
uptake of NO3- by plants. NIT: rate of nitrification. MIN: rate of mineralization. IMM: rate of 
immobilization of NH4+. IMM-: rate of immobilization of NO3- 
 
Soil moisture controls on mineralization and immobilization fluxes, leaching losses, and plant 
nitrogen uptake are modeled using a system of coupled differential equations. In these equations, 
which are based on Porporato et al. (2003), the balance terms represent fluxes of carbon or 
nitrogen in mass per unit volume per unit time. 
 
The litter pool carbon balance is expressed as !!!!" ! !"" ! !" ! !"#! 
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where !"#! ! !!!!!!!!!!!!!!! !! 
Cb is the carbon concentration in the biomass pool, and Cl is the carbon concentration in the litter 
pool. The coefficient ! is used to reduce the rate of decomposition, when the litter is nitrogen-
poor and immobilization cannot supply the deficient nitrogen. The factors fd(s) and fd(t) have 
been added to describe the dependence of decomposition rate on soil moisture and temperature, 
respectively. Both range from 0 to 1. The dependence on soil moisture is modeled as in the 
CENTURY model (Paul 2001): !! ! ! !!! ! ! !"#!!!! ! !"#! !"# ! ! !! ! !!!!!" ! !!! 
where  
RWC = relative water content 
LL = lower limit of observed soil water content 
UL = upper limit of observed soil water content 
 
This equation allows the decomposition rate to increase with added soil moisture until nearing 
the asymptote at fd(s) = 1. It does not model the subsequent decline in the decomposition rate, 
which may occur at high water content levels due to inadequate aeration for the microbes to 
perform oxidation. The dependence of decomposition on soil temperature is modeled with an 
exponential function that assumes a constant microbial sensitivity to temperature (Kirschbaum 
1995, Paul 2001): !! ! ! !"#! !!!"!! ! !"!! ! !"!!"  
 
The same equation for the temperature dependence factor is used in CenW and G’day models. 
Finally, kl in the DECl equation is a constant for the average rate of decomposition for the litter 
pool. kl and kb, the biomass decomposition rate constant, are found simultaneously by setting the 
litter and biomass carbon balance equations to zero and solving the system of equations. 
 
The balance equation for nitrogen in the litter pool is as follows, using the carbon-to-nitrogen 
ratio: 
!! &$!
!!!!" ! !""!!!!!!"" ! !"!!!!!! ! !"#!!!!!!! 
 
Input to the litter nitrogen pool come from plant residues and dead biomass, and the only output 
considered is the nitrogen in decomposing litter. 
 
The carbon balance equation for the microbial biomass pool is !!!!" ! !! !! !"#! ! !" 
Microbes add to their carbon mass by decomposition of leaf matter, use a fraction rr of it for 
respiration, and by biomass death returns carbon to the litter pool. A value between 0.6 and 0.8 is 
common for rr (Brady and Weil 1996, Porporato et al. 2003); 0.7 was chosen. 
 
The nitrogen balance equation for the microbial biomass pool is !!!!" ! !"#!!!!!!! ! !"!!!!!! ! ! 
where ! represents the output of nitrogen due to net mineralization or immobilization: ! ! !"# ! !"" 
IMM is the total rate of immobilization – the sum of IMM+, the rate of immobilization of NH4+, 
and IMM-, the rate of immobilization of NO3-. Since only the net mineralization and 
immobilization flux is important in the model, we assume that ! indicates the occurrence of 
either mineralization or immobilization at any time step but not both (mutually exclusive 
processes; Porporato et al. 2003). When ! ! !, we assume net mineralization takes place due to 
a surplus of nitrogen (! ! !). When ! ! ! , we assume net immobilization takes place, 
restricting the litter decomposition rate (! ! !) and reducing mineralization to zero. 
 
 
!!!"! ! ! ! "# ! !!!!"" ! !!!!!!!!"! ! ! ! "# ! !!!!!!!!"" ! !!  
  
Using the carbon and nitrogen balance equations for the microbial biomass pool and applying the 
condition of constant biomass pool C/N ratio, ! can be written as 
!! &%!
! ! !"#! !! ! ! ! !! !!! ! ! !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!! !!!!!!!!!!!!!!!!!! !!!!!!! ! !! !!!!!!!!  
  
The rate of immobilization is limited by insufficient mineral nitrogen, soil moisture and 
temperature, and biomass concentration (Porporato et al. 2003), and thus has an upper bound: 
IMMmax.  !""!"# ! !!!!!! ! !!!!!!!!!!!!!!!!!! 
  
When the immobilization in unrestricted (IMM < IMMmax), bacteria can decompose organic 
matter at the potential rate, and ! ! !. In other cases, when the demand for mineral nitrogen 
immobilization is not met and the actual immobilization is at the upper bound (IMM = IMMmax), 
decomposition rate is reduced by lowering the coefficient ! to below 1:  
 ! ! ! !!!!! ! !!!!!!!!! !! ! ! ! !! !!!! !!!  
  
Decomposition, mineralization, and immobilization are mainly regulated by ! and !. Mineral 
nitrogen in soil can also be lost from a soil layer by uptake and, once below the root zone, 
percolate out of the layer as leachate.  
 
Nitrogen uptake can be passive, occurring by diffusion and advection, or it can be active, where 
plants expend energy to induce diffusive flux in order to meet its nitrogen demand (Hopmans 
and Bristow 2002). The partitioning between active and passive uptake is not yet well 
understood (Porporato et al. 2003), so we simplify the model to use only active or only passive 
uptake, depending on the crop type. For maize and natural prairie, uptake is modeled as a passive 
process tied to the transpiration rate, T(s).  
 !"!! ! !! ! !!"!! !! 
  
The denominator snZr is the volume of water per unit area, where Zr is the soil depth, n is the 
porosity, and s is the relative soil moisture content. The coefficient ! represents the fraction of 
dissolved mineral nitrogen and is different for ammonium and for nitrate (Porporato et al. 2003). 
!! &&!
For ammonium, which adheres to soil because of its positive charge, !! ! !!!", reducing the 
amount of leached ammonium. For nitrate, which has a negative charge, we use !! ! !.00.! 
 
Uptake is modeled as a solely active process for miscanthus and switchgrass, due to the lower 
soil nitrogen concentration (less fertilizer applied). Using the Michaelis-Menten uptake kinetics 
equation (Castellazzi et al. 2004, Sands and Smethurst 1995), 
 !"!! ! !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!"! ! ! !!!!! !! ! !!!!! ! !! ! !!! !!!!!!!"!! ! !!!! 
  
where Ux (mgN g-1day-1) is the saturated rate of uptake, km (µM) is a rate constant, Ns (µM) is the 
external nitrogen concentration, and Ns0 (µM) is the minimum external concentration above 
which there is net uptake. In the future, the uptake model can be improved by combining passive 
and active mechanisms. 
 
Leaching is modeled to be proportional to leakage, or percolation, L(s) (Porporato et al. 2003). !"! ! !! !!!!!"!! !! 
Finally, nitrification is described by a first order kinetics equation, similarly as decomposition: !"# ! !! ! !! ! !!!!!! 
where !! is the rate of nitrification in m3/day/g-C (Porporato et al. 2003). 
 
Considering all the modeled fluxes between the major pools, the balance equations for soil 
ammonium and for soil nitrate are, respectively, !!!!" ! !"# ! !""! ! !"# ! !"! ! !"!!!!!!!!!!!!"# !!!!" ! !"# ! !""! ! !"! ! !"! 
where MIN, IMM, NIT, LE, and UP are rates of mineralization, immobilization, nitrification, 
leaching, and uptake.  
 
!! &'!
!"!"?". L4-168+&,F6'+:,(+-<*,H%(+',6&,KJ$ME,
Since PALMS treats soil columns independently in the subsurface (no lateral exchange of water 
between adjacent cells, except for at the water table level), the nitrogen model was kept as a 
point-column model. For simplicity, the model assumes fixed vegetation characteristics, in the 
form of set parameters and LAI taken directly from PALMS results. Carbon input to the litter 
pool is calculated using the biomass drop equation of Quijano et al. (unpublished manuscript). 
For maize, soybean, miscanthus, and switchgrass, a percentage of above ground residue 
following harvest is also added. 
 
Table 17. Summary of the nitrogen model settings and parameters 
 Maize Soybean Prairie Miscanthus Switchgrass 
C/N ratio 70  
(within PALMS 
default range) 
12 
(within PALMS 
default range) 
71*  
(Norris et al. 
2001) 
Increase throughout 
growing season 
according to 
(Dohleman et al. 
2004) 
Increase throughout 
growing season 
according to 
(Dohleman et al. 
2004) 
Root fraction ! ! !!!"# 
(PALMS default 
for lower canopy 
layer) 
! ! !!!"# 
(PALMS default 
for lower canopy 
layer) 
Fit to data 
points* 
(Weaver et al. 
1949) 
! ! !!!"# 
(Monti and Zatta 
2009) 
! ! !!!"# 
(Monti and Zatta 
2009) 
Fertilizer 168 kg/ha on 6 
May 2008; 201.6 
kg/ha on 12 May 
2009  
Zeri et al. 2011 
N/A N/A Fertilization has no 
significant effect on 
yield  
(Pyter et al. 2006) 
5.6 Ng/m2 applied on 
April 14, DOY 104 
for maintenance 
(EBI) 
Specific Leaf 
Area 
0.0162 m2/g  
(Rule 2007) 
0.02395 m2/g  
(Rugg et al. 1979) 
0.00959 m2/g *  
(Retta et al. 
1995) 
0.0226 m2/g  
(Nabity et al. 2011)  
 
0.0166m2/g  
(Nabity et al. 2011)  
Carbon 
content in dry 
weight 
43.6%  
(Latshaw et al. 
1924) 
42.06%  
(Omni Tech Int’l. 
2010) 
45.84% * 
(Alexander et 
al. 2008) 
47.38%  
(Nabity et al. 2011)  
 
43.40%  
(Nabity et al. 2011)  
 
SLAC 0.037156m2/gC 0.05694m2/gC 0.02092m2/gC 0.03191m2/gC 
 
0.06951m2/gC 
 
Above ground 
biomass 
before harvest 
964g/m2 
(Pordesimo et al. 
2004) 
 
700g/m2  
(Ziska 2010) 
N/A 4000g/m2  
(Dohleman et al. 
2012) 
1000g/m2  
(Dohleman et al. 
2012) 
Above ground 
residue after 
harvest 
421gC/m2 294gC/m2 N/A 1474gC/m2 391gC/m2 
Litterfall 
added  
Biomass drop 
equation (Quijano 
et al. unpublished 
manuscript) plus 
10% (42gC/m2) of 
residue maintained 
after harvest  
Biomass drop 
equation (Quijano 
et al. unpublished 
manuscript) plus 
10% (29gC/m2) of 
residue maintained 
after harvest 
Biomass drop 
equation  
(Quijano et al. 
unpublished 
manuscript) 
 
Biomass drop 
equation (Quijano et 
al. unpublished 
manuscript) plus 5% 
(74gC/m2) of 
residue maintained 
after harvest 
Biomass drop 
equation (Quijano et 
al. unpublished 
manuscript) plus 5% 
(20gC/m2) of residue 
maintained after 
harvest 
* Big bluestem value was used as an estimate 
!! &(!
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Steady state values were used as the initial soil carbon and nitrogen concentrations for the EBI 
field. These included the carbon concentration in the litter pool [gC/m3], carbon concentration in 
the biomass pool [gC/m3], nitrogen concentration in the litter pool [gN/m3], soil ammonium 
concentration [gN/m3], and soil nitrate concentration [gN/m3]. Preliminary values were found 
from literature, and these values were used to reach steady state (initial conditions) by multiple 
iterations of the nitrogen model.  
 
Preliminary values of organic carbon concentration in the soil were assumed based on values 
found in literature. Exponential equations were fit to the data. For the microbial biomass carbon, 
preliminary vertical profiles were found for different vegetation types using the following 
equation of Castellazi et al. (2004):  !! ! !!!!"# !!!!                   
In the above equation, rb is an empirical constant, 4.6m. It is the mean value for 12 soil types, 
with a standard deviation of ±0.78/m. d is the depth in meters. Using the Cb0, the carbon 
concentration in the biomass in the surface layer, microbial carbon concentration at other depths 
are determined. Woo used the following measured values of microbial biomass carbon 
concentration near the surface (0cm to 15cm depth): 280gC/m3 for maize (Wright et al. 2005), 
82.5gC/m3 for big bluestem (Groffman et al. 1996), 153gC/m3 for miscanthus (Ernst et al. 2009), 
and 130gC/m3 for switchgrass (Ma et al. 2000). 
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PALMS currently lacks a visualization tool to display the numerical results. In order to assist in 
the reading, storing, and plotting of the simulation results, the following scripts were written. 
These files can be used later to create a model results viewer for the VEO.  
 
  
!! &)!
Table 18. Description of files written to assist in PALMS output processing and viewing 
File Use 
readPALMSdaily.m Open and read variables in NetCDF files and writes them to MATLAB files, storing each layer 
separately. 
plot_vs_time.m Plot time series of variables. Field-average values, subplot-average values, or single-point average 
values over time can be plotted.  
plotLAI.m Plot the LAI for the four subfields at EBI. 
plot_biomass.m Plot the biomass accumulation for selected plant functional types. 
palmsplot3D.m Visualize layered 3D data using the slice plot function. Includes a function to interpolate the data 
to create equal-depths layers. 
palmsplot2D_imagesc.m Display color maps of any single-layer file.  
plot_binary.m Convert variable to 0’s and 1’s over a chosen threshold then plot 2D images. 
surface_plot_PALMS.m Display color maps of any single-layer file, draped over the topography of the EBI field. 
 
All daily output files are read in using readPALMSdaily.m. The input section in this script asks 
for the location and name of the NetCDF file to be read in. After choosing a period of days equal 
to or shorter than a year, the variable to be read in is specified. Each daily output file contains 
over a hundred variables, of which most are time series data. Some variables have x and y 
dimensions at each depth, while others are surface or vertically-averaged values. Some variables 
are stored by plant functional type as well as by grid cell location. Users have the option of 
reading in and saving one variable, or processing an entire list of variables at once. 
readPALMSdaily.m uses the correct dimensions for each variable to open the NetCDF file, 
extract the variable values, and save them as a .mat file in a specified folder.  
 
The file that is used for plotting and visualization depends on the dimensions of the data (Table 
19) and the type of analysis desired. The script plot_vs_time.m is used to look at one specific 
grid cell over time, or to plot the field-average or subplot-average value over time.  If the data is 
2-dimensional in space, palmsplot2D.m is used to display variables at each time step as a color 
image. With 3-dimensional variables, such as soil moisture, there are two options: each layer can 
be plotted separately, or the layered data can be viewed together as volumetric slices, using 
palmsplot3D.m.   
!! &*!
Table 19. Partial list of daily.nc variables output by PALMS 
Variable name description units x y layer pft time 
h2odeficit soil water deficit from field capacity in the top 1m mm ! !   ! 
temp_soil_top average soil temperature in top 4 layers °C ! !   ! 
vwc_soil_top average water filled pore space in top 4 soil layers m3/m3 ! !   ! 
ice_soil_top average ice filled pore space in top 4 layers m3/m3 ! !   ! 
atm_gdd8 8°C base growing degree days in atmosphere* °C ! !   ! 
atm_gdd10 10°C base growing degree days in atmosphere* °C ! !   ! 
evapotransp average evapotranspiration mm/day ! !   ! 
c4_photo average C4 crop canopy photosynthetic rate $mol/m2/s ! !   ! 
raing daily rainfall reaching ground mm/day ! !   ! 
raingenergy accumulated rainfall energy intensity mm2/min ! !   ! 
pond average daily ponded depth mm ! !   ! 
runoff daily total gross runoff m3/day ! !   ! 
netrunoff daily total net runoff (runoff-runon) m3/day ! !   ! 
runoff_N daily total runoff off N edge m3/day ! !   ! 
runoff_S daily total runoff off S edge m3/day ! !   ! 
runoff_E daily total runoff off E edge m3/day ! !   ! 
runoff_W daily total runoff off W edge m3/day ! !   ! 
outflow daily total outflow m3/day ! !   ! 
erosion daily net erosion, all classes kg/day ! !   ! 
sed_load daily average sediment concentration in runoff kg/m3 ! !   ! 
snow_fall daily snow fall, liquid water equivalent mm/day ! !   ! 
snow_depth average snow depth mm ! !   ! 
snow_cover average snow fractional coverage fraction ! !   ! 
snow_h2o average snow depth, liquid water equivalent mm ! !   ! 
mannings Mannings N at end of day -- ! !   ! 
detention detention storage maximum on surface mm ! !   ! 
canopy_h_lower height of lower canopy m ! !   ! 
tiledrain daily drainage by drain tile m3/day ! !   ! 
infiltration daily infiltration mm ! !   ! 
total_raing year-to-date rainfall reaching ground mm ! !   ! 
infilrat_day daily total_infiltration/total_raing) mm/mm ! !   ! 
infiltrationratio year-to-date (total_infiltration/total_raing) mm/mm ! !   ! 
h2o_stress moisture stress factor, 1=no stress -- ! !   ! 
temp_soil soil temperature by layer °C ! ! !  ! 
vwc_soil volumetric water content of soil by layer m3/m3 ! ! !  ! 
totlail_print total lower-canopy LAI m2/m2 ! !   ! 
totdrain cumulative total drainage by layer mm ! ! !  ! 
ice_soil volumetric soil ice by layer m3/m3 ! ! !  ! 
drainl drainage out each layer of soil mm/day ! ! !  ! 
lai_pft LAI for each pft m2/m2 ! !  ! ! 
leaf_carbon carbon in leaves kg/m2 ! ! ! ! ! 
stem_carbon carbon in stems kg/m2 ! ! ! ! ! 
grain_carbon carbon in grain/fruit kg/m2 ! ! ! ! ! 
root_carbon carbon in roots kg/m2 ! ! ! ! ! 
rhizome_carbon carbon in rhizomes kg/m2 ! ! ! ! ! 
 !
!! '+!
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PALMS simulation results were validated for the EBI Energy Farm in Urbana, Illinois. In the 
following sections we evaluate the water balance and crop module performance and briefly look 
at erosion results, the tile flow, and nitrogen model results. Analysis focuses on the evaluation of 
the model’s performance and the ability to capture the different processes controlling the soil 
water flux at the Energy Farm.  
B"; O,)%2+>,1,(.%+,(-+:*'1+4,)%2+:)*2,?%+
The annual water balance considers precipitation, evapotranspiration (sum of ecosystem 
evaporation and transpiration from crops), surface runoff from the four edges of the field 
(outflow), the total drainage of water out the bottom layer of soil, and the removal of soil water 
via tile drains.  !! ! !!"#$%% ! !" ! !!!"#$"%& ! !!"#$%#&' ! !! 
where P, Qrunoff, ET, Qtileflow, Qdrainage, and "S represent total annual precipitation, surface runoff 
(outflow), evapotranspiration, tile drainage, bottom layer drainage, and change in soil water 
storage in mm. Condensation is neglected.  
!
Figure 18. Annual water balance comparison for 2009, 2010, and 2011, modeled using observed 
weather at the Energy Farm. Annual precipitation for each year was 1295mm, 931mm, and 
938mm, respectively. 
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Evapotranspiration (ET), which includes soil evaporation, canopy evaporation, and transpiration, 
is the largest component of the water balance each year (Figure 18). Runoff was the smallest 
component and represented between 1–5% of the total annual precipitation. Tile flow occurred in 
all simulations and was higher in years that experienced more spring precipitation (refer back to 
Figures 10 and 11). All simulations started with the same initial soil moisture, and the annual 
change in soil water storage varied from 350mm to -350mm, approximately. For example, 
although the years 2010 and 2011 had similar annual precipitation, 2010 ended with a decrease 
in soil water that was over five times that of 2011 mainly due to differences in the timing of the 
rainfall (Figure 19). 
 
!
Figure 19. Daily precipitation at the Energy Farm in 2010 and 2011 
 
The next three figures show examples of daily average soil moisture simulated by PALMS 
(Figures 20, 21, 22). Soil moisture patterns observed throughout the year reflected the soil 
texture, tile drainage, and crop type to varying degrees, and differently during each season. 
During the spring when tile drains were active, the influence of the tiles was noticeable even in 
the surface layers (Figure 20). During the summer, as evaporative demand increased and the 
vegetation grew, soil wetting and drying patterns mostly reflected the soil texture regions (Figure 
21). As different vegetation types were added to match the cropping pattern at the Energy Farm, 
vegetation effects were also apparent, beginning early in the growing season (Figure 22). The 
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effect of topography was less visible, although this influenced runoff and outflow from 
individual subplots.  
 
!
Figure 20. This figure shows the simulated daily mean soil moisture at 15cm depth (Layer 4) on 
day 85 in 2010, as a color map draped over the topography of the field (m). The resolution is 5m, 
and the horizontal axes are labeled with the grid cell coordinates. The tile patterns are clearly 
visible, showing the impact of artificial drainage at this and all layers between the tile depth and 
the surface. Volumetric soil water contents differ by over 0.04 between different cells in this 
layer. Cells in the northwest and in the southwest corners of the field are the driest, due to the 
combined effect of tile drainage and the presence of more sandy soils in the lower layers. Clear 
tile-striped patterns of soil moisture similar to this figure were observed during the first half of 
the year. 
!! "#!
  
!
Figure 21. Simulated daily soil moisture evolution viewed using palmsplot3D. The volumetric water content (fraction) is plotted. 
Selected daily average results are shown over the span of a year. The entire field is shown with maize planted everywhere. The vertical 
axis is exaggerated and shows the top 2 meters of soil. Selected layers are shown as horizontal slices of the soil column. The color 
scale is fixed from 0 (red) to 0.5 (blue). With this color scale, the soil moisture patterns at all depths reflect the different soil texture 
regions found at each depth. 
 
 
 
 
 
!! "#!
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Figure 22. This figure shows the simulated daily mean soil moisture at a depth of 15cm (Layer 
4) on day 178 in 2010, as a color map with the elevation shown on the vertical axis (m). 
Volumetric soil water contents differ by over 0.05 between different cells in this layer. During 
this day, which is early in the growing season, the effect of vegetation on soil moisture is already 
visible in the figure. Draped over the topography of this field, it is possible to also see two dry 
peaks in the northeast switchgrass plot, corresponding to peaks in the topography. The vegetation 
effect continues to be seen throughout the growing season as well as after harvest, indicating the 
strong impact crop choice could have on soil moisture.  
 
Daily evapotranspiration was influenced by crop type (Figure 22). This could include the effects 
of differences in above-ground canopy architecture (which influences shading, interception, etc), 
LAI, and the distribution and depth of roots. During the development of the bioenergy crop 
models, it was noted that switchgrass evapotranspiration increased when its root fraction profile 
was corrected from the generic one to a distribution with more root mass in the deep layers, 
based on the data of Monti and Zatta (2009). This agrees with the observation that perennial 
grass root systems, which penetrate deeper into the soil, have more access to deep soil moisture 
than annual crops (Neukirchen et al. 1999). For miscanthus and switchgrass, the LAI is also 
!! "$!
higher (Dohleman and Long 2009) so there is more photosynthesis and more transpiration. 
Miscanthus and switchgrass are expected to have higher ET than maize also because of their 
longer growing seasons (Hickman et al. 2010, Le et al. 2011). The simulated evapotranspiration 
for the bioenergy crops was near the observed values (verified by personal communication with 
Professor Carl Bernacchi and Andy VanLoocke) but the annual evapotranspiration from the 
maize subfield was higher than expected. For example the annual ET for the 2011 simulation 
was 842mm for maize, 775mm for prairie, 853mm for miscanthus, and 857mm for switchgrass, 
resulting in only a small difference between the maize, miscanthus, and switchgrass. This may be 
because the modeled harvest date for maize was not much earlier than the miscanthus and 
switchgrass harvest dates in PALMS. 
!
Figure 23. Annual water balance comparison for the simulation of a field with only maize, and 
another field with the four-crop layout maintained at EBI. The annual sum of precipitation is 
938mm for both scenarios.  
 
The figure above shows the water balance for two vegetation scenarios. The planting of 
miscanthus and switchgrass, which emerge earlier and benefit from non-zero initialization of 
root mass, decreases the tile flow observed from the field. The model suggests that the mixed 
vegetation at the Energy Farm acts to reduce the flux of water through the soil system through 
uptake. The higher ET for the maize-only case in comparison to the mixed vegetation case is 
explained by the model’s tendency to slightly overestimate maize transpiration compared to the 
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data collected from this site by VanLoocke et al. (2010), as well as the lower LAI and smaller ET 
of prairie grasses, which take up a quarter of the mixed-vegetation field. 
 
!
Figure 24. Soil moisture frequency plots at three depths at two grid locations in a simulated 
maize field. The two locations have different soil textures. In each plot, the relative frequency of 
observation is shown for the daily mean soil moisture over three different observation periods: 
April–May, June–July, and August–September.  
 
In the figure above (Figure 24), two maize-planted locations with different soil textures are 
compared at three different depths within the first meter of soil. The plots on the left correspond 
to a location with Dana Silt Loam, and the plots on the right are for a location with Flanagan Silt 
Loam. At both locations and all three depths, the range of soil moisture was greatest for April to 
May and lowest for August to September. Crop water uptake and higher evaporative demand 
resulted in drier soils later in the growing season. A broader range of moisture contents was seen 
in the shallower layers than in the deeper layers during all observation periods, as the shallower 
layers were affected more by infiltration and evapotranspiration. The next figure (Figure 25) 
shows the daily fluctuation of soil moisture at four depths. 
!! "%!
 
 
Figure 25. Soil moisture as volumetric water content fraction for layers 1, 5, 8, and 11. Peaks 
corresponded to precipitation events. In the surface layer during the first two months, soil-water 
freezing causes the volumetric water content to drop, as ice content is considered separately from 
liquid water content in PALMS. Soil moisture differences by subfield become more apparent at 
the end of the growing season, during dry-down.  
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The effect of the vegetation is also observed in the water flux between soil layers. The modeled 
cumulative drainage (Figure 26) over the year continued to increase in the upper soil layers in 
response to precipitation, while in the deeper layers, drainage ceased during the growing season 
due to crop water use. 
 
Figure 26. Cumulative drainage from the bottom of the soil layer is plotted over the year, for all 
layers above the tile drain depth. 
 
In the simulations, runoff usually occurred a few times a year as episodic events. The volume of 
runoff produced from each subfield during these events was different (Figure 27). In order to 
compare the impacts of crop type and soil properties on runoff, drainage, and soil moisture, 
rotated crop layouts were created so that different combinations of soils and vegetation could be 
tested in the four subfields for the same weather scenarios. The trial runs revealed that the 
differences in daily mean soil moisture and drainage are mainly attributed to the differences in 
soil texture and infiltration capacity rather than the assigned crop type. In the case of runoff, the 
effect of topography is also evident: the southwest plot, which has the lowest mean elevation, 
and the southeast plot, which has the highest elevation gradient, had higher daily outflow 
compared to the northern plots (Figure 27). 
50 100 150 200 250 300 3500
100
200
300
400
500
600
700
Cumulative drainage of each layer (mm) above the tile drains
m
m
DOY
 
 
Layer 1
Layer 2
Layer 3
Layer 4
Layer 5
Layer 6
Layer 7
Layer 8
Layer 9
Layer 10
Layer 11
Layer 12
Layer 13
Layer 14
Layer 15
Layer 16
Layer 17
!! "'!
 
!
Figure 27. Daily total runoff volume for each subfield under the current EBI crop layout 
  
The following figure (Figure 28) also shows the influence of soil regions on the spatial pattern of 
saturation. 
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Figure 28. Binary categorization of layer 4 cells from a simulation using 2009 weather. Soil 
moisture is above 34% (average field capacity) for black cells and below 34% for white cells. 
During 42% of the year, this threshold resulted in spatial patterns that reflected soil textural 
regions, similar to the six examples shown here. During the rest of the time, layer 4 was either 
homogeneously above 34% water content, or homogeneously below it. The observed patterns 
were similar to each other, such as A, B, and F; or D and E. This showed that at the observation 
scale of days, each soil textural region behaves as a unit, sharing the same hydrologic response. 
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The growing season for the perennial grasses spans the months from April through October, as in 
Dohleman et al. (2012). Actual switchgrass and miscanthus harvest dates at EBI have varied 
from October to as late as March, allowing the above-ground biomass to dry out. In miscanthus, 
translocation of above-ground N to roots and rhizomes occurs in late fall to December, if the 
crop remains unharvested (Heaton 2011, Dohleman et al. 2012). Since the mechanism of N 
translocation is not modeled in PALMS, harvest is modeled to take place slightly after that of 
maize in mid-October. 
!
Figure 29. LAI modeled by PALMS. Orange shows the mixed prairie LAI. Red, blue, and green 
show maize, switchgrass, and miscanthus, and the LAI of these crops vary in response to the 
temperature of each year.  
 
Modeled LAI for maize, miscanthus, and switchgrass compared well to observations at the site 
(Zeri et al. 2010), except for the lack of capacity to model switchgrass and miscanthus during the 
development stage, before crops become fully established and reach mature height. In the current 
version of PALMS, all miscanthus and switchgrass scenarios assume fully mature plants. 
Accordingly, the root and rhizome biomass are initialized above zero (Dohleman et al. 2012, 
Kiniry et al. 1999). 
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Figure 30. Biomass plot from 2011 simulation.  
 
 
!
Figure 31. The plot on the left shows a simulated result of cumulative leaf and stem carbon gain 
for maize, miscanthus, and switchgrass. On the right is a plot of the total above-ground carbon 
mass including grains (solid lines), and the total below-ground carbon mass (dashed lines). 
Grain-carbon for maize is likely responsible for a higher carbon mass. Modeled carbon mass was 
compared to ranges of measured values (Kiniry et al. 1999). 
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The above-ground biomass for miscanthus generally peaks at over 40t/ha (Dohleman et al. 2012) 
for mature crops. For all simulations, rhizome carbon and root carbon amounts were initialized 
according to observations published in Dohleman et al. (2012). Biomass mobilization from the 
rhizomes to emerging shoot has been observed in form of measured decrease in rhizome biomass 
(between April and June, 12t/ha) in the study of Dohleman et al. (2012). In the model, when root 
carbon for switchgrass and miscanthus are initialized to be above zero, it decreases during the 
early summer months. The model is likely reallocating this resource to leaves and stem. The 
nutrient recycling mechanism by which senescing miscanthus is known to translocate mineral 
nutrients to rhizome for storage over the winter is not yet included in PALMS or in the nitrogen 
model. It would make sense to include it once more data is collected for mature crops of 
miscanthus, and once a harvest strategy is determined at EBI.  
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Figure 32. Daily field average sediment erosion over a maize subfield in 2009 simulation. 
 
Sediment in surface runoff showed highly episodic behavior, especially between March and June 
after soil thawing and before vegetation growth. Erosion and runoff are processes that last 
several minutes and hours rather than days, immediately following storm events. Although 
erosion events occurred in bursts and relatively large amounts of sediment were suspended 
(Figures 32 and 33), most of the sediment was redeposited on neighboring cells. Due to the low 
topographic gradient on the field surface, a much larger, less frequent storm event is needed to 
create an event of connectivity that could deliver sediment off the field. The likeliness of such an 
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event could be assessed by storm variability and characteristics such as energy, as well as storm 
timing, which help determine the landscape vulnerability to erosion. The next figure (Figure 33) 
shows examples of erosion events observed at the Energy Farm during a 2010 simulation with a 
single crop type (maize). Both soil regions and topography can be recognized in these maps, 
which plot the daily mean suspended sediment concentration at each grid location. Although 
erosion and runoff are not currently measured at the field site, the approximate range of modeled 
sediment concentration was validated against the instantaneous suspended sediment data at the 
nearest Illinois State Water Survey monitoring station, available from the past three decades 
(ISWS 2012).  
 
!
Figure 33. Daily average sediment concentration from a simulation using 2010 weather, with 
maize over the whole field. June and July days with the most significant erosion events are 
shown. Units are in kg/m3, and the color scales are varied.  
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Figure 34. Daily tile flow from each subfield 
 
The tile drainage model, previously not validated at any location (Molling 2011, personal 
communication), was evaluated at the EBI site based on measured tile flow. Tile flow volume for 
2011 was validated against measured data from the Energy Farm. Although the total annual flow 
volume from the simulation matched data reasonably well, the observed peaks lagged the 
modeled flow peaks by about a month. This may be due to higher soil water storage capacity in 
the field at the beginning of the year, compared to in the model.! 
 
The validation of the nitrogen model was done by Dongkook Woo. To compare modeled 
nitrogen to values in literature, fertilization was applied in the model at the same rate as in each 
published study. The nitrogen model was validated for maize (Ketterings et al. 2011) using 
nitrate concentration in the surface layer, N uptake, and the nitrate concentration in tile water. 
Prairie, miscanthus, and switchgrass field model results were similarly validated, although N 
uptake for prairie could not be verified against data (Woo, personal communication). !! !
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Table 20. PALMS soil class in each layer for five NRCS soil types found at EBI. Numbers in the 
colored cells represent a PALMS soil class number (class 1 through 11) 
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Soil properties in the deepest layers were a source of uncertainty when preparing the model input 
files. After checking the tile drainage flow, possible ranges of subsurface soil textures were 
tested. Deep soil properties assumed in the input were re-evaluated using modeled tile flow 
results. In grid cells that were assigned the NRCS soil type of 56B (Dana silt loam), layers 5, 6, 
and 7 were changed from silt loam to silty clay loam, and layers 15, 16, and 17 were changed 
from clay loam to silty clay loam. This reduced the overall sand content of these regions and 
helped close the gap between the modeled and measured tile flow from the maize-planted 
southeast section of the field (Figure 35).  
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Figure 35. Tile flow response to different subsurface soil textures. Three simulations were run 
using 2011 weather recorded at the Energy Farm then compared to the observed tile flow data 
from 2011. A better match was achieved between the simulated and observed annual tile flow 
when the sand content of the deeper soil layers was increased (soiltexB has the most sand). The 
higher observed tile flow from the miscanthus field is explained by the die-off of miscanthus 
rhizomes in December 2008, which made the vegetation cover sparse in 2009. The miscanthus 
field was replanted in April 2010. The observation of tile flow plotted above is from 2011, when 
the miscanthus was not yet mature (Zeri et al. 2011). The simulated miscanthus is already in its 
mature stage, and this likely resulted in higher water use, explaining the annual tile flow volumes 
that are much lower than the observation.  
 
By repeating scenarios and comparing the tile flow with different vegetation subplot assignments, 
it was determined that soil texture, rather than crop type, is a greater influence on the tile flow 
and drainage between layers.  
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Several different drainage densities were tested by reducing the number of tiled cells compared 
to the original tile layout but any presence of tile drains at all had a much bigger effect on the 
water balance than the density of the tiles. We may be seeing a good match between modeled 
and observed tile flow volumes largely due to the fact that the tile installation at the Energy Farm 
is optimized according to the drainage design model of Richard Cooke. If the tile drainage layout 
at the Energy Farm was less dense or of a different design, the observed flow might be low 
compared to the modeled tile drainage, which are fully efficient due to virtual tiles that are 
maintenance-free.  
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Figure 36. Near-surface soil drainage was compared for the current tile layout, no tile drainage, 
and two reduced tile drainage cases, under the same weather scenario. Decreasing the tile density 
had negligible effect on soil layer drainage. 
 
When the maximum allowed drainage rate from the bottom soil layer was reduced by 90%, 
annual tile flow approximately doubled, while there was a slight increase in late-season ET and 
no change to the vegetation LAI. The tiles almost fully compensated for the reduced bottom 
drainage. These test scenarios demonstrate the efficiency of the modeled tile drain. In reality, tile 
drains should have limited flow rate capacity dependent on the diameter and perforations. They 
are also known to need maintenance. The PALMS tile drain module needs to incorporate more 
detail such as tile condition and the process of soil water delivery to the tiles via pores, in order 
to better capture the impact of tile characteristics and layout on the volume and timing of flow.  
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PALMS simulation results showed that soil texture, tile map, and crop type all have significant 
impact on the soil moisture, as described in previous sections. For the VEO project, soil moisture 
sensors were purchased for deployment and set up in an adaptive sensing network. The location 
of each sensor was chosen to capture the variability of the field in terms of soil and vegetation 
types, while being equidistant from tile drains. At each location, sensors are placed at 5cm, 10cm, 
25cm, and 50cm depths. 
 
!
Figure 37. Locations of soil moisture sensors deployed at EBI 
 
PALMS results and sensor network data can be used together to both validate the model and to 
in turn develop a better understanding of the physical processes observed in the field. PALMS 
may also be run in a predictive mode, using generated or forecasted weather data as input. 
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Table 21. Recommended locations of soil moisture sensors in the EBI field. At each location 
listed below, sensors were installed at the four different depths of 5cm, 10cm, 25cm, and 50cm. 
ID Approximate location in UTM coordinates (m) 
Distance from the 
southwest corner 
(m East, m North) 
NRCS soil 
region Vegetation 
NP2 397783.366 4435583.455 85, 254 206A prairie 
SG2 398012.366 4435651.455 314, 322 154A switchgrass 
NP1 397852.366 4435583.455 154, 254 56B prairie 
SG1 397952.366 4435583.455 254, 254 56B switchgrass 
MX1 397821.366 4435486.455 123, 157 56B miscanthus 
MZ1 398012.366 4435423.455 314,   94 56B maize 
MX2 397757.366 4435376.455 59,    47 152A miscanthus 
MX3 397787.366 4435428.455 89,     99 679B miscanthus ! !
!! &(!
$,8'+4%(=@ A0/;>//0&1(
="9 B1(+,4(;&1+4C+(&7(+,4(D.E(F%&G4;+(
PALMS will be one of several models used in the Virtual Environmental Observatory project. 
The improved version of PALMS and the nitrogen model can be set up to run simulations of the 
EBI Energy Farm using observed weather, or by using synthetic weather scenarios reflecting 
projected climate change. The models could help determine the data collection frequency and 
duration to capture event-based response of soil moisture and tile nitrate flow.  
 
!
Figure 38. This maps the integration of the new PALMS version with the other goals and 
components of the Virtual Environmental Observatory project.  
  
!! &)!
Table 22. Model and data associated duration and frequency 
 Duration Frequency 
PALMS every.nc One day’s worth; choose up to 
ten different days per simulation 
Half-hourly time step 
PALMS daily.nc Up to a year’s worth with start 
and end dates specified 
Daily average values, stored after 
each simulation day; retrieve at end 
of simulation 
PALMS streaming N/A Continuous streaming of half-hourly 
results  
EBI data collection: 
soil moisture 
Undetermined  Every minute or few minutes, once 
sensors are woken up at every event 
EBI data collection: 
nitrate sensor  
Undetermined Every minute or few minutes, once 
sensors are woken up at every event 
 
In order to most effectively combine modeling and data approaches in the Virtual Environmental 
Observatory, data collection needs to be adapted to match the time scale for PALMS (Table 22).  
In the future, comparison of PALMS simulated tile flow at the EBI site against observed tile 
flow may be used to assess the present condition of tiles as well as to test possible mechanisms 
that control tile activation, rather than assuming that instantaneous tile flow occurs as soon as the 
soil near the tiles are saturated. Similarly to how deep-soil properties were induced from model 
results, the model can be used to learn more about the study site. In return, PALMS can help 
guide the collection of relevant data, as it has already done with the determination of sensor 
deployment locations.  
 
Input preparation and output visualization could be automated with the use of the Cyber-
Integrator, a workflow management tool created at the National Center for Supercomputing 
Applications. This would allow researchers to more easily set up PALMS for their study site. 
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In the beginning chapters, connectivity was defined as an emergent property of a catchment with 
static and functional components. Intuitively, the presence of channel structures and flow paths 
decreases the residence time of water in a catchment and results in the hydrologic linking of land 
units. Indeed, the presence of tile drains in the modeled EBI Energy Farm allowed immediate 
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removal of excess rainfall volume in the spring and early summer, and in effect decreased soil 
water storage at the end of the simulation year. This showed how tile drains effectively enhance 
fast connectivity of water through the system by adding a structure for lateral subsurface 
transport. During those periods when the tiles are active, they are an efficient transport 
mechanism for water and dissolved nitrate. The tiles establish a gradient for lateral connectivity, 
which brings excess soil moisture quickly to them and out of the farm system. Repeated 
subsurface flow toward the tiles may result in preferential flow paths that lead to the tiles, 
although this is not modeled in PALMS. At a scale of study beyond that of the small farm field, 
routing of tile water will have to be considered to assess the efficiency of the tile network in 
delivering agricultural drainage to downstream systems.  Dissolved nitrate flushing is a 
consequence of this linkage. 
 
The delivery of dissolved nitrate downstream, however, is a multi-step, multi-threshold process. 
An analogy is a person traveling to visit a friend who lives in another state: this involves slow 
and fast processes (from walking or biking to driving, taking a train, and flying), requires 
different scales of accumulated resources (cost as money, energy and water), could involve some 
waiting time in between, and the total time it may take is determined by complex interactions of 
these factors with external influences like weather. The connectivity of infiltrated rain to tile 
drains through soil can result in recognizable patterns at certain ranges of moisture levels and tile 
efficiency. When active, tile drains encourage vertical connectivity and enable fast subsurface 
transport of water out of the system; they act as the dominant control on soil moisture and reduce 
runoff generation. Runoff occurs when the storm intensity is high, and tile flow is observed when 
volume of accumulated rainfall is high. Once the water enters the tiles, the connectivity of 
leached nitrate to outlets downstream through artificial drainage systems can be very efficient. 
 
A second landscape characteristic controlling moisture fluxes in the soil is the soil texture. 
During saturation and drying of soil at all layers above the water table, spatial patterns of 
observed daily average soil moisture reflect the pattern of the soil regions. Soils with sandier 
layers tended to dry out and form isolated patches in the field. A third influence on the soil 
moisture patterns was the crop type. It was found that maize, miscanthus, and switchgrass have 
similar rates of water use, which result in much dryer soils compared to the prairie-planted field. 
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This pattern was most evident in the soil dry-down period in August and September, and 
continued beyond the harvest date. The range of differences observed between the mean daily 
soil moisture at the driest and wettest locations was about 10% volumetric water content.  
 
This study showed that human-altered landscapes have an altered connectivity. Structural 
changes in the landscape result in an overall functional response that is different from what 
previously existed or dominated, and emerging patterns of connectivity that are different from 
what was previously observed. Due to the installation of tiles, the Energy Farm supports crops 
that transpire more than the native prairie species. This new system is more water-limited and 
less energy-limited than before, and different processes control the water balance. Artificial tile 
drainage enhances the connectivity of the field in terms of the transport of its nitrogen and 
sediment to the catchment outlet. Tile flow is a fast, lateral connection gathering soil water 
toward the drain lines then to the outlet. This mechanism dominates over other flow processes. 
However, tiles do not compete with vegetation for water due to the timing difference between the 
growing season and tile drainage. Tiles take away excess soil moisture but yield to crop water 
use during the growing season. The modeled crops grow well in the unsaturated soil and are able 
to find enough water for transpiration during the summer. As soils start to dry, vegetation and 
soil types become the main control on soil water flux and tiles cease to control connectivity. 
 
The mass-balance, tradeoff aspect of connectivity is also illustrated by the EBI site study. The 
tile drain network and tile flow increase the field-scale connectivity of this farm but at the same 
time decrease patch-size connectivity by preventing soils from staying saturated within the root 
zone. Tiles and vegetation both reduce surface runoff and soil water retention, which are other 
forms of connectivity with different implications for the ecosystem such as adsorbed phosphorus 
outflow or nutrient transformation. 
 
The modeling study demonstrated the use of a field-scale model in combination with data to 
simulate a tile-drained field with maize, soybean, and perennial grass bioenergy crops. This work 
also served as a first step in applying the new conceptual framework for connectivity to describe 
a multi-process dominated system in the context of soil moisture and tile drainage study. In the 
future, this study can be extended to longer-term evaluations of the Energy Farm’s hydrologic 
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and biogeochemical response to human- and climate-driven changes. The model could be 
improved to include physically based tile flow and lateral soil water flux, and the analysis could 
be continued based on the connectivity framework to help understand complex land-vegetation-
atmosphere feedbacks and the resulting cross-scale interactions. The use of the model in 
combination with the Virtual Environmental Observatory could lead to more insight about the 
timing and threshold related controls on hydrologic processes, which is essential to finding 
regularities in catchment behavior and advancing predictions. 
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