There are many known asymptotic estimates for the expected number of real zeroe of polynomial &(z) = rn coeh CL + ~2 coeh 2(z + . . . +q,,ccehn<z, where qj, j = 1,2,3 ,..., n ie a sequence of independent random variables. This paper provides the asymptotic formula for the expected density of complex zerce of Hn (z), where nj = ej + 1b.j and oj and bj, j = 1,2,3, . . . , n are sequences of independent normally distributed random variables. It is shown that this asymptotic formula for the density of complex zeros remains invariant for other types of polynomials, for instance random trigonometric polynomials, previously studied. @ 2002 Elsevier Science Ltd. All rights reserved.
INTRODUCTION
Denote {oj}j"=l and {bj}jr, sequences of random variables distributed normally with mean 0 and variance 1, and let Qj = aj + zbj. Also, let z E CZ be a complex variable, represented as z = z + zy in Cartesian coordinates and as z = rete in polar coordinates in Cc,; z, 21 E W. The mathematical behaviour of a random algebraic polynomial j=l and particularly properties of its zeros, that is the real and complex solutions of the equation Pn(z) = 0, have recently received much attention. The expected number of real zeros has been studied since the pioneering work of Kac [l] , up until recent work of Wilkins [2] . In obtaining the avers&e density of complex zeros of P,(z) is based on application of results due to . Adler [7] , and, a snnilar approach is used in the present paper. The most comprehensive overview of advance in 'the field of random polynomials is contained in the book [8] , and updated results are preSented in 191.
In this paper, we consider a random hyperbolic polynomial 3) when its degree n increases without bound, and its coefficients are real (bj = 0, j = 1. . . n). However, very little is known about the asymptotic behaviour of complex zeros of both (1.3) and a more general (1.1).
As it w&s suggested in [8, p, 1041 , it is convenient to transform (1.1) to an algebraic representation, and work with that representation rather than with the original hyperbolic polynomial. The structure of h:(w) and the conditions for formula (3.6) to hold are described in detail in Section 2 below. For now, we just note that formula (1.6) holds almost surely if S is a compact that daes not contain the origin w = 0. The respective preimage set D must be a compact in C, (by boundedness of D, the point z whose image is w = 0 is automatically excluded). Then in terms of D and Z, formula (1.6) can be rewritten as:
E{v,n(D)} = sh"-(w(2)) pi dz. D (1.7)
Since (1.1) is a generalization of the two important classes of random polynomials shown in the examples above, it is of special interest to study the function h: and its asymptotic behaviour when n is large. (1)
(2)
The condition p # 1 above imposes an additional restriction on the set D c D. Set D must' not intersect the preimage of the unit circle p = 1 by transformation (1.4) . This preimage is the straight line wx -q = 0 that passes through the coordinate origin in CZ and crosses the strip D at right angle. For trigonometric polynomials (1.2), this line is congruent to the real axis in CZ. For hyperbolic polynomials (1.3) , the exclusion is the imaginary axis.
In the case of classic hyperbolic polynomial (1.3), transformation (1.4) results in p = e" and 1% ld~ = e" dx dy, for z expressed in Cartesian coordinates. Hence, the dependency of the expected density h:(z) = hE(w(a)) 1 $#$I of complex zeros of polynomial (1.3) on the imaginary part y of z decreases as the polynomial degree n increases. This conjecture is consistent with numerical results presented by Bharucha-Reid and Sambandham [8, p. 1621 that demonstrate that complex zeros of the random hyperbolic polynomial (1.3) are distributed approximately uniformly along the imaginary axis in CZ.
PROOF OF THE THEOREM
Let X1 = K&(w), X2 = ST,(w) be the real and imaginary parts of&(w) (1.5), respectively. Then X = (Xl, X2) T is a tw+dimensional random field in CW. Denote the Jacobian matrix of the transformation (p, 4) 4 (X1,X2). Then, by [7, p. where p(xl, 33) is a two-dimensional joint density function of the random vector X. The formulae (1.6) and (2.1) hold if S contains not more than a finite number of points 'w such that X = 0; S is a compact; the boundary of S does not contain any points for which X = 0; and there is no points in S for which X = 0 and det VX = 0 simultaneously. The two former conditions are satisfied in the current problem setup, see above. The set of points for which X = 0 is of ,measure zero, as is the respective set of zeros of II,(w). Therefore, the latter two conditions are satisfied almost surely, and formulas (1.6) and (2.1) hold with probability one.
Polynomial (1.5) can be rewritten as follows:
The Thus, the problem of finding the limit specified by (1.8) is reduced to calculation of the respective limits of Ir and Iz. Reduction of the sums in I2 produces ( n(sin 2n4 2n4 cot Cp) 2 cos -I2 = sin 2nf$/2 sin2 4 (~2n+~ -~-~")/(p~ -1) + cos 274 + sin 2nqS cot q3 > ' when 4 # ?m, and I2 E 0 when rj = An. As the exponents in the denominator overweigh the function of n in the numerator, inevitably lim I2 = 0. n+m A straightforward reduction of sums and calculation of limits lead to lim Ir = p" ?a--rrxl (p2 -1)2' and the required formula follows.
