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Abstract. 
We consider the Cauchy problem for a second-order parabolic PDE in half spaces, 
arising from the stochastic modelling of a multidimensional European financial 
option. To improve generality, the asset price drift and volatility in the underlying 
stochastic model are taken time and space-dependent and the payoff function is 
not specified. 
The numerical methods and possible approximation results are strongly linked 
to the theory on the solvability of the PDE. We make use of two theories: the 
theory of linear PDE in Holder spaces and the theory of linear PDE in Sobolev 
spaces. 
First, instead of the problem in half spaces, we consider the corresponding 
problem in domains. This localized PDE problem is solvable in Holder spaces. 
The solution is numerically approximated, using finite differences (with both the 
explicit and implicit schemes) and the rate of convergence of the time-space finite 
differences scheme is estimated. Finally, we estimate the localization error. 
Then, using the L2 theory of solvability in Sobolev spaces and in weighted 
Sobolev spaces, the solution of the PDE problem is approximated in space, also 
using finite differences. The approximation in time is considered in abstract spaces 
for evolution equations (making use of both the explicit and implicit schemes) 
and then specified to the second-order parabolic PDE problem. The rates of 
convergence are estimated for the approximation in space and in time. 
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Chapter 1 
Introduction 
Financial options or derivatives are contingent financial claims and their mod-
elling is made in a stochastic framework (according with the Financial Mathe-
matics theory initiated by the works of Fisher Black and Myron Scholes (1973) 
and Robert Merton (1973)). We are interested, in particular, in one basic type 
of financial option: the European option, in its general multidimensional version 
(the option on a basket of assets). 
The European option modelling lies on the stochastic equation describing the 
dynamic of the underlying asset prices. It is well known that pricing an option can 
be reduced, with the use of Feynman-Kac formula, to solving the Cauchy problem 
with a final condition for a second-order parabolic PDE in half spaces, where the 
parabolic operator's coefficients associated with the first and second-order partial 
derivatives are unbounded. 
The topic of this research is the numerical approximation of the PDE arising 
from the stochastic financial problem, in this general multidimensional version. 
In the available numerical analysis literature, several numerical schemes can 
be found for the European option price approximation. However, we could not 
find a systematic approach to the subject, namely considering the PDE problem 
in its general form (with time and space dependent coefficients and non specified 
independent term and final condition) and simultaneously producing the rates 
of convergence for the corresponding approximation schemes. The aim of the 
present study is to contribute to this systematic approach. 
We make some comments on the choice of the European option (in the general 
multidimensional form) as the derivative type motivating this research. This 
choice seemed to be appropriate as its general modelling can be applied or be 
adapted, more or less easily, to the other several types of options with no early 
exercise. At the same time, the particularities of the study of each of the multiple 
different types of options are avoided in this first stage. We expect that our 
numerical approximation study can be used beyond the particular derivative type 
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motivating it. 
Finally, we mention that, in this research, we will not put the emphasis in the 
numerical methods sophistication: the basic finite differences explicit and implicit 
schemes will be used. 
We summarize the chapters' content. 
Chapter 2 - European financial options After briefly reviewing the 
stochastic background for the European option modelling, we consider the simple 
unidimensional Black-Scholes model and a few of its immediate generalizations. 
Then, we outline the way the parabolic PDE Cauchy problem arises from the 
stochastic problem. 
Chapter 3 - Parabolic PDE in Holder spaces: space and time dis-
cretization In this chapter, we follow the approach by N. V. Krylov (in Krylov 
[29]). We approximate the parabolic PDE Cauchy problem in Holder spaces (im-
posing that the operator is non-degenerate elliptic in space and its coefficients 
are bounded). We localize the problem on a bounded domain and study the ap-
proximation for this localized problem, using both the implicit and the explicit 
schemes. Then we estimate the localization error, i.e. the error due to considering 
the Cauchy problem on a bounded domain instead of the whole space. The main 
content of the chapter is: 
- Existence and uniqueness result for the solution of the discrete problem corre-
sponding to the continuous initial-boundary value problem - this is a result 
stated in Krylov [29], but proved only for an elliptic problem. 
- Estimate for the convergence rate of the discrete problem solution to the cor-
responding continuous problem solution - this result is also stated in Krylov 
[29], but proved only for an elliptic problem. We also estimate the rate of 
convergence for a case where weaker conditions are imposed over the initial 
data. 
- Construction of discrete operators approximating the corresponding continu-
ous operator, using the explicit and implicit schemes - these operators are 
considered in Krylov [29], but for a more specific example of the equation. 
- Stochastic representation of the solutions of the Cauchy and the initial-
boundary value problems for a parabolic PDE, under milder conditions and 
capturing wider situations than we could find In the literature. Estimate of 
the localization error. These results are obtained for the cases where strong 
and weak solutions of the corresponding stochastic equation are considered. 
Chapter 4- Parabolic PDE in Sobolev and weighted Sobolev spaces: 
space discretizati?n We consider the Cauchy problem in Sobolev spaces (as-
suming that the operator is non-degenerate elliptic in space but imposing less reg-
ularity from the data) and study its space-discretized version in discrete Sobolev 
spaces. Next, in order to consider PDE with unbounded coefficients, we take the 
problem in weighted Sobolev spaces and study its space-discretization in discrete 
weighted Sobolev spaces. The main results we obtain are: 
- Existence and uniqueness of the discretized problem solution in discrete Sobolev 
spaces. 
- Estimate for the discrete problem solution rate of convergence to the corre-
sponding continuous problem solution in Sobolev spaces. Stronger estimate 
for the particular unidimensional (in space) case. 
- Existence and uniqueness result for the discrete problem solution in discrete 
weighted Sobolev spaces. 
- Estimate for the discrete problem solution rate of convergence to the continu-
ous problem solution in weighted Sobolev spaces. 
Chapter 5 - Evolution equations in abstract spaces: time discretiza-
tion We consider the approximation in time in abstract spaces for evolution equa-
tions, using both the implicit and the explicit schemes. The particular second-
order parabolic PDE problem approximation is given as an example. We prove 
the following main results for each of the approximation schemes: 
- Existence and uniqueness result for the solution of the discrete problem. 
- Estimate for the solution of the discrete problem. 
- Estimate for the discrete problem solution rate of convergence to the corre-
sponding continuous problem solution. 
Chapter 6 - Conclusion and further research We discuss some of the 
results obtained in the previous chapters and outline further research directions.. 
Appendix A - Notation The notation is mostly introduced in the text. 
For the convenience of the reader, we list the basic notation symbols used. 
Appendix B - Useful results We list some basic inequalities and conver-
gence theorems we use. 
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Chapter 2 
European financial options 
We will introduce the European financial option. Basically, this derivative is a 
contract giving its owner the right (and not the obligation) to trade (either to 
buy or to sell) a stock (or a'commodity, a index or a currency) for a fixed price 
at a fixed future date. 
We will sketch the stochastic model for the pricing of an European option and 
the way this problem can be reduced to solve the Cauchy problem for a second-
order parabolic PDE. Finally, we will discuss the potentiality of the modelling for 
application to other types of options. 
2.1 Stochastic processes background 
In this section we summarize the basic stochastic processes concepts and results 
(see e.g. Lamberton et all [34], pp.  29-56, Friedman [18], ch. 5). 
Stochastic processe& 
Definition 2.1.1. A continuous-time stochastic process in a space E endowed 
with a a—algebra E is a family (Xt) jeiw+ of random variables defined on a prob-
ability space (1,A,P) with values in a measurable space (E, a). 
We introduce the concept of filtration, which represents the information avail-
able at time t. 
Definition 2.1.2. Let the probability space (Q,A,P). A filtration (.Tt)t>o is an 
increasing family of or—algebras included in A. 
A process (Xt)>0 is said to be adapted to the filtration (9)>o  if, for any t, 
Xt is T—measurable. We say, that the filtration Tt = a(X8, s < t) is gener-
ated by the process (Xt) t>0. We will work with filtrations which contain all the 
P—null sets of A. The completion of (,Tt ) t>o is the filtration generated by both 
k1 
s < t) and N (the or—algebra generated by all the P—null sets of A) and 
is called the natural filtration of the process (Xt)t>0. 
A stopping time is a random time that depends on the process (Xe) in a 
non-anticipative way. 
Definition 2.1.3. T is a stopping time with respect to the filtration (5)>o  if r is 
a mapping Q —* [0, +] such that, for any t > 0, IT < t} € 3. The a—algebra 
associated with ris3={AEA: for any t>0, Afl{r<t}e3},and 
represents the information available until the random time T. 
Next we state some stopping time properties (see Lamberton et all [34], p.  31). 
Proposition 2.1.4. The following hold 
If S is a stopping time then S is 15 measurable; 
If S is a stopping time, finite almost surely, and (Xt ) t>0 is a continuous 
adapted process then X5 is Ts  measurable; 
If S and T are two stopping times such that S < T P a.s. then Js C 9T , 
If S and T are two stopping times then S A T = inf(S, T) is a stopping 
time. In particular, if S is a stopping time and t is a deterministic time 
then S At is a stopping time. 
Brownian motion. 
An important example of stochastic process is the Brownian motion (or Wiener 
process). This process is central in the financial option modelling. 
Definition 2.1.5. A Brownian motion is a real-valued, continuous stochastic 
process (X)>0, with independent and stationary increments. That is 
Continuity: P a.s. the map s —* X3 (w) is continuous; 
Independent increments: If s < t then X — X5 is independent of 9 = 
a(X,u < s); 
Stationary increments: If s < t then X, - X. and X_ — X0 have the 
same probability law. 
We state the Gaussian property of a Brownian motion (see Lamberton et all 
[34], p.  31). 
Theorem 2.1.6. If (X)>0 is a Brownian motion then X - X0 is a normal 
random variable with mean rt and variance or 2t,  where r and or are constant real 
numbers. 
Definition 2.1.7. A Brownian motion is standard if 
X0 =0 Pa. s.; 
E(X) = 0; 
E(X) = t. 
In the following text, if we do not state differently, a Brownian motion is 
assumed to be standard. A stronger result for the Gaussian property holds (see 
Lamberton et all [34], p. 32). 
Theorem 2.1.8. If (X)>0 is a Brownian motion and if 0 < t1 < 	< td then 
(X 1 , . . , X) is a Gaussian vector. 
We define the Brownian motion with respect to a filtration. 
Definition 2.1.9. A real-valued continuous stochastic process is a (J) —Brownian 
motion if it satisfies 
For any t > 0, Xt is 3—measurable; 
If s < t then X - X8 is independent of the or—algebra 9; 
If s < t then X - X, and X_3 - X0 have the same probability law. 
Martingales. 
The financial notion of arbitrage, to be introduced in the next section, is explained 
with the concept of martingale. 
Definition 2.1.10. Let (1l,A,P) be a probability space and ()>o  a filtration 
on this space. An adapted family (Mt )>0 of integrable random variables, i.e. 
E(M) < oc for any t, is a martingale if, for any s <t, E(MT5) = M. 
We give some examples of martingales (see Lamberton et all [34], p.  32). 
Proposition 2.1.11. If (X)>0 is a standard 3—Brownian motion then 
Xt is a 9—martingale; 
X - t is a 3'—martingale; 
exp(crX - (0_2 /2)t) is a 9—martingale. 
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The martingale property E(M95) = M, still holds when t and s are bounded 
stopping times (see Lamberton et all [34], p. 34). 
Theorem 2.1.12. (Optional sampling Theorem). If (M)>0 is a continuous 
martingale with respect to the filtration (J4t>o,  and if 7-1 and r2 are two stopping 
times such that 'Ti < 72 < K, where K is a finite real number, then M,-2 is 
integrable and E(Mj3 1 ) = Ikt,1 P as. 
We state a property of the hitting time of a point a by a Brownian motion 
(see Lamberton et all [34], p.  34) If a is a real number, we define T. 
inf{s > 0, X5 = a} or +oo if that set is empty. 
Proposition 2.1.13. Let (Xt)t>0 be an J'—Brownian motion and a a real num-
ber. Then T. is a stopping time, finite almost surely, and its distribution is 
characterized by its Laplace transform E(e_'Ta) = e'1. 
Next result gives an estimate for the second-order moment of supo<t<T  I M 
where Mt is a square integrable martingale (see Lamberton et all [34], P. 35). 
Theorem 2.1.14. (Doob inequality). If (Mt )oct<T is a continuous martingale 
then E (supo<j<T IM 2) < 4E(MT 2 ). 
Stochastic integral. 
In the financial option modelling, we will deal with expressions of the type 
(f H5dW5)o<tc, where (Wt )t>0 is a Tt —Brownian motion and (Ht)o<tc is a 
Tt —adapted process. As Brownian motion paths are, almost surely, not differen-
tiable at any point, this integral with respect to a Brownian motion (the stochastic 
integral) needs to be defined. 
Let (Wt)t>0 be a standard Tt —Brownian motion defined on a filtered proba-
bility space (Q,A,(T)>0,P). Take T  strictly positive, finite real number. We 
will begin by considering a set of processes called simple processes. 
Definition 2.1.15. (Ht )o<t<T is a simple process if it can be written as 
P 
(He) (w) = 	j (w) i ti-,,ti ] (t), 
where 0 = to <t1 < ... < 4, = T and Oi is _1 —measurable and bounded.. 
By definition, the stochastic integral of a simple process is the continuous 
process (I(H)t )o.ctcr defined for any t E]tk, tk+i] as 
I(H) = 	Oi fftj - W 1 ) ++1(W - 
i<i'Ck 
We write i: H8dW, = I(H)t. 
We next state some fundamental properties of the stochastic integral of a 
simple process (see Lamberton et all 	p. 36). 
Proposition 2.1.16. If (Ht)o<t<T is a simple process then 
i. (f H3dW3) 
O<t<T 
 is a continuous ff—martingale; 
E((J'HSdWS)) =E(fHds); 
E (suPtc fH3dW8 )< 4E (JTH?cls). 
We extend the concept of stochastic integral to a larger class of adapted pro-
cesses 
( 
9-C = j(Ht)o<tc (3t)t>o - adapted process: E (j Hds) < +oc 
0 
We define the extension (see Lamberton et all 34], p.  38). 
Proposition 2.1.17. Let (W)>0 be an J—Brownian motion. There exists a 
unique linear mapping J from 3-C to the space of the continuous —martingales 
defined on [0, T], such that 
If (Ht )tcr is a simple process then p a.s. for any 0 < t < T, J(H) 
I(H)t; 
If t < T then E(J(H)) = E (fH2ds) 
This linear mapping is unique in the sense that if both J and J' satisfy the previous 
properties then P as. V 0 < t < T, J(H) = J'(H). We denote, for H E 3-C, 
J' HS dWS = J(H)t. 
We note that the condition E(j'THds) < + in the definition of 3-C is sat-
isfied if and only if E(supO<t<T(JOt  H3dWs)2) < +00. 
The following properties hold (see Lamberton et all [34], p.  38). 
Proposition 2.1.18. If (Ht )octcr belongs to 3-C then 
E (suPtc fH8dW3 ) c4E (f [ Hds), 
If 'p is a 3-i—stopping time then P a.s. J'[ H8dWS = g' 1{3<,JH5dW5. 
I,' 
We extend the stochastic integral to a class of processes satisfying a weaker 
integrability condition. Let 
( 	 fT 
3-c = 1(Hs)o<s<T (3-&t)t>o - adapted process: j Rds < +oo P as. 
0 
We define the extension to 31 (see Lamberton et all [34], p.  40). 
Proposition 2.1.19. There exists a unique linear mapping I from 3-C into the 
vector space of continuous processes defined on [0, T], such that 
If (Ht )o<t<T is a simple process then P as. V 0 < t < T, i(H) = I(H)t; 
If (H)>0 is a sequence of processes in 	such that fT(H)2ds converges to 
0 in probability then SUPt<T  j(H%I converges to 0 in probability. 
We write, for H e 3-C, f H8dWS = J(H)t. 
In this case the integral is not necessarily a martingale. 
We introduce next some basic concepts of Ito calculus. Let us define a IM 
process. 
Definition 2.1.20. Let (ft T, (9)>0,P) be a filtered probability space and 
(W)>0 an If—Brownian motion. (X)0<< is an JR—valued Ito process if it 
can be written as 
I Pa.s. Vt<T, Xt =Xo+J K5ds+j H3dWS , 0 	 0, 
where X0 is T0 —measurable, (Kt)o<tcr and. (Ht )octcT are Y—adapted pro- 
T 	
ct K3 Ids + 	 •[ P as. and cesses, fH3 
2  ds < +oo P as. 
The previous decomposition is unique (see Lamberton et all [34], p. 43). 
Proposition 2.1.21. If (Mt )oct.CT is a continuous martingale such that M = 
fK 3ds, with P as. frK3ds < +oc then P as. Vt < T, Mt = 0. This 
implies that 
An ItO process decomposition is unique. That means that if 
I 
	
ft 	 pt 	ft 
Xt X0+j Ksds+j HsdWsJC+J ICds+j HdW8 
0	 0 	 0 	 0 
then X0 =X dPa.s. H5 =H dsxdPa.e. K5 =K dsxdPa.e.; 
If (Xt )o<tcp is a martingale of the form X0 + f0t K5ds + HAW. then 
K=0 dtxdPa.e. 
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In next result the stochastic integral is defined in the interval [0,70], with TO  
a stopping time (the stochastic integral is interpreted as a random variable) (see 
Friedman [18], p.  72). 
Theorem 2.1.22. Let  a process such that Eff(t) 2dt < oc and r astopping 
time with respect to 3, 0 < r < T. Then the process JJ'  f(s)dW(s), 0 < t < T, 
rAt is a martingale and Ef0 f(s)dW(s) = 0. 
We state Ito formula (see Lamberton et all [34], p.  44). 
Theorem 2.1.23. (Ito formula). Let (Xt )oct<T be an Ito process 
I 
ft 
Xt =Xo+j Ksds+j P14W5, 
0 	 0 
and f be a twice continuously differentiable function. Then 
t 	1 pt 
f(Xt ) = f(X0 ) + f'(X4dX8 + 
- 
j f"(X6 )d(X, X)5, 
12o 
where (X, X) := J' Hds and j' f'(X5)dX5 	j f'(X5)K5ds+  J f'(X4H5dW5. 
Also, if f is a function twice differentiable with respect to x and once differ-
entiable with respect to t, with continuous partial derivatives in (t, x), then 
f(t, X) = f(0, X0) + f f., (s, 
X5)ds 
+J
t 
f, x5)dx3 
 + 1 r j f(s, X4d(X, X) 5. 
p 
0 
We give the integration by parts formula (see Lamberton et all [34], p. 46). 
Proposition 2.1.24. (Integration by parts formula). Let (Xt) and Yt be two IM 
processes, Xt = Xo + J' K8ds + j P14W8 and Y = Yo + f Kds + f HdWS. 
Then 
xtYt =x0y0+ 
ft 
J X5dY5+J 
0 	 0 
with (X, Y) := i: H5H:ds. 
We have a multidimensional version of Ito formula to be applied when f is 
a function of several Ito processes, each of them function of several Brownian 
motions. 
Definition 2.1.25. A p—dimensional 1f—Brownian motion is an RP—valued 
Jt —adapted process (W = (W[. .. , Wfl)t>o, where all the (W)>a are inde-
pendent standard Tt —Brownian motions. 
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We define the multidimensional Ito process. 
Definition 2.1.26. (Xi)o<tc is a (multidimensional) Ito process if 
t 	p 	t 
x=xo+f K3ds+ [H:dw:, 
0 
where Kt and all the processes (Ht ) are adapted to Tt, 
f0T IK,Ids < +00 P as. 
and f f (Hfl 2ds <+bo P a.s. 
We state the multidimensional ItO formula (see Lamberton et all 	p. 48). 
Theorem 2.1.27. (Multidimensional ItO formula). Let (X, . . . , X,') be d Ito 
processes 
X = 	+ Kds + tAt H'dWil, 
and f a function twice differentiable with respect to x and once differentiable with 
respect to t, with continuous partial derivatives in (t, x). Then 
It 
Of 
= f(o,X,...,Xg)+ 
+> 	f4(sTXi ,X,. ..,X)dX. 
i=1 
d 
 It 
&2f 
+ 	3 .(s,X,. . . ,X)d(X,X)5, 
with dX = Kids + 	HdWJ and d(X, X)S = 	HmHimds. 
Stochastic differential equations. 
We begin by considering a type of process that, as it will be mentioned later, 
models the behaviour of certain financial assets. Let 
st=xo+J 
85 (pds+adW5), 	 (2:1) 
0 
where a and p are real numbers and (W)>0 is a Brownian motion. 
We show next that the process St = x0 exp((p - C.2 /2)t + aWt ) solves. (2.1). 
Let f(t,z) = xoexp((p - 0.2 /2)t + ax) so that we can write St = f(t, Wt ) . As 
(W)>ü is an ItO process (identifying K5 = 0 and H5 = 1) we apply ItO formula 
and obtain 
pt 
S=f(t,W) = f(0Wo)+J f(áW5)ds+J f(s,W5)dW5 
At 
f(s,W5)d(W W) 5. 
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As d(W W)t = dt, 
-- St = xoj 
0 
S, (it 
0 
itt 
SscidW5 + —J 
2 0 
S 2 a ds 
= •xo +j 
pt 
0 
Ss ds+j S3adW3. 
0 
The uniqueness of this solution can obtained using Proposition 2.1.24. We 
have the following theorem (see Lamberton et all [34], p. 47): 
Theorem 2.1.28. Let or, p be two real numbers, T a strictly positive constant 
and (W)>0 a Brownian motion. There exists a unique Ito process (St )o<t<T 
which satisfies, for any t < T, equation (2.1). This process is given by S = 
x0 exp((p - a2 / 2)t + aWt). 
We consider now the equation 
I 
X 	Z + J b(s, X3)ds + j a(s, X
5)dW3, 	 (2.2) 
0 	 0
a more general version of equation (2.1). Equation (2.2) is also written: 
dX = b(t, X)dt + a(t, X)dW, X0 = Z. 
Equations of this type are called stochastic differential equations and their 
solutions are called diffusions. Most financial assets are modelled using these 
equations. We define the solution of equation (2.2). 
Definition 2.1.29. Let (Q, A, P) be a probability space equipped with a filtration 
(9)>o. Let b and or functions such that b: R x lit -~ 1W, a: RI x lit -* 1W, 
Z a T0 —measurable random variable and (W)>0 a 1t —Brownian motion. A 
solution to the equation (2.2) is an S—adapted stochastic process (Xt )t>0 such 
that 
For any t > 0, the integrals j b(s, X5)ds and j a(s, X3)dW3 exist, i.e. 
rt 	 • 	• 
j b(s,X8 ) I ds < +oo and j a(s,X3) 2ds < + 	P a.s.; 0 	 • 	 0
(X)>0 satisfies (2.2), i.e. 
pt 	 pt 
Vt>0• Pa.s. Xt =Z+j b(sX3)ds+j a(s,X5)dW3. 
0 	 0 
We state the existence and uniqueness of the solution of equation (2.2) (see 
Lamberton et all [341, pp. 49-50). 
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Theorem 2.1.30. If b and a are continuous functions and if there exist con-
stants K, L < +00 such that 
b(t, x) - b(t, y)j + a(t, x) - a(t, y)l <Kx - 
b(t, x) + a(t, x)l < L(1 + xt), 
E(Z 2) cc +00, 
for all t e R, for all x, y E lit Then there exists a unique solution of (2.2) in 
[O,T], T > 0. Moreover, this solution satisfies E(SUPO<t<T X 2) < +. The 
uniqueness means that if (Xt )o<tcT and (Yt)o<t.CT are two solutions of (2.2) then 
Pa.s. V0<t<T, X=Y. 
We extend the stochastic differential equation analysis to the multidimensional 
case. Let 
Wt = (Wt .. ... Wf) an W — valued Ft - Brownian motion; 
x Rd 	Rd b(s,x) = (b'(s,x),. . . 
a 	x ad > gdxp a(s, x) = (a(8, x))lci<d,1<jcp; 
Z = (z',. , gd) an To - measurable random variable in Rd. 
Consider the multidimensional equation 
t 	 p 
x=z+f 
bj(s,X5)ds+J a(s,X4dWJ 0 	
, for i=1,...,d, 
0 3=' 
which can be written 
I 
pt 
X = Z 
+ J 
b(s, X5)ds + j a(s, XS)dWS . 	 (2.3) 
0 	 0 
We state the existence and uniqueness of a solution of (2.3) (see Lamberton 
et all [3I, p. 53). If x E Ri, denote by xI the Euclidean norm of, x and if 
a E R'><j' denote jo.12 = >11<i<d, ,<j<(a)2. 
Theorem 2.1.31. Assume that b and a are continuous functions and that there 
exist constants K, L < +00 such that 
lb(t,x) - b(t,y) I + a(t,x) - a(t,y) I <Kx — 
b(t, x) I + &(t, x) I <L(1 + x), 
E(Z) <+00 
for all t E R, for all x, y E R". Then there exists a unique solution of (2.3) in 
[0, T], T > 0. Moreover, this solution satisfies E(supo<t<T IX 2) < +. 
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We next state the flow and Markov properties for the solution of equation 
(2.2). 
We say that an 9'—adapted process (Xt )t>0 satisfies the Markov property if, 
for any bounded Borel function f and for any s and t such that s 
E(f(Xt) 3s) = E(f(Xt)IX5). 
Intuitively, this means that the future behaviour of (X)>0  depends only on the 
value Xt and not on any other previous information. We will see that this property 
will play an important role in the financial option pricing. 
Let us denote by X,t,  for s ? t, the solution of equation (2.2) starting from 
x at time t. For s ? i, X' satisfies 
x,x = + 	b(u, X)du + 	o, (u, X)dW. 
We state the flow property of X (see Lamberton et all [34], p.  54). 
Lemma 2.1.32. Under the assumptions of Theorem 2.1.80, ifs?  t them 
Xx = X 	P a.s. 
For the Markov property of X, we have the following result (see Lamberton 
et all [34], p.  55) 
Theorem 2.1.33. Let (Xt)t>0 be a solution of (2.2). Then (X)>0 is a Markov 
process with respect to the filtration (J)>0.  Furthermore, for any bounded Borel 
function f, we have P as. E(f(Xt)3s) = çb(X3), with (x) = E(f(X)). 
We state an extension of Theorem 2.1.33, result useful when interest rate 
models are considered (see Lamberton et all [34], p. 55). 
Theorem 2.1.34. Let (Xt )t>0 be a solution of (2.2) and r(s, x) be a non-negative 
measurable function. Then, for t > s, 
P a.s. E (e 1 	f(x)j9) = 
with 
(x) = E 
It is also written as 
E (e_f u 	f(Xt) IJs) = E 
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2.2 European option stochastic modelling 
In this section we briefly present Black-Scholes model (see e.g. Lamberton et all 
[34], pp. 63-93). 
Statement of the problem. 
An European option on a stock S is a contract giving its owner the right to trade 
the stock (to buy it in the case of a call option or to sell it in the case of a 
put option) for a fixed price K (the strike price) at a future date T (the option 
maturity or expiry). If, at time T, the option's owner opts to trade the stock the 
option is said to be exercised 
In the most simple case, the payoff of an option is 
CT = (ST - K)+ = max(ST— K, 0), 
for a call option and 
PT = (K— ST)+ = max(K - ST, 0), 
for a put option. 
The model we will outline enables us to determine the price for this type of 
security, that is, what is the value at time t of an option worth CT (for a call) or 
FT (for a put) at time T. 
As consequence of a model's assumption (the absence, of arbitrage opportunity 
to be mentioned later), we have the put-call parity equation 
C - Pt = St - Ke_T_t) ,  
which holds for all t < T. Then it suffices to consider one of the two cases: we 
will approach the call option case. 
Remark 2.2.1. In the model we are presenting we assume, for simplification, that 
the stock does not pay dividends until the expiration date T. 
Remark 2.2.2. We have defined an European option on a stock. It can be defined' 
in the same way on a commodity, a index or a currency. 
Behaviour of prices. 
We will consider a model with two assets: a riskiess asset S° and a risky asset S. 
Their price behaviour is described as follows. 
For 50  we have the ordinary differential equation 
dStO = rSdt, 
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where 50  is the price of the asset at time t and r is a non-negative constant 
representing the riskiess rate, of interest. Assuming an initial condition S° = 1, 
we have 
S=ert, t>O. 
For S we have the stochastic differential equation 
dSt = S(pdt + adBt ), 	 (2.4) 
where i and a are positive constants representing the expected return or av-
erage growth rate of the asset (drift rate) and the standard deviation of returns 
(volatility), respectively, and (Bt) is a standard Brownian motion. The model is 
valid on [0, T]. 
As we saw in the previous section (Theorem 2.1.28), a closed-form unique 
solution for the stochastic differential equation can be determined 
St = So exp((p - a2 /2) t + aBt ), 
where So is the stock price observed at time 0. The process (log(St)) is a (non 
necessarily standard) Brownian motion. We then have the following properties 
for the process (St): 
Continuity of the sample paths; 
Independent of the relative increments: If u < t then (S - S)/S is 
independent of a(S,v 
Stationarity of the relative increments: If u < t then (S - S)/S and 
- SO)ISO have the same probability law. 
These properties characterize the stock price behaviour assumed in Black-
Scholes model. 
Strategies. 
A strategy is defined as a process 
_((fl'O 
- 	- 'Y O<t<T ((Ht, 
with values in R2, adapted to the natural filtration (5) of the Brownian motion. 
The components H?  and Ht of the portfolio (H?,  II) are the quantities of riskless 
asset and risky asset, respectively, held at time t. The value of the portfolio at 
time t is 
'V(0) = H?S? + Ht St . 
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We define strategies in which the decisions made on the composition of the port-
folio do not affect its value, that is, changes in the portfolio value would only be 
brought by price moves. 
Definition 2.2.3. A self-financing strategy is a pair 	of adapted processes 
(H2)o<t<T and (Ht)e<t<T satisfying 
1: f H° dt + f(Ht ) 2dt < +oo as.; 
2. HtO StO + HtSt = H3S +H080 +fH,dS+ f0t H,d8 as., for all  E [0, T]. 
Denote the discounted price of the risky asset by St = e_TtSt . We have the 
following result (see Lamberton et all [34], p.  65): 
Proposition 2.2.4. Let 0 = (cb)o.ct<T = ((H, I{))  be an adapted process with 
values in 1R2, satisfying fI H°ldt + J'(Ht)2dt < +oo as. Let V() = H2S°  + 
Ht St and Vt(4) = e_tvt (qi). Then 0 defines a self-financing strategy if and only 
if 
= V0() 
+ 	
HThdSU a.s., 
for alit E [0, T]. 
- Remark 2.2.5. The model we are presenting assumes that the (continuous) changes 
in the portfolio composition are made with no cost (the model is called with no 
transaction costs). 
Girsanov 's Theorem. Martingale representation. 
In order to price an option, we will construct self-financing strategies replicating 
the option. We need first to consider an equivalent probability measure under 
which discounted prices of assets are martingales. 
We define equivalent probabilities (see Lamberton et all [34], p.  66). 
Definition 2.2.6. Let (ft A, P) be a probability space. A probability measure 
Q on (Q, A) is absolutely continuous with respect to P if VA € A P(A) = 0 = 
Q(A)=0. 
Theorem 2.2.7. Q is absolutply continuous relative to Pif and only if there 
exists a non-negative random variable Z on (Q, A) such that -VA E .4 Q(A) = 
IA Z(w)dP(w). Z is called density of Q relative to P and denoted dQ/dP. 
Definition 2.2.8. Let Q and P two probability measures on (ft A). P and Q 
are equivalent if each one is absolutely continuous relative to the other. 
With next result, a probability measure Q equivalent to a given probability 
measure P is constructed (see Lamberton et all [34], p.  66). 
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Theorem 2.2.9. (Girsanov's Theorem).  Let (Il, ff, (3t)0<t<T, P) be a probabil-
ity space with (3t)octcr  the natural filtration of the standard Brownian motion 
(Bt )o<t<T . Let (Ot)o<t<T  be an adapted process satisfying f Ods < +W as. and 
such that the process (L)0<< defined by L = exp (- f O3dB5 - f Ods) is 
a martingale. Then, under probability p(')  with density LT relative to P, the 
process (Wt )o<t<T defined by W = B + J' Od ds is a standard Brownian motion. 
The stochastic integral is invariant by change of equivalent probability (see 
Lamberton et all [34], p.  79). 
Proposition 2.2.10. Assume that. the hypothesis of Theorem 2.2.9 are satis-
fied. Let (Ht)oct<T be an adapted process such that J.[ Hds < oo P as. Let the 
processes 
pt 
= 
 j
H6 dB8 + 
j HO
6 ds, under P 
0 	 0 
and 
= 	
H5d' under p(L)  
with W = B + J Olds and 
p('-)  the probability measure defined in Theorem 
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2.2.9. Then X=Y. 
We state next a result on the representation of a Brownian martingale in terms 
of a stochastic integral (see Lamberton et all [34], p. 67). 
Theorem 2.2.11. Let (Bt )o<t4T be a standard Brownian motion on a probability 
space (Q, f, P) and let (340<tczT be its natural filtration. Let (M)0<<r be a 
square-integrable martingale, with respect to (3t)o<tcT. There exists an adapted 
Process (Ht )o<tcr such that E(fI  Hds) < + and 
Vte[0,T] Mt =Mo+f HSdBS as. 
Option pricing. 
We consider now the problem of determining the price of an option. 
First, we show that there exists a probability * equivalent to P under which 
the discounted risky asset price St = e_?tSt is a martingale. From equation (2.4), 
we have 
dSt = _re_rtStdt + CnidSt = ((p - r)dt + adBt). 	(25) 
Setting W F B + (' - r)t/a, we obtain 
dSt = SadW. 	 (2.6) 
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Owing to Theorem 2.2.9, with 9, = (p - ñ/, there exists a probability 
measure P* equivalent to P under which (Wt )o<tcT is a standard Brownian mo-
tion. As, from Proposition 2.2.10, the stochastic integral is invariant by change 
of equivalent probability, under Pt we have 
St = 50 exp(aW - a2t/2), 
and, by Proposition 2.1.11, 9t is a martingale. 
Remark 2.2.12. The term (p - r) in (2.5) is called the risk premium. 
Remark 2.2.13. If we apply the transformation W = B + (p - r)t/a to St 
instead of to .t,  from 
dSt = S(pdt + adBt ) 
we obtain 
dSt = St (rdt + adWt ), 
and, for the same reasons, (Wt )o<tcr is a standard Brownian motion under the 
equivalent probability measure Pt. Note that the drift p is replaced by the 
riskless interest rate r, so that, under P the risk premium for St is null. This is 
why the probability measure Pt is sometimes called risk-neutral. 
We will restrict the study to the class of admissible strategies. 
Definition 2.2.14. A strategy 	= ((Hr, Ht))o<tc is admissible if it is self- 
financing and if the discounted value i4() = H° + HtSt of the corresponding 
portfolio is, for all t, non-negative and such that supte[oT] V is square integrable 
under, Pt 
For a self-financing strategy 0, from Proposition 2.2.4 and equation (2.6) we 
have 
tVo+f
Hua5utu 
0 
If, additionally, 0 is admissible, from Proposition 2.1.17 we have that () is 
a square-integrable martingale. under Pt.  Then, under Pt, for any admissible 
strategy 0, V() = 0 = V() = 0 Pt as. This expresses the no arbitrage 
opportunity -hypothesis of the model. 
We define a call option by a non-negative, TT—measurable, random variable 
h (the option payoff). 
Definition 2.2.15. An option is replicable if there is an admissible strategy 0 = 
((H?, Ht ))o<tcT such that at time T its value equals the option payoff VT() = h. 
Note that for an option to be replicable h has to be square integrable under 
P*. This necessary condition is satisfied when h is written as h = g(Sp), with 
g(x) = (z—K). 
We saw above that, for an admissible strategy 4, (14) is a square-integrable 
martingale under P. If 0 replicates the option, from V = Et (vT), we have 
Vt = E* 
It could also be shown that if h is square integrable under P then there is an 
admissible strategy replicating the option. 
We have the following main result which defines the option price (see Lam-
berton et all [34], p.  69): 
Theorem 2.2.16. In Black-Scholes model, any option defined by a non-negative 
3T—measurable random variable h, which is square-integrable under the probabil-
ity P, is replicable and the value at time t of any replicating portfolio is given 
by 
14 = E (r(T_t)h3). 	 (2.7) 
The expression E* (e_r(T _ t)h t) defines the option value at time t. 
Remark 2.2.17. If the option value is written h = g(ST), under strong hypothesis 
over g it would be possible to determine explicitly the replicating portfolio, that 
is the composition of the portfolio (H°, H) satisfying (2.7). 
We make a final comment. Recall that in the modelling we assumed that there 
were no dividend payments and no transaction costs. 
The inclusion of continuously payed dividends in the model is immediate. 
Unfortunately, this is not consistent with the discrete (usual annual) dividend 
payment in finance world. This points to the need to combine the continuous 
modelling we have presented with discrete modelling for the dividend payment. 
The same idea applies to the inclusion of transaction costs: the changes in the 
portfolio composition should rather be considered discrete. 
Several models for these purposes are available in the Financial Mathematics 
literature (see e.g. Wilmott [47]) 
2.3 	European option pricing and parabolic PDE 
We will show the way the problem of pricing an European option is related to a 
parabolic PDE Cauchy problem (see e.g. Lamberton et all [34], pp.  95-101). 
We will consider a more general version of the problem we have presented. 
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Let (Xt )t>0 be a diffusion in R, solution of the stochastic differential equation 
	
dX = b(t, X)dt + a(t, X)dW, 
	 (2.8) 
where b and a satisfy the assumptions of Theorem 2.1.30. Let alsor(t,x) be 
a bounded continuous real-valued function defined on JR+  x R, modelling the 
riskiess interest rate. We write the payoff function h as h = g(Xr). 
We want to compute 
14 = E(e_fT 5 x3)d8 g(XT)I t). 
As a consequence of Theorem 2.1.34, 14 can be written 
Vt = 
e_fTT(3,4 15g(X)), and X denotes the solution  of (2.8) where G(t,x) = E(  
starting from x at time t. 
First we state some results relating the infinitesimal generator of a diffusion. 
Infinitesimal generator of a diffusion. 
Let b and or satisfy the assumptions of Theorem 2.1.30. We state the following 
result (see Lamberton et all [34], p. 98): 
Proposition 2.3.1. For any time t let A(x) be the differential operator that 
maps a 02  function v from JR to JR to a function Av such that 
a2(t,x)32v 	Dv 
(Av)(x) = 
	
—(x)+ b(t,x)—(z). 
2  
Let u(t, x) be a 012  real-valued function defined on JR+  x JR with bounded deriva-
tives in x. Let Xt be a solution of (2.8). Then the process 
= u(t, X) - 
	
(A5u +at (s, X5)ds 
is a martingale. 
The differential operator A is called the infinitesimal generator of the diffu- 
sion (Xe). 
We state a more general result where discounted prices are considered (see 
Lamberton et all [34], p.  98). 
Proposition 2.3.2. Let the assumptions of Proposition 2.3.1 be satisfied. Let 
r(t, z) be a bounded continuous real-valued function defined on 	x R. Then the 
process 
M = C T(SXs)dSu(t  X) 
- f 
C r(v,Xv)dv 	 au (A5u - ru + ) X)ds 
0 
is a martingale. 
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This result still holds in the multidimensional case. Let 
/ 
Wt =. (We', . . . wf) an R" - valued 3 - Brownian motion; 
b: R >< R d—+ Rd b(s, x) = (b'(s, x), . . . , bd(s, x)); 
C: R+ xRd 	jdxp o-(s,x) = 
Consider the multidimensional stochastic differential equation 
dX = b(t,X)dt + 	 for i = 1,... 
which can be written 
dXt = b(t, X)dt + a(t, X)dW. 	 (2.9) 
We assume that the assumptions of Theorem 2.1.31 are satisfied. For any 
time t we define the differential operator At which maps a C2 function v from R' 
to R to the function 
9v 
(Atv)(x) = (x) + bt(t, x)—r(x), 	(2.10) 
where (aU(t,  x)) is the matrix with components 
aii (t, x) =aik(t,  z)(t, x). 
We have the following result (see Lamberton et all [34], p.  99): 
Proposition 2.3.3. Let u(t, z) be a C"2- real-valued function defined on 	)< 
with bounded derivatives in x and (Xi) a solution of system (2.9). Let r(t,x) be 
a bounded continuous real-valued function defined on R+  x R   Then the process 
t Du \ = e_fT(3X33u(t,Xt) - J 
e_1X 	(Asu — ru+ 	(s,X4ds 
0 
is a martingale. 
Option pricing and solving a PDE. 
We will now establish the connection between pricing an option and solving a 
parabolic PDE problem. 
We consider the multidimensional stochastic differential equation (2.9). Let 
(X)>0 be the solution of (2.9), g(z) a function from gd  to Rand r(t, x) a bounded 
continuous real-valued function defined on R+  x  Rd.. 
We want to compute 
14 = E 
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As in the unidimensional case, it can be proved that 
14 = G(t,X), with G(t,x) = E 
where Xt2  denotes the solution of (2.9) starting from x at time t. 
The following main result is obtained owing to Proposition 2.3.3 and char-
acterizes the function G as a solution of a parabolic partial differential equation 
(see Lamberton et all [34], p.  99). 
Theorem 2.3.4. Let u(t,x) be a C"2 real-valued function defined on [0,T] xRd 
with bounded derivatives in x and (Xe) a solution of system (2.9). Let At be the 
operator defined by (2.10) and r(t, x) a bounded continuous real-valued function 
defined on 	x Rd. If u satisfies 
On 
(Atu - ru+ 	" (t, X) = 0 V(t,z) E [0, T] x Rd ,  u(T,x) = g(z) Vx E Rd 
then 
V(t,x) E [0,T] x Rd  u(t,x) = G(t,x) = E 
This result offers a method to determine the price of an European option 
which consists in solving the corresponding PDE problem. To compute 
I 
C(t, x) = E 	f 
2' r(sX)dsg(x4x)), 
we have to solve 
OU 
Au—ru+ Tt =0 in [0, T] x Rd, u(T,x)=g(x) forx Egd. 	(2.11) 
Equation (2.11) characterizes a parabolic PDE problem with a final condition. 
We need to consider the proper function spaces for this problem to be well 
defined. We note that to have u = C; the solution u of (2.11) has to satisfy the 
smoothness assumptions in theorem 2.3.4. In general, some regularity assump-
tions have to be made on the coefficients b and a and the operator At have to 
satisfy the ellipticity condition 
A >0, V(t,x) e [0, T] x ad 	E ad 	aij (t,x)C' > 
i,j=1 	 i=1 
Let us exemplify the method for the simple unidimensional Black-Scholes 
model (see Lamberton et all 	pp. 100-101). 
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We consider the stochastic differential equation 
dSt = S(pdt + adB) 
where p, or > 0 are constants and (B)>0 is a standard 3—Brownian motion. 
We have that (see Remark 2.2.13), under the risk-neutral probability measure 
P*, the asset price St  satisfies 
dSt = St (rdt + adWt ), 
where or > 0, r > 0 are constants and (W)>o is a standard Y—Brownian 
motion. The operator A is now independent of time t and is given by 
2 2 '-' 
a2 	5 
A = —x - + rx- 
2 5x2 Dx 
This operator is not elliptic. 
We consider the diffusion Xt = log(S). Since St = 5o e(r_a2/2)t't, we have 
that (X)>0  is solution of 
dXt = (r - a2/2)dt + adW. 
The infinitesimal generator of this diffusion 
2 
A1°g = 
has constant coefficients and the ellipticity condition is satisfied. 
If we want to compute the option price G(t, x), we then have to find a solution 
V E C1,2  (111k x R), with bounded derivatives in x, of the problem 
Dv 
—rv+ y = 0 in [0,T] x R, v(T,x) = g(ët ) forx ER. 
Finally, 
G(t,z) = v(t, log (x)). 
The above example presented in Lamberton et all [34], can be generalized to 
the multidimensional version of Black-Scholes model (also with constant coeffi- 
cients and interest rate). Let 
Bt = (Bt , . , B) an Rd - valued 3 - Brownian motion; 
p = (pr ,.. . , pd) a positive constant vector; 
a = (a ij  ),<,jcd a positive constant matrix. 
The stochastic differential equation modelling the asset prices is 
St = Sti  11'dt + E U'jdBj) , for i=1,..:,d, 
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and can be written 
dSt = '(pdt + adBt), 
where St denotes de diagonal matrix with diagonal elements S, i = 1, . . d. 
We assume that matrix a is nonsingular and define p 	(r,. . . , r), with 
r ? 0 a constant. Owing to Theorem 2.2.9, with 0 = a'(p - p), there exists a 
probability measure * equivalent to P under which 
Wt = B + a —'(p - p)t 
is a Rd —valued standard Brownian motion (see Elliot et all [14], p. 168). 
We obtain 
dSt = &(pdt + adWt), 	 (2.12) 
The infinitesimal generator of the diffusion St is 
32 	.3 
A = 	(UU fx 3x3z 
+ 
rx Ox 
—, 
and it is not elliptic. 
In the same way as for the unidimensional case, it could be checked that the 
stochastic differential equation (2.12) has the unique solution 
for i=1,...,d. 0 	 2 
j=1 	 j=1 	
W~j ) , 
We use the logarithmic transformation X' = log(S), i = 1,. . . , d, and denote 
it Xt = log(54. We have that (X)>0 is solution of 
	
dX = ( - 	 (aui)2) dt+ E adW/, for i = 1,.. 
and its infinitesimal generator is 
32 	( 	d 
___ 
j=1 	
0 
= 	(aa')ü Ox'Oxi + - 
The coefficients in A119 are constant and, as or is a positive nonsingular matrix, 
the ellipticity condition is satisfied. 
To compute the option price C(t, x), we have to find a solution yE C1' 2 (R< W2), 
with bounded derivatives in x, of the problem 
logy rv + 
Ov 
= 0 in [0,T] x Rd, v(T,x) = g(ex ) for x  
Tt 
and then obtain 
C(t,z) = v(t,log(x)), 
Co 
where cx := (c", . . . , e') and log (x) := (log (x'), . . , log (xd)). 
In these two simple examples, the drift p and the volatility a were considered 
constant. Therefore we have a closed-form solution for the stochastic differential 
equation modelling the asset prices and, with the help of a logarithmic transfor-
mation, we could offset the linear growth of the equation coefficients and obtain 
a differential operator A with constant coefficients. 
A more difficult situation occurs when p and a are not constant. In this case 
there does not exist in general a closed-form solution for the stochastic equation. 
We will approach this problem in Chapter 4, considering the appropriate function 
spaces in order to obtain the (uniform) ellipticity in space of the operator A. 
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We make a final comment on the application potentiality of the (multidimen-
sional) European option modelling we have considered. We see that it extends 
Black-Scholes model in several ways: 
- The option depends on several underlying assets; 
- The payoff function is not specified; 
- The coefficients of the stochastic equation modelling the stock prices •are as-
sumed to be time and space-dependent. 
The model applies directly to options on a basket of assets (basket options or 
rainbow options). 
The higher dimensionality together with the non-specification of the payoff 
function allows the model to be adapted to other types of options with no early 
exercise (that is, for which the exercise can only occur at a fixed time T) (see e.g. 
Lamberton et all [34], Wilmott [47]). For instance, to: 
- European options on future contracts and foreign-exchange; 
- Compound options: this type of option is an option on another option; 
- Exchange options: in this case the option gives the right to exchange an asset 
for another; 
- Some path-dependent types of options as Asian. options. 
The time and space-dependency of the stochastic equation's coefficients confer 
flexibility to the model: the assumption that the coefficients are constant would 
be restrictive, mainly for options with distant expiration dates. 
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Chapter 3 
Parabolic PDE in Holder spaces:. 
space and time discretization 
We have to consider the proper function spaces for the parabolic PDE problem 
we study to be well defined. In the present chapter, we will consider the solv-
ability of the PDE in Holder spaces, following the presentation of Krylov [29]. 
To approximate the solution of the Cauchy problem in half spaces, we first study 
the approximation of the solution of the corresponding (localized) problem in 
domains. Then we estimate the error due to the problem localization. 
In the previous chapter, arising from the stochastic modelling of the stock 
price, we considered a parabolic problem (with final condition and null term) 
Au+cu+uO in [O,T]xR
d, u(T,x)=g(x) in Rd, 
where 
A(t,x) = a(t;x)3 
3x 
and g is a given function. 
In this chapter and in the following chapters (except for Section 3.3 where 
the stochastic representation of the PDE problem is needed) we will consider the 
more standard form of the PDE problem (with initial condition) 
Lu - Ut + f = 0 in [0,T] x W, u(0, x) = g(x) in 
gd, 	(3.1) 
where 
32 	 3 
L(t, x) = a(t, x) 
3z3x + b
2 (t, z) —r + c (t, z), 
and f and g are given functions (with f not necessarily null). 
Note that problem (3.1) (with the initial condition u(0, x) = g(x)), using the 
change of variable (t, x) F-* (T - t, x), is obviously equivalent to the problem with 
final condition u (T, x) = g(x) 
Lu+u +f = 0 in [0,T]x Rd,  u(T,x) = g(x) in Rd 
3.1 Classical results 
We introduce the Holder spaces (see Krylov [291, pp. 33-34 and 117-118). 
Let U be a domain in IRd, meaning an open subset of gd• For k = 0,1) 2,... 
we denote C(U) the set of all functions u U —+ JR whose derivatives D°u for 
lal < Iv are continuous in every bounded subset V of U. We define 
I 	:= 	sup u, [u}k;u := max D°uo;u. 
U 
Definition 3.1.1. For Iv = 0, 1,2,..., the space C'(U) is the Banach space of all 
functions u  C C(U) for which the norm 
uk;u 
= k 
[u]j.0 
is finite. If 0 < 5 < 1, we call u Holder continuous with exponent S in U if the 
seminorm 
	
[U]6; u = sup 	
u(x) — 
 
UMI 
x,yEU, xty i x — 
is finite. The seminorm is called HOlder's constant of u of order S. 
We define 
[uJk+ou := max[Du]o.u. 
Definition 3.1.2. For 0 < S < 1 and Iv = 0,1,2,..., the Holder space C' 5(U) 
is the Banach space of all functions u E C'°(U) for which the norm 
= Uk;rj + [ulk+o;u 
is finite. 
Now denote lit'" = {(t, x) t E R, x E lt'}. In JRd+i define the parabolic 
distance between the points z1 = (t 1, x1), Z2 = (t2, x 2) as 
p(z1, z2) 	x1 - x2 + Itl — 
t2 11,2 
We fix a constant S E (0, 1). If u is a real-valued function defined in Q C 
we denote 
[u]6/2,5;Q 	sup 	
u(zi) — 
 
z1~z2, ZEQ 	p6 (z1, z2) 	
U6/216;Q := uIo.Q + [u]6/2,o;Q. 
07 
Definition 3.1.3. For 0 cc 8 < 1, C612'6 (Q) is the Banach space of all functions 
u defined in Q for which Uo/2,6;q < 
We introduce the parabolic Holder spaces. 
Definition 3.1.4. For 0 < 8 < 1, the parabolic HOlder space C' 12'25 (Q) is the 
Banach space of all real-valued functions u(z) defined in Q for which both 
1. [u]i+o/ +o;q 	[ut]6/2,o;q ±E [U xi xi]o ,o;q 
Ul+5/2,2+5;Q := UO;Q + xO;Q + UtO;Q + 	ktj O;Q + [u]1+6/2,2+o;q 
	
- 	 i,j=1 
are finite. 
We now summarize some classical results on solvability of parabolic PDE in 
Holder spaces. 
Consider the elliptic and parabolic operators of order in 
Definition 3.1.5. Let iii ? 1 be an integer and aa(x)  be some real-valued 
functions in Re', given for any multi-index a with lal < i-n. The operator 
L = >1i&i<m aa(x)D? is called rnth order (uniformly) elliptic if there exists a 
constant A > 0 called the constant of ellipticity, such that 
a°(x)6°>A' vx,eEgd. 
aI<im 
Definition 3.1.6. Let m > 1 be an integer and a(t, x) be some given real-
valued functions in R' 1 , with lal < in a multi-index. The operator L - a/at, 
with L = 	ini<m aa(t,z)Da is called mth order (uniformly) parabolic if there 
exists a constant A > 0 such that 
> 	
aa(t,x) > 	V(t,x) E 11t 1 V e 
Consider the second-order operator (in the non-divergence form) 
02 	 a 
L(t, x) = aij (t, x) 
axax 
 + b2 (t, x) —r + c (t, x), 	(3.2) 
8x 
with real coefficients. We assume that, for some A > 0 and for each t > 0, the 
operator satisfies a'(t,z)ee > A 2, for all x,C c 1W', so that L is uniformly 
elliptic with respect to the space variables, with constant of ellipticity A. Then, 
all 
for each t, the symmetric matrix (aU(x,t)) is positive definite for any x E lRd.  We 
also assume that there exists a constant K such that ao/2,6 < K, b1512,6 < K, 
< K, where 6 E (0, 1) is fixed. 
We consider first the Cauchy problem for second-order parabolic equations in 
half spaces. Let T € (0, ), Q = [0, T] x lit. The problem to be solved is 
Lu-ut+f=0 in  Q, u(0,x)=g(x) in 
Rd, 	 (3.3) 
where f and g are given functions 
Remark 3.1.7. In the presentation of Krylov [29], the parabolic equation is defined 
for the time variable t taking values in (0,T), with T e (0, 00]. 
As, for any constant p, the function v(t, x) = u(t, x)e_ttt  satisfies Lv - pv - 
v + fe-itt = 0 if and only if u satisfies Lu - Ut + f = 0, we set c < 0 without 
loss of generality. 
We have the following existence and uniqueness result for the solution of (3.3) 
(see Krylov [29], p.  140). 
Theorem 3.1.8. Assume that c < -p for a constant it > 0. Let g E C2+1(Rd) 
and f e C672' 6 (Q). Then there exists a unique function u E CP/'22+1(Q) such 
that it satisfies (3.3). Moreover, there is a constant N depending only on d, A, 
6, K and p such that U1+6/2,2+6;Q < N(f 6/2,6;Q  + 2ö). 
We consider now the initial-boundary value problem in Q = [0, T] x U, with 
U C Rd a bounded domain. For this, we give a preliminary definition (see Krylov 
[29], p.  78). Denote BR(xo) C 1W' the open ball in 1W' with center x0 and radius 
R. For any U C 1W', denote au the boundary of U. Denote also 
Rd = {(x', xe' ) x' = (x',. . 	 d_i . , xdl) E R 	x'1> of. 
Definition 3.1.9. Let r > 0 and U be a bounded domain in 1W'. We write 
U e Cr  (or &U € Cr) and say that the domain U is of class CT if there are 
numbers p0 , K0 > 0 such that for any point x0 E DU there exists a one-to-one 
mapping of B 0 (xo ) onto a domain D C 1W' such that 
D 	b(B 0 (xo) fl U) C R and '(xo) = 0; 
(B 0 (xo) n OU) = D fl {y e 1W' 	= 
kb]s;poxo + [r']3,D < Ko for any s E [0,r], and 	'(yi) - 0-1  (Y2)1  < 
KO I Y1 - Y21 for any yeD. 
We say that the diffeomorphism straightens the boundary near x0 . 
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We consider the initial-boundary value problem 
Lu — ut+f= 0 in Q, u(0,x)=g(x) for xeU, u=9 on 8Q, (3.4) 
where Q = [0,T] x U, with T e (O,00), the domain U C Rd is of class C25, 
[0, T] x DU and f, g and g are given functions. 
Remark 3.1.10. We denote OtQ {0} x U and DQ OtQ U 8tQ. 
Assumption 3.1.11. We assume the consistency conditions: 
g(0, z) = g(x) for x E 8U; 
2. L(0, x)g(x) - p(O, x) + f(0, x) = 0 for x E DU. 
The following result states the solvability of the problem in Holder spaces (see 
Krylov [29], p. 153). Denote Rd" = {(t,x) t > 0, x E w}. 
Theorem 3.1.12. Let f E C6!2' 6 (Rif '), g E C26(1W1), E C' 12'26 (Q), with 
Q = [0, ) x U. Assume that (1)—(2) in Assumption 3.1.11 are satisfied. Then 
there exists a unique function u E C 1/2 2+6 (Q) satisfying (3.4). Moreover 
Ul+5/2,2+5;Q 	N (f6/2,6It+' + g25;d + g1+5/2,2+6;Q) 
where N is a constant depending on d, A, 6, K, Pc, K0 and the diameter of U. 
Further results under weaker conditions. 
We consider the Cauchy problem in half spaces under weaker smoothness condi-
tions imposed over the initial data. 
Let Z be the fundamental solution for the parabolic operator L - 3/0t. We 
have estimates for the derivatives of Z (see Ladyenskaja et all [33], pp. 376-377). 
Proposition 3.1.13. The following inequalities hold: 
d+2nI+I$I _MI!nYJ? 
1. 	D'DZ(t,r,x,y) < K(t—r) 	2 	e 
where K, M constants, 2a + I8j < 2 and r 
2.DDZ(t, r, z, y.) - DDZ(t', r, x, y) 
t')(t' - r) 
d+21a1+I$I+2
2 
______ 
+ (t —9) 	2 	(t' - r) 	2 ' le —  M t---r 2 
where K, M constants, '2a + 101 = 1,2 and r < 9 < t; 
3.D7DZ(t; 1, X, y) - DD,Z(t, r, x', y) 
ö—(+d+2 M C K[x - x'(t - y) 2 + x - '(t - 	 2 
where K, M constants, 2a+8 = 2, 0<7<1, 0< ( :~ 6, r < t and 
X" is the one of the points x and x' which is closest to y. 
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We state an existence and uniqueness result for the solution of problem (3.3), 
when the initial data g is continuous and f and g are allowed polynomial growth 
(see Ladyenskaja et all [33], pp.  389-390, where weaker hypothesis over the 
growth of f and  g  are assumed): 
Theorem 3.1.14. Let f a function in Q = [0,T] x Rd , for T E (0,00), such 
that [f 1612,6;Q <00, and g E C(Rd). Let f, g satisfy if(t,x) 1 	K(1 + xm) in Q 
and g(x) I < K(1 + xm) in ad,  respectively, with K,m positive constants. Then 
problem (3.3) has a unique solution u(t,z) in Q. Moreover 
u(t, z) = j dr  f 
Z(t, r, z, y)f(r, y)dy + f 
Z(t, 0, x, y)g(y)dy, 
o 	Rd 	 Rd 
where Z is the fundamental solution for the parabolic operator L - (9/at. 
Note that the initial condition>is satisfied by u only in limit. 
From the estimates in Proposition 3.1.13, it can be shown that the solution u 
in Theorem 3.1.14 is in C"2(Q) and satisfies Du(t,x) I < N(1 + x'), fi = 0, 1, 
in Q, with N, m positive constants (m the constant in Theorem 3.1.14) (see e.g. 
Friedman [18], pp.  141 and 148). 
The smoothness of the solution u can be improved stepping away from the 
time origin in problem (3.3). We will see that, in this case, and if f and g are 
bounded, we obtain a Cl+6122  solution. 
Theorem 3.1.15. Let the hypothesis of Theorem 3.1.14 be satisfied, f and g 
bounded functions in Q and ad,  respectively, and u the corresponding solution 
of problem (3.3). Let c < —p for a constant p > 0 and define the set Q = 
[e, T] x ad,  where e is a positive constant. Then u E 
Proof Denote 
ui (t, x) = f d  f 
Z(t, r, x, y)f(r, y)dy and u2(t, x) = f 
Z(t, 0, x, y)g(y)dy, 
0 	 Rd 
so that u(t, x) = ui (t, x) + U2 (t, x). 
We have that u1(t,z) solves the problem 
Lu — ut+f= 0  in Q, u(0,x)=0 for xER, 
and that u2(t, r) solves the problem 
Lu—ut =0 in Q, u(0,x)=g(x) for x€IW'. 
From Theorem 3.1.8 we have that u1 E C'+612,2+6  (Q) and, therefore, ul E 
C' 5122  (Q). We will show that u2 E C 512'26 (Q6). 
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We see from estimate (2) in Proposition 3.1.13, with lal = 1, 101 = 0 and 
0 < E < t' <t, 
DZ(t,0,x,y) - Dt'Z(t',0,x,y) < K[(t - t')t' 	+ (t - t ) ' 2 
x exp(—M_-4 t 
6 4± 
2 +(t—t)e 2 1 
x exp( — Mlx - y2) 
< N(t - t')'2 [(t - t')'+i] exp(—Mx - y 2) 
< N(t - t') exp(—Mx - y 2), 	(3.5 
with N a constant depending on a 
From estimate (3) in Proposition 3.1.13, with lal = 0, /3j = 2, 'y = ( = 8 
and 0 <s <t, we have 
S DZ(t,0,x,y) —DZ(t,0,x',y) < K[ —x' 	2 + 	2 
xlI - y 2 xexp(—M 
< KHx—x'Vs 2 	 6 2  
x exp(—Mx - y 2) 
< Nz - x'16 exp(—Mx y 2), 	(3.6) 
with N a constant depending on a 
From estimate (1) in Proposition 3.1.13, with lal = 	= U and 0 < s < t, 
we have 
Z(t, 0, x, y) 	Kt 1
_ 
2 exp(M 	<Nexp(—Mx - y 2), 	(3.7) 
with N a constant depending on E. 
Similarly, with lal = 1, 101 = 0 and 0 Ce < t we obtain 
Dt Z(t, 0, x, y)j <Nexp(—Mx - y 2), 	 (3.8) 
and with lal = 0, 101 = 1 or lal = 0, 101 = 2 and 0 <e <t 
DZ(t,U,x,y) <Nexp(—Mx - y 2), 	 (3.9) 
with N a constant depending on 6. 
As g is a bounded function in 	from (3.5) and (3.6) we conclude that 
[u2J1+812,2+6; qe < oc and from (3.7), (3.8) and (3.9) that 
d 
U2OQg + DXU20; Q, + DtU20; Q, + E lDxjDxiU21 0; Q~ < 00. 
z'3=1 
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Note that the factor exp(—Mx - y 2) in the above estimates guarantees the 
convergence of the integral in u2. 
We have that u2 E C' 512' 25(Q) and, finally, u E C''2'26(Qe). E 
Consider now the particular case of the initial-boundary value problem (3.4) 
where 9 = 0, under weaker smoothness imposed over the initial data g. 
We have the following main result for the existence and uniueness of the 
solution of (3.4) (proved in Ladyenskaja et all [33], pp.  412-413, for interior and 
exterior domains). 
Theorem 3.1.16. Let  E C6/2 5 (Q), g E C(U), with Q = [0, T] x U, T E (0, oo). 
Assume that (1) in Assumption 3.1.11 is satisfied. Then problem (34) with 9 = 0 
has a unique solution u(t, x) in Q. Moreover 
u(t, x) = f dYL G(t, r, x, y)f(r, y)dy + fru, G(t, 0, x, y)g(y)dy, 
where G is the Green's function for problem (3.4). 
Note that function u is not defined for t = 0. The initial condition is satisfied 
by u in limit. 
We have estimates for the derivatives of the Green's function (see Ladyenskaja 
et all [33], pp.  412-414). 
Proposition 3.1.17. Let C be the Green's function considered in Theorem 3.1.16. 
The following inequalities hold: 
d+2Ia+F0I 	
( •
w- 
x - y \ 
1. D'DC(t,r,x,y) 	K(t - r)— 2 	exp - ______ 
t—rj 
where K, ikE constants, 2a + 101 < 2 and r < t; 
2.D°DG(t, r, x, y) - DDG@', r, x, 
(—Mx - 2 	(t' —r) 	2 exp 	
t—r 
where K, M constants, 21al + 101 = 1,2 and r < t' < t; 
3.DDC(t, y, x, y) - DD,G(t, r, x', y) 
( 	1" M <Kx—x'(t—'r) 2 exp - _______ 
/ 
where K, M constants, 2a + 1fi1 = 2, T< t and x" is the one of the 
points x and x' which is closest to y. 
As for the Cauchy problem (3.3), it can be shown from estimate (1) in Proposi-
tion 3.1.17 that the solution u of problem (3.4) in Theorem 3.1.16 is in C1,2 (Q). 
Also, if we step away from the time origin we can obtain a we obtain a 
C' 12' 2 solution. 
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Theorem 3.1.18. Assume that the hypothesis of Theorem 3.1.16 are satisfied 
and denote u the corresponding solution of problem (3.4) with 9 = 0. Let the set 
= [s, T] x U, where E is a positive constant. Then u E C 1/2 2+ö(Qe). 
Proof The result is obtained following the same steps as in the proof of 
Theorem 3.1.15. 
Denote 
ui (t, z)=f dYL  G(t,r,x, y)f(r, y)dy and u2(t, x)=L  G(t, 0, x, y)g(y)dy, 
so that u(t, x) = u1 (t, x) + u2 (t, x). 
We note that u1 (t, x) solves the problem 
Lu — ut+f= 0  in Q, u(0,x)=0 for xeU, u=0 on 3Q, 
and that U2 (t, x) solves the problem 
Lu—u=0 in Q, u(O,z)=g(x) for xEU, u=0 on 5Q. 
From Theorem 3.1.12 we have that u1 E Cl/22+6 (Q) and then u1 E 
C 5/2 2+5 (Q). It remains to prove that u2 E 
From estimate (2) in Proposition 3.1.17, with lal = 1, fij = 0 and 0 <s < 
t'<t,we have 
DG(t, 0, x, y) - Dt G(t', 0, x, y)j 
4±2±á 	( 	Xy 2
) 
K(t — tt' 2 exp - 
N(t - t'), 	 (3.10) 
with N a constant depending on E. 
From estimate (3) in Proposition 3.1.17, with lal = 0, 101 = 2 and 0 <e < t, 
we have 
DC(t, 0, z, y) - D,G(t, 0, x', y)J < 
112 
(
2+'  exp— 	
& ) 
Njx - 	 (3.11) 
with N a constant depending on s. 
From estimate (1) in Proposition 3.1.17, with 0 < e < t and a, 13j taking 
the appropriate values we have 
G(t,0,x,y) I <N, 	DG(t,0,x,y) I < N, 	DG(t,O,z,y) I < N, 	(3.12) 
with N a constant depending on E. 
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As g is a bounded function in U, from (3.10) and (3.11) we have that 
[U2]1+5/2,2+6;qs < oc and from (3.12) that 
d 
20;Q + DxU20;Qe + Dtu20;qe + > DxiDxiU20;Qe < Co. 
Then it2 E C S/22+ô(Qe). Finally, we have it E C 6/2 2+6 (Q6 ) and the result 
is proved. S 
3.2 Numerical approximation 
We want to discretize problem (3.4). For the discretization, we set the framework 
in Krylov [29] (p. 155). 
Take a number T e (0, oc) and denote Q = [0, T] x U. Let 1(h) be a function 
on (0,1] such that 1(h) > 0 and 1(h) —> 0 as h 4. 0. For h E (0,1] define the 
(l(h),h)—grid on 
Z'={(t,x):t=1(h)k, x=hen, k=0,1,2,...,n=0,*1,+2,...}. 
(3.13) 
Let Q(h) = QflZ' and Q° (h) = I (t,x)  E Q(h) dist(x,DU) ~: hand t > 1(h)}. 
Denote O'Q(h) = Q(h) \ Q°(h) = &,Q(h) U 3Q(h), with 
8Q(h) = I (t,x)  E Q(h) dist(x,OU) < h}, 3Q(h) = {(t,x) E Q(h) t < 1(h)}. 
For any h E (0, 1], z E Q°(h), z1 G Q(h) denote 
£jit(Z) = 	Ph(Z, zi)u(zi), 	 (3.14) 
zj€Q(h) 
where Ph (z, zi) are some given numbers. 
We make assumptions on the behaviour of the discrete operator Lh. 
Assumption 3.2.1. (Maximum principle). If it is a function defined on Q(h) 
and for a point z0 E Q°(h) we have u(zo) = maxQ(h) u(z) > 0, then Lhu(zo) < 0. 
Assumption 3.2.2. The operators Lh approximate L — a/at. More precisely, 
for any it € Cl+1/2 2+5 (Q) and any z E Q°(h) we have 
Lu(z) — ut(Z) - Zhu(Z) < 
with K a constant. 
We state a lemma (see Krylov [29], p. 77). 
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Lemma 3.2.3. For any R > 0 there exists a function v0 E C00 (BR) , with BR C 
W, such that Lv0 < —1 in BR. Moreover, 0 < v0 < No = No (A, K, R, d) in BR 
and v0 = 0 on DB ft. 
Next, we prove a result on the uniqueness of the solution for the discretized 
problem (stated in Krylov [29], p.  154, but only proved for the elliptic problem). 
Theorem 3.2.4. There is a constant h0 > 0 depending only on iv, K, 5, d and 
the diameter of U such that for h E (0, h0] for any bounded functions f, 9 the 
system of linear equations 
£hu(Z) + f(z) = 0 Vz e Q°(h), u(z) = 9(z) Vz E &Q(h), 	(3.15) 
as a unique solution uh(z), z E Q(h). In addition 
maxQ(h)(uh(z))+ < Nmaxqo f(z) + maxa'q(h) 9(z), 
maxQ(h)(uh(z))_ < Nmaxqo f(z) + maxa'q(h)9jz), 
maxQ(h) uh(z) 	NmaxQo(h) f(z) + max&Q(h) 9(z), 
where the constant N depends only on A, K, d and the diameter of U. 
Proof Let n be the number of points in Q(h). Then the linear system (3.15) 
is a system of n equations about n variables uh(z), z E Q(h). Therefore, to prove 
the first assertion we only need to prove uniqueness of the -trivial solution for 
f9 	0. This uniqueness follows at once from the second assertion. 
To prove the second assertion, it suffices only to prove the first estimate. In 
fact, if 
max(uh(z))+ < N max f+(z) + max 9(z), 
then - 
max (uh(z))_ = max ((—uh(z))+ c N max (—f)+(z) + max 	(z) 
= N max f_(z) + max 9(z). 
	
- 	- 	 Q°(h) 	O'Q(h) 	- 
Note that if uh is a solution of (3.15) then —uh is a solution of the system 
obtained from (3.15) taking -f and  —9  instead of f and 9, respectively. 
Also 
max Uh(Z)j = max[(uh(z))+ +(uh(z))_] = max(uh(z))+ +max(uh(z)), 
Q(h) 	- Q(h) 	 Q(h) 	Q(h) 
and the third estimate follows. 
W. 
In the proof of the first estimate we assume without loss of generality that 
o e Q. We take the function v0 from Lemma 3.2.3 with R defined as the diameter 
of U. Observe that (L — 3/Dt)vo < —1 in Q, so that by Assumption 3.2.2 we can 
choose h0 to have LhVo < 	for any h e (0, h0 ] and for any z E Q°(h) 
Lv0 (z) — 
8
v0(z) Lhvo(z) it 
===> £,vo 	
a
z) ~ Kh5 voia12,2. a,.q + Lvc (z) — 	V0 (z), 
and, as (L — 8/8t)vo < —1 in Q, then Lhvo(z) < 	 — 1. If 
h < ((2Kvo k+o/2,2+o;q)1)"6 then 
thvo(z) <— , Vz e Q° (h). 
Now we take a solution uh of (3.15) and consider w = Uh — 2(F + e)vo - U 
where F = maxQo(h) f-i-, G = maxaI Q(h) 9+ and s is a positive constant. 
If we prove that for any E we have w < 0 in Q(h), the first estimate will 
obviously follow: 
Ifw<O in Q(h) then 
Uh <2 (max f± +s)Vo + max g± 
and 
max(uh)+ = maxuh = supuh < 2vç max f+ + max 9+• 
Q(h) 	Q(h) 	Q(h) 	Q°(h) 
By Lemma 3.2.3, v0 < No = N0 (A,K,R,d) in Q (with R = diameter of U) 
and we obtain 
< 2N0 max f+ + max 9+. 
Assume that w >0 at some points and define z0 as a point in Q(h) where w 
takes its maximum value w(zo) > 0. Since uh = 9 and v0 ~! 0 on D'Q(h), 
w-9—  max 9-2vo (max f ± +e)<0, on&'Q(h), 
so that z0 C Q°(h). 
By Assumption 3.2.1 we obtain £4G < 0 and thw(zo) < 0. Note that if 
O = maxo'q(h) 9 = 0 then LhG = 0 < 0 trivially. 
Then we have 
0 	LhW(Z0) = Lhuh(zo) - 2(F + s)LhVo(Zo) — 
= —1(z0) — 2(F + E)LhVQ(Zo) - LhG(VO) 
? —f(z0)+F+s>s>0. 
Jj] 
We obtained a contradiction and the proposition is proved. D 
Furthermore, a rate of convergence can be determined (also stated in Krylov 
[29], p.  155, but only proved for the elliptic problem). 
Theorem 3.2.5. Let f E C6/2'6 (Rt1), 9 E C15'226(itt1). In Theorem 
3.1.12 take g(z) = .9(O,x) and assume that its hypotheses are satisfied. Let 
U e C' 612' 26 (Q) be the solution of (3.4). Take a number h e (0, h0 ] and denote 
by uh the corresponding solution of (3.15). Then 
IU - uho,q(h) 	Nh5  (f 512,51 +' + 	 (3.16) 
where the constant N depends only on d, K, 8, A, P0, K0 and the diameter of U. 
Proof For z E Q°(h) 
- u)(z) = I - f(z) - thu(z) = Lu(z) - ut(z) - 
< Kh5 u{ 1+5/22+6; R +1 < Nh8 (fo/2,2;Rt+1  + 
owing to Theorem 3.1.12. 
As uh - u is solution of the problem 
{
Lh(uh - u) (z) = — f(z) - Zhu(z) Vz E Q°(h) 
(uh — u)(z)=0 	 VzEOQ(h)flDQ 
(uh - u) (z) = (9— u) (z) 	Vz E Q(h) \ OQ, 
owing to Theorem 3.2.4 inequality (3.16) is obtained. 
If z E O'Q(h), then the distance from z to DQ is less than h, so that there 
is a y E &Q satisfying p(z, y) = I z - y 	h. Note that 3Q (h) C 5Q so that if 
z E 3Q(h) then p(z, 5Q) = 0 and the inequality is trivial. 
We have 
= 	9(z) - u(z) I = 9(z) - u(z) + 9(y) - 
= 9(z)—u(z)+u(y)-9(y) 
< 	9(z) - 9(y) I + u(z) - UM I 
<h( H+ u(z)—u(y)) 
- 	k-y 
< h( sup 179(w) + sup Vu(w)) 
WE[Z,y] 	 WE[z,y] 
	
d 	 d 
< h( sup (E i p,i(w)l+ 9(w))+ sup (Y, luv(w)l+ ut (w))) 
we[z,y] j1 	 WE[zdJ] i=1 
h(91+5/2,2+5;Rt±1 + u1+6/2,2+6; +1 ) 
< 	h(1911+612,2+6;ilt' + NOV 5/2,5;Rt' + I H-5/2,2+5;Rff')) 
Nh5 (f6i22.Rt+i + 91+6/2,2+5;+1  
40 
using the mean-value theorem and Theorem 3.1.12. The result is proved. E 
Discretization under weaker conditions. 
In Section 3.1 we considered the case where weaker smoothness was imposed over 
the initial data g, when the boundary condition is u = 0. Under this framework, 
Theorem 3.2.4 holds for the same reasons. 
For the rate of convergence we state a new proposition. Let Q = [e, T] x U, 
with s > 0 a constant and Q(h) = Q(h) fl Q. 
Theorem 3.2.6. Let f E C612,5 (Q), g E C(U), with Q = [0, T] x U for T E 
(0, co). Define 
{ 
x) 	
0, 	xEOU 
(t, = g(z), otherwise 
and assume that the hypothesis in Theorem 3.1.16 are satisfied. Let u be the 
solution of (3.4) and u its restriction to Q. Take a number h E (0, ho ] and let 
Uh be the solution of (3.15) and Uhe  its restriction to Qe(h). Then 
lUe - UhgD,Qe(h) < NM (foi2,o;e + 
where the constant N depends only on d, K, 6, A, Pa, K0, the diameter of U 
and a 
Proof The proof is the same as for Theorem 3.2.5 taking, when needed, Q 
and Q(h) in the place of Q and Q(h), respectively. E 
From what saw in the present section, to obtain an apprrnUmation for the solu-
tion of the continuous problem (3.4), with a known rate of convergence, it suffices 
to have an operator th  with the form of operator (3.14), verifying Assumptions 
3.2.1 and 3.2.2. 
We will now discretize the problem constructing particular operators, using 
both the explicit and implicit schemes. 
In Krylov [29] (pp.  155-156) discrete operators are considered for the particu-
lar case where L = >IJ a(t, x)D (in the elliptic case, discrete schemes for the 
	
operator L = X: j=1 	+ > i=1  b'(x)Di are also introduced, [29] pp.  86-87). 
We will construct discrete operators for the more general case 
L 
	
b(t)D +e(t,x), 
i,j=1 
where coefficients ai j(t, z) satisfy IL a' (t, x) > 0, for i = 1, 2,. . . , d and 
(t, x) < 0, for i 	j, i, j = 1, 2, .. . , d. Note that there is a large class 
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ij  of positive definite matrices a(t, x) satisfying the preceding conditions. The 
matrix defined by a' (t, x) = d for i = 1,2,..., d and a(t, x) = —1 for 
i ~4 j, i, j = 1,2,.. . , d, with eigen values 1 and d + 1 with multiplicity 
1 and d - 1, respectively, is an example. 
Explicit scheme. 
For (t, x) e Q°(h), we define the operator 
Lhu(t, x) = —e'h 2[u(t, x) - u(t - Eh 2, x)I 
+ 	a(t—eh2, x)21h2[u(t - 	 x + he) 
ij 
+u(t eh2,x - he) - u(t - sh2,x +h(e - es)) 
—2u(t - eh2, x) - u(t - eh 2, x 
- 
h(e - es)) 
+u(t- 2,x— hey) + u(t —sh2,z+he)] 
+ 	51(t - eh 2, x)h'u(t - 6h 2, x + hei sign b(t - Eh 
2, x)) 
—u(t - e2, x)] + c(t, x)u(t, x). 	 (3.17) 
Theorem 3.2.7. Assume the coefficients (t, x) are such that 34 (t, x) ? 0, 
for i=1,2,...,d and aU(t,x)<0 for i$j, i,j=1,2,...,d. Let l(h)—eh2, 
where e > sup(2 	 b(z)I). Then the discrete operatorth (3.17) 
satisfies Assumptions 3.2.1 and 3.2.2. 
Proof To check Assumption 3.2.1, let z0 (to,xo) E Q° and u(to,xo) = M = 
maxq(h) u(z) > 0. Denote t = to - eh. Then 	- 
h2Lhu(to, xo) = —MC' + u(tb, xo)C' --2 	a(tb, xo) - h 	b1(t, xo)] 
i<j 
+Eai(to ,xo)[u(tb,xo + he) + u(tb,xo - he)] 
- a'! (to', xo)[u(t, z0 +h(e - es)) + u(tb, x0 - h(e - 
i<j 
+h 	bt (t,xo)Iu(t,xo + hei sign b(t,xo )) + h2 ]t4c(to ,xo) 
< 	—Ale' + A4[e' - 2 	xo) - h > bt(t, xo)I 
ij 
+2Ma(tb,xo) - 2Ma(tb,zo ) 
=
0. 
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Assumption 3.2.2 can be checked using Taylor's formula and the assumptions 
on the smoothness of the coefficients. Denote t' = t - Eh 2. 
Lu(t, x) - ut (t, z) - Lhu(t, x) 
= 	a(t, x)uii (t, x) +I: bt(t, x)ui (t, x) + c(t, x)u(t, x) - u(t, x) 
+C'h 2[u(t, x) - u(t', z)] - 	a(t, x)2 1h 2{u(t', x ± hc) 
i,j 
- he) - u(t, x + h(ei - es)) - 2u(t', x) - u(t', z - h(ei - es)) 
+u(t, x + hey) + u(t', z - hej)] —Eb(t',x)h'[u(t',  x + hej sign b(t',x)) 
—u(t',x)J - c(t,x)u(t,z)j 
a(t, z)ui (t, x) - 	aü (t', x)2'h 1 [h 1 (u(t', x + he) - u(t', 
i,j 	 i,j 
—h'(u(t', x) - 	x - he)) + h 1 (u(t, x + hey) - u(t, x - h(ei - 
—h 1 (u(t', x + h(ei - es)) - u(t', x - he))] I + 	W(t, x)u1i (t, x) 
- 	bt (t', x)h'[u(t', x + hei sign b(t', x)) - u(t', x)] 
+ u(t, x) - s h [u(tx) - u(t', X)]1.  
Using the mean-value theorem repeatedly we obtain 
Lu(t, x) - ut (t, x) - Lhu(t, x) 
a1(t, x)[uii  (t, x) - ua,i a,j (t', z + Oihej)] 
i,j 
+ 	[a(t, x) - a(t', x)]u1j (t', z + 02he)t 
i,j 
a(t' x)[—ui (C, x + 01he) + uii(t' , x + 03he) 
i ,j 
+u(t',x + 04he+ 05he) - u1 (t',x + 06he + he)Jf 
+1 	b'( t, x) [u (t, x) - u (C, x + Oyhe) 
+ 	x) - b(t',x)]u(t',x + 97 he) 
i 
+ut(t, x) - e'h 2[u(t, x) - u(t , x)fi, 
with 0k,  k = 1, . . . ,7 constants such that I °k < 1, for all k. 
Finally, we have 
Lu(t, x) - u(t, z) - £hu(t, x) I<Kh5 UI l+a/2,2+o; q, 
and the result is proved. E 
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The operator we have constructed furnishes an explicit scheme for approxima-
tion. It allows the computation of uh(t,x) on Q(h), starting from u(O,x) which 
is given and then finding uh(eh2,x), uh(26h2 ,x) and soon consecutively from the 
explicit formula 
uh(t, z) = c'sh2 f(t, z) - c'u(t - eh2, x) 
a(t - Eh 2,  x) [u(t - Eh 2,  z + he j) + u(t - 	x - he) 
ij 
—u(t - eh2,x + h(e - ej)) - 2u(t - eh2,x) 
—u(t—eh2,z—h(e j —e))+ u(t —e2,x—he4+ u(t —Eh2,x+he)] 
—u(t —e2,x)], 
where c' = (eh 2c( ,x) —1)-'. 
We note that the restrictions over e in the sub-cases where 	is diagonal 
or where there are no first-order partial. derivatives can be obtained immediately 
from the more general condition we presented. 
Implicit scheme. 
For the same particular case of the continuous operator L, we define, for (t, x) E 
Q° (h), the discrete operator 
L,,u(t, x) = -TTEh[u(t, x) - u(t - eh2 , z)] 
+ 	a(t, x)2-'h -2  [u(t, x + he) + u(t, x - he) 
ij 
x + h(e - es )) - 2u(t, x) - u(t;x - h(e - es)) 
x - hey) + u(t, x + he)] 
+ 	b(t, x) 1h1 [u(t, x + hei sign 5(t, x)) - u(t, x)] 
+c(t,.x)u(t, x). 	 (3.18) 
Theorem 3.2.8. Let the coefficients a2i(t,x) and the discrete function 1(h) 
satisfy the hypothesis in Theorem 3.2.7. Then the discrete operator (3.18) satisfies 
Assumptions 3.2.1 and 3.2.2. 
Proof The operator AL,, satisfies Assumption 3.2.2 for the same reasons as in 
Theorem 3.2.7 and Assumption 3.2.1 with no restrictions on E. El 
The method of computation of u,, (t, x) on Q(h) is implicit: in order to find 
u,, ((k + 1)eh2 , x) from u,,(keh2, x) a system of linear equations has to be solved. 
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3.3 Localization error estimate 
Finally, we should estimate the error in approximating the solution of the Cauchy 
problem 
Lu - Ut + f = 0 in [0, T] x Rd,  u(0, x) = g(z) in lIt'. 	(3.19) 
where T E (0, ), by the solution of the initial-boundary value problem 
Lu — ut+f= 0  in  Q, u(0,x)=g(x) for aEU, u=q on OQ, (3.20) 
where Q = [0, T] x U, U is a bounded domain in Rd  and t9Q = [0, T] x &u. 
In fact, in Section 3.2 we have produced an estimate for the second term of 
the right hand of the inequality 
v(t, z) - uh(t, x) I < v(t, x) - u(t, x) + I u(t, z) - uh(t, x), 
where v(t, x) and u(tz) represent, respectively, the solutions of (3.19) and (3.20), 
and uh(t, x) is the solution of the discretized problem (3.15). It remains to esti-
mate the localization error: 
v(t,x) - u(t,x). 
Localize problem (3.19), considering the particular case of (3.20) where Dirich-
let boundary conditions are imposed: 
Lu — ut+f= 0  in  Q, u(0,x)=g(x) for xEU, u =0 on &Q. (3.21) 
Remark 3.3.1. We recall that in Section 3.1 we studied problems' (3.19) and 
(3.21) solvability when weaker smoothness is imposed over the initial data g 
(Theorems 3.1.14 and 3.1.16). We saw also that the restrictions v6 and u6 of the 
unique solutions v and u of problems (3.19) and (3.21) to the sets [e,T] x 1W' 
and [e, T] >< U, respectively, are of class C/22+1  (Theorems 3.1.15 and 3.1.18). 
Finally, in Section 3.2, we studied the numerical approximation for the restriction 
Us E C' 5/2' 2t5 QE, Tj x U) of u (Theorems 3.2.4 and 3.2.6). 
In order to estimate the localization error, we will consider the stochastic 
representation of problems (3.19) and (3.21), written for t replaced by T - 
respectively 
Lu+u + f = 0 in [0,T] x lIt', u(T,.x) = g(z) in iW' 	(3.22) 
and 
Lu+ut+f =0 in Q, u(T,x)=g(x) for z eU, u= 0 on 3Q. (3.23) 
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Let the multidimensional stochastic problem 
dXt = b(t, X)dt + a(t, X)dW 
	
(3.24) 
xo = 	 (3.25) 
where 
Wt = (W,,... , 14/f) an Ii? - valued 3 - Brownian motion; 
b R >< R' —* R", b(s, x) = (b'(s, x), . . , b1r(s, z)); 
a 	x R' 	gdxv 5(8, x) = (5ui(8 x))1<jczd,j<j<p. 
Let or .be such that 1/2(aa') = 	for i = 1,..., d, j = 1,.. . ,p, where 
0 is the coefficient associated with the second-order derivatives in the operator 
L. We assume that b and a satisfy the proper integrability conditions so that the 
process 
pt 
X = ro + j b(s, X4ds + 
j 
a(s, X3)dW3 	 (3.26) 
a 	 0 
is an ItO process. 
We will obtain the stochastic representation of problems (3.22) and (3.23) (and 
then approximate the localization error), assuming that these problems' solutions 
exist, as well as the solution of the stochastic equation. Under these assumptions, 
the deduction will be made imposing weaker conditions over the operator L and 
the data f and g. 
Assumption 3.3.2. Let coefficients in the operator L, defined by (3.2), satisfy: 
a, band care continuous functions in [0, T] x 
c<Oin[O,T]xRd; 
a(t,x) < C(1 + x2), for all t E [0,T], x,y € R", C >0 a constant; 
b(t,x) 	C(1 + x), for all t E [O,T], x,y E R'1, C > 0 a äonstant. 
We state a preliminary result which gives a moment estimate of the solution 
of a stochastic equation (see Krylov [31], p. 85, where estimates are also given 
for a more general case). 
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Consider the more general multidimensional stochastic equation 
ft 	 ft 
Xt = Z + J b(s,X4ds + J a(s,X5 )dW3, 	 (3.27) 0 	 0 
where W, b, a are as defined for equation (3.26) and Zt is a d—dimensional 
random vector. Let us assume that the coefficients b, or in equation (3.27) satisfy 
the condition: 
Assumption 3.3.3. There exists a constant M > 0 and nonnegative functions 
r(t), h(t) such that 
1  a(t,x) 12 < 2r 2(t) + 2M2 x 2; 
1 b(t,x)  I < h(t) +Af 2 z. 
for alit E [0, 7'], x, y E 1W2., where 6_2 = >11<i<d, 1<<(a)2. 
Proposition 3.3.4. Under Assumption 3.3.3, if Z, is a separable process then a 
solution Xt of (3.27) satisfies, for all q > 1, t E [0, T], 
E(sup IX82)  <N E(sup IZ3 2 )Nt _leNt E(JUZS2 + (h(5))2  + (r(s))2 )ds), 
s<t 	 s<t 	 0 
where N is a constant depending on q and M. 
Remark 3.3.5. In Assumption 3.3.2 we assumed some growth conditions for the 
coefficients a = 1/.2 ca' and b. Under this assumption, Assumption 3.3.3 is not 
restrictive and is met with r2 = h = M. Also, in the framework we are considering 
	
in the present section, z 	x0 is a d—dimensional non-random vector. Under 
these conditions, the estimate in Proposition 3.3.4, written for X', is 
E( sup 	< NE(sup I x  )+NTe\TTE(j(x2 + M2 + M)ds 
tcZs<T s<T 
<N 	 f(2 +  M2 + W)ds 
< N 	NT 	+M2,+ 
< N 	+ 1), 	 (3.28) 
where N is a constant depending on T, q, and M. 
Next two theorems give the stochastic representation of the two parabolic 
problems. 
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Theorem 3.3.6. Let (1)—('4) in Assumption 3. 3.2 be satisfied. Let functions f 
and g in (3.22) be such that 
f(t,x) I <K(1 + x m) in [0,T] x R'1 and g(x) I <K(1 + x m) in Rd 
respectively, with K, m positive constants. Assume that parabolic problem (3.22) 
has a unique solution v in C1' 2 ([O, T] x Rd ) and this solution satisfies 
Dv(t,x) I < N(1 + x'), 3 = 0, 1, in Q, 
with N, p positive constants. Assume also that there exists a unique solution X 
of the stochastic problem (3.24)—(3.25) in [0,T]. Denote X'', with s > t, the 
solution of equation (3.24) starting from x at time t. Then v is given by 
T 
v(t, x) = E / eft c(s,X) dsg(xx)) + E 
(JT 
 e' c(rX)drf(5  X)ds). 
for all t E [0,T], x E lit'1. 
Proof Consider the Ito processes 13 = eft(r,4X)dT and Z5 = v(s,X), for 
s > t. Noting that the stochastic integral in the ItO process }'5 is null, integrating 
by parts Y5 Z5 we obtain 
PS 
e11 	4 v(s, X) = v(t, x) + J v(r, X)d(ei e(q,X)dq) t 
+  I s "7. 	 X'') t 
PS 
= v(t, x) + J e c(q,XX)dqc( X")v(r, X)dr I 
JIs 
eit
7. " 
+ 	c(q,qv(r, X). 	 (3.29) 
Owing to Theorem 2.1.27 (multidimensional ItO formula), we have 
av 
	
v(s,X) = v(t,x) + f 5(Av)(r,x) + 	(r,X)dr 
+ f
vxi X)a1 (r, X)dWi, 	 (3.30) 
t 
where 
A(t,x) =(aa')(t, x)3 	+b(t
xiaxi,x 
Using (3.30), from (3.29) we obtain 
e 	' 4'v(s, X) = v(t, x) + J 
e e(X)dq( 	a + —v) (r, X")dr 
at 
PS 
+ J 
eft c(qX)dq (r, X)a 1(r, X)dW. (3.31) 
Making s = T in equation (3.31) and taking the expectation, 
v(t, x) = E(efT c(sX)ds V (T, 4')) - El cit 
c(r,X)dr (Lv + Lv) (s, 	X')ds) 
	
= E(eT 5"5g(X))  + 
El 
ef 	(s, X')ds).. 	(3.32) 
We note that the expectation of the stochastic integral in (3.31) is zero owing 
to the assumptions over the growth of v,(t,x) and a(t,x), the moment estimate 
(3.28) in Remark 3.3.5 and Theorem 2.1.22. The assumptions over the growth 
of f and g and the moment estimate (3.28) guarantee that the expectations in 
(3.32) exist. D 
Theorem 3.3.7. Let (1)—(2) in Assumption 3.3.2 be satisfied. Assume that 
parabolic problem (3.23) has a unique solution u in C1' 2([O,T] x U). Assume 
also that there exists a unique solution Xt of the stochastic problem (3.24)— (3.25) 
in [0, T]. Then the unique'solution u of problem (3.23) is given by 
u(t,x) = E (1{r=T}efT8'3g(x))  +E (frei:rxrf(s,x)ds), 
for all t € [0, T], x E U, where Xi", with s > t, is the solution of equation (3.24) 
starting from x at time t and r := inf{s > t: X' is not in U} AT. 
Proof This proof fo1lowsthe one by A. Friedman (Friedman [18], pp.  145-
146) for the stochastic representation of the solution of a boundary-value elliptic 
PDE problem. 
Let V E gd  be the closed s—neighborhood of ÔU and denote U = U\V. Let 
w. be a 	([0, T] >< lit1) function such that w = u in [0, T] >< U512. We consider 
the processes Y= e1' c(r,X')dr  and Z = w(s, Xi"), for s> t. 
Following the same steps as in the proof of Theorem 3.3.6, we obtain 
PS 	 a 
eu c(rX)drW(5 4') = w(t, x) + 6fT + - w)(r, X')dr J at 
'S 
+ J
eftT c(q,XZ)dq . (r, X,)au2  (r, X")dMTi. (3.33) 
t 
Let 	t a stopping time with respect to X". Making s =c in equation 
(3.33) and taking the expectation, we have 
w(t, x) = E (e C(SX)dSw(c  X)) 
Pc 
- E ( 	
eLS c(rX)dr(L 	a + - w)(s, X")ds). 	(3.34) J at 
Note that, owing to Theorem 2.1.22, the expectation of the stochastic integral in 
(3.33) is zero. 
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Let c = c6 A T, where ç 	t is the hitting time of U. We then have 
7L, (S' Xi") = u(s, XI) for all t < s < ce A T and (3.34) still holds when w 
is replaced by u. Taking the limit when s —* 0 and using Lebesgue dominated 
convergence, we obtain 
- 
u(t,x) = E(e 
cAT c(s,XX)s d u(cATXtT  cAT)) 
rcAT 
+ E (J 	
ef: c(rXX)drf(3 X,')ds), 	(3.35) 
where c is the exit time of U. 
Define r 	c AT. From (3.35) we have 
u(t, x) = E (e 	'4'u(r, X)) + E(fJ c(rX')drf(5 X)ds) 
Tt = E(1{T=T}eftT c(sX)dsu(y,  X)) + E(1{<T}ef c(sX')dsu(y X')) 
+ El 
eh c(rX)drf(3 X)ds) 
= E(1{=T}e c(sXFX)dsu(T X)) +E(f e ftS c(rX)drf(3 X")ds) 
= E(1 {r=T} 6 I c(sX)dsg(xx)) +E(f €': 
C(rX)drf (s, X)ds). (3.36) 
The term E(1{<T}ef C(S,x:x )d$u(y,  Xx)) in the above computations vanishes due 
to the zero boundary condition for the PDE problem. Also, as u € C" ([0, T] >< U) 
and f and g are bounded functions therefore the expectations in (3.36) exist. The 
result is proved. D 
Remark 3.3.8. Note that no smoothness assumption over the space-boundary OU 
was needed for the stochastic representation of problem (3.23). 
We consider now a particular localization of problem (3.22), in order to ensure 
compatibility between the Cauchy problem and the localized problem. Let ij 
C'°([0, )) be a non-increasing function such that 
r<1 
10, 	r>2. 
Here the notation C0°° ([0, )) stands for the set of all infinitely differentiable 
functions on [0, ) with compact support. 
We localize problem (3.22) in the following way (a particular case of problem 
(3.23)): 
Lu+ut+fft=O in  QR,  u(T,x)=g(x) for xEU ft, u=O on 5Qft,  (3.37) 
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where QR = [O,T]XUR, U ft = {x e Rd I xI <2R}, fR(t,x) 	r1(x/R)f(t,x) in 
[O,TJ x Rd and gn(x) 	j(x/R)g(x) in R", with T E (0, Do), R> 0 constants. 
Note that if 9R is continuous in U ft, the consistency condition (1) in Assumption 
3.1.11 is satisfied. We estimate the localization error. 
Theorem 3.3.9. Let the hypothesis of Theorems 3.3.6 and 3.3.7 be satisfied. Let 
v be the unique solution of problem (3.2) in C"2([0,T] x 1W') and %LR the unique 
solution of problem (3.37) in C"2([0, T] xU). Then, for all q ~: 1, t E [0,T], 
C (JR.. 
uft(t,X) v(t,x) 	N(1 + 	+ xNRm)R, 
where N is a constant depending on T, q, the constant M in PrOposition 3.3.4, 
and the constants K, m in the growth conditions imposed over both functions f 
and g. 
Proof We estimate uji(t, x) - v(t, x) I taking the stochastic representation of 
v and Uft given in Theorems 3.3.6 and 3.3.7, respectively. We have 
uR(t,x) - v(t,z) 
)ds = 	LT3 	gR(x X ) E(1{r=T}e  
or 	 rT 
+E(J e11 c(rXfrf R(s X)ds 
- J 
e c(rX)drf(5, X)ds) 
t 	 t 
<E(1{TT}efT3 
X ) ds g(X4X) - eft 	 g (XT 
r 	 T 
±E(J e' c(rX)drf R(s, X)ds 
- f 
e1t c(r.X)drf(5, X'x)ds). (3.38) 
o 
I 
For the first term in (3.38), as c < 0 by Assumption 3.3.2 and noting that, 
by construction, 9R(x) = g(x) if IxI < R and Jg(x) I < g(x) I for all x C R", we 
obtain 
E 	1{TT}eft C(S,XFX )dSg (Xt) - efT c(s,X') dsg(xX ) ) 
d3 (gft (X) —g(X)) 11{r=T}) 	 1{r<T}) 
<E(g(4X) 
- g(4')1{r=T}) + 
<E( 	sup I 9R  - 	
Eflg(4t)1{<}) 
R<jxl<2R 	 - - 
<2E( sup ISUPt 	X>RI) + E(g(X441{r<T}). 	(3.39) 
R<IxI<2R 
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For the second term in (3.38), as c < 0 and also as fR(t,x) = f(t,x) for all 
(t, x) such that xJ < Rand fR(x) I < I f(x) I for all (t, x) E [0,T] x R d, we have 
T 
JT
(
E< 
E( 	e 
c(r,X)drfft(8 X)ds 
- f efe c(rX)drf(5 X)ds) I 
 
ef: c(rX)druft(s X)  
+E(J 
ef: c(r4t)dr(fft(s Xi") - f(s, X))ds1{ <T}) 
+E(I
T 
e f: c(rX)dr(f(s X))ds 1{ cT}) 
r 
T 
<E( 	sup 	fR(s, x) - f(s, x) ds 1{supt<s<T X>R}) I R<[x<2R - - 
or 	 T 
+E( I sup fR(s, x) - f(s, x)ds1{c}) + El f(s, X)ds1{r<T}) 
it R<Ix<2R 
T 
<2E( I 	sup I f(s, x) Ids 1{sup<<T XI>R}) 
	
it R<x<2R 	 - - 
+2E( 	sup 
 
f(s,z)dsl{T<T}) + E(f j(s, X)ds1{ <r}). 	(3.40) 
I R<xI<2R 
Putting together estimates (3.38), (3.39) and (3.40), 
u(t,z) - v(t,x) 
<2E( supIg(x) I 1fsupt< 	]x>R}) + 
R<lxl<2R 	 - — 
rT 
+2E( / sup 	f(s, x) ds 1{supt<S <T xI>R}) it R<xF<2R - - 
or 	 T 
+2E( / sup f(s, x) dsl{rc}) + El f(s, X't) ds 1{r<T}) 
it R<FxI<2R 
<2( sup g(x)) P'12 ( sup X >R)+E'I2(g(X) 2) P'/2(T<T) 
R<IxI<2R 	 t<s<T 
+2(f sup f(s,x)ds) P'12 ( sup X >R) 
t R<x<2R 	 t<s<T 
T 
+2(I 
sup 	f(s,x)ds)P' 12(r <T) 
t R<x<2R 
T 
+E1/2((I 
f(s, X) ds)2) P'12(r < T). 	 (3.41) 
T 
We estimate P(r <T) and P(sup<S<T 	> R) in (3.41) 
P(r < T) = P(as E [t, T) X ~: 1?) < P(as E [t T]X 	R) 
= P(sup X t ~R) 
t<s<T 
1 
< - E ( sup xt2) (3.42) 
- R2 t<s<T 
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owing to Chebyshev's inequality, With q> 1 a constant. 
Using the assumptions over the growth of g and .f we estimate E(g(X4') 2 ) 
and E((f T If(s,X3t'x ) I ds) 2 ) in (3.41), 
E(jg(X4f) 2)< E(K(1 + XTIZV)2) < K(1 + E(x4 2m)) 
< K(1 + E( sup x"))  (343) 
t<s<T 
	
E((f
T 	 T 	 2' 
f(s X) I ds)2)< fE  (If  (s xtX) 12) ds < K JE((1 + Xm)2)ds 
PT 
<Kj(1+E(xtm))ds < K(1+E( sup X 2m))  (3.44) 
r 	 r<s<T 
where K, in are positive constants. 
Due to the same assumptions we-estimate the remaining expressions in (3.41) 
sup 	g(x) I < sup (K(1 + x')) < K(1 + Rm ) 	(3.45) 
R<IxI<2R R<xI<2R 
and 
pr 	 pT T 
I sup f(s,x)fds < 	sup f(s,x)Ids < 	sup (K(1 + z m))ds 
it R<x]<2R 	 t R<x<2R 	 t R<IxI<2R 
<K(1 + Rm), 	 (3.46) 
where K, in are positive constants. 
From (3.41)—(3.46) and using the moment estimate (3.28) in Remark 3.3.5 
we obtain the estimate for the localization error 
UR(t, x) - v(t, x) < K((1 +E( sup X2m))1/2  + (1 + Rm)) 
t<s<T 
x 	'—E( sup 
t<s<T 
 
N 	+ H) + (
1 +Rm))(1 + J)  
Rq 
< N1 + 
q+m + xNRm 
Rq 
where N is a constant depending on T, q, M, K and in. El 
Until now, we have assumed the existence of the solutions for the parabolic 
Cauchy problem (3.22), for its localized version (3.23) and for the stochastic 
problem (3.24)—(3.25). Then, under some hypothesis, we deduced the parabolic 
problems' stochastic representation and the localization error estimate. 
We will now study the stochastic representation considering the conditions 
under which problems (3.22), (3.23) and (3.24)—(3.25) are solvable. 
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In Section 3.1, we considered the PDE problem solvability when the operator 
L defined by (3.2) is, for each t E [0, T], uniformly elliptic in space with bounded 
Holder continuous coefficients and the coefficient c is non-positive. Under these 
hypothesis, Assumption 3.3.2 is satisfied. 
The following well known result on the stochastic representation of the solution 
of problem (3.22) (see e.g. Friedman [18], p.  148) is obtained immediately from 
Theorem 3.3.6, using Theorem 3.1.14 (with t replaced by T - t) and Theorem 
2.1.31 for the existence and uniqueness of the solution of problems (3.22) and 
(3.24)—(3.25), respectively. 
Theorem 3.3.10. Assume that the coefficients a(t, z), b(t, z) in the operator L 
are Lipschitz continuous in [0,T] x Rd.  Let functions f, g in (3.22) be such that 
[f]o/2,o;{o,r]xwi < oc and g E C(R'1). Assume also that f, g satisfy 
f(t,z) I <K(1 + zI') in [0, T] > Rd,  g(t,z) I <K(1 + zj') in Rd 
where K, m are positive constants. Then the unique solution v of problem (3.22) 
is given by 
v(t, z) = E (eLT c(s,X) dsg(xX)) + E 
(fT 
 e c(rX)drf(5  X)ds). 
for all t E [0, T], z E R', where X', with s > t, is the solution of equation 
(3.24) starting from x at time t. 
Similarly, for the initial-boundary value problem (3.23), the following well 
known result (see e.g. Friedman [18], p.  147) is obtained as an immediate conse-
quence of Theorem 3.3.7, using Theorems 3.1.16 (with t replaced by T - t) and 
2.1.31. 	
1 
Theorem 3.3.11: Assume that the coefficients a(t, z), b(t, z) in the operator L 
are Lipschitz continuous in [0, T] x Rd. Let U C R' a 0+6 bounded domain and 
f, g functions such that  E C1/2 1([0,T] x U) and g E C(U). Assume also that 
the consistency condition (1) in Assumption 3.1.11 is satisfied. Then the unique 
solution u of problem (3.23) is given by 
u(t, z) = E (1{T=T}eLT c(s,4X)dsg(xtx))  + (fT 
e fta c(u.X)duf(5, X)ds) 
for all t E [0, T], z E U, where X'', with s t, is the solution of equation (3.24) 
starting from z at time t and r := inf{s > t : X" is not in U} AT. 
If we consider the weak solution of the stochastic equation instead of the 
(strong) solution considered in Theorem 2.1.31, we can formulate two new theo-
rems for the stochastic representation of the two parabolic problems' solutions. 
We state a result on the existence of the weak solution (see Krylov [31], p.  87). 
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Theorem 3.3;12. Let b(t,x) be a d—dimensional vector and a(t,x) a matrix 
of dimension d x d. Let b, a be defined for all (t, x) E [0, +) x lRd  and 
bounded. Assume that the matrix or is positive definite and, moreover, satisfies 
(a(t, x)e, )> \2,  for some constant A > 0 for all t > 0, x E 
gd e E Rd The  
there exists a probability space, an 9—Brownian motion Wt on this space, and a 
continuous process Xt  which is progressively measurable with respect to (5 )>o, 
such that almost surely for all t > 0 
t 	 ft 
X = x + b(s, X3)ds 
+ J 
a(s, XS )dWS. 
0 	 0 
We note that it is not needed to impose a Lipschitz condition on b and a to 
obtain the existence of the weak solution. 
Let a be such that 1/2(ac) = a, where a is the coefficient associated with the 
second-order derivatives in the operator L (a is the square root of 2a). It can be 
shown easily that the ellipticity in space Of the operator L implies the coercivity 
condition imposed over a in Theorem 3.3.12. 
We have then two new theorems on the representation of the solutions of 
problems (3.22) and (3.23); 
Theorem 3.3.13. Let functions f, g in' ('3.22) be such that [f]512,6;[o,T]1utd•< 00 
and'g E C(R'). Assume also that f, g satisfy 
f (t, x)I <K(1 + x m ) in [0,T] x Rd,  g(t,x) I <K(1 + xm) in  Rd 
where K, in are positive constants. Then the unique solution v of problem (3.22) 
is given by 
v(t, x) = E (efT c(s,X) dsg(x)) +E 
(fT 
e c(rX)drf(5 X)ds). 
for all t E [0, T], x E R", where X", with s > t, is the weak solution- of equation 
(3.24) starting from x at time t. 
Theorem 3.3.14. Let U C R' a C28 bounded domain and f, g functions such 
that f E C6/2'6 ([0,T] x U) and g E C(U). Assume also that the consistency 
condition (I) in Assumption 3.1.11 is satisfied. Then the unique solution u of 
problem (3.23) is given by 
u(t, x) = E (1{_T} efe c(s,4X)dsg(xtx)) + E 
(f 
e11 c(uX)duf(5, X)ds) 
for all t c [0, T], x E U, where X, with s t, is the weak solution of equation 
(3.24) starting from x at time t and r 	inf{s > t: X" is not in U} AT. 
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Chapter 4 
Parabolic PDE in Sobolev and 
weighted Sobolev spaces: space 
discretization 
In the previous chapter we studied the parabolic PDE problem in Holder spaces. 
Although we could obtain a well defined problem, strong regularity was imposed 
over the data. 
We will now study the Cauchy parabolic PDE problem using the L2 theory of 
solvability in Sobolev spaces and in weighted Sobolev spaces. Weaker regularity 
will be assumed from the data, and the operator coefficients' linear growth will 
be allowed. 
Under the proper framework, we will proceed to the problem discretization in 
space. The discretization in time will be considered in Chapter 5. 
4.1 Classical results 
Let us first establish some facts on the solvability of PDE under a general frame-
work. 
Let V be a reflexive separable Banach space embedded continuously and 
densely into a Hilbert space H with inner product ( , ). Then H*,  the dual 
space of H, is also continuously and densely embedded into V*,  the dual of V. 
Let us use the notation ( , ) for the duality. Let H*  be identified with H in the 
usual way, by the help of the inner product. Then we have the so called normal 
triple 
with continuous and dense embeddings. 
Let us consider the Cauchy problem 
L(t)u(t) - Du(t)  at + f(t) = 0, u(0) = g 	 (4.1) 
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where L(t) and c9/(9t are linear operators from V to V for every t > 0, 
f e L([0, 7']; V*) with 7' E (0, ) and g E H. 	 * 
We make some assumptions. 
Assumption 4.1.1. There exist constants A > 0, K, M and N such that 
(L(t)v, v) +<Kv, Vv E V and Vt e [0,7']; 
L(t)vv. < Mvv, Vv E V and WE [O,T]; 
f f(t)dt < N and 191H < N. 
We define the generalized solution of problem (4.1). 
Definition 4.1.2. We say that ii E C([0, T]; H) is  generalized solution of (4.1) 
on [0, T] if 
uEL2([0,T];V); 
For all t E [0,T] 
I (u(t), v) = (g, v) + j (L(s)u(s), v)ds + J (f (s), v)ds 0 	 0 
holds for all v E V 
We next state the existence and uniqueness of the solution. 
Theorem 4.1.3. Under (1)—(3) in Assumption 4.1.1, problem (4.1) has a unique 
generalized solution on [0, T]. Moreover 
/ 	pT 
sup u(t) + 	U(t)12 	< N ( g, + 	f(t) 7.dt) 
tE[0,T] 	 o 0 
where N is a constant. 
This theorem is a special case of a more general one proved, for example, in 
Lions [35] for nonlinear PDE. 
The second-order parabolic PDE problem. 
We consider now the particular case where L is the second-order operator 
32 	* 	a 
L(t, x) = a" (t, x) 
8z3z 
 + bt(t, x)-r + c (t, x), 
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with real coefficients.. Take a number T E (0, cc) and denote Q = [0, T] x 1t. We 
consider the Cauchy problem 
Lu—ut +f = 0 in Q, u(0,x) = g(x) 
in Rd, 	(4.2) 
where f and g are given functions. We assume c < 0 without loss of generality. 
To set the proper framework to deal with problem (4.2), we introduce the 
Sobolev spaces (see e.g. Evans [16], pp.  241-289). 
We define the weak derivative of v. Let U be a domain in 1W1. 
Definition 4.1.4. Suppose v, w E L1'0 (U) and a is a multi-index. We say that 
w is the ce th  weak partial derivative of v, and we write D°v = w, if 
L vD 	
dx = (_i)H L wO dx, 
for all functions 0 E C$° (U). 
Here the notation L' (U) stands for the set of all functions v U -+ R locally 
summable, that is, the set of all functions v such that J',,. I v I < cc, for every 
bounded subset V of U; C0 0(U) denotes the set of all infinitely differentiable 
functions on U with compact support. 
The weak derivative is unique. 
Proposition 4.1.5. If a weak ath  partial derivative of v exists, is uniquely de-
fined up to a set of measure zero. 
We define the Sobolev space 
Definition 4.1.6. The Sobolev space Wm 2(U), with in > 0 an integer, consists 
in all locally summable functions v U -* R such that for each multi-index a 
with lal < in, Day  exists in the weak sense and belongs to L2(U). 
Remadc 4.1.7. When U = 1W' we drop the argument in W'2(U)  and denote 
wm 2(R) 
Definition 4.1.8. If v E W'2(U), we define its norm to be 
vwm2(u) := ( 	I Dav 2  dx) h/2  
ai<m JU 
Definition 4.1.9. If v, w € Wm 2(U), we define the inner product 
f lDavDawdx. IalSm 
We state the good structure of the Sobolev spaces; 
Proposition 4.1.10. The Sobolev space Wm2(U) is a Hubert space. 
The following properties hold: 
Proposition 4.1.11. Let v E W' 2(U), lal < m. Then 
If V is an open subset of U, then v E 
If ('e Cr(U), then (v E W' 2(U) and 
D' v) = E (o' )DO(DO-OV. 
f3<a 
We have a fundamental result on the embedding in better spaces. 
Theorem 4.1.12. (Sobolev's embedding Theorem). Let U be a bounded domain, 
in Rd with a C' boundary. Let v C W,,2 (U). If m> then v C C(m_14I_)+6 (U), 
where 	- 
if 	is not an integer 
- lany positive number < 1, if f is an integer. 
Moreover 
V(m [d]i)+o.0 <NIvwm2(U), 
with N,a constant depending only on m, d, 8 and U. 
We recall that We are using the notation vlk+o;u for the norm of v C C 6(U). 
Now, we consider the functions w : Q - R as functions of [0, T] with values 
in R such that, for all t C [0, T], w(t) := {w(t, x) : x C 
Let us now make some assumptions. 
Assumption 4.1.13. Let m > 0 be an integer. There exist constants A > 0, K 
such that 
Ed 	 Ed  ~ A>L, e2 for all t ~ 0, :rC 	e C Jd; 
Dail < K for all a < n-i V 1, Db < K, D0c < K for all a < m, 
where D denotes the athi partial derivative operator with respect to z; 
f C L2([0, T]; W" -' 2), g C wm,2 
Remark 4.1.14. (1) in Assumption 4.1.13 states that operator L + 3/0t is (uni-
formly) parabolic. 
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Remark 4.1.15. Form = Owe use the notation Wm_12  = 	= (W 2)*, where 
(Wl 2)* is the dual of W 1,2. 
We define the generalized solution of problem (4.2). 
Definition 4.1.16. We say that u E C([O, T]; L2) is a generalized solution of 
(4.2) on [0, T] if 
u E L2([O, T]; W 1' 2); 
For all t E [0, T] 
(u(t), y) = (g, ) + 
f 
{—(a(s)Du(s), Day) 
+(b(s)Du(s) - Da(s)Du(s),co) 
+(c(s)u(s), ) + (f (s), ))}ds 
holds for all cc E C0 0 (1W) 
The notation ( , ) in the above definition stands for the inner product in L2. 
Remark 4.1.17. Note that, alternatively to the infinite differentiability of in (2) 
it could be required that y E 
We denote CW ([O, T]; H) the set of weakly continuous H-valued functions on 
[0, T], that is, functions u for which (u(t), v) is continuous in t C [0, TI for every 
V C H. Clearly, for these functions, 
sup u(t)H < oc. 
tE[O,T] 
From the above we have, the following well known result, which can be obtained 
from Theorem 4.1.3 using the appropriate triples of spaces (see e.g. Gyöngy et 
all [22], p. 69, for the more general case of SPDE with unbounded coefficients). 
Theorem 4.1.18. Under (1)—(3) in Assumption 4.1.13, (4.2) admits a unique 
generalized solution u on [0, T]. Moreover 
u C C 1,([O,T]; W2) n L2([O,T]; W" 12) 
and 
T 
sup u(t)vm,2 + f 
u(t) +i,2dt N (g Ym2 + f f(ttwm-.2dt) 0 
12 	 12 
O<t<T 	 0 
with N a constant. 
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Further results for the unbounded data case. 
We still consider problem (4.2) but in the more general case where no boundedness 
is imposed over the operator's coefficients. We introduce the weighted Sobolev 
spaces (see e.g. Gyongy et all [22], pp. 58-65). 
Definition 4.1.19. Let r > 0, p> 0 be smooth functions on R' and in > 0 an 
integer. Wm2(r, p), the weighted Sobolev space (on Wt), is the closure of C0 0(Rd) 
with respect to the norm 
	
(PjW-,2(,,p) 	( 	f 
r2 pHDa(P 2dx) 112, 
Rd 
for y C 
Definition 4.1.20. If v, w C W,,2 (r, p), we define the inner product 
(v,w)wm2(r,p) 	 J 
r2p2Ia]DavDawdx. 
Ic <m 
Rd 
The weighted Sobolev spaces have a good structure. 
Proposition 4.1.21. The weighted Sobolev space W-,2 (r, p) is a Hubert space. 
As before, we consider the functions th : Q —> R as functions of [0, T] with 
values in R°° define by w(t) 	{w(t,x) : z C R"}, forte [0,T]. 
We make some assumptions. 
Assumption 4.1.22. Let r > 0 and p > 0 be a smooth functions on Rd and 
in > 0 an integer. There exist constants A > 0, K such that 
1.Ed 	 ~ Ap1 i12, for all t ~ 0, xe Rd, C 
2.< Kp21°t for all a 	mVl, 	< ICp'', Dc < K for all 
lal < in, where D denotes the a th partial derivative operator with respect 
tox; 
f C L2([0, T]; Wm_12(r,p)) and g E Wm" (r,p). 
Assumption 4.1.23. Let 1 > 0 be an integer and r > 0 and p > 0 smooth 
functions on Rd. There exists a constant K such that, for all multi-indexes a, 
with H 1, 
1. D'pj < Kpl_I0I; 
D-Tj <K_L. 
— plat 
Example 4.1.24. The following functions, taken from Gyongy et all [22], PP. 63-
64, satisfy Assumption 4.1.23: 
r(x) = (1 + x 2)°, 	a E R; 	p(x) = (1 + x 2), fi 
r(x) = exp(+(l + I x 2)a), 	0 < a<; p(x) = (1 + x 2), 	fi < 	- a; 
r(x) = (1 + x 2)1, a E IR; 	p(x) = ln(2 + x 2), fi E R; 
r(x) = (1+Ix 2 )0 ln(2+x 2), a > 0, 	> 0; p(x) = (1+x 2), fi < 
1. 
r (x) = (1+ x 2)a ln(2+x2), a > 0, T> 0; p(x) = ln(2+x12), i ~ 0; 
p(x) = exp(—(1 + x 2)0), fi > 0 ; each weight function r(z) in examples 
(1)-(5). 
We define the generalized solution of problem (4.2). 
Definition 4.1.25. We say that u E C([0, T]; W1,2 (r, p)) is a generalized solu-
tion of (4.2) on [0,T] if 
u E L2 ([0,T];W 1' 2(r,p)); 
For all t e [0, T] 
(u(t), y) = (g, y) + f {—(a(s)Du(s), D) 
+(b(s)Du(s) - Da(s)Du(s), (p) 
+(c(s)u(s), ) + (f (8), 	}ds 
holds for all y E 
The notation ( ) in the above definition stands for the inner product in 
W°2 (r, p). 
We have the following well known result on the existence and uniqueness of 
the solution. 
Theorem 4.1.26. Under (1)—(3) in Assumption 4.1.22 and (1)—(2) in Assump-
tion 4.1.23, (4.2) admits a unique generalized solution u on [0, T]. Moreover 
E C([0, T]; Wm2(r, p)) fl L2([0, T]; W-+1,2 (r, p)) 
and 
T 	 / 	 T 
u(t) 	dt N (
g12 	 If 
Im_12(r p)dtsup u(t) 	rp 	 Wn+12(r,p) 	 vm.2(r,p )+ 	W 
O<t<T 	
) A 
with N a constant. 
This result can also be obtained from the general one by using the suitable 
triples of spaces (see Gyongy et all [22], p. 69). 
WA 
4.2 Numerical approximation: bounded data 
case 
We want to discretize in space the problem (4.2). We will set an appropriate 
framework and show that it is a particular case of the general framework we 
presented in Section 4.1. 
We define the h-grid on IR", with h E (0,11 
Z={ x ERd :z =h ejmj , n=0,+1,+2,...}. 
Denote 
tu = 3tu(t, x) = h'(u(t, x + he) - u(t, x)) 
and 
3[u = 3[u(t, x) = h'(u(t, x) - u(t, x - 
the forward and backward discrete differences in space, respectively. Define the 
discrete operator 
Lh(t, x) = di (t, z)&7& + b(t, x)8 + c (t, x). 
We consider the discrete problem 
Lhu—ut +fh=0 in Q(h), u(0,x)=gh(x) in Z, 	(4.3) 
where Q(h) = [0, T] x Z, with T a number such that T •e (0, oo) and fh  and g1 
are functions such that fh  Q(h) -* R and g, Z1 -+ lit 
We introduce the discrete Sobolev spaces. 
Consider functions v 	-* lit For all functions v, w 	-* IR, we define the 
inner product 
(v, W)16,2 = 	v(x)w(x)hd. 
xEZ 
The function space 10,2  is defined by 
102 = {v Z, -4 JR vO,2 < oo}, 
where the IVjo,2 is the norm induced by the inner product 
V1 O,2 = (v, v)1021/2 = (E IV(X )12hd)V2 ,
E zd  
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Remark 4.2.1. It is trivial to check that ( , ) and I jO,2 as defined above are, 
respectively, a inner product and a norm. The triangle inequality for the norm.is  
proved using Cauchy-Schwarz inequality. 
Next we will show that 10,2  is a Hilbert space. 
Proposition 4.2.2. The function space 10,2  is a Hubert space. 
Proof To prove that 10,2  is a Hubert space we have to prove that the inner 
product space 11,2is complete, i.e., that any Cauchy sequence in 10,2  is convergent - 
in the space norm. 
Let (v,). be a Cauchy sequence in 10,2.  That is, Vs > 0 3N such that for 
rn,n>N 
VM - V, 110,2 = (> vm(z) - 	 <e. 	 (4.4) 
xEZ 
Then, for every z E Z jd, we have 
vm(x) - v(x) 12hd < e, for m, n > N. 	 (4.5) 
Let us fix x = x0 . From (4.5) we see that (v1 (z0), v2(xo), ...) is a Cauchy 
sequence of real numbers, therefore convergent, say vm (xo) —* v(xo). Using these 
limits we define v = v(x), for each x E Ztd 
Let B be a ball in ZJ. From (4.4) we have, for in, n > N 
Vm(X) — v(x)2h'1 <2 
xeB 
Letting ii —* oo, we have for in > N 
>1 k'm(x) — v(x) 2h" < 6 2.  
wEB 
Letting now the diameter of B go to oo, we have for in> N 
Vm(X) — v(z)2h'1 < 2 	 (4.6) 
zEZ hd 
which shows that 'urn — V E 10,2 
As Vrn E 10,2  it follows, owing to Minkowski inequality for sums, that 
V = Vm + (v — 'urn ) E 10,2 
Finally, (4.6) also implies that 'urn 	v and the result is proved. E 
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For functions v : Z d —> R we introduce also the function space 
11,2 = {v : 	R: v 1i <}, with v1,2 = vl2 + 
Let us endow this space with the inner product 
(v, w)41,2 = (V, W)10,2 +(Ov,&w)jo,2, 
where v, w are any functions in 112.  
The space 11,2  has a good structure. 
Proposition 4.2.3. The function space 11,2  is a Hubert space. 
Proof The proof follows the same steps as for Proposition 4.2.2. E 
We note that as 11,2  is a Hubert space therefore it is refledve. Next we will 
prove that 11,2  is separable. 
Proposition 4.2.4. The function space 11,2  is separable. 
Proof We have to prove that 11,2  has a countable subset dense in 11,2 
Let us consider the set  = BU{x+ he x  B, i = 1,2,...,d}, with B a 
ball in zg. Consider the set 1of all functions w(z) E 11,2 taking rational values if 
x C S and vanishing outside S. This set 1 of functions is countable. 
Let v be an arbitrary function in 11,2.  Let x C S. For any given s > 0, we can 
choose w such that 
w(x) 2hd+3Rv(x) — w(x)) 2hd 
=Dv(x) — w(x) 2hd+Dh l (v(x + he)—w(x + h
ej)_(v(x)_w(z))) 2hd 
— w(x)2 M + 	v(x + he) - w(x + he)hd_2 
Hv(x) - w(x) 2h 2  
(4.7) 
Also, as v11,2 is a convergent series, for any given E > 0 we can choose the 
diameter of B such that, for x outside S we have 
< 	 (4.8) 
2 	 i1 
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From (4.7) and (4.8) we have 
V - Wj1,2 <6, 
and the result is proved. D 
We now show that 11,2  is continuously and densely embeddable in 10,2.  The 
continuity follows immediately from 
Vjo,2 < V11,2, 	for all v E 11,2 
For the denseness, we have the following result: 
Proposition 4.2.5. The function space 11,2  is densely embeddable in 10,2 
Proof We want to prove that 1172 = 10,2 .  Let us take an arbitrary function 
V E 10,2.  Let B be a ball in zg. We consider the function w such that 
W(X) = {
v(x), 	
xeB 
, otherwise. 
This function belongs obviously to 11,2.  Furthermore, for any given e > 0, we 
have 
V - W10,2 < 6, 
if the diameter of B is chosen sufficiently large. The result is proved. LI 
Finally, we consider the functions w : Q(h) -> JR as functions of [0, T] with 
values in JR such that, for all t e [0, T]; w(t) := {w(t, x) x E Z}. For these 
functions, we consider the subspaces C([0, T]; 102)  and 
L2([0, T]; 112) = {w: [0, TI -4 112: 1WIL2 <oo}, 
2 - 1T fj\ 2 with W L2 	Jo Wku) ill, 2 
We make some assumptions over the data ft and g1, in (4.3). 
Assumption 4.2.6. We assume 
ft e L2([0,T];10' 2); 
g,t, C 10,2 
Remark 4.2.7. ft C L2([0, TI; 102)  in Assumption 4.2.6 could be replaced for the 
weaker assumption ft C L2([0,T]; (112)*) ,  where (112)*  denotes the dual space of 
11, 2  
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Remark 4.2.8. The boundedness of the discrete difference 
= Oa(t, x) = h(a(t, z + he) - 	(t, x)) 
can be obtained from (2) in Assumption 4.1.13. In fact, as 
= h(a(t,x + he) - a'(t,x)) <a(t,z ± re), 
- 3x 
	
for some r such that 0 < 'r < it, from the boundedness of (8/Ozt) 	we have 
the boundedness of 
We define the generalized solution of problem (4.3). 
Definition 4.2.9. We say that u E C([0, T]; 102)  n L2 ([0, T]; 112)  is a generalized 
solution of (4.3) if for all t E [0, T] 
(u(t), ) = (gb, ) + 
	
3(s)at(s), 3) 
+(b(s)9u(s) - 3]a(s)&u(s), y) 
+(c(s)u(s), ) + (f(s), (p)}ds, 
holds for all y E 112 
In the above definition, as in the rest of the present section, ( , ) denotes the 
inner product in 10 ,2 .  
We state next the existence and uniqueness of the solution for the discrete 
problem, as a consequence of Theorem 4.1.3. It remains only to show that within 
the discrete framework we constructed (1) - (2) in Assumption 4.1.1 hold. 
Theorem 4.2.10. Under (1)—(2) in Assumption 4.1.13 and (1)—(2) in Assump-
tion 4.2.6, problem (4.3) admits a unique generalized solution on [0, TJ. Moreover 
aT 	 pT 
sup 	u(t)o,2 + j 
	
u(t)[,2 dt 	N (gho,2 
+ J 
12 
	
fh(t)jO,2 dt), 
0<t<T o a 
12 
with N a constant not depending on h. 
Proof Let Lh(s) : 11,2 	(11.2)* and define for all , E 11,2 	- 
(Lh(s)b, y) := - (a(s)t, 3±y) + (b(s)* - 33tai(s)R±tP, ) + (c(s), ). 
We will prove that Lh satisfies the following properties: 
1 (Lh(s)b, ç,) <K1i,2 c1112, Vy, b E 1, K constant; 
(Lh(s), ) 	KJV) 
12 
- AH112, V E I?, A > 0, K constants. 
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The first property follows immediately from (2) in Assumption 4.1.13 and 
Cauchy-Schwarz inequality 
= 	— 	a(s)3±b 33t ha + >1>: b(s)32tçb y ha 
— 	 h" + 	y 01 
~ 
< K 	 83ty 11, + K E 18t 1o,2 y 10,2 
+K'lj0.2  
c 	K kbj1,2 1 W111,2. 
In the above, the variable x E Zhd is omitted and > denotes the summation 
over Z. 
For the second property, with the same conventions, we have 
(Lh(s)', ) = — 	aü (s)3±' a 	ha + > 	(b(s) - 3j'a(s))8ti ' h" 
< —? 	O*i 2h' +(b(s) — 3]a(s))8t' çbh'1 
= —A 	DjH2 + 2KE>1 3± çbhd + 
owing to (1) and (2) in Assumption 4.1.13. Applying the Cauchy's inequality to 
the second term of last expression, we obtain 
(Lh(s)', 0)< —A > O±ç22 b,2 + K> 3j±00,2 + 2K1012 2 
= —A 102 — A1002 + K 	3j 2 + (2K + 
C —ARBL
2 	I~bI2 
1,2 + 
with A > 0, K constants, and the second property is proved. Owing to Theorem 
4.1.3 the result follows. 11 
We prove that the partial derivatives are approximated by the discrete differ- 
ences. 	 - 
Proposition 4.2.11. Let in be an integer strictly greater than d/2. Let u(t) E 
wm+22, v(t) E W" 32 for all t E [0,T]. Then there exists a constant N not 
depending on h such that 
>7' Jui(t,x) - & u(t,z) 2hd < h2 NU(t)i 2  wm+2,2, 
2' 	 - 
2 vi(t,z) - 81&v(t,x) 2h" < h2Nv(t)Iwm+32, 
X 
for all t E [0, T], with x E Z and > denoting the summation over zg. 
Proof Let us prove (1). By the mean-value theorem we have 
3u(t, x) = h'(u(t, x + he) - u(t, z)) = u1  (t, x + 9he) 
and 
u 	(t, x) - &u(t, x) = ui (t, x) - 	(t, x + Ohe) = h u1ii (t, x + O'he1), 
for some 0 < 0' cc S < 1. We consider d-cells 
Rh ={(xl , z2,...,xd)E2d : 4<x1 <x+h, i=1,2,...,d}, 
with Xh = (xk,z,-. . . , x) E Z fixed. 
For every Xh E Zh we have 
Xh + O'he) I < sup I uii(t, x), 
±E Rh 
and then 
u1i(t, Xh) - 3u(t, Xh) 12 < h2 sup Iui 1,i(t, x) 2. 	 (4.9) 
x€Rw 
Let us consider the particular d-cell where h = 1 and x1 = (0,0,: . . , 0) and 
denote it R?.  We have 
sup iuxixi  (t, x) I = sup uii (t, Xh + hz). 	 (4.10) 
XERh 	 xER? 
Take open balls Bh such that Bh D Rh, with the vertices {4, x' + h, i = 
1, 2, . d} on the boundary sphere. Denote B?  the ball containing R?.  We have 
SUP uii(t, Xh + hx) 2 < sup lUxi1i(t, Xh + hx) 2 	(4.11) 
xCRO 	 XEB? 
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Taking in mind (1) in Proposition 4.1.11, by Theorem 4.1.12 for in > d/2 we 
have 
< 'N 	
fBO XEBIO 	 *<M+2 1 
< N . 	 fDu(t,xh+hx)2dz 
IaI<m+2 1 
= N 	f Du(t,x) 2hdx. 	(4.12) 
aI<m+2 Bh 
Then, by (4.9), (4.10), (4.11) and (4.12), we finally obtain 
> 	u,i (t, Xh) - 31±u(t, x11) 2w' 
XhE:Zhd  
Nh2 Du(t,x) 2dx 
Bh(xh) 
Ic~m+2 XhGZh 
<Nh2 f 	Du(t,x) 2dx 
Iot~m+2 xheZg Rh(xh) 
< h2Nu(t) 1 2 wm+2,2, 
where Bh(xh) = B,,, R,,(xh) = Rh, and the proof for (1) is complete. The proof 
for (2) is similar. D 
Next we determine a rate of convergence. 
Theorem 4.2.12. Denote u the solution of (4.2) in Theorem 4.1.18 and Uh the 
solution of (4.3) in Theorem 4.2.10. Let in be an integer strictly greater than d/2 
and assume that u € L2([0,T]; Wm+32). Then 
T 
SUP 	u(t) 	u,,(t),2 + J u(t) - u,,(t) 12 ,2 dt 0<t<T 0 
	
T 	 T 
< 
h2NJ 
u(t) +3,2dt + N(g - gh,2 
+ f f(t) - fh(,2 dt), 0 	 0 
for some constant N independent of h 
Proof From (4.2) and (4.3), 
in Q(h) 
t (u—u)(0,x)=(g—g,,)(x) in Z. 
We have that (f - f,,) € L([0, T]; 102) and (g - g,,) € 10,2, obviously. Also if 
u € 	we have that (L - Lh)u € L2([0, T]; 102). Then, by Theorem 4.2.10, 
pT 
SUP 	u(t) —u,,(t),2 
+ j 	u(t) - u,,(t)
1 2 ,2 dt 
0<t<T 0 
1T pT 
C Nflg - g,,1 2 2 
+ J 
If 
	- f,,(t),  12 2 dt + j 	(L - L,,)u(t)
1 2 2 dt). 
0 	 0 
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As 
J
T 
(L - Lh)u(t),2 dt 
=  L
T 	 32 	
b(t,x)(-- —31iu(t,±)lo,2 dt, aU(t,x)(33. - 37t)u(t,z) + 	
8z1 
owing to Proposition 4.2.11 and to the hypothesis over the boundedness of the 
coefficients, the result follows. D 
Corollary 4.2.13. Denote u the solution of (4.2) in Theorem 4.1.18 and Uh the 
solution of (4.3) in Theorem 4.2.10. Let in be an integer strictly greater than d/2 
and assume that u E L2([O,T]; W 32). If there is a constant N independent of 
h such that 
T 	 T 
12 
Ig - g,2 + J f(t) - fh(t)o dt < h2Ngm,2 
 12 	
+ f f(t)1,2dt), 0 	 0 
then 
rT 
sup 	u(t) - uh(t)122 
 
	
,2 + J 	u(t) - uh(t)I,2 dt 0<t<T 0 
pT 
12 <h2N(j u(t)rm+3,2dt+  12 	gm,2 +j f(t)m-i,2dt). 
0 	 0 
Proof The result follows immediately from Theorem 4.2.12. E 
Let us compute now a rate of convergence in the special case of one space 
dimension. For this special case a weaker smoothness is demanded from the 
solution function u. 
Theorem 4.2.14. Denote u the solution of (4.2) in Theorem 4.1.18 and Uh the 
solution of (4.3) in Theorem 4.2.10. Let d = 1 and assume that u E L2([O, T]; W 3' 2) 
Then 
pT 
supu(t) - Uh (t) 0,2  ± J u(t) - Uh(t)12 11 2 dt 
0<t<T 	 0 
fT 
< h 2  N 	12 J
J U(t)12 	 12 1,2dt + N(g - 9h,2 + J f(t) - fh(t) z 2 dt), 0 	 0 
for some constant N independent of h. 
71 
Proof We have 
in [0,T]x Zh 
(u—u)(0,x) = (g—gh)(x) in Zh. 
We have that (f - fh) E L2([0, TI; 102) and (g - g,) E 10,2, obviously. Also 
as tiE 	we have that (L — Lh)u E L2([0,TI;1°'2). Then, by Theorem 4.2.10, 
fT 
sup 	u(t) - uh(t)12 	
12 
,2 + J u(t) - Uh(t),2 dt 0<t<T 0 
T 	 T 
N(jg - 9h,2 + 
	
Jf(t) T fh(t)12 	
12 
,2 dt + L (L - Lh)u(t),2 dt). 
As we are considering d = 1 
1T 
Lh)u(t)12 ,2 dt 
0 
=IT 	 -a+)  
x)( 	- OO)u(t, x) + b(t, x)(L - 0)u(t, x)jo,2 dt. 
Now, as 
Ou(t,x) = h'(u(t,x + h) - u(t,x)) =u(t,x + hq)dq 
and 
'a 
OTh(t,x) = h1(u(t,x) - u(t,x - h)) = 
	
Ox u(t,z - hs)ds 
and then 
1'0 
OOu(t,x) = 
a-J 
—u(t,x+hq)dq 
Lr= 
L
'a r' a 
ç-j _u(tx+hq_-h)d)ds 
 02 
j
2 u(t, x + h(q - s))dsdq, 
we have 
- O)u(t, x) = 
J'u(t, x
)  - 	u(t, x + hq))dq 
Ox 	 Ox 	Ox 
=  L
1 1 02 
L q— u (t, x + hqs) dsdq 	(4.13) 
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and 
32 
(-- 3x) 
	
= L
1 • 1 32 	 32 
i ((t,x) 
3x2 
u(t,x + h(q - s)fldsdq 
1 	1 . 1 	33 
=h I I I (q - s) -j-3 	+ hv(q - s)) dvdsdq. 	(4.14) io Jo o 	Ox3 
For the first-order term (4.13) we have, using Jensen's inequality, 
' 
a2 	 2 
T - 3)u(t,x) < h2 [A q 3x2 
U(tX + hqs) dsdq 
X 	
1 hq 132 	 2 
= h2 I I 	—u(t,x+v) dvdq 
J0J0 h 
1 	h~ a2 2 
A . f3Z2
< h qdq —u(t,x+v) dv 
h ph 32 	 12 
.u(t,x+v) dv 
h px-4-hI 32 	12 
= 	
-j u(t,z) dz,
2 	19Z 
with v = hqs. 
Finally we obtain 
2 
2 
(ax
- 3)u(t,x) h < 
XEZ 
with N a constant independent of h. 
For the second-order term (4.14) we have, also using Jensen's inequality, 
32 	 2 	1 1 1 	 33 	 2 
- 33ju(t,x) <h2 I 	q _812 	u(t,x + hv(q - s)) dvdsdq Ox2 I 	Jo 
fLL h3x 
1 1 h(-
6) 
	33 2 
= h2 u(t, z + w) dwdsdq 
l 	1 	 h]33 	 12 
< 
h 	I 
q—sk1sdqf —u(t,z+w) dw 
f 0 
<hf
h1 33 	 2 
u(t,x+w) dw 
Jo 
rx-f-h I 33 	2 
<h I 	u(t,z) dz, 
Jx I 
with w = hv(q —.$). 
Finally, 
32 1 2 
( 	- 33)u(t,x) h < h2 
	12 Nu(t)s2, 
x€Z 
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with N a constant independent of h. The result follows. U 
Corollary 4.2.15. Denote u the solution of (4.2) in Theorem 4.1.18 and Uh the 
solution of (4.8) in Theorem 4.2.10. Let d 1, in a positive integer and assume 
that u E L2([O, T]; W 3' 2). If there is a constant N independent of h such that 
g — gh12 	
1 
,2 + 
	
f(t) - fh(t),2 dt < h  12 	2N(gm,2 + AT 
then 
sup 	I u(t) - uh(t)12 	 12 ,2 +J u(t) - Uh(t),2 dt 
OcZt<T C 
T 	 T 
< h2N(J u(t)
a,2dt + g  12 	2 m,2 + f f(t)vmi,2dt). 
	
0 	 0 
Proof The result is an immediate consequence of Theorem 4.2.14. U 
4.3 Numerical approximation: unbounded data 
case 
To be able to consider unbounded data, we set a new discrete framework, which 
is still a particular case of the general framework presented in Section 4.1. 
As before, we consider the discrete problem (4.3), discretized version of the 
problem (4.2). 
Consider functions v 	—* R. We introduce the function space 
11,2 (r) = {v Z, —> JR 	VjO2(r) < 001, 
where the norm vIjo2(r)  is defined by 
VlO2(r) = ( E r2v(x)2hd)/2 
x€ zf 
Define the inner product 
(v, w)10:2() = E r2v(x)w(x)h', Vv, w E 
x€Z 
We introduce also the function space 
1"2(r, p) = {v Z —* JR 	V112(r,p) < oo}, 
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with 
VO2(r) + 	p OtV02 
We endow 1"2(r, p) with the inner product 
(v, w)112(p) = (v, W)10.2(r) + 	(3v, 3w)102(r), 
where v, w are any functions in 11' 2 (r, p). 
Finally, we consider the functions w Q(h) -* R as functions of [0, T] with 
values in a°°, defined by w(t) = {w(t,x) x e Z}, for all t E [0, T]. For these 
functions, we consider the subspaces 
C([0, T]; 10' 2(r)) 
and 
L2([0, T]; 11,2(r, p)) = {w: [0, T] 	1"2 (r, p) : 1 WL2 <}, 
with Iw2 = f W(t) 12 l2(rp) dt. 
In the same way we have done for 10,2  and 112,  it could bo shown that 11,2 (r) 
is a Hubert space, 11,2 (r, p) is a reflexive and separable Banach space and that 
1"2(r, p) is continuously and densely embeddable into 1°' 2(r). 
We make some assumptions over the data fh and gh  in (4.3). 
Assumption 4.3.1. Let r > 0 and p> 0 be smooth functions on W'. We assume 
fh  E L2([0,T];l°' 2 (r)); 
g, E 10,2 (r ) 
Remark 4.3.2. The assumption fh E L2([0, T]; 1
1' 2(r)) could be replaced for the 
weaker assumption ft E L2([0,T]; (11,2  (r, p))*),  where (1"2(r, p))*  denotes the dual 
space of 11,2 (r, p). 
Remark 4.3.3. We can obtain 5afl < Kp from (2) in Assumption 4.1.22. This 
follows from 
+aij(t, x)l = h'(a(t,x + he) 	a'j(t, x))l < I 
8
a" 
Ox' 	
(t,x + re), -  
for some r such that 0 < T< h. 
We define the generalized solution of problem (4.3). 
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Definition 4.3.4. We. say that u E C([O, T]; 1°' 2(r)) fl L2({O, T]; 1"2(r, p)) is a 
generalized solution of (4.3) if for all t e [0, T] 
(u(t), (P) = (gh), ) 
+ 	 Oy) 
+(b(s)5u(s) - aJ a i (8)fJ2t ti(s) , y) 
+(c(s)u(s), y) 	(f(s), ç4}ds, 
holds for y E 1"2(r, p). 
In the above, ( , ) denotes the inner product in 11,2 (r). We keep this simplifi-
cation for the rest of the present section, 
As in Section 4.2, we will show that (1) —(2) in Assumption 4.1.1 hold within 
this discrete framework and obtain a result on the existence and uniqueness of 
the solution for the discrete problem. 
Theorem 4.3.5. Under (1)—(2) in Assumption 4.1.22 and (1)—(2) in Assump-
tion 4.8.1, problem (4.8) has a unique generalized solution in [0,T]. Moreover 
T 
I 	12 
sup 	u(t)02() + 
1 
I 	12 
u(t)l.2(rp) dt 	N (ghH,2(r) + 
j 
fh(t)o, r dt), 
O<t<T 0 0 
with N a constant not depending on h. 
Proof Let Lh(s) 11' 2 (r, p) —+ (11,2 (r, p))*. We define for all y, E 
11,2 (r, p) 
(Lh(s)b, ) 	- (a(s)tb, ojE(p) + (b(s)t - 	 y) + (c(s), ). 
We will prove that Lh satisfies the properties: 
(Lh(s), 	:~ 	 Y112(r,p), V, 	e l'(r, p), K constant; 
2. (Lh(s)?,b, ) < K10,2(r) _AHI1.2(r,p), V E 11' 2 (r, p), A > 0, K constants. 
The first property follows from (2) in Assumption 4.1.22 and Cauchy-Schwarz 
inequality 
r2a(s)&2t' OçO h' + 	> r2b(s)&t' y hd 
- 	 r23±a(s)3tLi y h" + 	r2c(s)b y h dl 
< 
+K r2 b co hd 
	
< K 	P3jtl02(r )E P3]Y(102(r) 
+KEjPaj+O jjO,2(,) 9iO.2 (r) + Kkb1102(r) ço102(T) 
K b 112(r,p)  
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where the variable x E Z d  is omitted and > denotes the summation over Z. 
For the second property, with the same conventions, we have 
(Lh(s)'çb, ) = _Er2ai4(s)atb 3jb 
-i-r2(b(s) —O]a(s))Ob h'+r2c(s)iJb h' 
—A 	 +2K Y > r2p &2t.çb 01h  
+Kr2 kb 2hd. 
=P3jP 110 2(r) + 2Kr2 p5,t?.b?JHhd  + KHI)o2(r), 
owing to (1) and (2) in Assumption 4.1.22. 
Applying the Cauchy's inequality to the second term of last expression, we 
obtain 
(Lh(s), ) < 	P
+ 2(r) + K 	PDj j02fr) + 2KH 2(T) 
i 	 2 
'2 
- 	A 	5+I2 	A 1) [Q,2(r) + K 	P3jt kI(o,2(r) - 1102(r) - 
i i 
+(2K + A)1/) 2 10,2 (r) 
<—Alw 1 2 	+ Kkbo2(r,p) 
with A > 0, K constants. 
Owing to Theorem 4.1.3 the result follows. D 
We prove that the discrete differences approximate the partial derivatives. 
Proposition 4.3.6. Let r > 0 and p> 0 be functions on IFi' and m be an integer 
strictly greater than d/2. Assume that (1)—(2) in Assumption 4.1.23 are satisfied. 
Let u(t) E Wm+22(r,p), v(t) E Wm+12(r,p), for all t E [0,T]. Then there exists 
a constant N not depending on h such that 
E,r2 (x)ui(t, x) -  &2tu(t, x)2p2(x)hd < h2NU(t)1
2  m+22(r p) 
> r2(x) v12i,j (t, cc) - 31Ov (t, cc) 2 p4 (x)h' < h2Nv(t) Jm+32(rp) 
for all t C [0, T], with cc C Zhd and E. denoting the summation over Z. 
Proof Let us prove (1). We consider the d-cells Rh, R and the balls Bh and 
B? as defined in the proof of PropositiOn 4.2.11. In the same way as in this proof 
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we obtain the .inequality 
- 8u(t,xh) 2 p2(xh) 
< h sup r2(xh + hx)uii(i,zh + hx)I 2p2 (xh + hx) 
x€R? 
< h2 sup r2(xh + hx)uii(t,xh + hx) I 2p2 (xh + hz) 
XEB? 
Taking in mind (1) —(2) in Proposition 4.1.11, by Theorem 4.1.12 form > d/2 
we have 
sup r(zh + hz)u1ii(t,zh + hx)p(zh hz) 12 
XEB? 
	
ND(r(zh + hz)u 	(t,zh + hx)p(zh + hz)) 2h21 'dz, (4.15) 
&<m 1 
with N a constant. 
We note that 
Ic 
= 	
() 
1-1 	lfiI 
= 	L ()
(E 
(
101 
) D
(rDp)Duxi xi, 	(4.16) WI 	(I
I=o Fc=o 
with 1-y1=1al-1fi1 and 	=ifi-Ki 
As, owing to Assumption 4.1.23, 
( 
< Krp 	and ID'?pl <Kp1H'I, K a constant, 
we have 
) DC
rD'p < Krp1p' 	= Krp'1' = Kp' 31. 	(4.17) > (  
Also, in an open ball, we have 
IP 1-10 .< Mpl, 101 = 0,1,.. ., a, M a constant 	(4.18) 
By (4.16), (4.17) and (4.18), we have 
IaI 	 al 
<Nrp 1 	
()
<Nrp 	 (4.19) 101 	x
1/31=0 
with 1-yj = 	- 101 and N a constant. 
10 
Then, by (4.15) and (4.19), 
sup r(xh + hx)u€(t, zh + hx)p(xh + hx) 12 
xEB? 
	
N 	r2(x& + hx)lpH (xh + hx) 	Duii(t, Xh + hx) 2h2Hdx 
aI<m Bi 
<N 	
f 
r(z + hx) p' (zh+ hx)Du(t, Zh + hz) 2h2 dx 
aI<m+2 B? 
N 	
f 
r(z + hx)lpH (xh + hX)Du(t,xh + hx) 2dx 
H <m+2 B? 
<N 	r2(x)pI0I(z)Du(t,x)2h_ddx. 
]aI<m+2 8h  
Finally, 
r2(x)u(t,z) — 3u(t,x)2p2(x)h' 
XG Zd  
< Nh 2 
&+2 L 1° d 	h 
<Nh2 
l+2 Rh  Zd 
< h2NU(t) 12 vm+2,2(rp) , 
r2(x) p'° (x)Du(t, x) 12dx 
r2(x)pIal(x)D:u(t, x) 2dx 
and the proof for (1) is complete. The proof for (2) is similar. LI 
Next we determine a rate of convergence. 
Theorem 4.3.7. Assume that (1)—(2) in Assumption 4.1.23 are satisfied. Let 
in be an integer strictly greater than d/2 and denote u the solution of (4.2) in 
Theorem 4.1.26 and uh the solution of (4.3) in Theorem 4.3.5. Assume that 
u E L2([O, T]; wm+32(r, p)). Then 
T 
sup 	u(t) — uh(t)12 
	 12 
O2() + f 
u(t) - uh(t)2(rp) dt 
O<t<T 0 
T T 
< h 2  N 
f 
u(t)12 	 12 ,2 Tm+a2(r p)dt + N(g - ghO(r) + f f(t) — fh(t)F 2  
0 	
12(r) dt), 
0 
with N a constant independent of h. 
Proof From (4.2) and (4.3), we obtain 
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J Lh(u—uh) —  Tt  (u — uh)+(L — LOU +(f—fh)=O in Q(h) 
(u—u)(O,x) = (g—gh)(x) in Z. 
We have that (f - fh) E L2([O,T]; 1°' 2(r)) and (g - 9h) E 1°' 2(r). Also if 
E W" 32(r, p) we have that 
(L - Lh)u E L2 ([O,T]; l°' 2(r)). 
Then, by Theorem 4.3.5, 
T 
' 
sup Iu(t) - Uh(t)o.2(r) + I u(t)— Uh(t)Ij122(r,p) dt 
O<t<T12, 	 Jo 
JOT 
	 T 
' 
< Nflg - gh2(r) + j 1(t) - fh(tN0 2(r) dt + I (L Lh)U(t)Ijo22(r)  dt). 
0 	 Jo  
As 
I 
7' 
(L - Lh)u(t)1
2  
2(T) dt 
0 
7' 	 32 	 3 
10,2 
= I 
	
- ôflu(t, Z) a'(t,x)(33 - ô7Dflu(t,x) +b(t, (r) dt, 3x 
owing to Proposition 4.3.6 and to the hypothesis over the coefficients, the result 
follows. E 
Corollary 4.3.8. Denote u the solution of (4.2) in Theorem 4.1.26 and Uh the so-
lution of (4.3) in Theorem 4.3.5. Let the hypothesis of Theorem 4.3.7 be satisfied. 
If there is a constant N independent of h such that 
- 	7' 	 7' 
'2 2 
19 - ghIlo,2(r)+J 
If 	- fh(tH?o,2(r) dt < h2N(g,2(rp)+f f(t)Iw 
0	
m12(r,p)dt), 
0 
then 
7' 
SUP 	u(t) - Uh(t) jO,2fr) + I u(t) - uh(t) j1.2fr,p) dt 0<t<T 
7' 	 7' 
2 
I 
12 
h2N( 	
U(t)m+32(r,p)dt + gwm2(rp) + f f(t)Wnl_l.2(r,p)dt). 
0 
Proof The result is an immediate consequence of Theorem 4.3.7. S 
ED1 
Chapter 5 
Evolution equations in abstract 
spaces: time discretization 
In Chapter 4, we studied the discretization in space of the second-order parabolic 
PDE problem in Sobolev and weighted Sobolev half spaces. In the present chap-
ter, we will proceed to the discretization in time under a more general framework, 
using both the implicit and the explicit schemes. The approximation of the solu-
tion of the parabolic PDE problem will be given as an example. 
5.1 Numerical approximation under a general 
framework 
We consider the general framework we presented in Chapter 4 - Section 4.1. 
Briefly, we consider the normal triple 
V H Ht Vt, 
with V a reflexive separable Banach space embedded continuously and densely 
into a Hilbert space H with inner product ( , ) and H*  and Vt the dual spaces of 
H and V, respectively. The notation ( , ) is used for the duality. Ht is identified 
with H, by the help of the inner product. 
We still consider the problem 
L(t)n(t) - Ou(t) + f(t) = 0, u(0)  
at 
where L(t) and /&t are linear operators from V to Vt  for every t > 0, 
f c L2([0, T]; Vt), with T e (0,00), and g E H, and make the same set of 
assumptions: 
Nil 
Assumption 5.1.1. There exist constants A > 0, K, M, N, such that 
(L(t)v, v) +< K(v, Vv E V and Vt E [0, T]; 
L(t)v v. < Mvv, Vv € V and Vt E [0,T]: 
f0flf(t) 12  .dt_<N and IgIH<_N. 
Under Assumption 5.1.1, problem (5.1) has an unique weak solution 
U E C([0,T];H) fl L2([O,T]; V) 
on [0,T], as stated in Theorem 4.1.3. 
Implicit scheme. 
Take a number T € (0, oo), a non-negative integer n such that T/n E (0,11 and 
define the n-grid on [0, T] 
T={tE[0,T]: t=ke, k=0,1,...,n}, 	 (5.2) 
where e :=T/n. Denote tk = ke for k = 0,1,...,n. 
For all z E V, we introduce the backward discrete difference in time 
= C'(z(t +i) - z(t)), j = 0, 1,. . . n - 1. 
Let Le , f6 be some time-discrete versions of L and f, respectively. Vz E V, 
denote L6,+iz = L(t+i)z, f,j+i = f€(tj+i), j = 0,1, . . . , n - 1. 
For each n ? 1 fixed, we define v j = v(t), j = 0,1,. . . , ii, vectors in V 
satisfying 
= L,+iv+i + f€,+i for i = 0,1,... ,n - 1, 	vo = g. 	(5.3) 
Problem (5.3) is a time-discrete version of problem (5.1). 
Assumption 5.1.2. The operators L and ft satisfy - 
(Lj+iv,v) +)v 	Kjv  .
12 
	Vv e vç j = 0,1,...,n— 1 
L.j+ivv* <Mvv, VvEV, j=0,1,...,n-1 
where A, K and M are the constants in Assumption 5.1.1. 
We have an existence and uniqueness result for the solution of problem (5.3). 
Theorem 5.1.3. Under Assumption 5.1.2, Vn E N ! v0, v1, . . . , v, in V satisfy-
ing (5.3). 
To prove this result, we consider a well known lemma even for a class of 
non-linear operators (see Zeidler [48]). 
Lemma 5.1.4. Let B : V -+ V be a bounded linear operator. Assume 3A > 0 
such that (By, v) > Vv e V. Them By. = v has a unique solution v E V 
for every given ? E V. 
We will prove now Theorem 5.1.3. 
Proof From (5.3), we have (I - 6 L6,i )vi = g + fe,ie and (I - s L€ ,+i)v+i = 
v+f,+ie, for i= 0, 1,...,n — l. 
We first check that the operators I - e 	j = 0, 1, . . . , n - 1 satisfy the 
hypothesis of Lemma 5.1.4. This operators are obviously bounded. We have to 
show they satisfy: EA > 0 such that ((I - s L6, ji )v, v) > AIv, Vv E V, j = 
0,l,...,n-1.We have 
((I - e L€,+1) V, v) = (Iv - e L,+iv, v) 
= 	v - e(L6 j+iv, v) 
> 	Vq - EKIVJJ + 
using Assumption 5.1.2. Then, with s sufficiently small, 
((I -6 L6, +i )v, v) ? E)VT, 
and the hypothesis of Lemma 5.1.4 are satisfied. 
Now, for v1 we have (I - e L61)vi = g + fis. This equation has a unique 
solution by Lemma 5.1.4. Suppose now that equation (I -- 6 	= v_1 + 
has a unique solution. Then equation (I - c L€,+jjv+i = v + f,+is has also a 
unique solution, again by Lemma 5.1.4. The result is proved by induction. E 
Next result will be used to obtain the discrete version of Gronwall Lemma. 
Lemma 5.1.5. Let a?, a, . . . , a be a finite sequence of numbers for every integer 
n> 1 such that 
0<a?<co+C E a, 
1<içj-1 
for all j = 1,2,. . . , n, where C is a positive constant and c0 ~: 0 is some real 
number. Then 
for all j = 1, 2, . .., n. 
M 
Proof Let b 	c0 + C>1<<_1b?, j = 1,2,... ,n. Then a7 < 	for all 
j > 1. Indeed for j = 1 we have a? < b =c0. Assume that a? < b? for all 
i<j.Then I 
	
b7+1 = CO + C 	b? > c0 + C E a? > a7 1, 
1 _<i<j 
which proves by induction that a7 < b' for all j ~: 1. It is easy to see that 
- b? = Gb?, j > 1, which gives 
a?+1 <b?~1 = (C +1)b? = (C+1)2 b?_1 = ... = (C+1) b? = (C+i) co , 
and the result is proved. D 
Corollary 5.1.6. (Discrete Gronwall Lemma). Let a, a?,. . , a be a finite 
sequence of numbers for every integer n > 1 such that 
O<a7<a+Ka?s, 	 (5.4) 
1<i<j 
holds for every j = 1,2, . . , ii, with 5 := T/n and K a positive number such that 
Ks =: q < 1, with q a fixed constant. Then 
a? < ate<oT 
for all integers n > 1 and  € 11,2, . .. ,n}, where Kq := —Kln(1 - q)/q. 
Proof From (5.4), as Ks <1 for j = 1,2,.. .,n we have 
(1 — Ks)a? a 	 a <+K 	OE 	
a0  
1_Ks+ Ks 1—Ks 	a?. 
1<i<j-1 	 1<i<j-1 
Applying Lemma 5.1.5 to the previous inequality with 
CO = 	 and C = 
Ks 
1 K 	I — Ks 
we obtain 
Ks 
+1) 
a0 - a 	a0 0 
1—Ks 	1Ks - (1—Ks)i - (1—Ks) 
and, noting that 
(1 - Ks)' = exp(nln(1 - Ks)) = exp (nKsl1 
q — q) 
= exp (KTln(l 
q — q) 
the result is proved. E 
We have an estimate for the solution of the discrete problem (5.3). 
ME 
Theorem 5.1.7. Let v,j , with j = 0,1,..., n be the unique solution of problem 
(5.3). Let Assumption 5.1.2 be verified and assume the constant K in Assumption 
5.1.1 satisfies: 2Ks < 1. Then there exists a constant N independent of E such 
that 
	
I. sup, 1 max0< 	. < yE,2 12 <N (I 
U012+  NE1<< fe,j.e); H -  
. 5UP1 EO<j<n 	 N (uoi + N 1<j<n f6,j 
12 
T.$) 
Proof For i=0,1,.-..,n-1,wehave 
2. 	2o1 	 2 
H V,i - L \Ve,j+1, v6,+1 - 	- 6,+1 - 
Summing up both members of equation (5.5) we obtain, for j = 1, 2, . . . , 
i-i 	 i-i 
2 	 12 
VEjIH = vE,o + E 2 (v,j+i , v6,j+l - v6,) - 
	
- Ve,j. 
Hence 
j-1 
veoj+E 2  (v6,+,, 	- v) 
=2 (v,+i, L€,+1v,+ie + f,+iE). 
As, by Cauchy's inequality, 
2(v,+i, f€, +1)e < Av+i, 12  e + 
with A > 0, owing to Assumption 5.1.2 we have 
+ 2K 	 A 	 + 	I 
f0+1 12 
Hence 
+ A 	 + 2K 	
+ 	If5.ft' 	
(5.6) 
1<i<j 	 1<i<j 	 1<i<j 
In particular 
VC 
	12 + 2K 	Ve,j6 + 	f6,j.E, 	 (5.7) 
1<i<j 	 1<i<j 
and, using Corollary 5.1.6, 
12 < ( I V".12 	' 	if 2 E) e2 T, 	 (5.8) 
1<i<j 
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where Kq is the constant defined in Corollary 5.1.6. We have proved (1). 
From (5.6), (5.7) and (5.8) we obtain 
yE, 	+ A 	 (veo + 	ft.e) e2KqT 
1<i<j 	 1<i<j 
and 
12 	12 
( 
	12 2KT"  
ve,o 
+ 	fe.i,.$) 
1<i<j 	 1<i<j 
and (2) is proved. S 
We now determine the rate of convergence for the scheme we constructed. Let 
u = u(t), t e [0, T] with T e (O,), be the solution of problem (5. 1), where u is 
a weakly continuous function of t with values in V. 
Assumption 5.1.8. Let u be the unique solution of problem (5.1). There exist 
a fixed number 8 e (0, 1] and a constant C such that 
1 I'1 
u(t 1) - u(s)vds <Ce 6 , 
ti 
for all i=0,1,...,n-1. 
Remark 5.1.9. Assume that u satisfies the following condition: "There exists a 
fixed number 8 E (0, 1) and a constant C such that 
u(t) - u(s)I <Ct - sV, Vs, t E [0, T]." 
Then Assumption 5.1.8 obviously holds. 
Theorem 5.1.10. Let u(t) and v,j, j = 0, 1,. . . ,n, be the unique solutions of 
(5.1) and (5.3), respectively. Let Assumptions 5.1.1, 5.1.2 and 5.1.8 be verified. 
Assume the constant K in Assumption 5.1.1 satisfies: 2KE < 1. Then there 
exists a constant N independent of E such that 
1. max0<< v,j - u(t)12  < Ns26+N 	A 
+N 1<< f je - 
2. O< 
j < . - 	e 2 	e_f(s)u(tj)dsu(t) +NE1<< e,ju(tj) 	 V. L  
+N 	 - f1(s)d4*. 
IM 
Proof Define w(t) 	- u(t), i = 0,1,...,n. For i = 0,1,...,n— 1 we 
have 	 - 
w(t +i ) - w(t) = L,+iw(ti+i)s + f,j+is - u(t +1) + u(t) + L+iu(t+i)e 
= L,+iw(ti+i)e + w(t+i), 
denoting ç(t + j) 	f,j+iE - u(t +i ) + u(t) + L6 ,+1u(t+i)s. 
We then have 
- 	'2= 2(w(t +i), w(t j ) - w(t1)) - w(t+i) - 
2(w(t i), Le,i+iw(tj+i))e + 2(w(t +i), çc(ti)) 
< —2Aw(t11),e + 2Kw(t +1),E 
+2I(w(t +i ), y(t+iDL 	 (5.9) 
owing to Assumption 5.1.2. 
Noting that (t +1) can be written 
Is = J 	L(s)(u(t +i) - u(sflds + y1(t +1) + y2 (t +1), ti 
where y1(t+i) := L,+iu(t+i)e - f7 1 L(s)U(t +l )ds and y2(4+1) 	.f+ie - 
for the last term in (5.9) we have 
rti+1 
2(w(t i), (t+i))I < 2(w(t+i),
J 	
L(s)(u(t +i ) - u(s))ds) 
ti 
+2(w(+1), 1(t +1)) + 2t(w(t+i), y2(t+i))L (5.10) 
For the term 2(w(ti), 	L(s)(u(t 1)—u(s))ds) in (5.10), we have 
2(w(tj+'),J 	
L(s)(u(ti)—u(s))ds) 
ti 
< 
 2J
ti+1 
(w(t 1),L(s)(n(t +i ) - u(s)))}ds 
ti 
ti+1 
<2Mw(ti+i)Ivf 	u(t 1) - u(s)vds 
A I 	2 	3]LJ2 	ti+l 	
2 
Ju(t1) - u(s)Hds) 	(5.11) 
with A > 0, using Assumption 5.1.1 and Cauchy's inequality. 
For the terms 2(w(t 1), 1(t 1)) and 2(w(t +i), (P2(t 1 )) in (5.10), we 
have 
2J(w(t 1), (p1(t +1)) 	< 	w(t 1) ,e + 
3 
- y1(t 1) ., 	(5.12) 
- 3 
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rmi 
(5.13) 2(w(t+i),w2(t+i)fl ~ 	w(tj+iH 6+ 
3 
As 
with A > 0, using Cauchy's. inequality. 
From (5.10), (5.11), (5.12) and (5.13) we have 
	
I'ti+l 	 2 
2(w(t i), w(t+1)) 	Afw(t+lHs + 
3]1J2 
J u(t+i) - u(s)Hds) AT 
( 
 
3 
+ 	w2(t+i)I 
Ac 	 .. 	
(5.14) 
Putting together estimates (5.9) and (5.14) and using Assumption 5.1.8, we 
have 
- w(t) 	< —A[w(t+i), 12 e + 2Klw(t+i)[c + 
	5 25*1 
3 	 3 
1(t+) 	+ j— y2(t +1) *. 
Summing up, we have; for j = 1, 2,. , 
i-_i 
w(t) 12 + A 	w(t+i) 12 ,c 
Hence 
f-i 	
3M2 
< 	2Kw(t+i)c+ __ IEI 
21 
i=O 	 i=O 
i— i i— I 3
2(tzi)' 1(t + ). + -. 	 . 	 Iv.. As 	 As i=O 	 i=O 
wj) 12 	12 , + A 	w(t) 12 c < 2K 	w(t)s + N 25 
1<i<j 	 1<icj 
rt 
+N 	L6,u(t)s 
- j L(s)u(t)ds'2V. 6 i<i<j 	 ti_i 
rt 
+N 	fe, i6 	I f(s)d4., 
1i<a 	 'ti_i 
with N a constant. 
In particular 
< 2K 	w(t)c + 12 	 121 
1<ij 
'ti 
+N 	L6,u(t)c 
- J L(s)u(t)ds'2
V. 
1Ci<j 	 ti_i 
'ti 
+N 	 - J f(s)ds'2 Iv S 	 *,. 1<i<j ti__i 
(5.15) 
(5.16) 
IN 
and, using Corollary 5.1.6, 
< 
rt 1 Le iu(ti)E_J L(s)u(tj)d4. 
1c<j 	 ti_i 
f
t 
62tT >: 1 
- J f(s)ds7., 	 (5.17) t '<i<j 
with Kq the constant defined in Corollary 5.1.6. We have proved (1). 
From (5.15), (5.16) and (5.17) we obtain 
+ A>: w@)
1 2 
,e < 
Ne2K,T Is 
125 
1<i<j 
ti 
+Ne2KT >: I Le,iu(ti)e—f L(s)u(t)ds 
12 . 
1<i<j 
ti 
+Ne2 T >: I fe,iE 
- f f(s)ds 12 , 1<i<j 
and 
>: w(t,e < 
1<i<3 
ti 
+Ie2T >: I Le,u(ti)s_f L(s)u(t)d4* 
1<i<j 
+'e2KqT >:
1 
foE 1 
1<i 	 - 	_, 
ti 
f(s)ds, 
3  
and (2) is proved. D 
Corollary 5.1.11. Let u(t) and v6,j, j = 0,1,... ,n, be the unique solutions 
of (5.1) and (5.3), respectively. Assume the hypothesis of Theorem 5.1.10 are 
verified. If there exists a constant N independent of E such that 
1 'i 	 1 
LE ju(tj) 
- - j L(s)u(t j)ds v* +f6 	- J f(s)ds 	<Ne 6, j = 1,2,..., C 	_1 tj 
then 
1. maxo<.c vE, - u(t)12 ~ 
2. >10<j<Th 	- u(t),s 
MM 
Proof The result follows immediately from Theorem 5.1.10. E 
We consider briefly the particular case where the operators L and f in problem 
(5.1) are approximated in time respectively by 
1 - 	i ftj-f-1 
Vz E V, L6 (t +i)z := 
- j 	L(s)zds and f(t +1) := - I 	f(s)ds, E 
for j=O,1,...,n—.1. 
We denote 
= L(t +i )z, J6,j+i = J(t +1), j = 0,1,..., n - 1. 
We have now the particular time-discrete version of problem (5.1) 
= L,+iv+i + f,+1 for i = 0,1,..., n - 1, v0 = g 
with n > 1. 
The following result holds: 
Lemma 5.1.12. Under Assumption 5.1.1 the operators Le and fE satisfy 
(L j~iv, u) +Av < 	Vv E V, j = 0,1,.. .,ri— 1, 
Lj+ivv*<Mfrvv, VV  V, j=0,1,...,n-1, 
8. 
where A, K, M and N are the constants in Assumption 5.1.1. 
Proof Vu E V j = 0,1,..., n - 1, we have 
(5.18) 
1 i+1 
V) = (- f 	L(s)uds, v) = E 
1 
Jtj+1 (L(s)v, v)ds 
6 
r( 	- Av)ds 6 
Kv 12 - 
using Assumption 5.1.1, and (1) is proved. For (2), Vu E V, j = 0,1,..., n - 1, 
we have 
= I+1 S 	 - 
.3 
< 
1 
JtJ+1 L(s)vv*ds 
S 
1 
Jt,+1 Mvvds 
= 
S 
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using again Assumption 5.1.1. For (3), 
n-i 	 n-i 	 n-i 
f(s)dss 	
1 	
f(s).dss V.
f
T 
= 	f(s)ds<N, 
using Assumption 5.1.1 and Jensen's inequality. The result is proved. D 
By the previous result we have that the operators L6 and j, satisfy As-
sumption 5.1.2. 
Next two results are corollaries of Theorems 5.1.7 and 5.1.10, respectively. 
Corollary 5.1.13. Let v , with j = 0,1,.. . , n be the unique solutián of problem 
(5.18). Let the hypothesis of Lemma 5.1.12, be verified and assume the constant 
K in Assumption 5.1.1 satisfies: 2Ke < 1. Then there exists a constant N 
independent of e such that 
sup >1  maxo<j<n v,Mr < Nuo 3; 
12 2. sup>1 >10<j<n 	Nu0. 
Proof The result is an immediate consequence of Theorem 5.1.7. D 
Corollary 5.1.14. Let u(t) and v,j, j = 0, 1,. . . , n, be the unique solutions of 
(5.1) and (5.18) respectively. Let Assumption 5.1.8 and the hypothesis of Lemma 
5.1.12 be verified. Assume the constant K in Assumption 5. 1.1 satisfies: 2KE < 1. 
Then there exists a constant N independent of e such that 
1. max0<<, I V,,j - u(t) 	Ne 26.  
2. Eo<j<n  ve,j - u(t) C NE 26 
Proof The result follows immediately from Theorem 5.1.10. D 
Explicit scheme. 
We consider a particular case of problem (5.1) 
Lh(t)u(t) - NO 
 
+ fh(t) = 0, u(0) = g, 	 (5.19) at 
in the spaces 1/h  and Hh, space-discrete versions of V and H, and with Lh(t), 
fh (t) and gh  space-discrete versions of L (t), f (t) and g, respectively. 
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For the discretization, we consider the time-grid T as defined in (5.2). For 
all z E Vh, we introduce the forward discrete difference in time 
z(t) = e'(z(t +i) - z(tj)), j = 0, 1,. . . , n - 1. 
Let Lh, fhe be some time-discrete versions of Lh and fh, respectively and 
denote 
Vz E Vh, Lh,+lz = Lh(t+l)z, fh,j+1 = fh(t+1), j = 0,1,... , ii - 1. 
For each n > 1 fixed, we consider the time-discrete version of (5.19), 
Alvi = Lh6 , v + fh 	for i = 0,1,..., n - 1, vo = g,,, 	(5.20) 
with v=v(t), j=0,1,...,n, vectors in Vh. 
Problem (5.20) can be solved uniquely by recursion 
i-i 	i-i 
	
v3 =9h+Lhe,jVjE+fhe,iE for j=1,...,n, 	vo=gh. 
We make some assumptions. 
Assumption 5.1.15. The operators Lh, and ft6 satisfy 
(L,,jiv, v)h + AvPvh <Kv1
2  h, Vv E Vh, 	= 0,1,.. . , - 1 
Lh, +lv 	<MVVh, VvEVh, j=0,1,...,n-1 
where A, K and M are the constants in Assumption 5.1.1. 
We have a version of the discrete Gronwall Lemma: 
Lemma 5.1.16: Let aG  a?, . . . , a be a finite sequence of numbers for every 
integer n > 1 such that 
0<ajn <a+K > 	a'e, 	 (5.21) 
OC<j-1 
holds for every j = 0, 1,. . . , n, with E := I/n and K a positive number such that 
Ke =: q cc 1, with q a fixed constant. Then 
a7 <ae<T, 
for all integers n > 1 and j E 10, 1,..., n}, where Kq := —K ln(1 - q)/q. 
Proof The result is a consequence of Corollary 5.1.6. 
From (5.21), for j = 1,2,..., ii, we have 
(1 + Ke)a7 < (1 + KE)a + K > ae (1 + 
1<i<j 
owing to Corollary 5.1.6. The result follows. D 
Assumption 5.1.17. There exists a constant Ch, dependent of the space-step 
h, such that WJjj,, Chwkz; VW E Vh. 
We give an estimate for the solution of problem (5.20). 
Theorem 5.1.18. Let Vhs,j , with j = 0,1, . . . , n be the unique solution of prob- 
lem (5.20). Let Assumptions 5.1.15 and 5.1.17 be verified and A, K, M, Ch 
the constants defined in Assumptions 5.1.1 and 5.1.17. Assume the constant K 
satisfies: 2KE < 1. If there exists a number p such that M2Cs < p < A then 
there exist a constant N, independent of e and h, such that 
supfl>lmaxo<)<YjvhC•i2 <N 	+ NE0<<1 fh6,$) JIHh - 
sup 1  E0<< vhE,Vh e < N 	+ Nocj<m-1 fhe). 
Proof For i= 0, 1,.. . ,n—lwe have 
	
2 	2 	r)J 	 2 
Vhei+1 Hh - Vhe,i h - \Vhe,i, Vhe,i+1 - Vhs,i/h + Vhe,i+1 - Vhe,i Hh 	5.22 
Summing up both members of equation (5.22) we obtain, forj = 1,2,... , 
i —i 	 i—i 
= 	vhE,oJf h 	2(v, j , Vhs i+1 - vh5,)h + 	Vhs,i±1 - 
= 	Vhs,o 
12 
Ih + 	2(vh5,, Lh5,1vh5, + fh)hs± 	Lh5,vh5, + fhs,ih 
 12 
 e2 
= 	vhE,oI h  + E 2(vh5,, Lh5,vh€ ,i)h E 
i—i 
+ 	 fhs,i)h S + > Lh6,Vh5, +Hh 
i— i 	 i— i 
' < 	Vhs,o[2  ff + 2K VhE j 1 2 jqE - 2A> Vh€ ik/h 
i=O 	 i=O 
i— I 	 i—i 	 i—i 
+A Vh5ft S+ 	fhs,j e+E Lhg,jVhe,j+fhg,j I 11h E 2 , (5.23) 
i=O 	 i=O 	 i=O 
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with A > 0, using Assumption 5115 and Cauchy's inequality. 
For the term EId LhE,ivhe,i + fhE,ihe2 in inequality (5.23) we have 
i—i 	 j-1 	 i—i 
Lh61lVh,1 + 	= 	 + 
i —i 
+2 	(fh,i, Lh,1vh6,1)h E 2  
1=0 
i —i 	 i —i 
+ 
i=0 	 1=0 
i — i 
+1 *h;,ivhe,i12  Hh E 2. 
IL 1=0 	 1=0 
with p > 0, using Cauchy's inequality. 
As, owing to Assumptions 5.1.15 and 5.1.17, 
i — i 	 i —i 	 i —i 
— Ce 	LhE,1VhE,1/E < MCe 	Vhs,iIzhE, 
and 
i — i 	 i—i 
C 
then we have 
i —i 
L, g,jv,i ±fhe,iHh E 2  
i—i 
< 
	(1 + ,4M2C e 
 E 
IVhe,jft/ftE 
1=0 
i —i 
+ (1 + 	CE :I fhs,it;S (5.24) 
Putting estimates (5.23) and (5.24) together, 
U 
i —i 	 i — I 
+ 2K E I Vh,jfh 12 6  + ((1 + p)M2C& - A) Vh 
1=0 	 i=0 
/1 	
(1+!) cs) 
1=0 
If there is a constant p such that 
M2Ce< p < A, 
implying that, for p sufficiently small, 
(1 + p)M2C6 - A < (1 + i)p - A < 0, 
(5.25) 
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then from (5.25) we can estimate 
i —i 	 i —i 
1
2 
	
	 2 	 12 + (A - (1 + p)p) 	I V g jE Inh + 2K E lVh,,iI ft E 
i=O 	 i=O 
i—i 
+L E I fh,i 1 2 e, 	 (5.26) 
i=O 
where L 	(1iM2 + A(1 + 1i)p)/AiM2. 
In particular, 
i—i 	 i—i 
Vh,O 
i=O 	 i=O 
and, using Lemma 5.1.16, we obtain 
(5.27) 
12 	 2 (ve.o Hh 
j—i 
+ LE fhe,i/6) 2KqT 
i=O 
(5.28) 
where Kq is the constant defined in Lemma 5.1.16. We have proved (1). 
From (5.26), (5.27) and (5.28) we obtain 
j-1 	 7 	 j-1
12 	 12 	 12 	 12 
J 
	\ 
2KqT + (A - (1 + )p) Vhe,i Vh 6 ~ (vhs,o h ± L fh,$)  
i=O 	 i=O 	I 
and (2) follows. S 
We next determine a rate of convergence. 
Theorem 5.1.19. Let uh(t) and Vhe,j, with j = 0, 1,— , n be the unique solutions 
of problems (5.19) and (5.20), respectively. Let Assumptions 5.1.8, £1.15 and 
5.1.17 be verified and A, K, M, Ch the constants defined in Assumptions 5.1.1 
and 5.1.17. Assume the constant K satisfies: 2Ke < 1. If there exists a number 
p such that M2Ce <p < A then there exist a constant N, independent of e and 
h, such that 
maxo<J<flvhE,Suh(t3 12 12,1n
-1 	 i ) h V(e+> O 
nm—i 1 
+Lo 
>IL Vhg,j —uh(t)
n 	 12 
Vh e 
~N(e2o+7IJ LhE,ju(tj)e—f?'Lh(s)u(t4ds 12 
r-,m—i 
'fhsjE 	
rt-j-i 
+LjQ 	—j f(s)ds 
12 ). 
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Proof Define w(t) := Vhe ,i - uh(ti), i = 0,1,.. . , ii. For i = 0,1,..., n - 1, 
we have 
w(t +i ) - w(t) = Lh6 jw(t)e + fh,E - uh(ti+1) + Uh(t) + Lh6,uh(t)e 
L 6,w(t)s + w(t), 
denoting 	(t) := 	- uh(4+1) + uh(t) + Lh1 uh(t)e. 
We have 
w(t+i) '2 - w(t) H 	
12 
h = 2 (w(t), w(ti) - w(t))h + w(t +i) - w(t) h 
= 2 (w(t), Lh6,w(tI)E + (t))h 
12 +Lh6 W(t)e + (ti)Ih 
= 	2 (w(t), Lh6,jw(t))hs + 2 (w(t), co(t))h 
+Lh6,w(t)s + y(ti)h. 
 12 	 (5.29) 
For the first term in (5.29) we have 
2 (w (ti ), Lh€,w(ti))hE <— _ 2Aw (ti) it'h + 2KW(t j)[q E, 	(5.30) 
using Assumption 5.1.15. 
Noting that (t) can be written 
uti+1 
y(t) 
= j 	
Lh(s)(uh(t€) - Uh(SfldS + 1(t) + W2 (ti), 
ti 
where 1(t) := Lh6,u(t)s - f'Lh(s)u(ti)ds and y2(t) := fh€,is - jff'f(s)ds, 
for the second term in (5.29) we have 
It 
2 	w(t), ço(t)) 	< 2(w(t), 
j	
Lh(s)(uh(tj) - uh(s))ds)h 
ti 
+2 (w(t), y1(t))h + 2 (w(t), y2(ti))hL 	(5.31) 
For the term 2(w(t), j'ti+i Lh(s)(uh(t) —uh(s))ds)h in (5.31) we have 
ti+' 
2(w(t), 	Lh(s)(uh(t) - Uh(S))dS)h 
ti 
<2] (w (ti), Lh(s)(uh(t) - 
ti 
ti+1 
<2Mw(tj)vh 	I Uh(t) - Uh(S) IVh dS 
ti 
- 
A 	 3M2 	~1 	
2 
E+ 	(f Uh(tj) - Uh(S)Vh dS) - 	 h 
with A > 0, using Assumption 5.1.1 andCauchy's inequality. 
(5.32) 
For the terms 2(w(t), cs1(t))h  and 2(w(t),y2(t))h in (5.31) we have 
2(w(tj),1(tj))hI < A —w(tj)[,hc+ 3 
	
(5.33) 
— 3 	 Ac 
2 (w(t), SQ2(ti))h < A w(t) i E+ 3 —t2(t) t*, 	 (5.34) h  Ac 
with A > 0, using Cauchy's inequality. 
From (5.31), (5.32), (5.33) and (5.34) we have 
3M2( rti+1 	 2 
2kw(t), y(th <Aw(t)vh s+ 6j 	
u(ti) u(s)Hhds) 
3 	 3 
+- 1(t), + 	 (5.35) 
Ac 
For the last term in (5.29), 
Lhe,jw(tj)6l' — Y 	
2  
(ti ) IHh _LLhE,i(ti) HhEHY(ti) ,2(L, jw(t j), y(t))hc. (5.36) 
For the term LhE,jw(tj)lkhc2  in (5.36), 
Lh,w(t) h c2 CjLh€,w(t) c2 	M2Ccw(t) Vh' 
	(5.37) 
owing to Assumptions 5.1.15 and 5.1.17. 
For the term Iç(t)j 	in (5.36), 
'2 
Hh 
=. J Lh(s)(uh(t) - u(s))ds 	+ y1(t) 	+ It 
rti+1 
+2K] Lh(s)(nh(t) — tth(8))dS, w1(t))h 
ti 
f.ti+t 
+2K] Lh(s)(uh(tj) — Uh(S))dS, y2(ti))h 
ti 
+2(y1(t), 
/ fli-i-i 
12 '2 
< M2C (Jti [ 	 d)  + Co1(t)uh(t) — uh(s)zhs 	 + Cy2(t)1. 
2 
+M2C (I uh(t) - Uh(S)IVftdS) + \ t 
1 	
2 
+—M2C J uh(t) - Uh(8)kthdS) + c 2(t)1
2  . 
Ii t 
'2 + !Cy2(t i )I v* 
/ 	-4-1 	 2 
= 	(i + p + -) M2C (j Uh(tj) - Uh(S)l7h dS) 
ti 
+ (i + IU + I) cy1(4) + (1 + p +!) 	 (5.38) 
p 
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with u> 0, using Cauchy's inequality and Assumptions 5.1.1 and 5.1.17. 
For the term 2(Lh,w(t), çc(t))he in (5.36), 
Pti+1 
2(Lh5 ,w(4), y(t))hE <— 2(Lh6,w(4)6, 
ti 
Lh(s)(uh(t) - 
+2(Lhe,iW(ti)E, y1(4))h + 21(LhE,iw(4)E, 2(t))h 
2  
+ M2C (/ U(t) - Uh(8)Vh d8) 
- 
+M2G sw(t) E+ 3  Cy2(t) 
2 
=vM2Cew(t)Vh e + M2C (I uh(4) - Uh(8)Vh dS) I) 
	
+-3cmy'2 3 	 12 ) 
Cy2(t) (5.39) 
with-i.'> 0, using Cauchy's inequality and Assumptions 5.1.1, 5.1.15 and 5.1.17. 
Form (5.36), (5.37), (5.38) and (5.39) we have 
12 	(1 + 
+( 	
1 3) M2CJ c
/ rt,+i 	 2 
1 + p + - + - 	 Uh(tj) - Uh(S)Vh dS 
/1 II 
) 
+( 
1+p+ 
1  
—+— 
Pu 
+( 	 " 
1+y+  1 
	3 
- + -) Cy2(4) 12 . 	. 	(5.40) 
liv 
Putting estimates (5.30), (535) and (5.40) together and owing to Assump-
tion 5.1.8, 
- 	w(ti)12H 	<2Kw(t) 12  E + ((1 + v)M2Ce - 
+M2c2(( 	
3 
1+t+ 
1  
—+— Cs+) o+ p j 
+(( 1 3\ 
) /2 	Ii 
+(( 	1 3\) 2+3)(t)2 
/1 v 
Summing up, for j = 0,1,..., it, we have 
i-i 	 i-i 
w(t) <2K + ((1 + v)M2Ce - A) Vh 
i0 
i+p+- + -1 +M2C2 (( 
	
1 3\)C 
/2 U 
i-i 
	
1 \ 
+ ((i+#+—+ 3 
— ) 
I ce+) 
p v 
+ (( 	
1 	
3\ 2E + 
	
(5.41) 1+p + + — ) ) Ch 
/2 U 
As we assume that there is a constant p such that M 2Ce <p < A, we have 
that, for v sufficiently small, 
(1 + v)M 2Cs - A < (1 + v)p - A < 0. 
Then from (5.41) we can estimate 
j-1 	 i-i 
- (1+ v)p) Dw(t)fte  <2K 	w(t) e + L e26 
i=O 	 i=O 
j-1 	 ti+1_ 
tL Lh€,ju(t)e - f Lh(s)u(ti)d$ i=O S 
j-1 	 ti+1 	
12 
+LEfhE,ie _J , 	
(5.42) 
i=O S 
where L (3pvM2 + A((1 + p)v + p(pv + 3))p)/ApvM2  
In particular 
j-1 	 j-1 	 t 
w(t) h  2K w(t) 	+ L 521 + L Lh€,u(t)e -f 
i+1
12 Lh(s)u(ti)ds 
i=O 	 i=O 	 tj 
j-1 ti+1 	
12 
+L 	S f,js—Jf(s)ds, i=O 
and, using Lemma 5.1.16, 
j-1 	 ti+1 
' W (t) 	<2KqT52ö + 2KqT 1Lh6n(t)s -f Lh(8)u(tj)dsI2 i=O 	 r S ti 
j-1 	 ti+1 
+Le2T E Hfhe,i5 _Jf(s)ds, 
	
(5.43) 
i=O S 
with K. the constant defined in Corollary 5.1.6. Claim (1) is proved. 
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From (5.42) and (5.43) we obtain 
i-i 
+(A-  (1+ v)p) Dw(tj) 12 6 
i=O 
<Le2  ' E 25 + 	
j-1 
1 	
ti+1 	
2 
S 
Lu(t)e -f Lh(s)u(tj)dsIr i=O tt 
	
j-1 	 ti+1 
+Le2 T E_ Ifh€is - [f(s)d4., 
i=O S 
and (2) follows. LI 
Corollary 5.1.20. Let uh(t) and Vhe,j , with j = 0, 1, . . . , n be the unique so- 
lutions of problems (5.19) and (5.20), respectively. Assume the hypothesis of 
Theorem 5.1.19 are verified. If there exists a constant N independent of e such 
that 
1 	 1 	i1 
Lhe,ju(tj) 	f Lh(s)u(tj)ds 	+ fhe,j - - f 
f(s)ds 12 ,* <N s 2o,  
for j=0,1,...,n-1, then 
max0<<, vh€,j - uh(tj)Ih < 
E-0 vh,j - flh(tj)ftS 
Proof The result follows immediately from Theorem 5.1.19. LI 
We consider now the case where the operators Lh and f1r, in problem (5.19) 
have the particular time-discretization, respectively 
1 fi+1 	 - 	1 t+1 
Vz E Vh, Lh(t)z := - 
	
Lh(s)zds and fh(tj) := 	fh(s)ds,
tj  
for j=0,1,...,n-1. 
Denote 
Lhej Z = Lhe 	Jh6, = Jhe (tj), j = 0,1,..., n - 1. 
We consider the particular time-discrete version of (5.19) 
A+v = Lh,,i Vi + 1h,,j for i = 0,1,...,n— 1, 	v0 = g, 	(5.44) 
with n > 1. 
We have the following result: 
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Lemma 5.1.21. Under Assumption 5.1.1, the operators Lh and fhE  satisfy 
v, v)h +A IVh 
12  < 	Vv E 14, j = 0,1,. . . , n - 1, 
ILh,,jvvh* <MV Vh , VVEVh, j=0,1,...,n-1, 
a. >iiid JhS,Re < N, 
where A, K, M and N are the constants in Assumption 5.1.1. 
Proof The operators L,,6 and fh6  coincide with the operators L and J, replacing 
L and f for Lh and fh,  respectively, in the integral arguments. The result follows 
then from Lemma .5.1.12. LI 
We have then that the operators Lh and Jh,  satisfy Assumption 5.1.15. 
Next we present two results which are corollaries of Theorems 5.1.18 and 
5.1.19, respectively. 
Corollary 5.1.22. Let Vhe,j , with j = 0,1,. . . , n be the unique solution of prob-
lem (5.44). Let the hypothesis of Lemma 5.1.21 and Assumption 5.1.17 be ver-
ified and A, K, M, Ch the constants defined in Assumptions 5.1.1 and 5.1.17. 
Assume the constant K satisfies: 2Ks < 1. If there exists a number p such that 
M2Ce < p < A then there exist a constant N, independent of e and h, such 
that 
sup>1maxo<< Vhs,j 12 h < NghI 2  H , 
sup1 >10<j<n vhe,j1h 12 e < Ngh 12 ft. 
Proof The result is an immediate consequence of Theorem 5.1.18. LI 
Corollary 5.1.23. Let uh(t) and 	with j = 0,1, . . . , n be the unique solu- 
tions of problems (5.19) and (5.44), respectively. Let the hypothesis of Lemma 
5.1.21 and Assumptions 5.1.8 and 5.1.17 be verified and A, K, M, Ch the 
constants defined in Assumptions 5.1.1 and 5.1.17. Assume the constant K 
satisfies: 2KE < 1. If there exists a number p such that M2Ce < p < A then 
there exist a constant N, indepetident of s and h, such that 
max0<< vh,j uh(tU2Hh < NH; 
>0<j<n lVh,,j -  uh(tj)1
2 ,h e < Ne2o 
Proof The result follows from Theorem 5.1.19. LI 
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5.2 An example: the second-order parabolic 
PDE problem in weighted Sobolev spaces 
In Section 4.3, we considered the following problem, discrete in space: 
Lhu - Ut + fh = 0 in Q(h), u(0, x) = gh(x) in Z, 	(5.45) 
where Q(h) = [0,T] x Z (T >0 a number and Zhd a h-grid on lRd)  and Lh is the 
discrete operator 
Lh(t,z) = a(t,x)a3 +b(t,z)& +c (t, x) 
with 0 and 3,— t he forward and backward discrete differences in space, respec-
tively. 
To handle unbounded data, we considered the Spaces 1°' 2 (r) and 11' 2(r, p) and 
set a framework, discrete in space, which is a particular case of the general frame-
work we presented in Section 4.1 and recalled in Section 5.1. 
Let 
= Lh,+1v+1+ fh,1+1 for i = 0,1,..., ii - 1, 	v0 = 
and 
+viLhE ivi+fhe i for i=0,1,...,n-1, 	v=g 
be, respectively, the implicit and explicit schemes, as set in Section 5.1, for the 
time discretization of problem (5.45). 
From the above, under the assumptions we made in Section 5.1, the results 
we then obtained still hold. 
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Chapter 6 
Conclusion and further research 
We studied the numerical approximation of the parabolic PDE multidimensional 
problem for the general case where the coefficients b and a of the underlying 
stochastic equation are time and space-dependent. 
With the approach of the problem in weighted Sobolev spaces, we could con-
sider PDE with unbounded coefficients (with the corresponding coefficients b and 
a in the stochastic equation growing linearly). This implies assuming that, in 
the European option model, the underlying asset drift and volatility are bounded 
functions, what does not seem to be a strong restriction for the financial ap-
plication. When the logarithmic transformation of the diffusion X, considered 
in Chapter 2, is available, even the linear growth of drift and volatility can be 
allowed. 
We make some remarks concerning the numerical schemes' implementation. 
The parabolic problem arising from the stochastic modelling is a Cauchy prob-
lem in half spaces. In Chapters 4 and 5 we produced numerical schemes for its 
approximation in Sobolev and weighted Sobolev spaces. Nevertheless, when the 
discretization in time is obtained with the implicit scheme, the problem localiza-
tion is needed for implementation purpose. The approximation of the localized 
problem in Sobolev spaces as well as the estimate of the corresponding localiza-
tion error were not considered in the present research. 
We outline further research directions from the present study: 
- Approximation of the initial-boundary value problem in Sobolev spaces with 
the localization error estimate. 
- Implementation of the discrete schemes we have constructed and testing with 
real financial data. 
- Acceleration of the numerical schemes: 
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- Using the Crank and Nicholson finite differences scheme; 
- Applying the splitting-up method, following Richardson's idea to accel-
erate numerical schemes (see Gyöngy et all 19I and [20]); 
Using other numerical methods, namely the finite elements method, and 
more complex grids. 
- Another direction is the direct approximation of the SDE by Monte Carlo 
methods. 
- Including the discrete dividend payment and transaction costs in the European 
option modelling. 
- Finally, extending the study to other types of financial options with no early 
exercise. 
C- 
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Appendix A 
Notation 
Notation for matrices. 
a = (a) denotes the d x p matrix with (i, j)th element 
a' = transpose of the matrix a. 
a 12 - 	1<i<d,1<j<pk I 
2 .  
Sometimes we use the notation aU for E1<j<d, 1<j<p a3. 
Geometric notation. 
Rd = d— dimensional. Euclidean space of points x = (z', . . . , 
= (0, . . . , 0, 1,  0, . . . , 0) = th standard coordinate vector. 
(x, y) = >I L . xyt , x2 =Ed  1(xi)2, for all x, y E ad 
U, V usually denote domains in R'1, meaning open subsets of 11t. 
au = boundary of U. 
LI = U U OU = closure of U. 
BR(xo) = the open ball in Rd  with center x0 and radius R. 
Rd = {(z' x') : rr' = (x', . . . , xdi) E Rd,  x' > 0}, p.  31. 
= 	(t,  X) tER, x  lRd},p.  29. 
R'={(,x):t>0, x eRd},p. 32. 
= infinite dimensional Euclidean space of points x = (x', x2 , . . 
Q usually denotes [0, T] x Rd or [0, TI x U. 
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ÔQ = the parabolic boundary of Q, p.  32. 
= the space-boundary of Q = [0,T] x U, p.  32. 
atQ = the time-boundary of Q = [0, T] x U, p.  32. 
= the grid on [0, T], p.  82. 
Zhd = the grid on Rd, p. 63. 
= the grid on at', ' 37. 
Q(h) = Q n Zr', p 37. 
Q°(h) = the discrete "interior", of Q(h), p. 37. 
D'Q(h) = the discrete boundary of Q(h), p. 37. 
5fQ(h) = the discrete space-boundary of Q(h), p. 37. 
9Q(h) = the discrete time-boundary of Q(h), p. 37. 
Notation for functions. 
Multi-index notation: A vector a = (all ... , ad) of non-negative integers ak = 
0,11 2,... is called a multi-index of order al = a1 + a2 ± 	+ ad. 
D& = D' .. 	=. . .D) = 3[al/8( zlYl . . . 
DaDO =D?D . . . D Ad  . X d 
= {Da :  lal = k}. 
The indicator function of E: 12(x) = {
i 	X E E 
otherwise 
{ 1, 	
>0 
The sign function: sign(x) = 0, 	x = 0 
z 
—1, x<0 
Ifu:U—*R, ut=max(u,0), 1r=—min(u,0), u=u+_?r,  Jul  =u+±u_. 
it : U —* JR is called Lipschitz continuous if I u(x) — u(y) 	Kx - y, with K 
a constant, for all x, y E U. 
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Lh = the space-discrete operator, p.  63. 
C,, = the discrete parabolic operator, p. 37. 
= the forward discrete difference operator in space, p. 63. 
= the backward discrete difference operator in space, p. 63. 
= the forward discrete difference operator in time, p.  92. 
aT = the backward discrete difference operator in time, p.  82. 
Notation for function spaces. 
The notation I I is used for the norm. Unless there is no risk of confusion, the 
corresponding space is identified. For instance, the norm in L2 is denoted 
L2 . The same applies to the inner product notation ( , ). The notation 
is used for the duality. 
C,(U), p. 29. 
Cc(U), p. 29. 
C°°(U) = {u: U -* IR: u is infinitely differentiable}. 
Co- ([o,)), p. 50. 
C0°°(U), p. 58. 
C' 6 (U), the Holder space, p.  29. 
C612' 6 (Q), p. 30. 
C"2(Q) = {u : Q_> R: u, Du, Du, Ut e C(Q)J. 
C' 612' 2t5(Q), the parabolic Holder space, p. 30. 
U € Cr (or au e C), p.  31. 
uo;u = [u]o;U, p. 29. 
[uJk;u, p. 29. 	I  
p. 29. 
[u]6;u, p. 29. 
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[uIk+o;u, p. 29. 
uk+61U, the Holder norm, p.  29. 
[u]6/2,6;Q, p. 29. 
P- 29. 
[u]1+6/2,2+6;Q, p. 30. 
U1+5/2,2+5;Q, the parabolic HOlder norm, p.  30. 
II denotes the Hubert space. 
H* = the dual space of H. 
V --* H denotes the embedding of space V in space H. 
L1'0  (U), p. 58. 
L2 (U) denotes the set of all Lebesgue measurable functions u : U —> R such 
that Uft2(U) = ( fU JU12dx)112 < oo 
C. denotes the set of weakly continuous functions, p.  60. 
W,,2 (U) denotes a Sobolev space, p. 58. 
W,,2 (r, p) denotes a weighted Sobolev space, p. 61. 
102 11,2  denote discrete Sobolev spaces, p. 63 and 65. 
1°' 2(r), 1"2(r, p) denote discrete weighted Sobolev spaces, p. 74. 
(u, V)10,2, p. 63. 
10 
	p. 63. 
(u, v)11,2, p. 65. 
p. 65. 
(u, V)102(r), p. 74. 
10 
	p. 74. 
(it, v)l1.2(r,p), P. 75. 
P. 75. 	 - 
p ac. = the propriety p holds except for sets of measure zero. 
Notation for stochastic processes. 
(, A, P) = the probability space, where 12 is an abstract space, A is a a—algebra 
of 12 and P is a probability measure on A. 
(Xt )t>0 = a stochastic process, p. 5. 
= a filtration in A, p., 5. 
(Wt60, (B) >0 denote a standard Brownian motion, p.  6. 
(M) >o usually denotes a martingale, p.  7. 
E(X) = f XdP, the expectation of X. 
E(X), with 'B a a—algebra, denotes the conditional expectation of X. 
'r usually denotes a stopping time, p.  6. 
X, s > t = the solution of a stochastic differential equation starting from x 
at time t, p. 15. 
p P as. = the propriety p holds except for P—null sets. 
Notation for estimates. 
We usually use the letters K, L, M, and N to denote a constant depending 
explicitly on known quantities. In many cases during the computations, we 
use the same letter even if the constant's value changes from one step to 
the next.: 
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Appendix B 
Useful results 
Basic inequalities. 
Jensen's inequality: Assume f : JR —* Ilk is convex and U is open bounded subset 
of IRd.  Let u : U —> Ilk be summable. Then 
a2 	b2  
Cauchy's inequality: 	ab 	+ --, a, b € R. 
Cauchy's inequality with e: 	ab < Ea2 + 
	
a,6 > 0; 6 > 0. 
Te 
Minkowski's inequality for sums: 
00 	 00 	 00 
( v + 	( v 2) 112 + ( 	w2)112, 
i=1 	 i=1 	 i=1 
with Vi, Wi E Ilk, Ell I V, 2 <oc, E1 	<oc. 
Cauchy-Schwarz inequality: 	(z,y)I < I XIIYI, x,y E 
Chebyshev's inequality: P(X I > k) < E(X2 ) 
—
, 	X a random variable, k > 0. 
Convergence theorems for integrals. 
Monotone Convergence Theorem: Assume the functions {fk}%i are measurable 
with fl < f2 <<f k <fk+l < ... Then 
I lim fkdx = lim f fkdx. 
Rd k-+oo 	k—oo Jd 
Dominated Convergence Theorem: Assume the functions {fk}211  are integrable, 
fk —f f a.e. and jfk <g a.e., for some summable function g. Then 
f fkdx 	/ fdx. d 
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