Category: Layout.
Introduction
Channel routing is a basic yet very important step in the automatic layout design of VLSI circuits. For the standard cell design style, after the cells are placed in rows and necessary feedthroughs are inserted, a channel router is used to complete the interconnections between cells (Fig. 1) . The conventional channel routing problem is restricted to utilizing two routing layers in the channel for interconnections. Extensive studies have been carried out on the conventional channel routing problem, and there are several channel routers which can produce solutions that use at most one or two tracks beyond the channel density for most of the practical test examples. (For example, see [6, 22, 18, 2, 16] .) To further reduce the channel routing area, several channel routers have been designed to take advantage of the possibility of utilizing the routing area over the cells for interconnections [7, 13, 19, 12] . These routers are called over-the-cell channel routers. In most cases, over-the-cell channel routers can complete the interconnections using fewer tracks in the channel than the density of the channel. Since a large portion of the area of a VLSI circuit is used for channel routing, savings in channel area obtained by using over-the-cell routers are usually significant. As two and a half layer routing technology (using one layer of An extended abstract of this paper was presented in ICCAD-88 [4] . polysilicon and two layers of metal) becomes more and more widely used in standard cell design, routing with one extra layer over the cells becomes both practical and important.
Since the conventional channel routing problem is known to be NP-hard [21] , and the overthe-cell channel routing problem is a generalization of the conventional channel routing problem, it is easy to see that the over-the-cell channel routing problem is also NP-hard [12] . A common approach to the over-the-cell channel routing problem is to divide the problem into three steps as follows:
(1) Routing over the cells, (2) Choosing net segments in the channel, (3) Routing in the channel.
Obviously, the third step can be accomplished using a conventional channel router. Little was known about the complexity of the first step and the second step. Several heuristic algorithms have been proposed previously [13, 19, 12] . It was an open question whether there are efficient algorithms for solving the problems in the first step and the second step optimally.
In this paper, we show that the first step can be formulated in a very natural way as the problem of finding a maximum independent set of a circle graph. Since the latter problem can be solved in quadratic time optimally, we obtain an efficient optimal algorithm for the first step. Also, we show that the second step can be formulated as the problem of finding a minimum density spanning forest of a graph. We demonstrate that the minimum density spanning forest problem is NP-hard. We also present an efficient heuristic algorithm which produces very satisfactory results. Based on these algorithms together with a greedy channel router [18] for the third step, we design an efficient over-the-cell channel router which performs very well for all test examples. On the average, our routing solution attains a saving of 19.6% of the channel routing area when compared with the optimal two-layer channel routing solutions, and attains a saving of 9.6% when compared with the routing solutions obtained by the over-the-cell router in [19] .
The rest of this paper presents these results in detail. In Section 2 we give precise formulations of the three steps. In Section 3 we present a polynomial time optimal algorithm for the first step. In Section 4 we show that the second step is NP-hard and describe a heuristic algorithm for this step. The computational complexity of our over-the-cell channel router is summarized in Section 5. Finally, experimental results are presented in Section 6.
Formulation of the Problem
We assume that there are two routing layers in the channel, and that there is a single routing layer over the cells for inter-cell connections. Clearly, the over-the-cell routing must be planar. Our routing model is based on the two and a half layer routing technology for standard cells which is now widely used in the industry. In the two and a half layer routing technology, we have one layer of polysilicon and two layers of metal. We can use the layer of polysilicon and one layer of metal for the layout of standard cells. Thus, we can use the other layer of metal for routing over the cells. We shall use the two metal layers for routing in the channel. We also assume that terminals are accessible at the edges of the cells on all layers. Fig. 2 shows a valid over-the-cell channel routing solution in our model. The first step of the over-the-cell channel routing problem is to connect terminals on each side of the channel using over-the-cell routing area on that side. We carry out the same procedure for each side (upper or lower) of the channel independently. Let n.c denote the terminal of net n at column c . In a given planar routing on one side of the channel, we define a hyperterminal of a net to be a maximal set of terminals which are connected by wires in the over-the-cell routing area on that side. For example, for the terminals in the upper side of the channel in Fig. 2 , {5.4, 5.6, 5.11} is a hyperterminal of net 5. {2.2} is also a hyperterminal. Obviously, when we proceed to the routing within the channel step (the third step), we only need to connect all the hyperterminals of a net instead of connecting all the terminals of the net, because the terminals in each hyperterminal have already been connected in the over-the-cell routing area. Intuitively, the fewer hyperterminals we end up with after routing over the cells, the simpler the subsequent channel routing problem. Thus, the first step of our problem can be formulated as: To route a row of terminals using a single routing layer on one side of the row such that the number of hyperterminals is minimum. We shall show in Section 3 how to solve this problem optimally in polynomial time.
After the completion of the over-the-cell routing step, the second step is to choose net segments to connect the hyperterminals that belong to the same net. A net segment is a set of two terminals of the same net that belong to two different hyperterminals. For example, for the two hyperterminals of net 1 on the opposite sides of the channel in Fig. 3 , there are four possible net segments that can be used to connect these two hyperterminals (indicated by dashed edges), while only one of them is needed to complete the connection. Thus, the second step of our problem is to choose net segments to connect all the hyperterminals of each net such that the resulting channel density is minimum. In Section 4, we shall prove that this problem is NP-hard. Also, we shall present an efficient heuristic algorithm for solving this problem.
After we have chosen the net segments for all the nets, we shall connect the terminals which are specified by the net selected segments using the routing area in the channel. Our problem is now reduced to the conventional two-layer channel routing problem. We use a greedy channel router [18] for this step. Other well known two layer channel routers may be used as well.
Routing Over the Cells
As stated in the preceding section, the first step of the over-the-cell channel routing problem is to route a row of terminals using a single routing layer on one side of the channel such that the resulting number of hyperterminals is minimized. We call this problem the multiterminal single-layer one-sided routing problem (MSOP). Fig. 4(a) shows an instance of the problem for the upper side of the channel in Fig. 2 . A valid routing solution is a set of nonintersecting wires which connect terminals in the same net on one side of the channel such that all the wires lie on one side of the channel. For example, Fig. 4(b) is a valid routing solution for the instance in Fig. 4(a) . If the number of terminals that belong to each net is no more than 2, we call the corresponding routing problem the two-terminal single-layer one-sided routing problem (TSOP). We have -5-Theorem 3-1 Given an instance I of MSOP, we can transform I into an instance I ′ of TSOP in O (c 2 ) time such that from a given optimal solution S ′ of I ′, we can construct an optimal solution S of I in O (c 2 ) time, where c is the number of terminals.
Proof First, we present the transformation procedure. Given an instance I of MSOP, we construct I ′ of TSOP as follows: Let n be a net with k terminals (k ≥ 3). Let p 1 , p 2 , ..., p k denote the k terminals. We shall replace net n by 2 k (k − 1) two-terminal nets which will be
(These terminals are placed next to each other as a group.) p l ,i is assigned to net n −i −l for 1 ≤ i ≤ l − 1, and p l ,j is assigned to net n −l −(j +1) for l ≤ j ≤ k − 1. It is easy to see that I ′ thus constructed is an instance of TSOP. For example, the instance in Fig. 4(a) can be transformed into the instance in 
Thus, we can conclude that our transformation procedure has the time complexity claimed.
We now show the correctness of the transformation procedure. We define first the degree of a hyperterminal. In a MSOP routing solution S , a hyperterminal h is said to have degree t if h contains t terminals. For example, in Fig. 4(b) there is a hyperterminal of degree 3 which contains the three terminals at column 4, 6 and 11. We have the following lemmas: 
Lemma 3-2 Let I be an instance of MSOP and I ′ the corresponding instance of TSOP constructed according to our transformation procedure. Let S be a routing solution for I . For each hyperterminal h in S , assume that the degree of h is t and h contains the i 1 −th , i 2 −th , ..., i t −th terminals of net n . We connect the k − 1 two-terminal nets n −i 1 −i 2 , n −i 2 −i 3 , ..., n −i t −1 −i t in I ′ to obtain a routing solution S ′ of I ′. Then, S is a valid Proof First, for each hyperterminal h of degree t in S , the wires connecting the corresponding t − 1 two-terminal nets in S ′ do not intersect. Moreover, the wires connecting hyperterminal h 1 of net n 1 intersects the wires connecting hyperterminal h 2 of net n 2 in S if and only if some of the corresponding 2-terminal nets of h 1 intersect some of the corresponding 2-terminal nets of h 2 in S ′, because that our transformation keeps the relative ordering of the terminals. (i.e., if terminal p i of net n 1 is to the left of terminal p j of net n 2 in I , then, all the terminals corresponding to p i are to the left of every terminals corresponding to p j in I ′.)
Based on these two lemmas, we can complete our proof of Theorem 3-1 as follows: According to Lemma 3-1, minimizing the total number of hyperterminals in S is equivalent to maximizing i ≥2
According to Lemma 3-2, each hyperterminal of degree k in S corresponds to k − 1 connected 2-terminal nets in S ′. Therefore, minimizing the total number of hyperterminals in S is equivalent to maximizing the number of connected 2-terminal nets in S ′ in I ′. Moreover, according to Lemma 3-2, after we obtain an optimal solution S ′ for I ′, we can construct the corresponding solution S for I simply by doing a linear scan of the connected 2-terminal nets in S ′. This concludes the proof of Theorem 3-1.
We concentrate now on TSOP. Let n 1 = {n 1 .i , n 1 .j } and n 2 = {n 2 .k , n 2 .l } be two twoterminal nets. We say that net n 1 intersects net n 2 if the locations of their terminals satisfy the relation i < k < j < l (Fig. 6 ). For an instance I of TSOP, the intersection graph of I is defined to be an undirected graph G (I ) = <V , E >. Each node in V represents a net in I . There is an edge (n 1 , n 2 ) in E if and only if net n 1 intersects net n 2 . For example, the intersection graph for the instance in Fig. 5 is shown in Fig. 7 . Given a routing solution S for I , according to Lemma 3-1, the number of hyperterminals in S is equal to c − H where H is the number of connected twoterminal nets. Furthermore, S is a valid solution if and only if these connected two-terminal nets Fig. 6 Two nets which intersect. do not intersect. Therefore, the problem of finding a routing solution for I that has a minimum number of hyperterminals is equivalent to the problem of finding a maximum independent set of G (I ). In general, the problem of finding a maximum independent set of a graph is NP-hard [9] . However, we can show that the intersection graph thus defined for any instance of TSOP is always a circle graph. A circle graph is defined as follows [8] : Let C be a set of chords in a circle. The corresponding circle graph G (C ) is an undirected graph in which each vertex represents a chord, and two vertices are connected if and only if the corresponding chords intersect (Fig. 8) .
Given an instance I of TSOP, we can imagine that we bend the upper (lower) edge of the channel such that the two ends of the edge meet to form a circle. Consequently, a two-terminal net becomes a chord in the circle thus formed. It is not difficult to see that the corresponding circle graph is the intersection graph of I . It is known that the problem of finding a maximum independent set of a circle graph can be solved in polynomial time [10, 1, 20] . In particular, using the dynamic programming approach presented in [20] , we have It is practical to assume that the number of terminals in a net is bounded by a constant. In fact, for circuits from industrial examples, it is known that the average number of terminals per net is between 2 and 3, and the maximum number of terminals in a net is between 8 and 16. However, for theoretical interest, when K is not bounded by any constant, we can show that MSOP can be solved optimally in O (c 3 ) time.
In fact, MSOP can be solved directly by a dynamic programming method in O (c 3 ) time without being transfromed to TSOP. Given an instance I of MSOP, let I (i ,j ) denote the instance resulting from restricting I to the interval [i , j ]. Let (i ,j ) denote the set of all the possible routing solutions for I (i ,j ). Let
Otherwise, assume that the terminal at column i belongs to net n . Let x n 1 , x n 2 , ..., x n s be the column indices of other terminals that belong to net n in interval [i , j ]. Then, it is easy to verify that
We leave it to the reader to complete the proof that this recurrence relation leads to an O (c 3 ) time dymanic programming solution to MSOP.
Net Segments Selection
After the completion of the over-the-cell routing for both the upper cell row and the lower cell row, we obtain a set of hyperterminals. The terminals in each hyperterminal are connected together by over-the-cell connections. We now want to choose net segments to connect all the hyperterminals of each net such that the channel density is minimized. We call this problem the net segment selection problem. Several heuristic algorithms were proposed in [14, 12] . However, the complexity of the problem was not known before. In this section, we show that the general net segment selection problem is NP-hard. Then we present an efficient heuristic algorithm to solve the problem.
For an instance I of the net segment selection problem, we define the connection graph CG (I ) = <V , E , w > to be a weighted multi-graph. Each node in V represents a hyperterminal. Let h 1 and h 2 be two hyperterminals that belong to the same net n . For every terminal n.i in h 1 and for every terminal n.j in h 2 there is a corresponding edge (h 1 , h 2 ) in E , and the weight of this edge w ((h 1 , h 2 )) is the interval [i , j ] (assume that i ≤ j , otherwise, it will be [j , i ]). Clearly, if h 1 contains p 1 terminals and h 2 contains p 2 terminals, then there are p 1 . p 2 parallel edges connecting h 1 and h 2 in CG (I ). Furthermore, corresponding to each net in I there is a connected component in CG (I ). For example, the connected component corresponding to net 3 in the example in Fig. 2 is shown in Fig. 9 . Given an instance I of the net segment selection problem, since we have to connect all the hyperterminals in the same net together for every net in I , we need to find a spanning forest of CG (I ). Moreover, since we want to minimize the channel density, we need to minimize the density of the set of intervals associated with the edges in the spanning forest. Therefore, the net segment selection problem can be formulated as the following problem: 
Minimum Density Spanning Forest Problem (MDSFP):
Instance A weighted graph G = <V , E , w > in which the weight w (e ) for each edge e ∈ E is an interval, and an integer D .
Question Is there a subset of edges N ⊆ E that form a spanning forest of G , and the density of the interval set {w (e ) e ∈ N } is no more than D ?
In the rest of this paper, we use MDSFP as the general formulation of the net segment selection problem. It turns out that MDSFP is a very important problem because many densityrelated minimization problems can be reduced to it. For example, we show that the following minimum density representative problem can be reduced to MDSFP. The minimum density representative problem has applications to several VLSI routing problems. The following lemma shows that the minimum density representative problem can be reduced to MDSFP. more than M if and only if G has a spanning forest of denstiy no more than D . Moreover, it is not difficult to see that I ′ can be constructed in linear time.
Minimum Density Representative
We shall conclude that MDSFP is NP-complete by showing that the minimum density representative problem is NP-complete [9] . Lemma 4-2 shall show that the minimum density representative problem is NP-complete. In fact, from the construction in the proof of Lemma 4-2, we can see that the minimum density representative problem remains NP-complete if each interval set contains at most two intervals.
Lemma 4-2
The minimum density representative problem is NP-complete.
Proof First, let Ω be a collection of m interval sets. Let M be the threshold of density. Given a representative set R of Ω, we can determine whether the density of R is larger than M in O (m logm ) time. Therefore, we can check if a given representative set is a valid solution in polynomial time. Thus, the minimum density representative problem is in NP.
Next, we show that the minimum density representative problem is NP-complete by constructing a reduction from the monotone 3-SAT problem [9] . An instance of the monotone 3-SAT problem is a Boolean formula B in conjunctive normal form in which each clause contains either 3 un-negated variables or 3 negated variables. For example, B = (x 1 + x 2 + x 3 )(x 1 + x 2 + x 4 )(x 1 + x 3 + x 4 )(x 2 + x 3 + x 4 )(x 2 + x 3 + x 4 ) is an instance of the monotone 3-SAT problem. The question is to determine whether there is a truth assignment to the variables in B such that B is satisfied (i.e., B = 1). The monotone 3-SAT problem was shown to be NP-complete [11] .
Given an instance B of the monotone 3-SAT problem, we reduce B to an instance I of the minimum density representative problem in the following way. Assume that B contains n variables and m clauses. Let x 1 , x 2 , ..., x n denote the variables and c 1 For each variable x i (1 ≤ i ≤ n ), assume that x i or x i appears in p i clauses. Let the indicies of these clauses be α (i , 1), α(i , 2) , ..., α(i ,p i ) in increasing order. We introduce 2p i + 2 interval sets of size two: Fig. 11 for an illustration. We shall show later that the assignment family Ω i thus constructed has the following property: Let R i denote the representative set of Ω i . Then, if x i is assigned the truth value 1, then I i ,j and J i ,j are chosen as representatives for A i ,j and B i ,j , respectively, i.e.,
Otherwise, if x i is assigned the truth value 0, then I i ,j and J i ,j are chosen as representatives for A i ,j and B i ,j , respectively, i.e.,
For each clause c i (1 ≤ i ≤ m ), we introduce an interval set of a single interval, i.e. C i = {K i }, where
if c i is a negative clause, and
if c i is a positive clause. See Fig. 12 for an illustration. Note that the representative of C i can only be K i .
. . . Finally, we choose the threshold density M in I to be the number of variables in B , which is n .
We have now completed the construction of the instance I of the minimum density representative problem.
Since the collection of the interval sets in I is
.., C m }, the total number of interval sets introduced is
Moreover, since each interval set contains at most 2 intervals, the total number of intervals introduced is at most 4n + 14m . Therefore, the transformation can be carried out in polynomial time. We shall show that B is satisfiable if and only if Ω has a representative set of density no more than n . Let δ be a truth assignment that satisfies B . If δ(x i ) = 1, we choose
It is easy to see that the density of R i is 1 for all 1 ≤ i ≤ n . Therefore, the density of Since δ is a truth assignment that satisfies B , each clause c j is satisfied by at least a truth assignment for some x i . Thus, each K j is absorbed by some R i . Therefore, the density of R is the same as the density of R 1 ∪ R 2 ∪ . . . ∪ R n , which is at most n .
On the other hand, suppose that Ω has a representative set R of density no more than n . We construct the truth assignment δ in the following way. Let R i be the representative set of Ω i . Since the density of each R i at 4α(i ,j ) + 0.5 is at least 1, R i can not contain both I i ,j and J i ,j −1 . Otherwise, the density of R i at 4α(i ,j ) + 0.5 is 2, and the density of R at this point is at least n + 1. Similarly, since the density of each R i at 4α(i ,j ) + 3.5 is at least 1, R i can not contain both I i ,j and J i ,j . Therefore, either
In the former case, let δ(x i ) = 1 and δ(x i ) = 0. In the later case, let δ(x i ) = 0 and δ(x i ) = 1. Moreover, it is easy to see that the density of
∪ R n are both n . Therefore, each K j is absorbed by some R i . Furthermore, given that K j is absorbed by R i , it is easy to verify that if c j is a positive clause, then x i appears in c j and
, and if c j is a negative clause, then x i appears in c j and
In the fomer case, clause c j is satisfied by the truth assignment δ(x i ). In the later case, clause c j is satisfied by the truth assignment δ(x i ). Therefore, δ is a truth assignment that satisfies B .
Combining Lemma 4-1 and Lemma 4-2, we can conclude that

Theorem 4-1 MDSFP is NP-complete.
Proof Let G = <V , E , w > be a weighted graph and D the threshold in an instance I of MDSFP. For any subset N of E , we can check if N constitutes a spanning forest of E in O ( V + E ) time. Moreover, we can compute the density of the interval set associated with N in O ( E log E ) time to see whether it is larger than D . Therefore, we can determine if N is a valid solution of I in polynomial time. It follows that MDSFP is in NP. Moreover, according to Lemma 4-1, we can reduce the minimum density representative problem to MDSFP in polynominal time. According to Lemma 4-2, the minimum density representative problem is NP-complete. Thus, we conclude that MDSFP is also NP-complete.
We present now an efficient heuristic algorithm for solving the net segment selection problem. First, we notice that the connection graph can be simplified. For example, in Fig. 9 the edge with weight [8, 11] connecting h 1 and h 2 is redundant. Since if this edge is ever chosen to connect h 1 and h 2 , it can always be replaced by the edge with weight [8, 10] without increasing the channel density, because [8, 10] is sub-interval of [8, 11] . To be more precise, we say that two terminals n.i and n.j of net n are adjacent if there is no other terminal of net n located between column i and column j (assume that i < j ). For an instance I of the net segment selection problem, the simplified connection graph SCG (I ) is a subgraph of CG (I ) such that an edge of net n with weight [i , j ] in CG (I ) is also in SCG (I ) if and only if the two terminal n.i and n.j of net n are adjacent. For example, the simplified connection graph of the connection graph in Fig. 9 is shown in Fig. 13 . We can prove that: Lemma 4-3 SCG (I ) contains a minimum density spanning forest of CG (I ). Moreover, the number of edges in SCG (I ) is at most linear in c , where c is the number of columns in I . Proof Let T be a minimum density spanning forest of CG (I ). If all the edges in T are also in SCG (I ), clearly, SCG (I ) contains a minimum density spanning forest. Otherwise, let (p 1 , p 2 ) be an edge in T but not in SCG (I ). Suppose that q 1 , q 2, ..., q l are the terminals of the same net between p 1 and p 2 . It is easy to show that we can replace (p 1 , p 2 ) by one of the edges (p 1 , q 1 ), (q 1 , q 2 ) , ..., (q l , p 2 ) to obtain another spanning forest without increasing the density of the forest. We apply such a replacement operation to every edge in T − SCG (I ). It is easy to see that we shall eventually end up with a minimum density spanning forest in SCG (I ).
Assume that I contains k hyperterminals and the degree of hyperterminal h i is t i (1 ≤ i ≤ k ). Assume that hyperterminal h i belongs to net n . Let v i be the vertex in SCG (I ) that represents the hyperterminal h i . Let d (v i ) denote the degree of v i . We claim that d (v i ) is upper bounded by 2t i , since each terminal p in h i contributes at most two edges that are incident upon v i in SCG (I ), one corresponds to the connection from p to a terminal that is closest to its left and belongs to another hyperterminal of net n , and the other corresponds to the connection from p to a terminal that is closest to its right and belongs to another hyperterminal of net n . Note that i =1 Σ k t i ≤ 2c . Therefore, the number of edges in SCG (I ) is bounded by
Our heuristic algorithm works as follows: Given an instance I of the net segment selection problem, we construct SCG (I ). Let N denote the set of edges of SCG (I ). For each edge e in N , we compute the relative density of e , RD (e ), which is defined to be d (e ) / d (N ), where d (e ) is the density of the set of intervals which intersect with the interval w (e ), and d (N ) is the density of the interval set {w (e ) e ∈ N }. The relative density of an edge measures the degree of congestion over the interval associated with the edge. The rest of the algorithm is a loop which repeatedly removes edges from N until N is a spanning forest. First, we determine the set of non-critical edges in N , denoted X (N ). An edge is non-critical if the removal of this edge from SCG (I ) does not increase the number of connected components in SCG (I ). We can identify all the non-critical edges by generating all the biconnected components of SCG (I ), because an edge is non-critical if and only if it belongs to a biconnected component of size larger than 2. A depth-first search algorithm can be used to generate all the biconnected components in linear time. (See [17] for a detailed description of the algorithm.) Next, we choose from X (N ) an edge eˆwhich has the maximum relative density and delete eˆfrom N . (We break ties by comparing edge lengths and choosing the longer one.) Clearly, selection and deletion of edge eˆcan be done in linear time, since N contains at most a linear number of edges. After we delete the edge eˆ, we update d (N ) and recompute d (e ) for each affected edge e . In the worst case, there are Ω(c ) edges affected. A straightforward computation takes Ω(c ) time to recompute the value d (e ) for an edge e . Therefore, updating all the d (e )'s could take Ω(c 2 ) time. However, since the basic operation is to compute the density of a subset of intervals, by maintaining a segment tree [15] throughout the execution of the algorithm, we can update d (e ) in O (logc ) time after the deletion of an edge. (See [15] for details in using segment trees in the solution of interval related problems.) Hence, updating of all the d (e )'s can be done in O (c logc ) time. We repeat such a deletion procedure until N becomes a spanning forest of SCG (I ), (or, equivalently, until X (N ) is empty). We call this algorithm the iterative deletion algorithm. Our heuristic algorithm has two advantages. First, because we begin with all possible net segments, we know where the most congested area is. Thus, our deletion process will help to reduce the channel density. Second, we can show that for any given instance I , there is always an edge deletion sequence for the edges in SCG (I ) that leads to a minimum density spanning forest of CG (I ), thus, yielding an optimal net segment selection for I . However, our heuristic algorithm might not always produce such an optimal deletion sequence (note that finding an optimal solution to the net selection problem is NP-hard). The experimental results in Section 6 show that the iterative deletion algorithm performs very well in general. From Lemma 4-3, it is not difficult to conclude that Theorem 4-2 The iterative deletion algorithm connects all the hyperterminals in each net after no more than O (c ) steps of edge deletion, where c is the number of columns in the channel. Find an approximated minimum density spanning forest of SCG using the iterative deletion algorithm; 5. Use the greedy channel routing algorithm to connect the terminals in the channel as specified by the obtained spanning forest. End. 
Overall Complexity
Experimental Results
We implemented an over-the-cell channel router in Pascal and executed it under Unix 4.3 BSD on a Pyramid computer. Table 5 -1 shows some of our experimental results. All the examples were taken from Yoshimura and Kuh's paper [22] . The famous Deutsch's Difficult Example is labeled De. Note that the final channel widths of our routing solutions are always several tracks fewer than the density d of the original problem. Also, running times for all the examples are very short. Note also that for some examples the final channel width is larger than the resulting channel density. This is due to the fact that the greedy channel router does not always produce an optimal channel routing solution. It indicates that using a more sophiscated channel router we might be able to obtain even better routing solutions. Note that for some very dense routing examples, such as Deutsch's Difficult Example, the densities of over-the-cell routings can be quite high. However, in practice, there is a fixed number of tracks available over the cells, which is determined by the maximum cell height. This problem shall be discussed in the next section. Table 5 -2 shows a comparison of our routing solutions with the optimal two-layer routing solutions and with the routing solutions produced by the over-the-cell router in [19] without using diffusion underpass (which is equivalent to our routing model). It was observed that our routing solutions are consistently better than the optimal two-layer routing solutions. reduction on the number of tracks in channel is 19.6%. Our router also outperformed the overthe-cell router in [19] . On the average, our solutions use 9.6% fewer tracks in channel than the solutions in [19] . In particular, for the Deutsch's Difficult Example, our routing solution (see Fig.  15 ) uses 2 fewer tracks in the channel than the optimal two-layer solution, and uses 3 fewer tracks in the channel than the solution in [19] . (Apparently, the channel router used in [19] is not a very powerful one. For Deutsch's Difficult Example, after over-the-cell routing, their routing solution still used 20 tracks in channel. Unfortunately, they did not specify the channel density after over-the-cell routing. We conjecture that the results in [19] can be improved by using a more powerful channel router.) We were unable to compare our router with the over-the-cell routers in [7] and [13] due to a lack of common test examples. No experimental results were reported in [12] .
Conclusions and Remarks
In this paper, we presented results on the complexity of each step involved in over-the-cell routing. Combining these results, we designed an over-the-cell channel router which runs in O (c 2 logc ) time, where c is the number of columns in the routing problem. Significant channel area reductions were achieved using our over-the-cell router. Our approach can easily be generalized to three layer channel routing simply by using a three layer channel router (see, for example, [3] ) in our third step.
In the first step of our algorithm, we assume that there are unlimited number of tracks available over the cells. A more realistic model would assume a fixed number of tracks over the cells as suggested in [7] . We can show that the first step can still be solved optimally with such restriction, but in O (c 3 ) time instead of in O (c 2 ) time. This result and discussions of other physical design restrictions will be presented in another paper [5] . The minimum density spanning forest problem formulated in Section 4 also plays an important role in some other layout design problems. A further study to find more efficient and effective heuristic algorithms and to find optimal solutions to its subproblems is in progress.
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