ABSTRACT Higher-order tensor decompositions have hardly been used in muscle activity analysis despite multichannel electromyography (EMG) datasets naturally occurring as multi-way structures. Here, we seek to demonstrate and discuss the potential of tensor decompositions as a framework to estimate muscle synergies from 3 rd -order EMG tensors built by stacking repetitions of multi-channel EMG for several tasks. We compare the two most widespread tensor decomposition models -Parallel Factor Analysis (PARAFAC) and Tucker -in muscle synergy analysis of the wrist's three main Degree of Freedoms (DoFs) using the public first Ninapro database. Furthermore, we proposed a constrained Tucker decomposition (consTD) method for efficient synergy extraction building on the power of tensor decompositions. This method is proposed as a direct novel approach for shared and task-specific synergy estimation from two biomechanically related tasks. Our approach is compared with the current standard approach of repetitively applying non-negative matrix factorisation (NMF) to a series of the movements. The results show that the consTD method is suitable for synergy extraction compared to PARAFAC and Tucker. Moreover, exploiting the multi-way structure of muscle activity, the proposed methods successfully identified shared and taskspecific synergies for all three DoFs tensors. These were found to be robust to disarrangement with regard to task-repetition information, unlike the commonly used NMF. In summary, we demonstrate how to use tensors to characterise muscle activity and develop a new consTD method for muscle synergy extraction that could be used for shared and task-specific synergies identification. We expect that this study will pave the way for the development of novel muscle activity analysis methods based on higher-order techniques.
I. INTRODUCTION
H IGHER-ORDER tensors are the generalisation of vectors (1 st -order tensors) and matrices (2 nd -order tensors). When analysing and extracting patterns from higherorder data (data indexed by more than two variables), tensor decompositions may provide several advantages, such as compactness, uniqueness of decomposition, and generality of the identified components, over classical matrix (i.e., 2 nd -order) factorisations [1] . Tucker [2] and Parallel Factor Analysis (PARAFAC) [3] are the most widespread methods to factorise the tensor into its main components.
Recently, higher-order tensor decompositions have received substantial attention in biomedical signal processing applications. For instance, they have been utilised frequently in brain activity analysis [4] . Some applications include analysing electroencephalogram data to classify epileptic patients [5] and analysis of magnetoencephalogram activity in Alzheimer's disease [6] . Surprisingly, tensor factorisation had hardly been used in electromyography (EMG) analysis [7] . Recently, we classified wrist movements using the components of a 4 th -order muscle activity tensor to provide a proof-of-concept for the use higher-order tensor decomposition in muscle synergy analysis [7] . Another study used Tucker decomposition for feature extraction from a 2-channel EMG for classification [8] . Moreover, Delis el al. [9] - [11] proposed a space-by-time decomposition model to extract concurrent spatial and temporal components from single-trail EMG recordings using a Sample-Based Non-negative Matrix Trifactorization algorithm that resembles a Tucker2 tensor decomposition model [2] . However, a detailed evaluation of the potential of different tensor factorisation models for EMG analysis is lacking.
Multichannel EMG data are most often represented in matrix form with time and channels as indices along each mode (dimension) so that two-way signal processing methods (i.e., matrix factorisations) are used for muscle activity analysis. However, in most EMG studies, data are naturally structured with more modes than the temporal(samples) and spatial(channels) indices. For instance, the EMG datasets usually includes repetitions of subjects and/or movements. This means that the muscle activity naturally fits into a higher-order tensor model including additional modes to the temporal and spatial ones. This is what the studies [7] , [8] illustrated and shows that current 2 nd -order approaches do not take advantage of the natural data structure. This means that some information about the interaction between modes may be lost in those approaches. Thus, we hypothesise that higher-order tensor decomposition will be beneficial for muscle activity analysis.
Therefore, our main aim is to explore the use of higherorder tensor decomposition in muscle activity analysis. We propose a constrained Tucker decomposition (consTD) model for muscle synergy analysis and compare it with the most prominent tensor decomposition models (PARAFAC and Tucker). Hence, we formulate an appropriate and efficient approach for consistent and meaningful muscle synergy extraction. Our secondary objective is to demonstrate the possible application and benefits of tensor decomposition in muscle synergy analysis. Thus, the consTD model is utilised to identify shared and task-specific muscle synergies as an illustration for advantages of higher-order tensor decomposition in muscle synergy extraction.
A. MUSCLE SYNERGY EXTRACTION
The muscle synergy concept [12] - [14] provides an explanation for how the central nervous system (CNS) deals with the complexity and high dimensionality of motor control for the musculoskeletal system across multiple Degree of Freedoms (DoFs) [15] . The concept posits that the CNS reduces the motor tasks into a lower-dimensional subspace in a modular form. Simply put, the nervous system activates muscles in groups (synergies) for motor control rather than activating each muscle individually. Hence, the multichannel EMG signal is considered as a linear mixture of muscle synergies with weighting function or activation coefficients across time as illustrated in Figure 1 .
Despite the debate about the neural origin of muscle synergies [17] - [19] , they have proved useful for many applications such as clinical research [20] , prosthesis control [21] , [22] , and biomechanical studies [23] , [24] .
The time-invariant mathematical modelling of muscle synergies [12] , [13] expresses the multi-channel EMG as a combination of synchronous synergies scaled by a set of respective weighting functions. This leads to the formulation of a blind source separation problem represented as a matrix factorisation where several techniques have been explored, including non-negative matrix factorisation (NMF) [25] , PCA [26] and ICA [27] . Among them, NMF is the most prominent and suitable method [7] , [28] since the nonnegativity constraint makes it more appropriate and easily interpretable due to the additive nature of synergies [29] . However, all these approaches are 2
nd -order analysis methods. This may limit them when dealing with situations where repetitive analysis are investigated such as the identification of shared muscle synergies.
B. SHARED SYNERGIES IDENTIFICATION
The notion of shared synergies derives directly from the muscle synergy concept. This implies that shared synergies can be found in diverse motor tasks sharing some mechanical or physical characteristics. Support for this idea comes from animal studies (frogs [30] , [31] and cats [32] ) as well as human studies where shared and task-specific synergies distinctive for one motor task or movement have been investigated across activities such as walking and cycling [33] , postural balance positions [34] , [35] , and normal walking and slipping [23] , [24] .
The current approach to estimate the shared and taskspecific synergies is to apply NMF on the multi-channel EMG signals recorded during the tasks in question. This is done for several repetitions of each task and usually for a number of different subjects. Then, the synergies are rearranged across tasks, repetitions and subjects (in some cases) in order to maximise the similarity between a set of synergies, which is assumed to be shared across tasks and/or subjects. Most of the shared or common synergies identification studies rely only on correlation coefficients as a similarity metric to differentiate between shared and task-FIGURE 1: A schematic illustration of muscle synergies. Two muscle synergies (red and green) and their weighting function generate 5-channel EMG signal as linear combination. The two colours (red and green) in the EMG recording shows how each synergy contributes to the waveform (black line) of each channel. Figure from [16] . specific synergies. Nonetheless, this approach is limited by the fact that the rearrangement of synergies would have a significant effect on identifying shared synergies [23] , [24] , [33] .
Thus, the second objective of this manuscript is to devise the consTD method to take advantage of the multi-way structure in EMG activity to extract shared muscle synergies. Strictly speaking, the concept of muscle synergy is applicable to 2
nd -order data but we are here inspired by it to extract analogous synergies via tensor factorisation. The consTD method will be compared against the current traditional method that uses 2
nd -order analysis model (NMF). We illustrate this with wrist movements.
II. MATERIALS
In this study, we analyse surface EMG datasets from the publicly-available Ninapro first database [36] , [37] . The data were collected from 27 healthy subjects instructed to perform 53 wrist, hand and finger movements with 10 repetitions for each movement. The "stimulus" time series in the Ninapro dataset is used to set the segment's start and end points for each movement repetition. Each segment consists of 10-channel surface EMG signals recorded by a MyoBock 13E200-50 system (Otto Bock HealthCare GmbH), rectified by root mean square and sampled at 100Hz.
A selected number of wrist movements are included in this study since we will use upper-limb myoelectric control as an impactful vehicle to demonstrate the techniques. This application of muscle synergy has received substantial attention recently [29] , [38] - [40] and we expect that its selection to illustrate our study will promote uptake of the methods. Biomechanically related tasks/movements were chosen to identify shared and task-specific synergies between them. Related tasks for this study focused specifically on wrist motion and its three main DoFs. Concerning to the wrist movements, 3 DoFs are always considered in myoelectric control radial and ulnar deviation (DoF1) , wrist extension and flexion (DoF2) and finally wrist supination and pronation (DoF3). The three DoFs represent the horizontal, vertical and rotation DoFs or movements respectively.
III. METHODS

A. HIGHER-ORDER TENSOR DECOMPOSITION 1) Tensor construction
Tensors are a higher-order generalisation of vectors (1 storder) and matrices (2 nd -order). The first step to create a higher-order synergy model is to prepare the data in higher order tensor form. This process of transformation or mapping lower-order data to higher-order data is known as "tensorisation". Several stochastic and deterministic techniques have been used for tensorisation [41] . "Segmentation" is one of the deterministic techniques where lower-order tensors are reshaped into higher-order form by segmenting the data into smaller segments and stacking them after each other.
To create 3 rd -order tensor for EMG dataset, the multichannel EMG recordings of several movements and/or tasks can be represented as a matrix with time and channels are its dimensions or modes. This matrix are segmented into equal epochs where each epoch contains one repetition of one movement or task. By stacking these epochs across the new repetition mode, a 3 rd -order tensor is created with modes temporal×spatial×repetition. A given wrist's DoF tensor is constructed by stacking repetitions of wrist movements. For example, a 1-DoF tensor is created using ulnar ( Figure  2c ) and radial (Figure 2d ) deviation movements repetitions to form a 3 rd -order tensor as shown in Figure 2 . The 2-DoFs tensor consists of 4 wrist movements repetitions; the ulnar and radial deviation in addition to wrist extension and flexion movements. Both tensors are used in the comparison between tensor decomposition models. However, only the 1-DoF tensors are used for shared and task-specific synergies comparison against NMF for simplicity as we introduce this application as a proof of concept.
2) Tensor decomposition models
Higher-order tensors can be decomposed into their main components (also known as factors) in a similar way to matrix factorisation methods. Several tensor decomposition models have been introduced with Tucker and PARAFAC being the most prominent ones [42] . In Tucker decomposition, the higher-order tensor is decomposed into a smaller core tensor transformed by a matrix across each mode, where the core tensor determines the interaction between those matrices. On the other hand, PARAFAC could be considered as a restricted case of Tucker with a supra-diagonal core tensor with 1s across its supra-diagonal and 0s elsewhere, which is also known as an "identity tensor". Consequently, the number of components is fixed for all modes for PARAFAC, unlike Tucker where the numbers of components in the different modes, can differ. Thus, the Tucker model has more flexibility in component number unlike PARAFAC [43] . The differences between both models are represented in Figure 3 .
In general, an n th -order tensor X ∈ R i1×i2×....in can be factorised according to the Tucker model as follows:
where G ∈ R j1×j2···×jn is the core tensor and B (n) ∈ R in×jn are the component matrices transformed across each mode while "× n " is multiplication across the n th -mode [43] . The core tensor G is flexible to have different dimensions across each mode as long as it is smaller than the tensor being decomposed, X, so that j n ≤ i n .
On the other hand, the PARAFAC approach factorises the n th -order tensor X ∈ R i1×i2×...in into its component matrices with fixed number of components across each mode as
where Λ ∈ R r×r···×rn is a super diagonal tensor that have same dimension across each mode and the vector λ is across the diagonal of Λ. This limits the interactions in-between VOLUME 4, 2016 components unlike Tucker decomposition. The Core Consistency Diagnostic (CORCONDIA) is an index to assess the appropriateness of PARAFAC decomposition by measuring the the degree of super-diagonally [44] . The core consistency is less than or equal to 100% where consistency close to 100% implies an appropriate multilinear model, whereas a lower core consistency (lower than 50%) would mean a problematic or even invalid model [44] .
The PARAFAC decomposition is unique under very mild conditions [43] . On the other hand, the Tucker decomposition generally does not provide unique solutions [1] . However, the uniqueness for the Tucker model can be achieved in practice by imposing additional constraints on the modes [45] .
3) Alternating Least Squares algorithm
Both Tucker and PARAFAC can be estimated with the Alternating least square (ALS). ALS starts initialising the components (and core tensor in the case of Tucker decomposition) to be estimated either randomly [46] or by using other methods such as singular value decomposition or direct trilinear decomposition [47] . After initialisation, the next step is the iteration phase to minimise the loss function between the original data and its model by breaking down this complex non-convex problem into a series of simpler, convex problems, which are tackled in succession [48] . This is done by fixing all the component matrices to be estimated except for those corresponding to one of the modes and alternate iteratively between all the components to solve each convex problem until convergence [49] .
In the case of the 3 rd -order EMG tensor X ∈ R i1×i2×i3 , The Tucker model equation 1 would be expressed as
where
is the temporal mode while B (2) ∈ R i2×j2 and B (3) ∈ R i3×j3 are the spatial and repetition modes respectively. j 1 , j 2 and j 3 are the number of components in each mode and the core tensor G dimensions as well. 
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FIGURE 3: Illustration of Tucker (3a) and PARAFAC (3b) decomposition for 3 rd -order tensor X.
The least squares loss function for this model would be
(4) where ⊗ is a Kronecker product, a generalisation of the outer product, that can be applied on matrices of arbitrary size [50] . The algorithms in this study are based on adapted PARAFAC and Tucker functions from the (N-WAY Toolbox) for Matlab [51] .
The ALS algorithm has several advantages such as simplicity compared to the simultaneous approaches. However, it is not guaranteed to converge to a stationary point as the problem could have several local minima. Therefore, multiple constraints on initialisation and iteration phases would help to improve the estimation [43] . Moreover, constraining the tensor models has several benefits including: improving the uniqueness of the solution, more interpretable results that do not contradict a priori knowledge, avoiding degeneracy and numerical problems, and speeding up the algorithm. Although constraints may lead to poorer fit for the data compared to the unconstrained model, the advantages outweigh the decrease in the fit for most cases [1] . The decomposition models are constrained through their ALS algorithm in the initialisation and/or iteration phases. For example, nonnegativity constraint is one of the most commonly used ones due to the illogical meaning for negative components in many cases. The non-negativity constraint is implemented in the updating step by setting the negative values of computed components to zero by the end of each iteration to force the algorithm to converge into a non-negative solution. In the case of muscle synergy extraction, non-negativity would add more information to the decomposition by taking in account the additive nature of muscle synergies.
B. CONSTRAINED TUCKER DECOMPOSITION
In this section, the consTD method is discussed in detail, including number of components and different constraints imposed to improve muscle synergy extraction.
Imposing constraints on the tensor decomposition model has several benefits [1] as discussed in Section III-A3. Therefore, in order to extract consistent and meaningful muscle synergies, a consTD model is proposed for muscle synergy analysis. We hypothesise that this model would benefit from the flexibility and versatility of Tucker model in comparison with PARAFAC decomposition while retaining the high explained variance. In addition, the additional constraints would result a unique and consistent synergy extraction. This approach was inspired by the shared-synergy concept [30] , [31] by including additional components to account for any shared variability across movements, tasks or DoFs.
1) Number of components
In this setup, one temporal component is assigned for each DoF instead of two components as preliminary results showed that when assigning 2 components for one DoF, the temporal activity would be segmented as the following: one component will capture the main activity (middle of the segment) will the other will capture the rest period (at the beginning and end of the segments). Therefore, the additional temporal component will not be beneficial for synergy extraction since we are concerned with extracting the main muscle activity to identify shared synergy for each DoF. In addition, we are aiming to reduce the number of elements in the decomposition focusing on the main activity.
The number of spatial mode components (synergies) were chosen according to the functional approach (discussed in Section III-C1). In general, we aim for a parsimonious model that could extract meaningful muscle synergies with the least number of components and elements. Hence, two components are assigned to each DoF to estimate a task-specific synergy for each movement for both spatial and repetition modes. In addition, an additional component (shared) was assigned in these two modes in order to improve the data fit and account for any common variability inspired by the shared synergy concept.
2) Additional constraints
Four constraints on the Tucker model were proposed to facilitate the muscle synergy identification. Two constraints are imposed in the initialisation phase on the core tensor and repetition mode components, while the other two are applied during the iteration phase of ALS algorithm.
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The core tensor is initialised to link each of the components in the temporal and repetition modes into their respective spatial components (synergy). The core tensor is initialised and fixed (does not update with each iteration) into a value of 1 between each spatial synergy and its respective components in the other modes and 0 otherwise. This ensures that every spatial synergy is assigned to only one repetition component and avoids any cross interaction. The values of the core tensor are chosen to be 1 to account for all the variability in the mode components. This fixed sparse core tensor setup controls the interactions between components in each mode and links the repetition components to its respective components it temporal and spatial modes.
In addition, since we know that each repetition in the 3 rd -order tensor belongs to a known movement, we use this information in tensor decomposition by constraining the repetition mode. The components of the repetition mode are initialised and divided into "task-specific" and "shared" components. The task-specific components are initialised to 1 for a repetition of the considered movement or task and 0 otherwise, while the shared component is initialised by a value of 0.5 for all repetitions. Unlike the core tensor the update of this mode is not fixed to account for the variability and differences between repetitions of the same movement, alternatively, a controlled averaging constraint is used during the iteration phase. The controlled averaging and repetition mode initialisation works together to incorporate the repetitions information into the tensor decomposition and help it to identify the shared and task-specific synergies separately.
The other two constraints on updating components in Tucker's ALS algorithm are the non-negativity on temporal and spatial modes and the controlled averaging on the initialised repetition mode. The non-negativity constraint is imposed in order to have meaningful components (synergies) [7] , [29] as discussed in Section III-A3.
The controlled averaging constraint aims to allow some variability within each repetition component whether it is shared or task-specific. This approach will hold the structure of repetition factors that was initialised without fixing it through iterations and take the differences between repetitions into account. As for controlled averaging implementation, it is a simple moving-averaging filter with window length (k = 3) implemented by modifying the iteration phase in the ALS algorithm. It is applied on repetition mode components at the end of each iteration to account for the variability between each repetition, hence, increase the explained variance. We acknowledge this is a simple implementation but we expect it to be representative of our procedure while achieving a good performance in muscle synergy identification.
C. TENSOR DECOMPOSITION MODELS FOR MUSCLE SYNERGY ANALYSIS 1) Number of Synergies
Selecting the appropriate number of components (including synergies in spatial mode) for higher-order tensor models is instrumental in capturing the underlying structure of the data [49] . Several mathematical approaches have been deployed to determine the appropriate number of components for higher-order tensor decomposition such as CORCONDIA [44] , heuristic and approximating [52] techniques.
On the other hand, the number of synergies for 2 ndorder model extracted via matrix factorisation methods have been determined using two main approaches: a functional approach, and a mathematical approach [53] . The functional approach relies on prior knowledge of data structure and myoelectric control requirements to choose the appropriate number of synergies. For instance, one [54] or two [55] synergies are assigned to each wrist's DoF for proportional myoelcetric control. The mathematical approaches are similar to methods traditionally used in higher-order tensor models. It relies mathematical computation such as explained variance or the likelihood criteria [56] .
In order to choose the number of components for PARAFAC and Tucker models, the prior knowledge of the data structure (i.e., number of movements) had been utilised as in the functional approach of matrix factorisation. In addition, the mathematical criteria (CORCONDIA and explained variance) was used to test and compare different number of components. Both the 1-DoF and 2-DoFs tensors were decomposed using PARAFAC with a set number of components (2, 3 and 4 components) since we aim to estimate at least one synergy for each movement and the number of movements are 2 and 4 in the 1-DoF and 2-DoFs tensors respectively. This helped to guarantee each movement was identified by at least one muscle synergy. Similarly, [2, 2, 2] , [3, 3, 3] and [4, 4, 4] Tucker models were used to decompose both tensors. In order to compare both models (Tucker and PARAFAC), number of components for the Tucker model was the same in all modes to match the PARAFAC model for comprehensive comparison.
2) Tucker and PARAFAC models for synergy extraction
In order to examine the use of Tucker decomposition for muscle synergy extraction, both tensors (1-DoF and 2-DoFs) were decomposed with a non-negative Tucker decomposition. Three models were applied on the 3 rd -order tensors with different number of components; [2,2,2], [3, 3, 3] and [4, 4, 4] . The time for algorithm execution is recorded for every run across the 27 subjects as well as the explained variance percentage as a metrics to compare tensor decomposition models.
On the other hand, to highlight the differences between Tucker and PARAFAC models in muscle activity analysis, a 2-, 3-and 4-component PARAFAC models with nonnegativity constraints are applied on the same wrist's tensors. The execution time for each run as well as CORCONDIA were recorded to compare between tensor decomposition for synergy analysis. The number of components for both methods were chosen according to the criteria discussed in Section III-C1.
3) consTD for synergy extraction
The proposed consTD method is applied to the 1-and 2-DoFs tensors for muscle synergy analysis. The consTD aims to extract one synergy for each movement (task-specific synergy) in addition to a shared synergy across all movements. The number of components for consTD were [1, 3, 3] 
The core tensor is initialised and fixed for both consTD models accordingly as shown in Table 1 . The repetition mode is initialised as discussed in Section III-B where the task-specific components are initialised by 1 for a repetitions of the considered movement and 0 otherwise and the shared component is initialised by a value of 0.5 for all repetitions. The repetition mode is constrained in the iteration phase through controlled averaging while the non-negativity constraint is imposed on the temporal and spatial modes.
4) Experimental settings
In order to compare the proposed constrained Tucker model for muscle synergy analysis with non-negative Tucker and PARAFAC models. The three algorithms were run 10 times in order to examine the uniqueness of solution by testing the ability of algorithms to converge to the same point with similar resulting components. For each run, the time of execution and explained variance were recorded for both Tucker decomposition models while CORCONDIA and execution times were recorded for PARAFAC. All decomposition models are performed using Matlab 9 with Intel core i7 processor (2.4 GHz, 12 GB RAM).
D. SHARED SYNERGY IDENTIFICATION
The NMF approach to identify the shared synergies mainly depends on similarity metrics such as correlation coefficient or coefficient of determination R 2 . Synergies are estimated from repetitions of single tasks either by taking the average EMG activity then applying NMF [23] , [33] , or by averaging the synergies extracted from each repetition [35] . The result would be group of synergies for each task. This is followed by computing correlation coefficients between synergies of different tasks and identifying shared synergies by matching the synergies of highest correlation coefficient.
On the other hand, the tensor approach stacks the repetitions from different tasks together to form a 3 rd -order tensor with modes channels × time × repetitions as shown in Figure 2 . Constrained tensor factorisation is applied on this 3 rd -order tensor to extract the shared synergies as well as the task specific ones without the need of any similarity metric, unlike NMF approach. The consTD directly identifies shared synergy and 2 task-specific synergies in the spatial mode for 3 rd -order tensor with repetitions of 2 tasks (ulnar and radial deviation, for example).
1) NMF as benchmark
NMF [25] is used in this study as a comparative benchmark for shared synergy identification [23] , [30] , [33] , [57] . NMF processes the multi-channel EMG recording as a matrix X with dimensions channel × time. NMF decomposes EMG recordings into two smaller matrices (factors). The first factor holds the temporal information (also known as weighting function) B
(1) while the other is the muscle synergy holding the spatial information B (2) as
where both B (1) and B (2) are constrained to be non-negative. For details see [58] .
Since the dataset had 10 repetitions for each task, NMF was applied on each of them. The number of synergies was chosen by variance accounted for (VAF) as a metric [21] . The first step to identify the shared and task-specific synergies would be finding the reference synergy [23] , [33] from the 10 repetitions of that task. This is done by calculating the inter-correlation between the 10 repetitions. Since number of synergies are two, 200 correlation processes are needed to identify the reference repetition which is achieves the highest average correlation coefficient between repetitions.
The second step is to use this reference to arrange synergies within each repetition [33] . Finally, the arranged synergies are averaged to compute the first and second mean synergies for the task. Then, to identify the shared synergy of one DoF, the mentioned method is applied on the two tasks forming the DoF in question, the correlation coefficients between the resulting four mean synergies (two for each task) are calculated so that the highly correlated synergies between the two tasks are identified as shared, while the other two are considered as task-specific [23] , [35] , [57] .
2) Comparison between shared synergies identified by consTD and NMF
We compared shared and task-specific synergies identified using the constrained Tucker tensor decomposition method with those identified by using the traditional NMF and correlation method. This comparison is held since there is no ground truth about the shared and task-specific synergies. Therefore, for each wrist's DoF, three synergies are identified by Tucker (two task-specific and one shared synergy) while VOLUME 4, 2016 four mean synergies (two for each task in the DoF) are estimated using NMF. The correlation coefficient between Tucker and NMF synergies are calculated and averaged across all 27 subjects. The comparison is held between the main three wrist's DoFs: ulnar and radial deviation (DoF1); wrist extension/flexion (DoF2); and wrist supination/pronation (DoF3).
3) Validation with randomised repetitions
In order to provide further validation to the approach of shared synergy identification using consTD, the repetition mode in the 3 rd -order tensor of each DoF was randomly shuffled to destroy any task-repetition information. The same consTD algorithm is applied on the tensor to identify the shared synergy between the two tasks. The 2 task-specific synergies will be corrupted since information about the tasks are missing. However, this experiment tests the ability of constrained Tucker method to identify the shared synergies without any data arrangement which cannot be achieved using the traditional NMF and correlation method. The shared synergies identified from the shuffled 3 rd -order tensors is compared against the shared synergies estimated from uncorrupted ones by calculating the correlation coefficients between them. The comparison is done using 15 shuffled tensors for each DoF of the main 3 wrist's DoF and the average correlated is computed.
IV. RESULTS
A. TENSOR DECOMPOSITION FOR MUSCLE SYNERGY ANALYSIS 1) Tucker and PARAFAC models for synergy extraction
Three non-negative Tucker decomposition models with [2, 2, 2], [3, 3, 3] and [4, 4, 4 ] components were applied on 1-and 2-DoFs tensors for muscle synergy extraction. An example of the 10 runs of the [3, 3, 3] Tucker decomposition for 1-DoF tensor is shown in Figure 4a . The explained variance and the algorithm execution time were recorded for each decomposition and the median values across the 27 subjects are summarised in Table 2 .
The PARAFAC decomposition model was applied on both 1-and 2-DoFs tensors of wrist horizontal and vertical DoFs. The number of components explored were 2, 3 and 4 where a non-negativity constraint was applied on all components. An example of 3-component PARAFAC decomposition on 2-DoFs tensor is shown in Figure 4b . The time of execution for PARAFAC algorithm as well as CORCONDIA were recorded across the 27 subjects are summarised in Table 3 .
2) Constrained Tucker decomposition
The consTD models were applied on 1-and 2-DoFs tensors for muscle synergy estimation for 10 runs across the 27 subjects. The 1-DoF tensor was decomposed using [1, 3, 3] constrained Tucker method while the 2-DoFs tensor was decomposed using [2, 5, 5] Figure 2e is illustrated in Figure 5 . Explained variance and execution time were recorded and the median values are shown in Table 4 .
B. SHARED SYNERGY IDENTIFICATION 1) NMF synergies
A number of wrist tasks were selected and 10-channel EMG recording was decomposed using NMF to extract two synergies for each task. Our analysis found that two synergies could account for over 90% of the variability in data for all repetitions. For each task, NMF was applied on each of the 10 repetitions and the estimated synergies were rearranged using mutual correlation coefficients then averaged across repetitions to result two muscle synergies for each movement. An example of the averaged synergies are shown in Figure  6 for the ulnar and radial deviation movements (DoF1) of subject "1". Shared synergies are determined through correlation. As shown in Figure 6 , the second synergy of ulnar deviation (Fig. 6a ) is highly correlated with the first component of radial deviation (Fig. 6b) with r = 0.91. Therefore, according to the standard NMF approach the average of these two synergies is considered as a shared synergy between the ulnar and radial deviation tasks while the remaining synergies are task-specific. 
2) Shared synergies comparison
Synergies extracted from consTD are compared against NMF synergies to test the ability of this method to identify shared and task-specific synergies. The correlation coefficients between Tucker and NMF synergies are used as a metric. This was done for 3 pairs of tasks (DoFs) for the wrist movements across the 27 subjects in the dataset, where the 3 synergies from Tucker decomposition are compared against each averaged NMF synergies of each task. For example, the correlation coefficients between the estimated consTD synergies and NMF synergies of ulnar and radial deviation (DoF) for the 27 subjects are represented in Figure 7 . The average correlations for all 3 DoFs are summarised in Table 5 .
The third (shared) synergy is highly correlated with both tasks as the average correlation coefficients for ulnar and radial deviation are 0.819 and 0.857, respectively. Each of the other 2 task-specific synergies are correlated with its respective task. For ulnar deviation, the first synergy has correlation coefficient of 0.778 compared to 0.575 for the second synergy, while for the radial deviation the second synergy has an average correlation coefficient of 0.887 compared to 0.232 with the first synergy. Similar results are found with other movements such as wrist extension/flexion and wrist supination/pronation) as shown in Table 5 . Tucker decomposition for the 3 rd -order tensor in Fig. (2e) . The spatial mode had 3 components, the first 2 components are muscle synergies specified for the ulnar and radial deviation movements while the third synergy represents the shared synergy between them. 
3) Validation with randomised repetitions
In order to validate the approach of shared synergy identification and to show that it is robust to any repetitions disarrangement, the 3 rd -order tensor in Figure 2e was randomly shuffled across the repetition mode to destroy the task-repetition information. The consTD was applied on the randomly shuffled tensor to identify shared synergy as shown in Figure 8 . In comparison with the normal tensor decomposition (Fig. 5) , we noticed that the task-specific components were different as expected since the information was destroyed. On the other hand, the shared synergy in the spatial mode were very similar. The average correlation coefficients between shared synergies identified from 15 shuffled tensors and from arranged ones were found to be 0.89. This shows the ability of the algorithm to identify the shared synergy despite the corruption in the task-repetition information during the tensor construction.
V. DISCUSSION
We proposed the use of higher-order tensors and their decompositions as a framework for muscle synergy analysis. Although it may not fully agree with the classical definition of muscle synergies, it is inspired by it to provide more synergistic information from the data. This is motivated by the fact that most of EMG datasets are naturally in multi-way form with different repetitions from tasks and/or subjects. In addition, some synergy analysis techniques [9] , [10] , [59] extracted spatial and temporal components of muscle activity using a space-by-time decomposition model that resembles Tucker2 tensor decomposition model. Surprisingly, a fully developed tensor factorisation has barely been widely used in EMG analysis [7] .
The main objective was to explore the use of tensor factorisation models in muscle synergy analysis. We proposed a consTD model inspired by the shared synergy concept and compare it with the most prominent methods (PARAFAC and Tucker decomposition models). This was approached by applying these methods with different number of components on 3 rd −order tensors consisting of 20 and 40 multichannel EMG repetitions for one and two wrist's DoFs respectively (10 repetitions each). The three tensor decomposition methods were assessed according to the algorithm execution time, explained variance and CORCONDIA, as appropriate. However, we acknowledge that execution time is for comparison reasons only, not for assessing the whole performance. The constraint Tucker decomposition model was the best approach to extract muscle synergies from 3 rd -order tensor as it was capable to estimate unique synergies in a short execution time with acceptable explained variance. (b) FIGURE 6: two-component NMF for the ulnar (6a) and radial (6b) deviations movements of subject "1" averaged across 10 repetitions for each task. The second component of ulnar deviation is highly correlated with the first component of radial deviation suggesting that these are the shared synergies between those tasks.
The secondary objective was to illustrate the potential use of tensor decomposition for shared and task-specific synergies identification. The proposed consTD method was used to identify shared synergies between each pair of tasks that forms a main DoF of wrist movements. The resulting synergies were compared against the standard NMF factorisation approach for the 3 wrist DoFs across 27 subjects. The results showed that shared and task-specific synergies estimated via the consTD method were highly correlated with those identified through traditional NMF approach. In addition, tensor shared synergies were compared to randomly shuffled tensor without any task-repetition information for further validation and the proposed algorithm was able to estimate nearly the same shared synergy as the ordered tensor, thus showing robustness to disarrangement.
A. TENSOR DECOMPOSITION MODELS FOR MUSCLE SYNERGY ANALYSIS
The comparison between Tucker, PARAFAC and consTD models for muscle synergy analysis showed that Tucker decomposition can provide a good fit for the data as shown by the high explained variance percentage in Table 2 . However, the estimated synergies via non-negative Tucker decomposition were inconsistent as shown in Figure 4a . This inconsistency arises from the fact that Tucker decomposition generally does not provide unique solutions [1] , and unique- Table 5 .
ness can be achieved in practice by imposing additional constraints [45] . Since the decomposition is unconstrained, the initialisation (which is set randomly) changes in each run. This would result in different components in each run since there are no constraints to achieve uniqueness of the solution and the model converges to different local minima. This also explain the longer execution time since the unconstrained Tucker algorithm took more iterations to converge takes more time to converge as represented in Table 2 . Despite the increase of explained variance percentage with the additional number of components, the execution time increased as well, since the algorithm could not converge easily.
On the other hand, PARAFAC was significantly faster as seen in Table 3 , since it converged to the same local minima most of the time due to its extreme constrained nature. PARAFAC with non-negativity constraints was capable of estimating estimate muscle synergies from the 1-DoF tensor as shown in Figure 4b . However, PARAFAC could not deal with 2-DoFs tensors or higher number of synergies as the decomposition deviates from the trilinear model and PARAFAC could not hold. This is illustrated with low CORCONDIA as shown in Table 3 . In addition, synergy estimation is affected by inflexibility of the PARAFAC model as the number of components are fixed across modes. Therefore, the informa- tion of each task in the temporal mode is segmented between components.
Two consTD models ( [1, 3, 3] and [2, 5, 5] ) were proposed to decompose the 1-DoF and 2-DoFs tensors respectively. They were able to achieve over 70% explained variance and decrease the execution time by about 10-fold compared to the non-negative Tucker model as shown in Table 4 . Moreover, the resulting synergies were consistent over the runs as shown in Figure 5 unlike Tucker model. The consTD approach allocates one synergy for each movement and additional "'shared" synergy to account for variability inspired by the shared synergy concept. This additional shared synergy improved the explained variance compared to [1, 2, 2] constrained Tucker model where the median explained variance was 59.3% in the preliminary results.
Moreover, the total number of components in consTD may be greater than or equal to the number of components in traditional Tucker decomposition. However, the total number of elements for consTD that need to be estimated is significantly less than Tucker model. For example, the 1-DoF tensor (500sample × 10channels × 20repetitions) with number of elements=100, 000 is decomposed via [2, 2, 2] Tucker decomposition into 1060 elements in addition to 8 elements in the core tensor. On the other hand, a [1, 3, 3] consTD can decompose the same tensor into 590 elements in addition to 9 elements in its sparse core tensor. Hence, the proposed consTD for synergy extraction is more efficient in comparison to unconstrained Tucker model. Two important variants for the Tucker decomposition models are worth noting, Tucker1 and Tucker2, which can be seen as a special case of Tucker model where only one and two modes are estimated respectively. In both models, the additional modes are set to be identity matrices and absorbed into the core tensor [60] . As a result, Tucker1 model is equivalent to the ordinary two-dimensional PCA, while Tucker2 is a model of intermediate complexity as compared with the Tucker1 and the standard Tucker model [43] . In Tucker2, the third mode is absorbed to the core tensor and the model explains the variability of the first two modes only. Hence, Delis el al. [9] approach focused on spatial and temporal components and their interactions, while the consTD method adds repetition mode to spatial and temporal modes to incorporate different movements and the shared synergies between them to provide a 3 rd -order EMG tensor decomposition for muscle synergy analysis.
Hence, we conclude that the proposed consTD method is the best solution to obtain unique and interpretable synergies from 3 rd -order tensor decomposition. It was capable to achieve this with smallest number of synergies and elements because of the utilisation of shared synergy concept. The non-negativity constraint is essential because of the additive nature of synergies. Moreover, the fixed core tensor is pivotal, as we can directly relate synergies (in the spatial mode) to other specific components in temporal and repetition modes. This is in contrary with the unconstrained core tensor in Tucker model, which allows for interactions between all components in each mode. Due to these interactions, it becomes difficult to achieve a unique of solution for Tucker decomposition. This increases the computational time dramatically.
B. SHARED MUSCLE SYNERGY IDENTIFICATION
We showed that higher-order tensor decomposition models can achieve direct identification of shared synergies without relying on any similarity metric such as correlation coefficient. This is in contrast with the current approaches for shared synergy estimation [23] , [24] , [33] , [34] , [57] which apply NMF repetitively on multi-channel EMG recordings of different repetitions and then rely on maximising the correlation coefficients between the estimated synergies with regard to a reference one. Then, shared and task-specific synergies are identified through the correlation coefficient threshold. This was illustrated in Figure 5 of consTD model, where component 1 and 2 in the spatial mode are taskspecific for the two task forming the tensor while component 3 is the shared synergy between them.
Synergies identified via consTD were compared against synergies extracted using NMF for the 27 subjects. In spite of the potential drawbacks of NMF shared synergies, we used NMF as benchmark since there is no ground truth for shared synergies to compare both methods against. In addition, the wrist movement included in the study are limited since shared synergies are easier to identify. Only two NMF synergies could explain over 90% of variance. Hence, the errors of disarrangement is minimised. This was done for 3 pairs of tasks (DoFs) for the wrist movements ( Table 5) .
The shared synergies identified by Tucker (third synergy in Figure 5 ) were highly correlated with both tasks while each of the other two tasks correlated with one task as a task-specific synergy. This highlights the ability of consTD to identify task-specific and shared synergies directly from the multi-way datasets. Further validation were held by applying the consTD on randomly shuffled tensor without any taskrepetition information. The proposed algorithm was able to estimate nearly the same shared synergy as the ordered tensor (Fig. 8) , which indicated robustness of the method. In addition, the standard NMF approaches for shared and task-specific synergies identification are vulnerable to errors and biases since they depend on the particular arrangement of the data, the choice of the reference synergy, and the correlation coefficient threshold. This is not the case for consTD approach where it was able to identify the shared synergy even with a shuffled tensor as shown in Figure 8 . In addition, it is a more direct and faster alternative since there is no need to apply repetitive NMF and correlation.
C. APPLICATIONS, LIMITATIONS AND FUTURE WORK
Usually, the shared and task-specific synergies are identified in a study of complex multi-joint movements such as gait and posture analysis [23] , [24] , [33] . However, we choose simple wrist movements for few reasons. Firstly, this is a first study to show how higher-order tensors could be beneficial for muscle synergy analysis. Secondly, wrist movements are simple tasks that could be described by two synergies as mentioned before. Therefore, shared synergies can be identified easily with minimum disarrangement errors for good comparison and validation for our proposed tensor approach.
Finally, we are interested in upper-limb myoelectric control and looking to the shared synergy concept as an inspiration for proportional myoelectric control based on muscle synergies in the future.
Moreover, the main aim for this is study is to highlight the potential of higher-order tensor model for muscle activity analysis especially extracting muscle synergies. Hence, consTD could be extended to various applications by converting the information we have into the right set of constraints. For example, this approach could be extended to estimate the shared synergies across subjects to explore the subjectspecific synergies [35] . In addition, and in relation to the point above, different set of constraints could help to develop a myoelectric control based on muscle synergies as in [61] .
VI. CONCLUSION
In conclusion, we introduced tensor decomposition models (PARAFAC and Tucker) for muscle synergy extraction and compared their use in EMG analysis to extract meaningful muscle synergies with a proposed consTD model. The developed method was the best approach for muscle synergy estimation by providing unique and interpretable synergies with high explained variance and short execution time. The proposed consTD model can be used to identify shared and task-specific synergies. The results were compared against the standard NMF approach using data from the publicly available Ninapro dataset. The consTD method was more suitable to the multi-way nature of the datasets without relying on symmetry metrics or synergies arrangements. Furthermore, it provided more direct and data-driven estimations of the synergies in comparison with NMF-based approaches, making our approach more robust to disarrangement of repetitions and the loss of task-repetition information. Thus, we expect that this study will pave the way for the development of muscle activity processing and analysis methods based on higher-order techniques.
