I. INTRODUCTION Dynamic decoupling of a MIMO (Multiple Inputs and
Multiple Outputs) system is a very difficult task to perform in practice. Most often, it boils down to minimization of the coupling effects instead of full decoupling. As control of MIMO dynamic systems enjoys a continuous attention [1] , [2] , a challenging task becomes to include the dynamic decoupling problem [3] - [14] .
In [1] , an automatic two-step procedure for tuning of Proportional-Integral-Derivative (PID) controller for a Two Input Two Output (TITO) process is presented. References [6] , [7] gives necessary and sufficient conditions for the existence of diagonal, block-diagonal, and triangular decoupling controllers for non-square plants and systems with non-unity feedback, and with one or two degree-offreedom controller configuration. Further, [8] has proposed a condition to check the existence of one-degree-of-freedom block decoupling controller. Parameterization of block decoupling controllers along with solving an 2 H optimal problem is proposed in [9] . Reference [10] considers MIMO as proper, lumped, and linear time invariant systems and gives analytical expressions of the Input/Output (I/O) decoupling problem by the use of two-parameter stabilizing control. In [11] , a robust decoupling controller for uncertain MIMO systems has been proposed, where uncertainty of model parameters and the desired performance is taken into account, and the min-max non-convex optimization problem is used in the controller design. In [15] - [18] , switching, fuzzy, and neural decoupling controllers are constructed in Manuscript received 20 August, 2018; accepted 2 December, 2018. order to control the nonlinear MIMO systems. Reference [19] presents a survey on decoupling control based on multiple plant models.
In recent years, technological development has increased the possibility of using predictive controllers. They seem to be ideally suited to deal with MIMO plants. Thus, we can find some works on dynamic decoupling with the use of MPC [20] - [28] . Most of them have been created for specific TITO nonlinear plants [21] , [23] , [25] - [27] . However, as we see in these works, the MIMO predictive controller does not automatically solve decoupling. In [21] , [25] - [27] to obtain dynamic decoupling effects the MPC algorithm decelerates the change in reference signals and is changing the error weighting factors in the MPC cost function. [23] shows fuzzy, predictive, and functional control with the control law given in an analytical form.
MPC with the classical control schemes are compared in this paper to show that it allows us to obtain much better results when a dynamic decoupling comes into effect. It is further illustrated that the predictive controller does not decouple plants automatically and, therefore, some tuning methods are necessary to obtain the dynamic decoupling effect. Additionally, we analyse the pros and cons of different tuning methods of the MPC algorithm to satisfy decoupling purposes. Finally, we analyse how different MPC parameters influence its performance to give some leads on how to use it to reduce loops interactions effectively.
The remaining part of the paper is organized as follows. In Sections II-III, a classical and MPC approach to control MIMO plants is presented. In section IV, it is discussed how to use MPC controller to realize dynamic decoupling objectives. Pros and cons of both methods are discussed and presented in a series of simulations of a selected TITO plant in Section V. The paper ends with conclusions and some final remarks.
II. CLASSICAL APPROACH TO DECOUPLING
Decentralized control is a typical approach to control a MIMO dynamic system. It means that the MIMO system is treated like a set of few Single Input Single Output (SISO) systems, which are easier to analyse and tune. Interactions between such SISO systems are usually neglected and treated as a disturbance. An example of such control scheme for a TITO plant is presented in Fig. 1 [30] . Apart from RGA, there are Hankel Interaction Index Array (HIIA) also [31] , Participation Matrix (PM) [32] , and so on. In case of TITO plants, the perfect decoupling seems to be quite easy to solve by using some easy-to-calculate precompensators. Using the control scheme shown in Fig. 2 In case of plants with more inputs and outputs, finding a decoupling controller or schemes like in Fig. 2 is much more complicated and usually needs more advanced techniques. Additionally, we have to remember that the above methods are quite easy to implement for square plants i.e., plants with the same number of inputs and outputs. In case of the right or left invertible plants with more inputs or outputs, respectively, we cannot divide the system into several separated SISO control loops. In such cases either a dedicated dynamic decoupling technique or MPC algorithms may be used.
III. MPC ALGORITHM
The MPC controller task is to calculate the future control actions at each sampling instant in order to minimize the cost function specified on the prediction N and control
denotes the quadratic norm with
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determine the degree of constraint violation in case the criterion (3) is not solvable. As typically for the predictive controllers the actual control signals are used only and the computation is repeated in the next control step.
For a LTI plant, the optimization problem (3) becomes the quadratic programming task, which has to be solved at each sampling time. It is now possible to do it efficiently in practice by using available solvers [33] .
IV. DYNAMIC DECOUPLING WITH THE USE OF MPC

A.
Reference Signal Change Unlike a stepwise change in the classical control systems a typical way of changing set points in MPC is to shape them. Using filters and slowing down set point changes allows us to change the outputs more smoothly without large increase of control signals (8) . Such method is proposed in [25] and [26] . However, it is not a dedicated decoupling method. It can also be used in classical control systems, so we will not consider it in our analysis.
B.
Adjusting Weighting Factors The weight matrices in cost function (3) for a specific output and/or increasing the rest of them "allows" to significantly reduce their change. It seems that the simplest and the best way of changing these factors is its manual change at the moments of changing of the set points and bringing them back to the initial values  after the transient or at least before the next set point change. In [20] , i  values decrease exponentially.
It is possible only if we know, in advance, the schedule of the reference signal changing.
In [25] and [26] , i  are dependent on the control error and are given by 
C. Adjusting Output Constraints
Similar to the weighting factors the typical way of calculating the cost function (3) assumes constant values for minimal and maximal values of plant output. Practically, taking into consideration the standards of measuring devices, the same value as plant gains are scaled to standards. However, these constraints may be assumed and changed separately at the moments of changing some set points.  of the appropriate set point. In case that such constraint is not able to satisfy it is naturally softened by (10) and (11) taken into consideration in (9) . There are several advantages of this method. Firstly, it is more intuitive and straightforward. Secondly, problems with changing weight values may be avoided. And finally, it does not exclude adjusting weighting factors and shaping reference signals.
V. EXAMPLE
As an example to show the effects of the discussed control methods, we consider the distillation column model [34] 
It is a well-known model in literature, for which there are a lot of proposals of different control systems. Thus, it may be used as a reference one. In order to compare the control efficiency of this plant, six classical controllers have been taken from literature [1] , [2] , [4] , [35] - [37] . In [1] , [35] - [37] , a distributed control scheme, as shown in Fig. 1 , has been used while in works [2] and [4] a dynamic decoupling controller have been adopted. Work [2] proposes authors' version of the decoupling controller, whereas in [4] we find a classical control scheme with inverted decoupling (Fig. 2) with the decoupler taken as: To check the decoupling abilities of the MPC controller, all simulations have been carried out by both adjusting the weighting factors and output constraints. Value of 1  is equal to 1 for the first 80 seconds and 10 afterwards. Similarly 2  starts with a value of 10 and is changed to 1 at 80 seconds. The constraints imposed on the plant outputs are as follows: Controllers with changed weighting factors are marked by "mpcw', output constraints by "mpcc', and those without any change of weighting factors and output constraints by "mpc".
To compare the described different control strategies some important performance indices have been analysed. These are Integral Squared Error (ISE), rise time Tables I-III. As we can see in the figures and after analysing data in Tables I-III , it is observed that MPC meets control objectives and outperforms PID controllers. Even pure MPC, without any change of weighting factors and output constraints, which does not satisfy the decoupling objectives, gives better results than standard PID controllers.
VI. CONCLUSIONS
Though the control objective for the MPC is to minimize criterion like (3), it does not guarantee perfect decoupling. We may only try to reduce the input-output interactions by modifications of the criterion parameters, weighting factors and constraints. Fortunately, the criterion is calculated at each sampling instant, so modifications of weights and output constraints may be easily implemented. These properties of MPC may be very useful for dynamic decoupling of the nonlinear MIMO plants which may still be treated like an open question. In [38] , [39] two, nonlinear model predictive controllers are analysed. In the first one, the model is successively linearized on-line for the current operating conditions. In the second algorithm, the predicted output trajectory of the system is linearized along the trajectory of the future control scenario. In both cases, linearization makes it possible to obtain quadratic optimization of MPC problems and make the algorithms computationally efficient. So, it seems that these methods could be easily adopted and used for dynamic decoupling purposes of nonlinear MIMO plants.
