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Введение
Двудольные графы [1] используют при постро
ении графовых моделей, описывающих отношения
между объектами разбитыми на два множества.
В таких моделях отношения (рёбра) могут связы
вать объекты (вершины) только из разных мно
жеств. Отношения между объектами внутри мно
жеств отсутствуют или не учитываются. Примером
графовых моделей, имеющих двудольную природу,
являются сети Петри [2] с непересекающимися
множествами позиций и переходов. Дуги в сети
Петри могут связывать только переходы и пози
ции. Другим примером являются графы потока
данных [3] с множествами модулей и данных, в ко
торых дуги отражают потребление или формирова
ние данных модулями.
Формально двудольный граф G описывается че
твёркой (N,M,V,R), где N={ei}, i=1,2,…,n; M={ej},
j=1,2,…,m – множества вершин двудольного графа;
V={vij} – множество рёбер vij, связывающих неупо
рядоченные пары вершин (ei,ej), ei∈N, ej∈M;
R={rij} – множество весов rij рёбер vij.
Если для всех vij∈V, rij=1, то имеет место
не взвешенный двудольный граф. Заметим также,
что граф G рассматривается как неориентирован
ный, т. к. пара вершин (ei,ej), связанная ребром vij,
принимается неупорядоченной. Ориентация дуг,
например в графе потока данных, означает напра
вление передачи данных. Вместе с тем, загрузка се
ти при передаче данных по разрезанной дуге зави
сит от веса дуги и не зависит от её ориентации. Как
в этом, так и во многих других примерах, ориента
ция дуг не учитывается и при решении задачи раз
резания используется неориентированный взве
шенный двудольный граф. Такой граф полностью
описывается матрицей связности вершин R=||rij||N×M.
Матрица R несимметрична и все её элементы (веса
рёбер) rij≥0. Особенность матрицы R заключается
в том, что она допускает перестановки строк Ri
и столбцов Rj независимо друг от друга.
Задача разрезания возникает всякий раз, когда
графовую модель, описывающую отношения
между объектами распределённой системы,
необходимо разбить на совокупность минималь
но связанных между собой подсистем. Если гра
фовая модель представлена двудольным графом,
то это, как правило, связано с наличием в систе
ме объектов двух типов, которые нельзя смеши
вать в ходе решения задачи разрезания. В частно
сти поэтому, для её решения нельзя использовать
матричный алгоритм разрезания обыкновенного
графа [4], в котором вершины не различаются
по какимлибо признакам и образуют единое
множество. Кроме того, двудольные графы
в сравнении с обыкновенными обладают специ
фикой, которая даёт возможность разработать ал
горитм разрезания, эффективно работающий для
данного класса графов.
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Предложенный в статье алгоритм можно отне
сти к алгоритмам последовательного типа. На пер
вом этапе формируется исходный вариант разреза
ния графа G на подграфы Gq, q=1,2,…,k. Здесь фик
сируется число k подграфов Gq, на которые разреза
ется граф G и для каждого qго подграфа устана
вливается число и состав вершин из множеств N
и M. На последующих этапах выполняется улучше
ние разрезания за счёт изменения состава вершин
в подграфах исходного разрезания {Gq} так, чтобы
сумма весов разрезанных рёбер была минималь
ной.
Алгоритм назван матричным, т. к. основан
на представлении двудольного графа матрицей
связности вершин R и при реализации поисковых
процедур также использует матричное представле
ние.
Формирование исходного варианта разрезания
Алгоритм разрезания будем рассматривать
на примере взвешенного двудольного графа, пред
ставленного матрицей R на рис. 1, а, в котором
множество N содержит 8, а M – 12 вершин. Граф G
требуется разрезать на 3 подграфа Gq, q=1, 2, 3 с за
данным числом вершин из множеств N и M.
На матрице R (рис. 1, а) вариант разрезания
по аналогии с алгоритмом [4] можно представить
совокупностью блоков, каждый из которых соот
ветствует подграфу Gq с множеством вершин N(Gq) и
M(Gq). В данном примере все блоки содержат
по 4 вершины из множества M, а 8 вершин множе
ства N распределены по блокам в количестве 3, 3, 2.
Число блоков и их размерность, т. е. соотношение
числа вершин из множеств N и M в соответствую
щих подграфах устанавливается пользователем. По
следовательность расположения блоков разной раз
мерности в матрице R формируется произвольно.
Элементы rij матрицы R, расположенные за пре
делами блоков, соответствуют межблочным свя
зям, т. е. разрезанным рёбрам, связывающим раз
ные подграфы. Эти элементы составляют часть ма
трицы, названную областью сечения. Таким обра
зом, матрица R разбивается на область блоков
и область сечения. Задача разрезания сводится к
перестановкам строк Ri и столбцов Rj матрицы R
так, чтобы сумма элементов rij в области блоков бы
ла максимальной, а в области сечения – мини
мальной. Качество разрезания оценивается соот
ношением суммы элементов в блоках к сумме
в области сечения. Чем больше величина этого со
отношения, тем лучше вариант разрезания.
Приведённый на рис. 1, а, исходный вариант
разрезания получен произвольным образом. Вер
шины ei∈N и ej∈N включены в очередной блок
в порядке их нумерации. К тому же блок 3 в после
довательности блоков мог быть поставлен первым
или вторым. Соотношение сумм элементов в бло
ках и в области сечения для данного варианта раз
резания равно 26/56. При визуальном анализе
области блоков и области сечения легко обнару
жить, что данный вариант разрезания можно улуч
шить. Так, например, если столбцы Ri4 и Ri5 поме
нять местами, то соотношение станет равным
35/47, т. е. улучшится на 9 единиц. Взаимная пере
становка строк Ri1 и Ri8 также улучшает исходный
вариант на 4 единицы.
Операции по поиску в множествах строк
и столбцов перестановок, улучшающих качество
разрезания, могут быть формализованы аналогич
но тому как это было сделано в [4]. Однако в дан
ном случае более эффективным оказалось приме
нение аппарата математического программирова
ния. Такая возможность была найдена благодаря
учёту отмеченной выше особенности матрицы R.
Метод улучшения качества разрезания
Рассмотрим подробнее операцию перестановки
строк Ri1 и Ri8. Каждая строка относительно блоков
делится на подмножества элементов, принадлежа
щих столбцам соответствующих блоков M(G1),
M(G2), M(G3). При перестановке строк элементы
этих подмножеств всегда совместно попадают в не
который блок или исключаются из него. В нашем
случае при перемещении строки Ri1 на место Ri8 од
но подмножество (0,1,2,0) исключается из 1го
блока, а другое (3,0,2,0) включается в 3й блок.
Аналогично для строки Ri8 при перемещении её на
место Ri1 подмножество (0,0,3,1) включается в 1й
блок, а подмножество (0,1,0,1) исключается из 3го
блока.
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Рис. 1. Исходный вариант разрезания
Таким образом, исходя из цели решения задачи
разрезания, при перестановке строк допустимо
оперировать не подмножествами, а суммами эл
ементов этих подмножеств. Сумму элементов rij
строки Ri, относящихся к множеству M (Gq), обоз
начим величиной αiq,
(1)
Величины αiq вычисляются для всех строк и
формируются в матрицу A=||αiq||n×k. Матрица А, по
лученная для исходного варианта разрезания
(рис. 1, а), представлена на рис. 1, б. В итоге, поиск
варианта распределения строк по блокам, улуч
шающего качество исходного разрезания, стало
возможным вести на матрице А.
Матрица А устроена таким образом, что распре
деление iй строки в qй блок соответствует выбору
в этой строке одного qго элемента αiq. При этом
необходимо проследить, чтобы в каждом qм
столбце матрицы А было выбрано ровно nq – число
строк в множестве N(Gq). Наибольшее улучшение
исходного разрезания будет достигнуто при полу
чении максимальной суммы выбраных элементов.
Для решения данной задачи введём перемен
ную xiq=1, если элемент αiq выбран, и xiq=0, в про
тивном случае. Тогда задачу оптимального распре
деления строк по блокам можно записать в виде:
(2)
(3)
(4)
Решив задачу (2)–(4), назовём её задачей TN,
например венгерским алгоритмом [5], получим на
илучшее распределение строк Ri по блокам при
фиксированном положении столбцов. Результат ре
шения задачи TN для матрицы А на рис. 1, б соот
ветствует заштрихованным элементам αiq. Из реше
ния следует, что строки распределились по блокам
следующим образом: N(G1)=(5,6,8), N(G2)=(2,3,4),
N(G3)=(1,7). Качество данного разрезания состави
ло 39/43.
Задача оптимального распределения столбцов
по блокам решается для матрицы R, построенной
с учётом перестановки строк согласно решению за
дачи TN. Полученная матрица R представлена на
рис. 2, а. Справа от матрицы указана принадлеж
ность строк к блокам. Последовательность распо
ложения и размерность блоков в данной матрице
сохраняется. Сформированное таким образом раз
резание принимается в качестве исходного для ре
шения задачи распределения столбцов.
Формализованная постановка данной задачи,
названной задачей TM, осуществляется аналогич
но задаче TN. Вначале определяются элементы βqj
и формируются в матрицу B=||βqj||k×m. Элементы βqj
вычисляются аналогично (1) по выражению:
(5)
Матрица B, полученная для матрицы R (рис. 2, а),
представлена на рис. 2, б.
Целевая функция и ограничения задачи TM за
писываются аналогично задаче TN:
(6)
(7)
(8)
Решение задачи (6)–(8) на матрице B отмечено
штриховкой выбранных элементов βqj. Качество
данного варианта разрезания составило 56/26.
На рис. 2, в, приведена матрица, полученная после
перестановки столбцов согласно решению задачи
TM. Принадлежность столбцов к блокам показана
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Рис. 2. Итоговый вариант разрезания
нумерацией снизу матрицы. Попытка улучшить
для этой матрицы качество разрезания путём пере
становки строк на основе решения задачи TN
не привела к успеху. На рис. 2, г, видно, что в ма
трице А все строки сохранили свои места в блоках.
Визуальный анализ области сечения матрицы
на рис. 2, в также показывает, что путём переста
новки какойлибо строки или столбца достигнутое
качество разрезания нельзя улучшить. Ниже пред
лагается попытка достигнуть разрезание с более
высоким качеством за счёт использования улуч
шенного исходного разрезания.
Методика поиска варианта исходного 
распределения строк по блокам.
Вариант разрезания с оценкой 56/26 получен
на основе применения метода улучшения качества
исходного разрезания, сформированного произ
вольным образом. В связи с этим возникает во
прос, имеется ли возможность улучшить качество
разрезания, если исходное разрезание формиро
вать не произвольным образом, а на основе неко
торой процедуры рационального распределения
строк или столбцов по блокам.
Рассматривая вопрос о предпочтениях в ра
спределении строк по блокам, легко обнаружить,
что в один блок должны попадать те строки, вер
шины которых соответствуют максимальным сум
мам весов связей с общими вершинами столбцов.
В этом случае при попадании в общий блок дан
ных столбцов и строк суммарный вес блока возра
стает. Связность двух строк Ri и Rs, i, s=1,2,…,n,
обозначим величиной δis, i≠s. Значение величины
δis определяется согласно выражениям:
(9)
(10)
На рис. 3 приведены пояснения к вычислению
δis на примере величины δ1,7. Вершины e1 и e7, соот
ветствующие строке Ri1 и Ri7, связаны через общие
вершины e2, e5, e9 столбцов Ri2, Ri5, Ri9, которые поме
чены штриховкой. Сумма весов rij и rsj для общих
вершин ej, связывающих вершины e1 и e7 составила
16 единиц, т. е. δ1,7=16.
Рис. 3. Иллюстрация к определению δ1,7
Величины δis, вычисленные по выражениям (9),
(10), формируются в матрицу связности строк Δ.
Матрица Δ, полученная для исходной матрицы R
(рис. 1, а), приведена на рис. 1, в. Для матрицы Δ
с помощью матричного алгоритма (программное
средство CutGraf) [6] решается задача разрезания,
т. е. определяется распределение строк по блокам.
При этом последовательность блоков и их размер
ность должна совпадать с этими параметрами
в рассматриваемом примере, что и отражено на ма
трице Δ. Справа (и снизу) от матрицы указано по
лученное распределение строк по блокам.
Используя полученное распределение строк
на матрице R формируется исходное разрезание и для
него решается задача распределения столбцов, т. е. за
дача TM. Для нашего примера решение задачи TM
привело к распределению столбцов M(G1)=(1,3,6,10),
M(G2)=(4,7,8,11), M(G3)=(2,5,9,12). Оценка разреза
ния при данном распределении составила 58/24.
Аналогичная методика формирования улучшенно
го исходного разрезания может быть применена и в
отношении строк с последующим решением зада
чи TN. Достигнутое улучшение оценки на 2 едини
цы вовсе не означает, что с улучшенным исходным
разрезанием всегда будет получено разрезание
с более высокой оценкой.
Следует отметить, что после получения решения
на основе произвольно сформированного исходно
го разрезания попытки поиска разрезания с более
высокой оценкой являются вполне оправданными,
т. к. не требуют больших вычислительных затрат.
К таким попыткам, напряду с изложенной выше
методикой улучшения исходного разрезания как
относительно строк так и столбцов, относятся из
менения последовательности решения задач TN
и TM, а также изменения последовательности рас
положения блоков, имеющих разные размерности.
Заключение
1. Расширены возможности матричного алгорит
ма разрезания графов в направлении разработ
ки более эффективного алгоритма решения
этой задачи для двудольных графов. Учёт спе
цифики двудольных графов сделал возможным
применение в алгоритме улучшения разрезания
графов этого типа методы линейного математи
ческого программирования.
2. Введение оценки связности вершин в одном
из подмножеств двудольного графа через общие
вершины другого подмножества позволило
формировать исходное разрезание с более вы
сокой оценкой. Для решения задачи поиска ва
рианта распределения строк или столбцов
по блокам исходного разрезания применен ма
тричный алгоритм разрезания графов.
Работа выполнена в рамках государственного задания
«Наука».
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Введение
В статьях [1–3] описаны примеры реализации
вычислительных устройств для решения диффе
ренциальных уравнений в частных производных
на основе одинаковых ячеек однородной вычисли
тельной структуры (ОВС), показаны возможности
реконфигурирования ОВС в соответствии с задан
ными граничными условиями без аппаратных до
бавлений в схему ячейки, приведены дополнения,
необходимые для решения задач с переменными
коэффициентами. Основу такой ячейки составля
ют сумматоры и масштабные умножители, а ин
формация о коэффициентах дифференциальных
уравнений хранится в нескольких регистрах каж
дой ячейки. Разработан ряд схем реализации таких
ячеек, на которые получены патенты [4–6].
Главным преимуществом однородной вычисли
тельной структуры является синхронное аппарат
ное распараллеливание решения дифференциаль
ного уравнения, которое позволяет добиться наи
большей производительности на данном классе за
дач при прочих равных условиях по сравнению
с другими типами вычислительных устройств. Вто
рым немаловажным преимуществом ОВС являют
ся относительно низкие аппаратные затраты в пе
ресчете на одну операцию по сравнению с универ
сальным многоядерным микропроцессором, в ко
тором большая часть транзисторов просто про
стаивает при решении данного класса задач.
В этих статьях также сделано предположение,
что реализация ОВС возможна на современных
микросхемах типа БМК (известных за рубежом под
аббревиатурой ASIC) или ПЛИС (известных за ру
бежом под аббревиатурой FPGA).
Наиболее известные реализованные проекты
в этой области – это платформа RC100 фирмы SGI
и суперкомпьютер фирмы Cray. Платформа
RC100 содержит 35 модулей, каждый из которых
имеет по две ПЛИС Altera Stratix III и 10 блоков ло
кальной памяти. По данным фирмы SGI платфор
ма решает задачи биоинформатики в 900 раз бы
стрее, чем кластер из 68 узлов на базе универсаль
ных микропроцессоров AMD Opteron [7].
Суперкомпьютер Cray XT5h объединяет в еди
ную систему скалярные процессоры (на основе
AMD Opteron) и векторные процессоры на основе
ПЛИС. Он компонуется из серверов двух типов:
Cray X2 и Cray XR1. Последний состоит из двух уз
лов, в каждый из которых входит микропроцессор
AMD Opteron, связанный с помощью высокоско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