Hypertree decompositions, as well as the more powerful generalized hypertree decompositions (GHDs), and the yet more general fractional hypertree decompositions (FHD) are hypergraph decomposition methods successfully used for answering conjunctive queries and for solving constraint satisfaction problems. Every hypergraph H has a width relative to each of these methods: its hypertree width hw(H ), its generalized hypertree width ghw(H ), and its fractional hypertree width fhw(H ), respectively. It is known that hw(H ) ≤ k can be checked in polynomial time for fixed k, while checking ghw(H ) ≤ k is NP-complete for k ≥ 3. The complexity of checking fhw(H ) ≤ k for a fixed k has been open for over a decade.
INTRODUCTION AND BACKGROUND
Research Challenges Tackled. In this work we tackle computational problems on hypergraph decompositions, which play a prominent role for answering Conjunctive Queries (CQs) and solving Constraint Satisfaction Problems (CSPs), which we discuss below.
Many NP-hard graph-based problems become tractable for instances whose corresponding graphs have bounded treewidth. There are, however, many problems for which the structure of an instance is better described by a hypergraph than by a graph, for example, the above mentioned CQs and CSPs. Given that treewidth does not generalize hypergraph acyclicity 1 , proper hypergraph Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than the author(s) must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. decomposition methods have been developed, in particular, hypertree decompositions (HDs) [26] , the more general generalized hypertree decompositions (GHDs) [26] , and the yet more general fractional hypertree decompositions (FHDs) [30] , and corresponding notions of width of a hypergraph H have been defined: the hypertree width hw(H ), the generalized hypertree width ghw(H ), and the fractional hypertree width fhw(H ), where for every hypergraph H , fhw(H ) ≤ ghw(H ) ≤ hw(H ) holds. Definitions are given in Section 2. A number of highly relevant hypergraph-based problems such as CQ-evaluation and CSP-solving become tractable for classes of instances of bounded hw, ghw, or, fhw. For each of the mentioned types of decompositions it would thus be useful to be able to recognize for each constant k whether a given hypergraph H has corresponding width at most k, and if so, to compute such a decomposition. More formally, for decomposition ∈ {HD, GHD, FHD} and k > 0, we consider the following family of problems:
Check(decomposition, k) input hypergraph H = (V , E); output decomposition of H of width ≤ k if it exists and answer 'no' otherwise. As shown in [26] , Check(HD, k) is in Ptime. However, little is known about Check(FHD, k). In fact, this has been an open problem since the 2006 paper [29] , where Grohe and Marx state: "It remains an important open question whether there is a polynomial-time algorithm that determines (or approximates) the fractional hypertree width and constructs a corresponding decomposition." The 2014 journal version still mentions this as open and it is conjectured that the problem might be NP-hard. The open problem is restated in [46] , where further evidence for the hardness of the problem is given by showing that "it is not expressible in monadic second-order logic whether a hypergraph has bounded (fractional, generalized) hypertree width". We will tackle this open problem here:
Research Challenge 1: Is Check(FHD, k) tractable? Let us now turn to generalized hypertree decompositions. In [26] the complexity of Check(GHD, k) was stated as an open problem. In [27] , it was shown that Check(GHD, k) is NP-complete for k ≥ 3. For k = 1 the problem is trivially tractable because ghw(H ) = 1 just means H is acyclic. However the case k = 2 has been left open. This case is quite interesting, because it was observed that the majority of practical queries from various benchmarks that are not acyclic have ghw = 2 [10, 22] , and that a decomposition in such cases can be very helpful. Our second research goal is to finally settle the complexity of Check(GHD, k) completely.
Research Challenge 2: Is Check(GHD, 2) tractable? For those problems which are known to be intractable, for example, Check(GHD, k) for k ≥ 3, and for those others that will turn out to be intractable, we would like to find large islands of tractability that correspond to meaningful restrictions of the input hypergraph instances. Ideally, such restrictions should fulfill two main criteria: (i) they need to be realistic in the sense that they apply to a large number of CQs and/or CSPs in real-life applications, and (ii) they need to be non-trivial in the sense that the restriction itself does not already imply bounded hw, ghw, or fhw. Trivial restrictions would be, for example, acyclicity or bounded treewidth. Hence, our third research problem is as follows:
Research Challenge 3: Find realistic, non-trivial restrictions on hypergraphs which entail the tractability of the Check(decomp, k) problem for decomp ∈ {GHD, FHD}.
Where we do not achieve Ptime algorithms for the precise computation of a decomposition of optimal width, we would like to find tractable methods for achieving good approximations. Note that for GHDs, the problem of approximations is solved, since ghw(H ) ≤ 3 · hw(H ) + 1 holds for every hypergraph H [4] . In contrast, for FHDs, the best known polynomial-time approximation is cubic. More precisely, in [38] , a polynomial-time algorithm is presented which, given a hypergraph H with fhw(H ) = k, computes an FHD of width O(k 3 ). We would like to find meaningful restrictions that guarantee significantly tighter approximations in polynomial time. This leads to the fourth research problem:
Research Challenge 4: Find realistic, non-trivial restrictions on hypergraphs which allow us to compute in Ptime good approximations of fhw(k).
Background and Applications. Hypergraph decompositions have meanwhile found their way into commercial database systems such as LogicBlox [6, 9, 35, 36, 42] and advanced research prototypes such as EmptyHeaded [1, 2, 45] . Moreover, since CQs and CSPs of bounded hypertree width fall into the highly parallelizable complexity class LogCFL, hypergraph decompositions have also been discovered as a useful tool for parallel query processing with MapReduce [5] . Hypergraph decompositions, in particular, HDs and GHDs have been used in many other contexts, e.g., in combinatorial auctions [25] and automated selection of Web services based on recommendations from social networks [34] . There exist exact algorithms for computing the generalized or fractional hypertree width [41] ; clearly, they require exponential time even if the optimal width is bounded by some fixed k.
CQs are the most basic and arguably the most important class of queries in the database world. Likewise, CSPs constitute one of the most fundamental classes of problems in Artificial Intelligence. Formally, CQs and CSPs are the same problem and correspond to first-order formulae using {∃, ∧} but disallowing {∀, ∨, ¬} as connectives, that need to be evaluated over a set of finite relations: the database relations for CQs, and the constraint relations for CSPs. In practice, CQs have often fewer conjuncts (query atoms) and larger relations, while CSPs have more conjuncts but smaller relations. Unfortunately, these problems are well-known to be NP-complete [12] . Consequently, there has been an intensive search for tractable fragments of CQs and/or CSPs over the past decades. For our work, the approaches based on decomposing the structure of a given CQ or CSP are most relevant, see e.g. [8, 13-17, 24, 26, 28, 30-33, 37, 39, 40] . The underlying structure of both is nicely captured by hypergraphs. The hypergraph H = (V (H ), E(H )) underlying a CQ (or a CSP) Q has as vertex set V (H ) the set of variables occurring in Q; moreover, for every atom in Q, E(H ) contains a hyperedge consisting of all variables occurring in this atom. From now on, we shall mainly talk about hypergraphs with the understanding that all our results are equally applicable to CQs and CSPs.
Main Results. First of all, we have investigated the above mentioned open problem concerning the recognizability of fhw ≤ k for fixed k. Our initial hope was to find a simple adaptation of the NP-hardness proof in [27] for recognizing ghw(H ) ≤ k, for k ≥ 3. Unfortunately, this proof dramatically fails for the fractional case. In fact, the hypergraph-gadgets in that proof are such that both "yes" and "no" instances may yield the same fhw. However, via crucial modifications, including the introduction of novel gadgets, we succeed to construct a reduction from 3SAT that allows us to control the fhw of the resulting hypergraphs such that those hypergraphs arising from "yes" 3SAT instances have fhw(H ) = 2 and those arising from "no" instances have fhw(H ) > 2. Surprisingly, thanks to our new gadgets, the resulting proof is actually significantly simpler than the NP-hardness proof for recognizing ghw(H ) ≤ k in [27] . We thus obtain the following result solving a long standing open problem:
Main Result 1: Deciding fhw(H ) ≤ 2 for hypergraphs H is NP-complete, and Check(FHD, k) is intractable even for k = 2. This result can be extended to the NP-hardness of recognizing fhw(H ) ≤ k for arbitrarily large k ≥ 2. Moreover, the same construction can be used to prove that recognizing ghw ≤ 2 is also NP-hard, thus killing two birds with one stone.
Main Result 2:
Deciding ghw(H ) ≤ 2 for hypergraphs H is NP-complete, and Check(GHD, 2) is intractable even for k = 2. The Main Results 1 and 2 are presented in Section 3. These results close some smoldering open problems with bad news. We thus further concentrate on Research Challenges 3 and 4 in order to obtain some positive results for restricted hypergraph classes.
We first study GHDs, where we succeed to identify very general, realistic, and non-trivial restrictions that make the Check(GHD, k) problem tractable. These results are based on new insights about the differences of GHDs and HDs and the introduction of a novel technique for expanding a hypergraph H to an edge-augmented hypergraph H ′ s.t. the width k GHDs of H correspond to the width k HDs of H ′ . The crux here is to find restrictions under which only a polynomial number of edges needs to be added to H to obtain H ′ . The HDs of H ′ can then be computed in polynomial time.
In particular, we concentrate on the bounded edge intersection property (BIP), which, for a class C of hypergraphs requires that for some constant i, for each pair of distinct edges e 1 and e 2 of each hypergraph H ∈ C , |e 1 ∩e 2 | ≤ i, and its generalization, the bounded multi-intersection property (BMIP), which, informally, requires that for some constant c any intersection of c distinct hyperedges of H has at most i elements for some constant i. In [22] we report tests on a large number of known CQ and CSP benchmarks and it turns out that a very large number of instances coming from real-life applications enjoy the BIP and a yet more overwhelming number enjoys the BMIP for very low constants c and i. We obtain the following good news, which are presented in Section 4.
Main Result 3:
For classes of hypergraphs fulfilling the BIP or BMIP, for every constant k, the problem Check(GHD, k) is tractable. Tractability holds even for classes C of hypergraphs where for some constant c all intersections of c distinct edges of every H ∈ C of size n have O(log n) elements. Our complexity analysis reveals that the problem Check(GHD, k) is fixed-parameter tractable w.r.t. parameter i of the BIP.
The tractability proofs for BIP and BMIP do not directly carry over to the fractional case. However, by adding a further restriction to the BIP, we also manage to identify an interesting tractable fragment for recognizing fhw(H ) ≤ k. To this end, we consider the degree d of a hypergraph H = (V (H ), E(H )), which is defined as the maximum number of hyperedges in which a vertex occurs, i.e., d = max v ∈V (H ) |{e ∈ E(H ) | v ∈ E(H )}|. We say that a class C of hypergraphs has bounded degree, if there exists d ≥ 1, such that every hypergraph H ∈ C has degree ≤ d. We obtain the following result, which is presented in Section 5.
Main Result 4:
For classes of hypergraphs fulfilling the BIP and having bounded degree, for every constant k, the problem Check(FHD, k) is tractable.
To get yet bigger tractable classes, we also consider approximations of an optimal FHD. Towards this goal, we establish an interesting connection between the BIP and BMIP on the one hand and the Vapnik-Chervonenkis dimension (VC-dimension) of a hypergraph on the other hand. Our research, presented in Section 6 is summarized as follows.
Main Result 5:
For rather general, realistic, and non-trivial hypergraph restrictions, there exist Ptime algorithms that, for hypergraphs H with fhw(H ) = k, where k is a constant, produce FHDs whose widths are significantly smaller than the best previously known approximation. In particular, the BIP, the BMIP, or bounded VC-dimension allow us to compute an FHD whose width is O(k log k).
An online version of this paper [21] contains full proofs and a short summary of [22] .
PRELIMINARIES 2.1 Hypergraphs
A hypergraph is a pair H = (V (H ), E(H )), consisting of a set V (H ) of vertices and a set E(H ) of hyperedges (or, simply edges), which are non-empty subsets of V (H ). We assume that hypergraphs do not have isolated vertices, i.e. for each v ∈ V (H ), there is at least one edge e ∈ E(H ), s.t. v ∈ e. For a set C ⊆ V (H ), we define
For a hypergraph H and a set V ⊆ V (H ), we say that a pair of
. We denote by V (π ) the set of vertices occurring in the sequence v 0 , . . . , v h . Likewise, we denote by edges(π ) the set of edges occurring in the sequence e 0 , . . . ,
(Fractional) Edge Covers
Let H = (V (H ), E(H )) be a hypergraph and consider functions λ : E(H ) → {0, 1} and γ : E(H ) → [0, 1]. Then, we denote by B(θ ) the set of all vertices covered by θ :
where θ ∈ {λ, γ }. The weight of function θ is defined as
Following [26] , we will sometimes consider λ as a set with λ ⊆ E(H ) (i.e., the set of edges e with λ(e) = 1) and the weight as the cardinality of such a set. However, for the sake of a uniform treatment with function γ , we shall prefer to treat λ as a function. Definition 2.1. An edge cover (EC) of a hypergraph H is a func-
The edge cover number ρ(H )is the minimum weight of all edge covers of H .
Note that the edge cover number can be calculated by the following integer linear program (ILP).
minimize:
e ∈E(H ) λ(e) subject to:
for all e ∈ E(H )
By substitung all λ(e) by γ (e) and by relaxing the last condition of the ILP above, we arrive at the linear program (LP) for computing the fractional edge cover number. Actually, we substitute the last condition by γ (e) ≥ 0. Note that even though our weight function is defined to take values between 0 and 1, we do not need to add γ (e) ≤ 1 as a constraint, because implicitly by the minimization itself the weight on an edge for an edge cover is never greater than 1. Also note that now the program above is an LP, which can be solved in Ptime, whereas finding an edge cover of weight ≤ k is NP-complete if k is not fixed.
The fractional edge cover number ρ * (H ) of H is the minimum weight of all fractional edge covers of H . We write supp(γ ) to denote the support of γ , i.e., supp(γ ) := {e ∈ E(H ) | γ (e) > 0}.
Clearly, we have ρ * (H ) ≤ ρ(H ) for every hypergraph H , and ρ * (H ) can be much smaller than ρ(H ). However, below we give an example, which is important for our proof of Theorem 3.1 and where ρ * (H ) and ρ(H ) coincide. Lemma 2.1. Let K 2n be a clique of size 2n. Then the equalities ρ(K 2n ) = ρ * (K 2n ) = n hold.
Proof. Since we have to cover each vertex with weight ≥ 1, the total weight on the vertices of the graph is ≥ 2n. As the weight of each edge adds to the weight of at most 2 vertices, we need at least weight n on the edges to achieve ≥ 2n weight on the vertices. On the other hand, we can use n edges each with weight 1 to cover 2n vertices. Hence, in total, we get n ≤ ρ * (K 2n ) ≤ ρ(K 2n ) ≤ n. □
HDs, GHDs, and FHDs
We now define three types of hypergraph decompositions:
, such that T = ⟨N (T ), E(T )⟩ is a rooted tree and the following conditions hold:
(1) for each e ∈ E(H ), there is a node u ∈ N (T ) with e ⊆ B u ;
Let us clarify some notational conventions used throughout this paper. To avoid confusion, we will consequently refer to the elements in V (H ) as vertices (of the hypergraph) and to the elements in N (T ) as the nodes of T (of the decomposition). For a node u in T , we write T u to denote the subtree of T rooted at u. By slight abuse of notation, we will often write u ′ ∈ T u to denote that u ′ is a node in the subtree T u of T . Further, we define
is a GHD, which in addition also satisfies the following condition:
, where conditions (1) and (2) of Definition 2.3 plus condition (3') hold:
The width of a GHD, HD, or FHD is the maximum weight of the functions λ u or γ u , resp., over all nodes u in T . Moreover, the generalized hypertree width, hypertree width, and fractional hypertree width of H (denoted ghw(H ), hw(H ), fhw(H )) is the minimum width over all GHDs, HDs, and FHDs of H , resp. Condition (2) is called the "connectedness condition", and condition (4) is referred to as "special condition" [26] . The set B u is often referred to as the "bag" at node u. Note that, strictly speaking, only HDs require that the underlying tree T be rooted. For the sake of a uniform treatment we assume that also the tree underlying a GHD or an FHD is rooted (with the understanding that the root is arbitrarily chosen).
We now recall two fundamental properties of the various notions of decompositions and width. Lemma 2.2. Let H be a hypergraph and let H ′ be a vertex induced
Lemma 2.3. Let H be a hypergraph. If H has a subhypergraph H ′ such that H ′ is a clique, then every HD, GHD, or FHD of H has a node u such that V (H ′ ) ⊆ B u .
Strictly speaking, Lemma 2.3 is a well-known property of tree decompositions -independently of the λ-or γ -label.
Last, we define the notion of full nodes. Intuitively, a node u is called full in a decomposition if it is not possible to add to the bag B u a new vertex v without increasing the width of the decomposition.
NP-HARDNESS
The main result in this section is the NP-hardness of Check(decomp, k) with decomp ∈ {GHD, FHD} and k = 2. At the core of the NP-hardness proof is the construction of a hypergraph H with certain properties. The gadget in Figure 1 will play an integral part of this construction.
where no element from the set R = {a 2 
• u B is on the path from u A to u C . Proof Idea. The hypergraph H 0 is depicted in Figure 1 . Note that H 0 contains 3 cliques of size 4, namely
The lemma makes heavy use of the connectedness condition and of the fact that a clique of size 4 can only be covered by a fractional edge cover of weight ≥ 2. □ Theorem 3.1. The Check(decomp, k) problem is NP-complete for decomp ∈ {GHD, FHD} and k = 2.
Proof Sketch. The problem is clearly in NP: guess a tree decomposition and check in polynomial time for each node u whether ρ(B u ) ≤ 2 or ρ * (B u ) ≤ 2, respectively, holds. The NP-hardness is proved by a reduction from 3SAT. Before presenting this reduction, we first introduce some useful notation.
Notation. For i, j ≥ 1, we denote {1, . . . , i} × {1, . . . , j} by [i; j]. For each p ∈ [i; j], we denote by p ⊕ 1 (p ⊖ 1) the successor (predecessor) of p in the usual lexicographic order on pairs, that is, the order (1, 1), . . . , (1, j), (2, 1), . . . , (i, 1), . . . , (i, j). We refer to the first element (1, 1) as min and to the last element (i, j) as max. We denote by [i; j] − the set [i; j] \ {max}, i.e. [i; j] without the last element.
be an arbitrary instance of 3SAT with m clauses and variables x 1 , . . . , x n . From this we will construct a hypergraph H = (V (H ), E(H )), which consists of two copies H 0 , H ′ 0 of the (sub-)hypergraph H 0 of Lemma 3.1 plus additional edges connecting H 0 and H ′ 0 . We use the sets Y = {y 1 , . . . , y n } and Y ′ = {y ′ 1 , . . . , y ′ n } to encode the truth values of the variables of φ.
; m]}, and we define the following subsets of A and A ′ , respectively:
max } In addition, we will use another set S of elements, that controls and restricts the ways in which edges are combined in a possible FHD. Such an FHD will have, implied by Lemma 3.1, two nodes u B and u ′ B such that S ⊆ B u B and S ⊆ B u ′
B
. From this, we will reason on the path connecting u B and u ′ B . The concrete set S used in our construction of H is obtained as follows.
We define S as follows:
An element in this set will be denoted by (q | k, τ ), thereby we split the 3 items into 2 groups. Recall that the values q ∈ Q are themselves pairs of integers (i, j). Intuitively, q indicates the position of a node on the "long" path π in the desired FHD or GHD. The integer k refers to a literal in the j-th clause while the values 0 and 1 of τ will be used to indicate "complementary" edges of hypergraph H in a sense to be made precise later (see Definition 3.1). We will write the wildcard * to indicate that a component in some element of S can take an arbitrary value. If both k and τ may take arbitrary values, then we will use the single symbol ⊛ as a shorthand for * , * . For example, (min | ⊛) denotes the set of tuples (q | k, τ ) where q = min = (1, 1) and the pair (k, τ ) can take an arbitrary value in {1, 2, 3} × {0, 1}. We will denote by S p the set (p | ⊛). For instance, (min | ⊛) will be denoted as S min . Further, for p ∈ [2n + 3; m], k ∈ {1, 2, 3}, and τ ∈ {0, 1}, we define singleton sets S
be an arbitrary instance of 3SAT with m clauses and variables x 1 , . . . , x n . From this we construct a hypergraph H = (V (H ), E(H )) i.e., an instance of Check(decomp, k) with decomp ∈ {GHD, FHD} and k = 2.
We start by defining the vertex set V (H ):
The edges of H are defined in 3 steps. First, we take two copies of the subhypergraph H 0 used in Lemma 3.1:
In the second step, we define the edges which (as we will see) enforce the existence of a "long" path π between the nodes covering H 0 and the nodes covering H ′ 0 in any GHD or FHD.
Finally, we need edges that connect H 0 and H ′ 0 with the above edges covered by the nodes of the "long" path π in a GHD or FHD:
This concludes the construction of the hypergraph H . In Appendix A, we provide Example A.1, which will help to illustrate the intuition underlying this construction.
To prove the correctness of our problem reduction, we have to show the two equivalences: first, that ghw(H ) ≤ 2 if and only if φ is satisfiable and second, that fhw(H ) ≤ 2 if and only if φ is satisfiable. We prove the two directions of these equivalences separately.
Proof of the "if"-direction. We will first assume that φ is satisfiable. It suffices to show that then H has a GHD of width ≤ 2, because fhw(H ) ≤ ghw(H ) holds. Let σ be a satisfying truth assignment. Let us fix for each j ≤ m, some k j ∈ {1, 2, 3} such that
The construction is illustrated in Figure 2 . The precise definition of B u and λ u is given in Table 1 . Clearly, the GHD has width ≤ 2. We now show that G is indeed a GHD of H :
(1) For each edge e ∈ E, there is a node u ∈ T , such that e ⊆ B u :
• e 0 max ⊆ B u min ⊖1 and e 1 max ⊆ B u max . All of the above inclusions can be verified in Table 1. (2) For each vertex v ∈ V , the set {u ∈ T | v ∈ B u } induces a connected subtree of T , which is easy to verify in Table 1 .
The only inclusion which cannot be easily verified in Table 1 is
Session: Graphs and Hypergraphs Techniques on Databases PODS'18, June 10-15, 2018, Houston, TX, USA this is the only place in the proof where we make use of the assumption that φ is satisfiable. First, notice that the set
Two crucial lemmas. Before we give a proof sketch of the "only if'-direction, we define the notion of complementary edges and state two important lemmas related to this notion. Definition 3.1. Let e and e ′ be two edges from the hypergraph H as defined before. We say e ′ is the complementary edge of e (or, simply, e, e ′ are complementary edges) whenever
• e ∩ S = S \ S ′ for some S ′ ⊆ S and • e ′ ∩ S = S ′ .
Observe that for every edge in our construction that covers S \S ′ for some S ′ ⊆ S there is a complementary edge that covers S ′ , for example e , and so on. In particular there is no edge that covers S completely. Moreover, consider arbitrary subsets S 1 , S 2 of S, s.t. (syntactically) S \ S i is part of the definition of e i for some e i ∈ E(H ) with i ∈ {1, 2}. Then S 1 and S 2 are disjoint.
We now give two lemmas needed for the "only if"-direction.
Lemma 3.2. Let F = ⟨T , (B u ) u ∈T , (γ u ) u ∈T ⟩ be an FHD of width ≤ 2 of the hypergraph H constructed above. For every node u with S ∪ {z 1 , z 2 } ⊆ B u and every pair e, e ′ of complementary edges, it holds that γ u (e) = γ u (e ′ ).
Proof Sketch. First, we try to cover z 1 and z 2 with weight 2. To do this, we split the set of edges into disjoint sets E 0 = {e ∈ E(H ) | z 1 ∈ e} to cover z 1 and E 1 = {e ∈ E(H ) | z 2 ∈ e} to cover z 2 (no edge contains both z 1 and z 2 ). Then Σ e ∈E 0γ u (e) = 1 and Σ e ∈E 1γ u (e) = 1 must hold. An inspection of E 0 and E 1 shows that, in order to also cover S while not exceeding the weight of 2, every pair e, e ′ of complementary edges must satisfy γ u (e) = γ u (e ′ ). □ Lemma 3.3. Let F = ⟨T , (B u ) u ∈T , (γ u ) u ∈T ⟩ be an FHD of width ≤ 2 of the hypergraph H constructed above and let p ∈ [2n + 3; m] − .
For every node u with S ∪ A ′ p ∪ A p ∪ {z 1 , z 2 } ⊆ B u , the condition γ u (e) = 0 holds for all edges e in E(H ) except for e k,0 p and e k,1 p with k ∈ {1, 2, 3}, i.e. the only way to cover S ∪ A ′ p ∪ A p ∪ {z 1 , z 2 } with weight ≤ 2 is by using only edges e k,0 p and e k,1 p with k ∈ {1, 2, 3}.
Proof Sketch. Now, in addition to the vertices to be covered in Lemma 
The following equality holds:
We are now interested in the sequence of nodesû i that cover the edges e 0 (0,0)
, e min , e min ⊕1 , . . . . Before we formulate Claim C, it is convenient to introduce the following notation. To be able to refer to the edges e 0 (0,0)
, e min , e min ⊕1 , . . . , e max ⊖1 , e 1 max in a uniform way, we use e min ⊖1 as synonym of e 0 (0,0) and e max as synonym of e 1 max . We thus get the natural order e min ⊖1 < e min < e min ⊕1 < · · · < e max ⊖1 < e max on these edges.
Claim C. The FHD F has a path containing nodesû 1 , . . . ,û N for some N , such that the edges e min ⊖1 , e min , e min ⊕1 , . . . , e max ⊖1 , e max are covered in this order. More formally, there is a mapping f : {min ⊖1, . . . , max} → {1, . . . , N }, s.t.
•û f (p) covers e p and
By a path containing nodesû 1 , . . . ,û N we mean thatû 1 andû N are nodes in F , such that the nodesû 2 , . . . ,û N −1 lie (in this order) on the path fromû 1 toû N . Of course, the path fromû 1 toû N may also contain further nodes, but we are not interested in whether they cover any of the edges e p . So far we have shown, that there are three disjoint paths from u A to u C , from u ′ A to u ′ C and fromû 1 toû N , resp. It is easy to see, that u A is closer to the pathû 1 , . . . ,û N than u B and u C , since otherwise u B and u C would have to cover a 1 as well, which is impossible since they are full. The same also holds for u ′ A . In the next claims we will argue that the path from u A to u ′ A goes through someû of the path fromû 1 toû N . For this we introduce the short-hand notation π (û 1 ,û N ) for the path fromû 1 toû N . Next, we state some important properties of π (û 1 ,û N ) and the path from u A to u ′ A . Claim D. In the FHD F of H of width ≤ 2 the path from u A to u ′ A has non-empty intersection with π (û 1 ,û N ) .
Claim E. In the FHD F of H of width ≤ 2 there are two distinguished nodesû andû ′ in the intersection of the path from u A to u ′ A with π (û 1 ,û N ), s.t.û is the node closer to u A than to u ′ A . Then,û is closer toû 1 than toû N . Claim F. In the FHD F of H of width ≤ 2 the path π (û 1 ,û N ) has at least 3 nodesû i , i.e., N ≥ 3.
Claim G. In the FHD F of H of width ≤ 2 all the nodesû 2 , . . . ,û N −1 are on the path from u A to u ′ A . By Claim C, the decomposition F contains a pathû 1 · · ·û N that covers the edges e min ⊖1 , e min , e min ⊕1 , . . . , e max ⊖1 , e max in this order. We next strengthen this property by showing that every nodeû i covers exactly one edge e p .
Claim H. Each of the nodesû 1 , . . . ,û N covers exactly one of the edges e min ⊖1 , e min , e min ⊕1 , . . . , e max ⊖1 , e max .
We can now associate with eachû i with 1 ≤ i ≤ N the corresponding edge e p and write u p to denote the node that covers the edge e p . By Claim G, we know that all of the nodes u min . . . , u max ⊖1 are on the path from u A to u ′ A . Hence, by the connectedness condition, all these nodes cover S ∪ {z 1 , z 2 }.
We are now ready to construct a satisfying truth assignment σ of φ. For each i ≤ 2n + 3, let X i be the set
, the sequence X 1 ∩ Y , . . . , X 2n+3 ∩ Y is non-increasing and the sequence X 1 ∩ Y ′ , . . . , X 2n+3 ∩ Y ′ is nondecreasing. Furthermore, as all edges e y i = {y i , y ′ i } must be covered by some node in F , we conclude that for each i and j, y j ∈ X i or y ′ j ∈ X i . Then, there is some s ≤ 2n + 2 such that X s = X s+1 . Furthermore, all nodes between u (s,1) and u (s+1,1) cover X s . We derive a truth assignment for x 1 , . . . , x n from X s as follows. For each l ≤ n, we set σ (x l ) = 1 if y l ∈ X s and otherwise σ (x l ) = 0. Note that in the latter case y ′ l ∈ X s . Claim I. The constructed truth assignment σ is a model of φ.
Claim I completes the proof of Theorem 3.1. □
We conclude this section by mentioning that the above reduction is easily extended to k + ℓ for arbitrary ℓ ≥ 1: for integer values ℓ, simply add a clique of 2ℓ fresh vertices v 1 , . . . , v 2ℓ to H and connect each v i with each "old" vertex in H . To achieve a rational bound k + ℓ/q with ℓ > q, we add ℓ fresh vertices and add hyperedges {v i , v i ⊕1 , . . . , v i ⊕(q−1) } with i ∈ {1, . . . , ℓ} to H , where a ⊕ b denotes a + b modulo ℓ. Again, we connect each v i with each "old" vertex in H . With this construction we can give NP-hardness proofs for any (fractional) k ≥ 3. For all fractional k < 3 (except for k = 2) different gadgets and ideas might be needed to prove NP-hardness of Check(FHD,k), which we leave for future work.
EFFICIENT COMPUTATION OF GHDS
As discussed in Section 1 we are interested in finding a realistic and non-trivial criterion on hypergraphs that makes the Check(GHD, k) problem tractable for fixed k. We thus propose here such a simple property, namely the bounded intersection of two or more edges.
Definition 4.1. The intersection width iwidth(H ) of a hypergraph H is the maximum cardinality of any intersection e 1 ∩ e 2 of two distinct edges e 1 and e 2 of H . We say that a hypergraph H has the i-bounded intersection property (i-BIP) if iwidth(H ) ≤ i holds. Let C be a class of hypergraphs. We say that C has the bounded intersection property (BIP) if there exists some integer constant i such that every hypergraph H in C has the i-BIP. Class C has the logarithmically-bounded intersection property (LogBIP) if for each Session: Graphs and Hypergraphs Techniques on Databases PODS'18, June 10-15, 2018, Houston, TX, USA of its elements H , iwidth(H ) is O(log n), where n denotes the size of the hypergraph H . The BIP criterion is indeed non-trivial, as several well-known classes of unbounded ghw enjoy the 1-BIP, such as cliques and grids. Moreover, our empirical study [22] (summarized in [21] ) suggests that the overwhelming number of CQs enjoys the 2-BIP (i.e., one hardly joins two relations over more than 2 attributes). To allow for a yet bigger class of hypergraphs, the BIP can be relaxed as follows. Definition 4.2. The c-multi-intersection width c-miwidth(H ) of a hypergraph H is the maximum cardinality of any intersection e 1 ∩ · · · ∩ e c of c distinct edges e 1 , . . . , e c of H . We say that a hypergraph H has the i-bounded c-multi-intersection property (ic-BMIP) if c-miwidth(H ) ≤ i holds.
Let C be a class of hypergraphs. We say that C has the bounded multi-intersection property (BMIP) if there exist constants c and i such that every hypergraph H in C has the ic-BMIP. Class C of hypergraphs has the logarithmically-bounded multi-intersection property (LogBMIP) if there is a constant c such that for the hypergraphs H ∈ C , c-miwidth(H ) is O(log n), where n denotes the size of the hypergraph H .
The LogBMIP is the most liberal restriction on classes of hypergraphs introduced in Definitions 4.1 and 4.2. The main result in this section will be that the Check(GHD, k) problem with fixed k is tractable for any class of hypergraphs satisfying this criterion.
Towards this result, first recall that the difference betwen HDs and GHDs lies in the "special condition" required by HDs. Assume a hypergraph H = (V (H ), E(H )) and an arbitrary GHD H = ⟨T , (B u ) u ∈T , (λ u ) u ∈T ⟩ of H . Then H is not necessarily an HD, since it may contain a special condition violation (SCV), i.e.: there can exist a node u, an edge e ∈ λ u and a vertex v ∈ V , s.t. v ∈ e (and, hence, v ∈ B(λ u )), v B u and v ∈ V (T u ). Clearly, if we could be sure that E(H ) also contains the edge e ′ = e ∩ B u , then we would simply replace e in λ u by e ′ and would thus get rid of this SCV. Now our goal is to define a polynomial-time computable function f which, to each hypergraph H and integer k, associates a set f (H , k) of additional hyperedges such that ghw(H ) = k iff hw(H ′ ) = k with H = (V (H ), E(H )) and H ′ = (V (H ), E(H ) ∪ f (H , k)). From this it follows immediately that ghw(H ) is computable in polynomial time. Moreover, a GHD of the same width can be easily obtained from any HD of H ′ . The function f is defined in such a way that f (H , k) only contains subsets of hyperedges of H , thus f is a subedge function as described in [27] . It is easy to see and well-known [27] that for each subedge function f , and each H and k, ghw(H ) ≤ hw(H ∪ f (H , k)) ≤ hw(H ). Moreover, for the "limit" subedge function f + where f + (H , k) consists of all possible non-empty subsets of edges of H , we have that [3, 27] . Of course, in general, f + contains an exponential number of edges. The important point is that our function f will achieve the same, while generating a polynomial and Ptime-computable set of edges only.
We start by introducing a usefuly property of GHDs, which we will call bag-maximality. Let H = ⟨T , (B u ) u ∈T , (λ u ) u ∈T ⟩ be a GHD of some hypergraph H = (V (H ), E(H )). For each node u in T , we have B u ⊆ B(λ u ) by definition of GHDs and, in general, B(λ u ) \ B u may be non-empty. We observe that it is sometimes possible to take some vertices from B(λ u ) \ B u and add them to B u without violating the connectedness condition. Of course, such an addition of vertices to B u does not violate any of the other conditions of GHDs. Morevoer, it does not increase the width. We call a GHD bagmaximal, if for every node u in T , adding a vertex v ∈ B(λ u ) \ B u to B u would violate the connectedness condition. It is easy to verify that if H has a GHD of width ≤ k, then it also has a bag-maximal GHD of width ≤ k. Indeed, just take an arbitrary GHD H of width ≤ k and, if H is not bag-maximal, add vertices from B(λ u ) to B u for every node u ∈ T where this is possible. So from now on, we will restrict ourselves w.l.o.g. to bag-maximal GHDs.
Before we prove a crucial lemma, we introduce some useful notation: in a GHD H = ⟨T , (B u ) u ∈T , (λ u ) u ∈T ⟩ of a hypergraph H = (V (H ), E(H )), let u ∈ T , e ∈ λ u , and e \ B u ∅. Let u * be the node closest to u with e ⊆ B u and let π = (u 0 , u 1 , . . . , u ℓ ) with u 0 = u and u ℓ = u * denote the path of nodes connecting u and u * . We shall refer to π as the critical path of (u, e).
, and e \ B u ∅. Let π = (u 0 , u 1 , . . . , u ℓ ) with u 0 = u be the critical path of (u, e). Then the following equality holds.
Proof. "⊆": Given that e ⊆ B u ℓ and by the connectedness condition, e ∩ B u must be a subset of B u i for every i ∈ {1, . . . , ℓ}. Therefore, e ∩ B u ⊆ e ∩ l i=1 B(λ u i ) holds. "⊇": Assume to the contrary that there exists some vertex v ∈ e with v B u but v ∈ ℓ i=1 B(λ u i ). By e ∈ B u ℓ , we have v ∈ B u ℓ . By the connectedness condition, along the path u 0 , . . . , u ℓ with u 0 = u, there exists α ∈ {0, . . . , ℓ − 1}, s.t. v B u α and v ∈ B u α +1 . However, by the assumption, v ∈ ℓ i=1 B(λ u i ) holds. In particular, v ∈ B(λ u α ). Hence, we could safely add v to B u α without violating the connectedness condition nor any other GHD condition. This contradicts the bag-maximality of H . □
We are now ready to prove the main result of this section.
Theorem 4.1. For every hypergraph class C that enjoys the LogB-MIP, and for every constant k ≥ 1, the Check(GHD, k) problem is tractable, i.e., given a hypergraph H , it is feasible in polynomial time to check ghw(H ) ≤ k and, if so, to compute a GHD of width k of H .
, and e \B u ∅. Let π = (u 0 , u 1 , . . . , u ℓ ) with u 0 = u be the critical path of (u, e). By Lemma 4.1, the equality e ∩ B u = e ∩ ℓ i=1 B(λ u i ) holds. For i ∈ {1, . . . , ℓ}, let λ u i = {e i1 , . . . , e i j i } with j i ≤ k. Then e ∩ ℓ i=1 B(λ u i ) and, therefore, also e ∩ B u , is of the form e ∩ (e 11 ∪ · · · ∪ e 1j 1 ) ∩ · · · ∩ (e ℓ1 ∪ · · · ∪ e ℓj ℓ ).
We aim at a stepwise transformation of this intersection of unions into a union of intersections via distributivity of ∪ and ∩. For i ∈ {0, . . . , ℓ}, let I i = e ∩ i α =1 B(λ u α ) = e ∩ i α =1 (e α 1 ∪· · ·∪e α j α ). In order to compute the sets I 0 , . . . , I ℓ as unions of intersections, the Algorithm Union-of-Intersections-Tree in Figure 3 constructs the " -tree". In a loop over all i ∈ {1, . . . , ℓ}, we thus compute trees T i such that each node p in T i is labelled by a set label(p) of edges. By int(p) we denote the intersection of the edges in label(p). The parent-child relationship between a node p and its child nodes p 1 , . . . , p γ corresponds to a splitting step, where the intersection int(p) is replaced by the union (int(p) ∩ e α 1 ) ∪ · · · ∪ (int(p) ∩ e α j α ). It can be verified that, in the tree T i , the union of int(p) over all leaf nodes of T i yields precisely the union-of-intersections representation of I i .
We observe that, in the tree T ℓ , each node has at most k child nodes. Nevertheless, T ℓ can become exponentially big since we have no appropriate bound on the length ℓ of the critical path. Recall that we are assuming the LogBMIP, i.e., there exists a constant c > 1, s.t. any intersection of ≥ c edges of H has at most a log n elements, where a is a constant and n denotes the size of H . Now let T * be the reduced -tree, which is obtained from T ℓ by cutting off all nodes of depth greater than c − 1. Clearly, T * has at most k c−1 leaf nodes and the total number of nodes in T * is bounded by (c − 1)k c−1 .
The set f (H , k) of subedges that we add to H will consist in all possible sets I ℓ that we can obtain from all possible critical paths π = (u 0 , u 1 , . . . , u ℓ ) in all possible bag-maximal GHDs H of width ≤ k of H . We only discuss the polynomial bound on the number of possible sets I ℓ . The polynomial-time computability of this set of sets is then easy to see. The set of all possible sets I ℓ is obtained by first considering all possible reduced -trees T * and then considering all sets I ℓ that correspond to some extension T ℓ of T * .
The number of possible reduced -trees T * for given H and k is bounded by m * m (c−1)k c −1 , where m denotes the number of edges in E(H ). It remains to determine the number of possible sets I ℓ that one can get from possible extensions T ℓ of T * . Clearly, if a leaf node in T * is at depth < c − 1, then no descendants at all of this node have been cut off. In contrast, a leaf node p in T * at depth c − 1 may be the root of a whole subtree in T ℓ . Let U (p) denote the union of the intersections represented by all leaf nodes below p. By construction of T ℓ , U (p) ⊆ int(p) holds. Moreover, by the LogBMIP, |int(p)| ≤ a log n for some constant a. Hence, U (p) takes one out of at most 2 a log n = n a possible values. In total, the number of possible sets I ℓ (and, hence, | f (H , k)|) is bounded by m * m (c−1)k c −1 * n a(c−1)k c −1 for some constant a. □
We have defined in Section 1 the degree d of a hypergraph H . A class C of hypergraphs has bounded degree if there exists some integer constant d s.t. every hypergraph H in C has degree ≤ d.
The class of hypergraphs of bounded degree is an interesting special case of the class of hypergraphs enjoying the BMIP. Indeed, suppose that each vertex in a hypergraph H occurs in at most d edges for some constant d. Then the intersection of d +1 hyperedges is always empty. The following corollary is thus immediate. The upper bound | f (H , k)| in the proof sketch of Theorem 4.1, improves to m k +1 · 2 k ·i for the important special case of the BIP. We thus get the following parameterized complexity result. Theorem 4.2. For each constant k, the Check(GHD, k) problem is fixed-parameter tractable w.r.t. the parameter i for hypergraphs enjoying the BIP, i.e., in this case, Check(GHD, k) can be solved in time O(h(i)·poly(n)), where h(i) is a function depending on the intersection ALGORITHM Union-of-Intersections-Tree
Input:
GHD H of H , edge e, critical path π Output:
Create new nodes {p 1 , . . . , p j i }; width i only and poly(n) is a function that depends polynomially on the size n of a given hypergraph H .
EFFICIENT COMPUTATION OF FHDS
In Section 4, we have shown that under certain conditions (with the BIP as most specific and the LogBMIP as most general condition) the problem of computing a GHD of width k can be reduced to the problem of computing an HD of width k. The key to this problem reduction was to repair the special condition violations in the given GHD. When trying to carry over these ideas from GHDs to FHDs, we encounter two major challenges: Can we repair special condition violations in an FHD by ideas similar to GHDs? Does the special condition in case of FHDs allow us to carry the hypertree decomposition algorithm from [26] over to FHDs? As for the first challenge, it turns out that FHDs behave substantially differently from GHDs. Suppose that there is a special condition violation (SCV) in some node u of an FHD. Then there must be some hyperedge e ∈ E(H ), such that γ u (e) > 0 and B(γ u ) contains some vertex v with v ∈ e \ B u . Moreover, e is covered by some descendant node u 0 of u. For GHDs, we exploit the BIP essentially by distinguishing two cases: either λ u ′ (e) = 1 for every node u ′ on the path π from u to u 0 or there exists a node u ′ on path π with λ u ′ (e) = 0. In the former case, we simply add all vertices v ∈ e \ B u to B u (in the proof of Theorem 4.1 this is taken care of by assuming bag-maximality). In the latter case, we can apply the BIP to the edges e j with λ u ′ (e j ) = 1 since we now know that they are all distinct from e. In case of FHDs, this argument does not work anymore, since it may well happen that γ u ′ (e) > 0 holds for every node u ′ on the path π but, nevertheless, we are not allowed to add all vertices of e to every bag B u ′ . The simple reason for this is that γ u ′ (e) > 0 does not imply e ⊆ B(γ u ′ ) in the fractional case.
As for the second challenge, it turns out that even if we restrict to FHDs satisfying the special condition, there remains another obstacle compared to the HD algorithm from [26] : a crucial step of the top-down construction of an HD is to "guess" the k edges with λ u (e) = 1 for the next node u in the HD. However, for a fractional cover γ u , we do not have such a bound on the number of edges with non-zero weight. In fact, it is easy to exhibit a family (H n ) n ∈N of hypergraphs where it is advantageous to have unbounded supp(H n ) even if (H n ) n ∈N enjoys the BIP, as the example illustrates:
Example 5.1. Consider the family (H n ) n ∈N of hypergraphs with H n = (V n , E n ) defined as follows:
. . , v n }} Clearly iwidth(H n ) = 1, but an optimal fractional edge cover of H n is obtained by the following mapping γ with supp(γ ) = E n :
γ ({v 0 , v i }) = 1/n for each i ∈ {1, . . . , n} and γ ({v 1 , . . . , v n }) = 1 − (1/n) where weight(γ ) = 2 − (1/n), which is optimal in this case. ⋄ Nevertheless, in this section, we use the ingredients from our tractability results for the Check(GHD, k) problem to prove a similar (slightly weaker though) tractability result for the Check (FHD, k) problem. More specifically, we shall show below that the Check(FHD, k) problem becomes tractable for fixed k, if we impose the two restrictions BIP and bounded degree on the hypergraphs under investigation. Thus, the main result of this section is: Theorem 5.1. For every hypergraph class C that enjoys the BIP and has bounded degree, and for every constant k ≥ 1, the Check(FHD, k) problem is tractable, i.e., given a hypergraph H ∈ C , it is feasible in polynomial time to check fhw(H ) ≤ k and, if this holds, to compute an FHD of width k of H .
We now develop the necessary machinery to finally give a proof sketch of Theorem 5.1. The crucial concept, which we introduce next, will be that of a c-bounded fractional part. Intuitively, FHDs with c-bounded fractional part are FHDs, where the fractional edge cover γ u in every node u is "close to an edge cover" -with the possible exception of up to c vertices in the bag B u . For the special case c = 0, an FHD with c-bounded fractional part is simply a GHD.
It is convenient to first introduce the following notation: let γ : E(H ) → [0, 1] and let S ⊆ supp(γ ). We write γ | S for the restriction of γ to S, i.e., γ | S (e) = γ (e) if e ∈ S and γ | S (e) = 0 otherwise.
some hypergraph H and let c ≥ 0. We say that F has c-bounded fractional part if in every node u ∈ T , the following property holds:
We next generalize the special condition (i.e., (4) of Defintion 2.4) to FHDs. Hence, we define the weak special condition. It requires that the special condition must be satisfied by the integral part of each fractional edge cover. For the special case c = 0, an FHD with c-bounded fractional part satisfying the weak special condition is thus simply a GHD satisfying the special condition, i.e., a HD.
some hypergraph H . We say that F satisfies the weak special condition if in every node u ∈ T , the following property holds: for
We now present the two key lemmas for classes C of hypergraphs with the BIP and bounded degree, namely: (1) if a hypergraph H ∈ C has an FHD of width ≤ k, then it also has an FHD of width ≤ k with c-bounded fractional part (where c only depends on k, d, and the bound i on the intersection width, but not on the size of H ) and (2) we can extend H to a hypergraph H ′ by adding polynomially many edges, such that H ′ has an FHD of width ≤ k with c-bounded fractional part satisfying the weak special condition.
Lemma 5.1. Let C be a hypergraph class that enjoys the BIP and has bounded degree and let k ≥ 1. For every hypergraph H ∈ C , the following property holds:
If H has an FHD of width ≤ k, then H also has an FHD of width ≤ k with c-bounded fractional part, where c only depends on width k, degree d, and intersection width i (but not on the size of H ).
Proof Sketch. Consider an arbitrary node u in an FHD F = ⟨T , (B u ) u ∈T , (γ u ) u ∈T ⟩ of H and let γ u be an optimal fractional cover of B u . Let B 2 ⊆ B u be the fractional part of B u , i.e., for S = {e ∈ E(H ) | γ u (e) = 1}, we have
By the bound d on the degree and bound k on the weight of γ u , there exists a subset R ⊆ supp(γ u ) with |R| ≤ k · d, s.t. B 2 ⊆ V (R), i.e., every vertex x ∈ B 2 is contained in at least one edge e ∈ R.
One can then show that only "constantly" many edges (where this constant m depends on k, d, and i) are needed so that every vertex x ∈ B 2 is contained in at least two edges in supp(γ u ). Let this set of edges be denoted by R * with |R * | ≤ m. Then every vertex x ∈ B 2 is contained in some e j plus one more edge in R * \ {e j }. Hence, by the BIP, we have |e j | ≤ m · i and, therefore, by 
Proof Sketch. Let i denote the bound on the intersection width of the hypergraphs in C . Analogously to the proof of Theorem 4.1, it suffices to add those edges to E(H ) which are obtained as a subset of the intersection of an edge e ∈ E(H ) with some bag B u in the FHD. The bag B u in turn is contained in the union of at most k edges different from e (namely the edges e j with γ u (e j ) = 1) plus at most c additional vertices. The intersection of an edge e with up to k further edges has at most k · i elements. In total, we thus just need to add all subedges e ′ of e with |e ′ | ≤ k · i + c for every e ∈ E(H ). Clearly, this set of subedges is polynomially bounded (since we are considering k, i, and c as constants) and can be computed in polynomial time.
□
We are now ready to give a proof sketch of Theorem 5.1.
Proof Sketch of Theorem 5.1. The tractability of Check(FHD, k) is shown by adapting the alternating logspace algorithm from [26] . The key steps in that algorithm are (A) to guess a set S of ℓ edges with ℓ ≤ k (i.e., the edge cover λ s of a node s in the
hypergraph H , integer c ≥ 0. Output: "Accept", if H has an FHD of width ≤ k with c-bounded fractional part and weak special condition; "Reject", otherwise.
Procedure k -fdecomp (C r , W r : Vertex-Set, R: Edge-Set) begin // Step (A) -Guess & Check 1) Guess:
If one of these checks fails Then Halt and Reject; Else We now show how this algorithm can be adapted to compute an FHD of width k. The adapted algorithm is given in Figure 4 .
In step (A) -Guess & Check -we now have to guess a set S of ℓ edges plus a set W s of up to c vertices from outside V (S). Morever, it is important to verify in Ptime (by linear programming) that W s indeed has a fractional cover of width k − ℓ.
For step (B) -Decompose -the crucial property used in the algorithm of [26] is that, if we construct an HD (i.e., a GHD satisfying the special condition), then the [26] , the components to be considered in the recursion of this algorithm are fully determined by S and W s , where both |S | and |W s | are bounded by a constant. □
We conclude this section by exhibiting a simple further class of hypergraphs with tractable Check(FHD, k) problem, namely the class C of hypergraphs with bounded rank, i.e., there exists a constant r , such that for every H ∈ C and every e ∈ E(H ), we have |E| ≤ r . Note that in this case, a fractional edge cover of weight k can cover at most c = k · r vertices. Hence, every FHD of such a hypergraph trivially has c-bounded fractional part. Moreover, in step (1) of the algorithm sketched in the proof of Theorem 5.1, we may simply skip the guess of set S (i.e, we do not need the weak special condition) and just guess a set W of vertices with |W | ≤ c. The following corollary is thus immediate.
Corollary 5.1. For every hypergraph class with bounded rank and every constant k ≥ 1, the Check(FHD, k) problem is tractable.
EFFICIENT APPROXIMATION OF FHW
In the previous section, we have seen that the computation of FHDs poses additional challenges compared with the computation of GHDs. Consequently, we needed a stronger restriction (combining BIP and bounded degree) on the hypergraphs under consideration to achieve tractability. We have to leave it as an open question for future research if the BIP alone or bounded degree alone suffice to ensure tractability of the Check(FHD, k) problem for fixed k ≥ 1.
In this section, we turn our attention to approximations of the fhw. We know from [38] that a tractable cubic approximation of the fhw always exists, i.e.: for k ≥ 1, there exists a polynomial-time algorithm that, given a hypergraph H with fhw(H ) ≤ k, finds an FHD of H of width O(k 3 ). In this section, we search for conditions which guarantee a better approximation of the fhw and which are again realistic. A natural first candidate for restricting hypergraphs are the BIP and, more generally, the BMIP from the previous section. Indeed, by combining some classical results on the Vapnik-Chervonenkis (VC) dimension with some novel observations, we will show that the BMIP yields a better approximation of the fhw. To this end, we first recall the definition of the VC-dimension of hypergraphs. Definition 6.1 ( [43, 47] ). Let H = (V (H ), E(H )) be a hypergraph, and X ⊆ V a set of vertices. Denote by E(H )| X = {X ∩ e | e ∈ E(H )}. X is called shattered if E(H )| X = 2 X . The Vapnik-Chervonenkis dimension (VC dimension) vc(H ) of H is the maximum cardinality of a shattered subset of V .
We now provide a link between the VC-dimension and our first approximation result for the fhw. Definition 6.2. Let H = (V (H ), E(H )) be a hypergraph. A transversal (also known as hitting set) of H is a subset S ⊆ V (H ) that has a non-empty intersection with every edge of H . The transversality τ (H ) of H is the minimum cardinality of all transversals of H . Clearly, τ (H ) corresponds to the minimum of the following integer linear program: find a mapping w : V → R ≥0 which minimizes
The fractional transversality τ * of H is defined as the minimum of the above linear program when dropping the integrality condition. Finally, the transversal integrality gap tigap(H ) of H is the ratio τ (H )/τ * (H ).
Recall that computing the mapping λ u for some node u in a GHD can be seen as searching for a minimal edge cover ρ of the vertex set B u , whereas computing γ u in an FHD corresponds to the search for a minimal fractional edge cover ρ * [30] . Again, these problems can be cast as linear programs where the first problem has the integrality condition and the second one has not. Further, we can define the cover integrality gap cigap(H ) of H as the ratio ρ(H )/ρ * (H ). With this we state a first approximation result for fhw. Theorem 6.1. Let C be a class of hypergraphs with VC-dimension bounded by some constant d and let k ≥ 1. Then there exists a polynomial-time algorithm that, given a hypergraph H ∈ C with fhw(H ) ≤ k, finds an FHD of H of width O(k · log k).
Proof. The proof proceeds in several steps.
Reduced hypergraphs. We are interested in hypergraphs that are essential in the following sense: let H = (V , E) be a hypergraph and let v ∈ V . Then the edge-type of v is defined as etype(v) = {e ∈ E | v ∈ e}. We call H essential if there exists no pair (v, v ′ ) of distinct vertices with the same edge-type. Every hypergraph H can be transformed into an essential hypergraph H ′ by exhaustively applying the following rule: if there are two vertices v, v ′ with v v ′ and etype(v) = etype(v ′ ), then delete v ′ . It is easy to verify that hw(H ) = hw(H ′ ), ghw(H ) = ghw(H ′ ), and fhw(H ′ ) = fhw(H ′ ) hold for any hypergraph H with corresponding essential hypergraph H ′ . Hence, w.l.o.g., we only consider essential hypergraphs.
Dual hypergraphs. Given a hypergraph H = {V , E), the dual hypergraph
clearly holds. Moreover, the following relationships between H and H d are well-known and easy to verify (see, e.g., [19] ):
(1) The edge coverings of H and the transversals of H d coincide.
(2) The fractional edge coverings of H and the fractional transver-
VC-dimension. By a classical result (see [11, 18] ), for every hypergraph H = (V (H ), E(H )), we have
Moreover, in [7] , it is shown that vc(H d ) < 2 vc(H )+1 always holds. In total, we thus get
Approximation of fhw by ghw. Suppose that H has an FHD T , (B u ) u ∈V (T ) , (λ) u ∈V (T ) of width k. Then there exists a GHD of H of width O(k · log k). Indeed, we can find such a GHD by leaving the tree structure T and the bags B u for every node u in T unchanged and replacing each fractional edge cover γ u of B u by an optimal integral edge cover λ u of B u . By the above inequality, we thus increase the weight at each node u only by a factor O(log k). Moreover, we know from [4] that computing an HD instead of a GHD increases the width only by the constant factor 3. □ One drawback of the VC-dimension is that deciding if a hypergraph has VC-dimension ≤ v is intractable [44] . However, Lemma 6.1 establishes a relationship between BMIP and VC-dimension. Together with Theorem 6.1, Corollary 6.1 is immediate. Lemma 6.1. If a class C of hypergraphs has the BMIP then it has bounded VC-dimension. However, there exist classes C of hypergraphs with bounded VC-dimension that do not have the BMIP. Corollary 6.1. Let C be a class of hypergraphs enjoying the BMIP and let k ≥ 1. Then there exists a polynomial-time algorithm that, given H ∈ C with fhw(H ) ≤ k, finds an FHD (actually, even a GHD) of H of width O(k · log k).
We would like to identify classes of hypergraphs that allow for a yet better approximation of the fhw. Below we show that the hypergraphs of bounded degree indeed allow us to approximate the fhw by a constant factor in polynomial time. We proceed in two steps. First, in Lemma 6.2, we establish a relationship between fhw and ghw via the degree. Then we make use of Corollary 4.1 from the previous section on the computation of a GHD to get the desired approximation of fhw in Corollary 6.2. 
CONCLUSION AND FUTURE WORK
In this paper we have settled the complexity of deciding fhw(H ) ≤ k for fixed constant k ≥ 2 and ghw(H ) ≤ k for k = 2 by proving the NP-completeness of both problems. This gives negative answers to two open problems. On the positive side, we have identified rather mild restrictions such as the BIP, LogBIP, BMIP, and LogBMIP, which give rise to a Ptime algorithm for the Check(GHD, k) problem. Moreover, we have shown that the combined restriction of BIP and bounded degree ensures tractability also of the Check(FHD, k) problem. As our empirical analyses reported in [22] show, these restrictions are very well-suited for instances of CSPs and, even more so, of CQs. We believe that they deserve further attention.
Our work does not finish here. We plan to explore several further issues regarding the computation and approximation of the fractional hypertree width. We find the following questions particularly appealing: (i) Does the special condition defined by Grohe and Marx [30] lead to tractable recognizability also for FHDs, i.e., in case we define "sfhw(H )" as the smallest width an FHD of H satisfying the special condition, can sfhw(H ) ≤ k be recognized efficiently? (ii) Our tractability result in Section 5 for the Check(FHD, k) problem is weaker than for Check(GHD, k), in that we need the combined restriction of the BIP and bounded degree. Actually, very recently [23] , we could show that bounded degree alone suffices to ensure tractability of Check (FHD, k) . It is open if the BIP alone (or, more generally, the BMIP) also suffices. (iii) In case that the BIP (or BMIP) does not guarantee tractability of Check(FHD, k), it is interesting to investigate if the BIP (or BMIP) at least ensures a polynomial-time approximation of fhw(H ) up to a constant factor. Or can non-approximability results be obtained under reasonable complexity-theoretic assumptions? A NP-HARDNESS: EXAMPLE Example A.1. Suppose that an instance of 3SAT is given by the propositional formula φ = (x 1 ∨ ¬x 2 ∨ x 3 ) ∧ (¬x 1 ∨ x 2 ∨ ¬x 3 ), i.e.: we have n = 3 variables and m = 2 clauses. From this we construct a hypergraph H = (V (H ), E(H )). First, we instantiate the sets Q, A, A ′ , S, Y , and Y ′ from our problem reduction. A = {a (1,1) , a (1,2) , a (2,1) , a (2,2) , . . . , a (9, 1) , a (9,2) }, According to our problem reduction, the set V (H ) of vertices of H is
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The set E(H ) of edges of H is defined in several steps. First, the edges in H 0 and H ′ 0 are defined: We thus have the subsets E A , E B , 1), (1, 2) , . . . (8, 1), (8, 2) , (9, 1)} and k ∈ {1, 2, 3}. These edges play the key role for covering the bags of the nodes along the "long" path π in any FHD or GHD of H . Recall that this path can be thought of as being structured in 9 blocks. Consider an arbitrary i ∈ {1, . . . , 9}. Then e k,0 (i, 1) and e k,1 (i, 1) encode the k-th literal of the first clause and e k,0 (i, 2) and e k,1 (i, 2) encode the k-th literal of the second clause (the latter is only defined for i ≤ 8). These edges are defined as follows: the edges e 1,0 (i, 1) and e 1,1 (i, 1) encode the first literal of the first clause, i.e., the positive literal x 1 . We thus have encode the second literal of the first clause, i.e., the negative literal ¬x 2 . Likewise, e 3,0 (i, 1) and e 3,1 (i, 1) encode the third literal of the first clause, i.e., the positive literal x 3 . Hence, (encoding the third literal of the second clause, i.e., ¬x 3 ) are defined as follows: ) ∪ {y 1 , y 2 } ∪ {z 1 }, and e 3,1 (i,2) eitherû 1 orû 2 . If e min is covered inû 1 thenû 1 has to cover ad
