Abstract-In this paper, we introduce a new methodology for single pass signal-to-noise ratio (SNR) video scalability based on the partitioning of the DCT coefficients. The DCT coefficients of the displaced frame difference (DFD) for inter-blocks or the intensity for intra-blocks are partitioned into a base layer and one or more enhancement layers, thus, producing an embedded bitstream. Subsets of this bitstream can be transmitted with increasing video quality as measured by the SNR. Given a bit budget for the base and enhancement layers the partitioning of the DCT coefficients is done in a way that is optimal in the operational rate-distortion sense. The optimization is performed using Lagrangian relaxation and dynamic programming (DP). Experimental results are presented and conclusions are drawn.
I. INTRODUCTION
A scalable video codec is defined as a codec that is capable of producing a bitstream which can be divided into embedded subsets. These subsets can be independently decoded to provide video sequences of increasing quality. Thus, a single compression operation can produce bitstreams with different rates and reconstructed quality. A small subset of the original bitstream can be initially transmitted to provide a base layer quality with extra layers subsequently transmitted as enhancement layers.
Scalability is supported by most of the video compression standards such as MPEG-2, MPEG-4 and H.263. Version 2 of the H.263 standard (also known as H ) [1] , [2] supports SNR, spatial and temporal scalability. In SNR scalability, the enhancement in quality translates in an increase in the SNR of the reconstructed video sequence, while in spatial and temporal scalability the spatial and temporal resolution, respectively, are increased.
An important application of scalability is in video transmission from a server to multiple users over a heterogeneous network, such as the Internet. Users are connected to the network at different speeds, thus, the server needs to transmit the video data at bit rates that correspond to these connection speeds. Scalability allows the server to compress the data only once and serve Manuscript received May 10, 2000; revised August 28, 2001 . This work was supported in part by a grant from the Motorola Center for Communications at Northwestern University. The associate editor coordinating the review of this manuscript and approving it for publication was Prof. Luis Torres.
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each user at an appropriate bit rate by transmitting a subset of the original bitstream. Another important application of scalability is in error resilient video transmission. It has been shown [3] that it is advantageous to use scalability and apply stronger error protection to the base layer than to the enhancement layers (unequal error protection). Thus, the base layer will be successfully decoded with high probability even during adverse channel conditions. Had we not used scalability but instead protected the whole bitstream equally, there would be a much higher probability of catastrophic errors that would result in a poor quality reconstructed video sequence.
In this paper, we present a new method for SNR scalability, which differs from the one supported by the standards. The method is based on the optimal partitioning of the discrete cosine transform (DCT) coefficients of the displaced frame difference (DFD) or the image intensity values. We first introduced an SNR scalable codec that is based on the partitioning of the DCT coefficients in [4] . Here, we present a more general partitioning scheme, as well as, an algorithm for the rate-distortion optimal partitioning of the DCT coefficients into scalable layers.
The paper is organized as follows. In Section II previously proposed methods for SNR scalability are described. In Section III the problem formulation is presented. In Section IV a Dynamic Programming solution to the problem is discussed. In Section V details on the proposed Rate Distortion optimal SNR scalable coder are given. In Section VI the extension of the proposed algorithm to more than two scalable layers is discussed. In Section VII experimental results are presented. Finally, in Section VIII conclusions are drawn. A pseudocode for the proposed algorithm is presented in the Appendix.
II. METHODS FOR SNR SCALABILITY
The traditional method for SNR scalability as utilized by the video compression standards (MPEG-2 [5] , H.263 [1] ) consists of the following steps. The base layer is created by quantizing and encoding the DFD, as in a nonscalable encoder. Then, the difference between the reconstructed base layer and the original frame is computed. This residual error is encoded the same way the DFD is encoded in nonscalable video encoders. In order to produce more enhancement layers, the same procedure is repeated by reconstructing the enhanced frame and encoding the new residual error. This method produces sufficient results but requires a relatively high computational complexity for both the encoder and the decoder, due primarily to the additional forward and inverse DCT's required at each stage. Furthermore, since the residual error is encoded like a regular frame, it also carries a significant bit overhead. Fig. 1 . Partition of the DCT coefficients in three layers according to [4] and [6] .
The method we propose in this paper builds upon and generalizes a method we have proposed earlier [4] , [6] . In this earlier method a single DCT and quantization operation of the DFD is involved. The coefficients are then partitioned in a number of sets which form the scalable layers. If, for example, three layers are involved, the partitioning is depicted in Fig. 1 . In it the zig-zag scanned coefficients are shown in the horizontal axis, while the bit representation of each coefficient (most significant bit -MSB-to least significant bit -LSB-is shown in the vertical axis. The base layer includes coefficients (actually their quantization levels)
, without their least significant bits. The first enhancement layer consists of coefficients to 63 without their least significant bits. All remaining bits of all coefficients are transmitted with the second enhancement layer. Motion vectors and other overhead information are transmitted with the base layer. This algorithm combines the successive approximation and spectral selection approaches for scalability supported by JPEG [7] . The parameters , and are adjusted by a rate control algorithm based on heuristics. This SNR scalable algorithm has a lower computational complexity and overhead than the method supported by the standards and described in the previous paragraph. However, it implicitly makes the assumption that the DFD data are lowpass, which is not necessarily true. In addition, the three parameters , and which control the rate give us few degrees of freedom.
The generalization of the method outlined above is based on the following observations. Clearly, setting the least significant bits of a coefficient to zero is equivalent to subtracting a certain value from it. The variable length code (VLC) tables used in the standards use smaller length code words for smaller coefficient magnitudes. Thus, subtracting a value from a coefficient reduces the number of bits required for its representation but clearly increases the distortion. The decoder reconstructs the quantized DCT coefficients by adding the subtracted values (if available to it) to the values it received with the base layer. These observations form the basis of the proposed partitioning technique for the DCT coefficients which is much more general than the one discussed in the previous paragraph. The base layer is constructed by subtracting a value from each DCT coefficient. These subtracted values then represent the enhancement layer (See Fig. 2 ). If more than two scalable layers are required, the values subtracted for the creation of the base layer are further broken into other values. For example, if we want to transmit a coefficient with magnitude of quantization level 9 using three layers, we can transmit quantization level 5 as base layer, quantization level 2 as first enhancement layer and quantization level 2 as second enhancement layer. Next, we present a formulation and optimal solution to the problem of partitioning the DCT coefficients under this scheme [8] , [9] . The nonscalable mode of the H.263 standard was used as a basis for our implementation, however, any motion-compensated DCT-based video codec could be used.
III. PROBLEM FORMULATION
We assume that the DCT transform of the DFD (or the intensity for intra blocks) is taken and quantized. That is, a triplet (LEVEL, RUN, LAST) is transmitted using suitable VLC tables, where LEVEL is the quantization level of the coefficient, RUN is the number of zero-valued coefficients that precede it and LAST specifies whether the current coefficient is the last in the block. An extra bit is appended to the VLC to denote the sign of LEVEL. Therefore, in the following discussion, LEVEL will refer to the absolute value of the quantization index.
In forming an SNR scalable bitstream the following problem is formulated and solved. Let be the set of original (unquantized) DCT coefficients in a frame and the set of quantization levels that results from the quantization of with quantization parameter . If is a DCT coefficient, , the corresponding quantization level (for inter blocks) is given by (1) where the operation denotes integer division with truncation toward zero. A similar equation is used for intra blocks. The decoder receives the set of quantization levels and converts it into a set of "dequantized" DCT coefficients . The value of a "dequantized" coefficient is given by [1] if if and odd if and even.
Our goal is, given a set of DCT coefficients with corresponding quantization levels and "dequantized" values , to find a set of quantization levels by subtracting a certain value from each coefficient quantization level , so that a bit constraint is satisfied. The value can be different for each coefficient quantization level . The set of "dequantized" values that corresponds to is . We will call a trimmed version of . The set of quantization levels is transmitted as the base layer (along with motion vectors and overhead information). Then, given a bit budget for the base layer, our problem is to find as the solution to the constrained problem subject to (3) where and are the distortion and rate functions, respectively and is the available bit budget for the base layer.
The problem of (3) can be solved using Lagrangian relaxation. The problem now becomes the minimization of the Lagrangian cost (4) and the specification of the Lagrange multiplier so that the budget constraint is satisfied.
Without lack of generality, in our implementation of the algorithm, we determine a bit budget for the base layer for a group of blocks (GOB). This is done because an outside rate control mechanism updates the quantization parameter (QP) at the beginning of each GOB and thus determines the total available bit budget for the GOB (for all scalable layers). The bit budget for the base layer is a fixed percentage of the total available bit budget for the GOB. This percentage is determined by the target bit rates for each scalable layer. In H.263 with QCIF-sized frames, one GOB consists of one line of 16 16 macroblocks (11 macroblocks). Each macroblock consists of four luminance and two chrominance 8 8 blocks. Since the encoding of the DCT coefficients is done independently for each block (except for the dc coefficient of intra blocks which is differentially encoded and transmitted with the base layer anyway), is expressed as the sum of individual Lagrangian costs (one for each block) and the minimization is performed individually for each block, using the same [10] , [11] . Then, if the bit budget for the whole GOB is met for a specific , we are guaranteed that the minimization of the individual Lagrangian costs results in an optimal bit allocation across the whole GOB. The for which the bit budget is met is found iteratively. A large results in a point in the rate-distortion curve with low rate and high distortion. Conversely, a small results in a point with high rate and low distortion. Therefore, a simple method, such as bisection, can be used to find the desired iteratively. More sophisticated algorithms, such as, the fitting of a Bezier curve [11] , can also be used.
The problem now reduces to finding the set of quantization levels and corresponding trimmed DCT coefficients for every block that would minimize the Lagrangian cost of the block (5) for a given . The admissible candidate set is constructed as follows. Each nonzero coefficient in the block with quantization level is either dropped completely or a value is subtracted from it. Although there is a finite number of admissible sets , the minimization of the Lagrangian cost in (5) using exhaustive search is computationally prohibitive. The problem has however a structure which can be exploited using dynamic programming (DP) for its solution, as will be described in the next section.
Algorithms have been proposed in [12] for quality enhancement in JPEG or MPEG and in [13] , [14] for the optimization of the enhancement layer in SNR scalability as defined in MPEG-2. In [12] the objective is to improve the SNR of a JPEG image by using a finer quantizer and dropping the unimportant coefficients instead of using a coarser quantizer that would yield the same bit rate. In [13] the goal is to adjust the DCT coefficients of the enhancement layer (which is the differential image, as defined in the standard) in order to make its encoding more efficient. In this work, the objective is, given the quantized DCT coefficients, to define the partitioning that will yield the optimal rate-distortion performance. Thus, although similar mathematical tools are used, the application is significantly different from [12] and [13] .
IV. DYNAMIC PROGRAMMING SOLUTION
As mentioned in the previous section, the 2-D DCT coefficients are ordered in one dimension using the zig-zag scan and encoded using Variable Length Codes (VLC's) that correspond to the triplets (LEVEL, RUN, LAST). Let us assume for a moment that the coefficients are coded using pairs (LEVEL, RUN), i.e., the same VLC is used whether the coefficient is the last nonzero coefficient in the block or not. We will explain the modifications to the algorithm for (LEVEL, RUN, LAST) later. Then, suppose that we consider the problem of minimizing the Lagrangian cost given that coefficient is the last nonzero coefficient in the block to be coded and coefficients to 63 are all thresholded to zero. Assuming that we have the solution to this problem, it can be used to solve the problem when coefficient is the last nonzero coefficient, where . In order to see this, let us consider the problem of trimming the first DCT coefficients in a block in order to minimize the Lagrangian cost (henceforth referred to as Problem 1). The rest of the DCT coefficients in the block are thresholded to zero and they are therefore not included in the base layer. Let us assume that the solution of Problem 1 results in minimum Lagrangian cost . Let us also consider the problem of thresholding the first DCT coefficients in the block ( ) in order to minimize the Lagrangian cost. Let us also assume that coefficient is the last nonzero coefficient in the block and coefficient is the penultimate nonzero coefficient in the block (Problem 2). Let the minimum Lagrangian cost in Problem 2 be . Then, where is the difference in cost caused by including coefficient in the block and subtracting from it. Thus, the solution of Problem 1 and the corresponding minimum Lagrangian cost can be used to solve Problem 2. To prove this, let us assume that the minimum Lagrangian cost of Problem 2 is . However, this would mean that the minimum Lagrangian cost of Problem 1 should be . Thus,
. Therefore, the solution to the smaller problem can be used as part of the solution to a larger problem. This is a characteristic of problems which can be solved using DP techniques. We next describe in detail the proposed algorithm.
Let us utilize the incremental Lagrangian cost as the difference in the cost incurred by including coefficient trimmed by in the base layer when the previous nonzero coefficient is . It is defined by for (6) where represents the difference in distortion incurred by including coefficient and is defined by , is the original th unquantized coefficient and is the "dequantized" coefficient which corresponds to quantization level , with the original quantization level and is the rate (in bits) that would be required to encode quantization level given that the previous nonzero coefficient was coefficient .
If coefficient is dropped completely, the contribution toward the total mean squared error is . If the quantized and trimmed coefficient is transmitted instead, the contribution toward the total mean squared error is . Therefore, represents the difference in mean squared error between dropping coefficient from the base layer and transmitting the quantized coefficient trimmed by . Since the error is initialized as if all coefficients are dropped, i.e., for the th frequency index the error is equal to , the inclusion of the trimmed by th coefficient will increase the error by , that is the resulting error is equal to . therefore represents the incremental Lagrangian cost of going from coefficient to coefficient (dropping the coefficients between them) and subtracting from quantization level . The algorithm keeps track of the minimum Lagrangian cost for each coefficient assuming that it is the last coefficient to be coded in the block. We will denote this cost as .
If we drop all ac coefficients of an intra block, the rate will be zero and the distortion will be equal to (7) since the DCT transform is unitary and we can therefore calculate the mean squared error in either the spatial or the frequency domain. For inter blocks, we allow for the possibility of dropping all coefficients, including the dc. Then, we define (8) As mentioned earlier, we need to take into account the fact that different VLC's are used depending on whether the coefficient to be encoded is the last one in the block or not. Therefore, we define a second incremental cost , where is the number of bits that are required to encode quantization level given that was the previous nonzero coefficient and coefficient is the last one to be encoded in the block. We also keep the minimum Lagrangian costs for each coefficient given that it is the last coefficient to be coded in the block.
V. PROPOSED RATE DISTORTION OPTIMAL SNR SCALABLE CODER
We are now ready to give the details of the algorithm. The algorithm is recursive and stores the minimum Lagrangian costs for the block when coefficient is the last nonzero coefficient in the block, where for inter blocks and for intra blocks. In the following discussion, we consider the case for inter blocks. For intra blocks, the only difference is that the recursion starts at instead of . The recursion begins with "coefficient" 1 which means that the imaginary coefficient 1 is the last coefficient in the block to be coded and all coefficients between 0 and 63 are dropped from the base layer. The cost of dropping all coefficients is stored as and is given by (8) . Then, we proceed to find the minimum cost path that ends in coefficient . Clearly, this means that coefficient 0 will be kept and all others will be dropped but we need to find what value will be subtracted from its quantization level. That is the one which minimizes the expression . The resulting cost is the minimum cost when coefficient 0 is the last one to be encoded in the block and is equal to . We also need to perform the same procedure using instead of . Thus, we compute where is not necessarily the same as . For , we can either keep coefficients 0 and 1 or just coefficient 1. Again, we need to determine the value to be subtracted from . Now, the minimum cost will be , for . We also need to calculate in a similar manner.
For a general , the minimum costs are found as , for (9) and , for (10) The algorithm calculates and for all and also stores the last nonzero coefficients (predecessors) and the subtracted values and which minimize (9) and (10), respectively. The which results in the minimum will be denoted as . Clearly, is equal to the minimum Lagrangian cost for the whole block. Therefore, we know that coefficient will be included in the base layer and we look up the value to be subtracted from it. Then, we look up the optimal predecessor which resulted in . Let us denote this coefficient as . Then, will be included in the base layer and the value to be subtracted from it is looked up. Then we look up the predecessor that resulted in and continue recursively in the same fashion until we arrive at the imaginary coefficient 1.
"Pruning" of nonoptimal predecessors in (9) and (10) can be performed, that is based on the observation that in the standard H.263 VLC table (and in practice, most custom made VLC tables), the number of bits required for the encoding of coefficient given that the previous nonzero coefficient was coefficient is monotonically increasing with the zero run length . Therefore, for , and . Thus, if , then and , for every and . Thus, cannot be an optimal predecessor to . We will denote the set of coefficients to be considered as optimal predecessors of coefficient as .
It is interesting to point out that the proposed algorithm is equivalent to finding the shortest path in an directed acyclic graph (DAG). Fig. 3 shows a DAG for the case of just three DCT coefficients (instead of 64). The vertices of the DAG correspond to the Lagrangian costs while the edges correspond to the differential costs . For simplicity, in this graph we assume that coefficients can either be included or dropped from the base layer, i.e., no "trimming" is involved. The first vertex takes the value , where is equal to or , depending on the type of the macroblock. The last vertex designated as "end" is needed to show that the last coefficient for the block has been encoded. Clearly, for all . The solution of finding the shortest path of the DAG is exactly the algorithm we described.
The computational complexity of the proposed algorithm heavily depends on how successful the pruning is and how many iterations are needed to find the appropriate for each block for a particular video sequence. Our implementation of the algorithm shows that, although our encoder is slower than the H encoder, its computational complexity is reasonable (the current nonoptimized implementation of the proposed encoder is about five times slower than the UBC implementation of H encoder, which does not use rate control for the enhancement layer). Our goal in designing this codec was to have a low complexity decoder (which only requires a single inverse DCT step) at the expense of higher encoder complexity. If both an encoder and decoder with lower computational complexity than H are required, an algorithm employing a heuristic selection of DCT coefficients as in [4] and [6] can be used at the expense of lower video quality.
VI. EXTENSION OF THE ALGORITHM TO A MULTIPLE NUMBER OF LAYERS
We have thus far presented an optimal algorithm for partitioning a set of quantized DCT coefficients into two layers. A bit budget is set for the base layer and the outside rate control is responsible for maintaining the total target bit rate for all layers. We now extend the algorithm to more than two layers. As described earlier, in order to partition the DCT coefficients into more than two layers, we first perform the partitioning into two layers as described in the previous section. We then partition the enhancement layer into two layers making the total number of layers equal to three. Now, the problem is formulated as follows. Given the quantized DCT coefficients and the partitioning into two layers, partition the coefficients of the enhancement layer (of the original partitioning) into two layers such that the distortion between the original unquantized coefficients and the coefficients reconstructed using the new base layer and the new first enhancement layer is minimized. The minimization is subject to a bit budget constraint for the first enhancement layer. Let us assume that we have already partitioned the DCT coefficients into two layers and the set of coefficient quantization levels for the second layer is . We now want to partition into two sets of coefficients, namely and . The coefficients of the base layer have already been selected during the partitioning of the coefficients into two layers. Let be the "dequantized" DCT coefficients when the first two of the three layers are utilized. Then, our problem is to choose the coefficient quantization levels that will make up scalable layer 2 (first enhancement layer) such that subject to (11) where is the bit budget for scalable layer 2 (first enhancement layer).
The above problem can be solved using the algorithm already described. The only difference is in the definition of and . The value of should be equal to the distortion that occurs when no coefficients are selected for layer 2 (the first enhancement layer). Therefore, the distortion will be the distortion incurred when including only the base layer, that is, (12) where is the coefficients selected for the base layer as determined by the partitioning of the DCT coefficients into two layers. It should be pointed out that since in the case of intra blocks the dc coefficient goes to the base layer, for this part of the algorithm there is no distinction between intra and inter blocks. Thus, the first Lagrangian cost is and the recursion starts at and not . The second difference is in the definition of . Now we have (13) where is the "dequantized" coefficient when including layers 1 and 2 (the base layer and the first enhancement layer). Layer 2 has been constructed by subtracting value from the quantization index of . The partitioning of the DCT coefficients into more layers is done by repeatedly partitioning the enhancement layer into two layers. If we want to partition the coefficients into layers assuming that they are already partitioned into layers, we need to solve the problem of finding the set of quantization levels for layer , such that subject to (14) where now is the (last) enhancement layer of the partitioning into layers and is the set of "dequantized" DCT coefficients when the first layers are utilized.
Similarly to the case of three layers, we define and as (15) and (16) where is the "dequantized" coefficient when layers up to are used.
VII. EXPERIMENTAL RESULTS
We tested the above algorithm with the "Akiyo" and "Foreman" sequences and compared it with results obtained using the H public domain codec from the University of British Columbia (UBC) [2] . The results are shown in Table I for a base layer bit rate of 14 kbps and an enhancement layer of a total bit rate of 18 kbps and in Table II for a base layer bit rate of 28.8 kbps and an enhancement layer of 56 kbps. The original frame rate of these sequences is 30 frames per second and the original length is 300 frames (10 s). The resulting encoded frame rate is close to 8 frames per second in all cases. The peak signal-to-noise ratio (PSNR) reported was calculated as the average PSNR of all components ( , , ) and all encoded frames. As can be seen from the Appendix, in order to reduce the computational complexity of the proposed algorithm, the maximum subtracted value for any coefficient is where, in our simulation, . As can be seen in step 5 of the Appendix, this reduces the number of comparisons required to find and . We can see that the proposed algorithm outperforms H.263 in the case of the "Akiyo" sequence while for the "Foreman" sequence, the results are comparable.
Figs. 4 and 5 show representative frames of the "Foreman" sequence encoded using the optimal single-pass codec at 28.8-56 kbps. Fig. 6 shows a plot of the PSNR versus frame number for both the proposed codec and the UBC codec. It can be seen that, although the average PSNR is similar for the two codecs (see Table II ), the PSNR of the proposed codec is higher than the PSNR of the UBC codec for most frames for both layers but it is lower around frames 160-230. Fig. 7 shows a similar plot for the "Akiyo" sequence. The public domain version of the UBC codec provides rate control for the base layer but not for the enhancement layer. Thus, an appropriate constant was used for the enhancement layer so that the average target bit rate was met. In the case of the "Akiyo" sequence, the constant used was significantly smaller than the used for frame 0 using the proposed method. For this reason, the UBC codec exhibits a higher PSNR for the enhancement layer of the first several frames. As can be seen in Table II , the proposed algorithm has a higher average PSNR. We also implemented the algorithm for the case of three scalable layers and compared us with results of the codec that utilizes the partitioning of DCT coefficients as in Fig. 1 [6] . A heuristic algorithm was used for the selection of the three control parameters , and . The bit rates of 14, 18, and 22 kbps were used. The results are shown in Table III . It can be seen that the results of the optimal algorithm proposed here are better than those of the heuristic partitioning of Fig. 1 , at the expense of increased computational complexity at the encoder.
The public domain implementation of H from UBC [2] only supports two layers while our implementation of the codec in [6] only supports three layers. This is the reason why the results of the two-layer version of our algorithm were compared with the former while our three-layer results were compared with the latter. 
VIII. CONCLUSIONS
In this paper, we proposed an algorithm for SNR video scalability which is based on the partitioning of the DCT coefficients into layers. The partitioning is done in an optimal manner. An important advantage of the proposed algorithm is that it requires only a single DCT and quantization operation and a smaller bit overhead. Although the optimization algorithm increases the computational complexity of the encoder in comparison with the algorithm in [4] , the complexity of the decoder is still the same as that of a nonscalable decoder. Experimental results show that the proposed algorithm performs at least as good as the H.263 scalable codec depending on the type of the video sequence and the target bit rates. We presented results using the "Foreman" sequence, a typical high-motion sequence and the "Akiyo" sequence, a typical low-motion sequence. The algorithm gives results that are similar with H.263 for high-motion sequences while it clearly outperforms it for lower motion sequences. The results also depend on the ratios between the target bit rates for the scalable layers. This is the case because the QP is determined by an outside rate control algorithm based on the total target bit rate (the sum of all layers). Thus, in the results we presented for three layers (28.8-56-128 kbps), the 28.8 layer has a lower PSNR than in the case of two layers (28.8-56 kbps) although the bit rate is the same. This is because in the three layer case, the quantizer was adjusted in order to provide a total bit rate of 128 kbps while in the two layer case the total target bit was 56 kbps. The quality of the base layer depends on the ratio of the target bit rate for the base layer over the total target bit rate. In our example, the 28.8/56 ratio gives better base layer quality than the 28.8/128 ratio. However, in both cases, the results are acceptable.
The methodology proposed is general and can be applied to other scalability problems.
APPENDIX
The pseudocode for the optimization algorithm is given below. For a given , the algorithm for minimizing is as follows. is equal to 0 if coefficient is not included in the base layer and 1 if it is. In that case, subvalues is equal to the value that is subtracted from its quantization index.
The pruning of the suboptimal predecessors is performed in step 6.
Step 6 of the appendix determines the predecessor candidates for the next iteration (predecessors of coefficient ). The only allowable predecessors are those whose cost is smaller than the cost .
