Abstract-Recognizing driver awareness is an important compare our system, we simultaneously capture ground truth prerequisite for the design of advanced automotive safety data with a marker-based motion capture system installed in systems. Since visual attention is constrained to a driver's field the cabin of our test vehicle. orientation of the driver's head in two degrees-of-freedom and In designing our system, we strove for an approach that evaluate the accuracy of our method in a vehicular testbed met the following criteria: equipped with a cinematic motion capture system.
I. INTRODUCTION
head pose from a single camera. Although accuracy might be improved with stereo imagery, this would With the increasing adoption of radar and laser-based require additional hardware and periodic calibration, sensor systems for adaptive cruise control and parking asboth of which are undesirable in a mass-production sistance, cars have gained the ability to detect the speed system. and position of obstacles in front or behind the vehicle.
2) Autonomous: There should be no required initializaCurrently these vehicle sensor systems operate in a purely tion, nor any concept of estimation drift over time.
nondiscriminatory manner, either constantly in operation, This precludes the use of pure-tracking approaches that (e.g. to match the speed of a neighboring vehicle or to notify measure the relative head pose with respect to some the driver of obstacles while moving in reverse), or turned initial configuration. off. These safety systems are unused during the remainder of 3) Invariant: The system must work regardless of the the vehicle operation because they have no ability to operate specific driver and operating conditions. in a context-specific manner. Consider the situation where a driver is making a right turn, but looking out his left window A. Prior Work and unaware of a pedestrian that suddenly stepped in front There have been many innovative approaches to head of his car. The forward-looking radar system could detect the pose estimation, and we limit this discussion to systems that pedestrian, but alerting the driver to every potential hazard satisfy our first two design considerations. would be both distracting and bothersome. Instead, if the The most straightforward way to estimate head pose from automobile were able to recognize when a driver had not a static image is to compare a new head view to a set of noticed a possible hazard, it could trigger an alert only when training examples (each labeled with a discrete pose) and these dangerous situations arise. This fusion of interior and find the most similar view. Systems have been proposed that exterior observations comprises an important new paradigm compare these views using normalized cross-correlation [3] , in advanced vehicular safety [1] , [2] . In this paper, we mean squared error [4] , differences in gradient direction [5] , focus on an important component specific to our example: elastic graph matching [6] , and distance between subspace estimating the orientation of a driver's head.
projections [7] , [8] . These prototype methods are appealing A driver's field-of-view can be reasonably approximated because training requires only positive examples, but their from the pose of his head, which can unobtrusively mon-winner-take-all pose estimation can be greatly affected by a itored by a small video camera. We present a new online single noisy measurement. system to estimate a driver's head pose from a single video Other approaches use machine learning techniques to train camera during daytime or nighttime driving. To evaluate and an array of face detectors each attuned to a specific pose has been accomplished with locally-linear maps [13] , support A graphical overview can be found in Figure 1 .
vector regressors [14] , locally-linear projection [15] , and A. Facial Region Detector locally embedded analysis [16] In these manifold projection
To detect the location of the driver's head, we use three methods pose is estimated as a continuous measurementAdaboost cascades attuned to left profile frontal and right typically constrained to two degrees-of-freedom (pitch and profile faces [21] , [22] . Each detector is capable of recognizyaw).
ing heads with enough deviation from its characteristic pose
In addition, there are a few systems to note for their that when combined, they reasonably span the range of head application of head pose estimation in an automobile [5] , poses in our training data: -30°to 200 in pitch and -80°to
[17]- [20] .
80°in yaw. For both training and testing, an uncompressed, grayscale image is used as the input to the detectors, and In this paper, we present a new HPES that is capable of we consider the largest detected rectangular region as the online operation in a car. Our approach uses soft histograms location of the driver's face. In our automobile experiments, of location-specific gradient orientation as the input to a this facial detection scheme successfully detected a region in support vector regressor for each degree-of-freedom. We 87% of the video frames.
compare our method to a system that uses support vector To ensure that the system is invariant to scale, every region regression applied to a feature vector created by principal is down-sampled to a fixed size of 34x34 pixels. In an component analysis of raw image gradients [14] . Our method automobile, this makes the system invariant to the distance exhibits a significant improvement in estimation accuracy, between the driver and the camera, which varies between and maintains performance in the variable automotive setting. drivers. In addition, we also compare our system to a normalized B. Localized Gradient Orientation Histogram cross-correlation-based prototype method to advocate the use of our more complex approach.
To provide a robust description of each facial region we compute a soft histogram of localized gradient orientation.
InL Sectioln II we present our systemn for head pose es-This representation was first presenLted as part of the Scaletimation, anLd inl Sectio 111II we describe our experimnentalL Invarianlt Feature Transformn [24] inLtended for corresp)ontestbed. Section IV contains our evaluation and comparison dence matching between regions surrounding scale-and to existing techniques, anLd in Section 'V we provide our rotation-invarianLt keypoints. This histogram provides a comconcluding remarks.
pact feature representation that is rolbust to minor deviations vector [28] . This conveniently saves us from ever calculating position of the subject as they turned their head. When they any high-dimensional projection by using only nonlinear passed over each of the 363 grid point locations for the first kernel functions of the form, time, the point would change color and the Vicon system IC(a, b) = @~D(a) @ -~D (b).
(5) would capture an image of the subject. In this fashion we obtained a uniform sampling of all 10 subjects across the
We use an optimized software package for support vector pose space. For the automotive experiments, we trained the regression [29] , and in our system we train the regressor with system in a cross-validation scheme by extracting a uniform a radial basis function kernel, sampling of the pose space from five out of six subjects.
2CRBF(a b)= 6 This training procedure was repeated for every all-but-one 'CRBF (a, b) = exp (-T a -b 2l). (6) combination, leaving the remaining subject for evaluation. We use two regressors, one trained for head pitch, and one IV. SYSTEM EVALUATION for yaw. The input to both is the LGO histogram described in Section 11-B. To find the optimum regression parameters
We compare our HPES in the laboratory and automobile e and -y, as well as c, a parameter which adjusts the relative to two other approaches. The first is a prototype matching cost of data points that lie outside the margin, we scale-scheme that uses normalized cross-correlation to compare normalize each component of the training input, such that the driver's face to each of the views in our training data. To it spans the range [-1,1] and perform a cross-validation grid make the system more robust to noise, we take the mean of search across the parameter space. During testing, we use the the cross-correlation score for all training images that share same scaling parameters to normalize the new input before the same discrete pose, and we estimate the head pose as the predicting the new pose. pitch and yaw corresponding to the maximum score after bicubic interpolation.
III. EXPERIMENTAL SETUP
The second comparative HPES is our implementation of A. LISA-P Experimental Testbed the Gradient-PCA system described by Li et al. [14] . We The LISA-P Experimental Test-bed, as seen in Figure 2 , chose this work for comparison since it is the most similar to is used to collect the real-world test data. The vehicle is a our proposed system, and it is capable of high accuracy and modified Volkswagen Passat; images of its interior can be speed. This approach also uses two support vector regressors found in Figure 3 . It is instrumented with a Vicon optical to estimate pitch and yaw. Instead of LGO histograms, the motion capture system, with 5 sensors placed in various input to each regressor is the raw horizontal and vertical locations around the driver's head. This marker-based system image gradient reduced to a 50-dimensional vector using is used to gather precise ground truth head pose data [30] .
principal component analysis. The PCA basis is derived from The IEEE1394 camera used to capture face data is sen-the training data. sitive to both visible and near-infrared wavelengths, and is For both of these comparative approaches we use the mounted on the windshield just under the rear-view mirror.
same array of Adaboost cascades described in Section IIAdditionally, for the purpose of illuminating the driver's A to locate and normalize the the region of the image face and stabilizing the lighting conditions at nighttime, a corresponding to the driver's face. near-infrared illuminator is placed on the left-most part of
In the automotive evaluation, six subjects were asked to the windshield. Since the emitted light is of not part of the drive the LISA-P vehicle on a 12-minute drive, two during visible spectrum, it does not serve as a distraction or cause daylight hours and four at night. During this time, video any glare for the driver.
frames were captured at 30 frames-per-second along with the true head position as recorded by the motion capture system, B. Head Pose Training and we evaluated our system based on a 60-second interval To train our system, we captured data using the Vicon from the middle of each of the six drives. To maintain an Motion capture system. For the laboratory experiments, even distribution of head pose direction, we further reduced ten people were asked to sit on a chair against a white this set to provide a uniform sampling of pitch and yaw, background while facing an IEEE1394 video camera. Behind resulting in 5558 video frames in our test set. the camera, a projector displayed a grid of points each repre-
The results of these experiments can be found in Table I senting a specific pose at 50 intervals spanning (-3O°, 200) Here we quantify each approach by the mean absolute error in pitch and (-80°, 800) in yaw. A cursor, corresponding in pitch and yaw between the motion capture reference and to the subjects' current head pose, would follow the head the estimated orientation. In the laboratory experiment, the LGO histograms provide a comparable level of error in the position of the head. This effect is also present in many pitch, and they outperform the Gradient-PCA approach with commercial eye trackers that require the subject to maintain a 7.060 reduction in yaw error. In the driving experiments, a frontal head position.
our system outperforms the other approaches in absolute yaw The primary contribution of this paper is a new approach error by a significant margin: 9.28°compared to 14.90°and and evaluation that overcomes the difficulties that arise with 12.19°during the daytime experiment, and 7.74°compared varying lighting conditions in a moving car. Our approach to 16.49°and 13.11°during the nighttime drives. Examples uses Localized Gradient Orientation histograms to tolerate of all three systems along with the ground truth data are deviations caused by scale, position, rotation, and lighting. presented in Figure 4 .
Using this representation, we provide a stable input to a support vector regressor for robust head pose estimation in V. CONCLUSIONS two degrees-of-freedom. Our unoptimized system runs at Robust systems for driver activity monitoring will play a approximately 5 frames-per-second, limited primarily by the key role in the development of advanced driver assistance time required to process the Adaboost cascades. systems. In combination with environmental sensors, cars
The HPES described in this paper is a stand-alone apcan be designed with the ability to supplement the driver's proach that operates on a single video frame. Greater acawareness to preempt and prevent hazardous situations. In curacy and stability could be obtained by combining this this work we focused on an automotive HPES, since head framework with a visual tracking system. Pose would be pose is a strong indicator of a driver's field-of-view and cur-estimated in each frame, validating the tracked configuration rent focus of attention. Head pose estimation is intrinsically and re-initializing the tracker if necessary. This type of linked to visual gaze estimation, the ability to characterize combination has been quite successful [32] , and we believe the direction in which an eye is focused. Alone, head pose this improvement would similarly extend to our automotive provides a coarse indication of gaze, and one that can be HPES. estimated in situations where the eyes of a person are not visible (such as low-resolution imagery, or in the presence of ACKNOWLEDGMENTS eye-occluding objects like sunglasses). The addition of eyegaze information would provide a better indication of gaze We thank the Volkswagen Electronics Research Laboradirection. but eye-gaze is only meaningful in conjunction tory and the U.C. Discovery program for supporting for this with head pose information, as a persons prediction of research. In addition, we thank our team members in the gaze comes from a combination of both head pose and Computer Vision and Robotics Research laboratory for their eye direction [31] . The presence of this effect suggests that participation as test subjects and for their helpful suggestions humans are unable to estimate the true orientation of an eye, and assistance. Mr. Shinko Cheng's contributions in the but instead able estimate the position of the eye relative to design and development of the LISA-P testbed and motion capture system are gratefully acknowledged.
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