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DIAGONAL RAMSEY VIA EFFECTIVE QUASIRANDOMNESS
ASHWIN SAH
Abstract. We improve the upper bound for diagonal Ramsey numbers to
R(k + 1, k + 1) ≤ exp(−c(log k)2)
(
2k
k
)
for k ≥ 3. To do so, we build on a quasirandomness and induction framework for Ramsey num-
bers introduced by Thomason and extended by Conlon, demonstrating optimal “effective quasir-
andomness” results about convergence of graphs. This optimality represents a natural barrier to
improvement.
1. Introduction
The Ramsey number R(k, ℓ), introduced by Ramsey [16] in relation to logic, is the smallest
positive integer n such that every graph on n vertices contains a subgraph isomorphic to Kk (the
complete graph on k vertices) or Kℓ (the empty graph on ℓ vertices), i.e., contains a clique of size
k or an independent set of size ℓ. Erdős and Szekeres [9] gave a classic upper bound
R(k + 1, ℓ+ 1) ≤
(
k + ℓ
k
)
. (1.1)
This stood for a long time, until Rödl (unpublished) in the 1980’s showed
R(k + 1, ℓ+ 1) ≤
(
k+ℓ
k
)
c logc(k + ℓ)
for some c > 0. The weaker bound 6
(
k+ℓ
k
)
/ log log(k + ℓ) appears in a survey on Ramsey theory by
Graham and Rödl [13].
Thomason [23] showed that for some A > 0
R(k + 1, ℓ+ 1) ≤ k−ℓ/(2k)+A/
√
log k
(
k + ℓ
k
)
when k ≥ ℓ, which is an improvement of a polynomial factor in k over the Erdő–Szekeres bound for
k, ℓ of the same order. This stood until Conlon [4] demonstrated
R(k + 1, k + 1) ≤ k−c log k/ log log k
(
2k
k
)
and a similar upper bound for R(k + 1, ℓ+ 1) for k, ℓ roughly the same order.
We improve this result. In doing so we develop a variety of tools for handling effective quasiran-
domness estimates, allowing us to extract optimal estimates. As we will discuss in Subsection 1.3,
this in particular represents the natural limit of a quasirandomness framework for bounding Ramsey
numbers initiated by Thomason [23].
Theorem 1.1. There is an absolute constant c > 0 such that for k ≥ 3,
R(k + 1, k + 1) ≤ e−c(log k)2
(
2k
k
)
.
As with [23, 4], we prove a result in the general regime where k, ℓ are roughly the same size.
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Theorem 1.2. For each ε ∈ (0, 1/2) there is cε > 0 such that
R(k + 1, ℓ+ 1) ≤ e−cε(log k)2
(
k + ℓ
k
)
whenever ℓ/k ∈ [ε, 1] and ℓ ≥ c−1ε .
Note that Theorem 1.2 immediately implies Theorem 1.1 (the condition k ≥ 3 is put merely to
ensure that R(k + 1, k + 1) <
(2k
k
)
). Henceforth we will restrict our attention to this result.
1.1. The Ramsey problem. The standard Erdő–Szekeres [9] proof goes as follows. It is enough to
show that R(k+1, ℓ+1) ≤ R(k, ℓ+1)+R(k+1, ℓ). If we have a graph on R(k, ℓ+1)+R(k+1, ℓ)
vertices, then any vertex v has either at least R(k, ℓ + 1) neighbors or at least R(k + 1, ℓ) non-
neighbors by the pigeonhole principle. Restricting to the first case and applying the definition of
the Ramsey numbers, we see that we can find either a clique of size k attached to v (hence a clique
of size k + 1) or an independent set of size ℓ + 1, and similar in the other case. This finishes the
proof.
It is evident that the crux in this argument is the simple fact that if a graph avoids Kk+1 and
Kℓ+1 (we call this a Ramsey graph), then every vertex is adjacent to at most R(k, ℓ+1)−1 vertices
and non-adjacent to at most R(k + 1, ℓ)− 1 vertices.
Thomason’s [23] approach, on which Conlon’s [4] is based, considers the following stronger prop-
erty of Ramsey graphs: every clique of size r extends to at most R(k + 1 − r, ℓ + 1) cliques of size
r + 1, and every independent set of size r extends to at most R(k + 1, ℓ+ 1− r) independent sets.
We make this idea more explicit here. Let α(k, ℓ) be a slowly decaying function, and suppose
that we know R(a + 1, b + 1) ≤ α(a, b)(a+ba ) for all a + b < k + ℓ. Then, defining α∗(a, b) =
⌊α(a, b)(a+ba )⌋/(a+ba ), the Erdő–Szekeres argument (equivalently r = 1 of the observation above)
generalizes to show all the degrees in a Ramsey graph G on n = f∗(k, ℓ)
(
k+ℓ
k
)
vertices are in
[(
1− α(k, ℓ− 1)
α∗(k, ℓ)
· ℓ
k + ℓ
)
n,
(
α(k − 1, ℓ)
α∗(k, ℓ)
· k
k + ℓ
)
n
)
.
If α decays slowly enough, this implies that the degrees of G are close to pn, where p = k/(k + ℓ).
Similarly, one can give an upper bound on the total number of K3 and K3 that is close to “expected”
for a quasirandom graph of density p. On the other hand, this sum is controlled purely by the degree
sequence (Goodman’s formula). If α decays slowly enough, one derives a contradiction.
Conlon builds on this idea by computing the number of Kr and Kr for larger r. Instead of
exactly counting this sum via the degree sequence, he showed that G must be quasirandom in an
appropriate sense, and then showed that Kr and Kr have counts near “expected” (controlling for
major sources of deviation such as the edge count and triangle count). This gives a contradiction
for α decaying quicker than in Thomason’s argument.
We extend this framework by developing tools for effective quasirandomness, including optimal
control of H-densities of graphs that are suitably regular. This allows us to extend the range of r to
which we can control the Kr- and Kr-densities out to the optimal scale, which leads to an improved
bound. See the discussion in Subsection 1.3 for more discussion of effective quasirandomness.
1.2. Other Ramsey results. We do not focus on other well-studied natural variants of the Ram-
sey problem, including hypergraph Ramsey, multicolor Ramsey, Ramsey for subgraphs other than
cliques, ordered Ramsey, explicit (non-random) constructions of Ramsey graphs, and other variants.
We also remain concerned with the regime where k, ℓ are roughly the same size, although the regime
where ℓ is constant has seen significant study. See [5] for a comprehensive survey of Ramsey theory,
and [15] for a dynamic survey of Ramsey theory for small numbers.
DIAGONAL RAMSEY VIA EFFECTIVE QUASIRANDOMNESS 3
We quickly remark on the lower bound for diagonal Ramsey numbers. It is a classic application
of the probabilistic method by Erdős [8] that
R(k, k) ≥ (1 + o(1)) 1
e
√
2
k2k/2.
This was improved by a factor of two by Spencer [20] to R(k, k) ≥ (1 + o(1))k2(k+1)/2/e using the
Lovász local lemma. This is where the lower bound remains.
1.3. Quasirandomness and regularity. As mentioned, our treatment of the Ramsey problem
involves the development of many effective quasirandomness tools. The notion of quasirandomness in
graph theory dates back at least to Thomason [22] and Chung, Graham, and Wilson [2]. The correct
notion of quasirandomness is that a graph G has close to p4n4 ordered cycles, where n = |V (G)|.
Here p is assumed to be fixed and n growing. This definition allows one to show that G has
approximately pe(H)nv(H) ordered copies of the subgraph H if H has fixed size, i.e., gives a counting
lemma.
We will study the setting in which we wish to show a graph G behaves like G(n, p), as above.
However, we would be remiss if we did not discuss the related concept of graph regularity. Sze-
merédi’s regularity lemma [21] demonstrates that every graph is ε-“close” to a graph composed of a
finite number of pieces which behave in a quasirandom manner between most pairs of pieces. Given
a regular partition, one can also count subgraphs. However, the explicit dependence on ε is quite
bad, with potentially tow(ε−c) pieces needed [11] (here tow means taking an exponential tower of
2’s of the specified length).
Much attention has been given to generalizing this result to hypergraphs (e.g. [17, 12]) and
sparse graphs (e.g. [10, 1, 3, 19, 6, 7]) in connection with extremal graph theory and additive
combinatorics. However, less attention has been given to giving sharp effective bounds in the
setting where n = |V (G)| does not escape to infinity and the size of the counted subgraph is allowed
to grow, depending on the quality of the quasirandomness. The work of Thomason [23] and Conlon
[4] on the Ramsey problem can be interpreted in this light, and we devote a significant portion of
this paper to explicitly working out such “effective quasirandomness” results before applying them
to bound Ramsey numbers. (There is also work of Lovász [14] on local Sidorenko inequalities which
studies similar quantities to this line of work.)
Consider the following setup. We have a graph G on n vertices which in some sense has codegrees
of pairs of vertices close to p2n. Can we control the subgraph density of H, where H has a growing
number of vertices? The degrees of closeness, µp,G and νp,G, are defined in Subsection 3.2. It turns
out that if µ and ν are decaying exponentially in v(H) and n is growing roughly square exponentially
in v(H), then we can give such effective bounds, which we state in Theorem 3.7. Furthermore, the
dependence between ν and v(H) is optimal, as we demonstrate in Subsection 3.3. This optimality
implies that to improve the bound on Ramsey numbers, new ideas will be required.
To prove this theorem, we decompose the H-density of G into a combination of H ′-densities for
a signed graphon WG − p which captures the distance between G and G(n, p). These H ′-densities
are in turn controlled via upper bounds by K2,a-densities for various a. One can interpret Conlon’s
result as bounding these H ′-densities by a “local” contribution, whereas our results piece together
“global” contributions in order to obtain optimal bounds.
The idea of bounding graph densities above by Ka,b-densities has appeared in the study of in-
dependent sets and graph homomorphisms, including work of the author, Sawhney, Stoner, and
Zhao [18] on reverse Sidorenko inequalities. However, we require inequalities that work for signed
functions, which is a major departure from the methods in the graph homomorphism literature,
and we require inequalities valid for H-densities when H has triangles, which is often a significant
hurdle in that line of work (see the survey of Zhao [24] for an overview of that area).
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1.4. Notation. We will write [n] = {1, . . . , n}. The notations o,O, ω,Ω have their usual asymptotic
meanings, and f = Θ(g)means f = O(g) and g = O(f). Subscripts imply dependence of the implicit
constants on the subscript. We use Kn and Kn to denote the complete and empty graphs on n
vertices, respectively, and Pn to mean the path with n edges and n+ 1 vertices.
1.5. Outline. In Section 2, we give some background and conventions regarding graphons. In
Section 3, we establish key effective quasirandomness results, building up to Theorem 3.7. We
additionally prove that the relation between the quasirandomness and the size of subgraphs counted
is optimal. In Section 4, we use these effective quasirandomness results in conjunction with the
framework developed by Thomason [23] and Conlon [4] to deduce Theorem 1.2.
Acknowledgements. We thank David Conlon and Yufei Zhao for helpful comments on the man-
uscript.
2. Graphons
We recall some basic notions from the theory of graph limits. A graphon is a symmetric mea-
surable function W : [0, 1]2 → [0, 1]. These arise naturally as the limits of dense graphs under an
appropriate topology (convergence of subgraph densities, or equivalently convergence in cut norm).
Any graph G with n vertices gives a graphon in a natural way. Label its vertices by [n], then
partition [0, 1]2 into n2 squares of equal dimensions, labeled (i, j) for i, j ∈ [n], and assign the value
1 to W on a block (i, j) if and only if i, j are adjacent in G.
For convenience, we will define a slightly different “graphon” associated to G. Let ΩV (G) be the
measure space on V (G) assigning probability 1/|V (G)| to each element. Then associated to G is
the symmetric measurable function WG : Ω
2
V (G) → [0, 1] given by
WG(i, j) = 1(i,j)∈E(G).
In general, we will find it more convenient to work with general (bounded) symmetric measurable
functions until we restrict our study to graphs. However, we will not remark on unimportant
measure-theoretic concerns (such as an inequality holding almost everywhere versus everywhere).
Let Ω be a measure space of total measure 1. We define, for a graph H and bounded symmetric
measurable function W : Ω2 → C, the H-density
tH(W ) =
∫
x
∏
v1v2∈E(H)
W (xv1 , xv2) dx.
Here the variable is x = (xv)v∈V (H), and dx is the product measure on ΩV (H). These conventions
will often go unstated in the future, and we will write
∫
x
as Ex, using the now standard expectation
notation prevalent in extremal combinatorics.
We also use the following notation for “codegrees”. If x = (x1, . . . , xr) then
Wx = Ey
[ r∏
i=1
W (xi, y)
]
.
3. Effective Quasirandomness
We develop effective quasirandomness estimates that will be needed later, and then demonstrate
their optimality.
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3.1. Bounding densities of signed graphons. We bound densities tH(W ) of bounded symmetric
measurable functions W : Ω2 → C in terms of bipartite graph densities, with the aim of reducing
control of convergence to control over codegrees of pairs of vertices.
We first establish some inequalities regarding tKa,b. It is worth noting that
tKa,b(W ) = Ex1,...,xaW
b
x1,...,xa,
as we will use this and similar expansions for tH when H is bipartite repeatedly. This expression
and the symmetry of a, b immediately show that tKa,b(W ) ≥ 0 if ab is even.
Lemma 3.1. If W : Ω2 → C satisfies ‖W‖∞ ≤ 1 and a, b, c are positive integers with a ≥ c and c
even, then
|tKa,b(W )| ≤ |tKc,b(W )|
Proof. Create variables x = (xi)i∈[a] and y = (yj)j∈[b]. We note ‖W‖∞ ≤ 1 implies |Wy| ≤ 1.
Hence
|tKa,b(W )| =
∣∣∣∣Ex,y
[ ∏
i∈[a]
∏
j∈[b]
W (xi, yj)
]∣∣∣∣ = |EyW ay | ≤ Ey|Wy|a ≤ EyW cy = tKc,b(W ). 
We next establish a weak “local” bound for tH(W ) in terms of these statistics. This estimate
essentially appears in [4].
Proposition 3.2. If W : Ω2 → C satisfies ‖W‖∞ ≤ 1 and H is a graph containing a vertex of
degree d, then
|tH(W )| ≤ |tK2,d(W )|1/2.
Proof. Let v = |V (H)| and V (H) = [v]. Consider variables x = (xi)i∈[v]. Without loss of generality,
suppose the vertex 1 has degree d and has neighborhood N(d) = {2, . . . , d+1}. Let x−1 = (xi)2≤i≤v
and y = (xi)2≤i≤d+1. If E′ is the set of edges of H not including the vertex 1, then we have
|tH(W )| =
∣∣∣∣Ex
[ ∏
ij∈E(H)
W (xi, xj)
]∣∣∣∣ =
∣∣∣∣Ex−1
[ ∏
ij∈E′
W (xi, xj)Ex1
[ d+1∏
i=2
W (x1, xi)
]]∣∣∣∣
≤ Ex−1 |Wy| = Ey|Wy| ≤ |EyW 2y |1/2 = |tK2,d(W )|1/2. 
We now establish a “global” bound for tH(W ) in terms of these statistics, first in the bipartite
case.
Proposition 3.3. If W : Ω2 → C satisfies ‖W‖∞ ≤ 1 and H is a bipartite graph with bipartition
V (H) = A ⊔B such that |B| = h and B has no vertices of degree at most 1, then
|tH(W )| ≤ |tK2,2⌈h/2⌉(W )|h/(2⌈h/2⌉).
Proof. For v ∈ V (H) let N(v) be its neighborhood. Create variables x = (xa)a∈A and x′ = (x′a)a∈A.
Write xT = (xa)a∈T for a set T ⊆ A. Let u = ⌈h/2⌉. We have
|tH(W )| =
∣∣∣∣Ex
∏
b∈B
WxN(b)
∣∣∣∣ ≤
∏
b∈B
∣∣∣∣ExW 2uxN(b)
∣∣∣∣
1/(2u)
=
∏
b∈B
|tK|N(b)|,2u(W )|1/(2u)
by definition; Hölder’s inequality; and definition, respectively. Applying Lemma 3.1, since |N(b)| ≥ 2
for b ∈ B we deduce
|tH(W )| ≤
∏
b∈B
|tK2,2u(W )|1/(2u) = |tK2,2u(W )|h/(2u). 
Finally, we establish a “global” bound for tH(W ) in the general case.
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Proposition 3.4. If W : Ω2 → C satisfies ‖W‖∞ ≤ 1 and H is a graph with h vertices and no
isolated vertices, then
|tH(W )| ≤ |tK2,2⌈h/2⌉(W )|1/4.
Proof. Consider a partition V (H) = A ⊔ B such that every v ∈ A has a neighbor in B and every
v ∈ B has a neighbor in A. This is easily done, for example, by 2-coloring any spanning forest
of H. Let E(A) and E(B) be the set of edges of H internal to A and B, respectively, and let
E(A,B) be the set of cross-edges. We create variables x = (xa)a∈A, x′ = (x′a)a∈A and y = (yb)b∈B ,
y
′ = (y′b)b∈B . Then
|tH(W )|4 =
∣∣∣∣Ex,y
[ ∏
a1a2∈E(A)
W (xa1 , xa2)
∏
ab∈E(A,B)
W (xa, yb)
∏
b1b2∈E(B)
W (yb1 , yb2)
]∣∣∣∣
4
≤
∣∣∣∣Ex
[∣∣∣∣Ey
[ ∏
ab∈E(A,B)
W (xa, yb)
∏
b1b2∈E(B)
W (yb1 , yb2)
]∣∣∣∣
]∣∣∣∣
4
≤
∣∣∣∣Ex
[∣∣∣∣Ey
[ ∏
ab∈E(A,B)
W (xa, yb)
∏
b1b2∈E(B)
W (yb1 , yb2)
]∣∣∣∣
2]∣∣∣∣
2
=
∣∣∣∣Ex,y,y′
[ ∏
ab∈E(A,B)
W (xa, yb)W (xa, y
′
b)
∏
b1b2∈E(B)
W (yb1 , yb2)W (y
′
b1 , y
′
b2)
]∣∣∣∣
2
≤
∣∣∣∣Ey,y′
[∣∣∣∣Ex
[ ∏
ab∈E(A,B)
W (xa, yb)W (xa, y
′
b)
]∣∣∣∣
]∣∣∣∣
2
≤ Ey,y′
[∣∣∣∣Ex
[ ∏
ab∈E(A,B)
W (xa, yb)W (xa, y
′
b)
]∣∣∣∣
2]
= Ex,x′,y,y′
[ ∏
ab∈E(A,B)
W (xa, yb)W (xa, y
′
b)W (x
′
a, yb)W (x
′
a, y
′
b)
]
,
using the definition of tH ; rearrangement and ‖W‖∞ ≤ 1; Cauchy–Schwarz; expansion; rearrange-
ment and ‖W‖∞ ≤ 1; Cauchy–Schwarz; and expansion, respectively.
Define bipartite graph H ′ with V (H ′) = (A ∪B)× {0, 1} such that: first, (a, c) neighbors (b, d)
when a ∈ A, b ∈ B, and ab ∈ E(A,B), and second, these are all its edges. We have shown so far
that
|tH(W )|4 ≤ tH′(W ).
Now note V (H ′) = A′ ⊔B′, where A′ = A× {0, 1} and B′ = B × {0, 1}, and this partition respects
the bipartite structure of H ′. For v ∈ V (H ′), let N(v) be the neighborhood of v in H ′. By the
choice of the original bipartition V (H) = A ⊔ B and the definition of H ′, we see that |N(v)| ≥ 2
for all v ∈ V (H ′).
Create variables z = (za)a∈A′ , and write zT = (za)a∈T for a set T ⊆ A′. Then because |B′| = 2|B|
is even,
|tH′(W )| =
∣∣∣∣Ez
∏
b∈B′
WzN(b)
∣∣∣∣ ≤
∏
b∈B′
∣∣∣∣EzW |B′|zN(b)
∣∣∣∣
1/|B′|
=
∏
b∈B′
|tK|N(b)|,|B′|(W )|1/|B
′|
≤
∏
b∈B′
|tK2,|B′|(W )|1/|B
′| = |tK2,2|B|(W )|
by Hölder’s inequality and Lemma 3.1, using |N(b)| ≥ 2 for b ∈ B′. Thus we conclude that
|tH(W )|4 ≤ |tH′(W )| ≤ |tK2,2|B|(W )|.
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We can repeat the same argument with the roles of A′ and B′ switched, which demonstrates the
same with |B| replaced by |A|. In particular, we have
|tH(W )|4 ≤ |tH′(W )| ≤ |tK2,2max(|A|,|B|)(W )| ≤ |tK2,2⌈h/2⌉(W )|,
the third inequality by applying Lemma 3.1 again, noting max(|A|, |B|) ≥ ⌈h/2⌉ since we have
|A|+ |B| = h. 
3.2. Effective convergence of graph densities. We use the bounds established in Subsection 3.1
to demonstrate effective convergence rates of subgraph densities for somewhat large subgraphs. We
first establish some notation that will see continued use.
Definition 3.5. Given a graph G with n vertices and p ∈ (0, 1), let fp,G(x, y) = WG(x, y)− p, and
let
µp,G = max
x∈V (G)
|Eyfp,G(x, y)|, νp,G = max
x 6=y∈V (G)
max(0,Ezfp,G(x, z)fp,G(z, y)).
The expectations can be rewritten (fp,G)x and (fp,G)x,y, respectively. Note that the latter definition
does not take an absolute value, so is one-sided.
One could prove analogues of the following results given a two-sided guarantee, but this version
has slightly more power and will be needed in our study of the Ramsey problem.
We have ‖fp,G‖∞ ≤ max(p, 1 − p) ≤ 1. We first give bounds for K2,a-densities of fp,G in terms
of these statistics. The following lemma is similar to bounds appearing in [4].
Proposition 3.6. If G is a graph on n vertices and a ≥ 1 then
|tK2,a(fp,G)| ≤ 2νap,G + 2n−2/3.
Proof. Let f = fp,G. First suppose a = 2b is even, and let P ⊆ V (G)2 be the set of (x, y) with
fx,y = Ezf(x, z)f(z, y) ≥ 0. Note that 2 is even, so
0 ≤ tK2,2b+1(f) = Ex,yf2b+1x,y = Ex,y[1(x,y)∈P |fx,y|2b+1 − 1(x,y)/∈P |fx,y|2b+1].
Thus
Ex,y|fx,y|2b+1 ≤ 2Ex,y1(x,y)∈P f2b+1x,y ≤ 2(ν2b+1p,G + n−1),
the last inequality by definition of νp,G and since |fx,x| ≤ 1, using that the event x = y occurs with
1/n probability (recall x, y are uniform over V (G)).
Thus
|tK2,2b(fp,G)| ≤ Ex,y|fx,y|2b ≤ |Ex,y|fx,y|2b+1|
2b
2b+1 ≤ (2ν2b+1p,G + 2n−1)
2b
2b+1 ≤ 2ν2bp,G + 2n−2/3
by the triangle inequality; Hölder’s inequality; the above; and the well-known inequality (x+ y)q ≤
xq + yq for q ∈ (0, 1) and x, y ≥ 0.
On the other hand, if a = 2b− 1 is odd, then
0 ≤ tK2,2b−1(fp,G) = Ex,yf2b−1x,y ≤ ν2b−1p,G + n−1,
the first inequality since 2 is even, and the second by the definition of νp,G along with the fact that
x = y occurs with 1/n probability. We also implicitly used that x 7→ x2b−1 is a monotonic function
on R. 
Now we use the global bounds from Subsection 3.1 to effectively bound the distance between
tH(WG) and p
e(H) for graphs H.
Theorem 3.7. Let H be a graph on r vertices with e(H) edges and ∆H triangles. Let G be a graph
on n vertices and let p ∈ (0, 1). Choose some ν ∈ [νp,G, 1] so that r ≤ log(ν−1)/(12 log(8/p)) and
ν−2r ≤ n, and let f = fp,G, µ = µp,G. Then∣∣∣∣tH(WG)pe(H) − 1− p−1e(H)tK2(f)− p−3∆HtK3(f)
∣∣∣∣ ≤ 2−2rν7/6 + 3
(
r + 1
4
)
p−2µ2.
8 SAH
Proof. Let H have ΓH ≤ 3
(
r
3
)
unordered paths of length 2 and DH ≤ 3
(
r
4
)
pairs of disjoint edges,
which we denote by K2+K2. Let CH,J = #{H ′ ⊆ H : H ′ ≃ J}, i.e., the number of subgraphs of H
isomorphic to J . First we note that the number of subgraphs of H with s vertices is upper bounded
by
(r
s
)
2(
s
2).
Choose variables x = (xv)v∈V (H). Writing WG = p+ f and expanding, we find
tH(WG) = Ex
∏
uv∈E(H)
(p + f(xu, xv)) =
∑
J
pe(H)−e(J)CH,JtJ(f),
where the sum is over isomorphism classes of graphs J (with e(J) edges) having no isolated vertices.
Moving over the terms corresponding to the empty graph, single edge, and triangle, we obtain
|tH(WG)− pe(H) − pe(H)−1e(H)tK2(f)− pe(H)−3∆HtK3(f)| (3.1)
≤ pe(H)−2(ΓH |tK1,2(f)|+DH |tK2+K2(f)|) +
∑∗
J
pe(H)−e(J)CH,J |tJ(f)|.
The starred sum is over J /∈ {K0,K2,K3,K1,2,K2 + K2} with at most r vertices and no isolated
vertices. Note that all such J satisfy |V (J)| ≥ 4.
For s = |V (J)| ≥ 5, we have by Propositions 3.4 and 3.6 along with the defining property of ν
that
|tJ(f)| ≤ |tK2,2⌈s/2⌉(f)|1/4 ≤ (2ν2⌈s/2⌉ + 2n−2/3)1/4 ≤ 21/2ν⌈s/2⌉/2 ≤ 4ν · νs/12,
using n ≥ ν−2r and 5 ≤ s ≤ r (we implicitly use r ≥ 5, but since the term only exists in this case it
is fine). For s = |V (J)| = 4, either the maximum degree of J is 3 or J ∈ {K2,2, P3,K2 +K2} (here
K2 +K2 is the disjoint union of two edges). In the first case, Propositions 3.2 and 3.6 give
|tJ(f)| ≤ |tK2,3(f)|1/2 ≤ (2ν3 + 2n−2/3)1/2 ≤ 2ν3/2 ≤ 4ν · νs/12.
If J = K2,2, the conditions of Proposition 3.3 are satisfied and we find
|tJ(f)| ≤ |tK2,4(W )| ≤ 2ν2 + 2n−2/3 ≤ 4ν2 ≤ 4ν · νs/12.
If J = P3, we find
|tP3(f)| = |Ex,yfx,yfx| ≤ |Ex,yf2x,y|1/2|Ex,yf2x |1/2 = |tK2,2(f)|1/2|tK1,2(f)|1/2
≤ (2ν2 + 2n−2/3)1/2(2ν + 2n−2/3)1/2 ≤ 4ν · νs/12,
using Cauchy–Schwarz and similar arguments. Finally, K2 +K2 and K1,2 can be bounded via
|tK2+K2(f)| = |Ex,yfxfy| ≤ µ2, |tK1,2(f)| = |Exf2x | ≤ µ2.
Overall, we deduce using e(J) ≤ (s2) if |V (J)| = s as well as the upper bound on the number of
subgraphs of size s that
(3.1)
pe(H)
− 3
(
r
3
)
p−2µ2 − 3
(
r
4
)
p−2µ2 ≤ ν
r∑
s=4
4
(
r
s
)
(2/p)(
s
2)νs/12 ≤ ν
r∑
s=4
2rs/2(2/p)s(s−1)/2νs/12
≤ ν
r∑
s=4
2−(r+1)s/2νs/24 ≤ pe(H)ν7/62−2r
as the condition on ν gives ν ≤ (p/8)12r . We deduce∣∣∣∣tH(WG)pe(H) − 1− p−1e(H)tK2(f)− p−3∆HtK3(f)
∣∣∣∣ ≤ 2−2rν7/6 + 3
(
r + 1
4
)
p−2µ2. 
We note that the constants in this result are treated very cavalierly, but even so are still reasonable.
This allows control of graph counts of size r so long as our “codegree control” νp,G is of inverse
exponential order in r, and our “degree control” µp,G is of inverse polynomial order or better.
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3.3. Optimality of subgraph size. We show that requiring ν to be inverse exponential size in r
is in fact necessary, demonstrating the optimality of Theorem 3.7.
Let p = 1/2. Choose some m ≥ 1 and let W : [0, 1]2 → [0, 1] be defined by
W (x, y) =
1 + 1⌊mx⌋=⌊my⌋
2
.
Now choose n much larger than m and sample a random W -random graph G. Explicitly, for
each i ∈ [n] we sample xi ∼ Unif[0, 1] independently and then let V (G) = [n], including edge ij
independently with probability W (xi, xj).
We see that
µ1/2,G = Θ(m
−1), ν1/2,G = Θ(m−1)
with high probability if n is sufficiently large in terms ofm, e.g. by multiple applications of Chernoff.
Furthermore, by the standard theory of W -random graphons, we have
tKr(WG)→ tKr(W ) = 2−(
r
2)
∑
J
2e(J)tJ(W − 1/2)#{H ′ ⊆ H : H ′ ≃ J}, (3.2)
as n →∞, summing over isomorphism classes of graphs J with at most r vertices and no isolated
vertices.
But f1/2,G = W − 1/2 is a block graphon with m square blocks of dimensions 1/m along the
diagonal. Therefore we have
tJ(W − 1/2) = 2−e(J)m1−v(J)
if J is connected and has v(J) vertices. We therefore see that the contribution to the right hand
side of (3.2) from connected graphs J with r vertices is at least 2−(
r
2) · 2(r−12 )m1−r, since there are
at least 2(
r−1
2 ) connected subgraphs of Kr with r vertices. Thus
2(
r
2)tKr(WG)− 1− 2
(
r
2
)
tK2(f1/2,G)− 8
(
r
3
)
tK3(f1/2,G) ≥ 2(
r−1
2 )m1−r
for n sufficiently large. For m ≤ 2r/4, this error is growing (and in particular outstrips the “lower
order” terms corresponding to K2,K3, etc.), which is in direct contradiction to the quality of bound
required by a result such as Theorem 3.7. In particular, we obtain graphs where µp,G and νp,G are
both exponentially decaying in the subgraph size r but an estimate of the quality of Theorem 3.7
does not hold.
4. Ramsey numbers
Now that we have established effective quasirandomness bounds, our approach to bounding the
Ramsey numbers follows a framework developed by [23, 4]. We compute Kr−1- and Kr-densities
effectively, and show a conflict if R(k + 1, ℓ+ 1)/
(k+ℓ
k
)
is not “decreasing” at some rate.
4.1. The structure of Ramsey graphs. Let α(k, ℓ) be a symmetric function taking positive
values which we will choose later. For any such function, let
α∗(k, ℓ) =
⌊α(k, ℓ)(k+ℓk )⌋(
k+ℓ
k
) .
Definition 4.1. We say a symmetric function α is (β, γ)-smooth for (k, ℓ, r) if
R(k + 1−m, ℓ+ 1) ≤ α(k −m, ℓ)
(
k + ℓ−m
ℓ
)
,
α(k −m, ℓ)
α∗(k, ℓ)
≤ 1 +mβ,
R(k + 1, ℓ+ 1−m) ≤ α(k, ℓ −m)
(
k + ℓ−m
k
)
,
α(k, ℓ −m)
α∗(k, ℓ)
≤ 1 +mγ
(4.1)
hold for m ∈ {1, 2, r − 1}.
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Our goal is to show that R(k + 1, ℓ+ 1) ≤ α(k, ℓ)(k+ℓk ) by induction. First we note that a graph
on α∗(k, ℓ)
(
k+ℓ
k
)
vertices containing no Kk+1 or Kℓ+1 has degrees and codegrees “close to random”.
Lemma 4.2 (From [4, Lemma 3.1]). Suppose α is (β, γ)-smooth for (k, ℓ, r) and there is a graph G
on n = α∗(k, ℓ)
(
k+ℓ
k
)
vertices with no Kk+1 or Kℓ+1. Let p = k/(k + ℓ). Then
−(1− p)γ ≤ Eyfp,G(x, y) ≤ pβ, νp,G ≤ 2max(p, 1− p)(pβ + (1− p)γ) + n−1.
Remark. We also find µp,G ≤ max(pβ, (1 − p)γ). To deduce this from [4, Lemma 3.1], one must
check the different cases of the signs of β, γ; it does in fact follow that, for instance, we do not
have β, γ < 0. Also, under these hypotheses, by symmetry of α, switching k, ℓ shows that α is
(γ, β)-smooth for (ℓ, k, r). Applying Lemma 4.2 to G and ℓ/(k + ℓ) shows that
µ1−p,G ≤ max(pβ, (1 − p)γ), ν1−p,G ≤ 2max(p, 1− p)(pβ + (1− p)γ) + n−1.
Using these estimates and our effective quasirandomness estimates from Subsection 3.2, we are
ready to establish an inductive step. As in [4], we compute statistics for Kr−1- and Kr-densities,
and show a violation if β, γ are not too large and r is small with respect to k.
Proposition 4.3. Given ε > 0, there is cε > 0 so that the following holds. Suppose α is symmetric
and (β, γ)-smooth for (k, ℓ, r), and further suppose ℓ/k ∈ [ε, 1]. Assume that |β|+ |γ| ≤ r(log k)2/k
and α(k, ℓ) ≥ exp(−r(ℓ/k) log k). If r ≤ cε log k and kβ + ℓγ ≤ (r − 3)ℓ/(2k), then
R(k + 1, ℓ+ 1) ≤ α(k, ℓ)
(
k + ℓ
k
)
.
Proof. We will ultimately choose cε to be small enough based on various conditions. We will denote
by c′ε by some positive constant that may depend on ε and our choice of cε; it will potentially change
line to line and can be made arbitrarily large by choosing cε sufficiently small.
Suppose for the sake of contradiction that R(k + 1, ℓ + 1) > α(k, ℓ)
(
k+ℓ
k
)
. Then there is a graph
G on n = α∗(k, ℓ)
(k+ℓ
k
)
vertices avoiding Kk+1 and Kℓ+1. Let p = k/(k + ℓ).
By Lemma 4.2, we have
µp,G ≤ max(pβ, (1 − p)γ), νp,G ≤ 2max(p, 1− p)(pβ + (1− p)γ) + n−1 < r
k + ℓ
,
using n ≥ ⌊exp(−r(ℓ/k) log k)(k+ℓk )⌋ > (k + ℓ)/2 (for cε chosen appropriately).
Let ν = r/k, and note that r ≤ log(ν−1)/(12 log(8/min(p, 1 − p))) for appropriate cε as p ∈
[1/2, 1/(1 + ε)]. Let f = fp,G. By Theorem 3.7 we have, letting µ = µp,G,
p−(
r−1
2 )tKr−1(WG) = 1 + p
−1
(
r − 1
2
)
tK2(f) + p
−3
(
r − 1
3
)
tK3(f) +O(2
−2rν7/6 + r4p−2µ2).
Furthermore, by |β|+|γ| ≤ r(log k)2/k we have µ ≤ max(pβ, (1−p)γ) ≤ ν(log k)2. Using ν(log k)4 =
Oε(2
−c′εr) and r7/6k−1/6 = Oε(2−c
′
εr) for appropriate c′ε (from r ≤ cε log k and ℓ ≥ εk), we obtain
p−(
r−1
2 )tKr−1(WG) = 1 + p
−1
(
r − 1
2
)
tK2(f) + p
−3
(
r − 1
3
)
tK3(f) +Oε(2
−c′εrk−1) (4.2)
and similarly
p−(
r
2)tKr(WG) = 1 + p
−1
(
r
2
)
tK2(f) + p
−3
(
r
3
)
tK3(f) +Oε(2
−c′εrk−1) (4.3)
for appropriate c′ε. Also, by taking cε small enough, we can choose c′ε as large as we want. Further-
more, since WG(x, x) = 0 we in fact have
tKs(WG) = n
−s#{clique s-tuples in G}
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for each s ≥ 1. Now note that every (r− 1)-tuple forming a clique can extend to an r-clique in less
than R(k+1− (r−1), ℓ+1) ways, else by applying the definition of the Ramsey number we find an
independent set of size ℓ+1 or a clique of size k+1− (r− 1) which is fully connected to a disjoint
(r − 1)-clique. We deduce
tKr(WG) = n
−r#{clique r-tuples in G} ≤ n−rR(k + 2− r, ℓ+ 1)#{clique (r − 1)-tuples in G}
=
R(k + 2− r, ℓ+ 1)
n
tKr−1(WG) ≤
α(k − (r − 1), ℓ)
α∗(k, ℓ)
(k+ℓ−(r−1)
k−(r−1)
)
(
k+ℓ
k
) tKr−1(WG)
≤ (1 + (r − 1)β)
r−2∏
i=0
k − i
k + ℓ− i · tKr−1(WG)
≤ (1 + (r − 1)β)pr−1
r−2∏
i=0
exp(i/(k + ℓ) + i2/(k + ℓ)2 − i/k) · tKr−1(G)
≤ (1 + (r − 1)β)pr−1 exp(−(r − 1)(r − 2)(1 − p)/(2k) + r3/(k + ℓ)2)tKr−1(G),
using smoothness of α as well as 1/(1 − x) ≤ exp(x + x2) for x ∈ (0, 1/2). Expanding along with
(4.2) and (4.3) and dividing by p(
r
2), we find
1+p−1
(
r
2
)
tK2(f) + p
−3
(
r
3
)
tK3(f) +Oε(2
−c′εrk−1)
≤ (r − 1)β −
(
r − 1
2
)
1− p
k
+ 1 + p−1
(
r − 1
2
)
tK2(f) + p
−3
(
r − 1
3
)
tK3(f) +Oε(2
−c′εrk−1),
noting that expressions such as (r−1)β ·O(r2/k) can be absorbed into the error terms by r ≤ cε log k.
Here the O’s merely assert that there exist bounded quantities of the claimed form so that the above
inequality is true. Subtracting over terms and dividing by r − 1, we obtain
β ≥ r − 2
2
· 1− p
k
+ p−1tK2(f) + p
−3 r − 2
2
tK3(f) +Oε(2
−c′εrk−1). (4.4)
Now, by the remark following Lemma 4.2, we can apply the above arguments to G and 1 − p.
Letting f = f1−p,G, we obtain
γ ≥ r − 2
2
· p
ℓ
+ (1− p)−1tK2(f) + (1− p)−3
r − 2
2
tK3(f) +Oε(2
−c′εrk−1). (4.5)
Note that f + f = WG +WG − 1 = −1x=y (recall these functions are defined on the set V (G)2).
Thus we find
tK2(f) = −tK2(f) +O(n−1), tK3(f) = −tK3(f) +O(n−1).
This, combined with the inequality k3(4.4)+ ℓ3(4.5), yields
k3β + ℓ3γ ≥ r − 2
2
kℓ+ (k + ℓ)(k2 − ℓ2)tK2(f) +Oε(2−c
′
εrk2),
using that n is large by the lower bound on α (exponential in k so doubly exponential in r) to
absorb terms into the error term. From the first part of Lemma 4.2, we find tK2(f) ≥ −(1 − p)γ,
and recall k ≥ ℓ. Using this and switching terms to the other side, dividing by k2, and absorbing
the error term (choosing cε small enough so that c
′
ε is sufficiently large), we obtain the contradiction
kβ + ℓγ >
r − 3
2
· ℓ
k
. 
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4.2. Induction. Note that Proposition 4.3 provides a way of bootstrapping bounds on Ramsey
numbers, as long as the (symmetric) function α is smooth with respect to parameters that are not
too large. This means that iterating it will give some amount of improvement over the Erdös-Szekeres
bound (1.1), and the rest is merely an exercise in extracting the behavior of some recurrence. For
our purposes the induction scheme presented in [4], which essentially generalizes the one in [23],
will suffice.
The key point is that a function of the form α(x, y) = exp(−ρ(y/x) log(x+ y)) satisfies
− x ∂
∂x
[log α(x, y)] − y ∂
∂y
[log α(x, y)] = ρ(y/x), (4.6)
which is the continuous analogue of the crucial smoothness condition in Proposition 4.3 (if say
ρ(x) ≤ (r − 3)x/2).
Definition 4.4. Let τ(x) = 6x5 − 15x4 + 10x3. For r ≥ 5 and ε ∈ (0, 1/2) we define the function
ρr,ε : [0,+∞)→ [0,+∞) via
ρr,ε(x) =


0 if x ∈ [0, ε]
(r − 4)τ((x − ε)/(1 − ε))/4 if x ∈ [ε, 1]
ρr,ε(1/x) if x ∈ [1,+∞)
and the function φ via φr,ε(k, ℓ) = ρr,ε(ℓ/k) log(k + ℓ).
We will use α(x, y) = Cr,ε exp(−φr,ε(x, y)) for some appropriate Cr,ε and value of r to be chosen
later. Notice that this choice of α is symmetric. We collect the following lemmas, which provide
the necessary bounds for the discrete version of (4.6).
Lemma 4.5 ([4, Lemma 5.1]). For r ≥ 5 and ε ∈ (0, 1/2), ρr,ε is twice-differentiable and satisfies
ρr,ε(x) ∈ [0, (r − 4)x/2] for x ∈ [0, 1] and ‖ρ′‖∞ ≤ r, ‖ρ′′‖∞ ≤ 10r.
Lemma 4.6 ([4, Lemma 5.2]). If k, ℓ ≥ 200r4/ε2 and if
b =
4ρr,ε(ℓ/k) + ε
4(k + ℓ)
− ℓ log(k + ℓ)
k2
ρ′r,ε(ℓ/k), c =
4ρr,ε(ℓ/k) + ε
4(k + ℓ)
+
log(k + ℓ)
k
ρ′r,ε(ℓ/k),
then
exp(φr,ε(k, ℓ)− φr,ε(k −m, ℓ)) ≤ 1 +mb, exp(φr,ε(k, ℓ)− φr,ε(k, ℓ−m)) ≤ 1 +mc
for m ∈ {1, 2, r − 1}.
Now we are ready to establish a bound for Ramsey numbers depending on the parameter r as
well as ε (which controls what regime of ℓ/k this bound is nontrivial for).
Theorem 4.7. Let r ≥ 5 and ε ∈ (0, 1/2). Then there is Cε > 0 with
R(k + 1, ℓ+ 1) ≤ 2Cεr2 exp(−φr,ε(k, ℓ))
(
k + ℓ
k
)
. (4.7)
Proof. Let α(x, y) = 2Cεr
2
exp(−φr,ε(k, ℓ)), where Cε > 0 will be chosen later.
First we verify (4.7) if min(k, ℓ) ≤ 2Cεr. Noting that φr,ε hence α is symmetric, as are the Ramsey
numbers, it suffices to check it for k ≥ ℓ and ℓ ≤ 2Cεr. By Lemma 4.5 we have
α(k, ℓ) = 2Cεr
2
exp(−ρr,ε(ℓ/k) log(k + ℓ)) ≥ 2Cεr2(k + ℓ)−(r−4)ℓ/(2k) ≥ 2Cεr2(2ℓ)−(r−4)/2 ≥ 1,
where the second inequality uses that (k + ℓ)ℓ/k is decreasing in k hence achieves its maximum in
the region k ≥ ℓ (fixing ℓ) when k = ℓ. The result follows from the Erdő–Szekeres bound (1.1).
Next we verify (4.7) if min(k/ℓ, ℓ/k) < ε. By symmetry we can assume ℓ ≤ k, hence ℓ/k ≤ ε. In
this case, ρr,ε(ℓ/k) = 0, so α(k, ℓ) = 2
Cεr ≥ 1 and again the result follows from the Erdő–Szekeres
bound (1.1).
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Now suppose min(k, ℓ) ≥ 2Cεr and min(k/ℓ, ℓ/k) ≥ ε. We claim that the bound (4.7) follows from
(4.7) for (k −m, ℓ) and (k, ℓ−m) when m ∈ {1, 2, r − 1}. This clearly finishes, since iterating this
yields the result (noting that the above took care of any necessary base cases for such an iteration).
Without loss of generality we can suppose ℓ ≤ k by symmetry, and thus in fact ℓ/k ∈ [ε, 1]. Let
n = ⌊α(k, ℓ)(k+ℓk )⌋.
In order to prove this claim, it suffices to check that α satisfies the conditions of Proposition 4.3,
namely, for some β, γ ∈ R we need that α is (β, γ)-smooth for (k, ℓ, r), that |β|+ |γ| ≤ r(log k)2/k,
that α(k, ℓ) ≥ exp(−r(ℓ/k) log k), that r ≤ cε,4.3 log k, and that kβ + ℓγ ≤ (r − 3)ℓ/(2k).
We have φr,ε(ℓ/k) ≤ (r − 4)/2 · (ℓ/k) log(k + ℓ) by Lemma 4.5, so the condition α(k, ℓ) ≥
exp(−r(ℓ/k) log k) is satisfied (since, e.g., k + ℓ ≤ k2). If Cε is chosen sufficiently large, we see
r ≤ cε,4.3 log k will hold, and also min(k, ℓ) ≥ 2Cεr ≥ 200r4/ε2. Thus, by Lemma 4.6, we have for
b =
4ρr,ε(ℓ/k) + ε
4(k + ℓ)
− ℓ log(k + ℓ)
k2
ρ′r,ε(ℓ/k), c =
4ρr,ε(ℓ/k) + ε
4(k + ℓ)
+
log(k + ℓ)
k
ρ′r,ε(ℓ/k),
β =
2ρr,ε(ℓ/k) + ε
2(k + ℓ)
− ℓ log(k + ℓ)
k2
ρ′r,ε(ℓ/k), γ =
2ρr,ε(ℓ/k) + ε
2(k + ℓ)
+
log(k + ℓ)
k
ρ′r,ε(ℓ/k)
and for all m ∈ {1, 2, r − 1} that
α(k −m, ℓ)
α∗(k, ℓ)
≤ (1 + 1/n)α(k −m, ℓ)
α(k, ℓ)
≤ (1 + 1/n)(1 +mb) ≤ 1 +mβ
and similarly
α(k, ℓ −m)
α∗(k, ℓ)
≤ 1 +mγ.
Here we used that n is significantly larger than k + ℓ, valid given the bounds on k, ℓ, α. Therefore,
for this choice of β, γ, we see that α is (β, γ)-smooth for (k, ℓ, r). Furthermore, we see that |β| and
|γ| are bounded in magnitude by Oε(r(log k)/k) due to their definitions and Lemma 4.5, hence for
k sufficiently large (i.e., Cε sufficiently large) we have |β|+ |γ| ≤ r(log k)2/k.
Therefore it suffices to verify that kβ+ ℓγ ≤ (r− 3)ℓ/(2k), and the proof will be completed. But
using the explicit values above, we compute
kβ + ℓγ = ρr,ε(ℓ/k) +
ε
2
≤ r − 4
2
· ℓ
k
+
ε
2
≤ r − 3
2
· ℓ
k
,
using Lemma 4.5 and ℓ/k ∈ [ε, 1]. We are finished. 
Finally, we prove Theorem 1.2. We note that
ρr,ε/2(x) ≥
(r − 4)ε3
32
for ε ∈ (0, 1/2) and x ∈ [ε, 1].
Proof of Theorem 1.2. Suppose ℓ/k ∈ [ε, 1]. By Theorem 4.7, we have for any r ≥ 5 that, letting
Cε = Cε/2,4.7,
R(k + 1, ℓ+ 1) ≤ 2Cεr2 exp(−φr,ε/2(k, ℓ))
(
k + ℓ
k
)
≤ 2Cεr2 exp(−(r − 4)ε3 log k/32)
(
k + ℓ
k
)
.
Now, choosing r = ε3 log k/(64Cε) (assuming k is large enough that r ≥ 5), we obtain
R(k + 1, ℓ+ 1) ≤ e−cε(log k)2
(
k + ℓ
k
)
for appropriate cε > 0. 
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