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ENERGY DECAY AND DIFFUSION PHENOMENON FOR THE
ASYMPTOTICALLY PERIODIC DAMPED WAVE EQUATION
ROMAIN JOLY AND JULIEN ROYER
Abstract. We prove local and global energy decay for the asymptotically periodic
damped wave equation on the Euclidean space. Since the behavior of high frequencies
is already mostly understood, this paper is mainly about the contribution of low
frequencies. We show in particular that the damped wave behaves like a solution of a
heat equation which depends on the H-limit of the metric and the mean value of the
absorption index.
1. Introduction and statement of the main results
In this paper we are interested in the asymptotic behavior for large times of the
damped wave equation in an asymptotically periodic setting in Rd, d ě 1. In particular,
the damping is effective at infinity but it is not assumed to be greater than a positive
constant outside some compact subset of Rd. Our original motivation is the local energy
decay. We also obtain some results for the global energy. However, because of the
contribution of low frequencies, there is no exponential decay for the corresponding
semigroup, even under the usual Geometric Control Condition. More precisely, we will
prove that the contribution of low frequencies behaves like a solution of an explicit heat
equation. This will explain the rate of decay for the local energy decay.
1.1. The damped wave equation in an asymptotically periodic setting. We
consider on Rd the damped wave equation#
B2t u` Pu` apxqBtu “ 0 on R` ˆ Rd,
pu, Btuq|t“0 “ pu0, u1q on Rd,
(1.1)
where pu0, u1q P H1pRdq ˆ L2pRdq.
The function a is the absorption index. It is bounded, continuous, and takes non-
negative values.
The operator P is a general Laplace operator. More explicitely, we consider a metric
Gpxq “ pGj,kpxqq1ďj,kďd on Rd and a positive function w such that, for some Gmax ě
Gmin ą 0 and wmax ě wmin ą 0 and for all x P Rd and ξ P Rd,
Gmin |ξ|2 ď 〈Gpxqξ, ξ〉 ď Gmax |ξ|2 and wmin ď wpxq ď wmax. (1.2)
We also assume that G and w are smooth with bounded derivatives. Then we set
P :“ ´ 1
wpxq divGpxq∇. (1.3)
This includes in particular the case of the standard Laplace operator (with Gpxq “ Id
and wpxq “ 1), a Laplacian in divergence form (with wpxq “ 1) or the Laplacian asso-
ciated with a metric gpxq (with wpxq “ detpgpxqq 12 and Gpxq “ detpgpxqq 12 gpxq´1).
The purpose of this paper is to consider the case where G, w and a are asymptotically
periodic. This means that we can write
Gpxq “ Gppxq `G0pxq, wpxq “ wppxq ` w0pxq and apxq “ appxq ` a0pxq,
2010 Mathematics Subject Classification. 35L05, 35B40, 47B44, 35B27, 47A10.
Key words and phrases. Damped wave equation, energy decay, diffusive phenomenon, periodic media.
1
ar
X
iv
:1
70
3.
05
11
2v
1 
 [m
ath
-p
h]
  1
5 M
ar 
20
17
2 ROMAIN JOLY AND JULIEN ROYER
where Gp, wp and ap are Zd-periodic and G0, w0 and a0 go to 0 at infinity. More
precisely, we assume that there exist ρG, ρa ą 0 and CG, Ca ě 0 such that
|G0pxq| ď CG 〈x〉´ρG and |w0pxq| ` |a0pxq| ď Ca 〈x〉´ρa , (1.4)
where 〈x〉 stands for `1`|x|2 ˘ 12 . The periodic part ap of the absorption index is allowed
to vanish but it is not identically zero, so that the damping is effective at infinity. Notice
that if Gpxq and wpxq are periodic and apxq is constant, then we recover the setting of
[OZP01].
Let u be a solution of (1.1). We can check that if a “ 0 then the energy
Eptq :“
ż
Rd
´
wpxq |Btupt, xq|2 `Gpxq∇upt, xq ¨∇upt, xq
¯
dx (1.5)
is constant. However, with the damping this is a non-increasing function of time. More
precisely, for t1 ď t2 we have
Ept2q ´ Ept1q “ ´2
ż t2
t1
ż
Rd
apxq |Btupt, xq|2wpxq dx dt ď 0. (1.6)
Our purpose in this paper is to say more about the decay of this quantity. We are also
interested in the decay of the local energy
Eδptq :“
ż
Rd
〈x〉´2δ
´
wpxq |Btupt, xq|2 `Gpxq∇upt, xq ¨∇upt, xq
¯
dx,
where δ ě 0.
1.2. The geometric damping condition on classical trajectories. The local en-
ergy decay for the wave equation in unbounded domains and the global energy decay
for the damped wave equation in compact domains are two problems which have quite
a long history.
In the first case the global energy is conserved but, at least for the free setting, the
energy escapes to infinity. In perturbed settings, it is then important to know wether
some energy can be trapped, to estimate the dependance of the decay of the local energy
with respect to the initial condition, etc. We refer for instance to [MRS77, Mel79, Bur98,
BH12, Bou11] for different results in various asymptotically free settings.
For the damped wave equation we really have a loss of energy. Then the goal of
stabilisation results is to understand where the damping should be effective to make
this energy go to 0 (with the same kind of questions about the rates of decay). We refer
for instance to [RT74, BLR92, Leb96, LR97].
The behavior of the energy of a wave depends on its frequency. The main difficulties
usually come from the contributions of high and low frequencies. It is now well known
that for high frequencies the behavior of the wave depends on the geometry of the do-
main. More precisely, the wave basically propagates following the classical trajectories
for the corresponding Hamiltonian problem. Then the local energy decays uniformly in
unbounded domains if and only if all these trajectories go to infinity (this is the so-called
non-trapping condition), while for the damped wave equation in compact domains, the
global energy decays uniformly if and only if all the classical trajectories meet the damp-
ing region (this is the geometric control condition, G.C.C. for short). The problems with
the contributions of low frequencies only appear in unbounded domains. The local en-
ergy for the contribution of low frequencies decays uniformly without assumption, but
it can be slower than for high frequencies. Typically, for compactly supported pertur-
bations of the free setting in even dimension, the local energy for the contribution of
low frequencies decays like t´2d, while the contribution of high frequencies decays faster
than any power of t under the non-trapping condition.
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In this paper we analyse the local energy decay for damped wave equation in an
unbounded domain. In this case the criterion for the contribution of high frequencies
combines the non-trapping and the geometric control conditions: each bounded trajec-
tories should either go through the damping region or escape to infinity.
For a compactly supported or asymptotically vanishing damping, we recover with this
assumption the same kind of results as for the undamped analog under the non-trapping
condition. See [AK02, Khe03, BR14, Roy16]. This is basically due to the fact that the
part which escapes to infinity is no longer influenced by the damping and behaves as in
the free case. In this kind of setting the trajectories at infinity never see the damping,
so we cannot expect a global energy decay.
The situation is quite different when the damping is effective at infinity. In the
asymptotically periodic case, we have at least the property that all the points in Rd are
uniformly close to the damping region.
For the contribution of high frequencies we will use the results of [BJ16], where the
damped Klein-Gordon equation is considered in a similar setting. We recall that the
Klein-Gordon equation is analogous to the wave equation, except that the non-negative
operator P is replaced by P`1. In this case there is no difficulty with the low frequencies
(0 is no longer in the spectrum), but this does not make any significant difference for
the contribution of high frequencies. So for high frequencies it is equivalent to look at
the wave or at the Klein-Gordon equation.
Thus, we can first deduce from [BJ16] that we have at least a logarithmic decay with
loss of regularity for the contribution of high frequencies . If P “ ´∆ and a is periodic,
then by [Wun] we obtain a polynomial decay (still with loss of regularity). The best
decay is obtained when all the classical trajectories go uniformly through the damping.
Since our main purpose is the analysis of the contribution of low frequencies, we assume
that this is the case in this paper.
For a more precise statement, we introduce on R2d » T ˚Rd the symbol
p : px, ξq ÞÑ 〈Gpxqξ, ξ〉
wpxq
and the corresponding classical flow: for px0, ξ0q P R2d we denote by φtpx0, ξ0q the
solution of the Hamiltonian problem#
d
dtφ
tpx0, ξ0q “
`∇ξppφtpx0, ξ0qq,´∇xppφtpx0, ξ0qq˘,
φ0px0, ξ0q “ px0, ξ0q.
We recall that φtpx0, ξ0q “ px0 ` 2tξ0, ξ0q if P “ ´∆ and φt is the geodesic flow cor-
responding to the metric g if P “ ´∆g. For a review about semiclassical analysis, we
refer to [Zwo12].
We assume that there exist T ą 0 and α ą 0 such that
@px0, ξ0q P p´1pt1uq,
ż T
0
a
`
φtpx0, ξ0q
˘
dt ě α, (1.7)
where we have extended a to a function on R2d which only depends on the first d
variables. Under this assumption, we know from Theorem 1.2 in [BJ16] that the global
(and therefore local) energy of the contribution of high frequencies decays uniformly
(without loss of regularity) exponentially. Thus, in all the results of this paper, the
restrictions in the rates of decay are due to the contributions of low frequencies.
1.3. Energy decay for the damped wave equation in the periodic setting. After
multiplication by wpxq, the problem (1.1) reads#
wpxqB2t u` PGu` bpxqBtu “ 0 on R` ˆ Rd,
pu, Btuq|t“0 “ pu0, u1q on Rd,
(1.8)
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where bpxq :“ wpxqapxq and PG is a Laplacian in divergence form:
PG :“ ´divGpxq∇.
We denote by S the Schwartz space of smooth functions whose derivatives decay faster
than any polynomial at infinity. For δ P R we denote by L2,δpRdq the weighted space
L2p〈x〉2δ dxq and by Hk,δpRdq, k P N, the corresponding Sobolev space. Then we set
L :“ L2pRdq ˆ L2pRdq, H :“ H1pRdq ˆ L2pRdq and Hδ :“ H1,δpRdq ˆ L2,δpRdq.
We begin with the purely periodic case. Thus, for pu0, u1q P H we first consider the
problem #
wppxqB2t up ` Ppup ` bppxqBtup “ 0 on R` ˆ Rd,
pup, Btupq|t“0 “ pu0, u1q on Rd,
(1.9)
where
Pp :“ ´divGppxq∇ and bppxq :“ wppxqappxq.
In the following result we describe the local and global energy decay for the solution of
(1.9).
Theorem 1.1 (Local and global energy decay in the periodic setting). Assume that the
damping condition (1.7) holds. Let s1, s2 P
“
0, d2
‰
and κ ą 1. Let s P r0, 1s. Then there
exists C ě 0 such that for t ě 0 and U0 “ pu0, u1q P Hκs2`s we have
}upptq}L2,´κs1 ď C 〈t〉´
s1`s2
2 }U0}Hκs2 ,
}Btupptq}L2,´κs1 ď C 〈t〉´1´
s1`s2
2 }U0}Hκs2 ,
}∇upptq}L2,´κs1´s ď C 〈t〉´
1`s
2
´ s1`s2
2 }U0}Hκs2`s ,
where upptq is the solution of (1.9).
Notice that we give decay estimates for the energy of the wave (i.e. for the time and
spatial derivatives of the solution), but also for the solution itself.
We will see that these estimates are sharp. When s1 “ s2 “ s “ 0, we obtain
estimates for the global energy (notice, however, that in the right-hand side }U0}H is
not the initial energy, see Remark (2.5) below). When s1 is positive, we are estimating
the local energy (which decays faster than the global energy). On the other hand, the
parameter s2 measures the localization of the initial data. We notice that even the global
energy decays faster if the initial data is assumed to be localized. Finally we observe
that the spatial derivatives do not play the same role as the time derivative, which is
unusual for a wave equation. However, if we can take s “ 1 (this is the case if we are
interested in the local energy decay for localized initial data) then we recover for the
spatial derivatives the same estimates as for the time derivative.
1.4. Comparison with the solution of a heat equation. As mentioned above, the
rates of decay in Theorem 1.1 are not usual for a wave equation. This is due to the
contribution of low frequencies, which under a strong damping behaves like a solution
of a heat equation.
This phenomenon has already been observed in earlier papers. The simplest case is
the standard wave equation with constant damping
B2t u´∆u` Btu “ 0. (1.10)
The energy decay for the solutions of (1.10) has been first studied in [Mat76]. More
precise results have then be given in [Nis03, MN03, HO04, Nar04]. In these papers it
is proved that a solution of (1.10) behaves for large times like a solution of the heat
equation
´∆v ` Btv “ 0. (1.11)
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This phenomenon can be understood as follows. Since G.C.C. is satisfied when a ” 1,
the behavior of the wave for large times is governed by the contribution of low frequen-
cies. But for very slowly oscillating solutions, we expect that the contribution of the
term B2t u in (1.10) will be very small compared to Btu, and then u will look like a solution
of (1.11). The same phenomenon has been observed in an exterior domain (see [Ike02]
for a constant absorption index and [AIK15] for an absorption index equal to 1 outside
some compact) and in a wave guide (see [Roy] for a constant dissipation at the bound-
ary and [MR] for an asymptotically constant absorption index). For a slowly decaying
absorption index (apxq “ 〈x〉´ρ with ρ P p0, 1s) we refer to [TY09, ITY13, Wak14] (we
recall from [Roy16] that if apxq À 〈x〉´ρ with ρ ą 1 then we recover the behavior of
the undamped wave equation). For the problem in an exterior domain with possibly
slowly decaying damping, we refer to [SW16]. These questions are also of interest for the
semilinear damped wave equation (see [Wak17] and references therein). Finally, results
on an abstract setting can be found in [CH04, RTY10, Nis16, RTY16].
The same phenomenon occurs in our periodic setting. We can be more precise than in
Theorem 1.1 and prove that our wave can indeed be written as the sum of the solution
of some heat equation on Rd and a smaller term (in the sense that it decays faster when
t goes to `8). Notice that this problem has already been studied in [OZP01] (see the
discussion after Theorem 1.3).
As already said, this diffusive phenomenon is due to the contribution of low frequen-
cies. Assume (at least formally) that u is a solution of (1.8) oscillating at a frequency τ
with |τ | ! 1. If for t ě 0 and x P Rd we set
uτ pt, xq “ u
ˆ
t
τ
,
x
τ
˙
,
then the function uτ oscillates at frequency 1 and is solution of
wp
´x
τ
¯
B2t uτ ´ divGp
´x
τ
¯
∇uτ ` 1
τ
bp
´x
τ
¯
Btuτ “ 0.
This suggests that the first term should not play any role when τ Ñ 0. Moreover, at the
limit the wave should only see the mean value of the highly oscillating damping bp
`
x
τ
˘
.
We set
bh “
ż
T
wppyqappyq dy, (1.12)
where
T “
ˆ
´1
2
,
1
2
d
.
Similarly, for the second term, we consider the effective operator which describes the
asymptotic behavior of the operator ´divGp
`
x
τ
˘∇ at the limit τ Ñ 0. This is given
by the periodic homogenization theory (see for instance [BLP78, All02, Tar09]). Let
Gh be the H-limit of Gppxτ
˘
when τ goes to 0. This means that if vτ , v P H1pRdq and
f P H´1pRdq are such that
´divGp
´x
τ
¯
∇vτ “ f and ´ divGh∇v “ f,
then, as τ goes to 0,
vτ á v in H1pRdq, and Gp
´x
τ
¯
∇vτ á Gh∇v in L2pRdq.
In general, the matrix Gh is not the mean value of Gp. If for ξ P Rd we denote by ψξ
the Zd-periodic solutions of
´ divGppxqpξ `∇ψξq “ 0 (1.13)
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(ψξ is defined up to a constant), and if we denote by W pxq the Zd-periodic matrix such
that
W pxqξ “ ξ `∇ψξpxq, (1.14)
then Gh is in fact the mean value of W pxqᵀGppxqW pxq:
〈Ghξ, ξ〉 “
ż
T
〈Gppxqpξ `∇ψξpxqq, pξ `∇ψξpxqq〉 dx. (1.15)
Notice that it is natural to introduce all these quantities from the homogenization point
of view (see [CV97, OZ00, OZP01, COV02] for closely related contexts), but our proofs
will be purely spectral. We will see in Section 4 how bh, Gh and the functions ψξ natu-
rally appear in this context.
Let
Ph :“ ´divGh∇.
We now compare the solution up of the dissipative wave equation (1.9) with the solution
uh on R` ˆ Rd to the heat equation
bhBtuh ` Phuh “ 0 (1.16)
with initial condition
uh|t“0 “
wp
bh
papu0 ` u1q. (1.17)
After a linear change of variables, the estimates of [MR] for the standard heat equation
read as follows.
Proposition 1.2. Let s1, s2 P
“
0, d2
‰
and κ ą 1. Let s P r0, 1s. Then there exists C ě 0
such that for all t ě 1 we have››››〈x〉´κs1 e´ tPhbh 〈x〉´κs2››››
L pL2pRdqq
ď C 〈t〉´ s1`s22 ,››››〈x〉´κs1 Bte´ tPhbh 〈x〉´κs2››››
L pL2pRdqq
ď C 〈t〉´1´ s1`s22 ,››››〈x〉´κs1´s∇e´ tPhbh 〈x〉´κs2´s››››
L pL2pRdqq
ď C 〈t〉´ 1`s2 ´ s1`s22 .
Here and everywhere below, we denote by L pK1,K2q the space of bounded operators
from K1 to K2. We also write L pK1q for L pK1,K1q.
The main result of this paper is the following. We prove that the difference between
the solution up of (1.9) and the solution uh of (1.16)-(1.17) decays faster that uh (except
for the gradient if s “ 1, in which case we have the same estimate).
Theorem 1.3 (Comparison with the heat equation). Assume that the damping condi-
tion (1.7) holds. Let s1, s2 P
“
0, d2 s and κ ą 1. Then there exists C ě 0 such that for
t ě 0 and U0 “ pu0, u1q P Hκs2 we have
}upptq ´ uhptq}L2,´κs1 ď C 〈t〉´
1
2
´ s1`s2
2 }U0}Hκs2 ,››Bt`upptq ´ uhptq˘››L2,´κs1 ď C 〈t〉´ 32´ s1`s22 }U0}Hκs2 ,
}∇upptq ´W∇uhptq}L2,´κs1 ď C 〈t〉´1´
s1`s2
2 }U0}Hκs2 ,
where upptq and uh are the solutions of (1.9) and (1.16)-(1.17), respectively, and W pxq
is defined by (1.14). Moreover W pxq is bounded.
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Here we compare the solution up of the damped wave equation (1.9) (depending on
the metric Gppxq) with the solution uh of a heat equation with the constant (homoge-
nized) metric Gh. We can also say that, at the first order, u behaves like a solution of
the heat equation with the metric Gppxq. Indeed, it is known that the solution of the
heat equation with the periodic metric Gppxq behaves itself at the first order like the
solution of the heat equation with Gh. See [OZ00].
We notice that the gradient of up does not exactly behave like that of uh. We have
to use the corrector matrix W pxq, but it is bounded, so it does not alter the estimate of
∇uh.
With Proposition 1.2, Theorem 1.3 implies Theorem 1.1. More precisely, it confirms
the energy decay estimates, it proves that they are sharp, and it shows that, as for
the heat equation, we would not get better results by taking stronger (for instance,
compactly supported) weights. Thus, for compactly supported weights, we obtain the
following estimates. For R ą 0 there exists CR such that for U0 supported in the ball
BpRq and t ě 0 we have
}uptq}L2pBpRqq ď CR 〈t〉´
d
2 }U0}H (1.18)
and
}Btuptq}L2pBpRqq ` }∇uptq}L2pBpRqq ď CR 〈t〉´
d
2
´1 }U0}H . (1.19)
The comparison between the damped wave equation and the corresponding heat equa-
tion with a periodic metric has already been analysed in [OZP01]. Theorem 1.3 improves
the result in different directions.
The main improvements concern the absorption index. First, it is not necessarily
constant. This is an important difference for the spectral analysis of the operator cor-
responding to the wave equation, since in this case we do not necessarily have a Riesz
basis. Moreover, this absorption index is allowed to vanish, which also makes some
arguments used in [OZP01] unavailable.
On the other hand, the main result of [OZP01] provides an asymptotic developpe-
ment for localized initial data. More precisely, pu0, u1q P L2pRdq ˆH´1pRdq belongs to
some weighted L1 space, and the more decay we have at infinity, the more precise the
developpement is. Here we give estimates which are uniform in the energy of the initial
data (however we still get better results for more localized initial data, and the dual
remark is that the rate of decay will be better for the localized energy, even if the wave
is dissipated at infinity).
However, compared to [OZP01], we give a less precise developpement. We only give
the leading term, given by the solution uh of (1.16)-(1.17). However, it may happen
that apu0 ` u1 “ 0 (then uh “ 0) or that its Fourier transform vanishes near 0 (then
uh decays exponentially). In these cases, we could get better estimates for the damped
wave u in Theorem 1.1.
In fact, we could continue the developpement for the purely periodic setting, but not
for the general setting which we consider in this paper. Indeed, we allow a perturbation
of all the periodic coefficients by asymptotically vanishing terms, which would invalidate
the developpement. However, we will see that this does not alter the main term, so the
estimates of Theorem 1.1 remain valid. This is described in the following paragraph.
1.5. Perturbation of the periodic setting. In Theorems 1.1 and 1.3 we have con-
sidered a purely periodic problem. Now we can state the generalizations of these results
for the perturbed setting.
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Theorem 1.4 (Perturbation of the periodic wave). Assume that the damping condition
(1.7) holds. Let κ ą 1 and s1, s2, η ě 0 be such that
maxps1, s2q ` η ă min
ˆ
d
2
, ρG, ρa ` 1
˙
. (1.20)
Then there exists C ě 0 such that for U0 “ pu0, u1q P Hκs2 and t ě 0 we have
}uptq ´ upptq}L2,´κs1 ď C 〈t〉´
s1`s2
2
´ η
2 }U0}Hκs2 ,››Bt`uptq ´ upptq˘››L2,´κs1 ď C 〈t〉´1´ s1`s22 ´ η2 }U0}Hκs2 ,››∇`uptq ´ upptq˘››L2,´κs1 ď C 〈t〉´ 12´ s1`s22 ´ η2 }U0}Hκs2 ,
where uptq and upptq are the solutions of (1.1) and (1.9), respectively.
With Theorems 1.1 and 1.4 we deduce the following estimates in the general setting:
Corollary 1.5 (Energy estimates in the general setting). Assume that the damping
condition (1.7) holds. Let κ ą 1, s1, s2 P
“
0, d2
‰
and s P r0, 1s be such that
maxps1, s2q ` s ă min
ˆ
d
2
, ρG, ρa ` 1
˙
.
Then there exists C ě 0 such that for U0 “ pu0, u1q P Hκs2`s and t ě 0 we have
}uptq}L2,´κs1 ď C 〈t〉´
s1`s2
2 }U0}Hκs2 ,
}Btuptq}L2,´κs1 ď C 〈t〉´1´
s1`s2
2 }U0}Hκs2 ,
}∇uptq}L2,´κs1´s ď C 〈t〉´
1`s
2
´ s1`s2
2 }U0}Hκs2`s ,
where uptq is the solution of (1.1).
These estimates are the same as those of Theorem 1.1, even if there is a restriction
in the choice of s1 and s2 when the perturbative coefficients G0, a0 and w0 decay slowly
at infinity. In particular, we recover exactly the same estimates as in the periodic case
for the uniform global energy decay or if the perturbation is compactly supported.
1.6. Organisation of the paper. The paper is organized as follows. In Section 2
we introduce the wave operator in the energy space and its resolvent. In Section 3 we
discuss the contributions of high frequencies and explain how the problem reduces to the
analysis of low frequencies. The main part of the paper is Section 4, about the purely
periodic case. We prove Theorem 1.3, and Theorem 1.1 will follow with Proposition 1.2.
Finally, we consider the perturbed setting in Section 5.
2. The Resolvent of the wave equation
We will prove all the energy decay estimates from a spectral point of view. In this
section we introduce the corresponding operators and give their basic spectral properties.
Let
C` “ tz P C : Impzq ą 0u .
We recall that an operator T with domain DompT q on a Hilbert space K is said to be
dissipative (respectively accretive) if
@ϕ P DompT q, Im 〈Tϕ, ϕ〉K ď 0 prespectively, Re 〈Tϕ, ϕ〉K ě 0q.
Then the operator T is said to be maximal dissipative if pT ´ zq is boundedly invertible
for some (and therefore any) z P C`. In this case we have, for all z P C`,››pT ´ zq´1››LpKq ď 1Impzq .
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Moreover, if T is also accretive, then pT ´ zq is boundedly invertible when Repzq ă 0
and we have ››pT ´ zq´1››LpKq ď 1|Repzq| .
We recall that PG and b were defined after (1.8). If z P C is such that the operator`
PG ´ izbpxq ´ z2wpxq
˘ P L pH2pRdq, L2pRdqq has a bounded inverse, we set
Rpzq “ `PG ´ izbpxq ´ z2wpxq˘´1.
Proposition 2.1. For z P C` the resolvent Rpzq is well defined and extends to a bounded
operator from H´1pRdq to H1pRdq. Moreover, we have Rpzq˚ “ Rp´zq and there exists
C ě 0 such that for z P C` we have
}Rpzq}L pL2pRqq ď
C
Impzq |z| ,
}Rpzq}L pL2pRq,H1pRqq ` }Rpzq}L pH´1pRq,L2pRqq ď
C
Impzq
and
}Rpzq}L pH´1pRq,H1pRqq ď
C |z|
Impzq .
Proof. Let z “ τ ` iµ P C with τ ě 0 and µ ą 0. We set
T pzq :“ PG ´ izb´ z2w “
`
PG ` µb` pµ2 ´ τ2qw
˘´ ipτb` 2τµwq.
Assume that µ ď 2τ . Then T˜ pzq :“ T pzq ` 2iτµwmin is a dissipative and bounded
perturbation of the selfadjoint operator PG, so it is maximal dissipative. Thus T pzq “
T˜ pzq ´ 2iτµwmin is boundedly invertible and››T pzq´1››
L pL2pRqq “
›››`T˜ pzq ´ 2iτµwmin˘´1›››
L pL2pRqq
ď 1
2τµwmin
.
Now assume that µ ě 2τ . Then T˜ pzq :“ T pzq ´ µ22 wmin is a dissipative and accretive
perturbation of the non-negative selfadjoint operator PG, so T pzq “ T˜ pzq ` µ22 wmin is
boundedly invertible and››T pzq´1››
L pL2pRqq “
›››››
ˆ
T˜ pzq ` µ
2
2
wmin
˙´1›››››
L pL2pRqq
ď 2
µ2wmin
.
In any case we have ››T pzq´1››
L pL2pRqq À
1
µ |z| .
If τ ă 0 we observe that T pzq “ T p´zq˚ to obtain the same results. It only remains to
prove the last two estimates. For z P C` and φ P S we have
}∇Rpzqφ}2L2pRq À 〈PGRpzqφ,Rpzqφ〉 À 〈φ,Rpzqφ〉` |z|2 }Rpzqφ}2 À
1
µ2
}φ}2 .
This gives the estimate of the first term in the second inequality. The estimate of the
second term follows by duality. For the last estimate we write
}∇Rpzq∇φ}2 À 〈PGRpzq∇φ,Rpzq∇φ〉 À 〈∇φ,Rpzq∇φ〉` |z|2 }Rpzq∇φ}2
À }∇Rpzq∇φ} }φ} ` |z|
2
µ2
}φ}2 ,
and the conclusion follows. 
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We consider on H the operator
A “
ˆ
0 w´1
PG ´ia
˙
(2.1)
with domain
DompAq “ H2pRdq ˆH1pRdq. (2.2)
Let F “ pu0, iwu1q P DompAq. Then u is a solution to the problem (1.8) if and only
if U “ pu, iwBtuq is a solution to#
pBt ` iAqUptq “ 0,
Up0q “ F. (2.3)
Proposition 2.2. For z P C` the operator pA ´ zq is boundedly invertible on H, and
we have
pA´ zq´1 “
ˆ
Rpzqpib` zwq Rpzq
w ` wRpzqpizb` z2wq zwRpzq
˙
.
Moreover there exists C ě 0 such that for all z P C` we have››pA´ zq´1››
L pHq ď
C
Impzq .
Proof. Let z “ τ ` iµ P C`, with τ P R and µ ą 0. For F “ pf, gq P H we set
RApzqF “
ˆ
Rpzqpib` zwqf `Rpzqg
wf ` wRpzqpizb` z2wqf ` zwRpzqg
˙
“
ˆ
1
zRpzqPGf ´ 1zf `Rpzqg
wRpzqPGf ` zwRpzqg
˙
.
With the first expression we see that RApzq is a bounded operator from H to DompAq.
By an explicit computation, we check that RApzq is an inverse for pA´zq. Finally, with
the second expression of RApzq and the estimates of Proposition 2.1, we obtain
}RApzqF }H À
1
|z| }Rpzq}L pH´1,H1q }f}H1 `
1
|z| }f}H1 ` }Rpzq}L pL2,H1q }g}L2
` }Rpzq}L pH´1,L2q }f}H1 ` |z| }Rpzq}L pL2q }g}L2
À }F }H
µ
.
The proposition is proved. 
By the Hille-Yosida Theorem, we now deduce the following result about the propaga-
tor of A. It ensures in particular that for F P DompAq the problem (2.3) has a unique
solution defined for all non-negative times.
Proposition 2.3. The operator ´iA generates a semigroup on H. Moreover there exists
C ě 0 such that for all t ě 0 we have››e´itA››
L pHq ď C.
By Proposition 2.2 we know that any z P C` belongs to the resolvent set of A. As
usual we are interested in the behavior of pA´zq´1 at the limit Impzq Ñ 0. In fact, with
a strong decay, the spectrum is really under the real axis. Except for low frequencies. . .
Theorem 2.4. Any τ P Rz t0u belongs to the resolvent set of A. Moreover there exists
C ą 0 such that for all τ P Rzr´1, 1s we have››pA´ τq´1››
L pHq ď C. (2.4)
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For the proof of this result we refer to [BJ16] (notice that w “ 1 in [BJ16], but this
does not play any role in this high-frequency analysis).
The first statement about a fixed frequency holds under the general assumption that
all the points in Rd are in some suitable sense uniformly close to the damping region (see
Theorem 1.3 and Section 4 in [BJ16]). It is not difficult to check that this is always the
case in our asymptotically periodic setting, even without the damping condition (1.7).
Since the resolvent pA´ τq´1 is continuous on Rz t0u, it is clear that an estimate like
(2.4) holds for τ in a compact subset. However this resolvent may blow up when |τ | goes
to `8. The fact that we have a uniform estimate even at the high-frequency limit relies
on the damping condition (1.7) on classical trajectories (see Theorem 1.2 and Section
3 in [BJ16]). As explained in the introduction, we would have a weaker estimate with
loss of regularity without this assumption.
The proof of Theorem 2.4 relies on semiclassical analysis. This is why we need some
regularity for the coefficients of the problem. Notice that [BJ16] requires uniform conti-
nuity for a. This is indeed the case here for our continuous and asymptotically periodic
absorption index.
Remark 2.5. All the estimates of the main theorems are given in H or its weighted
analogs. However, for the energy of a wave it would be more natural to work in the
energy space E , defined as the Hilbert completion of S ˆ S for the norm defined by
}pu, vq}2E “
ż
Rd
Gpxq∇upxq ¨∇upxqdx`
ż
Rd
|vpxq|2
wpxq dx.
We observe that E is equal to the standard energy space 9H1pRdqˆL2pRdq with equivalent
norm, and if u is the solution of (1.1) then its energy is exactly
Eptq “ }puptq, wBtuptqq}2E .
Moreover we could check that the operator A would define on E a maximal dissipative
operator, so that pe´itAqtě0 would be a contractions semigroup on E .
Working in E instead of H means that we are not interested in the size of the solution
u itself but only in the size of its first derivatives. And the estimates should not depend
on u0 but only on ∇u0 (see [Roy16] for a discussion on this question). However for the
heat equation it is natural to take into account the size of u0. Thus, since our wave
behaves like a solution of the heat equation, it is relevant to give all the estimates in H
instead of E .
3. Reduction to a low frequency analysis
In this section we show how we can use the resolvent estimate of Theorem 2.4 to
reduce the time decay properties of Theorems 1.1 and 1.4 to the contributions of low
frequencies. By density, it is enough to consider initial data in S ˆ S.
Let φ P C8pR, r0, 1sq be equal to 0 on p´8, 1s and equal to 1 on r2,`8q. For ε P p0, 1s
and t P R we set φεptq :“ φ
`
t
ε
˘
, and then
Uεptq :“ φεptqe´itA. (3.1)
Let F P S ˆ S and µ P p0, 1s. For τ P R we haveż
R
eitτe´tµUεptqF dt “ ´i
`A´ pτ ` iµq˘´1Fεpτ ` iµq,
where for z P C we have set
Fεpzq “
ż 2ε
ε
φ1εptqe´itpA´zqF dt. (3.2)
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By Theorem 2.4, the map τ ÞÑ `A ´ pτ ` iµq˘´1Fεpτ ` iµq belongs to S. Then the
Fourier inversion formula yields, for all t P R,
e´tµUεptqF “ 1
2ipi
ż
R
e´itτ
`A´ pτ ` iµq˘´1Fεpτ ` iµq dτ,
or
UεptqF “ 1
2ipi
ż
Impzq“µ
e´itzpA´ zq´1Fεpzq dz. (3.3)
Let C ą 0 be given by Theorem 2.4 and γ P `0, 12C ˘. Then the resolvent pA ´ zq´1
is well defined if |Repzq| ě 1 and Impzq ě ´γ. We consider θµ P C8pR,Rq such that
θµpsq “ µ if |s| ď 1, ´γ ď θµpsq ď µ if |s| P r1, 2s and θµpsq “ ´γ if |s| ě 2. Then we
set (see Figure 1)
Γµ :“ tτ ` iθµpτq, τ P Ru . (3.4)
included in the
resolvant set of A
0
Repzq “ 1 Repzq “ 2
Impzq “ µ
Repzq “ ´1Repzq “ ´2
Impzq “ ´γ
Impzq “ ´2γ
Γµ
Figure 1. The curve Γµ.
Since the integrand in (3.3) is holomorphic and decays rapidly at infinity we can write
UεptqF “ 1
2ipi
ż
Γµ
e´itzpA´ zq´1Fεpzq dz.
Notice that, by holomorphy of the integrand, the right-hand side does not depend on
µ P p0, 1s. Then we separate the contributions of low and high frequencies. For this
we consider χ P C80 pR, r0, 1sq supported in (-3,3) and equal to 1 on a neighborhood of
[-2,2]. For F P S ˆ S we set
U εlowptqF “ 12ipi
ż
Γµ
χpRepzqqe´itzpA´ zq´1Fεpzq dz
and
U εhighptqF “ 12ipi
ż
Γµ
p1´ χqpRepzqqe´itzpA´ zq´1Fεpzq dz.
Again, these quantities do not depend on µ (this is clear for U εhighptqF , for U εlowptqF
it follows from the holomorphy of the integrand in the region where |Repzq| ď 2). We
begin with the contribution of high frequencies:
Proposition 3.1. There exists C ě 0 such that for F P S ˆ S, µ P p0, 1s, ε P p0, 1s and
t ě 0 we have ››U εhighptqF ››H ď Ce´ γt2?ε }F }H .
Proof. Let F P S ˆ S. For ε P p0, 1s and t P R we set
Iεptq :“ eγtU εhighptqF. (3.5)
We have
Iεptq “ 1
2ipi
ż
R
p1´ χqpτqe´itτ pA´ pτ ´ iγqq´1Fεpτ ´ iγq dτ.
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By the Plancherel equality (twice) and Theorem 2.4 we haveż
R
}Iεptq}2H dt À
ż
R
››p1´ χqpτqpA´ pτ ´ iγqq´1Fεpτ ´ iγq››2H dτ
À
ż
R
}Fεpτ ´ iγq}2H dτ À
ż
R
››φ1εptqe´itAeγtF ››2H dt À }F }2Hε2
ż 2ε
ε
e2γt dt
À }F }
2
H
ε
. (3.6)
Let t0, t P R with t0 ă t. For s P rt0, ts we have
d
ds
´
e´ipt´sqAIεpsq
¯
“ γe´ipt´sqAIεpsq ` 1
2ipi
ż
R
p1´ χqpτqe´itτe´ipt´sqAFεpτ ´ iγq dτ,
so as above we can check thatż t
t0
›››› dds ´e´ipt´sqAIεpsq¯
››››2
H
ds À }F }
2
H
ε
.
Then, by the Cauchy-Schwarz inequality,
}Iεptq}H ď
›››e´ipt´t0qAIpt0q›››H `
ż t
t0
›››› dds ´e´ipt´sqAIεpsq¯
››››
H
dt
ď }Iεpt0q}H `
?
t´ t0 }F }H?
ε
.
By (3.6) we have
inf
t0Pr0,1s
}Iεpt0q}H À
}F }H?
ε
,
so for t ě 1
}Iεptq}H À
c
t
ε
}F }H.
With (3.5), this concludes the proof. 
We now turn to the contribution of low frequencies. The smooth cut-off φε introduced
in (3.1) was useful to analyse the contribution of high frequencies (if Uε is smooth then
Fεpzq is small at infinity). For low frequencies we could also estimate Uε for some fixed
ε, but in order to obtain the sharp result of Theorem 1.3 we have to work with the initial
data F and not its perturbed version Fε. In the following lemma we let ε go to 0. Since
´φ1ε somehow converges to the Dirac mass at t “ 0, we obtain that we can replace Fε
by F in the expression of U lowε ptq. We set
Ilowptq :“ 1
2ipi
ż
Γµ
χpRepzqqe´itzpA´ zq´1 dz. (3.7)
As above, this does not depend on µ P p0, 1s.
Proposition 3.2. There exists C ě 0 such that for F P S ˆ S, ε P p0, 1s and t ě 0 we
have
}U εlowptqF ´ IlowptqF }H ď Cε }F }H .
Proof. Let ε P p0, 1s. For z P C` we have
pA´ zq´1F “ i
ż `8
0
e´ispA´zqF ds.
On the other hand
pA´ zq´1Fεpzq “
ż `8
0
φ1εpsqe´ispA´zqpA´ zq´1F ds “ i
ż `8
0
φεpsqe´ispA´zqF ds,
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so
pA´ zq´1`F ´ Fεpzq˘ “ i ż 2ε
0
`
1´ φεpsq
˘
e´ispA´zqF ds.
Let µ P p0, 1s. This equality between holomorphic functions on C` can be extended to
any z P Γµ. Moreover, since we only integrate over a compact subset of Γµ we can write
}U εlowptqF ´ IlowptqF }H À sup
zPΓµ
|Repzq|ď3
››e´itzpA´ zq´1`F ´ Fεpzq˘››H À εeµt }F }H .
Since the left-hand side does not depend on µ P p0, 1s, we can let µ go to 0, which
concludes the proof. 
By Proposition 3.1 and Lemma 3.2 applied with ε “ e´ γt4 , we finally obtain the
following result:
Proposition 3.3. There exists C ě 0 such that for t ě 0 and F P H we have››e´itAF ´ IlowptqF ››H ď Ce´ γt4 }F }H .
The rest of the paper is devoted to the analysis of IlowptqF .
4. Low frequency analysis in the periodic setting
Let
Ipptq :“ 1
2ipi
ż
Γµ
χpRepzqqe´itzpAp ´ zq´1 dz. (4.1)
This coincides with Ilowptq (see (3.7)) in the particular case of a purely periodic setting.
In this case the result of Proposition 3.3 gives››e´itApF ´ IpptqF ››H ď Ce´ γt4 }F }H . (4.2)
In this section we analyse Ippfq. With (4.2), this will prove Theorem 1.3, and hence
Theorem 1.1.
4.1. Floquet-Bloch decomposition of the periodic problem. If Gpxq “ Gppxq,
apxq “ appxq and wpxq “ wppxq, then the medium in which our wave propagates is
exactly Zd-periodic. However, the initial data and the solution itself are not periodic,
so we cannot see our problem as a problem on the torus. We will use the Floquet-Bloch
decomposition to write a function in L2pRdq as an integral of Zd-periodic contributions.
We denote by L2# the space of L
2
loc and Zd-periodic functions on Rd. It is endowed
with the natural norm defined by
}u}2L2# :“
ż
T
|upxq|2 dx.
Then we set L# “ L2# ˆ L2#. For k P N we also define Hk# as the space of Zd-periodic
and Hkloc functions, endowed with the obvious norm.
The Floquet-Bloch decomposition is standard in this kind of context. We begin this
section by recording the definitions and properties which we are going to use in this
paper. For u P S, σ P Rd and x P Rd we set
uσ#pxq “
ÿ
nPZd
upx` nqe´ipx`nq¨σ. (4.3)
For all σ P Rd the function uσ# belongs to L2#.
Proposition 4.1. Let u, v P S.
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(i) For x P Rd we have
upxq “ 1p2piqd
ż
σP2piT
eix¨σuσ#pxq dσ.
(ii) For ψ P L2# and σ P Rd we have〈
uσ#, ψ
〉
L2#
“
ż
xPRd
e´ix¨σupxqψpxq dx.
(iii) We have
}u}2L2pRdq “
1
p2piqd
ż
σP2piT
››uσ#››2L2# dσ
or, more generally,
〈u, v〉L2pRdq “
1
p2piqd
ż
σP2piT
〈
uσ#, v
σ
#
〉2
L2#
dσ.
Proof. For the first statement we only have to writeż
σP2piT
eix¨σuσ#pxq dσ “
ÿ
nPZd
upx` nq
ż
σP2piT
e´in¨σ dσ “ p2piqdupxq.
The second property follows from〈
uσ#, ψ
〉
L2#
“
ż
yPT
ÿ
nPZd
upy ` nqe´ipy`nq¨σψpyq dy
“
ÿ
nPZd
ż
yPT
upy ` nqe´ipy`nq¨σψpy ` nq dy
“
ż
xPRd
upxqe´ix¨σψpxq dx.
In particularż
σP2piT
〈
uσ#, v
σ
#
〉2
L2#
dσ “
ż
σP2piT
ż
xPRd
e´ix¨σupxq
ÿ
nPZd
vpx` nqeipx`nq¨σ dx dσ
“
ż
xPRd
upxq
ÿ
nPZd
vpx` nq
ż
σP2piT
ein¨σ dσ dx
“ p2piqd
ż
xPRd
upxqvpxq dx.
The proof is complete. 
If u P L1pRdq and ψ P L2# X L8pRdq then by Proposition 4.1 we have for all σ P Rdˇˇˇˇ〈
uσ#, ψ
〉
L2#
ˇˇˇˇ
ď }u}L1pRdq }ψ}L8pRdq .
If ψ is not assumed to be in L8 but u P L2,δ for some δ ą d2 (then L2,δ Ă L1) we have
a similar estimate. More generally, we have the following result.
Corollary 4.2. Let κ ą 1. Let s P “0, d2 s and p “ 2dd´2s P r2,`8s. Then there exists
C ě 0 such that for u P S and ψσ P L8σ p2piT, L2#q we have››››〈uσ#, ψσ〉L2#
››››
Lpσp2piTq
ď C }u}L2,κspRdq }ψσ}L8σ p2piT,L2#q .
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Proof. The case s “ 0, p “ 2, simply follows from the Cauchy-Schwarz inequality and
Proposition 4.1. For the case s “ d2 and p “ 8 we use again Proposition 4.1 and the
Cauchy-Schwarz inequality to writeˇˇˇˇ〈
uσ#, ψσ
〉
L2#
ˇˇˇˇ
ď
ż
Rd
〈x〉κd2 |upxq| 〈x〉´κd2 |ψσpxq| dx
ď }u}
L2,
κd
2
˜ż
T
|ψσpyq|2
ÿ
nPZd
〈y ` n〉´κd dy
¸ 1
2
À }u}
L2,
κd
2
}ψσ}L2# .
The general case follows by interpolation (we recall that for θ P r0, 1s we have L2,θκd{2 “
pL2, L2,κd{2qrθs and pL2, L8qrθs “ Lp with 1{p “ p1´ θq{2)). 
Remark 4.3. Notice that it is usual (see for instance Theorem 4.3.1 in [BLP78]) to
decompose directly uσ# with respect to the basis of L
2
# given by the eigenfunctions for
the (selfadjoint) periodic problem under study (the Bloch waves). This strategy is used
in [OZP01] for the wave equation with constant damping. In this case, the eigenfunctions
of the wave operator are related to those of the Laplacian operator, which form a Hilbert
basis. The same strategy cannot be used here with a non-constant absorption index.
Let
Ap “
ˆ
0 w´1p
Pp ´iap
˙
(4.4)
(notice that all the results of Section 2 hold in particular when G “ Gp, a “ ap and
w “ wp). For u P S and x P Rd we can write
Ppupxq “ 1p2piqd
ż
σP2piT
Ppe
ix¨σuσ#pxq dσ “ 1p2piqd
ż
σP2piT
eix¨σP σpuσ#pxq dσ, (4.5)
where for σ P Rd we have set
P σp “ e´ix¨σPpeix¨σ “ ´pdiv`iσᵀqGppxqp∇` iσq.
Now let U “ pu, vq P S ˆ S. For σ P Rd and x P Rd we set Uσ#pxq “
`
uσ#pxq, vσ#pxq
˘
.
Then we write
ApU “ 1p2piqd
ż
σP2piT
eix¨σAσUσ# dσ, (4.6)
where
Aσ “
ˆ
0 w´1p
P σp ´iap
˙
.
The interest of the decomposition (4.6) of the operator Ap is that each Aσ has a
compact resolvent, hence its spectrum is given by a sequence of isolated eigenvalues of
finite algebraic multiplicities:
Proposition 4.4. Let σ P Rd.
(i) Then Aσ defines an operator on H1# ˆ L2# with domain H2# ˆ H1#. Moreover, it
has a compact resolvent.
(ii) Let z P C. Then pAσ ´ zq P L pH2# ˆH1#, H1# ˆ L2#q has a bounded inverse if and
only if pP σp ´ izbp ´ z2wpq P L pH2#, L2#q has a bounded inverse, which we denote
by Rσpzq, and in this case we have
pAσ ´ zq´1 “
ˆ
Rσpzqpibp ` zwpq Rσpzq
wp `Rσpzqpizbp ` z2wpq zRσpzq
˙
. (4.7)
In particular, pAσ´zq´1 extends to a bounded operator from L2#ˆH´1# to H1#ˆL2#.
(iii) Any z P C` belongs to the resolvent set of Aσ.
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Proof. ‚ The operator P σp is selfadjoint on L2# with domain H2#. As in the proof of
Proposition 2.1, we can check that for z P C` the operator pP σp ´ izbp ´ z2wpq indeed
has a bounded inverse, and that when Rσpzq is well defined in L pL2#, H2#q it extends
to a bounded operator from H´1# to H1#.
‚ Let z P C. If Rσpzq is well defined, then we can check by direct computation that the
right-hand side of (4.7) defines a bounded inverse for pAσ ´ zq´1. Conversely, assume
that z belongs to the resolvent set of Aσ. Then for g P L2# we set
U “
ˆ
u
v
˙
“ pAσ ´ zq´1
ˆ
0
g
˙
and
Rσpzqg “ u P H2#.
This defines a bounded operator from L2# to H
2
#. Moreover, we compute pAσ´zqU and
get
pP σp ´ izbp ´ z2wpqu “ g,
which proves that Rσpzq is an inverse for pP σp ´ izbp ´ z2wpq.
‚ Finally we observe that H2# ˆH1# is compactly embedded in H1# ˆL2#, so Aσ has a
compact resolvent, and the proof is complete. 
For F P S ˆ S and z P C` we have
pAp ´ zq´1F “ 1p2piqd
ż
σP2piT
eix¨σpAσ ´ zq´1F σ# dσ,
where pAσ ´ zq´1 is as given by (4.7). The equality remains valid for any z in the
resolvent sets of Ap and Aσ for all σ P 2piT.
4.2. Reduction to the contributions of small σ and of the first Bloch wave.
With the Floquet-Bloch decomposition we have somehow reduced the spectral analysis
of Ap to an eigenvalue problem for the family of operators Aσ, σ P 2piT. Because of
the non-selfadjointness of these operators, the corresponding sequences of eigenfunc-
tions do not form an orthogonal basis (and, in fact, not even a Riesz basis), but we
can show that the decay of IpptqF is only governed by the contribution of σ close to
0 and of the “first” eigenvalue of the operator Aσ. This is the purpose of this paragraph.
We first observe that for σ P Rd, λ P C and U “ pu, vq P H2# ˆH1# we have
AσU “ λU ðñ
#`
P σp ´ iλbp ´ λ2wp
˘
u “ 0,
v “ λwpu. (4.8)
Proposition 4.5. The following assertions hold.
(i) If λ P SppAσq for some σ P 2piT, then Impλq ď 0.
(ii) There exist r ą 0, γ2 ą 0 and γ1 P p0,minp1, γ2qq such that for σ P Bprq the
operator Aσ has a unique eigenvalue λσ with |λσ| ď γ1 and all the other eigenvalues
with real part in r´3, 3s have an imaginary part smaller than ´γ2. Moreover the
eigenvalue λσ is algebraically simple.
(iii) There exists γ0 P p0, γ1q such that for σ P 2piTzBprq and λ P SppAσq with |Repλq| ď
3 we have Impλq ď ´γ0.
Without loss of generality we can assume that the constant γ ą 0 used in the definition
of Γµ (see (3.4)) is smaller than γ0.
Proof. ‚ Let σ P 2piT, λ P SppAσq and let U “ pu, vq P H2# ˆH1# be a corresponding
eigenvector. By (4.8) we have〈`
P σp ´ iλbp ´ λ2wp
˘
u, u
〉
L2#
“ 0. (4.9)
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Taking the real and imaginary parts gives〈
P σpu, u
〉` Impλq 〈bpu, u〉` `Impλq2 ´ Repλq2˘ 〈wpu, u〉 “ 0 (4.10)
and
´ Repλq 〈bpu, u〉´ 2RepλqImpλq 〈wpu, u〉 “ 0. (4.11)
Assume that Repλq ‰ 0 and Impλq ě 0. By (4.11) we have bpu “ 0, which implies in
particular that P σpu´ λ2wpu “ 0. Since bp is not identically zero, this also implies that
u vanishes on an open subset of Rd. Thus u˜ : x ÞÑ eix¨σupxq vanishes on an open subset
of Rd and is a solution of Ppu˜´ λ2wpu˜ “ 0. By unique continuation we have u˜ “ 0 and
hence u “ 0. Then v “ 0 and U “ 0, which gives a contradiction. If Repλq “ 0 and
Impλq ą 0 then all the terms in (4.10) are non-negative. Again, we have bpu “ 0 and
we get a contradiction. This proves the first statement and the fact that 0 is the only
possible real eigenvalue.
‚ Now assume that λ “ 0, so that AσU “ 0. By (4.8) we have v “ 0 and
〈Gppxqp∇` iσqu, p∇` iσqu〉L2# “
〈
P σpu, u
〉
L2#
“ 0,
so p∇ ` iσqu “ 0. Since u is periodic and non-zero, this is only possible if σ “ 0 and
u is constant. Conversely, if u is constant we indeed have U “ pu, 0q P H2# ˆ H1# and
AσU “ 0. This proves that 0 is an eigenvalue of Aσ if and only if σ “ 0, and that 0 is a
geometrically simple eigenvalue of A0. Since A0 is not selfadjoint, it may have Jordan
blocks, so we also have to prove that kerpA20q Ă kerpA0q. Let U “ pu, vq P DompA20q be
such that A20U “ 0. Since A0U P kerpA0q there exists α P C such that A0U “ pα, 0q,
which gives #
w´1p v “ α,
Ppu´ iapv “ 0.
Then, since u is periodic, we have
0 “
ż
T
Ppu “ iα
ż
T
bp.
This implies that α “ 0, and hence U P kerpA0q. Finally, 0 is an algebraically simple
eigenvalue of A0.
‚ The family of operators pAσqσPRd on L# is analytic of type B in the sense of Kato
(see [Kat80]) with respect to each σj , j P t1, . . . , du. Since 0 is a simple and isolated
eigenvalue of A0, there exist r ą 0 and γ1 ą 0 such that for σ P Bprq the operator
Aσ has a unique eigenvalue λσ in the disk Dp0, γ1q of C. Moreover, this eigenvalue is
algebraically simple. Let σ P Bprq. There exists γσ ą 0 and a neighborhood Vσ of σ
such that if s P Vσ and λ P SppAspqz tλsu with Repλq P r´3, 3s then Impλq ď ´γσ. Since
Bprq is compact, we can find σ1, . . . , σk P Bprq such that Bprq Ă Ťkj“1 Vσj . Then we
set γ2 “ min
 
γσj , 1 ď j ď k
(
. Choosing r and γ1 smaller if necessary we have γ2 ą γ1,
which gives the second statement.
‚ Using the same continuity and compactness argument we can check that there exists
γ0 ą 0 such that for σ P 2piTzBprq and λ P SppAσq with |Repλq| ď 3 we have Impλq ď
´γ0. This concludes the proof of the proposition. 
For σ P Bprq we set in L pH1# ˆ L2#q
Πσ “ ´ 1
2ipi
ż
|ζ|“γ1
pAσ ´ ζq´1 dζ.
It is known (see for instance [Kat80]) that Πσ is the projection on the line spanned by the
eigenfunctions corresponding to the eigenvalue λσ and along the subspace spanned by all
the generalized eigenfunctions corresponding to all the other eigenvalues. In particular,
RanpΠ0q “ tpα, 0q, α P Cu .
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Moreover it is a holomorphic function of σj for all j P t1, . . . , du and maps H1# ˆ L2# to
Hk`1# ˆHk for all k P N. It also extends to a bounded operator on L#. We denote by
Φ0 the constant function
Φ0 “
ˆ
1
0
˙
.
Choosing r ą 0 smaller if necessary, we can assume that ΠσΦ0 ‰ 0 for all σ P Bprq.
Then for σ P Bprq we set
Φσ “ ΠσΦ0}ΠσΦ0}L#
.
Then }Φσ}L# “ 1 and AσΦσ “ λσΦσ for all σ P Bprq. By (4.8), there exists ϕσ P H2#
such that
Φσ “
ˆ
ϕσ
λσwpϕσ
˙
. (4.12)
Moreover ϕ0 ” 1 and ϕσ is a smooth function of σ.
In the following proposition we show that in IpptqF the important contribution is
given by λσ for σ small. For t ě 0 and F P S ˆ S we setrIpptqF “ ˆθ1ptqFθ2ptqF
˙
:“ 1p2piqd
ż
σPBprq
e´itλσeix¨σΠσF σ# dσ. (4.13)
Proposition 4.6. There exists C ě 0 such that for t ě 0 and F P S ˆ S we have›››IpptqF ´ rIpptqF ›››H ď Ce´γt }F }L .
Proof. Let F P S ˆ S and µ P p0, 1s. We have
IpptqF “ 1
2ipi
1
p2piqd
ż
zPΓµ
ż
σP2piT
χpRepzqqe´itzeix¨σpAσ ´ zq´1F σ# dσ dz. (4.14)
We write IpptqF “ I1ptqF ` I2ptqF ` I3ptqF , where I3ptqF is defined as the right-
hand side of (4.14) but with the integral over σ P 2piT replaced by an integral over
σ P 2piTzBprq. For I1ptqF and I2ptqF the integral is taken over σ P Bprq. In I1ptqF (in
I2ptqF , respectively), the function F σ# is replaced by ΠσF σ# (by p1´ΠσqF σ#, respectively).
Given σ P 2piT, the integrand in (4.14) is a meromorphic function of z with |Repzq| ă 2
(since χpRepzqq “ 1 in this region), and the poles are the eigenvalues of Aσ. Thus we
can change the contour Γµ in this region. By Propositions 4.5 and 4.1 we get
}I3ptqF }2H À
›››››
ż
σP2piTzBprq
eix¨σ
ż
Impzq“´γ
χpRepzqqe´itzpAσ ´ zq´1F σ# dz dσ
›››››
2
H
dσ
À
ż
σP2piTzBprq
›››››
ż
Impzq“´γ
χpRepzqqe´itzpAσ ´ zq´1F σ# dz
›››››
2
L#
dσ
À e´2γt
ż
σP2piTzBprq
››F σ#››2L# dσ
À e´2γt }F }2L .
We have used the fact that the resolvent pAσ ´ zq´1 is uniformly bounded. This is due
to the continuity of this resolvent with respect to z and σ, by the compactness of the
contour of integration, and the compactness of 2piTzBprq. We similarly have
}I2ptqF }2H À
›››››
ż
Impzq“´γ
ż
σPBprq
χpRepzqqe´itzeix¨σpAσ ´ zq´1p1´ΠσqF σ# dσ dz
›››››
2
H
À e´2tγ }F }2L .
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Now let φ˜ P C8pR, p´γ2,´γsq be such that φ˜pτq “ ´γ if |τ | ě 2 and φ˜pτq P p´γ2,´γ1q
if |τ | ď 1. We set (see Figure 2)
Γ˜ “
!
τ ` iφ˜pτq, τ P R
)
.
Then by the residue theorem we have
I1ptqF “ 1
2ipi
1
p2piqd
ż
σPBprq
ż
zPΓ
χpRepzqqe´itzeix¨σpλσ ´ zq´1ΠσF σ# dσ dz
“ rIpptqF ` 1
2ipi
1
p2piqd
ż
σPBprq
ż
zPΓ˜
χpRepzqqe´itzeix¨σpλσ ´ zq´1ΠσF σ# dσ dz.
We estimate the last term as above, and the proof is complete. 
Impzq “ ´γ2
Impzq “ ´γ1
Impzq “ ´γ0
Location of the spectrum for large σ
Location of the rest of the spectrum for small σ
0
Repzq “ 1 Repzq “ 2Repzq “ ´1
Location of λσ for small σ
Repzq “ ´2
Impzq “ ´γ
Γ˜
Figure 2. The location of the spectrum of Aσ and the curve Γ˜.
4.3. Analysis of the first Bloch wave for σ small. Our purpose is now to estimaterIpptqF . For this we describe more precisely the properties of the eigenvalue λσ and the
corresponding eigenvector Φσ and eigenprojection Πσ for σ small. We recall that the
symmetric matrix Gh was defined in (1.15).
Proposition 4.7. The symmetric matrix Gh is positive and when σ goes to 0 we have
λσ “ ´ i
bh
〈Ghσ, σ〉` O|σ|Ñ0
` |σ|3 ˘. (4.15)
Moreover
ϕσ “ ϕ0 ` iψσ ` O|σ|Ñ0
` |σ|2 ˘, (4.16)
where ψσ P L2# X L8 is a linear function of σ which satisfies (1.13).
Proof. We first recall that λσ and ϕσ are smooth functions of σ, respectively in C and
in Hk# for any k P N. Moreover λ0 “ 0 and ϕ0 ” 1. For σ P Bprq we have
´ pdiv`iσᵀqGppxqp∇` iσqϕσ ´ iλσbpϕσ ´ λ2σwpϕσ “ 0. (4.17)
Taking the inner product with ϕσ gives
〈Gppxqp∇` iσqϕσ, p∇` iσqϕσ〉´ iλσ 〈bpϕσ, ϕσ〉´ λ2σ 〈wpϕσ, ϕσ〉 “ 0. (4.18)
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We take the derivatives of (4.18) with respect to σj , j P t1, . . . , du, at point σ “ 0. Since
〈bpϕ0, ϕ0〉 ą 0 we see that the first derivatives of λσ vanish. Thus, by Taylor expansion,
there exists a matrix Q such that
λσ “ ´ i
bh
〈Qσ, σ〉`O` |σ|3 ˘.
Since σ ÞÑ ϕσ is smooth, we can define ψσ P L2# so that (4.16) holds. This defines a
linear function of σ. Taking the linear part in (4.17) gives
´idivGppxqp∇ψσ ` σq “ 0.
This proves in particular that ψσ is a solution of (1.13). Similarly, (4.18) gives
〈Gppxqp∇ψσ ` σϕ0q, p∇ψσ ` σϕ0q〉´ 1
bh
〈Qσ, σ〉 〈bpϕ0, ϕ0〉 “ O
` |σ|3 ˘,
and we deduce
〈Qσ, σ〉 “ 〈Gppxqp∇ψσ ` σq, p∇ψσ ` σq〉 “ 〈Ghσ, σ〉 .
Finally, since ψσ is periodic its gradient cannot be the constant and non-zero function
´σ. Therefore ∇ψσ ` σ ‰ 0 and hence 〈Ghσ, σ〉 ą 0. This concludes the proof. 
Corollary 4.8. There exist Λ2 ą Λ1 ą 0 such that for σ P Bprq
Λ1 |σ|2 ď Rep´iλσq ď Λ2 |σ|2 ,
and
Λ1 |σ|2 ď 〈Ghσ, σ〉
bh
ď Λ2 |σ|2 .
Now we describe more precisely the projection Πσ.
Proposition 4.9. There exists Ψσ P L# which depends smoothly on σ P Bprq and such
that for σ P Bprq and F P L# we have
ΠσF “ 〈F,Ψσ〉L# Φσ.
Moreover
Ψ0 “ 1
bh
ˆ
bp
i
˙
. (4.19)
Proof. Let σ P Bprq. Since Πσ is the projection on the line spanned by Φσ we have, for
all F P L#,
ΠσF “ 〈ΠσF,Φσ〉Φσ.
Since F ÞÑ 〈ΠσF,Φσ〉L# is a continuous linear form on L# which depends smoothly on
σ, the first statement follows from the Riesz representation theorem.
The adjoint of A0 in L# is
A0˚ “
ˆ
0 Pp
w´1p iap
˙
.
For F P H2# ˆH1# we have
〈A0F,Ψ0〉L# Φ0 “ Π0A0F “ A0Π0F “ 0.
This proves that Ψ0 P DompA0˚q and A0˚Ψ0 “ 0. We can check by direct computation
that this implies that there exists α P C such that Ψ0 “ α
ˆ
bp
i
˙
. Since
1 “ 〈Φ0,Ψ0〉 “ α
ż
T
bp,
we have α “ b´1h , and the proof is complete. 
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Remark 4.10. Since F ÞÑ 〈ΠσF,Φσ〉L# is also a smooth function in L pL2# ˆH´1# ,L#q
we can also see Ψσ as a smooth function of σ in L
2
# ˆH1#.
4.4. Comparison between the periodic wave equation and the heat equation.
In this paragraph we prove Theorem 1.3. Given F “ pu0, iwu1q P S ˆ S, we denote
by uhptq the solution of the heat problem (1.16)-(1.17). Our purpose is to compare the
solution upptq of (1.9) with uhptq. We set
v0 “ bpu0 ` wpu1
bh
,
and we denote by vˆ0 the Fourier transform of v0. We first recall that the decay of uhptq
is also governed by the contribution of low frequencies.
Lemma 4.11. Let r ą 0 be given by Proposition 4.5. Then there exists γ˜ ą 0 such that
for t ě 1 we have in L2pRdq
uhptq “ 1p2piqd
ż
ξPBprq
eix¨ξe´
t
bh
〈Ghξ,ξ〉 pv0pξq dξ `O`e´γ˜t˘ }v0}L2pRdq ,
∇uhptq “ 1p2piqd
ż
ξPBprq
iξeix¨ξe´
t
bh
〈Ghξ,ξ〉 pv0pξq dξ `O`e´γ˜t˘ }v0}L2pRdq ,
iwpBtuhptq “ ´ iwpp2piqd
ż
ξPBprq
eix¨ξ 〈Ghξ, ξ〉
bh
e
´ t
bh
〈Ghξ,ξ〉 pv0pξq dξ `O`e´γ˜t˘ }v0}L2pRdq .
Proof. We prove for instance the second estimate. The others are similar. For t ě 1 and
x P Rd we have
∇uhptq “ ∇e´
tPh
bh v0 “ 1p2piqd
ż
ξPRd
iξeix¨ξe´
t
bh
〈Ghξ,ξ〉 pv0pξq dξ.
By Corollary 4.8 we haveˇˇˇˇ
ˇ
ż
ξPRdzBprq
iξeix¨ξe´
t
bh
〈Ghξ,ξ〉 pv0pξq dξ
ˇˇˇˇ
ˇ ď
ż
ξPRdzBprq
|ξ| e´tΛ1|ξ|2 | pv0pξq| dξ.
The estimate then follows from the Cauchy-Schwarz inequality and the Plancherel equal-
ity. 
Theorem 1.3 is a consequence of Propositions 3.3 and 4.6 together with the following
estimates. We recall that θ1ptq and θ2ptq were defined in (4.13). Moreover, we recall
that by density it is enough to prove Theorem 1.3 for U0 “ F P S ˆ S.
Proposition 4.12. Let s1, s2 P
“
0, d2
‰
and κ ą 1. Then there exists C ě 0 which does
not depend on F P S ˆ S and such that for t ě 1 we have
}θ1ptqF ´ uhptq}L2,´κs1 ď C 〈t〉´
1
2
´ s1`s2
2 }F }Lκs2 ,
}∇θ1ptqF ´W∇uhptq}L2,´κs1 ď C 〈t〉´1´
s1`s2
2 }F }Lκs2 ,
and
}θ2ptqF ´ iwpBtuhptq}L2,´κs1 ď C 〈t〉´
3
2
´ s1`s2
2 }F }Lκs2 .
Proof. For j P t1, 2u we set pj “ 2dd´2sj P r2,`8s. Then p0 P r1,`8s is defined by
1
p0
` 1
p1
` 1
p2
“ 1.
We begin with the last estimate. By Propositions 4.7 and 4.9, and (4.12), we have
θ2ptqF “ 1p2piqd
ż
σPBprq
eix¨σe´
t
bh
p〈Ghσ,σ〉`Op|σ|3qq 〈F σ#,Ψσ〉L# λσwpϕσ dσ.
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Let
v1ptq “ 1p2piqd
ż
σPBprq
eix¨σe´
t
bh
〈Ghσ,σ〉 〈F σ#,Ψσ〉λσwpϕσ dσ.
For g P S we have by Proposition 4.1〈
eix¨σwpϕσ, g
〉
L2pRdq “
〈
wpϕσ, g
σ
#
〉
L2#
,
so ˇˇˇ
〈θ2ptqF ´ v1ptq, g〉L2pRdq
ˇˇˇ
“
ˇˇˇˇ
ˇ 1p2piqd
ż
σPBprq
λσe
´ t
bh
〈Ghσ,σ〉
´
etOp|σ|
3q ´ 1
¯ 〈
F σ#,Ψσ
〉
L#
〈
wpϕσ, g
σ
#
〉
L2#
dσ
ˇˇˇˇ
ˇ
À
ż
σPBprq
|σ|2e´Λ1t|σ|2 ˇˇetOp|σ|3q ´ 1ˇˇ ˇˇ 〈F σ#,Ψσ〉 ˇˇ ˇˇ 〈wpϕσ, gσ#〉 ˇˇ dσ
À
ż
σPBprq
t |σ|5 e´Λ1t|σ|2etOp|σ|3q ˇˇ 〈F σ#,Ψσ〉 ˇˇ ˇˇ 〈wpϕσ, gσ#〉 ˇˇ dσ.
Choosing r ą 0 smaller if necessary we obtainˇˇˇ
〈θ2ptqF ´ v1ptq, g〉L2pRdq
ˇˇˇ
À
ż
σPBprq
t |σ|5 e´Λ1t|σ|
2
2
ˇˇ 〈
F σ#,Ψσ
〉 ˇˇ ˇˇ 〈
wpϕσ, g
σ
#
〉 ˇˇ
dσ.
By the Ho¨lder inequality we haveˇˇˇ
〈θ2ptqF ´ v1ptq, g〉L2pRdq
ˇˇˇ
À t´ 32
›››pt |σ|2q 52 e´ tΛ1|σ|22 ›››
L
p0
σ pBprqq
››〈wpϕσ, gσ#〉››Lp1σ pBprqq ››〈F σ#,Ψσ〉››Lp2σ pBprqq .
If p0 “ 8 (i.e. if s1 ` s2 “ 0) then›››pt |σ|2q 52 e´ tΛ1|σ|22 ›››
L
p0
σ pBprqq
À 1.
And if p0 ă 8,›››pt |σ|2q 52 e´ tΛ1|σ|22 ›››
L
p0
σ pBprqq
“
˜
t´
d
2
ż
Bp?trq
|η|5p0 e´ p0Λ1|η|
2
2 dη
¸ 1
p0
À t´ d2p0 “ t´ s1`s22 .
By Corollary 4.2 we finally get in both casesˇˇˇ
〈θ2ptqF ´ v1ptq, g〉L2pRdq
ˇˇˇ
À 〈t〉´ 32´ s1`s22 }g}L2,κs1 }F }Lκs2 .
In L# we have Ψσ “ Ψ0 `Op|σ|q so, if we set
v2ptq “ 1p2piqd
ż
σPBprq
eix¨σe´
t
bh
〈Ghσ,σ〉 〈F σ#,Ψ0〉L# λσwpϕσ dσ,
then we similarly obtainˇˇˇ
〈v1ptq ´ v2ptq, g〉L2pRdq
ˇˇˇ
À
ż
σPBprq
|σ|2 e´tΛ1|σ|2 ˇˇ〈wpϕσ, gσ#〉ˇˇ ˇˇ〈F σ#,Ψσ ´Ψ0〉ˇˇ dσ
À
ż
σPBprq
|σ|3 e´tΛ1|σ|2 ˇˇ〈wpϕσ, gσ#〉ˇˇ ˇˇˇˇ〈F σ#, Ψσ ´Ψ0|σ|
〉ˇˇˇˇ
dσ
À 〈t〉´ 32´ s1`s22 }g}L2,κs1 }F }Lκs2 .
Similarly,
λσwpϕσ “ ´ i
bh
〈Ghσ, σ〉wp `O
` |σ|3 ˘,
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so ˇˇˇ
〈v2ptq ´ v3ptq, g〉L2pRdq
ˇˇˇ
À 〈t〉´ 32´ s1`s22 }g}L2,κs1 }F }Lκs2
where we have set
v3ptq “ ´ i
bh
1
p2piqd
ż
σPBprq
eix¨σe´
t
bh
〈Ghσ,σ〉 〈Ghσ, σ〉wp
〈
F σ#,Ψ0
〉
dσ.
Finally, by (4.19) and Proposition 4.1 we have〈
F σ#,Ψ0
〉 “ 1
bh
`〈pu0qσ#, bp〉` 〈ipwpu1qσ#, i〉˘
“ 1
bh
ż
xPRd
e´ix¨σ
`
bppxqu0pxq ` wpu1pxq
˘
dx
“ pv0pσq.
With Lemma 4.11 we have }v3ptq ´ iwpBtuhptq} “ O
`
e´γ˜t }F } ˘, which concludes the
proof of the third estimate. For the first estimate, we proceed similarly except that
λσwpϕσ is replaced by ϕσ. For the second we start from
∇θ2ptqF “ 1p2piqd
ż
σPBprq
eix¨σe´
t
bh
p〈Ghσ,σ〉`Op|σ|3qq 〈F σ#,Ψσ〉L# `iσϕσ `∇ϕσ˘ dσ.
By Proposition 4.7 and (1.14) we have
iσϕσ `∇ϕσ “ iσ ` i∇ψσ `O
` |σ|2 ˘ “ iW pxqσ `O` |σ|2 ˘, (4.20)
so we can proceed as above to get the second estimate and conclude the proof. 
5. Low frequency analysis in the perturbed setting
In this section we prove Theorem 1.4. By Proposition 3.3, it is enough to estimate
the difference between Ilowptq and Ipptq (defined by (3.7) and (4.1), respectively). Since
the perturbation breaks the periodic structure, it is no longer possible to reduce the
analysis to a family of problems on the torus. Here, we will deduce the time decay from
resolvent estimates. We recall that the contour Γµ was defined in (3.4).
We start from
pIlowptq ´ IpptqqF “
ż
R
χpτqe´itpτ`iθµpτqqRpτ ` iθµpτqqF dτ,
where
Rpzq :“ 1
2ipi
`pA´ zq´1 ´ pAp ´ zq´1˘.
By partial integrations we obtain, for all k P N,
pIlowptq ´ IpptqqF “ 1pitqk
ż
R
e´itpτ`iθµpτqqLkµ
`
χpτqRpτ ` iθµpτqq
˘
F dτ,
where
Lµ :“ d
dτ
1
1` iθ1µpτq .
We recall that pIlowptq ´ IpptqqF does not depend on µ P p0, 1s. However, if we assume
that the derivatives of θµ are bounded uniformly in µ, the estimates given by this equality
are of the form
}pIlowptq ´ IpptqqF } À e
µt
tk
sup
|τ |ď3
sup
0ďjďk
›››Rpjqpτ ` iθµpτqq››› .
In L pL2pRdqq, the resolvents blow up near 0, so we cannot simply let µ go to 0 to get rid
of the exponential factor. However, it is standard in this kind of contexts that in suitable
weighted spaces some derivatives of these resolvents can be uniformly bounded. In this
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section, we prove uniform estimates for the derivatives of R in weighted spaces. Then,
at the limit µÑ 0, this will give polynomial decay for the difference pIlowptq ´ IpptqqF ,
hence for the difference uptq ´ upptq as in Theorem 1.4.
For βx P Nd we set
Θβx0 :“
ˆBβxx 0
0 0
˙
, Θ01 :“
ˆ
0 0
0 1
˙
and Θ00 :“
ˆ
1 0
0 0
˙
.
We recall that the solution e´itAU0 of (2.3) is of the form
`
uptq, iwBtuptq
˘
where uptq is
the solution of (1.1). Thus, for δ P R, βt P t0, 1u and βx P Nd such that βt` |βx| ď 1 we
have ›››Θβxβt e´itAU0›››L´δ » ›››Bβtt Bβxx uptq›››L2,´δpRdq .
For β˜x P Nd we also set
rΘβ˜x :“
˜
0 0
Bβ˜xx 0
¸
and rΘ0 :“ IdL “ ˆ1 00 1
˙
.
This odd notation will prove to be useful in the sequel.
5.1. Resolvent estimates in the periodic case. In order to prove estimates on the
derivatives of pA ´ zq´1 and of the difference pA ´ zq´1 ´ pAp ´ zq´1, we need more
information about the resolvent of Ap.
Proposition 5.1. Let βt P t0, 1u and βx, β˜x P Nd with βt ` |βx| ď 1 and |β˜x| ď 1. Let
s1, s2 P
“
0, d2
˘
and κ ą 1. Then there exist a neighborhood U of 0 in C and C ě 0 such
that for z P C` X U and m P N we have›››Θβxβt pAp ´ zq´1´mrΘβ˜x›››L pLκs2 ,L´κs1 q ď C
ˆ
1` |z|βt` |βx|`|β˜x|2 ` s1`s22 ´p1`mq
˙
.
Proof. We set κ˜ “ ?κ. Without loss of generality we can assume that κ is so close to
1 that κ˜maxps1, s2q ď d2 . We follow the same ideas as for the propagator. For this we
can still use the Floquet-Bloch decomposition. Thus, for σ P Rd we set
Θβxβt pσq “ e´ix¨σΘβxβt eix¨σ.
We similarly define rΘβ˜xpσq. Let F,G P S ˆ S. We can write〈
Θβxβt pAp ´ zq´1´mrΘβ˜xF,G〉L
“ 1p2piqd
ż
σP2piT
〈
Θβxβt pσqpAσ ´ zq´1´mrΘβ˜xpσqF σ#, Gσ#〉L# dσ
“ 1p2piqd
ż
σPBprq
1
pλσ ´ zq1`m
〈
Θβxβt pσqΠσ rΘβ˜xpσqF σ#, Gσ#〉L# dσ ` 〈BpzqF,G〉L ,
where B P L pLq is holomorphic in a neighborhood of 0 in C and〈
Θβxβt pσqΠσ rΘβ˜xpσqF σ#, Gσ#〉L# “
〈
F σ#,
rΘβ˜xpσq˚Ψσ〉L#
〈
Θβxβt pσqΦσ, Gσ#
〉
L#
.
By Proposition 4.7 and the fact that Impzq ą 0 we have
1
|λσ ´ z| À
1
Λ1 |σ|2 ` |z|
.
By Remark 4.10 and the expression of Ψ0 in Proposition 4.9 we have›››rΘβ˜xpσq˚Ψσ›››L# “ O
´
|σ||β˜x|
¯
.
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And we recall from (4.12), Corollary 4.8 and (4.20) that›››Θβxβt pσqΦσ›››L# “ O
´
|σ|2βt`|βx|
¯
.
For j P t1, 2u we set pj “ p2dq{pd´ 2κ˜sjq. Then we consider p0 P r1,`8s such that
1
p0
` 1
p1
` 1
p2
“ 1.
By the Ho¨lder inequality and Corollary 4.2 (applied with κ˜ instead of κ) we getˇˇˇ〈
Θβxβt pAp ´ zq´1´mrΘβ˜xF,G〉L ˇˇˇ
À
››››› |σ|2βt`|βx|`|β˜x|pΛ1 |σ|2 ` |z|q1`m
›››››
L
p0
σ
››››››
〈
F σ#,
rΘβ˜xpσq˚Ψσ〉
|σ||β˜x|
››››››
L
p2
σ
››››››
〈
Θβxβt pσqΦσ, Gσ#
〉
|σ|2βt`|βx|
››››››
L
p1
σ
À
››››› |σ|2βt`|βx|`|β˜x|pΛ1 |σ|2 ` |z|q1`m
›››››
L
p0
σ pBprqq
}F }L2,κs2 pRdq }G}L2,κs1 pRdq .
We have
sup
σPBprq
|σ|2βt`|βx|`|β˜x|
pΛ1 |σ|2 ` |z|q1`m
À 1` |z| 2βt`|βx|`|β˜x|2 ´p1`mq ,
so the proposition is proved if s1 “ s2 “ 0 and p0 “ 8. Now assume that s1 ` s2 ą 0.
Using polar coordinates in σ we can write››››› |σ|2βt`|βx|`|β˜x|pΛ1 |σ|2 ` |z|q1`m
›››››
p0
L
p0
σ pBprqq
À
ż r
0
θp2βt`|βx|`|β˜x|qp0
pΛ1θ2 ` |z|qp1`mqp0 θ
d´1 dθ.
If
`
2βt` |βx| ` |β˜x| ´ 2p1`mq
˘
p0` d´ 1 ą ´1 then this quantity is bounded uniformly
in z P C` close to 0. Otherwise, the change of variables θ “
a|z|θ˜ gives››››› |σ|2βt`|βx|`|β˜x|pΛ1 |σ|2 ` |z|q1`m
›››››
p0
L
p0
σ pBprqq
ď |z| p2βt`|βt|`|β˜x|qp0`d2 ´p1`mqp0
ż r?|z|
0
θ˜p2βt`|βt|`|β˜x|qp0`d´1
pΛ1θ˜2 ` 1qp1`mqp0
dθ˜.
In any case we can write the rough estimate››››› |σ|2βt`|βx|`|β˜x|pΛ1 |σ|2 ` |z|q1`m
›››››
L
p0
σ pBprqq
À 1` |z|´p1`mq` 2βt`|βx|`|β˜x|2 ` d2p0´ε ,
where
ε “ pκ˜´ 1qps1 ` s2q
2
ą 0
(in fact we can take ε “ 0 if `2βt ` |βx| ` |β˜x| ´ 2p1 ` mq˘p0 ` d ´ 1 ă ´1). Since
d{p0 “ κ˜ps1 ` s2q, the conclusion follows. 
5.2. Resolvent estimates in the perturbed setting. In this paragraph we use the
estimate of the derivatives of pAp´zq´1 for z P C` close to 0 to obtain (better) estimates
for the difference pA´zq´1´pAp´zq´1. This will prove that we have the same estimates
for pA´ zq´1 as for pAp ´ zq´1.
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Proposition 5.2. Let βt P t0, 1u and βx P Nd with βt` |βx| ď 1. Let s1, s2 P
“
0, d2
˘
and
κ ą 1. Let η ą 0. Assume that
κmaxps1, s2q ` κη ă min
ˆ
d
2
, ρG, ρa ` 1
˙
. (5.1)
Then there exists C ě 0 such that for z P C` with |z| ď 1 we have›››Θβxβt `pA´ zq´1´m ´ pAp ´ zq´1´m˘›››L pLκs2 ,L´κs1 q
ď C
´
1` |z| η2`βt` |βx|2 ` s1`s22 ´p1`mq
¯
.
We split the proof of this proposition into several intermediate results. We begin with
a remark which will be used several times in the proofs. It is based on the fact that in
the expression of the resolvent in Proposition 2.2 the lower row is, up to a term w, equal
to zw times the upper row.
Remark 5.3. Let ν1, ν2 P L8. Then for z P C` we haveˆ
0 ν1
0 ν2
˙
pA´ zq´1 “
ˆ
ν1w 0
ν2w 0
˙
` z
ˆ
ν1w 0
ν2w 0
˙
pA´ zq´1. (5.2)
This also holds with A replaced by Ap. In particular for δ1 P R and U P S ˆ S we have››››ˆ0 ν10 ν2
˙`pA´ zq´1 ´ pAp ´ zq´1˘U››››
L´δ1
À }U}L´δ1 ` |z|
››`pA´ zq´1 ´ pAp ´ zq´1˘U››L´δ1 .
Now if we take the derivatives of (5.2) with respect to z we get for m ě 1››››ˆ0 ν10 ν2
˙`pA´ zq´1´m ´ pAp ´ zq´1´m˘U››››
L´δ1
À ››`pA´ zq´m ´ pAp ´ zq´m˘U››L´δ1
` |z| ››`pA´ zq´1´m ´ pAp ´ zq´1´m˘˘U››L´δ1 .
We can apply this remark in particular to the operator Θ10 which select the component
iwBtuptq in the solution of (2.3):
Lemma 5.4. Assume that the result of Proposition 5.2 holds when βt “ 0. Then it also
holds when βt “ 1.
Proof. Assume that m ě 1. By Remark (5.3) we have in L pLκs2 ,L´κs1q››Θ10`pA´ zq´1´m ´ pAp ´ zq´1´m˘›› À ››Θ00`pA´ zq´m ´ pAp ´ zq´m˘››
` |z| ››Θ00`pA´ zq´1´m ´ pAp ´ zq´1´m˘›› ,
and the conclusion for βt “ 1 follows from the case βt “ 0. We conclude similarly if
m “ 0. 
After Lemma 5.4 it is enough to consider the case βt “ 0. For this we will use
perturbation arguments. We set
P0 “ ´divG0pxq∇.
Then we write
A´Ap “ P0 `D0,
where
P0 “
ˆ
0 0
P0 0
˙
and D0 “
ˆ
0 w´1 ´ w´1p
0 a0
˙
.
Notice that w´1 ´ w´1p has the same decay property as w0 in (1.4).
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We begin with the contribution of P0. For this we setrA “ Ap ` P0.
Notice that all the general results proved for A in Section 2 also apply for rA.
Lemma 5.5. In the setting of Proposition 5.2, if β˜x P Nd is such that |β˜x| ď 1 then
there exists C ě 0 such that for z P C` with |z| ď 1 we have›››Θβx0 p rA´ zq´1rΘβ˜x›››L pLκs2 ,L´κs1 q ď C
ˆ
1` |z| |βx|`|β˜x|`s1`s22 ´1
˙
.
Proof. For z P C` we set
Rppzq “
`
Pp ´ izbppxq ´ z2wppxq
˘´1
and
R0pzq “
`
PG ´ izbppxq ´ z2wppxq
˘´1
.
We observe from Proposition 2.2 that›››Θβx0 p rA´ zq´1rΘβ˜x›››L pLκs2 ,L´κs1 q » ›››〈x〉´κs1 Bβxx R0pzqBβ˜xx 〈x〉´κs2›››L pL2pRdqq . (5.3)
We have a similar estimate with rA and R0pzq replaced by Ap and Rppzq, respectively.
Let σ1, σ2 P
“
0, d2
“
. Let β1, β2 P Nd with |β1| ď 1 and |β2| ď 1. For φ P S we have›››∇R0pzqBβ2x 〈x〉´κσ2 φ›››2
L2pRdq
À
〈
Gpxq∇R0pzqBβ2x 〈x〉´κσ2 φ,∇R0pzqBβ2x 〈x〉´κσ2 φ
〉
À
〈
PGR0pzqBβ2x 〈x〉´κσ2 φ,R0pzqBβ2x 〈x〉´κσ2 φ
〉
À
ˇˇˇ〈
φ, 〈x〉´κσ2 Bβ2x R0pzqBβ2x 〈x〉´κσ2 φ
〉ˇˇˇ
`
ˇˇˇ〈
pizbp ` z2wpqR0pzqBβ2x 〈x〉´κσ2 φ,R0pzqBβ2x 〈x〉´κσ2 φ
〉ˇˇˇ
,
hence›››∇R0pzqBβ2x 〈x〉´κσ2›››
L pL2pRdqq
À
›››〈x〉´κσ2 Bβ2x R0pzqBβ2x 〈x〉´κσ2››› 12
L pL2pRdqq
` |z| 12
›››R0pzqBβ2x 〈x〉´κσ2›››
L pL2pRdqq
. (5.4)
On the other hand, the resolvent identity gives
〈x〉´κσ1 Bβ1x R0pzqBβ2x 〈x〉´κσ2 “ 〈x〉´κσ1 Bβ1x RppzqBβ2x 〈x〉´κσ2
´ 〈x〉´κσ1 Bβ1x RppzqP0R0pzqBβ2x 〈x〉´κσ2 .
Let σ˜1, σ˜2 P
“
0, d2
˘
be such that κσ˜1 ` κσ˜2 ă ρG. We have›››〈x〉´κσ1 Bβ1x RppzqP0R0pzqBβ2x 〈x〉´κσ2›››
À
›››〈x〉´κσ1 Bβ1x Rppzq∇〈x〉´κσ˜2››› ›››〈x〉´κσ˜1 ∇R0pzqBβ2x 〈x〉´κσ2››› .
By (5.3) and Proposition 5.1 we obtain›››〈x〉´κσ1 Bβ1x R0pzqBβ2x 〈x〉´κσ2›››
À
ˆ
1` |z| |β1|`|β2|`σ1`σ22 ´1
˙
`
ˆ
1` |z| |β1|`σ1`σ˜2´12
˙›››〈x〉´κσ˜1 ∇R0pzqBβ2x 〈x〉´κσ2››› .
(5.5)
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We first choose σ˜2 P p0, 1q and σ˜1 “ 0. We apply this estimate with β1 “ β2 and σ1 “ σ2
on the one hand, with β1 “ 0 and σ1 “ 0 on the other hand. This gives›››〈x〉´κσ2 Bβ2x R0pzqBβ2x 〈x〉´κσ2›››
À
´
1` |z||β2|`σ2´1
¯
`
ˆ
1` |z| |β2|`σ2´12
˙›››∇R0pzqBβ2x 〈x〉´κσ2›››
and ›››R0pzqBβ2x 〈x〉´κσ2››› À ˆ1` |z| |β2|`σ22 ´1˙` ´1` |z| σ˜2´12 ¯ ›››∇R0pzqBβ2x 〈x〉´κσ2››› .
Then (5.4) gives›››∇R0pzqBβ2x 〈x〉´κσ2››› À ˆ1` |z| |β2|`σ2´12 ˙` ˆ1` |z| |β2|`σ2´14 ˙›››∇R0pzqBβ2x 〈x〉´κσ2››› 12
` |z| σ˜22
›››∇R0pzqBβ2x 〈x〉´κσ2››› .
For z small enough this gives›››∇R0pzqBβ2x 〈x〉´κσ2››› À ˆ1` |z| |β2|`σ2´12 ˙ . (5.6)
Now we turn to the proof of›››〈x〉´κs1 Bβxx R0pzqBβ˜xx 〈x〉´κs2››› À ˆ1` |z| |βx|`|β˜x|`s1`s22 ´1˙ . (5.7)
With (5.3), this will conclude the proof of the lemma. Notice that it is enough to
prove (5.7) when s1 ď 2 ´ |βx|. Indeed, the right-hand side does not really depend on
s1 ě 2´ |βx|, so if (5.7) is proved for s1 “ 2´ |βx| it remains true for greater values of
s1. Similarly, it is enough to consider the case |β˜x| ` s2 ď 2.
First assume that |βx| ` s1 ď 1. Then (5.7) follows from (5.5) applied with σ˜1 “ 0
and σ˜2 “ maxp0, |β˜x|`s2´1q. Then for |βx|`s1 P r1, 2s we can apply (5.5) with σ˜2 “ 0
and σ˜1 “ |βx| ` s1 ´ 1 P r0, 1s. The proof is complete. 
Lemma 5.6. If βt “ 0 then the result of Proposition 5.2 holds with A replaced by rA.
Proof. We begin with the case m “ 0. The resolvent identity between rA and Ap reads
p rA´ zq´1 ´ pAp ´ zq´1 “ ´pAp ´ zq´1P0p rA´ zq´1
“ ´p rA´ zq´1P0pAp ´ zq´1. (5.8)
We can write
P0 “ ´
ÿ
1ďj,kďd
Θ˜ej
ˆ
G0;j,kpxq 0
0 0
˙
Θek0 ,
where pe1, . . . , edq is the canonical basis in Rd. For σ1, σ2 P
“
0, d2
˘
such that κσ1`κσ2 ă
ρG we obtain by Lemma 5.5›››Θβx0 `p rA´ zq´1 ´ pAp ´ zq´1˘›››
L pLκs2 ,L´κs1 q
À
ˆ
1` |z| |βx|`s1`σ2´12
˙´
1` |z|σ1`s2´12
¯
.
If |βx| ` s1 ě 1 and s2 ě 1 we can apply this inequality with σ1 “ σ2 “ 0 to conclude.
If |βx| ` s1 ě 1 we can take σ2 “ 0 and σ1 “ |βx| ` s1 ´ 1 ` η. If s2 ě 1 we can take
σ1 “ 0 and σ2 “ s2 ´ 1 ` η. Finally, if |βx| ` s1 ă 1 (then |βx| “ 0) and s2 ă 1 we
choose σ1 P r0, 1´ s2s and σ2 P r0, 1´ s1s in such a way that
σ1 ` σ2 “ minp2´ s1 ´ s2, ηq.
This conclude the case m “ 0.
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Then we proceed by induction on m. With (5.8) we can check that
p rA´ zq´1´m “ ´1´ p rA´ zq´1P0¯ pAp ´ zq´1p rA´ zq´m,
and
p rA´ zq´m “ pAp ´ zq´m ´ mÿ
k“1
pAp ´ zq´kP0p rA´ zqk´m´1.
This gives
p rA´zq´1´m “ ´1´ p rA´ zq´1P0¯˜pAp ´ zq´1´m ´ mÿ
k“1
pAp ´ zq´1´kP0p rA´ zqk´m´1¸ ,
hence
p rA´ zq´1´m ´ pAp ´ zq´1´m “ ´p rA´ zq´1P0pAp ´ zq´1´m
´
´
1´ p rA´ zq´1P0¯ mÿ
k“1
pAp ´ zq´1´kP0p rA´ zqk´m´1.
(5.9)
The interest of this decomposition is that we only have factors for which we can use the
inductive assumption. We choose k P t1, . . . ,mu and estimate
Tm,k “ p rA´ zq´1P0pAp ´ zq´1´kP0p rA´ zqk´m´1.
We have›››Θβx0 Tm,k›››
L pLκs2 ,L´κs1 q
À
ˆ
1` |z| |βx|`s1`σ2´12
˙´
1` |z|σ1`σ˜22 ´k
¯´
1` |z| σ˜1`s2´12 ´m`k
¯
,
where σ1, σ2, σ˜1, σ˜2 P
“
0, d2q are such that κσ1 ` κσ2 ă ρG and κσ˜1 ` κσ˜2 ă ρG. Then
we play the same game as above, except that we have four parameters to choose.
Assume that |βx| ` s1 ě 2k ` 1. Then we can take σ2 “ 0, σ1 “ 2k, σ˜2 “ 0 and
σ˜1 “ |βx| ` s1 ´ 1 ´ 2k ` η. Similarly, if s2 ě 2pm ` 1q ´ 1 we take σ˜1 “ 0, σ˜2 “ 2k,
σ1 “ 0 and σ2 “ s2 ´ 2pm` 1q ` 1` η.
Now assume that |βx| ` s1 ă 2k ` 1 and s2 ă 2pm ` 1q ´ 1. If |βx| ` s1 ă 1 (then
|βx| “ 0) then we take σ2 “ minp1´s1, ηq and σ1 “ η´σ2. If |βx|`s1 ą 1 then we take
σ2 “ 0 and σ1 “ |βx|` s1´1`η. If s2 ă 1 we take σ˜1 “ minp1´ s2, ηq and σ˜2 “ η´ σ˜1.
Finally, if s2 ą 1 then we take σ˜1 “ 0 and σ˜2 “ σ2 ´ 1 ` η. We can check that in any
case we have ›››Θβx0 Tm,k›››
L pLκs2 ,L´κs1 q
À 1` |z| |βx|`s1`s2`η2 ´p1`mq .
The other terms in (5.9) are estimated similarly, and the proof is complete. 
Remark 5.7. With Lemma 5.5 and Lemma 5.4 applied with a0 “ w0 “ 0 we obtain›››p rA´ zq´1´m›››
L pLκs2 ,L´κs1 q
ď C
´
1` |z| s1`s22 ´p1`mq
¯
. (5.10)
It remains to add the contribution of D0. We begin with an estimate of the powers
of pA´ zq´1.
Lemma 5.8. Let s1, s2 P
“
0, d2q and κ ą 1. Then there exists C ě 0 such that for z P C`
with |z| ď 1 we have››pA´ zq´1´m››
L pLκs2 ,L´κs1 q ď C
´
1` |z| s1`s22 ´p1`mq
¯
.
Proof. The resolvent identity between A and rA reads
pA´ zq´1 “ p rAp ´ zq´1 ´ p rA´ zq´1D0pA´ zq´1. (5.11)
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We can apply Remark 5.3 to the operator D0. Moreover its coefficients decay according
to (1.4). Thus, if σ1, σ2 P
“
0, d2
˘
and κ˜ ą 1 are such that κ˜σ1 ` κ˜σ2 ă ρa, we have by
Lemma 5.5 and (5.10)›››〈x〉´κs1 p rA´ zq´1 〈x〉´κs2››› (5.12)
ď ››〈x〉´κs1 pAp ´ zq´1 〈x〉´κs2››
` |z|
›››〈x〉´κs1 pAp ´ zq´1 〈x〉´κ˜σ2››› ›››〈x〉´κ˜σ1 p rA´ zq´1 〈x〉´κs2››› (5.13)
À
´
1` |z| s1`s22 ´1
¯
`
´
|z| ` |z| s1`σ22
¯ ›››〈x〉´κσ1 p rA´ zq´1 〈x〉´κs2››› .
If s1 “ 0 we apply this inequality with σ1 “ 0 and σ2 ą 0. This gives the required esti-
mate for z small enough (which is enough since we know that the resolvent is uniformly
bounded outside some neighborhood of 0). Then if s1 ď 2 we apply (5.12) with σ1 “ 0
and σ2 “ maxp0, s2 ´ 2q and get the same conclusion. Finally if s1 ą 2 we simply take
σ1 “ σ2 “ 0, which concludes the case m “ 0.
Then we proceed by induction on m. With (5.11) we can check that
pA´ zq´1´m ´ p rA´ zq´1´m “ ´ mÿ
k“0
p rA´ zq´1´kD0pA´ zq´1´m`k. (5.14)
For m P N and k P t0, . . . ,mu we set
Tm,kpzq “ p rA´ zq´1´kD0pA´ zq´1´m`k. (5.15)
If k “ m we obtain by Remark 5.3››〈x〉´κs1 Tm,kpzq 〈x〉´κs2›› À ›››〈x〉´κs1 p rA´ zq´1´m 〈x〉´κs2›››
` |z|
›››〈x〉´κs1 p rA´ zq´1´m 〈x〉´κσ2››› ››〈x〉´κσ1 pA´ zq´1 〈x〉´κs2›› ,
where, again, σ1, σ2 P
“
0, d2
˘
are such that κσ1` κσ2 ă ρa. Using the inductive assump-
tion for the last factor, (5.10) for the others, and choosing σ1 and σ2 suitably as above,
we obtain ››〈x〉´κs1 Tm,kpzq 〈x〉´κs2›› À 1` |z| s1`s22 ´p1`mq . (5.16)
For k P t0, . . . ,m´ 1u we use Remark 5.3 and obtain››〈x〉´κs1 Tm,k 〈x〉´κs2›› (5.17)
ď
›››〈x〉´κs1 p rA´ zq´1´k 〈x〉´κσ˜2››› ›››〈x〉´κσ˜1 pA´ zq´m`k 〈x〉´κs2›››
` |z|
›››〈x〉´κs1 p rA´ zq´1´k 〈x〉´κσ2››› ›››〈x〉´κσ1 pA´ zq´1´m`k 〈x〉´κs2››› ,
where σ˜1, σ˜2, σ1, σ2 P
“
0, d2
˘
are such that κσ˜1 ` κσ˜2 ď ρa and κσ1 ` κσ2 ď ρa. We
proceed as above to obtain (5.16) if k P t1, . . . ,m´ 1u. For k “ 0 we get››〈x〉´κs1 Tm,0pzq 〈x〉´κs2››
À
´
1` |z| s1`s22 ´p1`mq
¯
`
´
|z| ` |z| s1`σ22
¯ ››〈x〉´κσ1 pA´ zq´1´m 〈x〉´κs2›› .
Finally,››〈x〉´κs1 pA´ zq´1´m 〈x〉´κs2››
À
´
1` |z| s1`s22 ´p1`mq
¯
`
´
|z| ` |z| s1`σ22
¯ ››〈x〉´κσ1 pA´ zq´1´m 〈x〉´κs2›› .
As for the case m “ 0, we conclude with σ1 “ 0 and σ2 ą 0 if s1 “ 0 and then with
σ1 “ 0 and σ2 “ maxp0, s2 ´ 2pm ` 1qq if s1 ď 2. Then we proceed by induction on
the integer part of s12 . If s1 P p2k, 2pk ` 1qs for some k ě 1, then we choose σ2 “ 0 and
σ1 “ s1 ´ 2 P p2pk ´ 1q, 2ks to conclude the proof. 
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Finally the following lemma will conclude the proof of Proposition 5.2.
Lemma 5.9. The result of Proposition 5.2 holds if βt “ 0.
Proof. We start again from (5.14) and use the notation (5.15). We consider the case
k P t0, . . . ,m´ 1u. By an estimate analogous to (5.17) we obtain›››〈x〉´κs1 Θβx0 Tm,k 〈x〉´κs2››› ď ˆ1` |z| |βx|`s1`σ˜22 ´p1`kq˙´1` |z| σ˜1`s22 ´pm´kq¯
ď |z|
ˆ
1` |z| |βx|`s1`σ22 ´p1`kq
˙´
1` |z|σ1`s22 ´p1`m´kq
¯
,
where σ˜1, σ˜2, σ1, σ2 P
“
0, d2
˘
are such that κσ˜1`κσ˜2 ď ρa and κσ1`κσ2 ď ρa. Choosing
suitably these coefficients in the same spirit as above we get the estimates for the con-
tributions of Tm,kpzq for k P t0, . . . ,m´ 1u. The case k “ m is similar, and the proof is
complete. 
5.3. Energy decay. In this final paragraph we use the resolvent estimates of Propo-
sition 5.2 to prove Theorem 1.4. We recall from [MR] the following lemma. See also
[Dew16].
Lemma 5.10. Let K be a Hilbert space and let I be an open bounded interval of R. Let
ν ě 0, ν0 ą ν and C ě 0. Let ϕ P C80 pI,Kq and ψ P C8pI,Cq. Assume that for m P N
with m ď ν0 ` 1 and τ P I we have›››ϕpmqpτq›››
K
ď C
´
1` |τ |ν0´1´m
¯
,
ˇˇˇ
ψpmqpτq
ˇˇˇ
ď C and ˇˇψ1pτqˇˇ ě 1
C
.
Then there exists c ě 0 which only depends on I, ν, ν0 and C such that for all t ě 0 we
have ››››ż
I
e´itψpτqϕpτq dτ
››››
K
ď c 〈t〉´ν exp
ˆ
t sup
I
Impψq
˙
.
Now we can finish the proof of Theorem 1.4.
Proof of Theorem 1.4. It is enough to prove the result for κ close to 1, so without loss
of generality we can assume that (5.1) holds. By density it is enough to prove the result
for F P S ˆ S. Let µ P p0, 1s. By Proposition 3.3 it is enough to estimate the difference
between Ilowptq and Ipptq. We recall that Ilowptq, Ipptq and Γµ were defined in (3.7),
(4.1) and (3.4), respectively. We have
Θβxβt pIlowptq ´ IpptqqF
“ 1
2ipi
ż
τ
χpτqe´itpτ`iθµpτqqΘβxβt
`pA´ pτ ` iθµpτqqq´1 ´ pAp ´ pτ ` iθµpτqqq´1˘F dτ.
We can assume that the derivatives of θµ are uniform in µ P p0, 1s. Then, by Lemma
5.10 and the estimates of Proposition 5.2 (with η replaced by η˜ ą η which still satisfies
(5.1)) there exists c ě 0 which does not depend on F P S ˆ S, µ P p0, 1s or t ě 0 such
that ›››Θβxβt pIlowptq ´ IpptqqF ›››L´κs1 ď cetµ 〈t〉´βt´ |βx|2 ´ s1`s22 ´ η2 }F }Lκs2 .
Then we let µ go to 0, and the conclusion follows. 
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