A branch and bound algorithm for solution of the "knapsack problem," max E vzix where E wixi < W and xi = 0, 1, is presented which can obtain either optimal or approximate solutions. Some characteristics of the algorithm are discussed and computational experience is presented. Problems involving 50 items from which approximately 25 items were loaded were solved in an average of 0.07 minutes each by a coded version of this algorithm for the IBM 7094 computer.
Introduction
This paper presents a branch and bound algorithm for the solution of a special type of combinatorial problem. The problem which is sometimes called the knapsack problem arises in various cargo loading situations and consists of selecting from a finite collection of objects that subcollection which maximizes a linear function of the objects selected while obeying a single linear inequality constraint.
This problem may be formulated and solved in a variety of ways. The method proposed here is of interest in that it provides initially a solution which is approximately optimal and also an upper bound on the value of the optimal solution. Thus, computation may be terminated at any point where it is felt that further improvements in the solution are not worth the additional computational effort. The nature of the algorithm is such that the approximation tends to be good for problems involving a large number of items where each item makes a small contribution to the objective function and to the restriction. Further, it appears that the efficiency of the algorithm increases as the size of the problem increases. Nonetheless, as with other branch and bound [8] algorithms, the memory and time requirements are quite large for problems involving many items.
As will be shown in Part 2 of this paper, the problem may be formulated as an integer linear programming problem and may be solved using either the all integer cutting plane method of Gomory [5] or the more specialized algorithm of Balas [7] for linear programs with 0, 1 variables. Still another approach to the problem is offered by dynamic programming, and Bellman and Dreyfus [2] have treated slightly different versions of the problem in this way. Fulkerson 
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forward task, a disadvantage of this method is that a very large network is generated if the contributions of the items to the restriction vary widely. Gilmore and Gomory [5] have used a "branch and exclude" method based upon ideas of Benders. The Gilmore-Gomory method is similar to the method presented here which exploits the "branch and bound" concepts applied by Little, et al. [13] , to the travelling salesman problem. The method of implicit enumeration or "branching and bounding" is also employed for solution of the more general 0, 1 integer programming problem by many writers including [1] , [6] , [13] .
The Problem
Suppose that we wish to select from among a finite collection of indivisible objects a subcollection which maximizes a linear function subject to a linear inequality constraint. This problem may be viewed as a simple version of situations which occur in some cargo loading operations. However, there are a variety of other applications: Hansmann [9] in a capital investment context, Kolesar [11] in a network reliability problem, Gilmore and Gomory [5] in a cutting stock problem, and Cord [3] in a capital budgeting problem have all explicitly used the knapsack problem as a model. Consider a collection of N indivisible objects, labelled by the integers i = 1, 2, ... N. With each object is associated a positive real number wt, the "weight" of the object, and real number vi, the "value" of the object. It is desired to form a loading of the objects by selecting from among the N objects a subcollection which has a maximum total value but which does not exceed a total weight of say W units. The problem may be stated mathematically as follows: Find xi, i 1, 2, .., N such that We call the algorithm which will be proposed here a branch and bound algorithm in the sense of Little, et al. [13] . In the following paragraphs we introduce some terminology and notation, discuss generally the concepts on which the branch and bound algorithm is based, and then present the details of the specific branching and bounding procedure proposed. order in which they are generated by the algorithm. We denote by B(n) the upper bound associated with node n. A node that has not been branched from is a terminal node. Branching takes place at the terminal node which has the highest value of B(n) and is accomplished by creating two new descendent nodes. We describe a node, that is a subclass of feasible solutions, by listing the items which are explicitly included in the solutions (loadings) contained in the subclass, and the items which are explicitly excluded from the solutions which are contained in the subclass. Thus at a given node n, we speak of three categories of items:
General

Included Items
The set of items which are explicitly included in the solutions contained in node n will be denoted by In~ . In Figure 1 we indicate the members of I," at each node by listing their indices.
Excluded Items
The set of items which are explicitly excluded from the solutions contained in node n will. be denoted by E,,. In Figure 1 we indicate the members of E,, at each node by listing their indices with star superscripts.
Unassigned Items
The items which belong to neither I,, or to E.
have not yet been specifically assigned. When the set of unassigned items at any node 'is empty, the node contains only one solution and further branching from that node is impossible.
Branching at a node takes place in the following way: One of the previously unassigned items is selected; in one descendent node it becomes included and in the other it becomes excluded. Upon performing the branching, the algorithm checks the feasibility of the solutions contained in the two new nodes. If the subclass of solutions contained in a given node is infeasible, further branching from that node is eliminated; if the subclass of solutions is feasible, the upper bound is computed and the process continues. The details of the branching and bounding processes are given below.
In the same tree shown in No further computations will be made at nodes which do not satisfy (7). In order to compute the upper bound at node n, we assert that it is sufficient to solve the following problem: In order to perform the branching operation, two decisions must be made. First, one must select the terminal node at which to make the next branch, and second one must select the item which will be added to the list of included and excluded items in the two resulting descendent nodes. We call this the "pivot" item. The selection of the node at which to make the next branch is clearly dictated by the branch and bound method to be the terminal node with the highest value of B(n). On the other hand, selection of the pivot element is arbitrary. Clearly, one would like to make this selection in a manner that would enable the algorithm to reach an optimum solution as soon as possible. The solution to (4), (5), (6) suggests an heuristically good choice. Assuming that the original items have been arranged according to decreasing order of magnitude of vl/wi , we select as the pivot element the unassigned variable with largest vl/w . In the case of a tie, select that item which appears first in the sequence.
Outline of the Algorithm
The following instructions outline the operations and decisions involved in the algorithm: (i -1, w) and has length zero; the second arc leads from node (i -1, w -w) and has length vi. We add to the network a starting node which is Joined to all nodes (0, w) with arcs of length zero. Thus a chain from the starting node to node (i, w) corresponds to a subset of the first items whose total weight is w and the length of the chain is the total value of the subset. The network for this example is given in Figure 3 .
Modifications of the Algorithm
Iln certain loading problems there may be no practical advantage to getting al optimal loading if a nearly optimal loading is available. In fact, in some situations where the "weights" w f and/of the "values" vs are estimated from 
Computational Experience
The version of the algorithm presented in Section 4 has been coded in Fortran IV for the IBM 7094 computer. Branch and bound algorithms involve a significant amount of list processing for which Fortran is not designed. Consequently, our code is relatively unsophisticated and becomes inefficient as the number of nodes generated becomes large. It is possible to construct a code which would solve larger problems more efficiently.
Approximately 500 sample problems have been generated and solved on the IBM 7094 computer. The number of items ranged from 3 to 100. Item weights and values were generated randomly as approximately independent observations on a normally distributed random variable with expected value of 5.00 and standard deviation of 0.91. The algorithm was run until either an optimal solution was obtained or until the node list reached 3000.
Solution times depend strongly on the number of nodes generated by the algorithm, increasing approximately exponentially with the number of nodes generated. See Figure 4 .
The number of nodes generated, and hence the solution time, depends both on the number of items and on the maximum permissible weight of the knapsack. Another way to say this is that the difficulty of the problem depends on the number of items to be selected and on the number of items to be selected from. Table 1 below gives the median number of nodes generated in solving ten problems for each of the combinations of the number of items N, and the total permissible weight W indicated.
A set of 160 problems were solved for which the number of items selected from was 25 and the maximum permissible weight was 50. The problem was roughly to pick about half of the 25 items for inclusion in the knapsack. Figure 5 gives a histogram of the number of nodes generated to solve these problems. Since computation was terminated when the node list reached 3000, this data is a truncated sample. The number of nodes generated appears to have an exponential type distribution with a mean of approximately 484 nodes. The average time to generate and solve these problems was 0.07 minutes each. The algorithm terminated before an optimal solution was reached in 3.1 % of the problems solved.
Preliminary experience using an algorithm incorporating node dominance indicates that solution times are longer than when node dominance is not employed, but larger problems may be solved.
