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Resumen
En este trabajo se presenta una breve introduccio´n a los instrumentos estad´ısticos
y modelos necesarios para explicar la volatilidad de los precios de activos, siguien-
do la metodolog´ıa de series temporales, involucrando el efecto de heterocedasticidad
condicional. Con estos lineamientos definidos, se modela la volatilidad de los retornos
de precios de cierre diarios de las acciones de la empresa colombiana de Cemen-
tos Argos S.A, tomando como referencia los modelos ARCH, GARCH, TGARCH,
IGARCH, EGARCH y APARCH, e incorporar back-testing, realizando contraste
con un modelo SVt-AR(1), para determinar la efectividad de los modelos por fuera
de la muestra. El modelo que mejor explica la volatilidad condicional de los retornos
es el EGARCH(1,1) y el modelo que mejor realiza prono´sticos de volatilidad es el
SVt-AR(1).
Palabras Claves: Volatilidad condicional, volatilidad estocastica, efecto ARCH,
retornos diarios, distribucio´n GED, Criterios de informacio´n bayesiano.
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Cap´ıtulo 1
Introduccio´n
En este capitulo se explica los motivos y la importancia que tiene los modelos de
volatilidad, condicional y estoca´stica, por los accionistas al momento de invertir en
una de las acciones mas cotizadas por la bolsa de valores de Colombia: CEMARGOS.
1.1. Planteamiento y formulacio´n del problema
La compan˜´ıa colombiana de Cementos Argos S.A. (Argos, 2012) nacio´ en Medell´ın
en el an˜o 1934 e inicio´ produccio´n en el an˜o 1936, dedica´ndose principalmente a
la explotacio´n, produccio´n y comercializacio´n de cemento, concreto y cualquier otro
material a base de cemento, cal o arcilla. El nombre de la compan˜ia viene del acro´ni-
mo del apellido Arango, el cual pertenec´ıa a la familia que propulso´ el inicio de la
empresa. Despue´s de diferentes asociaciones con inversionistas de varias regiones del
pa´ıs, surgieron las siguientes compan˜´ıas: Cementos del Valle en 1938, Cementos del
Caribe en 1944, Cementos El Cairo en 1946, Cementos de Caldas en 1955, Tolcemen-
to en 1972, Colclinker en 1974, Cementos Rioclaro en 1982 y adquiere participacio´n
accionaria en Cementos Paz del R´ıo a mediados de los 90.
En 1998 empieza su internalizacio´n mediante la compra de diferentes plantas en
pa´ıses como Venezuela y en el 2005 se fusionan todas las compan˜´ıas productoras
y distribuidoras de cementos en Colombia bajo el nombre de Cementos Argos S.A.
Hoy en d´ıa, su mercado se divide principalmente en tres regiones: Colombia, Estados
Unidos y el Caribe, siendo el pa´ıs cafetero el de mayor participacio´n en los ingresos
totales de la compan˜´ıa.
En la actualidad, Cementos Argos cuenta con 1151672310 acciones ordinarias en
circulacio´n, las cuales esta´n adquiridas en su mayor´ıa por Inversiones Argos S.A. y
Proteccio´n Fondo de Pensiones Obligatorias como se observa en la Tabla 1.1.
Por otro lado, las series temporales de alta frecuencia que se observan en estos tipos
de mercados financieros no siguen una distribucio´n normal, caracteriza´ndose prin-
cipalmente por ser asime´tricas, leptocu´rticas, elevada persistencia en la volatilidad,
correlaciones en los retornos al cuadrados, entre otros. De igual forma, una medida
importante en las finanzas es el riesgo asociado con un activo y la volatilidad es una
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Accionista Acciones Participacio´n
Inversiones Argos S.A. 715067729 62.09 %
Proteccio´n Fondo de Pensiones Obligatorias 87511387 5.44 %
Amalfi S.A. 62593875 3.93 %
Fondo de Pensiones Horizonte 32690797 2.84 %
Fondo de Pensiones Obligatorias Colfondos 27321747 2.37 %
ING Fondo de Pensiones 26391597 2.29 %
Fondo de Pensiones Obligatorias Sandia S.A. 11067024 0.96 %
Fondo de Pensiones Obligatorias Porvenir 11044623 0.96 %
JMRV & CIA S.C.A. 7641391 0.66 %
Azurita S.A. 5683635 0.49 %
Conscar & Cia S.C.A. 5414455 0.47 %
Scarpetta de Piedrahita Gloria 4605365 0.40 %
LIPU & CIA S.C.A. 4590450 0.40 %
Fondo de Pensiones Proteccio´n 4396502 0.38 %
Fondo de Cesant´ıas Proteccio´n 3223625 0.28 %
MultiFund SKANDIA 2483499 0.22 %
Tabla 1.1: Agentes Accionarios Cementos Argos S.A.
medida de incertidumbre, objeto de estudio por los inversionistas al momento de
invertir.
Algunas investigaciones suponen que la varianza es determinista o constante a lo
largo del tiempo, fijando como estimador puntual la varianza muestral de los re-
tornos del activo. Sin embargo, los hechos estilizados de los activos financieros, tales
como acciones, bonos o tasas de cambio, sugieren que la volatilidad no es constante.
Por lo tanto, asumir homoscedasticidad en el tiempo no es un supuesto muy realista.
Aunque la volatilidad de activos esta´ bien definida, no es directamente observable
en la pra´ctica, pues se observa son los precios de un activo y sus derivados. El he-
cho de que la volatilidad no es directamente observable tiene varias implicaciones
importantes en estudiar y modelar la volatilidad. Por lo tanto, para modelar las
variaciones de las series financieras y acercarse un poco ma´s a la realidad, se han de-
sarrollado modelos, tanto de volatilidad condicional como de volatilidad estoca´stica,
como los ARCH, GARCH, IGARCH, EGARCH, TGARCH, APARCH, SV-AR(1)
y SVt-AR(1), los cuales permiten ajustar la serie de retornos de cualquier activo,
involucrando la teor´ıa de series temporales, con el fin de identificar la estructura
condicional respecto al tiempo de cotizacio´n que se encuentra detra´s de los retornos.
La efectividad de los modelos de volatilidad condicional pueden observarse en los tra-
bajos realizados por (Franco et al., 2007), (Awartani and Corradi, 2005) y (Gutie´rrez
and Gutie´rrez, 2013).
Para los inversionistas, el ana´lisis de los retornos de un activo presenta un resumen
completo de la oportunidad de invertir, tanto los precios a futuros como el grado de
incertidumbre, por esta razo´n, la pregunta de investigacio´n planteada es la siguiente:
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¿Co´mo explicar y pronosticar la volatilidad de los precios diarios de acciones CE-
MARGOS, tomando como referencia modelos de volatilidad condicional y estoca´sti-
ca?.
1.2. Objetivos
1.2.1. Objetivo General
Proponer un modelo de volatilidad, condicional o estoca´stica, que logre pronosticar
la varianza de los retornos de precios de cierre diarios de las acciones CEMARGOS
posteriores al 17/marzo/2017.
1.2.2. Objetivos Espec´ıficos
Definir modelos de volatilidad, tanto condicional como estoca´stica, que logren
capturar las varianzas de los retornos de precios de cierre diario de las acciones
CEMARGOS, comprendidos entre 08/junio/2012 al 17/marzo/2017.
Realizar back-testing para observar y determinar la efectividad de los modelos
de volatilidad condicional y estoca´stica por fuera de la muestra.
Pronosticar los precios de cierre de acciones CEMARGOS despue´s del 17/mar-
zo/2017 y comparar con los precios ya establecidos por la bolsa de valores de
Colombia.
1.3. Justificacio´n
Dado que las decisiones por los inversionistas conllevan un alto grado de incer-
tidumbre al momento de invertir en los mercados financieros, equivalente al riesgo
que enfrentan los activos, es importante modelar los efectos de estos riesgos para
tomar decisiones. Este riesgo se asocia a la volatilidad, la cual se define como una
medida de dispersio´n o variabilidad de la rentabilidad de un activo financiero como
los ı´ndices bursa´tiles, precios de acciones o moneda.
Por tal motivo, el objetivo de este trabajo es pronosticar la volatilidad de los re-
tornos de precios de cierre diarios de una de las acciones mas cotizadas en la bolsa
de valores de Colombia, Cementos Argos S.A, durante el periodo 08/julio/2007 -
17/marzo/2017. Para ello, se aplica los modelos de volatilidad condicional como
el ARCH, GARCH, TGARCH, IGARCH, EGARCH y APARCH, y seleccionar el
modelo que mejor se ajusten al conjunto de datos en estudio a trave´s del criterio
de informacio´n bayesiana (BIC). Por ultimo, se realiza un contraste con los modelos
SV-AR(1) o SVt-AR(1) para determinar su efectividad y prono´sticos por fuera de
la muestra.
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Cap´ıtulo 2
Marco de Referencia
Para la ejecucio´n de este trabajo se toman como referencias (Franco et al., 2007),
(Awartani and Corradi, 2005) y (Gutie´rrez and Gutie´rrez, 2013) con el fin de validar
la efectividad de los modelos de volatilidad condicional tratados a lo largo de este
trabajo.
En (Franco et al., 2007) se estudio´ los efectos asime´tricos y d´ıa de la semana en el
indice de volatilidades VIX de la Chicago Board Option Exchange del 02/01/2003 al
30/03/2007, el cual utilizaron modelos GARCH asumiendo innovaciones gaussianas,
t-student y de la distribucio´n generalizada de los errores (GED). Se encontro´ que un
modelo EGARCH(1,1) y un modelo TGARCH con regresores exo´genos para el d´ıa
lunes e innovaciones con distribucio´n GED y t-Student, respectivamente, se ajustan
bien a los datos. Ambos modelos indicaron que existen efectos asime´tricos en la serie
y que en el d´ıa lunes la volatilidad del mercado medida con el VIX es mayor que en
los dema´s d´ıas.
En (Awartani and Corradi, 2005) se examino´ la capacidad predictiva relativa de
la muestra de diferentes modelos GARCH, con especial e´nfasis en el contenido pre-
dictivo del componente asime´trico. Como resultados, el modelo GARCH(1,1) es
superado cuando se compara con la clase de GARCH asime´trica, mientras que no
es superado en comparacio´n con otros modelos GARCH que no permiten asimetr´ıas.
Por ultimo, en (Gutie´rrez and Gutie´rrez, 2013) se evaluo´ la capacidad predictiva
de una familia de modelos GARCH para predecir la volatilidad condicional de los
rendimientos del petro´leo Maya y Mezcla Mexicana de Exportacio´n para el periodo
2 de enero de 1989 al 30 de diciembre de 2011. Los modelos de volatilidad se esti-
maron bajo tres distribuciones condicionales para las innovaciones: normal, t-student
y GED. Los hallazgos emp´ıricos sen˜alan que el modelo EGARCH, con innovaciones
t-student es ma´s eficiente en el proceso de prediccio´n de la volatilidad dentro de
la muestra que los modelos basados en las distribuciones de errores generalizada y
normal. Sin embargo, los resultados de la prueba de Diebold-Mariano muestran que
los modelos GARCH, con innovaciones de errores generalizados y normales, superan
el desempen˜o predictivo o´ptimo de los modelos GARCH con innovaciones t-student
cuando se consideran las predicciones de la volatilidad fuera de la muestra.
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Cap´ıtulo 3
Marco Teo´rico
En este capitulo se presenta una breve explicacio´n de algunas distribuciones es-
tad´ısticas, teor´ıa ba´sica de series temporales y algunos modelos de volatilidad condi-
cional y estoca´stica utilizadas en el desarrollo de este trabajo. La teor´ıa ba´sica de
series temporales y los modelos de volatilidad condicional fueron tomados de (Gha-
lanos, 2013), (Tsay, 2014), (Wuertz et al., 2009) y los modelos de volatilidad es-
toca´stica de (Kastner, 2016a) y (Kastner, 2015).
3.1. Distribuciones de probabilidad ba´sicas
Existen un conjunto de distribuciones que se han utilizado tradicionalmente en la
modelacio´n del comportamiento del retorno de un activo, dentro de las que se desta-
can las siguiente distribuciones, tomados de (Jime´nez Moscoso, 2014).
3.1.1. Distribucio´n uniforme
Es una familia de distribuciones de probabilidad para variables aleatorias continuas,
tales que para cada miembro de la familia, todos los intervalos de igual longitud en
la distribucio´n en su rango son igualmente probables. El dominio esta´ definido por
dos para´metros, a y b, que son sus valores mı´nimo y ma´ximo. La distribucio´n es
escrita en forma abreviada como U(a, b).
La funcio´n de densidad de probabilidad de la distribucio´n uniforme continua es:
f(x) =

1
b− a para a ≤ x ≤ b
0 para x < a o x > b.
Los valores en los dos extremos a y b no son por lo general importantes porque
no afectan el valor de las integrales de f(x)dx sobre el intervalo, ni de expresiones
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similares. La funcio´n de distribucio´n de probabilidad es:
F (x) =

0 para x < a
x− a
b− a para a ≤ x < b
1 para x ≥ b.
La funcio´n generadora de momentos es
Mx = E(e
tx) =
etb − eta
t(b− a) ,
a partir de la cual se pueden calcular los momentos mk
m1 =
a+ b
2
,
m2 =
a2 + ab+ b2
3
,
y en general,
mk =
1
k + 1
k∑
i=0
aibk−i.
Para una variable aleatoria que satisface esta distribucio´n, la esperanza matema´tica
es entonces m1 =
a+ b
2
y la varianza es m2 −m21 =
(b− a)2
12
.
3.1.2. Distribucio´n normal
Si X sigue una distribucio´n normal con para´metros µ y σ2, denotada por X ∼
N (µ, σ2), la funcio´n de distribucio´n de probabilidad esta dada por
ϕ(x, µ, σ) =
1√
2piσ
exp
{
−1
2
(
x− µ
σ
)2}
, x ∈ R, σ > 0.
La funcio´n de densidad acumulada de una variable normal viene dada por
Φ(x, µ, σ) =
∫ x
−∞
ϕ(u, µ, σ)du.
En este caso, la funcio´n generadora de momentos es
MX(t) = exp
(
µt+
1
2
t2σ2
)
,
y los momentos centrales de orden n se define como
µn =

0 si n es impar
n!σn
2
n
2
(
n
2
)
!
si n es par.
Haciendo el cambio de variable
z =
x− µ
σ
,
se dice que Z tiene una distribucio´n normal esta´ndar, es decir, Z ∼ N (0, 1).
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3.1.3. Distribucio´n t-student
Supongamos que X1, · · · , Xn son variables aleatorias independientes distribuidas
normalmente, con media µ y varianza σ2, denotado por tν(µ, σ
2). Sea
Xn =
X1 + · · ·+Xn
n
la media muestral. Entonces
Z =
Xn − µ
σ/
√
n
sigue una distribucio´n normal de media 0 y varianza 1.
Sin embargo, dado que la desviacio´n esta´ndar no siempre es conocida de antemano,
se estudia un cociente relacionado,
T =
Xn − µ
Sn/
√
n
,
S2(x) =
1
n− 1
n∑
i=1
(xi − x)2.
La funcio´n de densidad de T es
f(t) =
Γ((ν + 1)/2)√
νpiΓ(ν/2)
(1 + t2/ν)−(ν+1)/2,
donde ν es igual a n− 1 y Γ es la funcio´n gamma.
La distribucio´n de T se llama distribucio´n t-student, donde ν representa el nu´mero
de grados de libertad. La distribucio´n depende de ν, pero no de µ o σ, lo cual es
muy importante en la pra´ctica.
3.1.4. Distribucio´n chi-cuadrado
La distribucio´n de Pearson, o chi cuadrado, (χ2), es una distribucio´n de probabilidad
continua con un para´metro k que representa los grados de libertad de la variable
aleatoria
X = Z21 + · · ·+ Z2k ,
donde Zi son variables aleatorias normales independientes de media cero y varianza
uno. Si variable aleatoria X posee dicha distribucio´n, se representa habitualmente
como X ∼ χ2k.
Su funcio´n de densidad es:
f(x; k) =

1
2k/2Γ(k/2)
x(k/2)−1e−x/2 para x > 0
0 para x ≤ 0,
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donde Γ es la funcio´n gamma.
Su funcio´n de distribucio´n es
Fk(x) =
γ(k/2, x/2)
Γ(k/2)
,
donde γ(k, z) es la funcio´n gamma incompleta.
El valor esperado y la varianza de una variable aleatoria X con distribucio´n χ2
son, respectivamente, k y 2k.
3.1.5. Distribucio´n de error generalizada
Si X sigue una distribucio´n de error generalizada con para´metros µ, σ y κ, denotada
por X ∼ GEDκ(µ, σ), entonces la funcio´n de distribucio´n de probabilidad viene dada
por
fX(x;µ, σ, κ) =
β
2σΓ(κ+ 1)
exp
{
−
(
β
|x− µ|
σ
) 1
κ
}
, x ∈ R,
donde 0 ≤ κ ≤ 1 es un para´metro que controla el grosor de la cola y
β =
√
Γ(3κ)
Γ(κ)
.
Si µ = 0 y σ = 1, entonces X se dice que tiene una distribucio´n de error generalizada
esta´ndar, es decir, X ∼ GEDκ(0, 1).
La funcio´n de densidad acumulada de una variable GED es dado por
FX(x;µ, σ, κ) =
1
2
[
1 + sign(x− µ)γ
((
β
|x− µ|
σ
) 1
κ
, κ
)]
,
donde γ(z, κ), κ > 0 denota la funcio´n gamma incompleta y viene dada por:
γ(z, κ) =
1
Γ(κ)
∫ z
0
tκ−1e−tdt.
Los momentos centrales de orden n esta´n dados por
µn =

0 si n es impar
Γ((n+ 1)κ)
Γ(κ)
[
σ
β
]n
si n es par,
donde
Γ((n+ 1)κ)
Γ(κ)
= (2pi)−
n
2 (n+ 1)(n+1)κ−1/2
n∏
j=1
Γ
(
κ+
j
n+ 1
)
.
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Figura 3.1: Distribuciones de probabilidad cla´sica.
3.1.6. Distribucio´n beta
La distribucio´n beta es una distribucio´n de probabilidad continua sujeta a dos
para´metros a y b, denotada por X ∼ B(a, b), cuya funcio´n de densidad para valores
0 ≤ x ≤ 1 es
f(x) =
Γ(a+ b)
Γ(a)Γ(b)
xa−1(1− x)b−1,
donde Γ es la funcio´n gamma.
El valor esperado y la varianza de una variable aleatoria X con distribucio´n be-
ta son
E(X) =
a
a+ b
,
Var(X) =
ab
(a+ b+ 1)(a+ b)2
.
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Figura 3.2: Ejemplo de series temporales.
3.2. Serie estacionaria
Un proceso estoca´stico es una sucesio´n de variables aleatorias Xt ordenadas en el
tiempo t. Las series temporales se definen como un caso particular de los procesos
estoca´sticos. De todos los tipos de procesos estoca´sticos posibles, son de especial
intere´s los siguientes:
Proceso estoca´stico estacionario: Un proceso estoca´stico se dice que es esta-
cionario si su media y su varianza son constantes en el tiempo y si el valor de
la covarianza entre dos periodos depende solamente de la distancia o rezago
entre estos dos periodos de tiempo y no del tiempo en el cual se ha calculado
la covarianza, como lo observado en la Figura 3.2(b).
Proceso gaussiano de ruido blanco: Es una sucesio´n de variables aleatorias
independientes e ide´nticamente distribuidas a lo largo del tiempo, con media
igual a cero y varianza constante σ2.
Caminata aleatoria: Es un proceso estoca´stico no estacionario representado
por
Xt = Xt−1 + t,
donde t ∼ N (0, 1) es el termino de error.
Para determinar si una serie Xt sigue un proceso estacionario, es decir, no sigue una
caminata aleatoria, se emplea el modelo
Xt = φ1Xt−1 + t (3.1)
y se usa la prueba de Dickey - Fuller, el cual contrasta
Ho: φ1 = 1,
Ha: φ1 < 1.
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Figura 3.3: Ejemplo de autocorrelaciones en series temporales.
Una estad´ıstico de prueba conveniente es la relacio´n t de la estimacio´n DF de φ1
bajo la hipo´tesis nula. Para la ecuacio´n (3.1), el me´todo LS da
φ̂1 =
∑T
t=1Xt−1Xt∑T
t=1X
2
t−1
,
σ̂2 =
∑T
t=1(Xt − φ̂1Xt−1)2
T − 1 ,
donde X0 = 0 y T es el taman˜o de la muestra. La relacio´n t es:
DF ≡ t− ratio = φ̂1 − 1
std(φ̂1)
=
∑T
t=1Xt−1t
σ̂
√∑T
t=1X
2
t−1
.
3.3. Autocorrelaciones en series de tiempo
En una serie de tiempo puede presentar que los valores que toma una variable en el
tiempo no son independientes entre si, sino que un valor determinado depende de
los valores anteriores, existen dos formas de medir esta dependencia de las variables:
la funcio´n de autocorrelacio´n simple (ACF) y la funcio´n de autocorrelacio´n parcial
(PACF).
La autocorrelacio´n simple mide la correlacio´n entre dos variables separadas por
k periodos, definidas por la ecuacio´n
ρj = corr(Xj, Xj−k) =
cov(Xj, Xj−k)√
Var(Xj)
√
Var(Xj−k)
.
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La funcio´n de autocorrelacio´n simple tiene las siguientes propiedades:
ρ0 = 1,
−1 < ρj < 1,
ρj = ρ−j.
Por otro lado, la autocorrelacio´n parcial mide la correlacio´n entre dos variables
separadas por k periodos cuando no se considera la dependencia creada por los
retardos intermedios existentes entre ambas, definida por
pij = corr(Xj, Xj−k|Xj−1Xj−2 · · ·Xj−k−1)
=
cov(Xj − X̂j, Xj−k − X̂j−k)√
Var(Xj − X̂j)
√
Var(Xj−k − X̂j−k)
.
La prueba Ljung-Box prueba en forma conjunta de que todos los coeficientes de
autocorrelacio´n son simulta´neamente iguales a cero, esto es, son independientes.
Para ello, se contrasta el siguiente planteamiento de hipo´tesis:
Ho : ρ1 = ρ2 = · · · = ρk = 0,
Ha : ρi 6= 0 para algu´n i = 1, 2, · · · , k
donde k es el nu´mero de rezagos a probar, y estad´ıstico igual a
Q(k) = T (T + 2)
k∑
i=1
(
ρ̂2i
n− i
)
∼ χ2k,
con T el taman˜o de la muestra.
3.4. Modelos de volatilidad
Dado el comportamiento de las series financieras, una de las principales preocupa-
ciones de los inversionistas y de los llamados agentes que participan en el mercado
financiero es tener un conocimiento aproximado del riesgo que presentan las inver-
siones que realizan. A partir de los precios diarios Xt se puede calcular y modelar
la rentabilidad como una variable aleatoria a la volatilidad de sus rentabilidades.
Para medir el riesgo de mercado, se investiga el comportamiento de todas esas vari-
ables que influyen en la determinacio´n de su rendimiento, o se considera la serie
de retornos de los precios de mercado, que para valores pequen˜os de la rentabilidad
precio, resulta ser una buena aproximacio´n de la rentabilidad real, y permite la suma
de las rentabilidades. Dichos retornos define la tasa de variacio´n del activo, el cual
se calcula dependiendo del tiempo de sus cotizaciones.
Si los activos se cotizan para un cierto tiempo t de forma continua, los retornos
son de la forma
Rt =
Xt −Xt−1
Xt−1
,
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en cambio, si se cotizan para un tiempo t de forma discreta, entonces
Rt = Ln
(
Xt
Xt−1
)
,
donde, para ambos casos, Xt−1 es el precio del activo en el tiempo t − 1 y Xt es el
precio en el tiempo t.
Note que las dos formas anteriores son aproximadamente las mismas, ya que:
Ln
(
Xt
Xt−1
)
= Ln
(
1 +
Xt −Xt−1
Xt−1
)
≈ Xt −Xt−1
Xt−1
.
Sea Rt el retorno de un activo en un tiempo t que se comporta, generalmente, como
una distribucio´n leptocu´rtica, asime´trica y un proceso estacionario. La idea central
detra´s del estudio de la volatilidad es probar la heterocedasticidad condicional de la
serie R2t .
Segu´n (Tsay, 2014), para realizar estos modelos, es importante considerar la es-
peranza y varianza condicional de Rt dado Ft−1, son:
µt = E(Rt|Ft−1),
σ2t = Var(Rt|Ft−1) = E[(Rt − µt)2|Ft−1],
donde Ft−1 es el conjunto de informacio´n disponible en el tiempo t − 1 que, por lo
general, expresa los retornos pasados.
Se asume que µt y Rt siguen un modelo ARMA(p, q), donde
Rt = µt + at, at ∼ IID(0, 1)
µt = φ0 +
p∑
i=1
φiRt−i +
q∑
j=1
θjat−j,
(3.2)
con |φi| < 1 y |θj| < 1.
De la ecuacio´n anterior se puede deducir que
σ2t = Var(Rt|Ft−1) = Var(at|Ft−1),
donde σt es la volatilidad. Los modelos condicionales heterosceda´sticos dados en la
siguiente seccio´n se ocupan de la evolucio´n de σ2t . La forma bajo que σ
2
t evoluciona
con el tiempo distingue un modelo de volatilidad de otro. Los modelos heterosceda´sti-
cos condicionales se pueden clasificar en dos categor´ıas generales. Los de la primera
categor´ıa utilizan una funcio´n exacta para gobernar la evolucio´n de σ2t , mientras que
los de la segunda categor´ıa usan una ecuacio´n estoca´stica para describir σ2t .
El modelo GARCH pertenece a la primera categor´ıa, mientras que el modelo SV
se encuentra en la segunda categor´ıa. La expresio´n at hace referencia a los shocks o
las innovaciones de un retorno en el tiempo t. El modelo de µt en la ecuacio´n (3.2)
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se denomina la ecuacio´n media para Rt y el modelo σ
2
t la ecuacio´n de volatilidad
para Rt.
Para la construccio´n de modelos σ2t se verifica la existencia de correlaciones sig-
nificativa en la serie R2t mediante la prueba Ljung-Box o si los residuales para la
media, at = µt−Rt, tienen efectos ARCH estad´ısticamente significativos. Para ello,
se realiza o bien una prueba Ljung–Box con estad´ıstico Q(k) a la serie a2t o una prue-
ba multiplicadora de Lagrange. Esta prueba es equivalente a usar una distribucio´n
de Fisher para probar que αi = 0 para todo i = 1, · · · , k en la regresio´n lineal
a2t = α0 +
k∑
i=1
αia
2
t−i + t, t = k + 1, · · · , T
donde t es el te´rmino de error, k es un entero positivo pre-especificado y T es
el taman˜o de la muestra. Si SSR0 =
∑T
t=k+1(a
2
t − ω)2, con ω =
(
1
T
)∑T
t=1 a
2
t y,
SSR1 =
∑T
t=k+1 ̂t
2, donde ̂t es el residuo de mı´nimos cuadrados de la regresio´n
lineal anterior, entonces F es dado por:
F =
(SSR0 − SSR1)/k
SSR1/(T − 2k − 1) ,
con distribucio´n F para k y T − 2k − 1 grados de libertad.
El propo´sito de la prueba es determinar si existen efectos ARCH en la serie de re-
tornos, esto es, αi 6= 0 para algu´n i = 1, · · · , k.
Luego de proponer un modelo en media condicional µt y un modelo en varianza
condicional o estoca´stica σ2t , se verifica los supuestos en sus residuales estandariza-
dos:
a˜t =
at
σt
.
Las pruebas para comprobar los supuestos son las siguientes:
Los estad´ısticos de Ljung-Box de a˜t para verificar la no existencia de autocor-
relaciones significativas y validar la ecuacio´n en media.
Los estad´ısticos de Ljung-Box de (a˜t)
2 para probar la validez de la ecuacio´n
de la volatilidad condicional o estoca´stica.
La adecuada distribucio´n de a˜t, segu´n sea el caso, planteada en los te´rminos
de error t de los modelo de volatilidad condicional o estoca´stica.
Lo siguiente sera´ describir varios modelos de volatilidad condicional y modelos de
volatilidad estoca´stica, tomados de (Tsay, 2014) y (Kastner, 2016a), respectiva-
mente.
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3.4.1. Modelos de volatilidad condicional
Modelo ARCH
Los modelos de heteroscedasticidad condicional autorregresivo, ver (Engle, 1982),
conocidos como modelos ARCH, recoge los episodios de agrupamiento temporal de
volatilidad que suele observarse en las series de rentabilidad de casi todo mercado
financiero.
La idea ba´sica para los modelos ARCH, en su aplicacio´n a las series temporales
financieras, es que un shock en el retorno de un activo financiero no esta´ autocor-
relacionado, pero s´ı que es dependiente.
La varianza de un proceso puede ser descrita a trave´s del modelo ARCH(m) dado
por:
Rt = µt + at,
at = σtt, t ∼ IID(0, 1)
σ2t = α0 +
m∑
i=1
αia
2
t−i,
donde t son variables aleatorias independientes e ide´nticamente distribuidas con
media cero y varianza uno, α0 > 0, αi ≥ 0 para todo i > 0.
Para cumplir la condicio´n de estacionariedad en varianza, la suma de todos los
para´metros debe ser menor que la unidad, esto es,
m∑
i=1
αi < 1,
el cual debe tomarse como un contraste de validez del modelo, ya que este no ser´ıa
aceptable si este estima varianzas negativas.
Se podr´ıa suponer que t sigue o bien una distribucio´n normal, una distribucio´n
t-student estandarizada o una distribucio´n de errores generalizada (GED) y en al-
gunos casos, se utiliza una distribucio´n sesgada.
La varianza no condicional de dicho proceso es dada por la siguiente ecuacio´n:
Var(Rt) =
α0
1−∑mi=1 αi .
De este modo, los valores de Rt no son independientes, a pesar de no estar correla-
cionados, dada la relacio´n existente entre sus segundos momentos.
A pesar de su utilidad, estos modelos ARCH tambie´n tienen una serie de limitaciones
que dejan su validez en entredicho. Al emplear una funcio´n cuadra´tica para calcular
la varianza, se asume que los shocks positivos afectan a la volatilidad de precios y co-
tizaciones que los shocks negativos, el cual impide estimar apropiadamente el efecto
apalancamiento, pues los shocks negativos afectan ma´s intensamente a la volatilidad
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Figura 3.4: Efecto de apalancamiento.
de los activos financieros que los shocks positivos como lo observado en la Figura 3.4.
De esa forma, los modelos ARCH no son capaces de capturar este efecto, ya que
asumen que la intensidad es la misma tanto para shocks positivos como negativos.
Tras analizar esta limitacio´n que tiene este modelo a la hora de ser aplicado, se
toma como punto de partida la familia de modelos GARCH(m, s).
Modelo GARCH
En muchos casos, la especificacio´n ARCH que recoge la estructura de autocorrelacio´n
en varianza necesita de un elevado nu´mero de retardos. Para evitar que el alto
nu´mero de coeficientes en te´rminos autoregresivos, generalmente bastante relaciona-
dos, produzca una importante pe´rdida de precisio´n en su estimacio´n, se ha propuesto
una parametrizacio´n alternativa, restringida, dependiente de un nu´mero reducido de
para´metros, ver (Bollerslev, 1986).
El modelo de heteroscedasticidad condicional autoregresivo generalizado, conocido
como GARCH(m, s), es dado por:
Rt = µt + at,
at = σtt, t ∼ IID(0, 1)
σ2t = α0 +
m∑
i=1
αia
2
t−i +
s∑
j=1
βjσ
2
t−i,
donde t es una sucesio´n de variables ide´nticamente distribuido con media cero y
varianza uno, α0 > 0, αi ≥ 0, βi ≥ 0 y
∑max(m,s)
i=1 (αi + βi) < 1 para garantizar la
condicio´n de estacionariedad en media. En este caso, αi = 0 si i > m y βj = 0 si
j > s. La u´ltima restriccio´n en αi + βj implica que la varianza condicional de at es
finita, mientras que la varianza condicional σ2t evoluciona con el tiempo.
Como en el modelo anterior, t pueden seguir o una distribucio´n normal, una dis-
tribucio´n t-student estandarizada o una distribucio´n GED. Por otro lado, la ecuacio´n
anterior se reduce a un modelo ARCH(m) si s = 0.
25
La esperanza y varianza no condicional de dicho proceso es:
E(Rt) = 0,
Var(Rt) =
α0
1−∑mi=1 αi .
Modelo IGARCH
Las siglas IGARCH hacen referencia a Integrated Generalized Autoregresive Con-
ditional Heteroskedastic o modelo generalizado autorregresivo integrado de hetero-
cedasticidad condicionada.
El propo´sito de esta variante de modelo GARCH(m, s) es estimar de una forma
conveniente el efecto de apalancamiento. Para lograrlo, el modelo supone que la
varianza incondicional es finita:
m∑
i=1
αi +
s∑
j=1
βj < 1.
Por tanto, al suponer que βj = (1− αj), el modelo IGARCH es dado por:
Rt = µt + at,
at = σtt, t ∼ IID(0, 1)
σ2t = α0 +
m∑
i=1
αia
2
t−i +
s∑
j=1
(1− αj)σ2t−j.
Este nuevo modelo hace que el efecto de la varianza condicional no desaparezca
nunca, a diferencia del modelos GARCH(m, s), transcurriendo mu´ltiples periodos
de tiempo hasta que la varianza alcance de nuevo el valor medio.
Este modelo ha recibido diversas cr´ıticas, el cual basa su ana´lisis en tres puntos
clave:
1. La dificultad para lograr que los para´metros no sean negativos.
2. La incapacidad de estimar el efecto de apalancamiento.
3. La dificultad que entran˜a implementar estos modelos IGARCH, dado lo con-
fuso que es el te´rmino de persistencia en varianza.
Es as´ı como surge el modelo EGARCH, cuya especificacio´n es ma´s general y acaba
con los problemas a la hora de replicar apropiadamente la asimetr´ıa en los shocks.
Modelo EGARCH
El modelo EGARCH, o modelo exponencial generalizado autorregresivo y condi-
cionalmente heteroceda´stico, acaba con las asimetr´ıas en la estimacio´n del efecto
de los shocks, al implementar una funcio´n g(t) de las innovaciones t y en las que
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por tanto el valor de las innovaciones queda recogido por medio de la expresio´n
|t| − E(|t|). Matema´ticamente:
g(t) = θt + γ[|t| − E(|t|)],
donde θ y γ son constantes reales. Tanto t como |t| − E(|t|) son variables igual
e ide´nticamente distribuidas de media cero y distribuciones continuas. Por lo tanto,
E[g(t)] = 0. La asimetr´ıa de g(t) se puede ver reescribie´ndolo como
g(t) =
{
(θ + γ)t − γE(|t|) si t ≥ 0
(θ − γ)t − γE(|t|) si t < 0.
Un modelo EGARCH(m, s) puede escribirse como
Rt = µt + at,
at = σtt, t ∼ IID(0, 1)
Ln(σ2t ) = α0 +
1 + β1B + · · ·+ βs−1Bs−1
1− α1B + · · · − αmBm g(t−1),
donde α0 es una constante, B es el operador retraso tal que Bg(t) = g(t−1) y
1+β1B+ · · ·+βs−1Bs−1 y 1−α1B+ · · ·−αmBm son polinomios con ceros fuera del
c´ırculo unitario y no tienen factores comunes, esto es, que los valores absolutos de
los ceros son mayores que 1. La ecuacio´n anterior utiliza la parametrizacio´n ARMA
para describir la evolucio´n de la varianza condicional de at.
Sobre la base de esta representacio´n, algunas propiedades del modelo EGARCH
pueden obtenerse de manera similar a las del modelo GARCH. Por ejemplo, la me-
dia incondicional de Ln(σ2t ) es α0. Sin embargo, el modelo difiere del modelo GARCH
de varias maneras. En primer lugar, utiliza la varianza condicional registrada para
relajar la restriccio´n de positividad de los coeficientes del modelo. En segundo lugar,
el uso de g(t) permite que el modelo responda asime´tricamente a valores rezagados
positivos y negativos de at.
Para facilitar la estimacio´n, se puede utilizar una forma alternativa para el modelo
EGARCH(m, s):
Ln(σ2t ) = α0 +
m∑
i=1
(
αi
|at−i|
σt−i
+ γi
at−i
σt−i
)
+
s∑
j=1
βjLn(σ
2
t−j),
donde el signo positivo de at−i contribuye a αi(1 + γi)|t| de la log volatilidad,
mientras que el signo negativo de at−i contribuye a αi(1− γi)|t|, donde t = at−i
σt−i
y,
el para´metro γi significa el efecto de apalancamiento de at−i.
Modelo TGARCH
La idea del modelo TGARCH es dividir la distribucio´n de los shocks en intervalos
disjuntos, para luego aproximar una funcio´n lineal por tramos para la desviacio´n
esta´ndar condicional o para la volatilidad condicional. Si so´lo hay dos intervalos,
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la divisio´n es normalmente en un umbral identificado con el nu´mero cero, donde
la influencia de los shocks positivos se identifica con valores por encima de cero y
negativos por debajo de este valor. En este caso, el modelo TGARCH(m, s) se puede
escribir como:
Rt = µt + at,
at = σtt, t ∼ IID(0, 1)
σ2t = α0 +
m∑
i=1
(αi + γiNt−ia2t−i) +
s∑
j=1
βjσ
2
t−i,
donde Nt−i es un indicador para at−i definido por:
Nt−i =
{
1, si at−i < 0
0, si at−i ≥ 0,
y αi, γi, βj son para´metros no negativos que satisfacen condiciones similares a los
modelos GARCH. A partir del modelo, un numero positivo at−i contribuye αia2t−i a
σ2t , mientras que un numero negativo at−i tiene un mayor impacto (αi + γi)a
2
t−i con
γi > 0.
Modelo APARCH
El modelo TGARCH pertenece a la clase de modelos de poder asime´trico autoregre-
sivo condicional heteroscedastico, denominado APARCH(m, s), el cual se describe
como
Rt = µt + at,
at = σtt, t ∼ IID(0, 1)
σδt = α0 +
m∑
i=1
αi(|at−i|+ γiat−i)δ +
s∑
j=1
βjσ
δ
t−i,
donde δ > 0 y los coeficientes α0, αi, γi y βj satisfacen ciertas condiciones de
regularidad para que la volatilidad sea positiva. Tres casos especiales de los modelos
APARCH son de intere´s. Cuando δ = 2, el modelo APARCH se reduce a un modelo
TGARCH. Cuando δ = 1, el modelo utiliza la volatilidad directamente en la ecuacio´n
de volatilidad. El caso de δ = 0 se toma δ → 0 y en este caso el modelo se convierte
en un modelo EGARCH.
3.4.2. Modelo de volatilidad estoca´stica
Los modelos de heteroscedasticidad condicional como los ARCH o GARCH asumen
que la volatilidad puede ser observada un paso adelante con la informacio´n que pro-
porciona las variables aleatorias t o at. En estos modelos, las noticias o choques
se incorporan u´nicamente a trave´s de las innovaciones t, es decir que so´lo existen
perturbaciones sobre la ecuacio´n de la media. De esta forma, la volatilidad se estima
a trave´s de la informacio´n pasada, torna´ndose predecible porque para cada momento
t ya se conoce la informacio´n en t− 1.
Partiendo de esto, un modelo ma´s realista para la volatilidad se puede basar en una
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ecuacio´n de comportamiento que tiene un componente predecible que depende de la
informacio´n pasada, como en los GARCH, y un componente de ruido inesperado. En
este caso, la volatilidad es una variable no observada latente. Una interpretacio´n de
la volatilidad latente es que representa la llegada de nueva informacio´n en el merca-
do. Este tipo de modelacio´n corresponde a los denominados modelos de volatilidad
estoca´stica: SV-AR(1) o SVt-AR(1).
Modelo SV-AR(1)
El modelo de volatilidad estoca´stica autorregresivo o SV-AR(1) es un modelo de
estado-espacio donde la variable de estado es la log-volatilidad, dada por
Rt = σtt,
σ2t = exp
{
ht
2
}
,
ht = µ+ φ(ht−1 − µ) + ηt,
donde µ ∈ R, ht es el logaritmo de la volatilidad que sigue un proceso estacionario
AR(1) con para´metro de persistencia |φ| < 1.
Se asume que t ∼ N (0, 1) y ηs ∼ N (0, σ2η) son las perturbaciones o ruidos no
esperados para los retornos y para la volatilidad, respectivamente, mutuamente in-
dependiente para todo t y s.
Para completar la configuracio´n del modelo, una distribucio´n a priori para el vec-
tor de para´metros θ = (µ, φ, ση) debe especificarse con el fin de tomar la mediana,
como estimador robusto, de cada distribucio´n como para´metro puntual del mode-
lo. Para ello, se eligen componentes independientes para cada para´metro, es decir,
p(θ) = p(µ)p(φ)p(ση).
El para´metro µ sigue una distribucio´n normal a priori N (b, B). Segu´n (Kastner,
2016a), se puede tomar b = 0 y B ≥ 100, pero dada varia experiencia de diversos
autores con datos emp´ıricos, su eleccio´n exacta no suele ser muy importante.
Para el para´metro φ ∈ (−1, 1), se elige (φ + 1) ∼ 2B(a0, b0), lo que implica que
esta distribucio´n se encuentra en el intervalo (−1, 1) y garantiza la estacionariedad
del proceso de volatilidad autorregresiva. Su valor esperado y varianza se dan a
trave´s de las expresiones
E(φ) =
2a0
a0 + b0
− 1,
Var(φ) =
4a0b0
(a0 + b0)2(a0 + b0 + 1)
.
La distribucio´n a priori de φ depende so´lo de la relacio´n entre a0 y b0. Este para´metro
es mayor que cero si y so´lo si a0 > b0 y menor que cero si y so´lo si a0 < b0. La dis-
tribucio´n uniforme en (−1, 1) surge como un caso particular cuando a0 = b0 = 1.
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Para un conjunto de datos financieros con no demasiadas observaciones, esto es
T ≤ 1000, la eleccio´n de a0 y b0 puede ser bastante influenciable sobre la forma de la
distribucio´n a priori de φ. De hecho, cuando el proceso de generacio´n de datos sub-
yacente es (casi) homocedastico, la volatilidad de la log-varianza ση es (muy cerca
de) cero y por lo tanto la probabilidad contiene poca o ninguna informacio´n sobre
φ. En consecuencia, la distribucio´n a priori de φ es (casi) igual a su anterior, no im-
porta cua´ntos puntos de datos se observan. Segu´n (Kastner, 2016a), se puede tomar
a0 = 5 y b0 = 1.5, lo que implica una media anterior de 0.86 con una desviacio´n
esta´ndar anterior de 0.11 y, por tanto, muy poca masa para valores no positivos de φ.
Para la volatilidad de la log varianza ση ∈ R+, se elige σ2η ∼ B×χ21, donde la eleccio´n
del hiperpara´metro B resulta ser de menor importancia en aplicaciones emp´ıricas,
siempre y cuando no se fije demasiado pequen˜o. En algunas investigaciones, se puede
tomar B = 1.
Modelo SVt-AR(1)
El modelo SV-AR(1) con t siguiendo una distribucio´n t-student, denominado SVt-
AR(1), se da a trave´s de
Rt = σtt,
σ2t = exp
{
ht
2
}
,
ht = µ+ φ(ht−1 − µ) + ηt,
donde t ∼ tν(0, 1) y ηs ∼ N (0, σ2η).
Se asume que la distribucio´n a priori del para´metro de grados de libertad ν sigue
una distribucio´n uniforme sobre el intervalo (a, b), esto es, ν ∼ U(a, b) y las distribu-
ciones a priori de los dema´s para´metros son como los dados en el modelo SV-AR(1).
Segu´n (Kastner, 2015), se puede tomar ν ∼ U(2, 100).
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Cap´ıtulo 4
Marco Metodolo´gico
La serie temporal a utilizar son los retornos diarios de las acciones CEMARGOS
de la empresa colombiana de Cementos Argos S.A. Para el ca´lculo de esta serie de
retornos, se utiliza los precios de cierre diarios de acciones en los que existe mercado
en el periodo comprendido entre 08/julio/2012 y el 17/marzo/2017, con un total de
1165 datos, obtenidos por la bolsa de valores de Colombia, ver (de Colombia, 2011).
Medida Estad´ıstico
Precio de cierre Retornos
Media 9861.631 0.0007299
Mediana 9670 0
Varianza 1878935 0.0002966789
Des. esta´ndar 1370.742 0.01722437
IQR 2170 0.01840002
Asime´trica -0.1736806 -0.1922218
Curtosis -0.700694 2.148553
Tabla 4.1: Descriptivos acciones CEMARGOS.
Como lo contrastado en la Figura 4.1, se deduce que entre los an˜os 2012, 2013 y
2014 hubo un incremento significativo en los precios de sus acciones y una fuerte
ca´ıda en lo transcurrido del an˜o 2015, conllevando a obtener precios por debajo de
sus rangos intercuartilicos. En el an˜o 2016 y lo transcurrido del an˜o 2017, se ha au-
mentado dichos precios pero con ca´ıdas aun significativas. Por otro lado, en la Tabla
4.1 muestra que los datos de la serie no siguen una distribucio´n normal, estando
ligeramente sesgada a la izquierda y platicu´rtica, con un coeficiente de asimetr´ıa de
-0.1736806 y curtosis de -0.700694<0.
En la modelacio´n de series temporales es importante identificar si el feno´meno pre-
senta un proceso estacionario a lo largo de tiempo 1 ≤ t ≤ 1165. Para ello, aplicando
la prueba de Dickey-Fuller, que contrasta
Ho : La serie sigue un proceso no estacionario,
Ha : La serie sigue un proceso estacionario,
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Figura 4.1: Boxplot por an˜o precio CEMARGOS.
se concluye que, con un nivel de significancia del 5 %, la serie de los precios no se
comporta estadisticamente como un proceso estacionario, con una probabilidad de
4.543 %. Por tanto, es de total intere´s analizar los retornos de la serie dada por la
ecuacio´n
Rt =
Xt −Xt−1
Xt−1
,
donde Xt es el precio de cierre en el tiempo t y Xt−1 en el tiempo t− 1.
En la Figura 4.2 se observa la diferencia entre la serie de los precios de cierre
{Xt}T=1165t=1 y la serie de retornos {Rt}T=1164t=1 . Al usar la prueba de Dickey-Fuller,
el cual contrasta,
Ho : La serie Rt sigue un proceso no estacionario,
Ha : La serie Rt sigue un proceso estacionario,
se concluye que, con un nivel de significancia del 5 %, la serie se comporta estadis-
ticamente como un proceso estacionario, con una probabilidad del 1 %.
En la Tabla 4.1 se observa que la serie Rt no sigue una distribucio´n normal, puesto
que se encuentra ligeramente sesgada a la izquierda y leptocu´rtica, con un coeficiente
de asimetr´ıa de -0.1922218 y curtosis 2.148553>0.
Para aplicar los modelos de volatilidad condicional se sugieren los siguientes pasos:
1. Aplicar una prueba de Ljung-Box para determinar si existen autocorrelaciones
simples y autocorrelaciones parciales significativas en la serie de retornos Rt
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Figura 4.2: Serie de precios y retornos CEMARGOS.
y R2t para determinar si es necesario establecer un modelo ARMA(p, q) para
media µt y/o un modelo de volatilidad condicional o estoca´stica σ
2
t , respecti-
vamente.
2. Si existen autocorrelaciones simples y parciales significativas en la serie Rt y
R2t , se realiza las gra´ficas de funcio´n de autocorrelacio´n (ACF) y la funcio´n de
autocorrelacio´n parcial (PACF) para cada una de las series mencionadas, con
el fin de identificar los para´metros (p, q) y (m, s) que logren estimar el mejor
modelo ARMA(p, q) junto con los modelos ARCH(m) y pertenecientes de la
familia GARCH(m, s) para explicar la media µt y volatilidad de la serie Rt.
3. Si existen autocorrelaciones simples y autocorrelaciones parciales significativas
en la serie R2t mas no en la serie Rt, se encoje los valores de m y s, dependiendo
de los primeros rezagos significativos proporcionados por las gra´ficas ACP y
PACF de la serie R2t , para estimar los modelos ARCH(m) y pertenecientes de
la familia GARCH(m, s) sin modelos para la media.
4. Por medio de los estad´ısticos descriptivos de la serie Rt, se realiza una primera
inspeccio´n de aquellas distribuciones que podr´ıan seguir los te´rminos de errores
t expresados por los modelos de volatilidad condicional.
5. Por medio del paquete rugarch del software estad´ıstico R, se calcula los criterios
de informacio´n bayesiana BIC para cada uno de los modelos de volatilidad
condicional:
ARMA(p, q)+ARCH(m),
ARMA(p, q)+GARCH(m, s),
ARMA(p, q)+IGARCH(m, s),
ARMA(p, q)+EGARCH(m, s),
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ARMA(p, q)+TGARCH(m, s),
ARMA(p, q)+APARCH(m, s),
con t ∼ IID(0, 1) planteadas por el paso anterior.
6. Se verifica la validacio´n de los para´metros de uno de cada tipo de modelo de
volatilidad condicional que poseen menor BIC, esto es, el valor absoluto de cada
uno de los para´metros puntuales de los modelo ARMA(p, q) sea menor que uno,
supuestos de estacionariedad de los modelos ARCH y familia pertenecientes a
modelos GARCH.
7. Se escoge el mejor modelo de volatilidad condicional, por medio del menor
BIC y validacio´n de los supuestos en sus residuales estandarizados, que logre
explicar la volatilidad de la serie de retornos.
Por otro lado, para la construccio´n de los modelos SV-AR(1) y SVt-AR(1), se usa
el paquete stochvol siguiendo ditribuciones a priori, en cada uno de sus para´metros,
establecidos por defecto y validar los supuestos en sus residuales.
Para finalizar este trabajo, se incorpora back-testing con el fin de determinar la
efectividad de los modelos fuera de la muestra. Para ello,
1. Se calculan los primeros quince prono´sticos de volatilidades para cada uno de
los mejores modelos de volatilidad condicional y estoca´stica.
2. Con los primeros quince datos reales de precios de acciones CEMARGOS por
fuera de la muestra, comprendidos entre 21/marzo/2017 al 10/abril/2017, se
realiza una nueva gra´fica de retornos, comprendidas entre 08/junio/2012 al
10/abril/2017, de tal forma que se realice el conteo de los datos que logren
salirse de las bandas de volatilidad estimadas y pronosticadas por cada uno de
los modelos de volatilidad, a un nivel de confianza del 95 %.
3. Si existe un modelo de tal forma que posea el menor numero de retornos por
fuera de las bandas de volatilidad, dicho modelo sera´ el mejor que pronostique
los precios de los activos. En cambio, si existen dos o mas modelos que tienen
el mismo numero de retornos por fuera de las bandas de volatilidad, se esti-
man los precios de los activos y compararlos con los precios reales por medio
de estimacio´n de errores MAE, RMSE, MAPE y AMAPE y tomar el mejor
modelo de prono´stico que posea el menor numero de estas estimaciones.
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Cap´ıtulo 5
Ana´lisis y resultados
La serie de retornos Rt en el periodo evaluado cuenta con 1164 datos. En la Figura
4.2 se evidencia las fluctuaciones en la serie de precios y retornos.
El histograma de la Figura 5.1 muestra que la densidad incondicional de los retornos
es sime´trica con un centramiento cercano a cero y se caracteriza por una curtosis
mayor a la presentada en la distribucio´n normal. Al aplicar una prueba t para la
serie de retornos, el cual contrasta
Ho : La media es igual a cero,
Ha : La media no es igual a cero,
evidentemente, con un nivel de significancia del 5 %, la media puede ser considerada
estadisticamente como cero, con una probabilidad del 14.85 %.
En la Figura 5.2 se observa que la funcio´n de autocorrelacio´n simple de la serie Rt
poseen pocos rezagos significativos que se encuentran por fuera de las bandas de
confianza al 95 %, sin embargo se aplica la prueba de Ljung-Box para comprobar la
significancia de la autocorrelaciones hasta el rezago 20.
La probabilidad asociada al estad´ıstico de prueba es del 7.259 % el cual permite
concluir, con un nivel de significancia del 5 %, que los retornos no presentan rezagos
significativos, por tanto no hay presencia de autocorrelacio´n serial. Se observan au-
tocorrelaciones significativas en los retornos al cuadrado, con un probabilidad menor
que 1 %, indicando que no existe independencia serial en dicha serie.
A continuacio´n se plantea los modelos de volatilidad condicional y estoca´sticas para
la serie de retornos.
5.1. Modelo de volatilidad condicional
Con el fin de identificar un modelo apropiado, se inicio´ con los modelos ARCH(m),
GARCH(m, s), TGARCH(m, s), EGARCH(m, s), IGARCH(m, s) y APARCH(m, s),
con µt = 0 conforme al resultado de la prueba de Ljung-Box para la serie Rt, para
valores de m, s = 1, 2 que son los primeros rezagos significativos observados en las
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Figura 5.1: Histograma de acciones CEMARGOS.
gra´ficas ACP y PACP de la serie R2t . Como las series de retornos financieros poseen
unas regularidades emp´ıricas llamadas hechos estilizados, la cual se encuentra las
colas pesadas de la distribucio´n de los retornos donde esta distribucio´n suele ser lep-
tocu´rtica, con colas mas pesadas que la distribucio´n normal, se usa la distribucio´n
t-student estandarizada y la distribucio´n GED.
En la Tabla 5.1 se muestran los valores dados por los criterios de informacio´n
bayesiana BIC para cada uno de los modelos mencionados, respectivamente, por
medio del paquete rugarch del programa estad´ıstico R version 3.3.3, ver (Ghalanos,
2013).
Tomando los menores valores dados por el criterio de informacion bayesiano (BIC)
para cada modelo, se selecciona el modelo ARCH(1) con  ∼ t∗4.4867 y los modelos
GARCH(1, 1), TGARCH(1, 1), EGARCH(1, 1), IGARCH(1, 1) y APARCH(1, 1) con
t ∼ GEDκ(0, 1). En las Tablas 5.2 y 5.3 se muestran los para´metros estimados,
incluyendo su nivel de significancia, y los estad´ısticos de prueba de Ljung-Box a los
residuales estandarizados para cada uno de los modelos, de los cuales se concluye:
El modelo ARCH(1) de la forma
Rt = at,
at = σtt, t ∼ t∗4.4867
σ2t = 2.16× 10−3 + 0.3858a2t−1,
(5.1)
posee estadisticamente, para un nivel de significancia del 5 %, rezagos signi-
ficativos en los residuales estandarizados al cuadrado como lo observado en la
Tabla 5.3, por tanto no es un buen modelo que explique la volatilidad de la
serie de retornos.
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Figura 5.2: ACP y PACF retornos CEMARGOS.
El modelo IGARCH(1,1) de la forma
Rt = at,
at = σtt, t ∼ GED1.109(0, 1)
σ2t = 9× 10−7 + 0.161308a2t−1 + 0.838692σ2t−1,
(5.2)
los para´metros estimados son significativos, como lo observado en la Tabla 5.2
para un nivel de significancia del 5 %.
El modelo EGARCH(1, 1) dado por
Rt = at,
at = σtt, t ∼ GED1.176(0, 1)
Ln(σ2t ) = −0.84274 + 0.018381
|at−1|
σt−1
+ 0.28686
at−1
σt−1
+
+0.89754Ln(σ2t−1),
(5.3)
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Modelo BIC
t ∼ N (0, 1) t ∼ t∗ν(0, 1) t ∼ GEDκ(0, 1)
ARCH
ARCH(1) -5.3190 -5.3889 5.4003
ARCH(2) -5.3106 -5.3815 3.7880
ARCH(3) -5.3086 -5.3807 5.0021
ARCH(4) -5.3028 -5.3752 -5.3865
ARCH(5) -5.3046 -5.3707 -5.3827
ARCH(6) -5.3104 -5.3681 -5.3777
ARCH(7) -5.3167 -5.3676 -5.3769
ARCH(8) -5.3111 -5.3619 -5.3709
ARCH(9) -5.3058 -5.3506 -5.3659
GARCH
GARCH(1,1) -5.3522 -5.4056 -5.4167
GARCH(1,2) -5.3444 -5.3989 -5.4102
GARCH(2,1) -5.3438 -5.3975 -5.4089
GARCH(2,2) -5.3383 -5.3928 -5.4041
IGARCH
IGARCH(1,1) -5.3438 -5.4063 -5.4159
IGARCH(1,2) -5.3370 -5.4000 -5.4102
IGARCH(2,1) -5.3358 -5.3981 -5.4084
IGARCH(2,2) -5.3309 -5.3939 -5.4041
EGARCH
EGARCH(1,1) -5.3511 -5.4020 -5.4133
EGARCH(1,2) -5.3435 -5.3969 -5.4072
EGARCH(2,1) -5.3408 -5.3910 -5.4027
EGARCH(2,2) -5.3361 -5.3856 -5.3975
TGARCH
TGARCH(1,1) -5.3435 -5.3983 -5.4093
TGARCH(1,2) -5.3319 -5.3902 -5.4011
TGARCH(2,1) -5.3277 -5.3826 -5.3936
TGARCH(2,2) -5.3198 -5.3781 -5.3890
APARCH
APARCH(1,1) -5.3414 -5.4208 -5.4055
APARCH(1,2) -5.3311 -5.3874 -5.3984
APARCH(2,1) -5.3268 -5.3785 -5.3912
APARCH(2,2) -5.3246 -5.3769 -5.3888
Tabla 5.1: BIC modelos de volatilidad condicional para los retornos.
el para´metro estimado α1 no es significativo, para un nivel de significancia del
5 %, con una probabilidad de 56.37 %. Al considerar α1 = 0, el nuevo modelo
es expresado por:
Rt = at,
at = σtt, t ∼ GED1.17598(0, 1)
Ln(σ2t ) = −0.83994 + 0.28937
at−1
σt−1
+
+0.89781Ln(σ2t−1),
(5.4)
con BIC=−5.4190.
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Modelo Para´metro Estimador Error Esta´ndar Probabilidad
ARCH(1)
α0 0.000216 0.0002 < 0.01 %
α1 0.385851 0.08196 < 0.01 %
ν 4.486756 0.64196 <0.01 %
GARCH(1,1)
α0 0.000028 0.000012 2.1047 %
α1 0.157013 0.040552 <0.01 %
β1 0.757110 0.067094 <0.01 %
κ 1.168351 0.072883 <0.01 %
IGARCH(1,1)
α0 0.000009 0.000004 0.9011 %
α1 0.161308 0.035461 <0.01 %
κ 1.109824 0.067343 <0.01 %
EGARCH(1,1)
α0 -0.84274 0.301836 0.5238 %
α1 0.01838 0.031855 56.3961 %
β1 0.89754 0.036735 <0.01 %
γ1 0.28686 0.055842 <0.01 %
κ 1.17608 0.073525 <0.01 %
TGARCH(1,1)
α0 0.002134 0.000794 0.7233 %
α1 0.170026 0.035817 <0.01 %
β1 0.748807 0.065046 <0.01 %
γ1 -0.054921 0.123345 65.6132 %
κ 1.165914 0.072557 <0.01 %
APARCH(1,1)
α0 0.000168 0.000334 61.3974 %
α1 0.167804 0.042064 <0.01 %
γ1 -0.055773 0.100267 57.8043 %
β1 0.755577 0.065200 <0.01 %
δ 1.585104 0.450267 0.0431 %
κ 1.169885 0.072919 <0.01 %
Tabla 5.2: Estimacio´n de para´metros modelos de volatilidad condicional.
Modelo a˜t a˜
2
t
Q(10) Q(15) Q(20) Q(10) Q(15) Q(20)
ARCH(1) 16.14 % 36.17 % 24.54 % 0.04367 % 0.02827 % 0.01275 %
GARCH(1,1) 16.65 % 37.15 % 29.44 % 95.81 % 35.66 % 42.9 %
IGARCH(1,1) 15.76 % 37.39 % 28.54 % 98.22 % 50.41 % 45.69 %
EGARCH(1,1) 15.5 % 33.63 % 27.57 % 98.75 % 29.45 % 37.51 %
TGARCH(1,1) 17.82 % 36.55 % 31.33 % 96.12 % 20.3 % 29.97 %
APARCH(1,1) 17.32 % 36.95 % 52.86 % 30.17 % 26.5 % 34.74 %
Tabla 5.3: Probabilidades obtenidas por la prueba de Ljung-Box a residuales es-
tandarizados.
El modelo TGARCH(1,1) de la forma,
Rt = at,
at = σtt, t ∼ GED1.165(0, 1)
σ2t = 2.134× 10−3 + (0.170026− 0.054921Nt−1)a2t−1+
+0.748807σ2t−1,
(5.5)
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posee el para´metro γ1 no significativo por ser un termino negativo, luego podr´ıa
ser reducido a un modelo GARCH(1, 1) dado por:
Rt = at,
at = σtt, t ∼ GED1.1683(0, 1)
σ2t = 2.848× 10−5 + 0.157013a2t−1 + 0.75711σ2t−1.
(5.6)
El modelo APARCH(1,1) formulado por:
Rt = at,
at = σtt, t ∼ GED1.169(0, 1)
σ1.23t = 7.291× 10−4 + 0.1685(|at−1| − 0.06344at−1)1.23 + 0.75σ1.23t−1 ,
(5.7)
posee un para´metro negativo, no acorde a las condiciones ba´sicas del modelo.
En la Figura 5.3 se observa la serie de retornos con dos desviaciones esta´ndar, a un
nivel de confianza del 95 %, estimadas por cada uno de los modelos tomados como
referencia. Como lo estimado en la Tabla 5.3, el modelo ARCH(1) posee rezagos
significativos, por lo tanto no se ajustan adecuadamente las bandas de volatilidad a
la serie de retornos.
En base a los supuestos del modelo, la significancia de los para´metros, el menor BIC
y las correlaciones nulas en los residuales estandarizados de los modelos mediante
la prueba de Ljung-Box, el modelo que mejor se ajusta para explicar la volatili-
dad condicional de los retornos es un EGARCH(1,1) con α1 = 0, especificado en la
ecuacio´n (5.4).
Como lo observado en la Figura 5.5, la funcio´n de autocorrelacio´n parcial de los
residuales estandarizados al cuadrado poseen pocos rezagos significativos, por lo
tanto el modelo de heterocedasticidad condicional esta´ bien especificado; sin embar-
go se aplico´ la prueba de Ljung-Box para verificar este resultado.
La probabilidad resultante es del 39.98 % el cual indica, a un nivel de significancia
del 5 %, que las autocorrelaciones conjuntas hasta el rezago 20 de los residuales es-
tandarizados al cuadrado no son significativas. Esto indica que el modelo en varianza
se encuentra adecuadamente especificado.
As´ı mismo, no se considera un modelo en media condicional µt ya que no existen
correlaciones significativas con respecto a los residuales estandarizados, sin embargo
se procedio´ aplicar la prueba Ljung-Box para evaluar formalmente la significancia
de dichas correlaciones hasta el rezago 20.
La probabilidad resultante es del 19.66 % el cual indica que no existe suficiente evi-
dencia para rechazar la hipo´tesis nula y por lo tanto, las autocorrelaciones conjuntas
hasta el rezago 20 de los residuales estandarizados no son significativas indicando
que el modelo en media condicional dado por µt = 0 se encuentra correctamente
especificado.
40
0100 0300 0500 0700 0900 1100
−
0.
10
−
0.
05
0.
00
0.
05
Series with 2 Conditional SD Superimposed
Time
R
et
ur
n
s
G
AR
CH
 m
od
el
 : 
 fG
AR
CH
fG
AR
CH
 s
ub
m
od
el
: G
AR
CH
(a) ARCH(1)
0100 0300 0500 0700 0900 1100
−
0.
10
−
0.
05
0.
00
0.
05
Series with 2 Conditional SD Superimposed
Time
R
et
ur
n
s
G
AR
CH
 m
od
el
 : 
 iG
AR
CH
(b) GARCH(1,1)
0100 0300 0500 0700 0900 1100
−
0.
10
−
0.
05
0.
00
0.
05
Series with 2 Conditional SD Superimposed
Time
R
et
ur
n
s
G
AR
CH
 m
od
el
 : 
 iG
AR
CH
(c) IGARCH(1,1)
0100 0300 0500 0700 0900 1100
−
0.
10
−
0.
05
0.
00
0.
05
Series with 2 Conditional SD Superimposed
Time
R
et
ur
n
s
G
AR
CH
 m
od
el
 : 
 e
G
AR
CH
(d) EGARCH(1,1)
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Figura 5.3: Serie de retornos CEMARGOS con dos desviaciones esta´ndar a un nivel
de confianza del 95 %.
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Figura 5.4: ACF residuales estandarizados EGARCH(1,1).
(a) QQ-Plot Distribucio´n GED (b) Histograma
Figura 5.5: Residuales estandarizados EGARCH(1,1).
La Figura 5.3(d) muestra que el modelo en heterocedasticidad condicional logra
capturar la volatilidad de los retornos a dos desviaciones esta´ndar, con un nivel de
confianza del 95 %, confirmando el buen ajuste del modelo.
Por otro lado, la verificacio´n de la distribucio´n de los errores (GED) con para´metro
κ = 1.17 se realizo´ de manera gra´fica y se presentan en la Figura 5.5 observando
que los residuales estandarizados se ajustan correctamente a dicha distribucio´n.
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Figura 5.6: Modelo SV-AR(1).
5.2. Modelo de volatilidad estoca´stica
Mediante el paquete stochvol del software estad´ıstico R, se estiman los para´metros
de los modelos SV-AR(1) y SVt-AR(1) de la serie Rt, mediando distribuciones a
priori, ver (Kastner, 2016b).
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Para´metro media desviacio´n esta´ndar 5 % 50 % 95 %
µ -8.452 0.1086 -8.627 -8.453 -8.272
φ 0.854 0.0436 0.774 0.858 0.918
ση 0.446 0.0759 0.324 0.442 0.577
exp(µ/2) 0.015 0.0008 0.013 0.015 0.016
σ2η 0.205 0.0695 0.105 0.195 0.333
Tabla 5.4: Estimaciones modelo SV-AR(1).
Para´metro media desviacio´n esta´ndar 5 % 50 % 95 %
µ -8.527 0.11 -8.717 -8.526 -8.341
φ 0.854 0.046 0.769 0.860 0.920
ση 0.447 0.082 0.320 0.441 0.589
ν 46.675 25 13.434 41.799 91.654
exp(µ/2) 0.014 0.00081 0.013 0.014 0.015
σ2η 0.207 0.076 0.103 0.194 0.347
Tabla 5.5: Estimaciones modelo SVt-AR(1).
El modelo SV-AR(1) es dado por:
Rt = σtt,
σ2t = exp
{
ht
2
}
,
ht = µ+ φ(ht−1 − µ) + ηt,
(5.8)
donde µ ∼ N (0, 100), φ+ 1
2
∼ B(5, 1.5) y σ2 ∼ χ21. Las estimaciones puntuales de
dichos para´metros se muestra en la Tabla 5.4.
La traza y densidades de los para´metros, los residuales y las bandas de volatilidad
para la serie de retornos a un nivel de confianza del 95 % son dadas en la Figura 5.6,
cuyos para´metros fueron estimados a partir de la mediana para cada distribucio´n a
priori. Se observan que los residuales del modelo no sigue una distribucio´n normal,
pues no todos los puntos caen en las bandas de confianza del 95 %, por tanto no es
un buen modelo que logre estimar apropiadamente la volatilidad de los retornos con
relacio´n al modelo EGARCH(1,1).
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Figura 5.7: Modelo SVt-AR(1).
Ana´logamente, en la Tabla 5.5 se observan las estimaciones de para´metros para el
modelo SVt -AR(1), con ν ∼ U(2, 100), donde la traza y densidades de cada dis-
tribucio´n a priori, las bandas de volatilidad para la serie de retornos a un nivel de
confianza del 95 % y, la distribucio´n de sus residuales se observan en la Figura 5.7.
Nuevamente, los residuales del modelo no sigue una distribucio´n t-student, pues no
todos los puntos caen en las bandas de confianza del 95 %, por tanto no es un buen
modelo que logre estimar apropiadamente la volatilidad de los retornos.
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Figura 5.8: Bandas de volatilidad a un nivel de confianza del 95 %. Rojo: SV-AR(1),
verde: SVt-AR(1).
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Figura 5.9: Prono´stico serie de retornos recortada con los u´ltimos 20 datos.
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Por ultimo, conforme a lo observado en la Figura 5.8, no existe diferencia significativa
entre las estimaciones de volatilidad en ambos modelos, sin embargo se toma como
referencia el modelo SVt-AR(1) a pesar que no cumple con los supuestos en sus
residuales estandarizados.
5.3. Modelo de prono´stico
Tomando como referencia los modelos GARCH(1,1), IGARCH(1,1) y EGARCH(1,1)
dados por las ecuaciones (5.6), (5.2) y (5.4), respectivamente, se analiza la efectivi-
dad de los modelos al eliminar los u´ltimos veinte datos de la serie de retornos Rt y
pronosticar sus volatilidades.
En la Figura 5.9 se observa que los u´ltimos veinte datos de la serie de retornos
Rt se encuentran dentro de las bandas de volatilidad pronosticadas por cada uno
de los modelos tratados, por tanto los modelos GARCH(1,1), EGARCH(1,1) e
IGARCH(1,1) pronostican adecuadamente las volatilidades de los u´ltimos veinte
datos de la serie de retornos Rt.
Por otro lado, al tomar como referencia los precios de cierre comprendidos entre
el 21/03/2017 hasta 10/04/2017 obtenidos por la bolsa de valores de Colombia
(de Colombia, 2011), se analiza si los modelos de volatilidad condicional GARCH(1,1),
IGARCH(1,1) y EGARCH(1,1) con el modelo de volatilidad estoca´stica SVt-AR(1)
realizan un buen prono´stico de las volatilidades de la serie de retornos.
En la Figura 5.10 se observa que las bandas de volatilidad para cada modelo, con
un nivel de confianza del 95 %, abarcan completamente los retornos comprendidos
entre 21/03/2017 hasta 10/04/2017, esto es, los 15 prono´sticos que se encuentran
despue´s de la linea verde t = 1165. Sin embargo, dado que todos las volatilidades
prono´sticos para cada uno de los modelos va en forma creciente, el modelo SVt-AR(1)
posee menos incertidumbre con relacio´n a los modelos IGARCH(1,1), EGARCH(1,1)
y GARCH(1,1), pues sus volatilidades pronosticadas son inferiores al resto de los
modelos de volatilidad condicional, conforme a lo mostrado en la Figura 5.11.
En la Tabla 5.6 se muestran los primeros quince prono´sticos, por medio de los mod-
elos de volatilidad considerados, para los precios de cierre de acciones CEMARGOS
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Figura 5.10: Bandas de volatilidad para la serie Rt con 15 datos posteriores a linea
verde t = 1165.
entre el 21/03/2017 a 10/04/2017, donde
MAE =
1
15
T∑
t=1
|Rt − R̂t|,
RMSE =
1
15
T∑
t=1
(Rt − R̂t)2,
MAPE =
1
15
T∑
t=1
∣∣∣∣∣Rt − R̂tRt
∣∣∣∣∣ ,
AMAPE =
1
15
T∑
t=1
∣∣∣∣∣Rt − R̂tRt + R̂t
∣∣∣∣∣ ,
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Figura 5.11: Prono´stico volatilidad de la serie Rt para 15 datos.
son los errores de dichos prono´sticos, con Rt los retornos de precios de cierre reales
y R̂t los pronosticados.
El modelo SVt-AR(1) posee los menores valores MAE, RMSE, MAPE y AMAPE
con relacion a los modelos GARCH(1,1), IGARCH(1,1) y EGARCH(1,1), confir-
mando que dicho modelo, ademas de pronosticar adecuadamente las volatilidades,
pronostica con mı´nimo error los precios de acciones CEMARGOS.
En la Tabla 5.7 se muestran los intervalos de confianza, con un nivel de confian-
za del 95 %, para los prono´sticos obtenidos por el modelo SVt-AR(1), el cual se
evidencia que los precios reales se encuentran dentro de dichas bandas.
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Fecha Precio Precio pronosticado
GARCH(1,1) IGARCH(1,1) EGARCH(1,1) SVt-AR(1)
21/03/2017 11860 11993.1395 11986.1752 11996.4459 11979.3693
22/03/2017 11880 12119.4770 12102.3235 12124.9351 12086.8144
23/03/2017 11960 11814.5930 11823.0092 11819.2680 11828.1940
24/03/2017 11820 12038.6706 12028.7527 12041.2774 12017.8682
27/03/2017 11920 11934.8446 11933.3671 11939.5198 11931.0009
28/03/2017 11920 11918.4807 11918.2540 11923.6018 11917.2071
29/03/2017 11860 12019.2199 12011.7678 12020.8686 12001.4441
30/03/2017 11960 11789.1527 11796.8987 11800.2781 11810.6725
31/03/2017 11800 11754.9784 11764.7173 11767.6585 11782.1956
03/04/2017 11840 11739.4142 11749.9407 11752.8686 11769.2840
04/04/2017 11860 11737.0253 11747.6522 11750.6074 11767.3158
05/04/2017 11880 11606.5347 11621.6346 11627.5667 11659.7316
06/04/2017 11900 11761.3398 11772.6379 11773.0585 11787.1002
07/04/2017 11780 11843.0108 11853.0232 11849.5490 11854.1848
10/04/2017 11860 12013.3466 12022.3934 12008.5833 11992.3784
MAE 132.0127 125.5372 127,5650 112.0906
RMSE 152.2193 144.7215 147.5396 130.1742
MAPE 0.0111 0.0106 0.0107 0.0094
AMAPE 0.0056 0.0053 0.0054 0.0047
Tabla 5.6: Prono´sticos precios de cierre CEMARGOS.
Fecha Precio Intervalo de confianza del 95 %
Limite Inferior Limite Superior
21/03/2017 11860 9107.704 14851.035
22/03/2017 11880 9214.844 14958.785
23/03/2017 11960 8956.933 14699.455
24/03/2017 11820 9146.095 14889.641
27/03/2017 11920 9059.468 14802.534
28/03/2017 11920 9045.712 14788.703
29/03/2017 11860 9129.717 14873.171
30/03/2017 11960 8939.456 14681.889
31/03/2017 11800 8911.051 14653.340
03/04/2017 11840 8898.172 14640.396
04/04/2017 11860 8896.209 14638.423
05/04/2017 11880 8788.886 14530.578
06/04/2017 11900 8915.944 14658.257
07/04/2017 11780 8982.856 14725.513
10/04/2017 11860 9120.677 14864.080
Tabla 5.7: Intervalos de confianza para los prono´sticos precios de cierre CEMARGOS
dados por el modelo SVt-AR(1).
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Conclusiones
El modelo EGARCH(1, 1) es adecuado para ajustar la heterocedasticidad
condicional de los retornos de los precios de la accio´n de Cementos Argos S.A,
pues cumple con los supuestos en sus residuales estandarizados y captura ade-
cuadamente los efectos de apalancamiento producidos por las buenas o malas
noticias que acarrean las alzas o las bajas de precio de cierre, respectivamente.
Los modelos de volatilidad estocastica no son adecuados para explicar la
volatilidad diaria de los retornos de los precios de la accio´n de Cementos Argos
S.A, pues sus residuales estandarizados no se ajustan correctamente a la dis-
tribucio´n normal y t-student, respectivamente. Sin embargo, dichos modelos
logran capturar parcialmente los retornos.
Los modelos de volatilidad GARCH(1,1), IGARCH(1,1), EGARCH(1,1) y
SVt-AR(1) pronostican adecuadamente la incertidumbre diaria de los precios
de la accio´n de Cementos Argos S.A. Sin embargo, el modelo SVt-AR(1) re-
sulto´ ser el mejor modelo para realizar los prono´sticos de volatilidades y precios
de cierre diario con mı´nimo error.
Al considerar variables dummys para los datos inusuales de la serie de retornos
Rt, esto es, para t = 96, 625, 869, 924, e incluirlas en ecuacio´n de la media
y/o varianza de los modelos GARCH(1,1), IGARCH(1,1) y EGARCH(1,1),
solamente en la ecuacio´n de la media dichas variables fueron significativas.
Sin embargo, a pesar que dichos modelos poseen menores BIC con relacio´n a
los estimados a lo largo de este trabajo, no lograron capturar completamente
los retornos y sus prono´sticos no son relativamente significativos respecto a
los estimados por los modelos anteriores. Por lo tanto, estos modelos no se
consideraron en este trabajo.
Las autocorrelaciones significativas proporcionado por gra´fica de la funcio´n
de autocorrelacion (ACF) en la serie de retornos R(t) determina si es posible
modelar su media y, los rezagos significativos de la serie de retornos al cuadrado
R2t es un factor determinante para modelar la volatilidad condicional.
El nu´mero de observaciones tambie´n puede ser un limitante en el ajuste del
modelo, tanto condicional como estoca´stica, impidiendo una mejor captura de
la volatilidad en los retornos de la accio´n diaria de Cementos Argos.
El modelo ajustado resultante es de gran ayuda para los inversionistas, pues
da una idea del rendimiento medio de los retornos de la accio´n diaria de CE-
MARGOS facilitando la toma de decisiones a la hora de invertir.
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Anexos
Anexo 1. Co´digo Programacio´n R
Paquetes a utilizar
library(TSA)
library(forecast)
library(tseries)
library(lmtest)
library(car)
library(FinTS)
library(rugarch)
library(fGarch)
library(arfima)
library(stochvol)
Datos
ARGOS<-read.table("C:/ARGOS.txt", header=TRUE)
attach(ARGOS)
y=ts(ARGOS,frequency=1,start=c(1,01))
ts.plot(y, xlab="Dia", ylab="Precio accio´n")
Ana´lisis Precio de cierre CEMARGOS
ARGOS<-read.table("C:/ARGOS.txt", header=TRUE)
attach(ARGOS)
y=ts(ARGOS,frequency=1,start=c(1,01))
summary(y) ## Estadı´stico descriptivo
ts.plot(y, xlab="Dı´a", ylab="Precio accio´n")
Ana´lisis Retornos
r=diff(y)
h=y[1:1164,]
r.cref<-r/h
summary(r.cref) ##Estadistico descriptivo
t.test(r.cref) ## One Sample t-test
adf.test(r.cref, alternative="stationary",k=1) ##Test Dickey-Fuller
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Retornos vs precios de cierre
par(mfrow=c(2,1))
plot(y,xlab="Dı´a", ylab="Precio accio´n", main="Precio de cierre CEMARGOS")
plot(r.cref, xlab="Dia", ylab="retornos")
##ACF - PACF retornos y retornos a cuadrado
par(mfrow=c(3,2))
acf(r.cref,main="retornos",lag.max=40)
pacf(r.cref,main="retornos")
acf(r.cref^2, main="retornos^2")
pacf(r.cref^2, main="retornos^2")
###Prueba de Lyng - Box
Box.test(as.vector(r.cref),lag=1,type="Ljung-Box")
Box.test(as.vector(r.cref^2),lag=20,type="Ljung-Box")
Histograma retornos vs precios de cierre
plotForecastErrors1 <- function(forecasterrors,titlex) {
mybinsize <- IQR(forecasterrors)/4
mysd <- sd(forecasterrors)
mymean <- mean(forecasterrors)
mymin <- min(forecasterrors) - mysd*5
mymax <- max(forecasterrors) + mysd*3
mynorm <- rnorm(10000, mean=mymean, sd=mysd)
mymin2 <- min(mynorm)
mymax2 <- max(mynorm)
if (mymin2 < mymin) { mymin <- mymin2 }
if (mymax2 > mymax) { mymax <- mymax2 }
mybins <- seq(mymin, mymax, mybinsize)
hist(forecasterrors, col="white", freq=FALSE, breaks=mybins,
main=titlex,xlab="Precio",ylab="Densidad")
myhist <- hist(mynorm, plot=FALSE, breaks=mybins)
points(myhist$mids, myhist$density, type="l", col="blue", lty=2, lwd=2)}
plotForecastErrors2 <- function(forecasterrors,titlex) {
mybinsize <- IQR(forecasterrors)/4
mysd <- sd(forecasterrors)
mymin <- min(forecasterrors) - mysd*5
mymax <- max(forecasterrors) + mysd*3
mynorm <- rnorm(10000, mean=0, sd=mysd)
mymin2 <- min(mynorm)
mymax2 <- max(mynorm)
if (mymin2 < mymin) { mymin <- mymin2 }
if (mymax2 > mymax) { mymax <- mymax2 }
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mybins <- seq(mymin, mymax, mybinsize)
hist(forecasterrors, col="white", freq=FALSE,
breaks=mybins,main=titlex,xlab="retorno",ylab="Densidad")
myhist <- hist(mynorm, plot=FALSE, breaks=mybins)
points(myhist$mids, myhist$density, type="l", col="blue", lty=2, lwd=2)}
par(mfrow=c(2,1))
plotForecastErrors1(y,"Precios de cierre")
plotForecastErrors2(r.cref,"retornos")
Arch Test
"archTest" <- function(rtn,m=10){
y=(r.cref-mean(r.cref))^2
T=length(r.cref)
atsq=y[(m+1):T]
x=matrix(0,(T-m),m)
for (i in 1:m){
x[,i]=y[(m+1-i):(T-i)]}
md=lm(atsq~x)
summary(md)}
archTest(r.cref,24)
Modelos de volatilidad condicional
ARCH<-function (x)
{Zak = ugarchspec(mean.model = list(armaOrder = c(0, 0),
include.mean = FALSE,
arfima = FALSE), variance.model = list(garchOrder = c(1,
0), model = "fGARCH", submodel = "GARCH"),
distribution.model = "ged")
model <- ugarchfit(x, spec = Zak)
return(model)}
ARCH(r.cref)
plot(ARCH(r.cref))
GARCH<-function (x)
{Zak = ugarchspec(mean.model = list(armaOrder = c(0, 0),
include.mean = FALSE,
arfima = FALSE), variance.model = list(garchOrder = c(1,
1), model = "fGARCH", submodel = "GARCH"),
distribution.model = "ged")
model <- ugarchfit(x, spec = Zak)
return(model)}
ARCH(r.cref)
plot(ARCH(r.cref))
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EGARCH<-function (x)
{Zak = ugarchspec(mean.model = list(armaOrder = c(0, 0),
include.mean = FALSE,
arfima = FALSE), variance.model = list(garchOrder = c(1,
1), model = "eGARCH"), distribution.model = "ged",
fixed.pars=list(alpha1=0))
model <- ugarchfit(x, spec = Zak)
return(model)}
EGARCH(r.cref)
plot(EGARCH(r.cref))
IGARCH<-function (x)
{Zak = ugarchspec(mean.model = list(armaOrder = c(0, 0),
include.mean = FALSE,
arfima = FALSE), variance.model = list(garchOrder = c(1,
1), model = "iGARCH"),distribution.model = "ged")
model <- ugarchfit(x, spec = Zak)
return(model)}
IGARCH(r.cref)
plot(IGARCH(r.cref))
TGARCH<-function (x)
{Zak = ugarchspec(mean.model = list(armaOrder = c(0, 0),
include.mean = FALSE,
arfima = FALSE), variance.model = list(garchOrder = c(1,
1), model = "fGARCH", submodel = "TGARCH"),
distribution.model = "ged")
model <- ugarchfit(x, spec = Zak)
return(model)}
TGARCH(r.cref)
plot(TGARCH(r.cref))
APARCH<-function (x)
{Zak = ugarchspec(mean.model = list(armaOrder = c(0, 0),
include.mean = FALSE,
arfima = FALSE), variance.model = list(garchOrder = c(1,
1), model = "fGARCH", submodel = "APARCH"),
distribution.model = "ged")
model <- ugarchfit(x, spec = Zak)
return(model)}
TGARCH(r.cref)
plot(TGARCH(r.cref))
### Prono´stico modelo GARCH para 15 dı´as posteriores y 20 dı´as anteriores
pred = ugarchforecast(GARCH(r.cref), n.ahead = 15, n.roll=20)
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Modelos de volatilidad estoca´stica
rtn<-r.cref-mean(r.cref)
svar<-svsample(rtn, designmatrix = "ar1")
svtar <- svsample(rtn, priornu = c(2, 100), designmatrix = "ar1")
##Analisis modelo SVt-AR(1)
summary(svtar, showlatent = FALSE)
plot(svtar, showobs = FALSE)
### Bandas de volatilidad estimadas modelo SV-AR(1) en la serie de retornos
dim(res$latent)
ht=apply(svar$latent,2,median)
v1=exp(ht/2)
upp1=0+1.96*v1
low1=0-1.96*v1
plot(r.cref,xlab="time",ylab="log-retornos",type="l", col="cornflowerblue")
lines(upp1,col="red1",type="l")
lines(low1,col="red1",type="l")
### Prono´sticos para 15 dı´as
fore <- predict(svar, 15)
summary(fore)
plot(svar, forecast = fore)
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