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Resumen
La principal tarea de las técnicas de cluste-
ring es formar grupos de elementos que pre-
senten una conducta similar a partir de una
base de datos. Se trata de generar un modelo
capaz de simular el comportamiento del sis-
tema de la manera más precisa posible. Aśı,
en primer lugar, se procede a extraer el co-
nocimiento necesario del sistema para, en se-
gunda instancia, buscar los patrones capaces
de conservar la información original y conse-
guir de este modo un modelo válido de des-
cripción del sistema. En este trabajo se pre-
sentan dos técnicas de clustering particionales
ampliamente conocidas, K-means y Expecta-
tion Maximization, para el análisis de la serie
temporal de los precios de la enerǵıa eléctrica.
Se demuestra que aplicar dichas técnicas resul-
ta efectivo a la hora de dividir un año completo
en diferentes grupos de d́ıas. Concretamente,
se distinguen dos tipos de clusters fundamen-
tales: los que identifican a los d́ıas laborables
y aquéllos que representan a los d́ıas festivos
y los fines de semana. Igualmente resaltable es
la similitud mostrada en el comportamiento de
los d́ıas pertenecientes a una misma estación.
1. Introducción
Debido al proceso liberalizador que está su-
friendo el mercado eléctrico español, las es-
trategias dirigidas a obtener ofertas óptimas
están adquiriendo mucho protagonismo entre
las compañ́ıas generadoras de enerǵıa eléctri-
ca [14]. Este trabajo se centra en la extracción
de información útil de la serie temporal de los
precios de la enerǵıa en el mercado eléctrico,
haciendo uso de técnicas de clustering [16] ya
existentes. Dichas técnicas son la base de mu-
chos algoritmos de clasificación y de modela-
do de sistemas. Para ello generan subgrupos
de datos homogéneos con la intención de ob-
tener una representación del comportamiento
del sistema de la manera más precisa posible.
En concreto, los algoritmos K-means [11] y Ex-
pectation Maximization (EM) [10] se utilizan
aqúı para encontrar aquellos d́ıas que tienen
una conducta similar.
Diversas técnicas de predicción han sido ya
utilizadas en series temporales de precios re-
cientemente [5, 12, 13]. De este modo, A.
J. Conejo et al. [2] utilizaron modelos ARI-
MA y transformadas wavelet mientras que R.
C. Garćıa et al. [6] presentaron una técnica
de predicción basada en un modelo GARCH.
Igualmente, una combinación de redes neuro-
nales artificiales y lógica difusa fue propuesta
en [1]. En [18] se presenta una propuesta ba-
sada en una regresión no paramétrica adapta-
tiva aplicada al mercado eléctrico de Ontario
en Canadá. Un modelo basado en los vecinos
más cercanos se propone en [15]. Finalmente,
en [7] se propone un método que combina dis-
tintos modelos ARIMA para realizar predic-
ciones de los precios de la enerǵıa en el merca-
do eléctrico. Pese a la diversidad de métodos
encontrados en la literatura, ninguno de ellos
han utilizado técnicas de clustering para mejo-
rar la predicción de la serie temporal formada
por los precios de la enerǵıa.
La principal y más novedosa aportación de
este trabajo radica, precisamente, en la utili-
zación de técnicas de clustering para hacer una
agrupación inicial del comportamiento de los
elementos pertenecientes a la serie temporal de
los precios de la enerǵıa para, posteriormente,
ser capaces de predecir cómo evolucionará la
curva de los precios en d́ıas posteriores. Como
variable de entrada se utiliza el precio de la
enerǵıa horaria, que está disponible en [4].
El resto del trabajo se organiza como sigue.
En la sección 2 se presentan los algoritmos uti-
lizados, K-means y EM, y se discute el número
de clusters que se debe seleccionar para hacer
el análisis. La sección 3 muestra los resultados
obtenidos por cada método, proporcionando
una medida de calidad de ellos. Finalmente,
la sección 4 expone los conclusiones derivadas
del estudio de los resultados y esboza las ĺıneas
de futuros trabajos.
2. Técnicas de clustering particio-
nales
El proceso de agrupar un conjunto de objetos
abstractos o f́ısicos en clases similares recibe el
nombre de clustering. Un cluster es una colec-
ción de datos parecidos entre ellos y diferentes
a los datos pertenecientes a otros clusters.
Las técnicas de clustering son técnicas de
clasificación no supervisada de patrones en
clusters. El problema del clustering ha sido
abordado por gran cantidad de disciplinas y
es aplicable en multitud de contextos, hecho
que refleja su utilidad como uno de los pasos
en el análisis experimental de datos. Se aborda
aqúı una categoŕıa de clustering, el particional,
que será aplicada al análisis de los precios de
la enerǵıa en el mercado eléctrico.
Dada una base de datos con n objetos, un
método particional construye M grupos de los
datos, donde cada partición representa a un
cluster y M ≤ n. Esto es, clasifica a los da-
tos en M grupos que satisfacen los siguientes
requisitos:
• Cada grupo debe contener, al menos, un
elemento.
• Cada elemento debe pertenecer única-
mente a un grupo. Nótese que este se-
gundo requerimiento se relaja en ciertas
técnicas particionales difusas.
En esta sección se presentan los dos méto-
dos seleccionados para realizar clustering: K-
means y EM. El número de clusters en los
que se quiere dividir (particionar) los datos de
entrada es el parámetro más cŕıtico en tanto
en cuanto un número demasiado elevado pue-
de hacer que los resultados no sean suficien-
temente claros y un número demasiado bajo
puede conducir a resultados poco relevantes o
triviales. Ya que este tipo de algoritmos requie-
ren que este parámetro sea introducido como
parámetro de entrada, se discutirá en esta sec-
ción también la forma de elegir su valor ópti-
mo.
2.1. K-means
El algoritmo K-means fue propuesto por Mac-
Queen en el año 1968 [11]. Este algoritmo co-
ge el parámetro de entrada, K, y particiona el
conjunto de n datos en K clusters de tal ma-
nera que la similitud entre los elementos que
pertenecen a un mismo cluster es elevada y la
similitud entre los elementos de distintos clus-
ters es baja. Dicha similitud se mide en rela-
ción al valor medio de los objetos en el cluster,
es decir, con respecto a su centro de gravedad.
El algoritmo procede como sigue. En primer
lugar, escoge aleatoriamente K objetos hacien-
do que éstos representen el centro del cluster.
Cada uno de los objetos restantes se va asig-
nando al cluster que sea más similar basándose
en la distancia del objeto a la media del clus-
ter. Entonces computa la nueva media de cada
cluster y el proceso sigue iterando hasta que se
consigue la convergencia. Es decir:
1. Paso 1. En cada iteración se evalúan to-
dos los puntos y se reasignan a su cluster
más cercano.
2. Paso 2. La reasignación de los puntos se
lleva a cabo sólo si la suma de las distan-
cias se reduce. A continuación, se recalcu-
lan los centros de los clusters.
El proceso itera hasta que se encuentra un
mı́nimo de la función objetivo considerada que








donde x es el punto en el espacio que represen-
ta al objeto dado y mi es la media del cluster
Ci. Este criterio busca que los K clusters re-
sultantes sean lo más compacto posible y lo
más distanciado posible entre ellos.
El método es relativamente escalable y efi-
ciente para el procesado de conjuntos de datos
grandes ya que la complejidad computacional
del algoritmo es O(nKt), donde n es el núme-
ro de objetos, K el número de clusters y t
el número de iteraciones. Normalmente K y
t suelen tener órdenes de magnitud sensible-
mente inferiores a n y N , respectivamente.
El algoritmo K-means se puede aplicar sólo
cuando la media de un cluster puede ser defi-
nida, esto es, no es de aplicación en los casos
en que los atributos sean categóricos. Otro in-
conveniente es su sensibilidad al ruido y a los
outliers. Además, la necesidad de dar el valor
de K a priori resulta uno de sus mayores pun-
tos débiles, tal y como se detalla en la siguiente
sección.
2.1.1. Número de clusters en K-means
La función silhouette [8] proporciona una
medida de calidad de los clusters obtenidos
usando el algoritmo K-means. En concreto,
calcula la separación existente entre los clus-
ters. El valor de esta función está acotada en-
tre −1 y +1, donde +1 denota una clara se-
paración de los clusters y −1 marca aquellos
puntos cuya asignación puede ser cuestiona-
ble. Para concluir que un clustering ha sido
realizado con éxito, esta función debe presen-
tar un valor medio mayor que 0,5 para todos
sus clusters. Sin embargo, para las series tem-
porales reales es casi imposible alcanzar este
valor y el hecho de no tener valores negativos
en la gráfica suele ser suficiente para decidir
cuántos clusters escoger.
En la Figura 1 se muestran los valores de la
función silhouette para 4 clusters aplicados a
los precios de la enerǵıa en el mercado eléctri-
co en el año 2005. La métrica usada fue la
eucĺıdea y el número de clusters escogido fue
4, ya que sólo un cluster presentaba valores
negativos significativos (cluster 3) y el valor
medio de la función silhouette era el más ele-
vado, como se muestra en la Figura 2.










Figura 1: Representación de la función silhouette
obtenida al aplicar K-means a los precios de la
enerǵıa eléctrica en el año 2005 con 4 clusters.
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Figura 2: Función silhouette para la obtención del
número de clusters con el algoritmo K-means.
2.2. Expectation Maximization
Este algoritmo es una variante del K-means y
fue propuesto por Lauritzen en 1995 [10]. Se
trata de obtener la función de densidad de pro-
babilidad (FDP) [17] desconocida que repre-
senta la distribución del conjunto completo de
datos. Esta FDP se puede aproximar median-
te una combinación lineal de NC componentes
que dependen de una serie de parámetros Θj








πj = 1 (3)
donde πj son las probabilidades a priori de
pertenencia a cada cluster, P (x) denota la
FDP arbitraria y p(x; Θj) la función de den-
sidad que representa la distribución de los
datos que pertenecen al cluster j. Se pue-
den elegir distintas funciones de densidad que
representen a los clusters, como FDP nor-
males n-dimensionales, t-Student, Bernoulli,
Poisson, y log-normales. En este trabajo ca-
da uno de estos clusters vendrá representado
por una distribución normal. La estimación de
los parámetros del modelo requiere una medi-
da de su bondad, es decir, cómo de bien se
ajustan los datos a la distribución que los re-
presenta. Este valor de bondad se conoce como
función de verosimilitud de los datos. Se tra-
ta entonces de estimar los parámetros Θj ma-
ximizando esta función (criterio conocido co-
mo Máxima Verosimilitud, ML-Maximun Li-
kelihood) [3]. Normalmente, se calcula el lo-
garitmo de la función de verosimilitud ya que
éste transforma los productos en sumas y los
cocientes en restas. La solución obtenida es la
misma gracias a la propiedad de monotonici-
dad del logaritmo. La forma de esta función
es:
L(Θ, π) = logΠNIn=1P (xn) (4)
donde NI es el número de instancias, que su-
ponemos independientes entre śı. El algoritmo
EM, procede en dos pasos que se repiten de
forma iterativa:
1. Expectation. Utiliza los valores de los
parámetros iniciales o proporcionados por
el paso Maximization de la iteración ante-
rior, para calcular la probabilidad de que
cada objeto pertenezca a un cluster.
2. Maximization. Obtiene nuevos valores
de los parámetros a partir de las probabi-
lidades obtenidas en el paso anterior.
Después de una serie de iteraciones, el algorit-
mo EM tiende a un máximo local de la fun-
ción L, obteniéndose un conjunto de clusters
que agrupan el conjunto de datos original.
2.2.1. Número de clusters en EM
Para este método el número óptimo de clusters
se ha calculado utilizando validación cruzada
[9]. La validación cruzada consiste en emplear
k subconjuntos del conjunto de datos de los
cuales k/2 se emplean para entrenamiento y
k/2 para la validación del esquema de apren-
dizaje. Aqúı se ha usado una variante llamada
n-fold cross validation, o validación cruzada de
n particiones. En ella se dividen los datos en
tantas particiones como indique el parámetro
n y se entrena n veces promediando el error de
cada prueba. Presenta un inconveniente y es
que no se consigue una representación equita-
tiva de todas las clases. Para el presente análi-
sis se escogió n = 10, es decir, se dividieron
los datos de entrada en diez grupos dejando
uno como validación y los nueve restantes co-
mo entrenamiento.
La Figura 3 muestra la evolución del loga-
ritmo de la función de verosimilitud (log-ML).
Aśı, el número de clusters escogido es 11, ya
que el log-ML presenta el valor máximo para
este número.
3. Resultados
Los algoritmos K-means y EM descritos en la
sección precedente se han aplicado a diferentes
experimentos con el fin de obtener una predic-
ción de la serie temporal de los precios de la
enerǵıa en el mercado eléctrico español corres-
pondiente al año 2005 [4].
















Figura 3: Validación cruzada para determinar el
número de clusters en el algoritmo EM.
3.1. Resultados con K-means
La Tabla 1 muestra el porcentaje de pertenen-
cia de cada d́ıa de la semana a los distintos
clusters. Por el contrario, la Figura 4 muestra
Tabla 1: Distribución de los d́ıas de la semana
en los diferentes clusters generados.
Dı́a Clus. 1 Clus. 2 Clus. 3 Clus. 4
Lunes 36.54 % 51.92 % 3.85 % 7.69 %
Martes 31.48 % 57.41 % 3.70 % 7.41 %
Miércoles 30.77 % 63.46 % 3.85 % 1.92 %
Jueves 32.69 % 59.62 % 5.77 % 1.92 %
Viernes 28.85 % 59.62 % 3.85 % 7.69 %
Sábado 11.32 % 0.00 % 39.62 % 49.06 %
Domingo 0.00 % 0.00 % 44.23 % 55.77 %
el año 2005 clasificado en 4 clusters mediante
al algoritmo K-means. De un simple vistazo,
se pueden diferenciar claramente dos tipos de
clusters:
• Clusters 1 y 2 agrupan todos los d́ıas la-
borables.
• Clusters 3 y 4 agrupan los fines de semana
y los d́ıas festivos.
Sin embargo, existen ciertos d́ıas que presen-
tan un comportamiento aparentemente discor-
dante. Existen 22 d́ıas laborables que han sido
clasificados en los clusters 3 ó 4. Pero un me-
ticuloso análisis revela que la mayor parte de
estos d́ıas fueron vacaciones. La Tabla 2 mues-
















































Figura 4: Distribución de los d́ıas en los diferentes
clusters obtenidos por medio del método K-means.
Tabla 2: Dı́as laborables mal clasificados con
K-means.




77 18/03 Viernes antes de Sem. Sta.
82 23/03 Semana Santa
83 24/03 Semana Santa
84 25/03 Semana Santa
87 28/03 Lunes después de Sem. Sta.
98 08/04 Ninguna
122 02/05 Dı́a del trabajo
123 03/05 Dı́a Comunidad de Madrid
125 05/05 Puente del 1 de mayo
126 06/05 Puente del 1 de mayo
227 15/08 Dı́a de la Asunción
231 19/08 Ninguno
235 23/08 Ninguno
285 12/10 Dı́a de la Hispanidad
304 31/10 Puente de Todos los Santos
305 01/11 Dı́a de Todos los Santos
340 06/12 Dı́a de la Constitución
342 08/12 Dı́a de la Inmaculada
360 26/12 Lunes después de Navidad
Antes de continuar con el estudio de los re-
sultados, debe hacerse un comentario sobre
la primera semana de mayo. Los d́ıas festivos
reales son el 1 de mayo (Dı́a del Trabajo) y el
2 de mayo (Dı́a de la Comunidad de Madrid).
Sin embargo, el 1 de mayo fue domingo en 2005
y ambas festividades fueron pospuestas un d́ıa.
Con referencia a los fines de semana, existen 6
sábados que se clasificaron como si fueran d́ıas
laborables, concretamente en el cluster 1. Es-
te hecho queda reflejado en la Tabla 3. Nótese
Tabla 3: Fines de semana mal clasificados con
K-means.







que la mayoŕıa de los sábados son consecutivos
y pertenecen al verano, excepto el 9 de julio
que se clasificó en el cluster 4. El año comple-
to se divide en 261 d́ıas laborables y 104 d́ıas
pertenecientes a los fines de semana o festivi-
dades. De la Tabla 2 se deduce que 5 fueron
los d́ıas mal clasificados (11 de marzo, 16 de
marzo, 8 de abril, 19 de agosto y 23 de agos-
to). Por consiguiente el error medio cometido
en los d́ıas laborables es de 1.92 % (5 d́ıas de
261). En lo que respecta a los fines de sema-
na y festividades, 6 fueron los sábados que se
clasificaron erróneamente (18 de junio, 25 de
junio, 2 de julio, 16 de julio, 23 de julio y 30
de julio), por lo que el error medio cometido
fue de 5.77 % (6 d́ıas de 104). Aśı, se concluye
que el error total promedio es de 3.01 % (11
d́ıas de 365).
La siguiente tarea consiste en explicar
cuándo un d́ıa laborable pertenece al cluster
1 o cuándo pertenece al cluster 2 y, equiva-
lentemente, cuándo un d́ıa festivo pertenece al
cluster 3 ó 4. En la Figura 4 se pueden dife-
renciar tres zonas tanto para d́ıas festivos co-
mo laborables. Desde principio de año hasta
el 18 de mayo (d́ıa número 144) la mayor par-
te de los d́ıas laborables pertenecen al cluster
2. Desde este d́ıa hasta el 20 de septiembre
(d́ıa número 263) pertenecen al cluster 1. Fi-
nalmente, desde el 21 de septiembre hasta final
de año, los d́ıas laborables vuelven a pertene-
cer al cluster 2. En lo relativo a las festividades
y fines de semana se da una situación similar.
Desde principios de año hasta el 27 de marzo
(d́ıa número 86) la mayor parte de estos d́ıas
pertenecen al cluster 3. Desde ese fin de sema-
na hasta el fin de semana del 30 de octubre
(d́ıa número 303), pertenecen al cluster 4. Fi-
nalmente, la última parte del año vuelven a
ser fines de semana asociados al cluster 3. Por
consiguiente, se puede apreciar un comporta-
miento estacional asociada a la serie temporal
de los precios de la enerǵıa eléctrica.
Las curvas caracteŕısticas de cada cluster se
muestran en la Figura 5. Especialmente desta-
cable es que las curvas asociadas a los fines de
semana y festividades (clusters 3 y 4) poseen
unos precios al comienzo y término del d́ıa ma-
yores que los de los d́ıas laborables. Igualmen-
te, presentan sus valores más altos a últimas
horas de la tarde, hecho que es debido a que la
población consume más electricidad por la no-
che durante los fines de semana. Por otro lado,



























Figura 5: Curvas caracteŕısticas de los clusters obtenidos con el método K-means para el año 2005.
las curvas de los d́ıas laborables tienen sus pi-
cos a mediod́ıa, cuando las industrias, comer-
cios y empresas están a pleno rendimiento.
3.2. Resultados con EM
La Figura 6 presenta los 11 patrones encon-
trados por el algoritmo EM para los precios
de la enerǵıa eléctrica durante el año 2005. La
Tabla 4 muestra la siguiente información:
• Clusters 1, 2, 3, 5 y 7 agrupan los d́ıas
laborables
• Clusters 4, 6, 8, 9, 10 y 11 agrupan los fi-
nes de semana y los d́ıas festivos. Además,
se puede destacar que:
• Clusters 4, 10 y 11 son fundamental-
mente domingos.
• Clusters 8 y 9 son fundamentalmente
sábados.
• Cluster 6 comprende determinados
sábados y la primera semana de
agosto.
La asociación de los d́ıas a los clusters con
el algoritmo EM no resulta tan sencilla como
lo es con sólo 4 clusters. Aśı, la dispersión a
través de los clusters es mucho más elevada,
hecho que se manifiesta por medio de un error
más elevado ya que un sábado y 16 d́ıas la-
borables fueron clasificados erróneamente. Por
tanto, el error cometido es de 4.38 %.
En contraste con lo que suced́ıa con K-
means, estos 16 d́ıas no se corresponden con
d́ıas festivos. Por el contrario, este fenómeno
aparece aleatoriamente y sin causas aparen-
tes. No obstante, el sábado mal clasificado (se
clasificó en el cluster 5) es, una vez más, el
2 de julio: el comienzo de las vacaciones para
muchas personas en España.
Las curvas caracteŕısticas de los 11 clusters
se muestran en la Figura 7.
4. Conclusiones
Se ha demostrado que utilizar técnicas de clus-
tering particionales resulta útil para encontrar
patrones en las curvas de precios de la enerǵıa
en el mercado eléctrico. El análisis se ha lleva-
do a cabo por medio de dos técnicas, K-means
y Expectaction Maximization, que han pro-
porcionado información relevante ya que han
encontrado patrones interesantes en las curvas
de los precios.
El error medio cometido en las clasificacio-
nes fue de 3.01 % (11 d́ıas) para K-means y de
4.38 % (16 d́ıas) para EM, lo que significa un
elevado grado de fiabilidad. Son varios los fac-
tores que afectan a la clasificación, incremen-
tando aśı la tasa de errores. A continuación, se
destacan algunos de los principales factores:
1. Hora. El precio de la enerǵıa en el merca-
do eléctrico puede fluctuar dependiendo
Tabla 4: Grado de pertenencia de los d́ıas a los diferentes clusters generados con EM.
Cluster Lunes Martes Miércoles Jueves Viernes Sábado Domingo
Cluster 1 7.69 % 9.62 % 15.38 % 15.38 % 26.92 % 0.00 % 0.00 %
Cluster 2 17.31 % 25.00 % 23.08 % 17.31 % 11.54 % 0.00 % 0.00 %
Cluster 3 25.00 % 28.85 % 30.77 % 34.62 % 25.00 % 0.00 % 0.00 %
Cluster 4 0.00 % 1.92 % 0.00 % 0.00 % 1.92 % 3.77 % 19.23 %
Cluster 5 30.77 % 17.31 % 21.15 % 17.31 % 17.31 % 1.89 % 0.00 %
Cluster 6 5.77 % 11.54 % 3.85 % 7.69 % 9.62 % 11.32 % 0.00 %
Cluster 7 1.92 % 3.85 % 0.00 % 1.92 % 1.92 % 0.00 % 0.00 %
Cluster 8 5.77 % 1.92 % 3.85 % 3.85 % 1.92 % 39.62 % 9.62 %
Cluster 9 1.92 % 0.00 % 1.92 % 0.00 % 3.85 % 39.62 % 7.69 %
Cluster 10 3.85 % 0.00 % 0.00 % 0.00 % 0.00 % 1.89 % 44.23 %
Cluster 11 0.00 % 0.00 % 0.00 % 1.92 % 0.00 % 1.89 % 19.23 %
de la hora del d́ıa que se trate, lo que pro-
voca una gran incertidumbre a la hora de
conocer el precio futuro. Del estudio rea-
lizado, se concluye que durante los d́ıas
laborables el precio de la enerǵıa alcanza
los mayores valores durante el mediod́ıa.
Sin embargo, los picos de precios alcanza-
dos en los fines de semana y d́ıas festivos
se encuentran cercanos a las 12 de la no-
che.
2. Dı́a de la semana. Como se ha ido esbo-
zando a lo largo del estudio, la demanda
eléctrica vaŕıa dependiendo del d́ıa de la
semana. Una consecuencia inmediata es la
variación producida en la serie temporal
de los precios, tal y como se ha demostra-
do.
3. Mes del año. Se detectó, igualmente, un
comportamiento asociado a la estación del
año en el que se examine la serie temporal.
Durante el invierno el d́ıa es más corto
y se tiende a pasar más tiempo en casa.
Todo lo contrario que sucede en verano.
Aśı, el uso del aire acondicionado y de los
calefactores tienen una influencia directa
en la demanda y, consecuentemente, en
los precios de la enerǵıa eléctrica.
4. Otros factores no predecibles. Otros fac-
tores aleatorios, como pueden ser huelgas
o eventos deportivos, influyen en el precio
de la enerǵıa eléctrica. Además hay que
añadir que el mercado eléctrico español
no es un mercado de competencia perfec-
ta.
Trabajos futuros irán encaminados a prede-
cir los precios de la enerǵıa eléctrica, una vez
conocida la clasificación hecha por medio de
técnicas de clustering. Esto es, se obtendrán
N clusters y se aplicarán diversos modelos a
cada uno de ellos para mejorar la calidad de
la predicción.
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and B. Molina. Day-ahead electricity pri-
ce forecasting using the wavelet transform
and arima models. IEEE Transactions on
Power Systems, 20(2):1035–1042, 2005.
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