In this paper we show that the family P d of probability distributions on R d with logconcave densities satisfies a strong continuity condition. In particular, it turns out that weak convergence within this family entails (i) convergence in total variation distance, (ii) convergence of arbitrary moments, and (iii) pointwise convergence of Laplace transforms. Hence the nonparametric model P d has similar properties as parametric models such as, for instance, the family of all d-variate Gaussian distributions.
Introduction
It is well-known that certain statistical functionals such as moments fail to be weakly continuous on the set of, say, all probability measures on the real line for which these functionals are well-defined. This is the intrinsic reason why it is impossible to construct nontrivial two-sided confidence intervals for such functionals. For the mean and other moments, this fact was pointed out by Bahadur and Savage (1956) . Donoho (1988) extended these considerations by noting that many functionals of interest are at least weakly semi-continuous, so that one-sided confidence bounds are possible.
When looking at the proofs of the results just mentioned, one realizes that they often involve rather strange, e.g. multimodal or heavy-tailed, distributions. On the other hand, when asking a statistician to draw a typical probability density, she or he will often sketch a bell-shaped, maybe skew density. A natural question is whether statistical functionals such as moments become weakly continuous if attention is restricted to a natural nonparametric class of distributions with unimodal densities.
Let us first consider briefly the parametric model N d of all nondegenerate Gaussian distributions on R d . Suppose that a sequence of distributions P n = N d (µ n , Σ n ) ∈ N d converges weakly to P = N d (µ, Σ) ∈ N d . This is easily shown to be equivalent to µ n → µ and Σ n → Σ as n → ∞. But this implies convergence in total variation distance, i.e.
where f n and f denote the Lebesgue densities of P n and P , respectively. Furthermore, weak convergence of (P n ) n to P implies convergence of all moments and pointwise convergence of the Laplace-transforms. That means, for all d-variate polynomials Π :
The univariate model P 1 has been studied extensively; see Bagnoli and Bergstrom (2005) , Dümbgen and Rufibach (2009) and the references therein. Many standard models of univariate distributions belong to this nonparametric family, e.g. all gamma distributions with shape parameter ≥ 1, and all beta distributions with both parameters ≥ 1. Bagnoli and Bergstrom (2005) establish various properties of the corresponding distribution and hazard functions. Nonparametric maximum likelihood estimation of a distribution in P 1 has been studied by Pal et al. (2006) and Dümbgen and Rufibach (2009) . In particular, the latter two papers provide consistency results for these estimators. The findings of the present paper complement the latter by showing that consistency in any reasonable sense implies consistency of all moments and much more. The remainder of this paper is organized as follows. In Section 2 we present our main result and some consequences. Section 3 collects some basic inequalities for log-concave distributions which are essential for the main results or are of independent interest. All proofs are deferred to Section 4.
The main results
Let us first introduce some notation. Throughout this paper, · stands for Euclidean norm. The closed Euclidean ball with center x ∈ R d and radius ǫ ≥ 0 is denoted by B(x, ǫ). With int(S) and ∂S we denote the interior and boundary, respectively, of a set S ⊂ R d .
Theorem 2.1. Let P , P 1 , P 2 , P 3 . . . be probability measures in P d with densities f , f 1 , f 2 , f 3 , . . . , respectively, such that P n → P weakly as n → ∞. Then the following two conclusions hold true:
The sequence (f n ) n converges uniformly to f on any closed set of continuity points of f .
for all x, y ∈ R d and r ≥ 0. If
It is well-known from convex analysis that ϕ = log f is continuous on int({ϕ > −∞}) = int({f > 0}). Hence the discontinuity points of f , if any, are contained in ∂{f > 0}. But {f > 0} is a convex set, so its boundary has Lebesgue measure zero (cf. Lang 1986 ). Therefore Part (i) of Theorem 2.1 implies that (f n ) n converges to f pointwise almost everywhere.
Note also that f (x) ≤ C 1 exp(−C 2 x ) for suitable constants C 1 = C 1 (f ) > 0 and C 2 = C 2 (f ) > 0; see Corollary 3.4 in Section 3. Hence one may take A(x) = c x for any c ∈ [0, C 2 ) in order to satisfy (2.1). Consequently, Part (ii) of Theorem 2.1 entails the conclusions about moments announced in the introduction. To formulate a stronger statement we provide some information about the moment generating functions of distributions in P d : 
Existence of nontrivial confidence sets for moments. With the previous results we can prove the existence of confidence sets for arbitrary moments, modifying Donoho's (1988) recipe. Let H d denote the set of all closed halfspaces in R d . For two probability measures P and Q on R
It is well-known from empirical process theory (e.g. van der Vaart and Wellner 1996, Section 2.19) that for any α ∈ (0, 1) there exists a universal constant c α,d such that
for arbitrary distributions P on R d and the empirical distributionP n of independent random vectors X 1 , X 2 , . . . , X n ∼ P . In particular, Massart's (1990) inequality yields the constant c α,1 = log(2/α)/2 1/2 .
Under the assumption that P ∈ P d , a (1 − α)-confidence set for Π(x) P (dx) with any polynomial function Π is given by
Since convergence with respect to · H implies weak convergence, it follows from Theorem 2.3 that sup t∈Cα t − Π(x) P (dx) → p 0 as n → ∞.
Various inequalities for P d
In this section we provide a few inequalities for log-concave distributions which are essential for the main result or are of independent interest. Let us first introduce some notation. The convex hull of a nonvoid set S ⊂ R d is denoted by conv(S), the Lebesgue measure of a Borel
Inequalities for general dimension
Lemma 3.1.
Suppose that
. Then
If the right hand side is less than or equal to one, then
This lemma entails various upper bounds including a subexponential tail bound for logconcave densities. 
with the following property: For any P ∈ P d with density f such that
where
Corollary 3.4. For any P ∈ P d with density f there exist constants C 1 = C 1 (P ) > 0 and
Inequalities for dimension one
In the special case d = 1 we denote the cumulative distribution function of P with F . The hazard functions f /F and f /(1 − F ) have the following properties:
Lemma 3.5. The function f /F is non-increasing on {x : 0 < F (x) ≤ 1}, and the function
Let t ℓ := inf{f > 0} and t u := sup{f > 0}. Then
The monotonicity properties of the hazard functions f /F and f /(1 − F ) have been noted by An (1998) and Bagnoli and Bergstrom (2005) . For the reader's convenience a complete proof of Lemma 3.5 will be given.
The next lemma provides an inequality for f in terms of its first and second moments: Lemma 3.6. Let µ and σ be the mean and standard deviation, respectively, of the distribution
Equality holds if, and only if, f is log-linear on both
(−∞, x o ] and [x o , ∞).
Proofs

Proofs for Section 3
Our proof of Lemma 3.1 is based on a particular representation of Lebesgue measure on simplices: Let
Then for any measurable function h :
E j with independent, standard exponentially distributed random variables E 0 , E 1 , . . . , E d . This follows from general considerations about gamma and multivariate beta distributions, e.g. in Cule and Dümbgen (2008) . In particular, Proof of Lemma 3.1. Any point x ∈ ∆ may be written as
By concavity of ϕ := log f ,
and by Jensen's inequality, the latter expected value is not greater than
This yields the first assertion of the lemma.
The inequality
, and dividing both sides byf (x 1 , . . . , x d ) d+1 yields the second assertion.
As to the third inequality, suppose that f (x 0 ) ≤f (x 1 , . . . , x d ), which is equivalent to ϕ 0 := ϕ(x 0 ) being less than or equal toφ := logf (x 1 , . . . ,
We first prove Lemma 3.3 because this provides a tool for the proof of Lemma 3.2 as well.
Proof of Lemma 3.3. At first we investigate how the size of ∆ changes if we replace one of its edges with another point. Note that for any fixed index j ∈ {0, 1, . . . , d},
Moreover, any point y ∈ R d has a unique representation y = d i=0 λ i x i with scalars λ 0 , λ 1 , . . . , λ d summing to one. Namely,
Hence the set ∆ j (y) := conv {x i : i = j} ∪ {y} has Lebesgue measure
Consequently,
where σ max (X) > 0 is the largest singular value of X. Now we consider any log-concave probability density f . Let f min and f max denote the minimum and maximum, respectively, of {f (x i ) : i = 0, . . . , d}, where f min is assumed to be greater than zero. Applying Lemma 3.1 to ∆ j (y) in place of ∆ with suitably chosen index j, we may conclude that
Proof of Lemma 3.2. Let y ∈ ∆, i.e. y = where J := {j : λ j > 0}. Moreover, all these simplices ∆ j (y), j ∈ J, have nonvoid interior, and |∆ j (y) ∩ ∆ k (y)| = 0 for different j, k ∈ J. Consequently it follows from Lemma 3.1 that
This entails the asserted upper bound for f (y). The lower bound follows from the elementary fact that any concave function on the simplex ∆ attains its minimal value in one of the edges
Proof of Lemma 3.5. We only prove the assertions about f /(1 − F ). Considering the distribution functionF (x) := 1 − F (−x) with log-concave densityf (x) = f (−x) then yields the corresponding properties of f /F .
is non-decreasing in t, because t → ϕ(t + x) − ϕ(t) is non-increasing in t ∈ {f > 0} for any fixed x > 0, due to concavity of ϕ.
In case of t u < ∞, fix any point s ∈ (t ℓ , t u ). Then for s ≤ t < t u ,
Proof of Lemma 3.6. The asserted upper bound for f (t o ) is strictly positive and continuous in t o . Hence it suffices to consider a point t o with 0 < F (t o ) < 1.
we try to bound the latter integral from above. To this end, let g be a piecewise loglinear probability density, namely,
By concavity of log f , there are real numbers r < x o < s such that f ≥ g on (r, s) and f ≤ g on R \ [r, s]. Consequently,
with equality if, and only if, f = g. Now the assertion follows from
Proof of the main results
Note first that {f > 0} is a convex set with nonvoid interior. For notational convenience we may and will assume that 0 ∈ int{f > 0}.
For if x o is any fixed interior point of {f > 0} we could just shift the coordinate system and consider the densitiesf := f (x o + ·) andf n := f n (x o + ·) in place of f and f n , respectively. Note also that A(
, due to subadditivity of A.
In our proof of Theorem 2.1, Part (i), we utilize two simple inequalities for log-concave densities:
For j = 0, 1, . . . , d define the "corner simplex"
i.e. the reflection of ∆ at the point x j . Let P ∈ P d with density f = exp • ϕ. If P (∆ j ) > 0 for all j = 0, 1, . . . , d, then ∆ ⊂ int{f > 0}, and 
Lemma 4.2. Suppose that
This lemma involves three closed balls B(0, δ), B(ty, δ t ) and B(y, δ t ); see Figure 4 .2 for an illustration of these and the key argument of the proof.
Proof of Lemma 4.1. Suppose that all corner simplices satisfy P (∆ j ) > 0. Then for j = 0, 1, . . . , d there exists an interior point z j of ∆ j with f (z j ) > 0, that means, z j = 2x j − 
we may write
But the matrix 2I − Λ is nonsingular with inverse
The latter power series converges, because Λ ℓ has positive components for all ℓ ≥ 1, and via induction on ℓ ≥ 0 one can show that all columns of Λ ℓ sum to one. Consequently, X = ZM, i.e. for each index j, the point x j may be written as 
are obvious. By concavity of ϕ, its minimum over ∆ equals ϕ(x jo ) for some index j o ∈ {0, 1, . . . , d}. But then for arbitrary x ∈ ∆ and y := 2x jo − x ∈ ∆ jo , it follows from x jo = 2 −1 (x + y) and concavity of ϕ that
Finally, Lemma 3.2 entails that
Proof of Lemma 4.2.
The main point is to show that for any point x ∈ B(y, δ t ),
i.e. any point w ∈ B(ty, δ t ) may be written as (1 − t)v + tx for a suitable v ∈ B(0, δ); see also Figure 4 .2. But note that the equation
This vector v belongs indeed to B(0, δ), because
This consideration shows that for any point x ∈ B(y, δ t ) and any point w ∈ B(ty, δ t ),
. Averaging this inequality with respect to w ∈ B(ty, δ t ) yields
Since x ∈ B(y, δ t ) is arbitrary, this entails the assertion of Lemma 4.2.
Proof of Theorem 2.1, Part (i).
Our proof is split into three steps.
Step 1: The sequence (f n ) n converges to f uniformly on any compact subset of int{f > 0}! By compactness, this claim is a consequence of the following statement: For any interior point y of {f > 0} and any η > 0 there exists a neighborhood ∆(y, η) of y such that
To prove the latter statement, fix any number ǫ ∈ (0, 1). Since f is continuous on int{f > 0}, there exists a simplex ∆ = conv{x 0 , x 1 , . . . , x d } such that y ∈ int ∆ and
with the corner simplices ∆ j defined as in Lemma 4.1. Since the boundary of any simplex∆ is contained in the union of d + 1 hyperplanes, it satisfies P (∂∆) = 0, so that weak convergence of (P n ) n to P implies that lim n→∞ P n (∆) = P (∆).
Therefore it follows from Lemma 4.1 that
For ǫ sufficiently small, both
proves the assertion of step 1.
Step 2 
Moreover, for any t ∈ (0, 1) and
But the latter bound tends to zero as t ↑ 1.
Final step: (f n ) n converges to f uniformly on any closed set of continuity points of f ! Let S be such a closed set. Then Steps 1 and 2 entail that
for any fixed ρ ≥ 0, because S ∩ B(0, ρ) is compact, and any point y ∈ S \ int{f > 0} satisfies f (y) = 0.
On the other hand, let ∆ be a nondegenerate simplex with corners x 0 , x 1 , . . . , x d ∈ int{f > 0}.
Step 1 also implies that lim n→∞ f n (x i ) = f (x i ) for i = 0, 1, . . . , d, so that Lemma 3.3 entails that lim sup
for any ρ ≥ 0 with a constant C = C(x 0 , . . . , x d ) > 0. Since this bound tends to zero as ρ → ∞, the assertion of Theorem 2.1, Part (i) follows.
Our proof of Theorem 2.1, Part (ii), is based on Part (i) and an elementary result about convex sets:
One consequence of this lemma is the well-known fact that the boundary of the convex set {f > 0} has Lebesgue measure zero. Namely, for any unit vector u ∈ R d there exists at most one number r > 0 such that ru ∈ ∂{f > 0}. Lemma 4.3 is needed to obtain a refinement of this fact.
Proof of Lemma 4.3. By convexity of C and B(0, δ) ⊂ C, it follows from y ∈ C that
for any t ∈ [0, 1]. In case of y ∈ C, for λ ≥ 1 and arbitrary x ∈ B(λy, (λ − 1)δ) we write x = λy + (λ − 1)v with v ∈ B(0, δ). But then
Hence y ∈ C is a convex combination of a point in B(0, δ) ⊂ C and x, so that x ∈ C, too. 
