This paper presents a novel approach to extracting phrase-level answers in a question answering system. This approach uses structural support provided by an integrated Natural Language Processing (NLP) and Information Extraction (IE) system. Both questions and the sentence-level candidate answer strings are parsed by this NLP/IE system into binary dependency structures. Phrase-level answer extraction is modelled by comparing the structural similarity involving the question-phrase and the candidate answerphrase.
Introduction
Natural language Question Answering (QA) is recognized as a capability with great potential. The NIST-sponsored Text Retrieval Conference (TREC) has been the driving force for developing this technology through its QA track since TREC-8 (Voorhees 1999) . There has been significant progress and interest in QA research in recent years (Voorhees 2000, Pasca and Harabagiu 2001) .
QA is different than search engines in two aspects: (i) instead of a string of keyword search terms, the query is a natural language question, necessitating question parsing, (ii) instead of a list of documents or URLs, a list of candidate answers at phrase level or sentence level are expected to be returned in response to a query, hence the need for text processing beyond keyword indexing, typically supported by Natural Language Processing (NLP) and Information Extraction (IE) (Chinchor and Marsh 1998 , Hovy, Hermjakob and Lin 2001 , Li and Srihari 2000 . Examples of the use of NLP and IE in Question Answering include shallow parsing (Kupiec, 1993) , semantic parsing (Litkowski 1999) , Named Entity tagging (Abney et al. 2000, Srihari and Li 1999) and high-level IE (Srihari and Li, 2000) . Identifying exact or phrase-level answers is a much more challenging task than sentence-level answers. Good performance on the latter can be achieved by using sophisticated passage retrieval techniques and/or shallow level NLP/IE processing (Kwok et al. 2001 , Clarke et al. 2001 . The phrase-level answer identification involves sophisticated NLP/IE and it is difficult to apply only IR techniques for this task (Prager et al. 1999) . These two tasks are closely related. Many systems (e.g. Prager et al 1999; Clark et al 2001) take a two-stage approach. The first stage involves retrieving sentences or paragraphs in documents as candidate answer strings. Stage Two focuses on extracting phrase-level exact answers from the candidate answer strings.
This paper focuses on methods involving Stage
Two. The input is a sentence pair consisting of a question and a sentence-level candidate answer string. The output is defined to be a phrase, called answer-point, extracted from the candidate answer string. In order to identify the answerpoint, the pair of strings are parsed by the same system to generate binary dependency structures for both specific entity associations and generic grammatical relationships. An integrated Natural Language Processing (NLP) and Information Extraction (IE) engine is used to extract named entities (NE) and their associations and to decode grammatical relationships. The system searches for an answer-point by comparing the structural similarity involving the question-phrase and a candidate answer-phrase. Generic grammatical relationships are used as a back-off for specific entity associations when the question goes beyond the scope of the specific associations or when the system fails to identify the answer-point which meets the specific entity association constraints. The proposed methods are particularly helpful in cases where the question-phrase does not correspond to a known named entity type and in cases where there are multiple candidate answerpoints to select from.
The rest of the paper is structured as follows: Section 1 presents the NLP/IE engine used, sections 2 discusses how to identify and formally represent what is being asked, section 3 presents the algorithm on identifying exact answers leveraging structural support, section 4 presents case studies and benchmarks, and section 5 is the conclusion. 
NLP/IE Engine Description
The NLP/IE engine used in the QA system described here is named InfoXtract™. It consists of an NLP component and IE component, each consisting of a set of pipeline modules (Figure 1) . The NLP component serves as underlying support for IE. A brief description of these modules is given below.
• The Entity Association module correlates named entities and extracts their associations with other entities or phrases. These are specific, predefined relationships for entities of person and organization. Currently, our system can extract the following entity associations with high precision (over 90%) and modest recall ranging from 50% to 80% depending on the size of grammars written for each specific association. In our semantic parsing, not only passive patterns will be decoded into the same underlying structures as active patterns, but structures for verbs such as acquire and for de-verbal nouns such as acquisition lead to the same dependency links, as shown below. Obviously, our semantic parser goes one step further than parsers which only decode syntactic relationships. It consumes some surface structure variations to provide the power of comparing the structural similarity at logical level. However, compared with the entity association structures which sits at deep semantic level, the logical SVO (Subject-Verb-Object) structures still cannot capture semantic relations which are expressed using different head verbs with different structures. An example is the pair : X borrows Y from Z versus Z lends Y to X.
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Asking Point Link Identification
Asking point link identification is a crucial step in a QA system. It provides the necessary information decoded from question processing for a system to locate the corresponding answerpoints from candidate answer strings.
The Asking-point (Link) Identification Module is charged with the task of parsing wh-phrases in their context into three categories: NE Askingpoint, Asking-point Association Link and Asking-point Grammar Link. Asking Point refers to the question phrases with its constraints that a corresponding answer-point should satisfy in matching. Asking-point Link is the decoded binary relationship from the asking point to another unit in the question. [How]/mannermodifier. As seen, an asking-point grammar link only involves generic grammatical constraints: in this case, the constraints for a candidate answerpoint to satisfy during matching are H-M link with 'discover' as head and a phrase which must be a modifier of manner.
These three types of asking points and their possible links form a natural hierarchy that can be used to facilitate the backoff strategy for the answer-point extraction module (see Section 3): Asking-point Association Link
Asking-point Grammar Link NE Asking Point. This hierarchy defines the sequence of matching steps which should be followed during the answer-point extraction.
The backoff from Asking-point Association Link to Asking-point Grammar Link is necessary as the latter represents more generic structural constraints than the former. For example, in the sentence where is IBM located, the Asking-point Association Link is
LOCATION: IBM [where]/NeLocation while the default Grammar Link is H-M: located
[where]/locationmodifier. When the specific association constraints cannot be satisfied, the system should attempt to locate an answer-point by searching for a locationmodifier of the key verb 'located'.
The NE asking point constraints are also marked for asking-point association links and those askingpoint grammar links whose wh-phrases can be mapped to NE asking points. Backing off to the NE asking point is required in cases where the asking-point association constraints and grammatical structural constraints cannot be satisfied. For How old is John Smith, the askingpoint grammar link is represented as H-M: John Smith [how old]/NeAge. If the system cannot find a corresponding AGE association or a modifier of NeAge for the entity John Smith to satisfy the structural constraints, it will at least attempt to locate a candidate answer-point by enforcing the NE asking point constraints NeAge. When there is only one NeAge in the answer string, the system can extract it as the only possible answer-point even if the structural constraints are not honored.
Answer Point Identification
The answer-point identification is accomplished through matching the asking-point to candidate answer-points using the following back-off algorithm based on the processing results of the question and the sentence-level candidate answer string.
( 1) Step (1) and Step (2) attempt to leverage the structural support from parsing and high-level information extraction beyond NE. It is worth noticing that in our experiment, the structural support used for answer-point identification only checks the binary links involving the asking point and the candidate answer points, instead of full template matching as proposed in (Srihari and Li, 2000) . 
Experiments and Results
In order to conduct the feasibility study on the proposed method, we selected the first 100 questions from the TREC-8 QA track pool and the corresponding first candidate answer sentences for this preliminary experiment. The Stage One processing for generating candidate answer sentences was conducted by the existing ranking module of our QA system. The Stage Two processing for answer-point identification was accomplished by using the algorithm described in Section 3.
As shown in Table 1 , out of the 100 questionanswer pairs we selected, 9 have detected association links involving asking/answer points, 44 are found to have grammar links involving asking/answer points. As for NE asking points, 76 questions were identified to require some type of NE as answers.
Assume that a baseline answer-point identification system only uses NE asking points as constraints, out of the 76 questions requiring NEs as answers, 41 answer-points were identified successfully because there was only one NE in the answer string which matches the required NE type. The failed cases in matching NE asking point constraints include two situations: (i) no NE exists in the answer string; (ii) multiple NEs satisfy the type constraints of NE asking points (i.e. more than one candidate answer-points found from the answer string) or there is type conflict during the matching of NE asking/answer points. Therefore, the baseline system would achieve 54% precision and 41% recall based on the standard precision and recall formulas:
In comparison, in our answer-point identification system which leverages structural support from both the entity association links and grammar links as well as the NE asking points, both the precision and recall are raised: from the baseline 54% to 83% for precision and from 41% to 71% for recall. The significant improvement in precision and recall is attributed to the performance of structural matching in identifying exact answers. This demonstrates the benefits of making use of sophisticated NLP/IE technology, beyond NE and shallow parsing.
Using grammar links alone, exact answers were identified for 39 out of the 44 candidate answerpoints satisfying the types of grammar links in 100 cases. During matching, 6 cases failed either due to the parsing error or due to the type conflict between the asking/answer points (e.g. violating the type constraints such as manner-modifier on the answer-point for 'how' question). The high precision and modest recall in using the grammar constraints is understandable as the grammar links impose very strong constraints on both the nodes and the structural type. The high precision performance indicates that grammar links not only have the distinguishing power to identify exact answers in the presence of multiple NE options but also recognize answers in the absence of asking point types.
Even stronger structural support comes from the semantic relations decoded by the entity association extraction module. In this case, the performance is naturally high-precision (89%) low-recall (8%) as predefined association links are by nature more sparse than generic grammatical relations.
In the following, we illustrate with some examples with questions from the TREC-8 QA task on how the match function identified in Section 3 applies to different question types. This case requires (i) exact match in its original verb form between 'written' and 'write'; (ii) V-O type match; and (iii) asking/answer point match through indirect link based on equivalence link S-P. When there are no NE constraints on the answer point, a proper name or an initialcapitalized NP is preferred over an ordinary, lower-case NP as an answer point. This heuristic is built-in so that 'Op. 126' is output as the answerpoint in this case instead of 'a late work'.
Conclusion
This paper presented an approach to exact answer identification to questions using only binary structural links involving the question-phrases. Based on the experiments conducted, some preliminary conclusions can be arrived at.
• The Entity Association extraction helps in pinpointing exact answers precisely In order for this case to be handled, the following steps are required: (i) the semantic parser should be able to ignore the past participle postmodifier phrase headed by 'suspended'; (ii) the V-O dependency should be decoded between 'is accused' and 'Morris'; (iii) the V-S dependency should be decoded between 'designing and disseminating' and 'Morris' based on the pattern rule 'accuse NP of Ving' V-S(Ving, NP); (iv) the conjunctive structure should map the V-S ('designing and disseminating', 'Morris') into two V-S links; (v) 'disseminate' and 'release' should be linked somehow for synonym expansion. It may be unreasonable to expect an NLP/IE system to accomplish all of these, but each of the above challenges indicates some directions for further research in this topic.
We would like to extend the experiments on a larger set of questions to further investigate the effectiveness of structural support in extracting exact answers. The TREC-9 and TREC 2001 QA pool and the candidate answer sentences generated by both NLP-based or IR-based QA systems would be ideal for further testing this method.
