Abstract In this paper, we propose a susceptible-exposedinfected prey-predator model supplying additional food to predator. We discuss the existence and the local stability conditions of both the disease free and endemic equilibrium points. Basic reproduction number is determined. The impact of additional food on infected prey population is discussed. Numerical simulation results establish that there exists a critical infection rate above which disease present in the system in absence of additional food. However, in such case supply of suitable additional food can make the system disease free. We compute the disease free regions in various parametric planes. Effects of variation of latent period is presented. Season dependent infection rate is also introduce in the system and the role of additional food is discussed. The main goal of this study is to show the nontrivial consequences of providing additional food for controlling infection in a diseased predator-prey system. This study is aimed to introduce a new non-chemical method for controlling disease of prey population.
Introduction
Eco-epidemiology is a new branch of study in mathematical biology which incorporates both the ecological and epidemiological issues simultaneously. An eco-epidemiological model is a combination of an ecological model and an epidemic model which may be a SI, SIS or SIR type. In recent years significant progress has occurred in the theory and applications of epidemiology models in predator-prey systems (Kooi et al. 2013; Venturino 2010; Wei et al. 2009; Kermack and McKendrick 1927) . These mathematical models help to identify key parameters which determine the rich dynamics of an epidemiological system. Dynamics of transmissible disease in an ecological situation is remaining a major field of study due to its applications in real life. An epidemic model includes the specific property of population growth, the spread rules of infectious diseases, and the related ecological factors to construct mathematical models reflecting the dynamic properties of infectious diseases. The first mathematical description of contagious diseases has been formulated by Kermack and McKendric (1927) . They had reported the influence of mathematical models in disease spreading and their models are still relevant in many epidemic situations McKendrick 1932, 1933) . Anderson and May (1986) were considered the disease factor in a predator-prey dynamics and found that the pathogen tends to destabilize the predator-prey interaction. In Rosenzweig prey-predator model, an epidemic threshold (above which an infected equilibrium or an infected periodic solution appear) was determined by Hadeler and Freedman (1989) . Chattopadhyay and Arino (1999) considered a three species eco-epidemiological model and determined extinction criteria of species and found condition for Hopf-bifurcation in an equivalent two-dimensional model. Haque and Chattopadhyay (2007) investigated the role of transmissible diseases in a prey dependent predator-prey system with prey infection.
Most of the literature of epidemic models assume that the disease incubation is negligible so that, once species becomes infected, each susceptible individual (S) instantaneously becomes infectious (I) and later recovers (R) with a permanent or temporary acquired immunity. A compartmental model based on these assumptions is called a SIR or SIRS model. However, many diseases incubate inside the hosts for a period of time before the hosts become infectious. In other words a susceptible individual first goes through a latent period (and is said to become exposed or in the class E) after infection before becoming infectious. The resulting models are of SEI, SEIR or SEIRS type, respectively, depending on whether the acquired immunity is permanent or not. A susceptible individual (S) in contact with an infected individual either becomes exposed (E) or becomes infected (I) individual. Exposed and infected individuals remain forever in the same state. Susceptible individual becomes exposed or infected with rates that are proportional to the number of neighbouring infected individuals. The first reaction (S ! E) is catalytic whereas the second (S ! I) is auto catalytic reaction (Tomé and de Oliveira 2011) .
The basic reproduction number R 0 is the most important quantity in the study of epidemics model. Epidemic models admit only a globally asymptotically stable disease free equilibrium if R 0 \1 (Zhou and Cui 2011; Van den Driessche and Watmough 2002; Diekmann and Heesterbeek 2000) . There are several measures for the eradication of infectious diseases via chemical method. But, there are many problems associated with continued deployment of chemicals motivate researchers to determine a nonchemical method of disease control. Consequently, the search for non-chemical methods of disease control continues to gain importance. Some investigations Poria 2013, 2014; Srinivasu et al. 2007; Srinivasu and Prasad 2010; Sahoo et al. 2016; Haque and Greenhalgh 2010; Guin et al. 2012) were done for population control in a predator-prey model providing alternative food to predator. Haque and Greenhalgh (2010) argued that alternative food source may play an important role in promoting the persistence of predator-prey systems. Guin et al. (2012) investigated the significant role of self and cross-diffusion in a prey-dependent predator-prey model in which predator has alternative source of food. Recently, Sahoo and Poria (2013) investigated the disease control aspects of alternative food to predator in predator-prey model. But, they have not consider the latent period of susceptible prey. In this paper, we formulate a diseased predator-prey model in presence of alternative food to predator considering latent period of susceptible prey.
The main aim of this paper is to analyse the role of additional food for controlling disease in a susceptibleexposed-infected prey-predator model (SEIP). The section-wise split of this paper is as follows. In ''The model'', we propose an epidemic model with proper assumptions in presence of additional food to predator. The local and global stability of disease free as well as predator free equilibrium states are discussed in ''Dynamics of the subsystems''. The local stability conditions of the steady state solution of the full system is analysed in ''Dynamics of the full system''. The key findings of our analytical results are verified with the help of numerical simulation in ''Numerical simulation results''. ''Seasonally varying contact rate'' devotes to study the effects of seasonally varying parameters on the system's dynamics. Finally, we draw conclusions in ''Conclusions''.
The model
We formulate a predator-prey model in presence of infectious disease in prey supplying additional food to predator under the following assumptions:
(a) In presence of disease, the prey population is subdivided into three classes, namely, the susceptible prey S(t), exposed prey E(t) (in the latent period) and infected prey I(t). The density of the predator is denoted by P(t) at time t. (b) The susceptible prey population grows logistically with intrinsic growth rate R and environmental carrying capacity K 0 . (c) We assume that a primarily infected individual becomes infectious after a latent period. The exposed species (E) arise due to contacts between susceptible (S) and infected prey (I) at a rate of W, following the law of mass action. (d) The exposed prey becomes infected at a constant rate M([0) so that 1/M can be regarded as the mean latent period. In the limiting case, when M ! 1, the latent period is negligible and then the susceptible prey directly becomes infected. (e) Infected prey population is not in a state of reproduction and does not compete for the resource. (f) The interaction between predator and susceptible prey is of Holling type-II and that of between predator and exposed prey, predator and infected prey are of Holling type-I (mass action law) in absence of alternative food. This combination of functional forms are taken because the capturing rate of exposed and infected prey are easier than the susceptible prey in some ecosystem .
(g) Additional food of constant biomass A is provided to predator. The additional food is always available in constant amounts, unaffected by consumption. This simplification is justified for many arthropod predators because they can rely on plant-provided alternative food sources such as pollen or nectar, the availability of which is unlikely to be influenced by the predator's consumption. This is in contrast to other predator-prey models which assume that the predator is a specialist that is completely dependent on the prey (Haque et al. 2009; . Almost all predators will attempt to additional when the preferred prey density becomes low. (h) The number of encounters per predator with the additional food is proportional to the density of the additional food. (i) The proportionality constant characterizes the ability of the predator to identify the additional food.
With the above assumptions, we formulate the following model
The constants A 1 , A 2 are maximal predation rate of predator for susceptible prey, and for both exposed and infected prey respectively. The terms C 1 , C 2 are conversion rates of susceptible prey, both exposed and infected prey to predator respectively; B 1 is the half saturation constant for predator; D 1 and D 2 are constant death rates for E, I and P, respectively. If h 1 represents the handling time of the predator per prey and h 2 represents the handling time of the predator per unit quantity of additional food, then a ¼ h 2 =h 1 . If the constant e 1 , e 2 represent ability of the predator to detect the prey item and to detect additional food respectively, then l ¼ e 2 =e 1 . The term lA represents effectual additional food for the predator. We nondimensionalize the system (1) using s ¼
and t ¼ RT and the model (1) takes the following form
. We analyze the system dynamics under the conditions (H): 0 sðtÞ 1, eðtÞ ! 0, iðtÞ ! 0, pðtÞ ! 0 and 0\\a, 0\c\1, 0 g\b, Fig. 1 .
The constant term c represents the infection rate of the prey. The ratio 1/m represents the mean latent period and in the limiting case when m ! 1, the latent period is negligible, and therefore, the susceptible prey directly becomes infected. The terms a and n are the parameters which characterize the additional food. From the relation a ¼ h 2 h 1 , it can be inferred that a is directly proportional to the handling time h 2 of the additional food. Hence the parameter a is proportionally related to the ''quality'' of the additional food. If the relation h 2 \ h 1 holds, then the predator can easily capture additional food than prey species and it implies that the additional food is of high quality. Therefore for high quality of additional food a is less than 1. However, from the relation n ¼
, it can be inferred that n is directly proportional to the biomass of the additional food (A) and thus n is a representative of the ''quantity''of the additional food that is supplied to predator (Srinivasu and Prasad 2010) .
Dynamics of the subsystems
In order to understand the dynamics of full system (2), we should have a complete picture of the disease free and predator free subsystems. 
We introduce a disease-free demographic reproduction number for predator R 
The basic reproduction number of infected prey is R Positivity and boundedness of subsystems Proposition 3.1 Assume that both subsystems (3) and (4) are under the Condition H. Then both subsystems are positively invariant and uniformly ultimately bounded in R 2 þ . In addition, the subsystems (3) and (4) has the following properties: lim t!1 supfsðtÞ þ pðtÞg 1 h and lim t!1 supfsðtÞ þ eðtÞ þ iðtÞg
Proof For the system (3) with positive initial conditions we consider that
Using equations of (3), we have
Applying the theory of differential inequality we obtain 0\w 1Àe Àht h þ wðsð0Þ; pð0ÞÞe Àht .
Thus, lim t!1 supfsðtÞ þ pðtÞg 1 h . Again, for the system (4) with positive initial conditions, let us consider that
Using equations of (4), we have
where
Applying the theory of differential inequality we obtain 0\v
Equilibria and local stability
The subsystem (3) has following equilibrium points: 
The local stability of boundary equilibrium points of both subsystems (3) and (4) are summarized in Table 1 .
Proof The Jacobian matrix of the subsystem (3) at any point (s, p) is given by 
3. The Jacobian matrix evaluated at E 
The Jacobian matrix of the subsystem (4) at any point (s, e, i) is given by
Jðs; e; iÞ ¼
4. E i 0 ¼ ð0; 0; 0Þ is always unstable, since one eigenvalue associated with (7) 
The eigenvalues at E i 1 are k 1 ¼ À1ð\0Þ;
Therefore, the equilibrium point 
Calculating time derivative of the equation (9) along the solutions of the system (3) gives
ðp À pÞ p dp dt ;
It is clear that 
Proof We choose a Lyapunov function W 2 ðs; e; iÞ defined as follows:
Calculating time derivative of the equation (10) along the solutions of the system (4) gives
It is clear that
Hence the theorem is proved. h
Dynamics of the full system Equilibria
After obtaining the dynamics of the subsystems (3) and (4) in the previous section, we now study the dynamics of the full system (2). We start with determining the boundary and endemic equilibrium points and their stability of the full system (2). It is easy to check that the system (2) possesses the following equilibrium points:
1. The trivial equilibrium point is E T ¼ ð0; 0; 0; 0Þ. 2. The disease free equilibrium point is E DF ¼ ð1; 0; 0; 0Þ. 3. The disease free boundary equilibrium point is 
It is clear that existence of equilibrium points E DF , E DFB and E Ã depend on infection rate (c), the quality (a) and quantity (n) of additional food.
Local stability of equilibria Theorem 4.1 The trivial equilibrium point E T is always unstable. The disease free equilibrium point E DF is stable if R i 0 \1 and R p 0 \1, otherwise unstable. Proof The Jacobian matrix JðE T Þ at E T is given by
E T is always unstable, since JðE T Þ has one eigenvalue 1. The Jacobian matrix JðE DF Þ at E DF is given by
The eigenvalues of the Jacobian matrix JðE DF Þ are À1,
1þanþb À d 2 and the roots of the equation The disease free boundary equilibrium point E DFB for the system (2) is locally asymptotically stable if the conditions 
The characteristic equation of the Jacobian matrix JðE Ã Þ is The endemic equilibrium point E Ã of the system (2) is locally asymptotically stable if the conditions r 1 [ 0, r 1 r 2 À r 3 [ 0, r 3 ðr 1 r 2 À r 3 Þ À r 4 r 2 1 [ 0 hold. We observe that the stability conditions of all the equilibrium points depend on the parameters n and a. h
Numerical simulation results
In this section, we perform numerical simulations with a set of parameter values taken from either field or experimental data (see , Table 2 ) which remains fixed for all numerical simulations. In our numerical simulations we vary the infection rate (c), the quality of additional food (a) and the quantity of additional food (n) within specified ranges. The path of the disease free subsystem (3) is presented in Fig. 2 starting from different initial conditions I 1 ¼ ð0:5; 0:4Þ (black line), I 2 ¼ ð1:1; 0:8Þ (green line), I 3 ¼ ð0:6; 0:3Þ (red line), I 4 ¼ ð1:42; 0:6Þ (magenta line) and I 5 ¼ ð1:2; 0:9Þ (blue line). From Fig. 2a , it is evident that the state of the system (3) cannot reach the equilibrium point (0.2415, 0.7147) but tends to a limit cycle around the target. Therefore, the system (3) has a asymptotically stable limit cycle around (0.2415, 0.7147). Notice that if we choose initial condition very close to (0.2415, 0.7147), then it reaches the target state, since 1\R Fig. 2b and c, the global stability nature of the system (3) at the fixed point is clear. Therefore, basin of attraction of the equilibrium point increases in presence of additional food.
The path of the predator free subsystem (4) is displayed in Fig. 3 From Fig. 3 , we predict that the predator free equilibrium point of the system (4) has globally stable dynamics for some infection rate. The bifurcation diagram of the system (2), in absence of additional food (i.e., a ¼ 0, n ¼ 0), with respect to infection rate (c) in the range 0:2 c 2 is presented in Fig. 4 . Figure 4 shows that the exposed and infected prey individuals extinct (i.e., the system becomes disease free) when 0:2 c 0:94 and the susceptible prey and predator individuals have limit cycle oscillations. But, for 0:94\c 2, the susceptible prey, exposed prey and infected prey have limit cycle oscillations. Within 0:94\c\1:75, the predator species survives, but for 1:75 c 2, the predator species extinct. Therefore, susceptible prey, exposed prey and infected preys are not sufficient for persistence of predator species for high infection rate. (2) with respect to infection rate c of the prey in absence additional food i.e., for a ¼ 0 and n ¼ 0
We draw the time evolution of susceptible (s), exposed (e), infected (i) and predator (p) populations in Fig. 5 in presence as well as in absence of additional food (control variable) for fixed infection rate at c ¼ 0:6. We observe that the application of additional food reduces the number of susceptible prey, exposed prey as well as infected prey than those populations in absence of additional food. Again from Fig. 5 , it is easy to see that the predator population also affected very much due to the presence of the additional food. This happens because in presence of additional food the infected and exposed prey population reduces significantly. For higher infection rate c ¼ 1:5 [ 0:6, the solution curves of state variables are presented in Fig. 6 . From Figs. 5, 6 , we may point out that application of additional food reduces the number of exposed as well as infected populations. Therefore, we observe that additional food to predator plays a vital role to control infection in a food chain model with infected prey. Now, we investigate the effects of variation of either quality or quantity of additional food in the system (2). Figure 7 represents the bifurcation diagram of infected prey with respect to quality of additional food (a) for fixed infection rate c and fixed quantity of additional food (n ¼ 0:5). From Fig. 7 , it is clear that the system becomes disease free for 0 a 1:12 when c ¼ 1:2, for 0 a 0:78 when c ¼ 1:5, for 0 a 0:57 when c ¼ 1:8 and within 0 a 0:48 when c ¼ 2. Therefore, infection of the system can be controlled providing high quality of additional food. We also plot bifurcation diagrams of infected prey with respect to quantity of additional food n for fixed quality of additional food a ¼ 0:8 and fixed infection rate c in Fig. 8 . From Fig. 8 , it is evident that the system is disease free for 0:56 n 1 when c ¼ 1:2, for 0:68 n 1 when c ¼ 1:5, for 0:72 n 1 when c ¼ 1:8 and for 0:74 n 1 when c ¼ 2. Therefore, for higher infection rate ðc [ 0:94Þ, high quality of additional food is required to make the system disease free. We also present the effects of additional food on infected prey population with respect to the parameter m (inverse of latent period) in Fig. 9 for fixed infection rate. From Fig. 9 , we observe that infected prey individuals exist for higher m, but prey population becomes infection free for suitable supply of additional food to predator. The average infected prey population is also found and plotted in Fig. 10 . It is clear that average growth of infected prey decreases for increase rate of quantity of additional food and ultimately infected preys extinct. Therefore, our investigation establish that disease control is possible supplying high quality and high quantity of additional food.
We now plot infected and uninfected regions in the ca and cn planes respectively considering the parameters values of Table 2 and the regions are presented in Fig. 11 . In Fig. 11a , the ca plane is divided into infected and uninfected regions for 0:94 c 3:5 and 0 a 2 with fixed quantity of additional food n ¼ 0:5. In Fig. 11b , we plot cn plane for 0:94 c 3:5 and 0 n 1:5 with constant quality of additional food a ¼ 0:8. From Fig. 11a , it is clear that for higher infection rate (c [ 0:94), the disease free system exists for high quality (0\a\1) of additional food supply. On the other hand, for higher infection rate, the infected prey extinct from the system for higher quantity of additional food (Fig. 11b) . Our above studies help to determine suitable additional food to make the system disease free.
Seasonally varying contact rate
It is well known that seasonal variations in temperature, rainfall and resource availability are ubiquitous and have strong influence on population dynamics. Since seasonality factors can influence epidemiological parameters, a major aim is to understand how environmental drivers alter the dynamics of infectious diseases. There are many diseases models incorporating seasonality (London and Yorke 1973; Yorke et al. 1979; Uziel and Stone 2012; Aron and Schwartz 1984; Stone et al. 2007; Buonomo 2011) . In order to investigate the qualitative effects of seasonality, we assume the infection-rate cðtÞ ¼ c 0 ½1 þ c 1 sin ð2ptÞ, where c 0 is the average contact rate-constant, c 1 represents the strength of the seasonal forcing between zero and unity and t has units of years (London and Yorke 1973; Yorke et al. 1979; Uziel and Stone 2012; Aron and Schwartz 1984; Stone et al. 2007; Buonomo 2011) . Note that, for the classical epidemic model with contact rate ruled by mass action law, the sinusoidal forcing may strongly influence the long term behaviour (Buonomo 2011) . Here, we show how seasonality can be represented mathematically and their effects on the system (2) supplying alternative food to predator. London and Yorke (1973) demonstrated that seasonality is necessary for perpetuating a recurrent epidemic, so we will concentrate on examining variation c 1 in the model (2). Table 2 We focus on the dynamics of infected preys in presence of seasonality using the parameters values as in Table 1 . Figure 12 depicts stable periodic solutions of the model (2) using seasonal forcing. For each level of seasonal variation c 1 there is a pair of figures-one plotting the logarithm of infectives versus time and other plotting the logarithm of infectives versus susceptible in absence of additional food. For c 1 ¼ 0:1, very weak seasonal variation of infection rate a stable limit cycle appears from the endemic equilibrium point (Fig. 12a, b) . For c 1 ¼ 0:9, the stable limit cycle solution persists (Fig. 12c, d) . From Fig. 12c , it is observed that there is very small fluctuations in the amplitude of many peaks of infected prey. The peaks mark the years where the epidemic produces a large number of cases and infection recurs in many times. An important feature of many outbreak is that alternating years of high and low incidence begin to appear. On the other hand, in presence of additional food (a ¼ 0:8; n ¼ 0:5), from Fig. 13 it is evident that the infected prey extinct from the system with weak as well as strong seasonal variation. Therefore, in low as well as high seasonal variation, an infected system can be made disease free supplying suitable additional food to predator. This behavior of the system is also clearly demonstrated through bifurcation diagram of the system. Figure 14 is the bifurcation diagram of infected prey of the system (2) with the variation of strength of seasonal forcing c 1 within 0 c 1 1 in absence of additional food. It is clear from Fig. 16 that the infected prey exists in the system with seasonal variation in absence of additional food. On the other hand, Figs. 15, 16 represent the scenarios of infected prey due to variation of seasonal parameters in presence of additional food. From Figs. 15,  16 , it is clear that suitable supply of additional food can make the system disease free in case of seasonality varying infection rate also. An important observation is that for high quality (a\1), low quantity of additional food is sufficient to make the system disease free (Figs. 15, 16 ). But, for low quality (a [ 1) of additional food, high quantity is required for eradication of infected prey. So, we plot quantity of additional food as a function of quality of additional food in Fig. 17 . From Fig. 17 , it is clear that suitable additional food can be determined to control the diseased system. Notice in Fig. 17 that the boundaries between the infected and uninfected regions are not perfectly distinct, because there is some degree of sensitivity to small changes in parameter values resulting in sharp transitions between these outcomes.
Conclusions
We have proposed a infected prey-predator model supplying additional food to predator. The prey population is divided into susceptible-exposed and infected classes. We have first studied the disease free as well as predator free subsystems to observe complete picture of the full system. We obtain conditions for both local and global stability of steady state solutions of the two subsystems. We also derive the local stability criterion of the equilibrium points of the full system. We have calculated basic reproduction numbers and observed that disease free equilibrium point is locally asymptotically stable for R p 0 \1 and R i 0 \1. We also predict that the system will not be disease free if R i 0 [ 1. Bifurcation diagrams of the system are presented with respect to infection rate, quality and quantity of additional food using experimental and field data. Effects of variation of latent period is shown. The dynamics of infected prey population is also examined considering seasonal variation of the parameters.
Numerical results show that the system becomes disease free for lower infection rate (0 c 0:94) in absence of additional food (Fig. 4) . This happens because infected prey is weaker than a susceptible prey and is easily captured by predator. This will reduce the number of infected prey and ultimately the system may becomes disease free in absence of additional food at certain stage for lower infection rate. But, for higher infection rate (c [ 0:94), the system can not reach disease free state without additional food (Fig. 4) . Whereas for higher infection rate disease free state may be reached in presence of suitable additional food (Figs. 5, 6, 7, 8) . We observe that infected prey may not be eradicated for low quality (a [ 1) of additional food for higher infection rate (Fig. 7) . But, high quality of additional food (a\1) has the capacity of making the system disease free for higher infection rate (Fig. 7) . From Fig. 7 , it is clear that quality of additional food supply depends on rate of infection to make disease free system. On the other hand, quantity of additional food supply should be increased with the increase of infection rate for fixed quality to obtain a disease free system (Fig. 8) . Therefore, the quality and quantity of additional food supply depends on the rate of infection to make the system disease free. Also from Fig. 10 , we observe that average infected population size is declined and ultimately becomes zero in presence of suitable additional food to predator. So, we present an example of relation between quality and quantity of additional food with rate of infection in Fig. 11 . From Fig. 11 , it is evident that suitable supply of additional food to predator can remove disease of prey.
Here, we gain further insights through the analysis of the seasonally forced epidemic model. Seasonality is a driving force that has a major effect on the spatio-temporal dynamics of natural systems and their populations. This analysis differs from previous results for construction of disease free system. In presence of the effects of seasonality, the infected individuals may not be removed without additional food (Fig. 16 ), but suitable supply of additional food to predator makes a disease free system and which is clearly shown in Fig. 17 . Predation may indirectly increase host abundance by reducing the negative impacts of infection. Therefore, suitable additional food supply to predator is also capable to remove disease of prey in case of seasonal dependent infection rate.
Growth rate of predator will increase with the supply of additional food and as a result predator captures the infected prey population at higher rate compare to susceptible prey. Due to this, infected prey population become very very small at certain stage and consequently infection can not spread at that stage and the system becomes disease free. Another reason behind it is that, due to predation pressure mixing of susceptible prey, exposed prey and infected prey become very high and so infected prey population increases. But in presence of additional food, rate of mixing between susceptible, exposed and infected prey decreases and as a result infected prey decreases. Notice that there is a critical infection rate above which the additional food may not be useful to make the system disease free. Sih et al. (1985) reviewed predator removal experiments and found that in 54 out of 135 systems prey population declined. Similarly Cote and Sutherland (1997) reported that predator removal reduced prey population in 3 out of 11 controlled studies. Reason behind this is that predator can help to remove parasitic infection of prey population sometimes. Therefore our theoretical results are consistent with the above experimental results. Results presented in this paper motivate to understand the role of additional food to predator as a disease controller of prey in a food chain model experimentally. 
