Numerical methods for optimal dividend payment and investment strategies of regime-switching jump diffusion models with capital injections by Yang, H et al.
Title
Numerical methods for optimal dividend payment and
investment strategies of regime-switching jump diffusion
models with capital injections
Author(s) Jin, Z; Yang, H; Yin, GG
Citation Automatica, 2013, v. 49 n. 8, p. 2317-2329
Issued Date 2013
URL http://hdl.handle.net/10722/198097
Rights
NOTICE: this is the author’s version of a work that was accepted
for publication in Automatica. Changes resulting from the
publishing process, such as peer review, editing, corrections,
structural formatting, and other quality control mechanisms may
not be reflected in this document. Changes may have been made
to this work since it was submitted for publication. A definitive
version was subsequently published in Automatica, 2013, v. 49
n. 8, p. 2317-2329. DOI: 10.1016/j.automatica.2013.04.043
NumericalMethods forOptimalDividendPayment and
InvestmentStrategies ofRegime-switchingJumpDiffusion
ModelswithCapital Injections
Zhuo Jin, a HailiangYang, b G. George Yin c
aCentre for Actuarial Studies, Department of Economics, The University of Melbourne, VIC 3010, Australia,
zjin@unimelb.edu.au. This research was supported in part by Early Career Research Grant by The University of Melbourne.
bDepartment of Statistics and Actuarial Science, The University of Hong Kong, Hong Kong. Email: hlyang@hkusua.hku.hk.
The research of this author was supported in part by Research Grants Council of HKSAR (Project No: HKU 706611P).
cDepartment of Mathematics, Wayne State University, Detroit, Michigan 48202, gyin@math.wayne.edu. The research of this
author was supported in part by the National Science Foundation under DMS-1207667.
Abstract
This work focuses on numerical methods for finding optimal investment, dividend payment, and capital injection policies to
maximize the present value of the difference between the cumulative dividend payment and the possible capital injections.
The surplus is modeled by a regime-switching jump diffusion process subject to both regular and singular controls. Using
dynamic programming principle, the value function is a solution of coupled system of nonlinear integro-differential quasi-
variational inequalities. In this paper, the state constraint of the impulsive control gives rise to a capital injection region
with free boundary, which makes the problem even more difficult to analyze. Together with the regular control and regime-
switching, the closed-form solutions are virtually impossible to obtain. We use Markov chain approximation techniques to
construct a discrete-time controlled Markov chain to approximate the value function and optimal controls. Convergence of the
approximation algorithms is proved. Examples are presented to illustrate the applicability of the numerical methods.
Key words: Stochastic control, singular control, investment strategy, dividend policy, capital injection, free boundary,
Markov chain approximation.
1 Introduction
Designing dividend payment policies has long been an
important issue in finance and actuarial sciences. Be-
cause of the nature of their products, insurers tend to
accumulate relatively large amounts of cash, cash equiv-
alents, and investments in order to pay future claims and
avoid insolvency. The payment of dividends to share-
holders may reduce an insurer’s ability to survive ad-
verse investment and underwriting experience. A prac-
titioner will manage the reserve and dividend payment
against asset risks so that the company can satisfy its
minimum capital requirement.
Stochastic optimal control problems on dividend strate-
gies for an insurance corporation have drawn increasing
attention since the introduction of the optimal dividend
payment model proposed by [De Finetti, 1957]. There
have been increasing efforts on using advanced methods
from the toolbox of stochastic control to study the opti-
mal dividend policy; see [Asmussen and Taksar, 1997],
[Yin et al., 2010], and [Jin et al., 2012]. Browne stud-
ied the optimal investment strategy for a firm with
the constraint of probability of ruin in [Browne, 1995].
[Azcue and Muler, 2010] analyzed the problem of the
maximization of total discounted dividend payment for
an insurance company. Empirical studies indicate, in
particular, that traditional surplus models fail to cap-
ture more extreme movements such as market switch-
ing. To reflect reality, much effort has been devoted
to produce better models. One of the recent trends is
to use regime-switching models. [Hamilton, 1989] in-
troduced a regime-switching time series model. Recent
work on risk models and related issues can be found
in [Yang and Yin, 2004]. Optimal dividend strategies
were studied in a regime-switching diffusion model in
[Sotomayor and Cadenillas, 2011].
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To maximize the expected total discounted divi-
dend payments, the company will bankrupt almost
surely if the dividend payment is paid out as a bar-
rier strategy. In practice, [Dickson and Waters, 2004]
suggested that capital injections can be taken into
account to avoid insolvency when capital reserve
is insufficient. Furthermore, transaction cost will
be considered; see also [Sethi and Taksar, 2002],
[Kulenko and Schimidli, 2008], and [Yao et al., 2011].
Whenever the company is on the verge of financial ruin,
the company has the opportunity to raise sufficient
funds to survive. A natural payoff function is maximiz-
ing the difference between the expected total discounted
dividend payment and the capital injections with costs
until bankruptcy under the optimal controls.
In this work, we aim to obtain the optimal dividend
payment and investment strategies using the collective
risk model under the Makovian regime-switching setting
with capital injections. We allow the investment of sur-
plus in a continuous-time financial market and the man-
agement of the dividend payment policy. In our model,
borrowing money to do risky investment is not allowed.
The insurers cannot put too much money in risky assets
for the sake of risk management. That is, there is a nat-
ural constraint on the portfolio so that the total weight
of the risky assets should be no more than 1. Another
constraint on the investment is that short selling risky
asset is prohibited. Hence, the proportion of capital in-
vested in the risky asset is denoted as a regular control
u ∈ [0, 1]. In addition, a dividend process is not neces-
sarily absolutely continuous. In fact, dividends are usu-
ally paid out at random discrete times, where insurance
companies may distribute dividends at unrestricted pay-
ment rate. In such a scenario, the surplus level changes
drastically on a dividend payday. Thus, abrupt or discon-
tinuous changes occur due to “singular” dividend distri-
bution policy. Moreover, the capital injections, modeled
by impulse controls are exerted when surplus hits not
only 0 but also a sufficiently low threshold. To maximize
the performance, the impulse controls of capital injec-
tions depend on the surplus processes and can be very
large, which results in a free boundary of capital injec-
tion region and adds more difficulty to analyze the op-
timal policies. Together with the Markov switching and
the incurred claims, this gives rise to a regime-switching
jump diffusion stochastic control problem with singular
and impulse controls.
To find the optimal strategies, one usually solves a
so-called Hamilton-Jacobi-Bellman equation. However,
because of the regime-switching jump diffusion and the
mixed regular and singular control formulation, the
Hamilton-Jacobi-Bellman equation is in fact a coupled
system of nonlinear integro-differential quasi-variational
inequalities. A closed-form solution is virtually im-
possible to obtain. A viable alternative is to employ
numerical approximations. In this work, we adopt the
Markov chain approximation methodology developed
in [Kushner and Dupuis, 2001]. To the best of our
knowledge, numerical methods for capital injections of
regime-switching jump diffusions have not been studied
in the literature to date. [Kushner and Martins, 1991]
and [Budhiraja and Ross, 2007] considered singular
controlled diffusions without regime switching. We focus
on developing numerical methods that are applicable to
find optimal controls for regime-switching jump diffu-
sion models. A numerical algorithm for approximating
optimal reinsurance and dividend payment policies un-
der regime-switching diffusion models was developed
in [Jin et al., 2012]. In this project, we analyze the nu-
merical algorithm of investment strategy and dividend
payment policy under a regime-switching formulation,
and carried out a convergence analysis using weak con-
vergence and relaxed control formulation of numerical
schemes for singular control problems in the setting of
regime switching, in which case one needs to deal with a
system of quasi-variational inequalities. This paper fur-
ther treats models with capital injections. As a result,
we have to deal with impulse controls. Roughly speak-
ing, due to the singular and impulse controls, the value
function in each regime is verified to be a concave func-
tion and defined separately in three regions, which are
capital injection region, continuation region, and divi-
dend payment region. Taking into consideration of cap-
ital injections, the capital injections have to be ordered
if the surplus violates the capital requirement for run-
ning the business. Hence, the impulse controls of capital
injections will occur for sure at zero surplus. In addi-
tion, the optimization of payoff function will lead the
barrier of capital injection region to be a free boundary.
Thus, the impulse controls of capital injections depend
on the surplus process and can be very large. These
state-dependent capital injections lead to the formula-
tion of free boundary problem, and the state-dependent
“threshold” curve, as demonstrated in the numerical
experiments, separates the capital injection region and
continuation region. Due to the complexity of the con-
struction, closed-form solutions are virtually impossible
to be obtained and the numerical scheme thus is a vi-
able alternative. We construct the feasible numerical
approximation schemes for finding a good approxima-
tion to the underlying problems. It is worth mentioning
that the Markov chain approximation method requires
little regularity of the value function and/or analytic
properties of the associated systems of Hamilton-Jacobi-
Bellman equations, or quasi-variational inequalities, or
integro-differential quasi-variational inequalities. The
numerical implementation can be done using either
value iterations or policy iterations.
The rest of the paper is organized as follows. A gen-
eral formulation of optimal investment strategy, divi-
dend policies, capital injections and assumptions are
presented in Section 2. Certain properties of the opti-
mal value function and the verification theorem are also
presented. Section 3 deals with the numerical algorithm
of Markov chain approximation method. The Poisson
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jumps, regular control, the singular and impulse control
are well approximated by the approximating Markov
chain and the dynamic programming equations are pre-
sented. Section 4 deals with the convergence of the ap-
proximation scheme. The technique of “rescaling time”
is introduced and the convergence theorems are proved.
Three numerical examples are provided in Section 5 to
illustrate the performance of the approximationmethod.
Finally, additional remarks are provided in Section 6.
2 Formulation
The surplus process X(t) under consideration is a jump
diffusion process with regime-switching under singular
and impulse control. To delineate the random environ-
ment and other random factors, we use a continuous-
time Markov chain α(t) taking values in the finite space
M = {1, . . . , n0}. For each i ∈ M, the premium rate
is c(i) > 0. Let ϕn be the inter-arrival time of the nth
claim, νn =
∑n
j=1 ϕn. For a slightly more generality, we
consider a Poisson measure in lieu of the traditionally
used Poisson process. Suppose Γ ⊂ R+ is a compact set
and the function q(X, i, ρ) is the magnitude of the claim
sizes, where ρ has distribution Π(·). N(t,H) = number
of claims on [0, t] with claim size taking values inH ∈ Γ.
Note that our formulation is general, the claim sizes are
assumed to depend on the switching regime. Then the
Poisson measure N(·) has intensity λdt × Π(dρ) where
Π(dρ) = f(ρ)dρ. Assume that q(·, i, ρ) is continuous for
each ρ and each i ∈ M. At different regimes, the val-
ues of q(·, i, ρ) could be much different, which takes into
consideration of random environment. Then the surplus
process in the absence of dividend payment and invest-
ment is a regime-switching jump process given by
dX˜(t)=
∑
i∈M
I{α(t)=i}(c(i)dt− dR(t))
= c(α(t))dt −
∫
Γ
q(X(t−), α(t), ρ)N(dt, dρ),
(2.1)
where
R(t) =
∫ t
0
∫
Γ
q(X(s−), α(s), ρ)N(ds, dρ).
We consider the financial market with a risk free asset
Y (t) and a risky asset S(t) with prices satisfying
dY (t)
Y (t)
= g(α(t))dt,
dS(t)
S(t)
= b(α(t))dt + σ(α(t))dW (t),
(2.2)
where for each i ∈M, g(i) and b(i) are the return rates
of the risk free and risky asset, respectively. σ(α(t)) is the
corresponding volatility and W (t) is a standard Brow-
nian motion. The investment behavior of the insurer
is modelled as a portfolio process u(t), where propor-
tional surplus u(t) ∈ [0, 1] was invested in the risky asset
S(t). We are now working on a filtered probability space
(Ω,F , {Ft}, P ), where Ft is the σ-algebra generated by
{α(s),W (s), N(s) : 0 ≤ s ≤ t}.
A dividend strategy z(·) is an Ft-adapted process {z(t) :
t ≥ 0} corresponding to the accumulated amount of div-
idends paid up to time t such that z(t) is a nonnegative
and nondecreasing stochastic process that is right con-
tinuous with left limits. Throughout the paper, we use
the convention that z(0−) = 0.
Remark 1 Note that b describes the yield rate of the
risky assets, and is modulated by a finite-state Markov
chain α(t), which represents the market mode and de-
scribes the economics impact over a long time period
that cannot be modeled as a classical differential equa-
tion. It is used to determine the yield rate of the financial
assets and mainly depends on the market, not surplus.
Like the yield rate b, the premium rate c and volatility
σ are mainly affected by the market mode. From a nu-
merical approximation point of view, making c, b and σ
X-dependent will not introduce any essential difficulty.
The capital injection process l(t) =
∑∞
n=1 I{τn≤t}ζn is
described by a sequence of increasing stopping times
{τn, n = 1, 2, . . .} and a sequence of random variables
{ζn, n = 1, 2, . . .}, which represent the times and the
sizes of capital injections. A control policy π is described
by π = {u, z; l} = {u, z; τ1, . . . , τn, . . . ; ζ1, . . . , ζn, . . .}.
Assume the evolution of X(t), subject to capital injec-
tions and dividend payments, follows a one-dimensional
process on an unbounded domain G′ = (0,∞). The sur-
plus process considers dividend payment, capital injec-
tion and investment satisfy the following stochastic dif-
ferential equation
X(t)= x+
∫ [
[g(α(t))(1 − u(t)) + u(t)b(α(t))]X(t)
+c(α(t))
]
dt+
∫
u(t)σ(α(t))X(t)dW (t) −R(t)
−z(t) +
∞∑
n=1
I{τn≤t}ζn,
X(0)= x.
(2.3)
for all t < τ and we impose X(t) = 0 for all t > τ , where
τ = inf{t ≥ 0 : X(t) ≤ 0} represents the time of ruin.
The jump size of z at time t ≥ 0 is denoted by ∆z(t) :=
z(t)− z(t−), and zc(t) := z(t)−
∑
0≤s≤t∆z(s) denotes
the continuous part of z. Also note that∆X(t) := X(t)−
X(t−) = −∆z(t) for any t ≥ 0.
In this paper, we assume that the shareholders can get
the proportion of β1 for every dividend payment, where
0 < β1 < 1. We omit the fixed transaction costs in the
dividends payout process. Moreover, we assume that the
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shareholders need to pay K + β2ζ, β2 > 1, to meet the
capital injection of ζ. K > 0 is the fixed transaction
costs, (β2 − 1)ζ is the proportional transaction costs.
Denote by r > 0 the discount factor. For an arbitrary
admissible pair π = (u, z, l), the performance function is
J(x, i, π)= Ex,i
[ ∫ ∞
0
e−rtβ1dz −
∞∑
n=1
e−rτn(K + β2ζn)
×I{τn<∞}
]
.
(2.4)
The pair π = (u, z, l) is said to be admissible if u, z, and
l satisfy
(i) u(t), z(t), and l(t) are nonnegative for any t ≥ 0,
(ii) z is right continuous, has left limits, and is nonde-
creasing,
(iii) X(t) ≥ 0, for any t ≤ τ ,
(iv) u, z and l are adapted to Ft := σ{α(s),W (s), N(s),
0 ≤ s ≤ t} augmented by the P -null sets,
(v) τn is a stopping time w.r.t. Ft, and 0 ≤ τ1 < · · · <
τn < · · · , a.s.
(vi) ζn is measurable w.r.t. Ft,
(vii) P (limn→∞ τn < T ) = 0, ∀T > 0, and
(viii) J(x, i, π) <∞ for any (x, i) ∈ G×M and admissible
pair π = (u, z, l), where J is the functional defined in
(2.4).
Suppose that A is the collection of all admissible pairs.
Define the value function as
V (x, i) := sup
π∈A
J(x, i, π). (2.5)
For an arbitrary π ∈ A, i = α(t) ∈ M, and V (·, i) ∈
C2(R), define an operator Lπ by
LπV (x, i)= Vx(x, i)([g(i)(1 − u) + ub(i)]x+ c(i))
+
1
2
σ(i)2u2x2Vxx(x, i)
+λ
∫ ∞
0
[V (x− q(x, i, ρ), i)− V (x, i)]f(ρ)dρ
+QV (x, ·)(i),
(2.6)
where Vx and Vxx denote the first and second derivatives
with respect to x, and
QV (x, ·)(i) =
∑
j 6=i
qij(V (x, j)− V (x, i)).
Define another capital injection operator H by
HV (x, i) = sup
y˜≥0
{V (x+ y˜, i)− β2y˜ −K} (2.7)
If the value function V defined in (2.5) is sufficiently
smooth, by applying the dynamic programming princi-
ple ([Fleming and Soner, 2006]), V formally satisfies the
following quasi-variational inequalities (QVIs):
max
{
LπV (x, i)− rV (x, i), β1 − Vx(x, i),
HV (x, i)− V (x, i)
}
= 0, for each i ∈ M.
(2.8)
Similar to [Yao et al., 2011], we divide the set of the sur-
plus to three regions
(i) Continuation region:
C:= {LπV (x, i)− rV (x, i) = 0, β1 < Vx(x, i),
HV (x, i) < V (x, i)}
(ii) Dividend payout region:
D:= {LπV (x, i)− rV (x, i) < 0, β1 = Vx(x, i),
HV (x, i) < V (x, i)}
(iii) Capital injection region:
I:= {LπV (x, i)− rV (x, i) < 0, β1 < Vx(x, i),
HV (x, i) = V (x, i)}.
Boundary Conditions. The capital injection will be
taken into account when there is not enough solvency
capital to maintain the business. Intuitively, for all i ∈
M, on the boundary of the capital injection region, the
value function obeys
V (x, i) = sup
y˜≥0
{V (x+ y˜, i)− β2y˜ −K} (2.9)
To make the company run continuously, the capital in-
jections will definitely occur at the moments when x = 0.
In addition, the capital injections also occur whenever
the surplus is sufficiently low. The impulse control of
capital injections is dependent on the surplus states and
leads to a free boundary of the capital injection region.
Furthermore, we also need boundary conditions when
x→∞. Since the surplus cannot reach infinity, we only
need to choose B large enough and compute the value
function in the finite intervalG = [0, B]. Tomake it com-
putationally feasible, we truncate x at some large value
B. When B is large enough, it follows
Vx(B, i) = β1. (2.10)
That is, the dividend payout strategy is a barrier strat-
egy. Whenever the surplus exceeds certain barrier, the
excess is paid out immediately as dividend.
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We consider the dividend payout strategy with the capi-
tal injection as a band strategy. The decision maker will
take no action until the surplus reaches the lower bar-
rier, where a impulse control of capital injection will be
taken. The dividend will be paid out immediately when
the surplus reaches the upper barrier. Combining (2.8),
(2.9) and (2.10), the system of QVIs with the boundary
conditions is given by
max
{
LπV (x, i)− rV (x, i),
β1 − Vx(x, i),HV (x, i)− V (x, i)
}
= 0, i ∈M,
Vx(B, i) = β1,
V (0, i) = sup
0≤y˜≤B
{V (y˜, i)− β2y˜ −K}.
(2.11)
3 Numerical Algorithm
Our goal is to design a numerical scheme to approximate
value function V in (2.5). As a standard assumption,
we assume V (·) is continuous with respect to x. In this
section we construct a locally consistent Markov chain
approximation for the jump diffusion model with singu-
lar control and regime-switching. The discrete-time and
finite-state controlled Markov chain is so defined that it
is locally consistent with (2.3). First let us recall some
facts of Poisson random measure which is useful for con-
structing the approximating Markov chain and for the
convergence theorem.
There is an equivalent way to define the process (2.3)
by working with the claim times and values. To do this,
set ν0 = 0, and let νn, n ≥ 1, denote the time of the
nth claim, and q(·, ·, ρn) is the corresponding claim in-
tensity with a suitable function of q(·). Let {νn+1 −
νn, ρn, n < ∞} be mutually independent random vari-
ables with νn+1 − νn being exponentially distributed
with mean 1/λ, and let ρn have a distribution Π(·). Fur-
thermore, let {νk+1 − νk, ρk, k ≥ n} be independent of
{x(s), α(s), s < νn, νk+1 − νk, ρk, k < n}, then the nth
claim term is q(X(ν−n ), α(νn), ρn), and the claim amount
R(t) can be written as
R(t) =
∑
νn≤t
q(X(ν−n ), α(νn), ρn).
We note the local properties of claims for (2.3). Because
νn+1 − νn is exponentially distributed, we can write
P{claim occurs on [t, t+ δ)|x(s), α(s),W (s),
N(s, ·), s ≤ t} = λδ + o(δ).
(3.1)
By the independence and the definition of ρn, for any
H ∈ B(Γ), we have
P
{
X(t)−X(t−) ∈ H |t = νn for some n;
W (s), X(s), α(s), N(s, ·), s < t;X(t−) = x, α(t) = α
}
= Π(ρ : q(X(t−), α(t), ρ) ∈ H).
(3.2)
It is implied by the above discussion that x(·) satisfying
(2.3) can be viewed as a process that involves regime-
switching diffusion with claims according to the claim
rate defined by (3.1). Given that the nth claim occurs at
time νn, we construct the values according to the condi-
tional probability law (3.2) or, equivalently, write it as
q(X(ν−n ), α(νn), ρn). Then the process given in (2.3) is
a switching diffusion process until the time of the next
claim. To begin, we construct a discrete-time, finite-
state, controlled Markov chain to approximate the con-
trolled diffusion process with regime-switching, and the
dynamic system is given by

dX(t)=
[
[g(α(t))(1 − u(t)) + u(t)b(α(t))]X(t)
+c(α(t))
]
dt+ u(t)σ(α(t))X(t)dW (t),
X(0) = x.
(3.3)
3.1 Approximating Markov Chain
We will construct a locally consistent Markov chain
approximation for the mixed regular-singular control
regime-switching jump diffusion model with impulse
controls. The discrete-time controlled Markov chain
is so defined that it is locally consistent with (2.3).
Note that the state of the process has two compo-
nents x and α. Hence in order to use the methodol-
ogy in [Kushner and Dupuis, 2001], our approximating
Markov chain must have two components: one com-
ponent delineates the diffusive behavior whereas the
other keeps track of the regimes. Let h > 0 be a dis-
cretization parameter representing the step size. Define
S′h = {x : x = kh, k = 0,±1,±2, . . .} and Sh = S
′
h∩Gh,
where Gh = (0, B + h) and B is an upper bound intro-
duced for numerical computation purpose. Moreover,
assume without loss of generality that the boundary
pointB is an integermultiple of h. Let {(ξhn, α
h
n), n <∞}
be a controlled discrete-time Markov chain on Sh ×M
and denote by phD((x, i), (y, j)|π
h) the transition prob-
ability from a state (x, i) to another state (y, j) under
the control πh. We need to define phD so that the chain’s
evolution well approximates the local behavior of the
controlled regime-switching diffusion (3.3). At any dis-
crete time n, we can either exercise a regular control, a
singular control or a impulse control step. That is, if we
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put ∆ξhn = ξ
h
n+1 − ξ
h
n, then
∆ξhn= ∆ξ
h
nI{capital injection at n}
+∆ξhnI{dividend payment at n}
+∆ξhnI{regular control at n}.
(3.4)
The chain and the control will be chosen so that there
is exactly one term in (3.4) is nonzero. Denote by{
Ihn : n = 0, 1, . . .
}
a sequence of control actions, where
Ihn = 0, 1 or 2, if we exercise a capital injection, dividend
payment, or regular control at time n, respectively.
If Ihn = 0, then we denote by∆l
h
n the impulse control that
is the capital injection for the chain at time n. Note that
∆ξhn = ∆l
h
n. If I
h
n = 1, or ξ
h
n = B+h, dividend payment
is exerted definitely as a singular control. Dividend is
paid out to lower the surplus level. Moreover, we require
this dividend payment takes the state from B + h to
B. That is, if we denote by ∆zhn the random variable
that is the impulse control for the chain at time n, then
∆ξhn = −∆z
h
n = −h.
If Ihn = 2, then we denote by u
h
n ⊂ U the randomvariable
that is the regular control action for the chain at time
n. Let ∆˜th(·, ·, ·) > 0 be the interpolation interval on
Sh ×M × U . Assume infx,i,u ∆˜t
h(x, i, u) > 0 for each
h > 0 and limh→0 supx,i,u ∆˜t
h(x, i, u)→ 0.
Let Eu,h,2x,i,n , Var
u,h,2
x,i,n and P
u,h,2
x,i,n denote the conditional
expectation, variance, and marginal probability given
{ξhk , α
h
k , u
h
k, I
h
k , k ≤ n, ξ
h
n = x, α
h
n = i, I
h
n = 2, u
h
n = u},
respectively. The sequence {(ξhn, α
h
n)} is said to be locally
consistent, if it satisfies
Eu,h,2x,i,n [∆ξ
h
n] =
[
[g(i)(1− u) + ub(i)]x+ c(i)
]
∆˜th(x, i, u)
+o(∆˜th(x, i, u)),
Varu,h,2x,i,n (∆ξ
h
n) = u
2σ2(i)x2∆˜th(x, i, u) + o(∆˜th(x, i, u)),
Pu,h,2x,i,n {α
h
n+1 = j} = qij∆˜t
h(x, i, u) + o(∆˜th(x, i, u)),
for j 6= i,
Pu,h,2x,i,n {α
h
n+1 = i} = 1 + qii∆˜t
h(x, i, u) + o(∆˜th(x, i, u)),
sup
n,ω∈Ω
|∆ξhn| → 0 as h→ 0.
(3.5)
The impulse and singular controls can be seen as a com-
bination of capital injection (Ihn = 0) and dividend pay-
ment part (Ihn = 1). Also we require the impulse and
singular controls to be “impulsive” or “instantaneous.”
Let i˜ In other words, the interpolation interval on Sh ×
M× U × {0, 1, 2} is
∆th(x, i, u, i˜) = ∆˜th(x, i, u)I{˜
i=2
},
for any (x, i, u, i˜) ∈ Sh ×M× U × {0, 1, 2} .
(3.6)
Denote by πh := {πhn, n ≥ 0} the sequence of control
actions, where
πhn := ∆l
h
nI{Ihn=0} +∆z
h
nI{Ihn=1} + u
h
nI{Ihn=2}.
The sequence πh is said to be admissible if πhn is
σ
{
(ξh0 , α
h
0 ), . . . , (ξ
h
n, α
h
n), π
h
0 , . . . , π
h
n−1
}
-adapted and for
any E ∈ B(Sh ×M), we have
P{(ξhn+1, α
h
n+1) ∈ E
∣∣σ{(ξh0 , αh0 ), . . . , (ξhn, αhn),
πh0 , . . . , π
h
n}} = p
h((ξhn , α
h
n), E|π
h
n),
and
P{(ξhn+1, α
h
n+1) = (B, i)
∣∣(ξhn , αhn)
= (B + h, i), σ{(ξh0 , α
h
0 ), . . . , (ξ
h
n, α
h
n), π
h
0 , . . . , π
h
n}} = 1.
Let
th0 := 0, t
h
n :=
n−1∑
k=0
∆th(ξhk , α
h
k , u
h
k, I
h
k ),
nh(t) := max
{
n : thn ≤ t
}
.
Then the piecewise constant interpolations, denoted by
(ξh(·), αh(·)), uh(·), lh(·), and zh(·), are naturally de-
fined as
ξh(t) = ξhn, α
h(t) = αhn, u
h(t) = uhn,
lh(t) =
∑
k≤nh(t)
∆lhkI{Ihk=2}
, zh(t) =
∑
k≤nh(t)
∆zhkI{Ihk=0}
,
(3.7)
for t ∈ [thn, t
h
n+1). Let ηh := inf
{
n : ξhn ∈ ∂G
}
. Then the
first exit time of ξh from G is τh = thηh . Let (ξ
h
0 , α
h
0 ) =
(x, i) ∈ Sh ×M and π
h be an admissible control. The
cost function for the controlled Markov chain is defined
as
JhB(x, i, π
h) = E
ηh−1∑
k=1
e−rt
h
k∆zhk , (3.8)
which is analogous to (2.4) regarding to the definition
of interpolation intervals in (3.6). The value function of
the controlled Markov chain is
V hB (x, i) = sup
πh admissible
JhB(x, i, π
h). (3.9)
We shall show that V hB (x, i) satisfies the dynamic pro-
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gramming equation:
V hB (x, i)
=

max
u∈U
{∑
(y,j)
e−r∆t
h(x,i,u,2)ph((x, i), (y, j)|π)V h(y, j),∑
(y,j)
ph((x, i), (y, j)|π)V h(y, j) + β1h,
sup
0≤y˜≤B−x
V h(x + y˜, i)− β2y˜ −K
}
, for x ∈ Sh,
0, for x = 0.
(3.10)
Note that discount does not appear in the second and
third line above because the singular and impulse control
are instantaneous. In the actual computing, we use iter-
ation in value space or iteration in policy space together
with Gauss-Seidel iteration to solve V h. The computa-
tions will be very involved. In contrast to the usual state
space Sh in [Kushner and Dupuis, 2001], here we need
to deal with an enlarged state space Sh ×M due to the
presence of regime switching.
3.2 Discretization
Define the approximation to the first and the second
derivatives of V (·, i) by finite difference method in the
first part of QVIs (2.11) using stepsize h > 0 as:
V (x, i)→ V h(x, i)
Vx(x, i)→
V h(x+ h, i)− V h(x, i)
h
for [g(i)(1− u) + ub(i)]x+ c(i) > 0,
Vx(x, i)→
V h(x, i)− V h(x− h, i)
h
for [g(i)(1− u) + ub(i)]x+ c(i) < 0,
Vxx(x, i)→
V h(x+ h, i)− 2V h(x, i) + V h(x − h, i)
h2
.
(3.11)
For the second part of the QVIs, we choose
Vx(x, i)→
V h(x, i)− V h(x− h, i)
h
.
It leads to
max
u∈U
{V h(x + h, i)− V h(x, i)
h
[
[g(i)(1− u) + ub(i)]x
+c(i)
]+
−
V h(x, i)− V h(x− h, i)
h
[
[g(i)(1− u) + ub(i)]
×x+ c(i)
]−
+
V h(x+ h, i)− 2V h(x, i) + V h(x− h, i)
h2
×
u2σ2(i)x2
2
+
∑
j
V h(x, ·)qij − rV
h(x, i),
β1 −
V h(x, i)− V h(x− h, i)
h
,
sup
0≤y˜≤B−x
V h(x+ y˜, i)− β2y˜ −K
}
= 0,
∀x ∈ Sh, i ∈M with the boundary condition
V h(x, i) = 0, for x = 0,
(3.12)
where
[
[g(i)(1−u)+ub(i)]x+c(i)
]+
and
[
[g(i)(1−u)+
ub(i)]x + c(i)
]−
are the positive and negative parts of[
[g(i)(1− u) + ub(i)]x+ c(i)
]
, respectively.
We set the effective average discount factor as
1
1 + r∆th(x, i, u, 2)
= exp[−r∆th(x, i, u, 2)(1 +O(∆th(x, i, u, 2)))]
Then (3.10) can be rewritten as
V hB (x, i)
=

max
u∈U
{∑
(y,j)
1
1 + r∆th(x, i, u, 2)
ph((x, i), (y, j)|π)
×V h(y, j),
∑
(y,j)
ph((x, i), (y, j)|π)V h(y, j) + β1h,
sup
0≤y˜≤B−x
V h(x + y˜, i)− β2y˜ −K
}
, for x ∈ Sh,
0, for x = 0.
(3.13)
Simplifying (3.12) and comparingwith (3.13), we achieve
the transition probabilities of the first part of the right
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side of (3.10) as the following:
phD((x, i), (x + h, i)|π)
=
σ2(i)u2x2/2 + h
[
[g(i)(1− u) + ub(i)]x+ c(i)
]+
D − rh2
,
phD((x, i), (x − h, i)|π)
=
σ2(i)u2x2/2 + h
[
[g(i)(1− u) + ub(i)]x+ c(i)
]−
D − rh2
,
phD((x, i), (x, j)|π) =
h2
D − rh2
qij , for i 6= j,
phD(·) = 0, otherwise,
∆th(x, i, u, 2) =
h2
D
,
(3.14)
with
D = σ2(i)u2x2+h|[g(i)(1−u)+ub(i)]x+c(i)|+h2(r−qii)
being well defined. We also find the transition probabil-
ity for the second part of the right hand side of (3.10).
That is,
phD((x, i), (x − h, i)|π) = 1.
Suppose that the current state is ξhn = x, α
h
n = i, and the
control is uhn = u. Next interpolation interval∆t
h(x, i, u)
is determined by (3.14). To present the claim terms, we
determine the next state (ξhn+1, α
h
n+1) by noting:
1. No claims occur in [thn, t
h
n+1) with probability
(1 − λ∆th(x, i, u, 2) + o(∆th(x, i, u, 2))); we deter-
mine (ξhn+1, α
h
n+1) by transition probability p
h
D(·) as
in (3.14).
2. There is a claim in [thn, t
h
n+1) with probability
λ∆th(x, i, u) + o(∆th(x, i, u, 2))), we determine
(ξhn+1, α
h
n+1) by
ξhn+1 = ξ
h
n − qh(x, i, ρ), α
h
n+1 = α
h
n,
where ρ ∼ Π(·), and qh(x, i, ρ) ∈ Sh ⊆ Γ such that
qh(x, i, ρ) is the nearest value of q(x, i, ρ) so that
ξhn+1 ∈ Sh. Then |qh(x, i, ρ)− q(x, i, ρ)| → 0 as h→ 0,
uniformly in x.
LetHhn denote the event that (ξ
h
n+1, α
h
n+1) is determined
by the first alternative above and use T hn to denote the
event of the second case. Let IHhn and IThn be correspond-
ing indicator functions, respectively. Then IHhn + IThn =
1. Then we need a new definition of the local consistency
for Markov chain approximation of compound Poisson
process with diffusion and regime-switching.
Definition 2 A controlled Markov chain {(ξhn, α
h
n), n <
∞} is said to be locally consistent with (2.3), if there
is an interpolation interval ∆th(x, i, u, 2)→ 0 as h → 0
uniformly in x,i, and u such that
1. there is a transition probability phD(·) that is locally
consistent with (3.3) in the sense that (3.5) holds.
2. there is a δh(x, i, u, 2) = o(∆th(x, i, u, 2)) such
that the one-step transition probability {ph((x, i),
(y, j))|π} is given by
ph(((x, i), (y, j))|π) = (1− λ∆th(x, i, u, 2)
+δh(x, i, u, 2))phD((x, i), (y, j))
+(λ∆th(x, i, u, 2) + δh(x, i, u, 2))
×Π{ρ : qh(x, i, ρ) = x− y}.
(3.15)
Furthermore, the system of dynamic programming equa-
tions is a modification of (3.10). That is,
V h(x, i)
=

max
π∈A
[
(1− λ∆th(x, i, u, 2) + δh(x, i, u, 2))
×e−r∆t
h(x,i,u,2)
∑
(y,j)
(phD((x, i), (y, j))|π)V
h(y, i)
+(λ∆th(x, i, u, 2) + δh(x, i, u, 2))e−r∆t
h(x,i,u,2)
×
∫ ∞
0
V h(x− qh(x, i, ρ), i)Π(dρ),
V h(x− h, i) + β1h,
sup
0≤y˜≤B−x
V h(x+ y˜, i)− β2y˜ −K
]
, for x ∈ Sh,
sup
0≤y˜≤B
V h(y˜, i)− β2y˜ −K, for x = 0,
V h(B − h, i) + β1h, for x = B.
(3.16)
Remark 3 The first part of the QVIs can be seen as
a “continuation” region where the regular control of in-
vestment is dominant. The Markov approximating chain
can switch between regimes and states nearby with the
transition probabilities defined above. The second part
of the QVIs refers to the “dividend payment” region,
where the dividends are paid out and the singular con-
trol is dominant. Due to the representation of singular
control, the Markov chain will be reflected back one step
h w.p.1 on the boundary. The third part of the QVIs
is the “capital injection” region, where extra capitals
will be ordered and injected immediately when surplus
is sufficiently low and hits the free boundary of “capital
injection” region.
In real world, the wealth process can not be arbitrar-
ily high. Thus, we need define an upper boundary of
wealth for practical computation. Our ultimate goal is
to show V h converges to V in a large enough inter-
val [0, B] as h → 0. As in [Kushner and Dupuis, 2001],
in the verification of the convergence of approximation
sequence, we need to show that the approximating se-
quence is tight and then appropriately characterize the
subsequential weak limit, which does not hold in the
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case of unrestrict dividend payment process. To over-
come this difficulty, we adapt the techniques developed
in [Kushner and Martins, 1991]. The basic idea is to suit-
ably re-scale the time so that the processes involved in
the convergence analysis are tight in the new time scale;
carry out weak convergence analysis with the rescaled
processes; and revert back to the original time scale to
obtain the convergence of approximating sequence to the
original value function.
4 Convergence of Numerical Approximation
This section focuses on the asymptotic properties
of the approximating Markov chain proposed in
the last section. The main techniques are methods
of weak convergence. To begin with, the technique
of time rescaling and the interpolation of the ap-
proximation sequences is introduced in Section 4.1.
The definition of relax controls is presented in Sec-
tion 4.2. Section 4.3 deals with weak convergence of
{ξ̂h(·), α̂h(·), m̂h(·), Ŵh(·), N̂ (·), R̂h(·), ẑh(·), l̂h(·), T̂ h(·)},
a sequence of rescaled process. As a result, a sequence of
controlled surplus processes converges to a limit surplus
process. By using the techniques of inversion, Section
4.3 also takes up the issue of the weak convergence of the
surplus process. The chattering lemmas of optimal con-
trol is presented in 4.4. Finally Section 4.5 establishes
the convergence of the value function.
4.1 Interpolation and Rescaling
Based on the approximating Markov chain constructed
above, the piecewise constant interpolation is obtained
and the appropriate interpolation interval level is cho-
sen. Recalling (3.7), the continuous-time interpolations
(ξh(·), αh(·)), uh(·), zh(·), and lh(·) are defined. In addi-
tion, let Uh denote the collection of controls, which are
determined by a sequence of measurable functions Fhn (·)
such that
uhn = F
h
n (ξ
h
k , α
h
k , k ≤ n;u
h
k, k ≤ n). (4.1)
Let the discrete times at which claims occur be denoted
by νhj , j = 1, 2, . . . Then we have
ξh
νh
j−1
− ξh
νh
j
= qh(ξ
h
νh
j−1
, αh
νh
j−1
, ρ).
Define Dhn as the smallest σ-algebra of {ξ
h
k , α
h
k , u
h
k , H
h
k ,
zhk , l
h
k , k ≤ n; ν
h
k , ρ
h
k : ν
h
k ≤ tn}. In addition, U
h defined
by (4.1) is equivalent to the collection of all piecewise
constant admissible controls with respect to Dhn.
Using the representations of regular control, singular
control, impulse control and the interpolations defined
above, (3.4) yields
ξn= x+
n−1∑
k=0
[∆ξhk IHh
k
+∆ξhk (1− IHh
k
)]−
n−1∑
k=0
zhk −
n−1∑
k=0
lhk
= x+
n−1∑
k=0
Ehk∆ξ
h
k IHh
k
+
n−1∑
k=0
(∆ξhk − E
h
k∆ξ
h
k )IHh
k
+
n−1∑
k=0
∆ξhk (1− IHh
k
)−
n−1∑
k=0
zhk −
n−1∑
k=0
lhk .
(4.2)
The local consistency leads to
n−1∑
k=0
Ehk∆ξ
h
k IHh
k
=
n−1∑
k=0
[
[g(αhk)(1− u
h
k) + u
h
kb(α
h
k)]ξ
h
k
+c(αhk)
]
∆thk + o(∆t
h
k)IHh
k
=
n−1∑
k=0
[
[g(αhk)(1 − u
h
k) + u
h
kb(α
h
k)]ξ
h
k + c(α
h
k)
]
∆thk
+o(∆thk)− (max
k′≤n
∆thk′)O(
n−1∑
k=0
ITh
k
).
(4.3)
Denote
Mhn =
n−1∑
k=0
(∆ξhk − E
h
k∆ξ
h
k )IHh
k
,
Rhn = −
n−1∑
k=0
∆ξhk (1 − IHh
k
) =
∑
k:νk<n
qh(ξ
h
νk
, αhνk , ρk),
(4.4)
whereMhn is a martingale with respect to D
h
n. Note that
E
n−1∑
k=0
ITh
k
= E[number of n : νhn ≤ t]→ λt as h→ 0.
This implies
(max
k˜≤n
∆th
k˜
)O(
n−1∑
k=0
ITh
k
)→ 0 in probability as h→ 0.
Hence we can drop the term involving ITh
k
without af-
fecting the limit in (4.3). We attempt to representMh(t)
similar to the diffusion term in (2.3). Define Wh(·) as
Wh(t)=
n−1∑
k=0
(∆ξhk − E
h
k∆ξ
h
k )/[σ(α
h(s))uh(s)ξh(s)],
=
∫ t
0
[σ(αh(s))uh(s)ξh(s)]−1dMh(s).
(4.5)
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Fig. 4.1. The stretched out time scale
Combining (4.3)-(4.5), we rewrite (4.2) by
ξh(t) = x+
∫ t
0
[
[g(αh(s))(1 − uh(s)) + uh(s)b(αh(s))]
×ξh(s) + c(αh(s))
]
ds+
∫ t
0
σ(αh(s))uh(s)ξh(s)dWh(s)
−Rh(t)− zh(t)− lh(t) + εh(t),
(4.6)
where Rh(t) =
∑
νhn≤t
qh(ξ
h
ν
−
n
, αhνn , ρn), and ε
h(t) is a
negligible error satisfying
lim
h→∞
sup
0≤t≤T
E|εh(t)| → 0 for any 0 < T <∞. (4.7)
Next we introduce the rescaling process. The basic idea
of rescaling time is to “stretch out” the control and state
processes so that they are “smoother” so the tightness
of lh(·) and zh(·) can be proved. Define ∆t̂hn by
∆t̂hn =

∆thn for a diffusion on step n,
|∆zhn| = h for a dividend payment on step n,
|∆ghn| = h for a capital injection on step n,
(4.8)
and define T̂ h(·) by T̂ h(t) =
∑n−1
i=0 ∆t
h
i = t
h
n for t ∈
[t̂hn, t̂
h
n+1]. Thus, T̂
h(·) will increase with the slope of
unity if and only if a regular control is exerted.
In addition, define the rescaled and interpolated process
ξ̂h(t) = ξh(T̂ h(t)), and define α̂h(t), ûh(t), N̂h(·), R̂h(t),
ẑh(t) and l̂h(t) similarly. The time scale is stretched out
by h at the impulse and singular control steps. We can
now write
ξ̂h(t) = x+
∫ t
0
[
[g(α̂h(s))(1 − ûh(s)) + ûh(s)b(α̂h(s))]
×ξ̂h(s) + c(α̂h(s))
]
ds+
∫ t
0
σ(α̂h(s))ûh(s)ξ̂h(s)dWh(s)
−R̂h(t)− ẑh(t)− l̂h(t) + εh(t).
(4.9)
4.2 Relaxed Controls
LetB(U×[0,∞)) be the σ-algebra of Borel subsets ofU×
[0,∞). An admissible relaxed control (or deterministic
relaxed control)m(·) is a measure on B(U× [0,∞)) such
that m(U × [0, t]) = t for each t ≥ 0. Given a relaxed
control m(·), there is an mt(·) such that m(dψdt) =
mt(dψ)dt. We can define mt(B) = limδ→0
m(B×[t−δ,t])
δ
for B ∈ B(U). With the given probability space, we say
thatm(·) is an admissible relaxed (stochastic) control for
(W (·), α(·)) or (m(·),W (·), α(·)) is admissible, ifm(·, ω)
is a deterministic relaxed control with probability one
and ifm(A×[0, t]) isFt-adapted for allA ∈ B(U). There
is a derivativemt(·) such thatmt(·) is Ft-adapted for all
A ∈ B(U).
Given a relaxed control mh(·) of uh(·), we define the
derivative mt(·) such that
mh(K) =
∫
U×[0,∞)
I{(uh,t)∈K}mt(dψ)dt (4.10)
for all K ∈ B(U × [0,∞)), and that for each t, mt(·) is
a measure on B(U) satisfying mt(U) = 1. For example,
we can define mt(·) in any convenient way for t = 0 and
as the left-hand derivative for t > 0,
mt(A) = lim
δ→0
m(A× [t− δ, t])
δ
, ∀A ∈ B(U). (4.11)
Note that m(dψdt) = mt(dψ)dt. It is natural to define
the relaxed control representation mh(·) of uh(·) by
mht (A) = I{uh(t)∈A}, ∀A ∈ B(U). (4.12)
Let Fht be a filtration, which denotes the minimal σ-
algebra that measures
{ξh(s), αh(·),mhs (·),W
h(s), Nh(s), Rh(s), zh(s),
lh(s), s ≤ t}.
(4.13)
Use Γh to denote the set of πh(·) = (mh(·), zh(·), lh(·)),
where mh(·) is the admissible relaxed controls with re-
spect to (αh(·),Wh(·)) such that mht (·) is a fixed prob-
ability measure in the interval [thn, t
h
n+1) given F
h
t . Re-
ferring to the stretched out time scale, we denote the
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rescaled relax control as m
T̂h(t)
(dψ). Define Mt(A) and
Mht (dψ) by
Mt(A)dt = dW (t)Iu(t)∈A, ∀A ∈ B(U)
Mht (dψ)dt = dW
h(t)Iuh(t)∈U .
Analogously, as an extension of time rescaling, we let
M̂h
T̂h(t)
(dψ)dT̂ h(t) = dŴh(T̂ h(t))I
uh(T̂h(t))∈U
.
With the notation of relaxed control given above, we can
write (4.6), (4.9), and the value function (2.5) as
ξh(t) = x+
∫ t
0
∫
U
[
[g(αh(s))(1 − ψ) + ψb(αh(s))]ξh(s)
+c(αh(s))
]
mhs (dψ)ds
+
∫ t
0
∫
U
ψσ(αh(s))ξh(s)Mhs (dψ)ds
−Rh(t)− zh(t)− lh(t) + εh(t),
(4.14)
ξ̂h(t) =x+
∫ t
0
∫
U
[
[g(α̂h(s))(1 − ψ) + ψb(α̂h(s))]
×ξ̂h(s) + c(α̂h(s))
]
m̂h
T̂h(s)
(dψ)dT̂ h(s)
+
∫ t
0
∫
U
ψσ(α̂h(s))ξ̂h(s)M̂
T̂h(s)
(dψ)dT̂ h(s)
−R̂h(t)− ẑh(t)− l̂h(t) + εh(t),
(4.15)
and
V h(x, i) = inf
πh∈Γh
Jh(x, i, πh). (4.16)
Now we give the definition of existence and uniqueness
of weak solution.
Definition 4 By a weak solution of (4.14), we mean
that there exists a probability space (Ω,F , P ), a fil-
tration Ft, and process (X(·), α(·),m(·),W (·), N(·))
such that W (·) is a standard Ft-Wiener process, α(·)
is a Markov chain with generator Q and state space
M, for each i ∈ M, N(·) is an Ft-Poisson process,
m(·) is admissible with respect to X(·), and is Ft-
adapted, and (4.14) is satisfied. For an initial condi-
tion (x, i), by the weak sense uniqueness, we mean
that the probability law of the admissible process
(α(·),m(·),W (·), N(·)) determines the probability law
of solution (X(·), α(·),m(·),W (·), N(·)) to (4.14), irre-
spective of probability space.
To proceed, we need the following assumptions.
(A) Let u(·) be an admissible ordinary control with re-
spect to W (·), α(·), and N(·), and suppose that u(·)
is piecewise constant and takes only a finite number
of values. For each initial condition, there exists a so-
lution to (4.14), wherem(·) is the relaxed control rep-
resentation of u(·) and this solution is unique in the
weak sense.
4.3 Convergence of A Sequence of Surplus Processes
Lemma 5 Assume (A). Using the transition probabili-
ties {ph(·)} defined in (3.14), the interpolated process of
the constructed Markov chain {α̂h(·)} converges weakly
to α̂(·), the rescaled Markov chain with generator Q =
(qij).
Proof. Similar to Theorem 3.1 in [Yin et al., 2003], we
can show that∣∣E[(αh(t+ s)− αh(t))2]|Fht ∣∣ ≤ γ¯h(s)
and lim
s→0
lim sup
h→0
Eγ¯h(s) = 0,
(4.17)
where γ¯h(s) ≥ 0 is Fht -measurable. On the other hand,
due to the definition of α̂h(·), we have
∣∣E[(α̂h(t+ s)− α̂h(t))2]|Fht ∣∣
≤
∣∣E[(αh(t+ s)− αh(t))2]|Fht ∣∣ ≤ γ¯h(s). (4.18)
Combining (4.17) and (4.18), we obtain α̂h(·) is tight.
Furthermore, it can be shown that the constructed
Markov chain {α̂h(·)} converges weakly to α̂(·). 2
Theorem 6 Under the conditions of Lemma 5, let
the approximating chain {ξhn, α
h
n, n < ∞} be con-
structed with transition probabilities defined in (3.14)
be locally consistent with (2.3), mh(·) be the relaxed
control representation of {uhn, n < ∞}, (ξ
h(·), αh(·))
be the continuous-time interpolation defined in (3.7),
and {ξ̂h(·), α̂h(·), m̂h(·), Ŵh(·), N̂h(·), R̂h(·), ẑh(·), l̂h(·),
T̂ h(·)} be the corresponding rescaled processes. Then
{ξ̂h(·), α̂h(·), m̂h(·), Ŵh(·), N̂h(·), R̂h(·), ẑh(·), l̂h(·),
T̂ h(·)} is tight.
Proof. In view of Lemma 5, {α̂h(·)} is tight. The se-
quence {m̂h(·)} is tight since its range space is compact.
Let T < ∞, and let τh be an Ft-stopping time which is
no bigger than T . Then for δ > 0,
Eu
h
τh
(Wh(τh + δ)−W
h(τh))
2 = δ + εh, (4.19)
where εh → 0 uniformly in τh. Taking lim suph→0 fol-
lowed by limδ→0 yield the tightness of {W
h(·)}. In view
of [Kushner and Dupuis, 2001, Theorem 9.2.1], for each
i ∈M, the sequence {Nh(·)} is tight because the mean
number of claims on any bounded interval [t, t + s] is
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bounded by λs+δh1 (s), where δ
h
1 (s) goes to zero as h→ 0,
and
lim
δ→0
inf
h,n
P{νhn+1 − ν
h
n > δ|data up to ν
h
n} = 1.
This also implies the tightness of {Rh(·)}. Similar to the
argument of α̂h(·), the tightness of {N̂h(·)}, {R̂h(·)} and
Ŵh(·) is obtained. Furthermore, following the definition
of “stretched out” timescale,
|ẑh(τh + δ)− ẑ
h(τh)| ≤ |δ|+O(h),
|l̂h(τh + δ)− l̂
h(τh)| ≤ |δ|+ O(h).
Thus {ẑh(·), l̂h(·)} is tight. For notational simplic-
ity, we assume that b(·) and σ(·) are bounded. For
more general case, we can use a truncation device.
These results and the boundedness of b(·) implies
the tightness of {ξh(·)}. Therefore it follows that
{ξ̂h(·), α̂h(·), m̂h(·), Ŵh(·), N̂h(·), R̂h(·), ẑh(·), l̂h(·),
T̂ h(·)} is tight. 2
Since {ξ̂h(·), α̂h(·), m̂h(·), Ŵh(·), N̂h(·), R̂h(·), ẑh(·),
l̂h(·), T̂ h(·)} is tight, we can extract a weakly convergent
subsequence, For simplicity, still index the subsequence
by h. Denote the limit by {X̂(·), α̂(·), m̂(·), Ŵ (·), N̂ (·),
R̂(·), ẑ(·), l̂(·), T̂ (·)}, whose paths are continuous w.p.1.
We proceed to derive the following theorem, whose proof
is provided in the appendix.
Theorem 7 Under the conditions of Theorem 6, let
{X̂(·), α̂(·), m̂(·), Ŵ (·), N̂(·), R̂(·), ẑ(·), l̂(·), T̂ (·)}
be the limit of the weakly convergent subsequence of
{ξ̂h(·), α̂h(·), m̂h(·), Ŵh(·), N̂h(·), R̂h(·), ẑh(·), l̂h(·),
T̂ h(·)}, W (·) be a standard Ft-Wiener process, and
m(·) be admissible. Let F̂t be the σ-algebra generated
by {ξ̂h(s), α̂h(s), m̂h(s), Ŵh(s), N̂h(s), R̂h(s), ẑh(s),
l̂h(s), T̂ h(s) : s ≤ t}. Then Ŵ (t) = W (T̂ (t)) is an
F̂t-martingale with quadratic variation T̂ (t). The limit
processes satisfy
X̂(t)= x+
∫ t
0
∫
U
[
[g(α̂(s))(1 − ψ) + ψb(α̂(s))]X̂(s)
+c(α̂(s))
]
m̂h
T̂ (s)
(dψ)dT̂ (s)
+
∫ t
0
∫
U
ψσ(α̂(s))X̂(s)M̂
T̂ (s)
(dψ)dT̂ (s)
−R̂(t)− ẑ(t)− l̂(t).
(4.20)
Theorem 8 Under the conditions of Theorem 7, for t <
∞, define the inverse T (t) = inf{s : T̂ (s) > t}. Then
T (t) is right continuous and T (t)→∞ as t→∞ w.p.1.
For any process χ̂(·), define the rescaled process χ(·) by
χ(t) = χ̂(T (t)). Then, W (·) is a standard Ft-Wiener
process, N(·) is a Poisson measure and (2.3) holds.
Proof. Since T̂ (t)→∞ w.p.1 as t→∞, T (t) exists for
all t and T (t) → ∞ as t → ∞ w.p.1. Similar to (A.5)
and (A.7), for each i ∈M,
EΦ(ξh(tk), α
h(tk),W
h(tk), N
h(tk,Γ
κ
j ), (χj ,m
h)tk ,
Rh(tk), z
h(tk), l
h(tk), j ≤ κ, k ≤ p)
×[W (t+ s)−W (t)] = 0.
EΦ(ξh(tk), α
h(tk),W
h(tk), N
h(tk,Γ
κ
j ), (χj ,m
h)tk ,
Rh(tk), z
h(tk), l
h(tk), j ≤ κ, k ≤ p)
×[W 2(t+ s)−W 2(t)− (T (t+ s)− T (t))] = 0.
Thus, we can verify W (·) is an Ft-Wiener process. A
rescaling of (4.20) yields
X(t) = x+
∫ t
0
∫
U
[[g(α(s))(1 − ψ) + ψb(α(s))]X(s)
+c(α(s))
]
ms(dψ)ds
+
∫ t
0
∫
U
ψσ(α(s))X(s)Ms(dψ)ds −R(t)
−z(t)− l(t).
(4.21)
In other words, (2.3) holds. 2
4.4 AChattering Lemma andApproximation to theOp-
timal Control
We consider the approximation of relaxed controls by
ordinary controls in this subsection. Here we present a
result of chattering lemma for our problem. The proof of
the chattering lemma can be found in [Kushner, 1990].
Lemma 9 Assume the conditions of Theorem 7. Let
(m(·),W (·)) be admissible for the problem given in (4.14).
Then given ̺ > 0, there is a finite set {γ̺1 , . . . , γ
̺
l̺
} =
U̺ ⊂ U , and an ε > 0 such that there is a probabil-
ity space on which are defined (X̺(·), α(·), u̺(·),W ̺(·),
N̺(·)), where W ̺(·) and N̺(·) are standard Brownian
motions and Poisson measure, and u̺(·) is an admissible
U̺-valued ordinary control on the interval [kε, kε + ε).
Moreover,
Pmx
(
sup
s≤T
|X̺(s)−X(s)| > ̺
)
≤ ̺. (4.22)
Coming back to the approximation to the optimal con-
trol, to show V h(x, i) converges to V (x, i), we shall use
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the comparison control techniques. Certain continuity
properties need to be verified as following.
Lemma 10 Under the conditions of Lemma 9, for each
̺ > 0, there is an ε > 0 and a probability space on which
are defined W ̺(·), a control u̺(·) as in Lemma 9, and a
solution X̺(·) such that the following assertions hold:
(i)
|Jm(x, i, ·)− Ju
̺
(x, i, ·)| ≤ ̺, for i ∈M. (4.23)
(ii) Moreover, there is a θ > 0 and a partition {Γκj , j ≤ κ}
of Γ such that the approximating u̺(·) can be cho-
sen so that its probability law at nε, conditioned on
{W ̺(τ), α(τ), N̺(τ), τ ≤ nε; u̺(kε), k < n} depends
only on the samples {W ̺(pθ), α(pθ), N̺(pθ), pθ ≤
nε;u̺(kε), k < n}, and is continuous in the W ̺(pθ)
arguments.
4.5 Convergence of Cost and Value Functions
Theorem 11 Assume the conditions of Theorem 7,
Theorem 8, Lemma 9, and Lemma 10 are satisfied. Then
as h→ 0,
Jh(x, i, πh)→ Eπx,i
∫ ∞
0
e−rtβ1dz
−
∞∑
n=1
e−δτn(K + β2ζn)I{τn<∞} = J(x, i, π).
(4.24)
Proof. Note that ∆zh = h, the uniform integrability of
dz can be easily verified. Due to the tightness and the
uniform integrability properties, for any t,
∫ t
0
dẑ can be
well approximated by a Reimann sum uniformly in h. By
the weak convergence and the Skorohod representation,
Eπx,i
∞∑
k=1
e−rt
h
kβ1∆z
h
k → E
π
x,i
∫ ∞
0
e−rT̂ (t)β1dẑ.
By an inverse transformation,
Eπx,i
∫ ∞
0
e−rT̂ (t)β1dẑ = E
π
x,i
∫ ∞
0
e−rtβ1dz.
Also,
Eπx,i
∞∑
k=1
e−rt
h
k (β2∆l
h
k +K)
→ Eπx,i
∞∑
n=1
e−δτn(β2ζn +K)I{τn<∞}.
Thus, as h→ 0,
Jh(x, i, πh)→ J(x, i, π).
2
Theorem 12 Assume that conditions of Theorem 11
are satisfied. For V h(x, i) and V (x, i), value func-
tions defined in (4.16) and (2.5), respectively, we have
V h(x, i)→ V (x, i) as h→ 0.
The proof of this theorem is given in the appendix.
5 Numerical Examples
This section is devoted to several examples. For simplic-
ity, we consider the case that the discrete event has two
states. That is, the continuous-time Markov chain has
two states with given claim size distributions. By using
value iteration methods, we numerically solve the opti-
mal control problems. We approximate the value func-
tions and optimal controls in exponential claim sever-
ity distributions in which the tail of distribution is con-
sidered light. Exponential distribution is applicable for
automobile losses. The corresponding capital injection
sizes and barriers for regions are also obtained in the
numerical examples.
Based on the algorithm constructed above, we carry out
the computation by value iterations. For n ∈ Z+ and
i ∈ M, define the vectors
V hn = {V
h
n (h, 1), V
h
n (2h, 1), . . . , V
h
n (B, 1), . . . V
h
n (h, n0),
V hn (2h, n0), . . . , V
h
n (B, n0)}
V h = {Vn(h, 1), Vn(2h, 1), . . . , Vn(B, 1), . . . Vn(h, n0),
Vn(2h, n0), . . . , Vn(B, n0)}.
Using the method of value iteration, we obtain V hn → V
h
as n→∞.
1. Set n = 0. ∀x ∈ Sh and i ∈M, we set the initial value
V h(x, i) = 1.
2. Find improved values V hn+1(x, i) by (3.16) and record
the corresponding optimal control.
V hn+1(x, i)
= max
π∈A
[
(1− λ∆th(x, i, u, 2) + δh(x, i, u, 2))
×e−r∆t
h(x,i,u,2)
∑
(y,j)
(phD((x, i), (y, j))|π)V
h(y, i)
+(λ∆th(x, i, u, 2) + δh(x, i, u, 2))e−r∆t
h(x,i,u,2)
×
∫ x
0
V hn (x− y, i)Π(dy),
V hn (x− h, i) + β1h, sup
0≤y˜≤B−x
V hn (x+ y˜, i)− β2y˜ −K
]
13
πhn+1(x, i)
= argmax
π∈A
[
(1− λ∆th(x, i, u, 2) + δh(x, i, u, 2))
×e−r∆t
h(x,i,u,2)
∑
(y,j)
(phD((x, i), (y, j))|π)V
h(y, i)
+(λ∆th(x, i, u, 2) + δh(x, i, u, 2))e−r∆t
h(x,i,u,2)
×
∫ x
0
V hn (x− y, i)Π(dy),
V hn (x− h, i) + β1h, sup
0≤y˜≤B−x
V hn (x+ y˜, i)− β2y˜ −K
]
3. If |V hn+1 − V
h
n | > tolerance, then n→ n+ 1 and go to
step 2; else the iteration stops.
Example 13 The continuous-time Markov chain α(t)
representing the discrete event state has the generator
Q =
(
−0.5 0.5
0.5 −0.5
)
, and takes values in M = {1, 2}.
The claim severity distribution follows exponential dis-
tribution with density function f(y) = ae−ay where
a = 0.1. Furthermore, {νn+1 − νn} is a sequence of ex-
ponentially distributed random variables with mean 10.
Then λ = 0.1. The premium rate depends on the discrete
state with c(1) = 2 and c(2) = 10. The portfolio rate
u(t) taking values in [0, 1] is the control. Corresponding
to the different discrete states, the yield rate of the risk-
less asset is g(1) = 0.03 and g(2) = 0.04, whereas the
risky asset return rate is b(1) = 0.06 and b(2) = 0.08.
The volatility of the financial market σ(α(t)) is valued
as σ(1) = 0.1 and σ(2) = 0.2. Let the upper bound
of the computation interval B = 100, the discount rate
r = 0.05, the fixed capital injection cost K = 1, the pa-
rameters for the proportion costs of dividend payments
and capital injections β1 = 0.9, β2 = 1.1.
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Fig. 5.2. Optimal value function versus surplus process
All the figures contain two curves since we consider the
two-regime case. Figure 5.2 shows that the value func-
tions are concave and increase with slope β1 after certain
barrier, which means the extra surplus will all be paid
out as the dividend after reaching sufficient high thresh-
old. In addition, because of the availability of immedi-
ate capital injections, the initial value V (0) is nonzero
because the capital injections can always guarantee the
continuity of the business even with the zero initial sur-
plus. Hence, financial ruin can be avoided. Moreover, the
total expected discounted value of all dividends could
lead to infinity, since this result does not obey the as-
sumption that the discount rate is higher than the maxi-
mal yield rate. Otherwise, the total expected discounted
value of all dividends will be bounded.
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Fig. 5.3. Optimal investment strategy versus initial surplus
Regarding the investment strategy, we observe from Fig-
ure 5.3 that the proportion of investment in the risky
asset will be zero after certain threshold. To maximize
the total expected discounted value of all the dividends,
the rational insurers seem to be risk averse. The deci-
sion makers choose to lower the proportion of risky as-
sets gradually as the surplus increases. When surplus
is higher than certain barrier, all of the surplus will be
invested in the risk free asset. This is a natural invest-
ment strategy since insurance company actually holds
large stakes of bonds to guarantee the finance safety for
a promise of repayment. In addition, the insurer prefers
to put big weight money in the risky asset when the
surplus is not high enough. At the mean time, the op-
timal discounted dividend increases with a faster pace
(the derivative is greater than 1). In other words, with
small amount of money, the rational investor makes the
investment more efficient by choosing investment strat-
egy aggressively. Furthermore, from the two lines in the
graphs, it is shown that the investment strategy varies
in different regimes due to the Markov switching.
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Fig. 5.4. Optimal capital injection sizes versus initial surplus
Figure 5.4 provides the relationship between the opti-
mal capital injection size and the initial surplus. It shows
that the capital injection size decreases with the in-
crease of the surplus. That is, healthier financial condi-
tion needs less capital injections, which is in accordance
with the intuitive thinking. The state-dependent capital
injection sizes approaches zero when surplus hits certain
barrier. The capital injection becomes unnecessary un-
til the surplus pass the barrier, which means that the
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Fig. 5.5. Regions versus initial surplus
company possesses sufficient capital to guarantee the fi-
nancial safety.
In Figure 5.5, we use “1” to denote the region in the
QVIs when regular control is dominant, “2” to denote
the region in the QVIs when dividend payment is dom-
inant, and “3” to denote the region in the QVIs when
capital injections are dominant. We found that regime-
switchings have obvious impact on the optimal strate-
gies and the barriers of the regions. Not only the op-
timal values of the discounted total dividend in differ-
ent regimes have big difference, but also the dividend
payment policies are very different in different regimes.
In particular, we observe that the dividend payment is
dominant when the investment in risky assets becomes
zero. It seems the insurer chooses to put money in the
riskless asset or pay out the surplus as dividend when it
is high enough to avoid the possible risk. Moreover, with
the sufficient low surplus, capital injections are optimal
and the investment is preferred in risky assets.
6 Concluding Remarks
In this work, we have developed numerical approxima-
tion schemes for finding the optimal investment and div-
idend payment policy to maximize the total discounted
dividend payments less the possible capital injections
until the lifetime of ruin. A generalized regime-switching
jump diffusion formulation of surplus with capital injec-
tions is presented. Although one could derive the asso-
ciated system of integro-differential QVIs by using the
usual dynamic programming approach together with the
use of properties of regime-switchings, solving the invest-
ment problemwith singular and impulse controls analyt-
ically is very difficult. As an alternative, we presented a
Markov chain approximationmethod using mainly prob-
abilistic methods. For the singular and impulse control
part, a technique of time rescaling is used. In the ac-
tual computation, the optimal value function can be ob-
tained by using the value iterations or policy iterations.
For further study, time delays of the capital injections
can be considered. It is intuitive to analyze the more
realistic capital injections, where time delay occurs due
to the regulatory process. In the real world, the capital
injection can never happen instantaneously. Time de-
lays cannot be ignored and are unavoidable so stochastic
delayed system will be more realistic and more compli-
cated. It is virtually impossible to obtain a closed-form
solution. Numerical approximation can provide a viable
alternative.
A Appendix
A.1 Proof of Theorem 7
Proof. For δ > 0, define the process f(·) by fh,δ(t) =
fh(nδ), t ∈ [nδ, (n + 1)δ). Then, by the tightness of
{ξ̂h(·), α̂h(·)}, (4.15) can be rewritten as
ξ̂h(t) =x+
∫ t
0
∫
U
[
[g(α̂h(s))(1 − ψ) + ψb(α̂h(s))]ξ̂h(s)
+c(α̂h(s))
]
m̂h
T̂h(s)
(dψ)dT̂ h(s)
+
∫ t
0
∫
U
ψσ(α̂h,δ(s))ξ̂h,δ(s)M̂
T̂h(s)
(dψ)dT̂ h(s)
−R̂h(t)− ẑh(t)− l̂h(t) + εh,δ(t),
(A.1)
where
lim
δ→0
lim sup
h→0
E|εh,δ(t)| = 0. (A.2)
If we can verify that Ŵ (·) is an F̂t-martingale, then
(4.20) could be obtained by taking limits in (A.1). To
characterizeW (·), let t > 0, δ > 0, p, κ, {tk : k ≤ p} be
given such that tk ≤ t ≤ t+δ for all k ≤ p, φj(·) for j ≤ κ
is real-valued and continuous functions on U × [0,∞)
having compact support for all j ≤ q. Define
(φj , m̂)t =
∫ t
0
∫
U
φj(ψ, s)m̂T̂ (s)(dψ)dT̂ (s). (A.3)
Let {Γκj , j ≤ κ} be a sequence of nondecreasing partition
of Γ such that Π(∂Γκj ) = 0 for all j and all κ, where
∂Γκj is the boundary of the set Γ
κ
j . As κ → ∞, let the
diameter of the sets Γκj go to zero. Let Φ(·) be a real-
valued and continuous function of its arguments with
compact support. In view of the definition of Ŵ (t), for
each i ∈ M, we have
EΦ(ξ̂h(tk), α̂
h(tk), Ŵ
h(tk), N̂
h(tk,Γ
κ
j ), (φj ,m
h)tk ,
R̂h(tk), ẑ
h(tk), l̂
h(tk), j ≤ κ, k ≤ p)
×[Ŵh(t+ δ)− Ŵh(t)] = 0.
(A.4)
By using the Skorohod representation and the dominant
convergence theorem, letting h→ 0, we obtain
EΦ(ξ̂h(tk), α̂
h(tk), Ŵ
h(tk), N̂
h(tk,Γ
κ
j ), (φj ,m
h)tk ,
R̂h(tk), ẑ
h(tk), l̂
h(tk), j ≤ κ, k ≤ p)
×[Ŵ (t+ δ)− Ŵ (t)] = 0.
(A.5)
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Since Ŵ (·) has continuous sample paths, (A.5) implies
that Ŵ (·) is a continuous Ft-martingale. On the other
hand, since
E[((Ŵh(t+ δ))2 − (Ŵh(t))2]
= E[(Ŵh(t+ δ)− Ŵh(t))2]
= T̂ (t+ δ)− T̂ (t),
(A.6)
by using the Skorohod representation and the dominant
convergence theorem together with (A.6), we have
EΦ(ξ̂h(tk), α̂
h(tk), Ŵ
h(tk), N̂
h(tk,Γ
κ
j ), (φj ,m
h)tk ,
R̂h(tk), ẑ
h(tk), l̂
h(tk), j ≤ κ, k ≤ p)
×[Ŵ 2(t+ δ)− Ŵ 2(t)− (T̂ (t+ δ)− T̂ (t))] = 0.
(A.7)
The quadratic variation of the martingale Ŵ (t) is ∆T̂ ,
then Ŵ (·) is an F̂t-Wiener process.
Let h → 0, by using the Skorohod representation, we
obtain
E
∣∣∣ ∫ t
0
∫
U
[
[g(α̂h(s))(1 − ψ) + ψb(α̂h(s))]ξ̂h(s)
+c(α̂h(s))
]
m̂h
T̂h(s)
(dψ)dT̂ h(s)
−
∫ t
0
∫
U
[
[g(α̂(s))(1 − ψ) + ψb(α̂(s))]X̂(s)
+c(α̂(s))
]
m̂h
T̂ (s)
(dψ)dT̂ h(s)
∣∣∣→ 0
(A.8)
uniformly in t. On the other hand, {m̂h(·)} converges
in the compact weak topology, that is, for any bounded
and continuous function φ(·) with compact support, as
h→ 0,∫ ∞
0
∫
U
φ(ψ, s)m̂h
T̂h(s)
(dψ)dT̂ h(s)
→
∫ ∞
0
∫
U
φ(ψ, s)m̂
T̂ (s)
(dψ)dT̂ (s).
(A.9)
Again, the Skorohod representation (with a slight abuse
of notation) implies that as h→ 0,
∫ t
0
∫
U
[
[g(α̂h(s))(1 − ψ) + ψb(α̂h(s))]ξ̂h(s)
+c(α̂h(s))
]
m̂h
T̂h(s)
(dψ)dT̂ h(s)
→
∫ t
0
∫
U
[
[g(α̂(s))(1 − ψ) + ψb(α̂(s))]X̂(s)
+c(α̂(s))
]
m̂
T̂ (s)
(dψ)dT̂ (s)
(A.10)
uniformly in t on any bounded interval.
In view of (A.1), since ξh,δ(·) and αh,δ(·) are piecewise
constant functions,∫ t
0
∫
U
ψσ(α̂h,δ(s))ξ̂h,δ(s)M̂
T̂h(s)
(dψ)dT̂ h(s)
→
∫ t
0
∫
U
ψσ(α̂δ(s))ξ̂δ(s)M̂
T̂ (s)
(dψ)dT̂ (s)
(A.11)
as h→ 0. Combining (A.3)-(A.11), we have
X̂(t)= x+
∫ t
0
∫
U
[
[g(α̂(s))(1 − ψ) + ψb(α̂(s))]X̂(s)
+c(α̂(s))
]
m̂
T̂ (s)
(dψ)dT̂ (s)
+
∫ t
0
∫
U
ψσ(α̂δ(s))X̂δ(s)M̂
T̂ (s)
(dψ)dT̂ (s)− R̂(t)
−ẑ(t)− l̂(t) + εδ(t),
(A.12)
where limδ→0 E|ε
δ(t)| = 0. Finally, taking limits in the
above equation as δ → 0, (4.20) is obtained. 2
A.2 Proof of Theorem 12
Proof. First, to prove
V (x, i) ≥ lim sup
h
V h(x, i). (A.13)
Since V (x, i) is the maximizing cost function, for any
admissible control π(·), J(x, i, π) ≤ V (x, i). Let m˜h(·)
be an optimal relaxed control for {ξh(·)} and π˜h(·) =
(m˜h(·), z˜h(·), l˜h(·)). That is, V h(x, i) = Jh(x, i, π˜h)
= supπh J
h(x, i, πh). Choose a subsequence {h˜} of {h}
such that lim
h˜→0
V h˜(x, i) = lim sup
h˜→0
V h˜(x, i) =
lim
h˜→0
J h˜(x, i, π˜h˜). Without loss of generality (passing
to an additional subsequence if needed), we may assume
that (ξh˜(·), αh˜(·),mh˜(·),W h˜(·), N h˜(·), Rh˜(·), zh˜(·), l˜h(·))
converges weakly to (X(·), α(·),m(·), W (·), N(·),
R(·), z(·), l(·)), where π(·) is an admissible related con-
trol. Then the weak convergence and the Skorohod
representation yield that
lim sup
h
V h(x, i) = J(x, i, π) ≤ V (x, i). (A.14)
We proceed to prove the reverse inequality.
We claim that
V (x, i) ≤ lim inf
h
V h(x, i). (A.15)
Suppose thatm is an optimal control with Brownianmo-
tionW (·) such thatX(·) is the associated trajectory and
π(·) = (m(·), z(·), l(·)). By the chattering lemma, given
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any ǫ > 0, there are an ε > 0 and an ordinary control
uǫ(·) that takes only finite many values, that uǫ(·) is a
constant on [kε, kε+ ε). zǫ(·) and lǫ(·) are defined anal-
ogously.mǫ(·) is the relaxed control representation, and
(X
ǫ
(·),mǫ(·)) converges weakly to (X(·),m(·)). Then
J(x, i, πǫ) ≥ V (x, i)− ǫ.
For each ǫ > 0, and the corresponding ε > 0 as
in the chattering lemma, consider an optimal con-
trol problem as in (2.3) with piecewise constant on
[kε, kε + ε). For this controlled diffusion process, we
consider its ǫ-skeleton. By that we mean we con-
sider the process (Xǫ(kε),mǫ(kε)). Let u˜ǫ(·) be the
optimal control, m˜ǫ(·) the relaxed control represen-
tation and π˜ǫ(·) = (m˜ǫ(·), z˜ǫ(·), l˜ǫ(·)), and X˜ǫ(·) the
associated trajectory. Since m˜ǫ(·) is optimal control,
J(x, i, π˜ǫ) ≥ J(x, i, πǫ) ≥ V (x, i) − ǫ. We next ap-
proximate u˜ǫ(·) by a suitable function of (W (·), α(·)).
Moreover, V h(x, i) ≥ Jh(x, i, πh)→ J(x, i, πǫ,θ) Thus,
lim inf
h
V h(x, i) ≥ Jh(x, i, πh)→ J(x, i, πǫ,θ).
Using the result obtained in Proposition 10,
lim inf
h
V h(x, i) ≥ V (x, i)− 2ǫ.
The arbitrariness of ǫ then implies that lim infh V
h(x, i) ≥
V (x, i).
Using (A.14) and (A.15) together with the weak conver-
gence and the Skorohod representation, we obtain the
desired result. The proof of the theorem is concluded. 2
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