An important issue in survival analysis is the investigation and the modeling of hazard rates. Within a Bayesian nonparametric framework, a natural and popular approach is to model hazard rates as kernel mixtures with respect to a completely random measure. In this paper we provide a comprehensive analysis of the asymptotic behavior of such models. We investigate consistency of the posterior distribution and derive fixed sample size central limit theorems for both linear and quadratic functionals of the posterior hazard rate. The general results are then specialized to various specific kernels and mixing measures yielding consistency under minimal conditions and neat central limit theorems for the distribution of functionals.
1. Introduction. Bayesian nonparametric methods have found a fertile ground of applications within survival analysis. Indeed, given that survival analysis typically requires function estimation, the Bayesian nonparametric paradigm seems to be tailor made for such problems, as already shown in the seminal papers by Doksum [4] , Dykstra and Laud [6] , Lo and Weng [24] and Hjort [11] . According to the approach of [6, 24] , the hazard rate is modeled as a mixture of a suitable kernel with respect to an increasing additive process (see [32] ) or, more generally, a completely random measure (see [21] ). This approach will be the focus of the present paper: below we first present the model and, then, the two asymptotic issues we are going to tackle, namely weak consistency and the derivation of fixed sample size central limit theorems (CLTs) for functionals of the posterior hazard rate.
1.1. Life-testing model with mixture hazard rate. Denote by Y a positive absolutely continuous random variable representing the lifetime and assume that its random hazard rate is of the form h(t) = X k(t, x)μ(dx), (1) where k is a kernel andμ a completely random measure on some Polish space X endowed with its Borel σ-field X . The kernel k is a jointly measurable application from R + × X to R + and the application C → C k(t, x) dt defines a σ-finite measure on B(R + ) for any x in X. Typical choices, which we will also consider in this paper, are:
(i) the Dykstra-Laud (DL) kernel [6] k(t, x) = I (0≤x≤t) , (2) which leads to monotone increasing hazard rates;
(ii) the rectangular kernel (see, e.g., [13] ) with bandwidth τ > 0 k(t, x) = I (|t−x|≤τ ) ; (3) (iii) the Ornstein-Uhlenbeck (OU) kernel (see, e.g., [25, 26] ) with κ > 0 k(t, x) = √ 2κ exp(−κ(t − x))I (0≤x≤t) ; (4) (iv) the exponential kernel (see, e.g., [14] )
which yields monotone decreasing hazard rates.
As for the mixing measure in (1) , letting (M, B(M)) be the space of boundedly finite measures on (X, X ),μ is taken to be a completely random measure (CRM) in the sense of [21] . This means thatμ is a random element defined on (Ω, F , P), taking values in (M, B(M)) and such that, for any collection of disjoint sets, B 1 , B 2 , . . . , the random variablesμ(B 1 ),μ(B 2 ), . . . are mutually independent. Appendix A.1 provides a brief account of CRMs, as well as justifications of the following statements. It is important to recall that a CRM is characterized by its Poisson intensity ν, which we can write as ν(dv, dx) = ρ(dv|x)λ(dx), (6) where λ is a σ-finite measure on X. If, furthermore, ν(dv, dx) = ρ(dv)λ(dx), the corresponding CRMμ is termed homogeneous, otherwise it is said to be nonhomogeneous. We always consider kernels such that X k(t, x)λ(dx) < +∞. Throughout the paper, we will take ν and λ to be nonatomic and we shall moreover assume that ρ(R + |x) = +∞ a.e.-λ and supp(λ) = X, (H1) where supp(τ ) indicates the topological support of a given measure τ . Note that (H1) is equivalent to requiring thatμ jumps infinitely often on any bounded set of positive λ-measure and is indeed a desirable property for a mixing measure, since it ensures that the topological support ofμ is the whole space M. See also the discussion around formula (3.22) in [18] for an account of the usefulness of (H1) for inferential purposes. In the examples we will focus on a large class of CRMs, which includes almost all CRMs used so far in applications and is characterized by an intensity measure of the type
where σ ∈ [0, 1) and γ is a strictly positive function on X. Note that, if γ is a constant, the resulting CRMs coincide with the generalized gamma measures [2] , whereas when σ = 0 they are extended gamma CRMs [6, 24] .
Having defined the ingredients of the mixture hazard (1), we can complete the description of the model, which is often referred to as life-testing model. The cumulative hazard is then given byH(t) = t 0h (s) ds and, provided H(t) → ∞ for t → +∞ a.s., (8) one can define a random density functionf as f (t) =h(t) exp(−H(t)) =h(t)S(t), (9) whereS(t) := exp(−H(t)) is the survival function, providing the probability that Y > t. Consequently, the random cumulative distribution function of Y is of the formF (t) = 1 − exp(−H(t)). Note that, givenμ,h represents the hazard rate of Y , that is, h(t) dt = P(t ≤ Y ≤ t + dt|Y ≥ t,μ). Throughout the paper we will assume that Such models have recently received much attention due to their relatively simple implementation in applications. Important developments, dealing also with more general multiplicative intensity models, can be found in [12, 13, 14, 15, 25, 26] , among others.
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Posterior consistency.
The study of consistency of Bayesian nonparametric procedures represents one of the main recent research topics in Bayesian theory. The "frequentist" (or "what if") approach to Bayesian consistency consists of generating independent data from a "true" fixed density f 0 and checking whether the sequence of posterior distributions accumulates in some suitable neighborhood of f 0 . Specifically, denote by P 0 the probability distribution associated with f 0 and by P ∞ 0 the infinite product measure. Moreover, the symbol F indicates the space of density functions absolutely continuous with respect to the Lebesgue measure on R, endowed with the Borel σ-field B(F) (with respect to an appropriate L 1 -topology). Now, if Π is the prior distribution of some random density functionf , taking values in F, and Π n denotes its posterior distribution, then one is interested in establishing sufficient conditions to have that, as n → +∞, for any ε > 0
where A ε (f 0 ) represents a ε-neighborhood of f 0 in a suitable topology. If (10) holds, then Π is said to be consistent at f 0 . Now, if A ε (f 0 ) is chosen to be a weak neighborhood, one obtains weak consistency. Sufficient conditions for weak consistency of various important nonparametric models have been provided in, for example, [8, 33, 35, 37] . By requiring (10) to hold with A ε being a L 1 -neighborhood, one obtains the stronger notion of L 1 consistency: general sufficient conditions for this to happen are provided in [1, 8, 36] . In the context of discrete models such as neutral to the right processes, posterior consistency has been studied in [9, 19, 20] . For a thorough review of the literature on consistency issues, the reader is referred to the monograph [10] .
Turning back to the life-testing model defined by (1) and (9), little is known about consistency, since their structure is intrinsically very different from the models considered so far. First results were given in [5, 25] . In particular, in [5] consistency is established for the DL kernel with extended gamma mixing measure assuming a bounded "true" hazard. In this paper, we determine sufficient conditions for weak consistency of Bayesian nonparametric models defined in terms of mixture random hazard rates. We also cover the case of lifetimes subject to independent right-censoring. Then, we use this general result for establishing weak consistency for mixture hazards with the specific kernels in (2)-(5) and CRMs characterized by (7) . In particular, we obtain consistency essentially w.r.t. nondecreasing hazards for DL mixtures, w.r.t. bounded Lipschitz hazards for rectangular mixtures, w.r.t. to hazards with certain local exponential decay rate for OU mixtures and w.r.t. completely monotone hazards for exponential mixtures.
1.3. Functionals of the posterior mixture hazard rate. The second aspect we investigate is the asymptotic behavior (in the sense of larger and larger time horizons) of functionals of the posterior random hazard rate given a fixed number of observations. We shall focus on functionals of statistical relevance, such as means, path-second moments and path-variances. Indeed, any CLT involving this type of functionals may be used to derive a synthetic-yet highly informative-picture of the "global shape" of a given (prior or posterior) hazard rate model. In particular, as we will see below, CLTs for linear and quadratic functionals contain specific information about the trend, the oscillations and the overall asymptotic variance of a random object such as (1) . This represents an important issue since, though widely used in practice, the implications of the choice of specific kernels and CRMs in defining (1) are generally not well understood and their choice is based on mere empirical considerations. In [27] functionals of the prior hazard rate are considered: the results, despite being of theoretical relevance, can serve also as a guide for prior specification. For instance, it is shown that the trend of the cumulative hazard with a DL kernel (2) with a homogeneous CRM is T 2 , with the oscillations around the trend increasing like T 3/2 , whereas with a rectangular kernel the trend is T and the oscillations increase like T 1/2 . Moreover, the parameters of the kernel and the CRM enter the variance of the asymptotic Gaussian random variable, thus leading to a rigorous procedure for their a priori selection.
Here, we face the more challenging problem of deriving CLTs for the posterior hazard rate: indeed, the model defined by (1) and (9) is not conjugate and, hence, the derivation of distributional results for posterior functionals is quite demanding. However, by exploiting the posterior representation of James [15] (to be detailed in Section 2), we are able to provide fixed sample size CLTs also for functionals of posterior hazard rates. One of our main findings is that, in all the considered special cases, the CLTs associated with the posterior hazard rate are the same as for the prior ones, and this for any number of observations. If one interprets CLTs as approximate "global pictures" of a model, the conclusions to be drawn from our results are quite clear. Indeed, although consistency implies that a given model can be asymptotically directed toward any deterministic target, the overall structure of a posterior hazard rate is systematically determined by the prior choice, even after conditioning on a very large number of observations.
As an example of the results derived in the sequel, consider again the hazard rate given by the DL kernel (2) with a homogeneous CRM, and let Y = (Y 1 , . . . , Y n ) be a set of observations. In Section 4.3.1, we will prove that
(the precise meaning of such a conditional convergence in law will be clarified in the sequel), where c is a constant and X is a centered Gaussian random variable with variance σ 2 . As anticipated, the crucial point will be that both c and σ 2 are independent of n and Y, and that they are actually the same constants appearing in the prior CLTs proved in [27] . A more detailed illustration of these phenomena is provided in Section 4.3, where we also discuss analogous results involving other models, as well as limit theorems for quadratic functionals. We stress that our choice of +∞ as a limiting point is mainly conventional, and that one can easily modify our framework to deal with models that live within a finite window of time by using an appropriate deformation of the time scale. For instance, one can embed a hazard rate model defined on [0, +∞) into a finite time interval, by substituting the time parameter T in the previous discussion with an increasing function of the type log [T * /(T * − T )], where T * < +∞ and 0 ≤ T < T * .
1.4.
Outline. The paper is organized as follows. Section 2 provides the posterior characterization of model (1) . In Section 3 sufficient conditions for weak consistency are established. Section 4 deals with posterior linear and quadratic functionals of the mixture hazard. The results are illustrated by various examples involving specific kernels and CRMs. In Section 5 some concluding remarks and future research lines are presented. Further results, which are also of independent interest, and the proofs are deferred to the Appendix.
2. Posterior distribution of the random hazard rate. In order to make Bayesian inference starting from model (1), an explicit posterior characterization is essential. Indeed, the first treatments of model (1) were limited to considering extended gamma CRMs, which allow for a relatively simple posterior characterization [6, 24] . Analysis beyond gamma-like choices ofμ has not been possible for a long time due to the lack of a suitable and implementable posterior characterization: however, in James [15] this goal has been achieved and many choices forμ can now be explored. See also [23] for a different derivation of these results. In what follows, we give an explicit description of the posterior characterization of the model (1) .
LetPf be the random probability measure associated with (9) and denote by (Y n ) n≥1 a sequence of exchangeable observations, defined on (Ω, F , P) and taking values in R + , such that, givenPf , the Y n 's are i.i.d. with distributionPf , that is,
In this context it is important to consider also some censoring mechanism, specifically independent right-censoring. Hence, suppose there are additionally Y n+1 , . . . , Y m random times which are right censored by censoring times C n+1 , . . . , C m , that is, Y i > C i for i = n + 1, . . . , m [by exchangeability, it would be equivalent to assume the right censored data to be an arbitrary
It is well known that assuming the distribution of C to be known is equivalent to assuming the distribution of C is a priori independent of the distribution of Y . Hence, the posterior distribution ofμ may be obtained without even specifying the prior on the distribution of C. Then the likelihood function based on Y = (Y 1 , . . . , Y m ), where the vector Y is composed of n completely observed times and m − n right censored times, has the form
where
k(t, x) dt and we set c i = ∞ for i = 1, . . . , n. If we now augment the likelihood with respect to the latent variables X = (X 1 , . . . , X n ), (11) reduces to
where X * = (X * 1 , . . . , X * k ) denote the k ≤ n distinct latent variables, n j is the frequency of X * j and D j = {r : x r = x * j }. Finally, set τ n j (x) = R + v n j e −vKm(x) ρ(dv|x). We are now in a position to state the posterior characterization of the mixture hazard rate.
Theorem 1 (James [15] ). Leth be a random hazard rate as defined in (1) , corresponding to model (9) . Then, given Y, the posterior distribution ofh can be characterized as follows:
(i) Given X and Y, the conditional distribution ofμ coincides with the distribution of the random measurẽ
whereμ m, * is a CRM with intensity measure
with, for i = 1, . . . , k, X * i a fixed point of discontinuity with corresponding jump J i distributed as
Moreover, the J i 's are, conditionally on X and Y, independent ofμ m, * . 
for any k ∈ {1, . . . , n} and n :
3. Consistency. Our first goal consists in deriving sufficient conditions for weak consistency of the Bayesian nonparametric life-testing model (9) with mixture hazard (1), which covers also the case of data subject to rightcensoring. Then, we exploit this criterion for obtaining consistency results for specific mixture hazards.
In the case of complete data, a general and widely used sufficient condition for weak consistency with respect to a "true" unknown density function f 0 , due to Schwartz [33] , requires a prior Π to assign positive probability to Kullback-Leibler neighborhoods of f 0 , that is,
for any ε > 0, (15) where d KL (f 0 , f ) = log(f 0 (t)/f (t))f 0 (t) dt denotes the Kullback-Leibler divergence between f 0 and f .
In the presence of right-censoring, we do not actually observe the lifetime Y , but, (Z, ∆), where Z = Y ∧ C, ∆ = I (Y ≤C) for C a censoring time with distribution P c admitting density f c . Clearly, this leads us to consider a prior on the space F × F and the corresponding prior Π * induced on the space of the distribution of the observables (Z i , ∆ i )'s.
The strategy of the proof consists in first rewriting the Kullback-Leibler condition in terms of the induced prior Π * : this condition then guarantees consistency of Π * . Moreover, it allows us to deduce the consistency of Π, the prior on the distribution of the lifetime Y , under independent right-censoring with the simple support condition
The last step consists in translating the Kullback-Leibler condition into a condition in terms of uniform neighborhoods of the true hazard rate h 0 on the interval (0, T ] for any finite T . When dealing with models for hazard rates, the latter appears to be both more natural and easy to verify.
Without risk of confusion, in the following we denote by Π the prior onf and also the prior induced onh. Moreover, recall that the "true" density f 0 can always be represented in terms of the "true" hazard h 0 as
Theorem 2. Letf be a random density function defined by (1) and (9) with kernels (2)- (5) and denote its (prior) distribution by Π. Suppose the distribution of the censoring times P c is independent of the lifetime Y , absolutely continuous and satisfies (16) . Moreover, assume that the following conditions hold:
(ii) there exists r > 0 such that lim inf t↓0h (t)/t r = ∞ a.s.
Then, a sufficient condition for Π to be weakly consistent at f 0 is that
for any finite T and positive δ.
Some comments regarding the conditions are in order at this point. Let us start by condition (i): the strict positivity of f 0 on (0, ∞) is equivalent to strict positivity of the "true" hazard h 0 on (0, ∞), which is a property satisfied by any reasonable h 0 . The second part of condition (i), which is also related to the asymptotic characterizations considered in Section 4, clearly becomes more restrictive the faster the trend of the cumulative hazard. However, note that if h 0 is a power function, then f 0 admits moments of any order and, hence, it is enough that the trend of the cumulative hazard is a power function as well. Condition (ii) allows to remove the somehow artificial assumption of h 0 (0) > 0 as in [5] . Indeed, h 0 (0) = 0 represents a common situation in practice and condition (ii) covers such a case by controlling the small time behavior ofh. Obviously, if h 0 (0) > 0, then one would adopt a random hazardh nonvanishing in 0 and so condition (ii) would be automatically satisfied. Overall, the result can be seen as a general consistency criterion for mixture hazard models and deals automatically with the case of independent right-censoring. Moreover, it should be extendable in a quite straightforward way to mixture hazards with different reasonably behaving kernels.
Before entering a detailed analysis of specific models, we show how condition (ii) of Theorem 2 can be reduced to the problem of studying the short time behavior of the CRM and, moreover, we establish that the CRMs defined in (7) satisfy the corresponding short time behavior requirement. Throughout this section we assume X = R + and, hence, when useful,μ will be treated as an increasing additive process (see [32] ), namely the càdlàg distribution function induced byμ.
Proposition 3. Leth be a mixture hazard (1). Then condition (ii) in Theorem 2 is implied by:
(ii1) there exists ε > 0 such thath(t) ≥ cμ((0, t]) for t < ε, where c is a constant not depending on t;
(ii2) there exists r > 0 such that lim inf t↓0μ ((0, t])/t r = ∞ a.s. In particular, (ii1) holds if k is either the DL (2) or the OU (4) kernel; (ii2) holds ifμ is a CRM belonging to (7) with σ ∈ (0, 1) and λ(dx) = dx.
Condition (ii1) requires that the random hazard leaves the origin at least as fast as the driving CRM, which is typically the case. Out of the four considered kernels, we have to face the problem ofh(0) = 0 a.s. for the DL and OU mixtures and for both kernels (ii1) is satisfied. Condition (ii2) asks to control the small time behavior of the CRM and is met by CRMs like (7) . If one is interested in CRMs different from (7), one can try to adapt one of the several results on small time behavior known in the literature (see, e.g., [32] and references therein).
We now move on to deriving explicit consistency results for mixture hazard life-testing models based on the four kernels defined in (2)- (5). These results are derived by verifying the conditions of Theorem 2 and, thus, hold also for data subject to right-censoring with absolutely continuous censoring distribution satisfying (16) . Though the details of the proofs are different, they rely on a common strategy: first consistency is established via condition (17) for "true" hazards of mixture form h 0 (t) = R + k(t, x)µ 0 (dx), where k is the same kernel used for defining the specific modelh; then, we show that these mixture h 0 's are arbitrarily close in the uniform metric to any h 0 belonging to a class of hazards having a suitable qualitative feature.
We first deal with DL mixture hazardsh(t) = R + I (0≤x≤t)μ (dx), which represent a model for nondecreasing hazard rates. The result establishes weak consistency of such models for any nondecreasing h 0 satisfying some mild additional conditions.
Theorem 4. Leth be a mixture hazard (1) with DL kernel andμ satisfying condition (ii2) of Proposition 3.
Then Π is weakly consistent at any f 0 ∈ F 1 , where F 1 is defined as the set of densities for which:
is strictly positive and nondecreasing for any t > 0.
The second model we consider is represented by rectangular mixture hazardsh(t) = R + I (|t−x|≤τ )μ (dx). In order to obtain consistency with respect to a large class of h 0 's we treat the bandwidth τ as a hyper-parameter and assign to it an independent prior π, whose support contains [0, L] for some L > 0. So we have two sources of randomness:τ with distribution π andμ, whose distribution we denote by Q. Hence, the prior distribution Π onh is induced by π × Q via the map (τ, µ) → h(·|τ, µ) := I (|·−x|≤τ ) µ(dx). In this framework we are able to derive consistency at essentially any bounded and nonvanishing Lipschitz hazard h 0 . Then Π is weakly consistent at any f 0 ∈ F 2 , where F 2 is defined as the set of densities for which:
. Define for any differentiable decreasing function g the local exponential decay rate as −g ′ (y)/g(y). Our result establishes consistency at essentially any h 0 which exhibits, in regions where it is decreasing, a local exponential decay rate smaller than κ √ 2κ. This sheds also some light on the role of the kernel-parameter κ: choosing a large κ leads to less smooth trajectories ofh, but, on the other hand, ensures also consistency with respect to h 0 's which have abrupt decays in certain regions.
Theorem 6. Leth be a mixture hazard (1) with OU kernel andμ satisfying condition (ii2) of Proposition 3.
Then Π is weakly consistent at any f 0 ∈ F 3 , where F 3 is defined as the set of densities for which:
(ii) h 0 (0) = 0 and h 0 (t) > 0 for any t > 0; (iii) h 0 is differentiable and, for any t > 0 such that h ′ 0 (t) < 0, the corresponding local exponential decay rate is smaller than κ √ 2κ.
Remark 1. In the above three mixture hazard models, one typically selects CRMs with λ in (6) being the Lebesgue measure on R + . If this is the case, then condition (i) in the definition of F i (i = 1, 2, 3), becomes R + t 2 f 0 (t) dt < ∞ for DL mixture hazards and R + tf 0 (t) dt < ∞ for rectangular and OU mixtures. Now we deal with mixture hazards based on an exponential kernelh(t) = R + x −1 e −t/xμ (dx), which are used to model decreasing hazard rates. Note that, in contrast to the DL, rectangular and OU kernels which all exhibit, for any fixed t, finite support on R + when seen as functions of x, in this case the support is R + for any fixed t. This implies the need for quite different techniques for handling it. Recall that a function g on R + is completely monotone if it possesses derivatives g (n) of all orders and (−1) n g (n) (y) ≥ 0 for any y > 0. The next result shows that consistency holds at essentially any completely monotone hazard for which h 0 (0) < ∞.
Theorem 7. Leth be a mixture hazard (1) with exponential kernel such
Then Π is weakly consistent at any f 0 ∈ F 4 , where F 4 is defined as the set of densities for which:
Note that the requirement ofh not to explode in 0 is easily achieved by selecting λ in (6) 
4. Fixed sample size posterior CLTs. In this section we derive CLTs for functionals of the random hazard given a fixed set of observations as time diverges. For the sake of clarity, in the following we confine ourselves to the case of complete observations; however, all subsequent results immediately carry over to the case of data subject to right-censoring.
Further concepts and notation.
Since we will heavily exploit the posterior characterization ofh recalled in Theorem 1, it is useful to introduce first some definitions related to quantities involved in its statement. Whenever convenient, we shall use the notation ν 0, * := ν andμ 0, * :=μ, that is, µ 0, * is the "prior" CRM and ν 0, * is its intensity measure. For every n ≥ 0, q, p ≥ 1, we denote by
the Banach space of real-valued functions f on (R + ×X) q , such that |f | p is integrable with respect to (ν n, * ) q := (ν n, * ) ⊗q . We write
2 , is said to be symmetric whenever f (s, x; t, y) = f (t, y; s, x) for every (s, x), (t, y) ∈ R + × X. Now we introduce various kernels which will enter either the statements or the conditions of the posterior CLTs. For n ≥ 0, we denote the posterior hazard rate and posterior cumulative hazard, given X and Y, bỹ
In (18) and (19), we implicitly introduced the notationh n, * (t) andH n, * (T ) for, respectively, the hazard rate and cumulative hazard without fixed points of discontinuity. Note thath ∆ 0, * (t) coincides withh(t), the prior hazard rate.
Furthermore, we need to define two basic classes of kernels:
(i) for every n ≥ 0 and every f ∈ L 2 s ((ν n, * ) 2 ), the kernel f ⋆ 1 1,n f is defined on (R + × X) 2 and is equal to the contraction
(ii) for every n ≥ 0 and every f ∈ L 2 s ((ν n, * ) 2 ), the kernel f ⋆ 1 2,n f is defined on (R + × X) and is given by
The "star" notation is rather common, see, for example, [16, 28, 34] . Note that the Cauchy-Schwarz inequality yields that
. It is worth noting that the two operators "⋆ 1 1,n " and "⋆ 1 2,n ," which appear in the stataments of our CLTs, can be used to obtain explicit (combinatorial) expressions of the moments and of the cumulants associated with single and double integrals with respect to a Poisson (completely) random measure. See [31] for a discussion of this point.
Introduce now a last set of kernels which will appear in the conditions of the results discussed in Section 4. Fix n ≥ 0, take T such that 0 ≤ T < +∞ and define
General results.
Before stating the results concerning the asymptotic behavior of functionals of random hazards, we need to make some more technical assumptions, which do not appear to be very restrictive; indeed, in the following examples, involving kernels and CRMs commonly exploited in practice, they will be shown to hold.
In the sequel we consider mixture hazards (1) which, in addition to (H1)-(H2), satisfy also
See [27, 28] for a discussion of these conditions. Recall from (18), thath n, * (t) stands for the posterior hazard without fixed points of discontinuity (given X and Y) and is characterized by (13) . It is straightforward to see that, if the prior hazard rate satisfies (H1)-(H3), thenh n, * (t) meets (H1)-(H3) as well.
Given an event B ∈ F , we will say that B has P{·|X, Y}-probability 1 whenever there exists Ω ′ ∈ F such that P{Ω ′ } = 1, and, for every fixed ω ∈ Ω ′ , the random probabilty measure A → P{X ∈ A|Y}(ω) has support contained in the set of those (x 1 , . . . , x n ) ∈ X n such that
Finally, fix a sample size n ≥ 1 for the remainder of the section. The following Theorems 8, 9 and 10 provide sufficient conditions to have that linear and quadratic functionals associated with posterior random hazard rates verify a CLT. The first result deals with linear functionals.
Theorem 8 (Linear functionals).
where σ 2 0 (n, k) ∈ (0, +∞). Also assume that, with P{·|X, Y}-probability 1,
Then, a.s.-P, for every real λ,
Remark 2. When n = 0 and setting, by convention, Y = X = 0 so that σ{Y, X} = {Ω, ∅}, one recovers Theorem 1 in [27] for prior random hazards. The same applies for the following two results concerning path-second moments and path-variances.
Theorem 9 (Path-second moments). Suppose k
T ∈ L 3 (ν n, * ) and that there exists a strictly positive function C 1 (n, k, T ) such that the following asymptotic conditions are satisfied as T → +∞:
with P{·|X, Y}-probability 1; 7. with P{·|X, Y}-probability 1,
Moreover, define
Theorem 10 (Path-variances). Suppose that the assumptions of Theorem 8 and Theorem 9 are satisfied. Assume, moreover, that
, with P{·|X, Y}-probability 1 T is given by (30) . Then, a.s.-P, for every real λ
Remark 3. We stress that, in general, the four quantities m(n, ∆ n, * , k), σ 2 4 (n, ∆ n, * , k), v(n, ∆ n, * , k) and σ 2 5 (n, ∆ n, * , k) (appearing in the previous three statements) can be random.
4.3.
Applications. In this section we derive CLTs for functionals of posterior hazards based on the four kernels (2)- (5), combined with generalized gamma CRMs [2] , namely CRMs as in (7) with γ a positive constant. The measure λ is chosen such that the life-testing model is well defined and (H1)-(H3) are met. Many other classes of CRM represent possible alternatives and one can proceed as below. It is important to recall that consistency of all the models dealt with below is easily deduced from the results in Section 3.
In all the cases we get to the conclusion that the asymptotic behavior of functionals of the posterior hazard rate coincides exactly with the behavior of functionals of the prior hazard. To see why this happens, let us focus on the behavior of the trend of the posterior CRM. It turns out that E[H n, * (T )] ∼ ψ 1 (T ) + ψ 2 (T ; Y), where ψ 1 (T ) ∼ E[H(T )] and ψ 2 (T ; Y) explicitly depends on the data Y, is different from 0 for every T > 0 and ψ 2 (T ; Y) = o(ψ 1 (T )). Moreover, once the rate of divergence from the trend C 0 (n, k, T ) is computed, one finds that C 0 (n, k, T ) = C 0 (k; T ) and C 0 (k, T ) −1 × ψ 2 (T ; Y) → 0 as T → ∞. To fix ideas, consider a DL mixture hazard with generalized gamma CRM given one observation Y 1 : one obtains
and, since the divergence rate C 0 (n, k, T ) −1 is equal to T 3/2 , the influence of the data vanishes at a rate T −1/2 . Similar phenomena occur when studying the asymptotic behavior of the part of the posterior corresponding to the fixed points of discontinuity. This basically explains why the forthcoming CLTs do not depend on the data. Such an outcome is quite surprising, at least to us. Note, indeed, that the Poisson intensity of the posterior CRM (13) depends explicitly on the data Y, which implies that the posterior hazard, and a fortiori the posterior cumulative hazard, depend on the data for any T . Also, the fact that the variance of the asymptotic Gaussian distribution is not influenced by the data is somehow counterintuitive: since the contribution of the CRM vanishes in the limit, one would expect the variance to become smaller and smaller as more data come in. Since this does not happen, our findings provide some evidence that the choice of the CRM really matters whatever the size of the dataset. Hence, one should carefully select the kernel and CRM so to incorporate prior knowledge appropriately into the model; the neat CLTs presented here provide a guideline in this respect by highlighting trend, oscillation around the trend and asymptotic variance.
4.3.1. Asymptotics for kernels with finite support. We start by considering kernels with finite support, namely, the DL, OU and rectangular ones with generalized gamma CRM and take λ to be the Lebesgue measure on R + . This ensures that (H1)-(H3) are satisfied. For a generalized gamma CRM one has, for any c > 0,
ρ , where (a) n := Γ(a + n)/Γ(a) denotes the Pochhammer symbol. Since in the posterior the CRM becomes nonhomogeneous with updated intensity (13) , the verification of the conditions of Theorems 8-10 can become cumbersome. However, for any A ∈ R 2 + , one has
where ν(dv, dx) := exp{−nk T ∈ L 3 (ν), so that condition (i) of Theorem 8 is a direct consequence of (31). Next, one can check that k
ρ T . In fact, the dominating term in the norm with respect to ν is the integral over
which is in turn equal to the dominating term of k
L 3 (ν n, * ) → 0 and we have that (27) and (28) are satisfied with
ρ , which importantly does not depend on the observations Y. As for (29) , with P{·|X, Y}-probability 1, we have
Hence, from Theorem 8 combined with fact that the limiting mean does not depend on Y, it follows that
where σ 2 0 (0, k) = 2κ −1 (1 − σ)γ −2+σ . Therefore, the posterior cumulative hazard has the same asymptotic behavior as the prior cumulative hazard. As mentioned before, this is quite surprising also in the light of the consistency result.
Let us now consider the path-second moment. We obtain k
T (v, x; u, y) = uv T e κ(x+y) (e −2κ(x∨y) − e −2κT )I (0≤x,y≤T ) , and, as for condition 1 in Theorem 9, one finds that k
ρ ) 2 T and, hence,
ρ ) 2 , which coincide with the case n = 0. The idea here is the same as before, namely that the dominating term of the norm with respect to ν 2 is the integral over (
which is equal to the dominating term of k
. Then, conditions 2., 3. and 4. are verified since they are verified for n = 0. In particular, note that k
T for i = 1, 2. As for condition 5., one first check that k (4) T,∆ n, * = O(T −1 ), then some tedious algebra allows to verify that it is satisfied with σ 2 4 (n, ∆ n, * , k) = K
. This is, indeed, a delicate point since both k
T,n and the norm with respect to the updated Poisson intensity ν n, * depend on the posterior. Once this is done, it is not difficult to check that condition 6. is satisfied. Moreover, the quantity v(n, ∆ n, * , k) in condition 7. can be shown to be 0, whereas A n, * T = O(T −1 ) in (30) . Finally, one can check that
ρ ) 2 , so that, from Theorem 9, we deduce the following CLT for the path-second moment:
where σ 2 1 (n, k) + σ 2 4 (n, ∆ n, * , k) =
(1−σ)(16κ −1 γ 2σ +2(9−5σ)γ σ +κ(2−σ) 2 ) κγ 4−σ . As far as the path-variance is concerned, one verifies easily that the conditions of Theorem 10 are satisfied, with δ(n, k) =
ρ , which again do not depend on the observations Y. As for the posterior mean of the path-variance, one finds that
ρ + o(T −1/2 ), so that Theorem 10 leads to
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For the other two kernels, namely rectangular and DL, one can proceed along the same lines of reasoning and, again, the asymptotic posterior behavior coincides with the one of the prior. In particular, one obtains that for linear functionals and quadratical functionals of hazard rates based on the rectangular kernel, the CLTs (32), (33) and (34) hold with the same rate functions and appropriately modified constants and variances (for the exact values see [27] , since they coincide with the a priori ones). As for the DL kernel the CLT for the posterior cumulative hazard is of the form
With reference to quadratic functionals, in this case, some of the conditions of Theorems 9 and 10 are violated already in prior (see [27] for details).
Asymptotics for exponential kernel.
Here we consider random hazards based on the exponential kernel. Indeed, it is crucial to consider also a kernel with full support, since one may think that the lack of dependence on the data of posterior functionals may be due to the boundedness of the support of the kernels dealt with in Section 4.3.1. However, it turns out that, again, the posterior CLTs coincide with the corresponding prior CLTs.
In particular, set, within (7), λ(dx) = x −1/2 e −1/x (2 √ π) −1 : this implies thath(0) < ∞ a.s., (8) is in order and (H1)-(H3) are satisfied. This model is of interest also beyond the scope of the present asymptotic analysis; in fact, it leads to a prior mean E[h(t)] = K
ρ (t + 1) −1/2 and, thus, we have a nonparametric prior centered on a quasi Weibull hazard, which is a desirable feature in survival analysis.
We start by investigating the linear functional ofh: here we provide details also for the derivation of the prior CLTs since this model has not been considered in [27] . In this case, we have that k
ν) for all T > 0 and the same holds for the posterior. We also have that k
When considering the posterior, one can check that k
In fact, by a change of variable and dominated convergence
ρ .
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Therefore, E[H n, * (T )] ∼ E[H(T )]. Similar arguments lead to show that k
is sufficient for concluding that (28) holds both for the prior and the posterior. Finally, as T → ∞,
with P{·|X, Y}-probability 1; thus, also in this case (29) holds with m(n, ∆ n, * , k) = 0. We can then deduce from Theorem 8 that
for any sample size n ≥ 0 and with σ 2 0 = (2 − √ 2)(1 − σ)γ −1+σ . Hence, we have shown that the exponential kernel hazard exhibits both trend and oscillations of order T 1/2 and verifies exactly the same CLT for both prior and posterior cumulative hazard, thus confirming that the asymptotics is not influenced by the data.
Our results for quadratic functionals do not apply to the exponential kernel. To see this, note that k 
,
being a positive constant, so that condition 2 in Theorem 9 does not hold.
Concluding remarks.
In the present paper we have investigated two different asymptotic aspects of a random hazard model, namely consistency and the behavior of a functionals of the hazard as time diverges. As for the former, we have provided a general weak consistency criterion for mixture random hazards and established weak consistency for specific models with respect to large classes of "true hazards" h 0 . It seems worth discussing briefly the case of Weibull hazards, that is, h 0 (t) = αλt α−1 (α/λ)(t/λ) α−1 with α, λ > 0, which are widely used in the parametric setup. The case of α > 1 is covered by both Theorem 4 (DL kernel) and Theorem 6 (OU kernel). When α < 1, h 0 is a completely monotone function and it would naturally belong to the domain of attraction of Theorem 7; however, in such a case h 0 (0) is not finite and, hence, the required conditions are not met. Nonetheless, h 0 can be approximated to any order of accuracy by h ε (t) = (α/λ)((t + ε)/λ) α−1 , for some small enough ε > 0, when accuracy is measured in terms of survival functions. In fact, it is easy to see that for S 0 (t) and S ε (t), the survival functions corresponding to h 0 and h ε , respectively, sup t |S 0 (t) − S ε (t)| goes to zero as ε approaches zero. Finally, note that Theorem 7 applies to h ε for any ε > 0. Further work is needed in order to extend the consistency result to completely monotone hazards which explode in zero; for such cases, condition (17) is probably too strong.
Future work will also focus on achieving consistency with respect to stronger topologies; two are the possible routes in this direction. The first one is to investigate under which additional conditions on the CRMμ and restrictions on the form of the true hazard rate h 0 we get L 1 -consistency at the density level, that is, (10) with A ε being a L 1 neighborhood of f 0 . To this end, one has then to consider the metric entropy of the subset of F corresponding to the qualitative condition given on h 0 . Moreover, one has to investigate in detail the support of the prior Π on F via the mapping h →f =h exp(− t 0h ). This appears to be a rather difficult problem because ofh appearing twice, and existing results on random mixing densities are not easily extensible. The second strategy consists of investigating consistency directly at the hazard level. Indeed, weak consistency at the density level implies pointwise consistency of the cumulative hazard:
for any ε, T > 0. Among stronger topologies, a promising one seems to be the one induced by ∞ 0 |h(t) − h 0 (t)|S 0 (t) dt, where S 0 (t) = exp{− t 0 h 0 (s) ds}. With reference to the study of the asymptotic behavior of functionals of the random hazard, a further interesting development consists in studying the joint limit as both the number of observations and time diverge. To achieve such a result, one probably needs to find a right balance in the simultaneous divergence of the sample size and time, which lets the influence of the data emerge.
APPENDIX: BACKGROUND, ANCILLARY RESULTS AND PROOFS
A.1. Completely random measures. Here we highlight some basic facts on CRMs. The reader is referred to [3] and [22] for exhaustive accounts. Consider a measure space (X, X ), where X is a complete and separable metric space and X is the usual Borel σ-field. Introduce a Poisson random measurẽ N , defined on some probability space (Ω, F , P) and taking values in the set of nonnegative counting measures on (R + × X, B(R + ) ⊗ X ), with intensity measure ν, that is, E[Ñ (dv, dx)] = ν(dv, dx) and, for any A ∈ B(R + ) ⊗ X such that ν(A) < ∞,Ñ (A) is a Poisson random variable of parameter ν(A). Given any finite collection of pairwise disjoint sets, A 1 , . . . , A k , in B(R + ) ⊗ X , the random variablesÑ (A 1 ), . . . ,Ñ(A k ) are mutually independent. Moreover, the intensity measure ν must satisfy R + (v ∧ 1)ν(dv, X) < ∞ where a ∧ b = min{a, b}.
Let now (M, B(M)) be the space of boundedly finite measures on (X, X ), where µ is said boundedly finite if µ(A) < +∞ for every bounded measurable set A. We suppose that M is equipped with the topology of vague convergence and that B(M) is the corresponding Borel σ-field. Letμ be a random element, defined on (Ω, F , P) and with values in (M, B(M)), and suppose thatμ can be represented as a linear functional of the Poisson random measureÑ (with intensity ν) asμ(B) = R + ×B sÑ(ds, dx) for any B ∈ X . From the properties ofÑ it easily follows thatμ is a CRM on X [21] , that is: (i)μ(∅) = 0 a.s.-P; (ii) for any collection of disjoint sets in X , B 1 , B 2 , . . . , the random variablesμ(B 1 ),μ(B 2 ), . . . are mutually independent andμ( j≥1 B j ) = j≥1μ (B j ) holds true a.s.-P. Now let G ν be the space of functions g : X → R + such that R + ×X [1 − e −sg(x) ]ν(ds, dx) < ∞. Then, the law ofμ is uniquely characterized by its Laplace functional which, for any g in G ν , is given by
From (35) it is apparent that the law of the CRMμ is completely determined by the corresponding intensity measure ν. Letting λ be a σ-finite measure on X, we can always write the Poisson intensity ν as (6), where ρ : B(R + ) × X → R + is a kernel [i.e., x → ρ(C|x) is X -measurable for any C ∈ B(R + ) and ρ(·|x) is a σ-finite measure on B(R + ) for any x in X]. Note that the kernel ρ(dv|x) is uniquely determined outside some set of λ-measure 0, and that such a disintegration is guaranteed by Theorem 15.3.3 in [17] . Finally, recall (see, e.g., Proposition 1 in [30] ) that a linear functional of a CRM, X f (x)μ(dx), is a.s. finite if and only if
A.2. Proofs of the results of Section 3.
Proof of Theorem 2. The first step consists in adapting the K-L condition (15) to the case of right-censoring. Denote by F 0 ⊂ F × F the class of all pairs of density functions (f 1 , f 2 ) such that both f 1 and f 2 are supported on the entire positive real line. Let X i ∼ f i , for i = 1, 2, suppose X 1 is stochastically independent of X 2 and define ψ(X 1 , X 2 ) = (X 1 ∧ X 2 , I (X 1 ≤X 2 ) ). The density of ψ with respect to the Lebesgue measure and the counting measure on {0, 1} is given by
Then φ is one-to-one on F 0 and the maps φ, φ −1 defined on F 0 and F * 0 = φ(F 0 ), respectively, are continuous with respect to the supremum distance ASYMPTOTICS FOR POSTERIOR HAZARDS 23 on distribution functions. See Peterson [29] . Denote byΠ the prior on F 0 and by Π * =Π • φ −1 the induced prior on F * 0 . Since (f 0 , f c ) ∈ F 0 by hypothesis, the continuity of φ −1 implies that the posteriorΠ(·| (Z 1 , ∆ 1 ) , . . . , (Z n , ∆ n )) is weakly consistent at (f 0 , f c ) if Π * (·|(Z 1 , ∆ 1 ) , . . . , (Z n , ∆ n )) is weakly consistent at φ(f 0 , f c ). Indicate by p(x, d), for x ∈ R and d = 0, 1 a generic element of F * 0 . Then, K-L support condition on Π * at p 0 ∈ F * 0 takes the form
for any ε > 0. As observed in Section 2, since the prior on f c does not play any role in the analysis, we may treat f c as fixed, that is, take a prior on
for any ε > 0, where we defined the survival functions S 0 (t) = 1−
The next step consists in showing that, under the stated hypotheses, the K-L support condition (37) is satisfied, which in turn implies weak consistency. Specifically, we show that a sufficient condition for (37) is that, for any δ > 0, there exists T ′ such that, for any T > T ′ ,
where H(t) = t 0 h(s) ds and H 0 (t) = t 0 h 0 (s) ds. By the structural properties of the model with (2)- (5), it follows that (38) holds under condition (17) and ∞ 0 |H(t) − H 0 (t)|f 0 (t) dt < ∞ a.s. In particular, the latter is implied by condition (i) and the fact that
which, by (38), has positive probability for any δ and any T larger than a time point T ′ that may depend on δ. Our goal is then to show that, for any ε > 0, there exists δ > 0 and T sufficiently large such that, for any h ∈ V (δ, T ), 
As for the first integral in the right-hand side of (42), it is easy to see that ∞ T log(h 0 )f 0 S c goes to zero as T → ∞. As for the second integral, one needs to consider the case of h(t) that eventually goes to zero, but then the negligibility of the integral as T → ∞ is guaranteed by condition (i) and (8), which is needed for the model to be well defined. As for the third integral in the right-hand side of (42), notice that f 0 (t)S c (t) + f c (t)S 0 (t) ≤ 2f 0 (t) for t sufficiently large since S c ≤ 1 and f c is eventually smaller than h 0 . Therefore
and we can conclude that there exists a positive δ sufficiently smaller than ε/4 and T sufficiently large such that (40) holds for any h ∈ V (δ, T ).
We are now left to show that (41) holds. Assume first that h 0 (0) > 0 and write
Next, let c := inf t≤T h 0 (t), which is positive by condition (i), and note that, for δ < c and h ∈ V (δ, T ),
where E 0 := ∞ 0 tf 0 (t) dt is finite by condition (i) and the last inequality follows from f 0 S c + f c S 0 being the density of Z = Y ∧ C which, in turn, is stochastically smaller than Y . Hence, I 1 + I 2 ≤ δ(c − δ) −1 + δE 0 , so that δ < min{cε/(4 + ε), ε/(4E 0 )} implies (41) for any h ∈ V (δ, T ), no matter how large T is. Finally, one can choose δ small enough and T large enough such that (40) and (41) are simultaneously satisfied for any h ∈ V (δ, T ).
By allowing h 0 (0) = 0, we need a different bound for I 1 in (43). We proceed by taking 0 < ς < T and split I 1 into
As for I 12 , for fixed ε, find δ and T such that h ∈ V (δ, T ) implies I 12 + I 2 < ε/4, for any ς. As for I 11 , we need to prove that, for the same ε fixed above, there exists a small enough ς > 0 such that
This is tantamount of showing that log(h 0 /h)f 0 S c is integrable in 0 a.s., which in turn reduces to show that log(h 0 /h)f 0 is integrable in 0 a.s. since S c (0) = 1. Note that it is sufficient to control the worst case, namely wheñ h(0) = 0 a.s., but then integrability in 0 follows from condition (ii). Indeed, we need to show that there exists 0 < p < 1 such that lim sup
First note that lim τ ↓0 log{h 0 (τ )}f 0 (τ ) = 0. This can be deduced by reasoning in terms of log(f 0 )f 0 since, clearly, h 0 (τ ) ∼ f 0 (τ ) as τ → 0. As for log(f 0 )f 0 vanishing at zero, we start considering f 0 having regular variation of exponent 0 < p < 1 at zero, that is,
where L * is a slowly varying function at ∞. Hence f 0 log(f 0 ) is a regularly varying function at zero with exponent p and, in turn, it vanishes in zero. Note that the larger p is, the faster log{h 0 (τ )}f 0 (τ ) vanishes as τ → 0. Next, we have that, for any 0 < p < 1,
where the last limit is zero for any 0 < p < 1. The integrability then follows for any 0 < p < 1. Slightly different arguments can be used when f 0 has regular variation of exponent p > 1 at zero, while the special case of f 0 slowly varying at zero (i.e., p = 0) can be dealt by using Lemma 2 of Feller [7] , Section VII.8. The proof is then complete.
Proof of Proposition 3.
The fact that (ii1) and (ii2) are sufficient for condition (ii)(b) of Theorem 2 to hold is straightforward.
Since for DL mixture hazardsh(t) =μ([0, t]) and for OU mixturesh(t) ≥ √ 2κe −κεμ ([0, t]) for any ε > t, condition (ii1) is met for both. Let us now show that CRMs as in (7) with σ ∈ (0, 1) and λ(dx) = dx satisfy condition (ii2). Assume, for the moment, that γ in (7) is constant and denote it byγ. Hence, we have the generalized gamma subordinator, whose Laplace exponent is given by ψ(u) := σ −1 (u +γ) σ −γ σ . Moreover, ∞ 0 v ε ρ(dv) = ∞ for any ε < σ and the inverse of ψ(u) is of the form ψ −1 (y) = (σy + γ σ ) 1/σ − γ. Thus, we are in a position to apply Proposition 47.18 in [32] , which, in our case allow to state that there exists a constant C such that lim inf
where g(t) = log log(1/t)[(σt −1 log log(1/t) + γ σ ) 1/σ − γ] −1 . From (45) it follows immediately that, for any δ > 0, lim inf t↓0μ
t 1/σ+δ = ∞ a.s. Hence, condition (ii2) is satisfied by taking r = 1/σ + δ. To see that condition (ii2) holds also ifμ is a nonhomogeneous CRM it is enough to note that the corresponding Laplace exponent σ −1 ∞ 0 [(u + γ(x)) σ − γ(x) σ ] dx is bounded above by ψ(u) := σ −1 (u +γ) σ −γ σ withγ = inf x∈R + γ(x) ≥ 0 and that, infinitesimally, a nonhomogeneous CRM behaves like a homogeneous one.
An auxiliary lemma. Before getting into the proofs of the consistency results, we provide a useful auxiliary result. Let M be the space of boundedly finite measures on R + and denote by G the space of distribution function associated to it: clearly, any G ∈ G will be a nondecreasing càdlàg function on R + such that G(0) = 0.
Lemma 11. Letμ be a CRM on R + , satisfying (H1), and denote by Q the distribution induced on G. Then, for any G 0 ∈ G, any finite M and η > 0,
Proof. Fix ε > 0 and choose (z 0 , . . . , z N ) such that (i) 0 = z 0 ≤ z 1 < · · · < z N = M ; (ii) all locations, where G 0 has a jump of size larger than ε/2, are contained in (z 1 , . . . , z N−1 ); (iii) for l = 1, . . . , N , G 0 (z
where the jump j l at z l is given by
Under (H1), it can be proved that, for any x ≤ M and for any a, b such that 0 < a < b, Q{G ∈ G : G(x) ∈ (a, b)} > 0. See, for example, Proposition 1 in [5] . Given this, we next show that G ε in (46) is in the support of Q. Fix δ > 0 and denote by B δ (c) the ball of radius δ centered in c. Define
The sets W l (G ε ) are independent under Q and each has positive probability. We conclude that, for any δ > 0,
The proof is then completed by taking ε and δ such that ε + δ < η. Now, relying on Theorem 2 and Lemma 11, we are in a position to provide the proofs of Theorems 4-7. Showing that for the specific kernels at issue (17) is met, represents a result of independent interest concerning small ball probabilities of mixtures with respect to CRMs; indeed, passing through Lemma 11, we actually show that (H1) is sufficient for (17) , that is, forh putting positive probability on uniform neighborhoods of h 0 .
Proof of Theorem 4. The first step consists in verifying consistency with respect to hazards of mixture form. To this end we postulate the existence of a boundedly finite measure µ 0 on R + such that
Clearly, µ 0 has to be such that T 0 h 0 (t) dt → +∞, as T → ∞, in order to ensure the model to be properly defined. In the case of the DL kernel, (17) is a direct consequence of Lemma 11 since h 0 (t) = G 0 (t) andh(t) =μ([0, t]).
The consistency result clearly extends to all increasing hazard rates h 0 with h 0 (0) = 0. To see this let µ 0 be the measure associated to h 0 . Then µ 0 ∈ M since µ((0, τ ]) = h 0 (τ ) → 0 as τ → 0 and h 0 (t) = I (0≤x≤t) µ 0 (dx). Finally, note that the moment condition in (i) of Theorem 2 reduces to R + E[H(t)]f 0 (t) dt < ∞ since, for any choice of λ in (6) and for any large enough t, E[H(t)] > t.
Proof of Theorem 5. As before, we first establish (17) for h 0 of mixture form (47) and assume τ to be fixed and (i) and (ii) to hold. Take G ∈ {G ∈ G : sup t≤T +τ |G(x) − G 0 (x)| < δ} and let h G be the corresponding hazard 
Take δ such that 2δ < η, which yields Π{h : sup 0<t≤T |h(t) − h 0 (t)| < η} ≥ Q{G ∈ G : sup x≤T +τ |G(x) − G 0 (x)| < δ}, where we recall that Q is the distribution induced on G. The right-hand side has positive probability by Lemma 11 and, hence, (17) [7] . Condition (a) is implied by H 0 being Lipschitz, which is guaranteed by the boundedness of h 0 . Condition (b) boils down to showing that, to each ε > 0, there corresponds a δ > 0 such that
for all large m. For simplicity we consider τ m ≤ s < t < m − τ m . Then
for some t * , s * such that t − τ m ≤ t * < t + τ m and s − τ m ≤ s * < s + τ m . Next, for t * , s * running in these two intervals
Finally, for given ε, choose m 0 large enough such that T < m 0 − τ m 0 and ε/K − 2τ m 0 > 0. Then (48) is satisfied for δ < ε/K − 2τ m 0 , and (b) is proved. Now fix η > 0. There exists m such that sup 0<t≤T |h m (t) − h 0 (t)| < η/2. For this m, take G ∈ {G ∈ G : sup x≤T +τm |G(x) − G m (x)| < δ} for δ < η/4 and let h G be the corresponding hazard rate. Then, one has
Such m and δ yield Π{h :
The right-hand side has positive probability by Lemma 11 and the hypotheses on π. Hence, the proof is complete.
Proof of Theorem 6. As for the Ornstein-Uhlenbeck kernel, note that, sinceμ is a.s. discrete,h is a shot-noise process with exponentially decaying shocks, that is,h(t) = i J i √ 2κ exp{−κ(t − X i )}I (0≤X i ≤t) , where the J i 's and X i 's are the random shocks and locations, respectively. We first aim at showing that any h 0 of the form (47) satisfying (i) and (ii) can be approximated in the sup norm on [0, T ] to any order of accuracy by a step-wise continuous function with a finite number of jumps. Let G ε be the step function defined in (46) and h ε the corresponding hazard rate
by determining a lower and an upper bound for the difference h 0 − h ε . It turns out that the minimum distance h 0 − h ε is attained at one of the jump points z l 's and a lower bound for h 0 (z l ) is obtained by moving the increment G 0 (z
As for the maximum of h 0 − h ε , an upper bound for h 0 (t), with t ∈ [z l , z l+1 ), is obtained by moving the increment G 0 (z
near to the left of z i for i ≤ l and G 0 (t) − G 0 (z l ) near to the left of t. Hence, we get
and (49) is proved. Now, take G such that sup x≤T |G ε (x) − G(x)| < δ and denote by h G (t) = t 0
Reasoning as for (49), the following bounds for h G (t) can be found
which leads to the following bound in the sup norm
Thus, (50) is proved. Now, by combining (49) and (50), for any
Now, for any η > 0, take ε and δ small enough such that (ε + 2δ) √ 2κ < η. Hence, we obtain Π{h : sup 0<t≤T |h(t)−h 0 (t)| < η} ≥ Q{G ∈ G : sup x≤T |G(x)− G ε (x)| < δ}. Note that the right-hand side has positive probability by Lemma 11 and, hence, (17) is proved. Now we show that any differentiable hazard rate such that h 0 (0) = 0 and, according to condition (iii),
can be represented as OU mixture (47) with absolutely continuous µ 0 . Define u(x) = h ′ 0 (x) + κ √ 2κh 0 (x). Such u is a well defined Radon-Nikodým derivative of a boundedly finite measure with respect to the Lebesgue measure. This follows from the fact that u(x) ≥ 0 for any x by condition (iii) and that it is integrable in zero since
Then, both h * and h 0 are solution of the differential equation
which is a set of positive probability for any ε 3 > 0 by (51), and note that ∞) ). Take now G ′ ∈ A(M, ε 2 )∩B(M, ε 3 ) and let h G ′ (t) = R + e −t/x dG ′ (x). Then, for an arbitrary t ≤ T , choose the appropriate t i such that (52) holds and write
As for I 1 , we have
where we used the fact that h 0 andh are decreasing in the second step. Similar arguments lead to I 2 ≤ γG ′ 0 (M ) + 2ε 1 . Concerning I 3 , write
where, in the last step, we have exploited the fact that G ′ belongs also to a weak neighborhood of G ′ 0 of radius ε 3 , when one reasons in terms of finite measures over [0, M ]. Summing up, we have obtained
is a finite constant. Hence, we are able to state that, for a given η, it is always possible to choose γ, ε 1 , ε 2 and ε 3 such that |h G ′ (t) − h 0 (t)| ≤ η for G ′ in a set of positive probability. To see this, set ε 1 and ε 2 such that 3(
; for such γ set ε 3 such that ε 3 (γ + 1) < η/4. The next step consists in establishing that any function completely monotone function ϕ on R + such that ϕ(0) < ∞ is of the form
where G ∈ G, that is, it is an exponential mixture with respect to a boundedly finite measure. The starting point is the fundamental result of Bernstein, which characterizes completely monotone functions as mixtures, the mixing measures being probability measures. For our needs it is more convenient to resort to the version of Bernstein's result as formulated in Theorem 1(a) on page 439 in Feller [7] : a function ϕ on (0, ∞) is completely monotone if and only if it is of the form
where U ∈ M. Without loss of generality, we may assume that ϕ ∼ L(1/τ ), where L is a slowly varying function at infinity. This clearly covers the case of ϕ's such that ϕ(0) < ∞, which is one of our assumptions. At this point we resort to a suitable Tauberian theorem (see Theorem on page 445 in [7] ), which allows to deduce the behavior at infinity of U in (54) from the behavior in zero of ϕ. Hence, we have U (t) ∼ L(t), as t → ∞. Let now T (x) = 1/x and denote with U • T −1 the image measure of U by T . We can write ϕ(λ) = for sufficiently small τ . We aim at showing that G(τ ) → 0 as τ → 0. In fact, U (t) ∼ L(t) implies that, for any ε > 0, u(t) = o(t ε−1 L(t)) as t → ∞. Otherwise, if u(t) ∼ Kt ε * −1 L(t) for some ε * > 0 and constant K, then U (t) ∼ (K/ε * )t ε * L(t) (see the lemma after Theorem 4 on page 446 in [7] ) which, in turn, contradicts U (t) ∼ L(t). Next we have
where the integrand is monotone and it remains bounded as τ → 0. Thus, G(τ ) = o(τ 1−ε L(1/τ )) for any ε > 0, and in particular for ε < 1, from which the desired result follows. We have then established that any completely monotone function ϕ such that ϕ(0) < ∞ is of the form (53). Finally, the fact that the moment condition (ii) in Theorem 2 reduces to tf 0 (t) dt < ∞ follows from the fact that the function t →h(t) is a.s. decreasing. Hence, the proof is complete. Limit theorems for shifted measures. In this section we prove a series of preliminary CLTs, involving random hazard rates that are obtained from h n, * [as defined in (18)] by adding fixed atoms to the underlying CRMμ n, * . The notation and framework are those of Sections 2 and 4.1.
Fix a natural number k ≥ 1, along with points x 1 , . . . , x k ∈ X such that x i = x j for every i = j, and positive coefficients z 1 , . . . , z k ∈ R + . We define the discrete measure ∆(·), on (X, X ) as follows:
where δ y stands for the Dirac mass concentrated at y. Now setμ n, * ∆ (B) = µ n, * (B) + ∆(B), for B ∈ X , whereμ n, * is the CRM appearing in (12) , and T ), where I 2 stands for a double Poisson integral with respect toÑ c;n, * (see [27] or [28] for further details). From the last formula and from (61) we infer that the expression in (60) has indeed the same law as C 1 (n, k, T )[Ñ c;n, * (k
T + 2k To justify the operation of "plugging" the equality in law (62) into (61), one can use the more general relation:h n, * (t) law = R + ×X sk(t, x)Ñ n, * (ds, dx), where the equality holds in the sense of stochastic processes; see again Lemma 1 in [27] . Now we can apply directly Theorem 3 in [28] to deduce that, under the assumptions in the statement, the pair C 1 (n, k, T )(Ñ c;n, * (k
T + 2k
T,n + 2k
T )) converges in law to (N, N ′ ) where N, N ′ are two independent centered Gaussian random variables with variances given, respectively, by σ 2 1 (n, k) and σ 2 4 (n, ∆, k). Since v(n, ∆, k) is deterministic, the conclusion follows. 
