ABSTRACT Environmental Internet of Things (EIoT) has been widely applied in environmental monitoring. However, unified management, which is important for improving the operability and interoperability of EIoT systems, is difficult to perform due to the ubiquitous heterogeneity of EIoT systems. This paper puts forward an analysis of EIoT system management patterns and then proposes a storage layer monitoring (SLM) method to understand the state of EIoT systems, which is the basis for systems' management. A unified management framework for EIoT systems based on SLM is proposed, which includes event detection and fault diagnosis assistance. The framework uses a database to store metadata pertaining to each EIoT system, which are mostly registered as ontologies. Based on pre-registered metadata, users can create listeners for events, which is applicable for detecting events occurring in specific EIoT storage layers through the SLM method. The fault diagnosis assistance function can provide ontology-based evidence and other useful information about the participating objects of the event in the system, which is helpful for identifying the cause of each event. This framework could satisfy the requirements for multiple EIoT systems' management.
I. INTRODUCTION
In recent years, Internet of Things (IoT) technology has been increasingly applied to various fields, such as medical and health care, food supply chains, mine safety, transportation, and logistics [1] . It is estimated that the IoT will contain nearly 24 billion interconnected devices by 2020 [2] .
EIoT is the application of Internet of Things in environmental monitoring to realize the digital, smart, and networked format of information acquisition, transmission, and application by integrating various kinds of possible techniques so as to meet a specific objective [3] . EIoT is applied widely in environmental management contexts. For example, a wireless sensor network (WSN) has been used for bird habitat monitoring on Great Duck Island, Maine, USA [4] . In China,
The associate editor coordinating the review of this manuscript and approving it for publication was Zhengguo Sheng. research on EIoT is also emerging. Quan applied IoT to environmental noise monitoring and designed a noise monitoring system based on a wireless sensor network [5] . Wang et al. proposed a framework for EIoT and studied WSN technology, network technology, GIS, and WebGIS with a distributed database included in the framework [6] . Other researchers have combined EIoT with the concept of landsense ecology [7] to design an EIoT system for ecological planning of the Xianghe section of the Grand Canal [8] .
The Institute of Urban Environment of the Chinese Academy of Sciences is dedicated to the study of urban ecological environment planning and management. Various types of EIoT monitoring systems have been deployed throughout the country in recent years. Some systems are used to monitor the local wind environment, mainly collecting wind speed and wind direction data. Other systems are used to monitor local environmental noise, and various VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ other environmental factors. These systems require long-term deployment and the adopted technology and devices are iteratively updated. Various types of monitoring systems will be deployed in the foreseeable future. The sensing devices and network equipment in the EIoT are increasing. In turn, this is increasing the heterogeneity of devices, data formats, and measurement procedures. These heterogeneities exist widely in the sensing layer, transport layer, and application layer of EIoT systems [9] .
Many researchers use metadata to solve the heterogeneity problem. Different from raw data, metadata is used to describe data. R. R. Brooks used metadata to manage and interpret sensor data [10] . Combining metadata with sensor data, data values can be correctly interpreted. Nicola Hönle et al. discussed the benefits of using metadata in context models, such as resource identification and enhanced data selection, data quality and sensor fusion, and metadata-based data processing [11] . However, that work did not consider how to apply metadata to the management of EIoT systems.
Unified management of different EIoT systems involves the co-ordination of different independent, heterogeneous EIoT systems. Such management should achieve the following goals. 1) Real-time monitoring of system state: Through real-time monitoring of the state of each heterogeneous system, users can quickly sense faults occurring in the system. 2) Fault diagnosis assistance: Possible causes can be identified from context information when system faults occur. To achieve the above objectives, the common features of the structure and function of EIoT systems should be studied first to discover appropriate EIoT system management patterns. Meanwhile the heterogeneity that exists widely in the system should be overcome technically to improve the interoperability between EIoT systems. In addition, an ontology-based event monitoring and fault diagnosis mechanism should be designed.
II. RELATED WORK
This section principally focusses on existing semantic technologies that can improve system interoperability and how to integrate semantic technologies and event detection to enhance the management of heterogeneous EIoT systems.
Metadata is data about data and can be used to describe original data, such as the origin, precision, and staleness [11] . Metadata in web pages can be used by Google's search engine to optimize the search process. To facilitate website creation and make pages easy to process by their search engine, Google has published the meta tags that are understood by their search engine [12] . In computer science, ontology, which is a formal representation of domain knowledge [13] , is essentially a type of metadata. Sepponen et al. discussed the development requirements of an overall coordinated and efficient energy system within smart cities. To interconnect and integrate all subsystems of this energy system, it is necessary to overcome the heterogeneity of energy data in each subsystem and provide rich semantic support for data representation to enhance interoperability between subsystems. This approach to improve interoperability is primarily based on semantic technology and open linked data [14] . Ontology is a formal description of basic concepts and the relationships of these concepts in a domain. The description is machine-interpretable. Existing domain knowledge can be reused through ontologies, and common understandings of information structures can be shared among people or software agents [15] . The unified management of heterogeneous EIoT systems requires appropriate ontologies to describe concepts and knowledge in EIoT systems. Compared with inventing a completely new ontology, reusing existing IoT-related ontologies should be considered in the first instance [16] . Constrained application protocol (CoAP) [17] and message queue telemetry transport (MQTT) [18] are often used for network management in the IoT. However, sensor nodes in the IoT need to implement these protocols. Beyond that, a gateway is indispensable.
W3C Semantic Sensor Network Incubator Group produced the SSN ontology to describe sensors and observations, which includes the capability of sensors, observation and deployment of sensors, and the sensing method of sensors. The SSN ontology has been used in many IoT-related projects [19] . The IoT-ontology supports automated deployment of applications in heterogeneous IoT environments. It provides not only semantic registration for association of sensing and actuating but also registration for applications [20] . However, these ontologies cannot be directly applied to unified management of multiple heterogeneous EIoT systems.
The Meteorological Sensors Ontology [21] , based on the SSN ontology, extends the definition of SSN sensor types in the field of agricultural measurement. The Agriculture Meteorology Ontology [22] describes concepts concerning the atmosphere, wind, water, soil, sunshine, and other meteorological measurements. SPITFIRE describes an architecture of Semantic Web of Things, which makes the deployment and use of semantic applications easier. It also provides the corresponding ontology to describe the network protocol [23] .
Many ontologies can be applied for modeling IoT systems. Some high-level concepts are used to describe the devices of IoT [24] . These concepts are categorized into five conceptual groups. 1) Actuator, Sensor, and System: Used to describe sensors, actuators, and systems. 2) Global and Local Coordinates: Used to describe the location of devices. 3) Communication Endpoint: Used to describe the means of communication. 4) Observations, Features of Interest, Units, and Dimensions: Used to describe the data and the data acquisition behavior, including sampling time, quantities, units, and dimensions. 5) Vendor, Version, and Deployment Time: Used to describe information about devices used in IoT. We can conduct analysis of EIoT systems through these conceptual groups and select a suitable ontology for our own IoT system.
To manage things remotely, an IoT management platform based on the agent and manager paradigm was proposed. In this paradigm, things are represented in the management database. Given the information stored in the database, things can be managed by a manager, which is helpful for dealing with the heterogeneity of devices (i.e., things) [25] . EasyConnect is an IoT device-management system that handles different device features of things independently. The functions of EasyConnect can be easily modularized for its device feature oriented design [26] .
Wang et al. proposed a solution involving a fault-detection and prediction system based on IoT technology for the process industry. A predictive model and key system health index for fault prediction and detection are built by using data collected from device sensor [27] . Event model provides a formal representation of events to facilitate the exchange of event information between different systems, which is helpful in the context of event management problems existing in distributed event-based systems [28] . Scherp A. et al presented a formal event model known as Event-Model-F to improve interoperability of distributed event-base system [29] . This model is based on the DOLCE + DNS Ultralite ontology [30] .
An ontology-driven event detection and analysis approach was proposed for end user to understand, diagnose potential problems in their wireless network. Semantic web technologies were used to enhance real-time, unrelated heterogeneous raw data in a home wireless network semantically, making it possible to analyze network problems and satisfy high-level network monitoring requirements [31] . However, this method needs to acquire raw data in the wireless network, which is impossible in heterogeneous EIoT systems distributed over many areas.
III. SYSTEM ANALYSIS A. ANALYSIS OF EIoT REFERNCE MODEL
The IoT reference model is composed of four layers: device layer, network layer, service support and application support layer, and application layer [32] . EIoT is the application of IoT in environmental monitoring. Its device layer is mostly composed of sensor devices, which can be denoted as the sensing layer. Sensors send data to the server via the communication network in a direct connection or through a gateway. The service support and application support layer provide services such as data processing and data storage for different IoT applications. The application layer includes various IoT applications. From the perspective of EIoT system management, data storage and data processing in the service support and application support layers are the primary concerns. Therefore, the EIoT reference model can be simplified and is shown in Fig. 1 .
B. ANALYSIS OF EIoT SYSTEM HETEROGENEITY
Heterogeneity is the intrinsic characteristic of EIoT systems, which exists in the sensing layer, network layer, and storage layer of EIoT. In addition, various technologies and devices adopted in different EIoT systems could render the heterogeneity problem more critical. The heterogeneity of EIoT is shown in Table 1 . The function and data collecting behavior of sensor devices in the EIoT sensing layer may differ across the various monitored environmental factors. For example, to monitor urban environmental noise, the noise sensors need a high sampling rate and data needs to be transmitted to the server in real time, which has requirements on power supply. To monitor soil humidity and temperature, the time interval of sampling can be more than 10 minutes, which requires relatively low power supply.
Many heterogeneities exist in the network layer. There are at least four network styles: non-IP direct connection, virtual connection, non-direct connection, and direct connection [33] .
There are a variety of methods for data storage, such as databases and files. The database models as well as the units and data types could be different according to the purpose of the EIoT system. For example, temperature data can be stored in Celsius or Fahrenheit.
IV. UNIFIED MANAGEMENT ANALYSIS & DESIGN A. MANAGEMENT PATTERN OF EIoT SYSTEMS
EIoT system management consists of two components: EIoT system and administrator. Management of an EIoT system is a set of interactive activities between administrator and EIoT system. An EIoT system could be deployed throughout the country and may remain unattended for a long time after deployment. Thus, administrators may not be able to frequently check the state of the sensing and network layer of the EIoT system on site. Moreover, the existing IoT protocol cannot be directly applied to EIoT management, which makes perception of the EIoT system state impossible. VOLUME 7, 2019 However, perception of EIoT system state is the basis for EIoT system management.
Analysis of data collection, transmission, and storage of the EIoT system reveals that no matter what kind of technologies and devices are adopted, the data captured by the EIoT sensing layer will be stored in the storage layer. Failures in the sensing layer, network layer, or storage layer will lead to abnormal or missing data in the storage layer. Therefore, the administrator can monitor the state of the entire EIoT system by monitoring the storage layer. This paper proposes a storage layer monitoring (SLM) method to perceive the state of the EIoT system, which makes it possible to perform maintenance of the EIoT system according to SLM results. The management pattern of the EIoT system based on SLM is shown in Fig. 2 . 
B. UNIFIED MANAGEMENT FRAMEWORK FOR EIoT SYSTEMS BASED ON METADATA AND EVENT DETECTION
The following functional requirements should be satisfied in a unified management framework that can uniformly manage heterogeneous EIoT systems.
1) METADATA MANAGEMENT
To realize unified EIoT system management, appropriate metadata for system management should be extracted first and then be registered in the unified management framework. Most metadata are stored as ontologies.
2) EVENT DETECTION
Perception of system state is the basis of EIoT system management. Using a management pattern based on the SLM method, the state of the system can be perceived and abnormal data events can be detected.
3) FAULT DIAGNOSIS ASSISTANCE
Events in the storage layer may be caused by different factors, such as network failure, insufficient power supply or sensor failure. Using ontology-based metadata and other maintenance-related information, this framework can provide fault diagnosis assistance for EIoT systems. The unified management framework for EIoT systems is shown in Fig. 3 . EIoT-A includes the sensing and network layers, which together with the storage layer forms a complete EIoT system. EIoT-B and EIoT-C are other independent EIoT systems.
Metadata management is the foundation of the unified management framework. The management-related metadata of each EIoT system should be pre-registered in a metadatabase, and then event detection and fault diagnosis assistance can be applied to the registered EIoT systems. The meta-database includes not only ontology-based metadata but also other forms of metadata, such as system maintenance and operating environment.
Events occurring in the storage layer of the EIoT system can be detected by an event detection function through the SLM method.
By means of this framework, administrators can uniformly manage multiple EIoT systems.
C. METADATA MANAGEMENT
An EIoT system may contain all kinds of metadata. According to the EIoT system management pattern shown in Fig. 2 , the metadata suitable for EIoT system management should present information pertaining to the sensing layer, network layer, storage layer and administrator.
The framework adopts ontology-based metadata. With the development of ontology technology in recent years, there are many ontologies that can be used to describe various parts of the EIoT system and spatial and temporal properties of the EIoT system as shown in Table 2 . The sensor, observation, sample and actuator (SOSA) ontology is a new SSN, which revises and expands the Stimulus Sensor Observation (SSO) pattern of SSN. The lightweight SOSA ontology, which is easy to use standalone [34] , can be used to describe the sensing layer of EIoT systems.
FIEMSER ontology can be used to describe the network protocol of sensing devices. QUDT ontology is used to describe the unit of measure, quantity, dimension, and data type. It provides a semantic ontology model for quantities, units, and data types of observation data, which provides interoperability for data exchange between information systems.
WGS84 ontology defines the 'Point' class with latitude, longitude, and altitude properties to describe the spatial properties of sensors. The OWL-Time ontology can be used to describe temporal properties of EIoT systems, such as deployment time of the system, and duration of data collection.
The combination of SOSA, FIEMSER, QUDT, WGS84, and OWL-Time can fully describe the sensors, platforms, observations, feature of interest, and network communication protocols used in EIoT systems. It is also able to describe the spatial and temporal properties of the system. The FOAF ontology defines particular classes and properties, such as mbox (personal mailbox) and phone to describe, for example, people and institutions. This provides a basis for the message notification function.
The data storage and data access methods may be different among EIoT systems. To realize unified management of EIoT systems, metadata that are used to access the storage layer need to be registered. This kind of metadata can be defined as DataSource ontology. The properties of this ontology are listed in Table 3 .
Data source metadata are the basis of the unified management framework for EIoT systems. The unified management framework uses data source metadata to connect the storage layer, thereby indirectly perceiving the state of the EIoT system.
D. EVENT DETECTION MECHANISM 1) DEFINITION OF EVENTS IN EIOT SYSTEMS
In EIoT systems, using different expert domain knowledge to interpret events will result in different understandings. Two types of events in EIoT system need to be considered, as per Table 4 .
System events reflect the state of the system. For example, the event of no new data generated in a data table for a certain duration can be defined as a data interruption event. This event reflects possible faults in the EIoT system, such as a power supply fault, sensor node fault, communication fault, or storage fault. Some faults would not cause data interruption, but may cause the data value to exceed the sensor range, which can be defined as a sensor data abnormal event. To detect this type of event, it is necessary to integrate domain knowledge, such as sensors' working accuracy and measurement range to make an informed judgment.
Environmental factor events reflect an abnormal change in the environment where the sensor is located. For example, according to ''Environmental quality standard for noise GB 3096-2008'' [40] , for rehabilitation areas, the noise value during the day is no higher than 50 decibels, and the value at night is not higher than 40 decibels. This can be defined as a noise environmental factor event of rehabilitation areas. Environmental factor events are independent of the storage layer of EIoT systems.
Generally, system administrators are concerned about system events, while environmental managers are concerned about environmental factor events. The environmental manager, without knowledge of system operation and maintenance, can also identify environmental state changes through environmental factor events. The meta-data database of the framework should include the domain knowledge of system operation and environment to facilitate the definition of system and environmental factor events. Fig. 4 describes the relationship among events, domain knowledge, administrators, and managers. System administrators define system events using domain knowledge of system operation. Environmental managers define environmental factor events using domain knowledge of environmental factors and standards. The definition of events sometimes requires using spatial and temporal ontologies. For example, the event that the noise value in the day is not higher than 50 dB for rehabilitation areas includes the temporal property.
2) EVENT DETECTION
In the EIoT system, an event occurrence is determined by a logical operation between data (including multiple-attribute values) and the corresponding conditional threshold. The data vector is defined as X = (x 1 , x 2 , . . . , x n ), and the corresponding conditional threshold vector is defined as C = (c 1 , c 2 , . . . , c n ). The logical operation between data and threshold is shown in (1) and (2), where 1 indicates the occurrence of an event and 0 indicates that no event occurred. ϕ ∧ and ϕ ∨ respectively represent the judgment of whether an event occurs when all conditions are met and when any condition is met.
In general, event detection needs to apply (1) or (2) to each piece of data (a dataset exists in a specific duration) for threshold filtering, and then perform Logical AND operation on all results. In this way, an outcome of 1 means that at least one item in the dataset meets the condition for the occurrence of the event, which means that the event occurred within the specific time limits.
To detect the occurrence of events in EIoT systems, the pattern of events should be analyzed. The participation pattern of Event-Model-F is used to describe the participation objects in an event. Event detection is equivalent to the detection of participating objects of an event. Events in an EIoT system are classified as system event and environmental factor event that occur in the storage layer. Therefore, the specific data table or file in the storage layer is the participating object of event. The detection of data change in a specific data table or file is threshold based, that is, to judge whether qualified data exists in a specific duration (query window) by setting conditions with respect to one or a group of attribute values. Vector X represents the monitored data, and vector C represents a preset threshold condition. In this way, whether an event occurs can be determined by (1) or (2) .
Semantically, events are independent of the storage layer. For example, a noise environmental factor event is defined as noise greater than 80 decibels, which is independent of the storage layer in a specific EIoT system. The unified management framework needs to detect events occurring in different EIoT systems. Therefore, a unified conversion mechanism, which can transform the semantic event into a storage layer related listener, is required. The listener is responsible for detecting data-events in specific EIoT systems. The event detection, which includes the process of event definition, conversion, and detection, is shown in Fig. 5 . First, the administrator defines the event. Relevant domain knowledge needs to be used in this phase, as shown in Fig. 5 . Following definition, the event can be submitted to the EventListener Converter, which is responsible for transforming it into a listener applicable for the specific storage layer of the EIoT system.
In the conversion process, the converter needs to access connection information based on an appropriate DataSource ontology, which is specific for each EIoT system. Listeners are responsible for monitoring the tables or files in the storage layer. Therefore, specific table/file information, such as table name and column name are needed, which enables the event attribute to be mapped to a specific column name. Data in the table/file belongs to a specific sensor with a certain unit of measurement, the attribute values of an event can be mapped to data collected by a specific sensor through sensor related ontology and QUDT ontology.
After conversion, the listener needs to be set up with some other attributes, such as polling time and query window. After the listener starts, it queries the data with the preset polling time and query window to judge whether the data exceeds the preset threshold, thus realizing event detection in the storage layer. Finally, the system will notify the administrator via a short message or email when an event is detected.
To monitor the state of EIoT systems in real time, the data interrupt event (system event) listener should be started for each table/file associated with a specific sensor. Environmental managers can initiate the environmental factor event listeners on demand for monitoring purposes.
E. FAULT DIAGNOSIS ASSISTANCE
EIoT system events reflect system state and corresponding data changes in the storage layer. However, data changes are only phenomena. It is difficult to deduce the specific causes of events simply from data changes. For example, when a data interrupt event occurs, it could be because of sensor failure or network communication failure. If the administrator can quickly deduce the possible cause of the event following its occurrence, the system can be fixed quickly.
To determine the cause of the event, information about the participating event objects is necessary. According to the event participant pattern in EIoT system, the participating objects for a system event are tables/files in the storage layer. However, the process of data collecting, transferring, and storing includes the sensing layer, network layer, and storage layer. Any failure in the whole process can lead to the occurrence of a system event. Therefore, the participating objects of a system event should include these three layers.
It is difficult for administrators to identify the cause of system events directly when there are many possible underlying causes of these events. According to documentation pattern [28] in Event-Model-F, some documentary evidence for events is helpful for assisting administrators in troubleshooting. In EIoT systems, this documentary evidence is primarily derived from the ontology knowledge of the actual participating objects of the system event and from other information that can assist in troubleshooting, as shown in Fig. 6 . Documentary evidence outlines the context in which a system event occurs in several respects. The ontology-based evidence gives information about the actual participating objects of the system event through which the system administrator can take further action. For example, when a data interrupt system event occurs, the storage layer's connection can be checked by using the DataSource ontology in the storage layer. The ontology of the network layer can help administrators determine whether a network problem exists. The relevant ontology of the sensor layer provides information such as the model and manufacturer of the sensor to assist in fault diagnosis. Other evidence mainly includes information of system maintenance, the sensor-operating environment, and others, as listed in Table 5 .
Different system events contain different evidence. There are a variety of possible causes of data interrupt event. Any failure in the sensing layer, network layer, or storage layer may trigger a data interrupt event. Evidence in the sensing layer, network layer, or storage layer is helpful for fault diagnosis. Maintenance related information is also very important because it is general maintenance information for the network and storage layers. Other evidence, such as photos and videos at the deployment site, can play a supporting role in fault diagnosis.
Different methods should be adopted for different types of system events, as shown in Fig. 7 . For a data interrupt event, the maintenance information should be checked to determine whether this event is triggered by power failure or insufficient VOLUME 7, 2019 communication charges. After that, the storage layer of the system should be checked by using storage-related ontology. For a data-abnormal event, the sensor ontology, operating environment, and related information are used to determine whether the sensor failure was triggered by the operating environment of the sensor. Finally, other evidence should also be included to produce the final event-analysis report, which can assist the administrator in fault diagnosis. For other types of system events, all evidences are used to generate the analysis report.
With the event-analysis report, the administrator can make a preliminary diagnosis of the fault and obtain all relevant evidence. This report will assist the administrator to quickly locate and diagnose system failures, thereby decreasing the response time for system failures.
V. APPLICATION OF UNIFIED MANAGEMENT FRAMEWORK FOR EIoT SYSTEMS
In this section, two different types of EIoT systems are used as examples to illustrate the application of the unified management framework. The monitoring station of the first EIoT system is located on Lige Island in the Luguhu region of Lijiang area, Yunnan province. It is used to monitor the environmental impacts of the increasing number of tourists. The location is shown in Fig. 8(a) . The monitoring station of the second EIoT system is located in the ShuangJiang river of Wangtan, Shaoxing, Zhejiang province. It is used to monitor soil and water quality of the local environment. The location is shown in Fig. 8(b) . Various heterogeneities exist in these two EIoT systems, as shown in Table 6 . To integrate these two heterogeneous EIoT systems into the unified management framework for EIoT systems, the metadata of the sensing layer, network layer, storage layer, other related spatial and temporal information, and administrator metadata should be registered in the meta-database at the beginning. In addition, the information in the data table corresponding to each sensor device should also be registered in the meta-database. These metadata are stored in the form of an ontology to improve the interoperability of heterogeneous EIoT systems.
Next, defining the related system events and environmental factor events for each EIoT system is required. The data interrupt system event should be set up for each table/file associated with each sensor because once a data interrupt system event occurs, it will affect data continuity. If stringent requirements for environmental data quality are needed, the sensor data abnormal should be set up. As for environmental factor events, they can be set up according to the needs of environmental managers. For example, the EIoT system on Lige Island focuses on monitoring the environmental impacts of increasing tourists on local water quality, thus it is prudent to set up an environmental factor event for water quality monitoring.
Once the event has been defined, it can be made into listener specific for a certain EIoT system storage layer through the event-listener converter. After that, event monitoring is performed according to the preset polling time. Once an event is detected, message notification can be sent to the administrator or manager by a short message or email.
Meanwhile, the system administrator can obtain evidence of the actual participating objects in a system event through the fault diagnosis assistant function and handle related failures more easily and quickly. Figure 9 shows the overall management pattern based on metadata of EIoT system. To manage multiple heterogeneous EIoT system uniformly and quickly, metadata of EIoT systems should be registered firstly. After the registration, the metadata of EIoT system could be utilized by eventdetection function and fault-diagnosis assistance function. Event detection function monitor the storage layer of EIoT system by using storage layer metadata. Fault diagnosis assistance function can produce an analysis report using related metadata. After receiving the event notification and analysis report, administrator can obtain event-related metadata that will assist in system maintenance.
As can be seen from the application cases, compared with the traditional IoT management method, the unified management framework of the EIoT system based on metadata and event detection has many advantages (see Table 7 ).
VI. CONCLUSION
This study proposes a unified management framework for multiple heterogeneous EIoT systems by using metadata. Based on analysis of the management pattern of existing EIoT systems, this paper presents the SLM method to perceive the state of EIoT systems. Thus, a unified management framework for EIoT systems based on the SLM method is proposed, which includes metadata management and event detection mechanism, making full use of existing ontology technology to overcome the substantive heterogeneities of EIoT systems.
By referring to the ontology data preregistered in the meta-database, events in EIoT systems can be transformed into listeners adaptable to the specific storage layer, thereby monitoring the state of EIoT systems.
The fault diagnosis assistance function in the framework combines ontology-based knowledge (as evidence) of the actual participating objects of the event, operating environment information, and other evidence, to provide administrators with detailed event context information for troubleshooting.
It will be fruitful for future to research to explore integration data queries, the inference function of fault diagnosis systems, and the visualization of fault diagnosis in the context of different heterogeneous EIoT systems.
