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Motivation and plan of the thesis
The study of equilibrium macroscopic systems, i.e., equilibrium statistical mechanics, represents one of
the most successful and powerful physical theories: it provides solid predictions about the macroscopic
properties of many-body classical and quantum systems. This accomplishment is remarkable, given the
huge number of degrees of freedom which constitute any macroscopic systems. Even more fascinating
is the capability of this theory to describe complex physical phenomena as phase transitions, in which
the macroscopic properties of a system change abruptly upon varying some control parameter, such
as temperature, pressure, etc.
A fundamental requirement of this theory is the system to be at thermal equilibrium: while
this condition applies to most of the ordinary matter and it is quite robust against modifications of
the eternal conditions (“perturbations”), some physical systems escape this condition. As a result,
non-equilibrium systems are characterized by a plethora of novel phenomena, which are absent in
equilibrium ones. However, the study of these systems is not supported by a theory as well-understood
as equilibrium statistical mechanics, and therefore it represents a challenging subject. In fact, there
are several ways in which a system can be brought out of equilibrium and, correspondingly, different
techniques are needed in order to approach the specific problem.
In this Thesis, I explored several different physical systems in which these effects occurs: even
though non-equilibrium physics is a multi-faceted branch of physics, given the number of ways in which
a system may be driven out of equilibrium, I found that separating the discussion on isolated and
open quantum systems (part I and part II of this Thesis, respectively) could improve the readability
of this work. However, this separation is not sharp, for the following reasons:
• The techniques and the concepts that are used to investigate these different systems are the
same (e.g., the Keldysh formalism and the fluctuation-dissipation theorem).
• The phenomena which occurs in these systems results in similar physical features (e.g., aging
dynamics occurs in both isolated and open systems, and non-equilibrium stationary states can
be characterized by effective temperatures in both cases).
• The same experimental platform may be tuned to realize either an isolated or an open system
(e.g., cold atom gases and quantum optical systems).
Therefore the work presented in this Thesis may be regarded as an attempt to extend ideas from one
field to the one, with the hope that such cross-fertilization will provide new insight in unexplored areas
of physics.
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Plan of the thesis
The two main questions which the two parts of the Thesis will address are the following:
Q1: Is there universality in the non-equilibrium short-time dynamics of isolated quantum systems?
Q2: Can driven-dissipative quantum systems display thermal features?
More specifically, in Chapter 1, we provide an introduction to the physics of isolated quantum systems,
summarizing the state of art of the experimental and theoretical understanding of these systems. In
particular, the concept of dynamical phase transition is introduced. In Chapter 2 we show that a
dynamical phase transition is predicted for the O(N)-symmetric φ4 field theory, using simple mean-
field and Gaussian approximations. In Chapter 3, based on Ref. [1], we study this model in the large
N limit, in which it is exactly solvable: we characterize the phase transition and we found that,
for quenches at and below the dynamical critical point, the correlation functions exhibit a universal
dynamical scaling. The properties of the dynamical critical point are then characterized in Chapter 4
(based on Refs. [2,3]) using a perturbative renormalization group approach, which allows to compute
a novel non-equilibrium critical exponent θ characterizing the short-time dynamics of the correlation
functions and the magnetization. In Chapter 5 (based on Ref. [4]) we develop a new approach to
compute the critical exponent θ using the functional renormalization group scheme, and we benchmark
our results with the relaxational model A.
The second part of the Thesis begins with an introduction (Chapter 6) to open quantum systems, in
which their features are summarized. Part of it is devoted to the introduction to the quantum optical
platforms in which the non-equilibrium Bose-Einstein condensation has been observed, and the features
of this phenomenon are briefly reviewed, highlighting the open issues concerning the thermalization in
these systems. In Chapter 7 (based on Ref. [5]) we present a quantum-Langevin formalism to model
the non-equilibrium condensation. In Chapter 8 (based on Ref. [6]), we introduce the fluctuation-
dissipation relation as an operative tool to experimentally and theoretically assess thermalization in
quantum optical systems. In Chapter 9 (based on Ref. [7]), we identify the fluctuation-dissipation
relations as a symmetry of the Keldysh functional, thus providing a powerful theoretical criterion to
determine thermalization in open systems. Finally, in Chapter 10 (based on Ref. [8]) we discuss a recent
proposal to use a quantum optical setting to simulate the dynamics of isolated quantum systems: we
define a criterion to assess the quantumness of the light fluid in such experimental configuration, and
we propose an experimental protocol to produce coherent light exploiting the analogy with equilibrium
Bose-Einstein condensation.
Part I
Isolated quantum systems
13

Chapter 1
Introduction
1.1 Ultracold atoms
In the last decades, an intensive investigation has proved ultracold atomic gases to be one of the
most powerful experimental platform for studying nonequilibrium quantum dynamics [9, 10]. The
main reason of the success of these system lies on their wide tunability: interaction strength (via
Feshbach resonances [11, 12]), density, temperature, and dimensionality can be tailored to realize
many different physical scenarios. In particular, their weak coupling to the external environment and
their low density suppresses dissipative and decoherence effects for times comparable or larger than the
duration of the experiments, thus making them suitable to study the dynamics of isolated quantum
systems. Accordingly, the real-time observation of their quantum coherent dynamics has become
fully accessible, as demonstrated by the pioneering work of Greiner et al. [13], which succeeded in
observing the long-lived coherent collapse and revival dynamics of the matter wave field of a Bose-
Einstein condensate. Subsequently, a large number of non-equilibrium phenomena was experimentally
observed: the Kibble-Zurek mechanism [14–16] in an elongated Bose gas [17], the dynamics of a
charge-density wave in a strongly correlated one-dimensional Bose gas [18], the light-cone spreading
of correlations [19], the dynamics of a mobile spin impurity [20] and of two-magnon bound states [21].
By trapping the ultracold gases in strong confining potentials it is possible to control their spatial
dimensionality and to experimentally study their dynamics in reduced dimensions. In particular, the
realization of such systems allows us to investigate the relation between thermalization and integrabil-
ity. A groundbreaking experiment in this sense was performed in Ref. [22], in which a one-dimensional
bosonic ultracold gas was prepared in a non-equilibrium configuration and let subsequently evolve,
discovering that the system did not thermalize on experimental time scales. This was in clear contrast
to the case of a three-dimensional gas, which immediately relaxes to a thermal distribution. This
lack of thermalization can be understood as the consequence of the fact that this system is a very
close experimental realization of the Lieb-Liniger gas with point-like interaction [23, 24], which is an
integrable model. This remarkable result motivated the subsequent theoretical investigation on the
interplay of integrability, quantum dynamics and thermalization in isolated systems.
Moreover, in subsequent experiments, the study of the relaxation dynamics of a coherently split
one-dimensional Bose gas showed that the system retained memory of its initial state [25–29] and
revealed that it did not relax to thermal equilibrium, but to a different steady state identified as a
15
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long-lived prethermalized state (see Sec. 1.3 further below).
The theoretical framework for these phenomena, and in particular on the role of integrability, is
outlined in the following Sections.
1.2 Stationary states: integrability, non-integrability
Let us consider a macroscopic quantum system which, after being prepared in some state, is left
isolated from its environment. At t = 0 the system is let evolve in time and, as a consequence of its
perfect isolation, this evolution is unitary and it is determined by the Hamiltonian Hˆ of the system.
Then, it is natural to pose the following two questions:
1. Does the system reach a stationary state?
2. If this is the case, which are the properties of this stationary state?
The answer to the first question is, strictly speaking, “no”. If the size of the system is finite, the
dynamics of the system is expected to undergo revivals [30], i.e, it returns periodically in its initial
configuration, as a consequence of the fact that its eigen-frequencies (viz. its energy levels) are discrete.
On the other hand, in the thermodynamic limit, for which revivals are ruled out as the energy levels
form a continuum, it is always possible to find observables which do not relax to a finite value (e.g.,
projectors onto eigenstates of the Hamiltonian). Nevertheless, averages of observables that are local
in space are expected to relax to stationary values: in this sense, one says that the system reaches
a stationary state when the averages of all local observables converge to some stationary values.
Alternatively, one could consider just a small subsystem of the entire system: in this case, the rest
of the system is expected to act as a bath for the subsystem, which therefore is allowed to relax to a
stationary state [31,32].
In order to present the properties of the stationary states, let us make a comparison with classical
systems. In classical mechanics, the key property which determines the nature of the stationary state
is ergodicity: if the dynamics of a system is ergodic, then the system will eventually relax to a thermal
(microcanonical) state, otherwise it will relax to a non-thermal state. Classically, ergodicity is defined
by requiring time averages of observables computed along trajectories in the phase space to be equal
to averages over a suitable (microcanonical) probability distribution in phase-space. More precisely,
given X(t) a trajectory in the phase space with initial condition X0 and total energy H(X(t)) = E,
then the ergodicity condition can be formulated as
lim
T→∞
1
T
∫ T
0
dtO(X(t))δ(X −X(t)) = 1N
∫
dX O(X) δ(E −H(X)) ≡
∫
dX O(X) ρmc(E,X), (1.1)
with O(X) a generic observable and ρmc(E) the microcanonical probability distribution. The gen-
eralization of this notion of ergodicity to quantum systems is difficult: if |ψ0〉 =
∑
α cα|α〉 is the
initial state, with |α〉 the (non-degenerate) eigenstates of the Hamiltonian Hˆ with energy Eα, and
|ψ(t)〉 = e−iHˆt|ψ0〉 is the time evolution of the state, the time-averaged density matrix ρˆdiag (called
diagonal ensemble) of the systems is given by:
ρˆdiag ≡ lim
T→∞
1
T
∫ T
0
dt |ψ(t)〉〈ψ(t)| =
∑
α
|cα|2|α〉〈α|. (1.2)
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Therefore, by defining
ρˆmc = N−1
∑
Eα∼E
|α〉〈α| (1.3)
as the microcanonical density matrix, ergodicity requires that
∑
α
|cα|2Oαα = 1N
∑
Eα∼E
Oαα. (1.4)
It is clear that one cannot satisfy the previous equation in general by requiring ρˆdiag = ρˆmc, because this
would be true only for the special case |cα|2 = N−1 [33–35]. The correct interpretation of Eq. (1.4) was
first given in Refs. [36–38], which proposed the so-called eigenstate thermalization hypothesis (ETH),
which can be formulated as the remarkably simple idea that the averages of observables are smooth
functions of the energy of the eigenstates, i.e., Oαα ∼ O(Eα). In fact, this condition implies that the
l.h.s. of Eq. (1.4) does not depend on the values of |cα|2, and, as a result, the value Oαα corresponds
to the thermal microcanonical average: in this sense, the information about thermalization is actually
encoded in the structure of eigenstates. While there is no rigorous understanding of which observables
satisfy ETH and which do not, ETH has been numerically verified for few-body observables [39]. The
ETH has been numerically proven to work for non-integrable lattice models [40–57], while it does not
apply to integrable.
In fact, also in classical statistical mechanics, ergodicity is broken for particular systems, i.e.,
integrable systems, which are characterized by having an extensive number of conserved quantities,
which restrict the trajectories in phase space to a very small fraction of the manifold at constant energy,
within which the various conserved quantities take the constant value set by the initial condition.
While the precise definition of integrability in quantum systems is a topic of debate (see, e.g.,
Refs. [58–60]), a rather standard definition is based on the existence of a large number of (quasi-) local
operators Iˆα which commute with the Hamiltonian Hˆ and with each other. The requirement that
these conserved quantities are (quasi-) local excludes, e.g., projection operators on the eigenstates of
the Hamiltonian or powers of the Hamiltonian itself, which are actually conserved by the dynamics in
every quantum systems.
Analogously to classical systems, in which conserved quantities preclude the exploration of all phase
space, the failure of integrable quantum systems to exhibit ETH can be traced back to these conserved
quantities Iˆα. In this case, in fact, one expects, as a consequence of maximization of entropy [61], that
the stationary value of observables may be described by a generalized Gibbs ensemble (GGE)
ρˆGGE ∝ e−
∑
α λαIα , (1.5)
as first conjectured in Ref. [62]. This conjecture has been verified by a large number of studies of
integrable models [31, 62–89], and the GGE is now considered to be the final state of relaxation of
generic quantum integrable systems [90,91].
However, the question of which the relevant conserved quantities needed in the construction of
the GGE are is not yet fully settled [92]. This issue has been discussed intensely [83, 84, 93–96], in
particular with respect to the necessity to include quasi-local conserved operators [82,90,97–99].
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1.3 Prethermalization
Understanding how extended isolated quantum systems relax to the eventual stationary state (ther-
mal or not) is a challenging question, which originated a number of theoretical and experimental
investigations. The phenomena occurring during the transient behavior of quantum systems relaxing
from a far-from-equilibrium initial state are often collectively referred to as prethermalization. This
term was originally introduced in Refs. [100, 101] in the context of models for early-universe dynam-
ics, relativistic heavy-ion collision, and quantum gases. These works predicted that the dynamics
of these system is characterized by two time-scales: (i) a first time scale, due to dephasing, after
which global quantities, such as kinetic energy density and pressure, equilibrate to a value close to
the eventual thermal one, and (ii) a second longer time scale after which also quantities such as the
particle momentum distribution attain their thermal value. In fact, in between these time scales, the
particle momentum distribution acquires a quasi-stationary non-thermal value. The interpretation
of these two regimes is that in the initial one the interactions between quasiparticles are negligible,
and therefore the dynamics is nearly integrable. This implies that the occupation numbers of quasi
particles are approximately conserved quantities. The second time scale, instead, signals the onset of
integrability-breaking interactions between quasi-particles, eventually leading to thermalization.
This ideas were soon shown to apply also to lattice models, where integrability-breaking terms
were added to an integrable Hamiltonian: it emerged that near-integrable systems first relaxes to
a “prethermalization plateau”, i.e., to a metastable state described by a GGE, which is eventually
destabilized towards a stable thermal state [102–116].
1.4 Universal non-equilibrium dynamics: non-thermal fixed points
The study of relaxation in isolated quantum systems leads to the fundamental question if any kind of
universality may be displayed by the dynamics during the approach to the eventual stationary states.
The idea of universality, originally developed in equilibrium statistical system, has been very successful
in classifying and characterising matter near second-order phase transitions. In fact, at the onset
of these phase transitions, observables and particularly correlations functions of the order parameter
exhibit power-law algebraic and scaling behaviours, which are solely determined by mesoscopic features
of the system (such as symmetries, conservation laws, and dimensionality), rather than by microscopic
properties and structures. In this respect, it is possible to define universality classes which contains
all the different physical systems which share these mesoscopic features and thus exhibit the same
critical properties.
Universality in relaxional dynamics was firstly predicted in classical statistical systems such as re-
laxional models [117–121], driven-diffusive [122] and reaction-diffusion systems (both in the stationary
and transient regime) [123–126], directed percolation [127–129], self-organized criticality [130], and
roughening phenomena [131, 132]. This idea of non-equilibrium universal dynamics has been succes-
sively extended to isolated systems, leading to the notion of non-thermal fixed point (NTFP) (see
Fig. 1.1), which encompass any physical situation in which the correlation of the order parameter
C(x, t) = 〈φ(x, t)φ(0, t)〉 acquire, during the relaxation, a scaling form of the type C(x, t) = tαf(tβx).
In the following Section we provide a more detailed discussion of what are the possible different
mechanisms which originate NTFP.
1.5. PHYSICAL ORIGIN OF NTFPS 19
Figure 1.1: Sketch of a non-thermal fixed point, interpreted as a renormalization group flow (from
Ref. [10]). While the system will always eventually approach the thermal state (which therefore acts
as a stable fixed point), the intermediate dynamics is sensitive to initial conditions and it may result
in different behaviours. In particular, for certain initial conditions, the system may evolve nearby a
NTFP.
1.5 Physical origin of NTFPs
Several different physical mechanisms lie at the origin of the NTFPs, making evident that they are fixed
points in a much broader sense than that understood for the usual ones related to phase transitions in
equilibrium systems. This reflects the fact that non-equilibrium systems are characterized by a richer
variety of phenomena then equilibrium ones. Among these several mechanisms, we recall:
1. Turbulence. Critical scaling phenomena in space and time are strongly reminiscent of turbu-
lence in classical fluids [133, 134] and of superfluids [135, 136]. For example, according to the
seminal theory of Kolmogorov, eddies created in a fluid break down into a cascade of smaller
eddies until they become of the size set by dissipation of kinetic energy into heat. The associ-
ated energy cascade from macroscopic to microscopic scales builds up a non-equilibrium steady
state. This was discussed in various contexts, including strong wave turbulence in low-energy
Bose gases [137, 138], in relativistic scalar field theories [138–140], as well as abelian [141] and
non-abelian gauge theories [142].
2. Hydrodynamics. Systems with conserved quantities (e.g., energy and particle number) pos-
sess the so-called hydrodynamic modes, which correspond to slow fluctuations of the conserved
densities [143–145]. These modes give rise to long-time algebraic tails in the decay of generic
correlation functions of such densities.
3. Aging. The non-equilibrium dynamics of a spatially extended classical system displays univer-
sality when the temperature of the system is quenched close to the critical one, a phenomenon
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called aging [119,146]. While aging is known to occur in classical critical systems [119,146], only
recently the same issue has been investigated after quenches in open [147–149] or isolated [2]
quantum systems. However, while in the former case the critical point responsible for aging is
the thermal one dictated by the presence of a thermal bath, in the latter the critical point has
an intrinsic non-equilibrium nature.
4. Coarsening. The coarsening (or phase-ordering) dynamics occurs whenever the temperature
of a system, prepared in the disordered phase, is quenched below its critical value, i.e., to values
for which the system would display its ordered phase if it was at equilibrium [150–152]. As the
global symmetry of the system cannot be globally broken by the (symmetric) dynamics, the
system breaks the symmetry only locally and therefore it forms domains within which it reaches
a local equilibrium. Inside each domain one of the possible (many) low-temperature values of
the order parameter is displayed. The characteristic size of the domains grows algebraically in
time, which results into peculiar scaling forms in the correlation functions.
1.6 Dynamical phase transitions
A topic which has attracted a certain amount of interest is the possible emergence of qualitatively
different behaviours in the relaxational dynamics in isolated quantum system, upon changing the
values of the parameters of the post-quench Hamiltonian, or upon changing its initial state. This
kind of phenomena have been called dynamical phase transitions (DPT), as the different dynamical
behaviours involved can be interpreted as “phases”. In this sense, the first instance of DPT was found
in the non-equilibrium dynamics of the BCS Hamiltonian after a quench of the interaction [153–161]:
when the system is prepared with a finite superconductive gap, it was found that it subsequently
relaxes to zero below a certain value of the post-quench interaction, while it approaches a finite
(possibly oscillatory) value above such a critical value (see Fig. 1.2, left panel). Evidences of DPTs
were later found in the mean field dynamics of the Hubbard model [162–167] and of the scalar φ4
field theory [168]: also in these cases, the values of some time-averaged quantities was found to
change dramatically upon varying a parameter of the post-quench Hamiltonian (see Fig. 1.2). All
these studies relied on mean-field-like techniques, while only recently the effect of fluctuations was
accounted for [1–3, 169–172]. This was crucial in order to understand the consequences of dephasing,
and the effect of spatial dimensionality on these transitions. The investigation of DPTs is still in its
infancy and many questions have still to be addressed, e.g., what is the universality class of these
transitions, what is their relation with equilibrium phase transitions, and how their presence affect
the relaxation towards thermal equilibrium.
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Figure 1.2: Left panel: asymptotic value of the superconductive gap as a function of the initial value
of the gap, for a quench in the BCS model (from Ref. [155]). Middle panel: time-averaged condensate
fraction as a function of the onsite interaction for a quench in the bosonic Hubbard model (from
Ref. [163]). Right panel: time-averaged double occupation (top) and quasiparticle weight (bottom) as
a function of the onsite interaction for a quench in the fermionic Hubbard model (from Ref. [165]).
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Chapter 2
DPT of O(N)-model: mean field and
Gaussian theory
Abstract
In this Chapter we introduce the O(N) model, and we show that a DPT is predicted by a
mean field analysis and from the Gaussian approximation. In the latter case, we compute
correlation functions in momentum an real space, highlighting the emergence of a light-
cone structure due to the quench. The Gaussian theory will provide the building block for
more refined approaches, described in detail in Chapters 3 and 4.
2.1 Model and quench protocol
We consider a system described by the following O(N)-symmetric Hamiltonian in d spatial dimensions
H(r, u) =
∫
ddx
[
1
2
Π2 +
1
2
(∇φ)2 + r
2
φ2 +
u
4!N
(φ2)2
]
, (2.1)
where φ = (φ1, . . . , φN ) is a bosonic field with N components, while Π is the canonically conjugated
momentum with [φa(x),Πb(x
′)] = iδ(d)(x − x′)δab. Note that only the scalar products φ2 = φ · φ =∑N
i=1 φ
2
i and Π
2 enter Eq. (2.1), as a consequence of the symmetry. The coupling u > 0 controls the
strength of the anharmonic interaction, while the parameter r control the distance from the critical
point, as discussed further below. At time t < 0 the system is prepared in the disordered ground state
|ψ0〉 of the pre-quench non-interacting Hamiltonian H(Ω20, 0), while the system is evolved with the
post-quench Hamiltonian H(r, u) for t ≥ 0.
In the remainder of this Chapter, we discuss a very simple mean-field approximation of the model
mentioned above, showing that a DPT emerges, and subsequently we discuss the Gaussian approxi-
mation. In Chapter 3 we study its exact solution in the limit N →∞, while in Chapter 4 we describe
a renormalization group approach to the DPT.
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2.2 Mean-field analysis
From Eq. (2.1) one can derive the Heisenberg equation for the field φ, which takes the form of a
non-linear operatorial differential equation, i.e.,
φ¨−∇2φ+ rφ+ u(φ · φ)φ = 0, (2.2)
where he initial conditions on the quantum field depends on the choice of the initial state. In order to
provide some insight on the dynamics of this model, we present a simplified version of its mean-field
theory, proposed in Ref. [168]. We assume Eq. (2.2) to be an equation for a single component classical
field (N = 1), and the field φ to be spatially uniform, so that the Laplacian does not contribute to
the dynamics. Then, Eq. (2.2) becomes :
φ¨+ rφ+ uφ3 = 0, (2.3)
which is now an exactly solvable equation. In order to further simplify the discussion, we assume,
without loss of generality, the initial conditions to be φ(t = 0) = φ0 and φ˙(t = 0) = 0. Before
discussing the solution of (2.3), let us recall what is expected at equilibrium. In this case, the mean-
field of the Hamiltonian (2.1) is given by the so-called Landau-Ginzburg theory [173], i.e., the value of
the order parameter is obtained by minimizing the free energy associated to H, i.e., the Z2 symmetric
function
F (φ) =
r
2
φ2 +
u
4
φ4. (2.4)
Since u > 0, the minimum is given by φ¯ = 0 if r > 0 and by φ¯ = ±φeq ≡ ±
√
r/u if r < 0: in the latter
case, the two minima are degenerate, and the system breaks the Z2 symmetry as it realizes only one
of the two configurations. Accordingly, the simple Landau-Ginzburg theory predicts a change in the
value of the order parameter, that is, a phase transition, at r = 0. We will now compare this result
to what happens when the order parameter is equipped with the dynamics (2.3). To this end, it is
important to notice that Eq. (2.3) conserves the total energy
E(φ, φ˙) =
1
2
φ˙2 +
r
2
φ2 +
u
4
φ4, (2.5)
which is therefore fixed by the initial conditions. Given that we assumed φ˙(t = 0) = 0, the total energy
is thus fixed by φ0 as E(φ0, 0) = F (φ0), with F (φ) defined in Eq. (2.4). In this respect, the Landau-
Ginzburg free energy corresponds to the potential energy of the order parameter. Conservation of
energy provides a simple way to visualize the behaviour of the solutions of Eq. (2.3), as depicted in
Fig. 2.1. When r > 0 and r = 0 (upper and upper-middle figures) there is only a stationary solution,
φ(t) = 0, which corresponds to having the field at the bottom of the potential. When φ0 6= 0, the
order parameter oscillates indefinitely in time around the value φ¯ = 0: these oscillations in time
are expected to average to zero in an extended model, due to dephasing of different modes. When
r < 0, the potential develops two wells, and consequently two new stationary solutions appears, i.e.,
φ(t) = ±φeq, with φeq defined below Eq. (2.4). The behaviour of non-stationary solutions depend
crucially on the total energy E: for E < 0 (lower-middle figure), the order parameter is trapped into
one of the two wells, and it oscillates in time around a non-zero value φ¯ 6= 0, which can be interpreted
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as a breaking of the Z2 symmetry (the sign of φ¯ depends on the initial condition). On the other
hand, for E > 0 (lower figure), the order parameters has enough energy to explore both wells, and
correspondingly the order parameter oscillates in time around a zero value φ¯ = 0.
The mean-field analysis thus shows the existence of a dynamical phase transition. In Ref. [168] the
effect of fluctuations on the initial conditions was included, exploiting a formal analogy with phase
transitions in a film geometry: it was shown that it does not modify qualitatively the phase diagram
(reported in Fig. 2.2), except for a shift of the critical value of rc at which the dynamical transition
occurs.
2.3 Gaussian theory
In order to gain more insight on the DPT predicted by the mean-field theory summarized in the
previous section, we consider now the full quantum case in absence of interaction (u = 0). In this
way, it is possible to account for the Gaussian fluctuations and to have information about the spatial
structure of the model. To this end, let us now consider the case in which the quench protocol described
in Sec. 2.1 is modified to H(Ω20, 0)→ H(r, 0), i.e., the quench is done between non-interacting models.
In this case, the theory is exactly solvable and provides the starting point to approach the interacting
theory. In particular, all the correlation functions can be computed exactly, both in momentum and
real space. In the following, we discuss in detail their properties.
2.3.1 Correlation functions in momentum space
In this section we summarize the analysis of the quantum quench in a bosonic free field theory [174–176]
which provides the basis for the analyses carried out in Chapters 3 and 4. Introducing the Fourier
transform in momentum space of the fields φ and Π as φ(x) =
∫
kφk e
ik·x and Π(x) =
∫
k Πk e
ik·x,
respectively, where
∫
k ≡
∫
ddk/(2pi)d, Eq. (2.1) for u = 0 can be written as
H(r, 0) =
1
2
∫
k
(
|Πk|2 + ω2k |φk|2
)
, (2.6)
where
ωk ≡
√
k2 + r (2.7)
is the dispersion relation, while |Πk|2 ≡ Πk ·Π†k = Πk ·Π−k and analogous for φ. The Heisenberg
equations of motion for the operators after the quench Ω20 → r, derived from H(r, 0), is therefore
φ¨k + ω
2
kφk = 0, with solution
φk(t) = φk(0) cos(ωkt) + Πk(0)
sin(ωkt)
ωk
. (2.8)
In order to calculate the expectation values of the components φj,k(0) and Πj,k(0) (with j = 1, . . . , N)
on the initial state, it is convenient to introduce the standard bosonic annihilation and creation
operators bj,k and b
†
j,k, respectively, defined as
φj,k =
1√
2ωk
(
bj,k + b
†
j,−k
)
, Πj,k = −i
√
ωk
2
(
bj,k − b†j,−k
)
. (2.9)
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Once expressed in terms of these operators, Eq. (2.6) becomes
H(r, 0) =
N∑
j=1
∫
k
ωk b
†
j,kbj,k, (2.10)
up to an inconsequential additive constant. Assuming the pre-quench state to be in equilibrium at a
temperature T = β−1, with Hamiltonian H0 = H(Ω20, 0), the density matrix of the system is given by
ρ0 = Z−1e−βH0 , where Z = tr(e−βH0). Accordingly, one can evaluate the following statistical averages
over ρ0 by introducing the pre-quench operators b
0
j,k and b
0,†
j,k as in Eq. (2.9):
〈φi,k(0)φj,k′(0)〉 = δk,−k′δij 1
2ω0k
coth(βω0k/2), (2.11a)
〈Πi,k(0)Πj,k′(0)〉 = δk,−k′δij ω0k
2
coth(βω0k/2), (2.11b)
〈φi,k(0)Πj,k′(0)〉 = 0, (2.11c)
where δk,−k′ ≡ (2pi)d δ(d)(k + k′), and
ω0k =
√
k2 + Ω20 (2.12)
is the pre-quench dispersion relation. Since the initial state does not break the O(N) symmetry one
has 〈φj,k(0)〉 = 〈Πj,k(0)〉 = 0 and therefore Eq. (2.8) implies that 〈φj,k(t)〉 = 0 at all times t. The
correlation functions of the field φ during the evolution can be easily determined on the basis of
Eqs. (2.8), (2.11a), and (2.11b). Hereafter, we focus on the retarded and Keldysh Green’s functions,
defined respectively as
iGjl,R(|x− x′|, t, t′) = ϑ(t− t′)〈
[
φj(x, t), φl(x
′, t′)
]〉, (2.13a)
iGjl,K(|x− x′|, t, t′) = 〈
{
φj(x, t), φl(x
′, t′)
}〉, (2.13b)
where ϑ(t < 0) = 0 and ϑ(t ≥ 0) = 1. Note that, as a consequence of the invariance of the Hamiltonian
under spatial translations and rotations, GR/K depend only on the distance |x−x′| between the points
x and x′ at which the fields are evaluated. Accordingly, it is convenient to consider their Fourier
transforms which are related to the Fourier components of the field φk via
δk,−k′ iGjl,R(k, t, t′) = ϑ(t− t′)〈
[
φj,k(t), φl,k′(t
′)
]〉, (2.14a)
δk,−k′ iGjl,K(k, t, t′) = 〈
{
φj,k(t), φl,k′(t
′)
}〉. (2.14b)
In the absence of symmetry breaking, the O(N) symmetry implies that these functions do not vanish
only for j = l, i.e., Gjl,R/K = δjlGR/K . Accordingly, in what follows, their dependence on the field
components is no longer indicated. The Gaussian Green’s functions (henceforth denoted by a subscript
0) in momentum space can be immediately determined by using the expression of the time evolution
of the field φj,k in Eq. (2.8) and the averages over the initial condition in Eqs. (2.11a) and (2.11b),
which yield
G0R(k, t, t
′) = −ϑ(t− t′)sin(ωk(t− t
′))
ωk
, (2.15a)
G0K(k, t, t
′) = −icoth(βω0k/2)
ωk
[K+ cos(ωk(t− t′)) +K− cos(ωk(t+ t′))], (2.15b)
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where
K± =
1
2
(
ωk
ω0k
± ω0k
ωk
)
, (2.16)
with ωk and ω0k given in Eqs. (2.7) and (2.12), respectively. While the retarded Green’s function G0R,
within this Gaussian approximation, does not depend on the initial state and it is therefore time-
translation invariant (TTI), the Keldysh Green’s function G0K acquires a non-TTI contribution as a
consequence of the quantum quench. Note that, in the absence of a quench, ωk = ω0k and therefore
K+ = 1 and K− = 0: correspondingly, the G0K in Eq. (2.15b) recovers its equilibrium TTI expression.
In addition, if the temperature T of the initial state vanishes T = 0, i.e., the system is in the ground
state of the pre-quench Hamiltonian H0, the GR/K in Eqs. (2.15a) and (2.15b) at small wavevectors
k  Ω0 and at r = 0 read
G0R(k, t, t
′) = −ϑ(t− t′)sin(k(t− t
′))
k
, (2.17a)
G0K(k, t, t
′) = −i Ω0
2k2
[cos(k(t− t′))− cos(k(t+ t′))], (2.17b)
which can be expressed therefore as scaling forms. These scalings are related, in terms of renormaliza-
tion group, to a Gaussian fixed point. In fact, one recognizes from Eqs. (2.15a) and (2.15b) that, for
momenta k  Ω0, the correlation length is simply given by ξ = r−1/2, due to the dependence of this
expression on the combination k2 + r. Accordingly, for r → rc = 0, this correlation length ξ diverges,
thus signalling the onset of a transition and, correspondingly, the emergence of scale invariance into the
correlation functions. Moreover, recalling the definition of the critical exponent ν, i.e., ξ ∼ |r− rc|−ν ,
one immediately realizes that in the present case ν = 1/2, which is also the value expected at the
Gaussian fixed point for the corresponding equilibrium model [177–179].
2.3.2 Particle distribution
A relevant quantity we consider below is the number nk of particles with momentum k after the
quench, defined as nk = b
†
kbk in terms of the operators introduced in Eq. (2.9), where the index of
the field component has been omitted for clarity. The operator nk can be conveniently expressed in
terms of the field φk and its conjugate momentum Πk as
nk +
1
2
δk,k =
1
4ωk
({Πk,Π−k}+ ω2k{φk, φ−k}). (2.18)
Since each term in this expression is proportional to the (infinite) volume V =
∫
ddx of the system,
we consider the associated finite momentum density Nk ≡ 〈nk〉/V , which can be expressed in terms
of the Green’s functions in momentum space as
Nk + 1
2
=
i
4ωk
[GΠK(k, t, t) + ω
2
kGK(k, t, t)], (2.19)
where we introduced iδk,−k′ GΠK(t, t
′) = 〈{Πk(t),Πk′(t′)}〉 in analogy with GK in Eq. (2.13b). Taking
into account the Heisenberg equations of motion φ˙k = Πk, the equal-time G
Π
K can be expressed as
GΠK(k, t, t) = ∂t∂t′GK(k, t, t
′)
∣∣∣∣
t=t′
≡ G¨K(k, t, t), (2.20)
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from which it follows that the momentum density Nk can be expressed in terms of GK only:
Nk + 1
2
=
i
4ωk
[G¨K(k, t, t) + ω
2
kGK(k, t, t)]. (2.21)
The r.h.s. of this equation can be calculated within the Gaussian approximation (hence the subscript
0) by using Eq. (2.15b), which yields
N0k + 1
2
=
1
2
K+ coth(βω0k/2). (2.22)
Note that N0k does not depend on time, because the post-quench Hamiltonian H(r, 0) can be written
as in Eq. (2.10), i.e., as a linear combination of the momentum densities which are therefore conserved
quantities. In addition, the number of excitations after the quench is finite even at T = 0 as a
consequence of the energy injected into the system upon quenching. In the absence of a quench,
instead, K+ = 1 and Eq. (2.22) renders the Bose equilibrium distribution N0k = 1/[exp(βω0k)− 1].
2.3.3 Deep quenches limit and effective temperature
In the rest of the discussion, we mostly focus on the limit of deep quench Ω20  Λ, where Λ is some
ultra-violet cut-off inherent the microscopic structure of the system, the deep-quench limit can be
equivalently expressed as Ω0  Λ. Interpreting Λ as being related to the inverse of the lattice spacing
of the underlying microscopic lattice, the condition Ω0  Λ implies that the correlation length ' Ω−10
of fluctuations in the pre-quench state is smaller than the lattice spacing, i.e., the system is in a highly
disordered state. In turn, as was realized in Refs. [174–176,180], this disordered initial state resembles
a high-temperature state and, in fact, the momentum density in Eq. (2.22) takes the form
N0k ' Teff
ωk
(2.23)
of a thermal one in the deep-quench limit, with an effective temperature given by
Teff = Ω0/4. (2.24)
This similarity is made even more apparent by considering the fluctuation-dissipation theorem (FDT) [181]
which relates in frequency-momentum space the Keldysh and retarded Green’s functions of a system
in thermal equilibrium at temperature β−1 as
GK(ω, k) = coth(βω/2)[GR(k, ω)−GR(k,−ω)]. (2.25)
Out of equilibrium, one can define an effective temperature Teff = β
−1
eff such that GK/R satisfy the
FDT [182–185], which generically depends on both frequency ω and momentum k as a consequence
of the lack of thermalization. In the present case, considering only the stationary part of Eq. (2.15b),
the Fourier transform of G0K is related to the one of G0R in Eq. (2.15a) via
G0K(k, ω) =
Ω0
2ω
[G0R(k, ω)−G0R(k,−ω)], (2.26)
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which takes the form of the FDT in Eq. (2.25) with the same (high) temperature T = Teff as defined
above in Eq. (2.24) from the behavior of N0k. As shown in Chapter 4 the fact that the system appears
to be “thermal” in the deep-quench limit has important consequences on its critical properties. Indeed,
it behaves effectively as a d-dimensional classical system rather than a d+1-dimensional one, the latter
expected for a closed quantum system at zero temperature. Accordingly, the effect of a deep quench
on a DPT is heuristically the same as that of a non-vanishing temperature on a quantum phase
transition, where the temperature is so high that the system falls out of the so-called quantum-critical
regime [179,186,187]. However, as discussed in Chapters 3 and 4, this DPT is characterized by novel
universal non-equilibrium properties, absent in the transition at equilibrium.
2.3.4 Correlation functions in real space and light-cone dynamics
In this section we discuss the properties of the Green’s functions in real space GR/K(x, t, t
′), with
x = |x1 − x2|, highlighting the emergence of a light cone in the dynamics in both correlation [174]
and response [185,188] functions, which has been observed experimentally [19, 189] in the correlation
function of a one-dimensional quantum gas. The emergence of a light cone is due [174, 185, 188] to
the fact that the entangled quasi-particle pairs generated by the quench propagate ballistically with a
velocity v, causing a qualitative crossover in the behavior of the Green’s functions from short times,
at which they behave as in the initial state, to long times at which the effect of the quench dominate;
this is accompanied by an enhancement of these functions right on the light cone.
Since GR/K(x, t, t
′) depend separately on the two times t and t′, there are two kind of light cones
emerging in their structure: one for x = t+ t′ and one for x = t− t′. For the Keldysh Green’s function
GK(x, t, t) at equal times , the enhancement at the light cone can be physically interpreted as due
to the simultaneous arrival at positions x1 and x2 of highly entangled excitations generated by the
quench [174]. For the specific Hamiltonian in Eq. (2.1), the present normalization sets the velocity of
propagation to v = 1. While in principle the value of v is affected by the presence of the interaction,
this is not the case up to one loop in perturbation theory, as shown in the rest of this section. For the
retarded Green’s function GR(x, t, t
′) the enhancement at the light cone can also be again understood
from the ballistic propagation of excitations with velocity v = 1: a perturbation created at x = 0 at
time t′ cannot be felt at position x until the condition x = |t − t′| is obeyed. After this time, the
effect of the initial perturbation decreases upon increasing t for a fixed value of x, and so the response
function approaches zero.
Exploiting the spatial isotropy and translational invariance, GR/K(x, t, t
′) in d spatial dimensions
can be calculated from their Fourier transforms GR/K(k, t, t
′) in Eqs. (2.15a) and (2.15b) as
GR,K(x, t, t
′) =
1
xd/2−1 (2pi)d/2
∫ Λ
0
dk kd/2Jd/2−1(kx)GR,K(k, t, t′), (2.27)
where we included a sharp ultra-violet cut-off Λ in the integral over k and Jα indicates the Bessel
function of the first kind. This expression is obtained by exploiting the fact the functions GR,K
depend only on the modulus k of the wavevector k: one can then perform a change of variables using
hyperspherical coordinates and then integrate over the angular variables [190].
In this section we focus on the case of a critical quench, corresponding to a vanishing post-quench
value of the parameter r = 0. Correspondingly, the correlation length ξ = r−1/2 diverges, causing
30 CHAPTER 2. DPT OF O(N)-MODEL: MEAN FIELD AND GAUSSIAN THEORY
the emergence of universal scaling forms and algebraic decays also in the light-cone structure of the
Green’s functions. Let us first consider spatial dimension d = 4. The Gaussian retarded Green’s
function Gd=40R (x, t, t
′) follows from Eqs. (2.27) and (2.15a):
Gd=40R (x, t, t
′) = − 1
4pi2x3
∫ Λx
0
dy yJ1(y) sin(y(t− t′)/x), (2.28)
where we assume, for simplicity, t > t′. Denoting by τ = t− t′ the difference between the two times,
for Λx  1 and Λτ  1 we find that G0R exhibits a light cone, similarly to what was observed in
other models [183,185,188]:
Gd=40R (x τ) =
Λ3
4pi5/2 (Λx)5/2
sin(Λτ) [sin(Λx) + cos(Λx)] ' 0, (2.29a)
Gd=40R (x = τ) = −
Λ3
12pi5/2 (Λτ)3/2
, (2.29b)
Gd=40R (x τ) = −
Λ2
4pi5/2τ (Λx)3/2
cos(Λτ) ' 0. (2.29c)
Inside (x  τ) and outside (x  τ) the light cone, G0R vanishes on average due to the rapidly
oscillating terms, while exactly on the light cone x = τ = t−t′ it does not, and actually is characterized
by an algebraic temporal decay ∝ τ−3/2. Accordingly G0R(x, τ) is peaked at x = τ and vanishes away
from this point in a manner which depends on the ultraviolet (UV) physics.
In Sec. 4.2.3 we show that this basic behavior is preserved even in presence of interactions, provided
that the dynamics is in the collisionless prethermal regime. However, the algebraic decay at x = |t−t′|
will be modified in two ways: first, it will depend on whether the initial perturbation occurs at a short
time or at a long time relative to a microscopic time scale Λ−1, which is not captured by the Gaussian
quench discussed here. Second, the algebraic decay will acquire corrections described by the anomalous
exponent θN for t
′ at short times.
The Gaussian Keldysh Green’s function Gd=40K (x, t, t) at equal times, in real space, and in the
deep-quench limit follows from Eqs. (2.27) and (2.17b):
iGd=40K (x, t, t) =
Ω0
8pi2x
∫ Λ
0
dk [1− cos(2kt)]J1(kx). (2.30)
Evaluating the integral, the light cone is observed to emerge for Λx  1 and Λt  1, upon crossing
the line x = 2t,
iGd=40K (x 2t) ' O
(
J0(Λx)
x2
)
' 0, (2.31a)
iGd=40K (x = 2t) '
Ω0
8pi5/2
Λ2
(Λx)3/2
, (2.31b)
iGd=40K (x 2t) '
Ω0
8pi2
Λ2
(Λx)2
. (2.31c)
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Outside the light cone, i.e., for x  2t, the behavior of G0K is primarily determined by the initial
state as the effect of the quench has not yet set in. Since the initial state is gapped, with two-point
correlations decaying rapidly upon increasing their distance, G0K vanishes outside the light cone for
Λx  1. Inside the light cone (x  2t), instead, a time-independent value is obtained, which is
characterized by an algebraic spatial decay ∝ x−2. Finally, right on the light cone x = 2t, the
correlator G0K is enhanced, showing a slower algebraic decay ∝ x−3/2.
While above we focused on the case d = 4, it is interesting to study the behavior of G0K in
generic spatial dimensionality d, which we compare in Sec. 4.2.3 with the results of the perturbative
dimensional expansion in the presence of interactions. Note that G0K outside the light cone vanishes
for the reason indicated above; thus we discuss here its behavior at and inside the light cone. Instead
of regularizing the momentum integrals via a sharp cut-off as we did in Eq. (2.27), we consider below
a generic cut-off function f(k/Λ) such that f(x  1) = 1, with an exponential decay as x  1. In
view of the asymptotic form of Bessel functions [191], and noting that they oscillate in phase with
G0K(k, t, t) on the light cone, we find (see Eq. (2.27))
iG0K(x = 2t) ' Ω0
xd/2−1 (2pi)d/2
∫ ∞
0
dk kd/2
f(k/Λ)
k2
√
kx
∝ 1
xd−2
∫ ∞
0
dy y(d−5)/2f
( y
Λx
)
' 1
xd−2
∫ Λx
0
dy y(d−5)/2
∝ 1
x(d−1)/2
. (2.32)
Inside the light cone x 2t we find, instead,
iG0K(x 2t) ' Ω0
xd/2−1 (2pi)d/2
∫ ∞
0
dk kd/2f(k/Λ)Jd/2−1(kx)
1
k2
∝ 1
xd−2
∫ ∞
0
dy y−2+d/2Jd/2−1(y)f
( y
Λx
)
∝ 1
xd−2
, (2.33)
where we replaced sin2(kt) appearing in G0K(k, t, t) (see Eq. (2.17b)) with its temporal mean value
1/2 and in the last line the cut-off function f has been replaced by 1 because the rapidly oscillating
Bessel function suppresses the integral at large arguments. In summary, for a deep quench to the
critical point of the Gaussian theory in d spatial dimensions one finds
iG0K(x 2t) ' 0, (2.34a)
iG0K(x = 2t) ∝ 1
x(d−1)/2
, (2.34b)
iG0K(x 2t) ∝ 1
xd−2
. (2.34c)
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The response function on the other hand can be simply derived by using Eqs. (2.17a) and (2.27),
G0R(x = t− t′) ∝ 1
x(d−1)/2
(2.35)
and vanishes away from x = t− t′ as discussed above.
As anticipated above and shown in Sec. 4.2.3, these expressions acquire sizeable corrections when
a finite value of the post-quench interaction u is included, with corrections taking the form of an
anomalous scaling which modifies the exponents appearing in Eqs. (2.34) and (2.35).
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Figure 2.1: Potentials and corresponding time evolution of the order parameter φ(t) for different
values of r and E and u = 1. Upper and upper-middle figures: potentials for r = 1 and r = 0 have
one absolute minimum (red dots), and the corresponding evolution oscillates around zero. Lower and
lower-middle figures: potentials for r = −1 have two degenerate minima and a relative maximum (red
dots); the corresponding evolutions oscillates around a finite value if E < 0 (lower-middle figure) and
around zero if E > 0.
34 CHAPTER 2. DPT OF O(N)-MODEL: MEAN FIELD AND GAUSSIAN THEORY
Figure 2.2: Mean-field non-equilibrium phase diagram (from Ref [168]). Four “phases” are identified:
(I) for r > rc and r0 > 0, the order parameter φ(t) vanishes identically; (II) r > rc and r0 < 0,
where φ(t) shows oscillations around zero; (III) and (IV) where φ(t) shows oscillations with a non-zero
average.
Chapter 3
DPT of O(N)-model: large-N limit
Abstract
The non-equilibrium dynamics of an isolated quantum system after a sudden quench to a
dynamical critical point is expected to be characterized by scaling and universal exponents
due to the absence of time scales. We explore these features for a quench of the parameters
of a Hamiltonian with O(N) symmetry, starting from a ground state in the disordered
phase. In the limit of infinite N , the exponents and scaling forms of the relevant two-time
correlation functions can be calculated exactly. Our analytical predictions are confirmed
by the numerical solution of the corresponding equations. Moreover, we find that the same
scaling functions, yet with different exponents, also describe the coarsening dynamics for
quenches below the dynamical critical point.
In this chapter we will study the quench protocol described in Section 2.1 in the limit N → ∞.
In the following we will exploit the fact that, if the O(N) symmetry in the initial state is not broken,
the average 〈φaφb〉 (where 〈. . . 〉 ≡ 〈ψ0| . . . |ψ0〉) vanishes unless a = b, with its non-vanishing value
independent of a, and equal to the fluctuation 〈φ2〉 of a generic component φ of the field. In the limit
N →∞, the model (2.1) can be solved by taking into account that, at the leading order, the quartic
interaction in Eq. (2.1) decouples as [169–171,180]
(φ2)2 → 2(N + 2)〈φ2〉φ2 −N(N + 2)〈φ2〉2; (3.1)
as shown in Ref. [192], this decoupling corresponds to the Hartree-Fock approximation, which becomes
exact for N →∞. Once inserted into Eq. (2.1), the dynamics of the various components of the fields
decouples and each of them is ruled (up to an inconsequential additive constant) by the effective
time-dependent quadratic Hamiltonian
Heff(t) =
1
2
∫
ddx
[
Π2 + (∇φ)2 + reff(t)φ2
]
, (3.2)
where reff(t) is determined by the condition
reff(t) = r +
u
6
〈φ2(x, t)〉. (3.3)
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In a field-theoretical language, reff(t) plays the role of a renormalized square effective mass of the
field φ. Due to the quadratic nature of Heff, it is convenient to decompose the field φ into its Fourier
components φk, according to φ(x, t) =
∫
ddk φk(t)e
ik·x/(2pi)d, with an analogous decomposition for Π.
Each of these components can be written in terms of the annihilation and creation operators [170,171]
ak and a
†
k, respectively, diagonalizing the initial Hamiltonian:
φk(t) = fk(t)ak + f
∗
k(t)a
†
−k, (3.4)
where fk(t) = f−k(t) is a complex function depending on both time t and momentum k. Note that
the canonical commutation relations between φ and Π imply [170]
2 Im[fk(t)f˙
∗
k(t)] = 1. (3.5)
The Heisenberg equation of motion for φk derived from the Hamiltonian (3.2) yields the following
evolution equation for fk(t):
f¨k + [k
2 + reff(t)]fk = 0, (3.6)
with k = |k|. This equation is supplemented by the initial conditions
fk(0) = 1/
√
2ω0k and f˙k(0) = −i
√
ω0k/2, (3.7)
where ω20k = k
2 + Ω20, which can be obtained by diagonalizing the quadratic pre-quench Hamiltonian
and by imposing the continuity [174,175] of φk(t) at t = 0.
Since the Hamiltonian is quadratic, all the information on the dynamics is encoded in its two-
time functions, such as the retarded (GR) and Keldysh (GK) Green’s functions, which are defined in
Eqs. (2.14). Accordingly, reff in Eq. (3.3) can be expressed in terms of GK as
reff(t) = r +
u
12
∫
ddk
(2pi)d
iGK(k, t, t)h(k/Λ), (3.8)
where the function
h(x) =
{
0 for x 1,
1 for x 1, (3.9)
implements a large-k cut-off at the scale Λ in order to make the theory well-defined at short distances,
while it does not affect it for k  Λ. By using Eq. (3.4) in Eqs. (2.14b) and (2.14a), we find that
GK,R can be written in terms of the function fk as:
iGK(k, t, t
′) = 2Re
[
fk(t)f
∗
k(t
′)
]
, (3.10)
GR(k, t, t
′) = 2θ(t− t′)Im [fk(t)f∗k(t′)] . (3.11)
The dynamics of the system can be determined by solving the set of self-consistency equations given
by Eqs. (3.6), (3.8) and (3.10). Generically, these equations do not admit an analytic solution and
therefore one has to resort to numerical integration. Nevertheless, in the following section, we show
that some quantities can be analytically calculated when the post-quench Hamiltonian is close to the
dynamical critical point.
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3.1 Dynamical phase transition and scaling equations
In Refs. [169–171] it was shown that, after the quench, the system approaches a stationary state, in
which the effective Hamiltonian becomes time-independent. Such a stationary state was then argued
to be non-thermal as a consequence of the integrability of the model. In particular, in Ref. [171],
it was demonstrated that when r in Eq. (2.1) is tuned to a critical value rc, the long-time limit r
∗
of the corresponding effective parameter reff(t) in Eq. (3.2) vanishes and therefore the fluctuations
of the order parameter become critical, signalling the occurrence of a dynamical phase transition.
More precisely, as a consequence of the divergence of the spatial correlation length ξ ≡ (r∗)−1/2, the
correlation functions at long times acquire scaling forms characterized by universal critical exponents.
Similarly to the case of classical systems after a quench of the temperature [119], the correlation
functions exhibit dynamical scaling forms not only in the steady state, but also while approaching it [2]:
in particular, relying on dimensional analysis and on the lack of additional time- and length-scales at
r = rc, one expects the effective value reff(t) to scale as:
reff(t) =
a
t2
σ(Λt), (3.12)
where the function σ is normalized by requiring σ(∞) = 1, such that reff(t) vanishes at long times as
reff(t) =
a
t2
for Λt 1, (3.13)
while a is a dimensionless quantity. The non-universal corrections introduced by σ(Λt) − 1 to this
long-time limit are negligible for Λt 1. On the contrary, for Λt . 1, they become dominant and non-
universal behavior is displayed. Accordingly, one can identify a microscopic time [2] tΛ ' Λ−1 which
separates these two regimes: for 0 ≤ t . tΛ the dynamics is dominated by non-universal microscopic
details; for t & tΛ, instead, the dynamics becomes universal. This discussion assumes that the function
σ(τ) has a well-defined limit as τ → ∞, which might not be the case in the presence of oscillatory
terms. In fact, as shown in the numerical analysis presented in Sec. 3.2, the non-universal function σ
depends on how the cut-off Λ is implemented in the model, i.e., on the choice of the function h(x) in
Eq. (3.8). In particular, the choice of a sharp cut-off turns out to make σ(τ) oscillate, masking the
universal long-time behavior reff(t) ∼ t−2.
As a consequence of the universal form of Eq. (3.13) for t & tΛ, the correlation functions are
expected to exhibit scaling properties. In order to show this, it is convenient to rescale time and write
the function fk(t) as fk(t) = gk(kt). Inserting Eq. (3.13) into Eq. (3.6), one finds the equation for
gk(x):
g′′k(x) +
(
1 +
a
x2
)
gk(x) = 0, (3.14)
valid for x ≡ kt & ktΛ, whose solution is:
gk(x) =
√
x[AkJα(x) +BkJ−α(x)], (3.15)
where Jα(x) is the Bessel function of the first kind and
α =
√
1
4
− a. (3.16)
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Below we show that it is consistent to assume a < 1/4 and therefore α to be real. The constants Ak
and Bk in Eq. (3.15) are fixed by the initial condition of the evolution, as discussed below. For later
reference, we recall that
Jα(x) '
{
(x/2)α/Γ(1 + α), x 1,
cos(x− αpi/2− pi/4)√2/(pix), x 1, (3.17)
where Γ(x) is the Euler gamma function [191]. Note that Eq. (3.15) encodes the complete dependence
of fk(t) on time t for t & tΛ, whereas its dependence on the wave vector k is encoded in the yet unknown
functions Ak and Bk. By using the following identity for the Wronskian of Bessel functions [191]
Jα(x)J
′
−α(x)− J−α(x)J ′α(x) = −
2 sin(αpi)
pix
, (3.18)
one can show that Eq. (3.5) requires the coefficients Ak, Bk to satisfy the relation:
Im[AkB
∗
k] = −
pi
4 sin(αpi)
1
k
. (3.19)
This relation is not sufficient in order to determine completely Ak and Bk unless the full functional
form of reff(t) is taken into account, including its non-universal behavior for t . tΛ; this would allow
us to fix Ak and Bk on the basis of the initial conditions for the evolution, which at present cannot
be reached from Eq. (3.15), it being valid only for t & tΛ. However, for a deep quench — such as that
one investigated in Ref. [2] — with Ω0  Λ, the initial conditions (3.7) for the evolution of fk become
essentially independent of k and read:
fk(0) ' 1/
√
2Ω0, f˙k(0) ' −i
√
Ω0/2. (3.20)
At time t ' tΛ ' Λ−1, fk(tΛ) can be calculated from a series expansion fk(tΛ) = fk(0) + tΛf˙k(0) +
t2Λf¨k(0) +O(t3Λ) and by using Eqs. (3.6) and (3.20) one may readily conclude that its dependence on k
comes about via (k/Λ)2 and k/(Ω0Λ); accordingly, at the leading order, it can be neglected for k  Λ.
On the other hand, fk at tΛ can be evaluated from Eq. (3.15) and, since ktΛ ' k/Λ 1, we can use
the asymptotic form of the Bessel functions for small arguments, finding:
fk(tΛ) ∝ Ak(ktΛ)1/2+α +Bk(ktΛ)1/2−α. (3.21)
In order to have fk(tΛ) independent of k at the leading order, it is then necessary that:
Ak ' A(k/Λ)−1/2−α, Bk ' B(k/Λ)−1/2+α, (3.22)
where A and B are yet unknown complex numbers. While this scaling is expected to be true for
k  Λ, non-universal corrections may appear for k ' Λ. Note that Eq. (3.22) is consistent with
(3.19), provided that:
Im[AB∗] = − piΛ
−1
4 sin(αpi)
. (3.23)
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The numerical analysis discussed in Sec. 3.2 actually shows that Ak turns out to be purely imaginary,
while Bk real. Combining Eqs. (3.22) with (3.15), (3.10), and (3.11), one finds a simple form for the
retarded Green’s function
GR(k, t, t
′) = −θ(t− t′) pi
2 sinαpi
(tt′)1/2×[
Jα(kt)J−α(kt′)− J−α(kt)Jα(kt′)
]
,
(3.24)
while the one for iGK(k, t, t
′) is somewhat lengthy and thus we do not report it here explicitly. In
order to determine a and therefore α from the self-consistent condition in Eq. (3.8), it is actually
sufficient to know iGK(k, t, t
′) for t = t′, which is given by
iGK(k, t, t) = 2Λt
{|A|2(k/Λ)−2αJ2α(kt)
+ |B|2(k/Λ)2αJ2−α(kt) + 2Re[AB∗]Jα(kt)J−α(kt)
}
.
(3.25)
Accordingly, while Eq. (3.19) is sufficient in order to determine the complete form of GR, the one
of GK still contains unknown coefficients A and B which are eventually determined by the initial
conditions; nevertheless, the scaling properties of both of these functions are already apparent. In
fact, their dynamics is characterized by two temporal regimes, which we refer to as short (kt  1)
and long (kt 1) times. Stated differently, the temporal evolution of each mode k has a typical time
scale ∼ k−1 determined by the value of the momentum itself and the corresponding short-time regime
extends to macroscopically long times for vanishing momenta.
Let us focus on GR in Eq. (3.24): at short times t
′ < t k−1 it becomes independent of k
GR(k, t, t
′) ' − t
2α
(
t′
t
)1/2−α [
1−
(
t′
t
)2α]
, (3.26)
where we used the asymptotic expansion in Eq. (3.17). For well-separated times t  t′, the second
terms in brackets is negligible and GR(k, t t′, t′) displays an algebraic dependence on the ratio t′/t.
At long times k−1  t′, t, instead, GR becomes time-translational invariant and by keeping the leading
order of the asymptotic expansion of the Bessel functions in Eq. (3.17), it reads
GR(k, t, t
′) ' −θ(t− t′)sin k(t− t
′)
k
, (3.27)
which is nothing but the GR of a critical Gaussian Hamiltonian after a deep quench [2]. Similarly, at
short times t k−1 and to leading order in Λt, GK(k, t, t) reads (see Eqs. (3.25) and (3.17))
iGK(k, t, t) ' 2
1−2α |A|2
Γ2(1 + α)
(Λt)1+2α, (3.28)
which is independent of the momentum k, as it is the case for GR within the same temporal regime.
At long times t k−1, instead, one finds
iGK(k, t, t) ' 2|A|
2
pi
(
Λ
k
)1+2α
, (3.29)
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to leading order in k/Λ, where the possible oscillating terms have been neglected, as they are supposed
to average to zero when an integration over momenta is performed. The resulting expression turns out
to be time-independent and, contrary to what happens with GR, it does not correspond to the GK of a
critical Gaussian theory after a deep quench [2], reported further below in Eq. (3.30). This fact should
be regarded as a consequence of the non-thermal nature of the stationary state which is eventually
reached by the system and which retains memory of the initial state. Since the effective Hamiltonian
(3.2) is Gaussian, it is tempting to interpret the anomalous momentum dependence ∼ k−1−2α in
Eq. (3.29) in terms of a quench in a truly Gaussian theory. In the latter case, it was shown [174–176]
that, for deep quenches,
iGK(k, t, t) ' Ω0
2k2
, (3.30)
which is similar to an equilibrium distribution with an effective temperature Teff ' Ω0. Accordingly,
Eq. (3.29) can be regarded as resulting from a quench of a Gaussian theory with a momentum-
dependent initial “temperature” Ω0(k) ∼ k1−2α.
Equations (3.28) and (3.29) show that the term proportional to |A|2 in the expression (3.25) of
GK(k, t, t) is dominant at both long and short times: accordingly, we can neglect the remaining ones
and the Keldysh Green’s function with two different times t, t′ acquires the scaling form
iGK(k, t, t
′) = 2|A|2
(
Λ
k
)1+2α√
k2tt′Jα(kt)Jα(kt′), (3.31)
which can be derived from Eqs. (3.15), (3.22), and (3.10). This expression can now be used in order
to derive from the self-consistency equation (3.8) the value of the constant a and therefore of the
exponent α (see Eq. (3.16)) which characterizes the scaling forms (3.24) and (3.31). For Λt  1 one
can approximate reff(t) with Eq. (3.13) and, by assuming a sharp cut-off
h(x) = θ(1− x), (3.32)
Eq. (3.8) becomes
a
t2
= rc +
ad
6
|A|2 uΛdRd,α(Λt) (3.33)
at the critical value rc of r. In this expression we introduced the function
Rd,α(x) = x
∫ 1
0
dy yd−1−2αJ2α(xy), (3.34)
while ad = Ωd/(2pi)
d with Ωd = 2pi
d/2/Γ(d/2) the d-dimensional solid angle. Expanding Rd,α(x) for
large argument x 1, one finds that
Rd,α(x) = Wd,α(x) + c
(0)
d,α +
c
(1)
d,α
xd−1−2α
+
c
(2)
d,α
x2
+O
(
1
x4
)
, (3.35)
where Wd,α(x) is a fast oscillating function which is a consequence of the sharp cut-off considered in
the integral over momenta and c
(i)
d,α are certain coefficients, the relevant values of which are provided
further below. Once the expansion (3.35) is plugged into Eq. (3.33), the r.h.s. of the latter can be
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expanded in decreasing powers of Λt which have to match the term on its l.h.s., resulting in a set of
conditions fixing the values of rc, α, and u. Notice that the oscillations contained in Wd,α(x) would be
compensated by sub-leading terms in the l.h.s. of Eq. (3.33) (which are not reported, see the discussion
after Eq. (3.13)), thus confirming the non-universal nature of Wd,α(x). The value of rc is determined
such as to cancel the constant contribution ∝ c(0)d,α on the r.h.s., while α has to be fixed such that
c
(1)
d,α = 0 in order to cancel the term ∝ (Λt)1+2α−d which cannot be matched by the l.h.s. of Eq. (3.33)
1. This procedure — typically used for solving this kind of self-consistency equations [146,193–195] —
can be regarded as a systematic way of canceling terms which result from corrections to scaling and,
therefore, it allows a comparison with the results obtained within a renormalization group approach
(with some exceptions, see Ref. [195]). For our purposes, it is sufficient to focus on the condition
c
(1)
d,α =
1
2
√
pi
Γ
(
1
2 − d2 + α
)
Γ
(
d
2
)
Γ
(
1− d2 + α
)
Γ
(
1− d2 + 2α
) = 0, (3.36)
which is solved by requiring the argument of one of the two Γ functions in the denominator to equal
a non-positive integer. The two corresponding infinite sets of solutions S ′ and S for α are given by
S ′ =
{
d− 2
2
− n
}
n≥0
, S =
{
d− 2
4
− n
2
}
n≥0
, (3.37)
with integer n. The physically relevant solution can be selected by requiring a to match its Gaussian
value a = 0 (or, equivalently, α = 1/2, see Eq. (3.16)) at the upper critical dimensionality dc = 4 of
the model [2,171]. Note that this Gaussian value of a can be easily inferred by inspecting the scaling
behavior of GR,K for the quench towards a non-interacting theory (compare, e.g., Eqs. (3.29) and
(3.30)). Accordingly, one finds a single possible solution from S, i.e.,
α =
d− 2
4
and a =
d
4
(
1− d
4
)
, (3.38)
with a > 0 for all values of d between dl = 2 and dc = 4, while for d > 4 the Gaussian theory applies
and therefore
α =
1
2
and a = 0. (3.39)
For d ≥ dc, c(2)d,α ∝ a vanishes and the leading temporal dependence of the r.h.s. of Eq. (3.33) at long
times is ∝ c(1)d,α=1/2(Λt)−(d−2) and therefore
reff(t) ∝ (Λt)−(d−2), (3.40)
up to oscillating terms, instead of the behavior ∝ t−2 in Eq. (3.13). Equations (3.38) and (3.39)
together with Eqs. (3.24) and (3.31) completely characterize the scaling behavior of GK,R after a deep
1In passing we mention that, alternatively, one might require the exponent of this term to equal the one on the l.h.s.
of Eq. (3.33), i.e., 1 + 2α − d = −2. Correspondingly, the divergence of c(2)d,α ∝ a/[2pi(3 + 2α − d)] cancels the one of
c
(1)
d,α reported in Eq. (3.36): the eventual contribution ∝ t−2 on the r.h.s. of Eq. (3.33) is finite but negative and it would
therefore require an unphysical negative value of the coupling constant u in order to match the term on the l.h.s. of the
same equation.
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quench to the critical point. These results can be compared with the predictions of Ref. [2], formulated
with a dimensional expansion around the upper critical dimensionality dc of the O(N) model, which is
expected to reduce to the present one for N →∞. There, the time dependence of GK,R for kt, kt′  1
and t′  t was parametrized in terms of the exponent θ as
GR(k, t, t
′) ∝ −t(t′/t)θ and GK ∝ (tt′)1−θ, (3.41)
from which it follows that θ is related to the exponent α introduced in Eqs. (3.24) and (3.31) by
θ = 1/2− α. Moreover, it was found in Ref. [2] (see Chapter 4) that θ = /4 +O(2) with  ≡ 4− d,
in agreement with Eq. (3.38), which yields θ = 1− d/4 for d < 4.
We note here that among the remaining solutions of Eq. (3.36) in S and S ′ which do not match
the Gaussian value at d = dc, only one turns out to be compatible with having a positive value of the
coupling constant u in Eq. (3.33). This solution belongs to S ′, and is given by
αco =
d− 2
2
with aco =
(3− d)(d− 1)
4
; (3.42)
remarkably, it turns out to be related to the coarsening occurring after a quench to r < rc, as we
argue and demonstrate further below.
3.2 Numerical results
In order to test the quality of the analytical predictions of the previous section, we studied in detail the
numerical solution of the evolution equations (3.6) for fk(t), under the constraint provided by Eq. (3.8),
with GK given by Eq. (3.10). The numerical integration of these equations has been performed using
an algorithm based on the Bulirsch-Stoer method [196], while the integrals over momentum k have
been computed using the extended Simpson’s rule [196] with a mesh of 7.5× 104 points.
In Sec. 3.2.1 we consider the case of a quench to the critical point, comparing the numerical results
for the relevant correlation functions with the analytical predictions derived in Sec. 3.1. In Sec. 3.2.2
we present, instead, results for a quench below the critical point, and show some numerical evidence
of the emergence of scaling properties during coarsening.
3.2.1 Quench to the critical point
In order to determine the critical value rc of the parameter r in Eq. (2.1) one can conveniently use
the ansatz proposed in Ref. [171,180], i.e.,
rc = − u
4!
∫
ddk
(2pi)d
2k2 + Ω20
k2
√
k2 + Ω20
h(k/Λ), (3.43)
which turns out to correctly predict rc also beyond the case of a deep quench. The rationale behind
this ansatz relies on the assumption that GK(k, t, t) at t → ∞ has approximately the same form as
for the case of a quench to r = 0 in the non-interacting case u = 0 [180]. Although the validity of
this assumption for a quench to the critical point is questionable because, as shown in Sec. 3.1, GK
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differs significantly from the non-interacting case u = 0 (see, e.g., Ref. [2]), Eq. (3.43) anyhow provides
accurate predictions for the value of rc.
The accuracy of the ansatz (3.13) for the long-time behavior of reff(t) can be tested by calculating
reff(t) according to Eqs. (3.8) and (3.10), based on the numerical solution of the evolution equation
(3.6) for fk(t).
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Figure 3.1: Effective parameter reff as a function of time t. Upper left panel: reff for a quench above
(uppermost curve), at (lowermost curve), and below (intermediate curve) the critical point rc with
d = 3.4, Ω20 = 10
2, u ' 80, and a Gaussian cut-off function h(k/Λ) = exp[−k2/(2Λ2)] with Λ = pi/2.
The black dashed lines indicate an algebraic decay ∼ t−2. Upper central panel: reff at r = rc for
sharp (uppermost curve) and smooth (lowermost curves) cut-off functions h(k/Λ) indicated in the
legend (see also the main text) with d = 3, Ω20 = 10
2, u ' 47, and Λ = pi/2. Upper right panel:
reff at r = rc for various values of the sharp cut-off Λ,increasing from top to bottom, with d = 3,
Ω20 = 10
4, and u ' 4.74, compared with the expected algebraic decay ∼ t−2 (dashed line). Lower left
panel: reff at r = rc for various values of the initial parameter Ω
2
0, decreasing from top to bottom,
with d = 3, u ' 4.74, and a Gaussian cut-off function h with Λ = pi/2. Lower central panel: reff
at r = rc for several values of d > dc = 4, u = 1, Ω
2
0 = 10
4 and a Gaussian cut-off function h with
Λ = pi/2; the dashed lines superimposed on the curves are proportional to t−2.1 (uppermost curve),
t−2.3 (intermediate curve) and t−2.5 (lowermost curve). Lower right panel: reff at r = rc for several
values of Ω0,decreasing from top to bottom, with fixed d = 4.5, u = 1 and a Gaussian cut-off function
h with Λ = pi/2.
In Fig. 3.1 we show the time dependence of reff(t) after a deep quench. In particular, the upper left
panel demonstrates, in spatial dimension d = 3.4, that while reff(t) at long times approaches a finite
value for r > rc, it generically vanishes for both r = rc and r < rc. In particular, the corresponding
decay turns out to be ∼ t−2 in both cases, as indicated by the dashed lines, in agreement with the
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ansatz (3.13) at criticality. Such an algebraic behavior actually sets in after some time tΛ ∼ O(Λ−1),
where Λ is the cut-off employed in the algorithm. As expected, the actual possibility of detecting this
algebraic decay depends on the way the model is regularized, i.e., on the specific function h(x) used in
Eq. (3.8) in order to introduce the cut-off Λ. This is illustrated by the upper central panel of Fig. 3.1
for a quench at criticality r = rc in d = 3, in which the momentum integral in Eq. (3.8) is regularized
with a sharp cut-off as in Eq. (3.32) (uppermost curve) or with a smooth exponential h(x) = e−x or
Gaussian h(x) = e−x2/2 functions (lower curves), with characteristic scale Λ. (Note that the value of
rc is also affected by this choice, according to Eq. (3.43).) While the sharp cut-off causes persistent
oscillations in |reff(t)|, which mask the expected behavior ∼ t−2, the smooth ones are qualitatively
similar and they reveal this algebraic decay after some time tΛ. The persistent oscillations displayed
for a sharp cut-off function are expected to be sub-leading compared to the Λ-independent decay ∼ t−2
in a formal expansion in decreasing powers of Λ: accordingly, their amplitude is expected to decrease
as Λ increases. This is clearly demonstrated by the curves in the upper right panel of Fig. 3.1, which,
from top to bottom, slowly approach the expected algebraic behavior (dashed line) upon increasing
the value of Λ. Accordingly, in order to detect the universal behavior ∼ t−2 in the presence of a sharp
cut-off, very large values of Λ have to be used, resulting in a longer computational time with respect
to that required by an exponential or Gaussian cut-off function h. The onset of a scaling regime
for reff(t) for a quench at criticality is also expected to be influenced by the value of the pre-quench
parameter Ω20, as discussed in Sec. 3.1 and in Ref. [2]. In particular, while the analytic investigation
in Sec. 3.1 assumes a deep quench, i.e., Ω0  Λ, it is instructive to check numerically how the actual
value of Ω0 influences the time tΛ after which the expected universal algebraic behavior ∼ t−2 sets in.
The curves in the lower left panel of Fig. 3.1 show, from top to bottom, that tΛ increases significantly
upon decreasing the value of Ω20, until the eventual algebraic behavior is completely masked by the
initial non-universal transient occurring at t < tΛ when Ω0  Λ. If the spatial dimensionality d of
the model is larger than the upper critical dimensionality dc = 4, the leading-order temporal decay of
reff(t) is no longer proportional to t
−2, because the corresponding proportionality constant a vanishes
(see Eq. (3.13)). In this case, reff(t) still vanishes at long times with the algebraic law ∼ t−(d−2) given
in Eq. (3.40). This dependence is shown in the lower central panel for d = 4.1, 4.3 and 4.5. The
theoretical prediction for the exponent of this decay is indicated by the corresponding dashed lines,
while its prefactor is a non-universal constant which depends — in contrast to the case d < 4 — on the
actual values of the parameters of the system, e.g., Ω0, as shown in the lower right panel for d = 4.5.
As discussed in Sec. 3.1, the scaling behavior of reff(t) implies the emergence of algebraic depen-
dences on time in GR,K , numerical evidences for which are presented in Fig. 3.2 for a deep quench
occurring at d = 3. In particular, GK(k, t, t) at criticality is expected to display the short-time scaling
in Eq. (3.28) for t k−1 (which actually extends to long times for k = 0), while in the long-time limit
t k−1, GK displays (up to oscillating terms) the scaling in Eq. (3.29) as a function of k. In order to
corroborate these predictions, the left and right upper panels of Fig. 3.2 show the dependence on time
t and momentum k, respectively, of GK within these two regimes, for quenches occurring at r > rc
(lowermost curves), r = rc (intermediate curves), and r < rc (uppermost curves). The upper left panel
demonstrates that GK(k = 0, t, t), after a quench to criticality, grows in time as ∼ t3/2 (intermediate
dashed line) in agreement with Eqs. (3.28) and (3.38) for d = 3. If the quench occurs above criticality,
instead, GK displays oscillations with an asymptotic period ∝ ξ = (r∗)−1/2 where r∗ = reff(t→∞) as
expected on general grounds [2] and as suggested by the lowermost curve. Remarkably, an algebraic
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behavior ∼ t2 (uppermost dashed line) emerges for quenches occurring below the critical point (i.e.,
with r < rc), which signals that the corresponding coarsening occurs on a dynamical length scale
which grows in time [150]. Further below (see Fig. 3.4), we discuss the dependence of the power of this
algebraic decay on the spatial dimensionality d. We anticipate here that the present law ∼ t2 agrees
with what one would obtain by extending the scaling prediction in Eq. (3.28) to quenches below rc
and by using the value αco = 1/2 from Eq. (3.42) instead of α. The upper right panel, instead, reports
the dependence on k of the value eventually reached by GK(k, t, t) at a fixed but long time t k−1.
In particular, at criticality r = rc (intermediate curve), GK approaches, up to oscillatory terms, the
algebraic behavior ∼ k−3/2 (lower dashed line) in agreement with Eqs. (3.29) and (3.38) in d = 3. For
r < rc (uppermost curve), GK still displays, up to oscillatory terms, an algebraic dependence on k,
but with a different power ∼ k−2 (upper dashed line) which again agrees with the extension of the
critical scaling form (3.29) below rc with α replaced by αco. When the quench occurs, instead, above
the critical point, GK tends to a constant, up to oscillations. In all the cases illustrated in Fig. 3.2,
non-universal contributions affect the various curves for k & Λ = pi/2, due to the effects of the regular-
izing function h. As far as GR(k, t, t
′) is concerned, Eq. (3.24) provides its complete expression within
the scaling regime at criticality r = rc. In particular, GR(k = 0, t, t
′) acquires the scaling form (3.26),
while GR(k, t, t
′) becomes time-translationally invariant at long times k−1  t′ < t as in Eq. (3.27).
The lower left panel of Fig. 3.2 shows that GR(k = 0, t, t
′)/t with t′ < t becomes indeed a function of
the ratio t′/t only. At criticality (lowermost curve) this agrees with what is expected on the basis of
Eqs. (3.26) and (3.38) in d = 3 (which renders α = 1/4), with |GR(k = 0, t, t′)/t| ∝ Φ1/4(t′/t) (dashed
line), where we define
Φα(x) ≡ x1/2−α − x1/2+α. (3.44)
For a quench below rc, instead, the same quantity becomes |GR(k = 0, t, t′)/t| ∝ 1 − (t′/t) (dashed
line); this agrees with Φ1/2(t
′/t), i.e., with what one would infer by extending the critical scaling
function (3.26) below rc and by using the value αco = 1/2 in Eq. (3.42) for the exponent α. The inset
shows, instead, the numerical data for GR(k = 0, t, t
′) after a quench to r > rc, as a function of t′ and
fixed t > t′, which is characterized by persistent oscillations. As mentioned above, for this kind of
quench, reff(t) approaches a finite asymptotic value r
∗ at large times and, up to the leading order, the
system behaves as a Gaussian model quenched at r∗, for which the response function is given by [2]
Eq. (3.27) with
k →
√
k2 + r∗. (3.45)
The dashed line reported in the inset of the figure, which is actually indistinguishable from the nu-
merical data, corresponds to this theoretical prediction with k = 0 (see also next panel), confirming
its accuracy. The lower right panel of Fig. 3.2 shows GR(k, t > t
′, t′) as a function of k(t− t′) for two
fixed long times t and t′ < t and upon varying k. The main plot shows the corresponding numerical
curves both for r = rc and r < rc, which are however perfectly superimposed and practically indistin-
guishable from the theoretical prediction in Eq. (3.27) (dashed line), the latter being independent of
the actual value of α. The inset, instead, shows GR for r > rc: also in this case, the numerical data are
indistinguishable from the corresponding theoretical prediction obtained on the basis of Eqs. (3.27)
and (3.45), as explained above while illustrating the previous panel.
The numerical results presented in Figs. 3.1 and 3.2 refer to a quench of the model in a certain
spatial dimensionality d. In order to test both the predictions in Eq. (3.38) and some of the features
46 CHAPTER 3. DPT OF O(N)-MODEL: LARGE-N LIMIT
of the scaling functions at criticality we repeated the analysis of the previous figures for a variety of
values of d, the results of which are reported in Fig. 3.3. In particular, the long-time behavior of reff(t)
after a quench at r = rc (such as the one displayed for d = 3.4 in the upper left panel of Fig. 3.1) can
be fitted with the expected algebraic law at−2 in order to extract the value of a as a function of d.
The resulting numerical estimates are indicated by the dots in the upper left panel of the figure, where
they are compared with the theoretical prediction in Eq. (3.38) (dashed line). While the agreement
between the latter and the numerical data is very good for d . 3.6, slight deviations appear upon
approaching the upper critical dimensionality dc = 4 of the model, due to the expected corrections to
scaling which are known to become increasingly relevant as d→ dc [195].
Analogously, by fitting the time dependence of the critical iGK(k = 0, t, t) with the algebraic
law ∼ tγ , one can estimate the numerical value of γ as a function of d. These estimates, reported
in the upper right panel of Fig. 3.3 (symbols), can then be compared with the analytical prediction
γ ≡ 1 + 2α = d/2 for d < 4 and γ = 2 for d ≥ 4 (dashed line) which follows from Eqs. (3.28), (3.38),
and (3.39). Also in this case the agreement between the data and the analytical prediction is very good
apart from a region around dc, where corrections to scaling make the extraction of the exponent from
the data more difficult. While both of the previous evidences in favor of the theoretical predictions of
Sec. 3.1 are based on the scaling properties of GK and of reff(t), an independent and more stringent
test is provided by the analysis of the response function GR, whose analytical form in Eqs. (3.24)
and (3.26) does not involve unknown parameters (such as those which fix, instead, the amplitude
of GK(k = 0, t, t) in Eq. (3.28)). In particular, another estimate of α can be obtained by fitting
|GR(k = 0, t, t′)/t| with C Φα(t′/t) (see Eq. (3.44)) as predicted by Eq. (3.26). The resulting values of
α are reported in the lower left panel of Fig. 3.3 together with the analytical prediction (dashed line)
of Eqs. (3.38) and (3.39). Alternatively, one can estimate the value of the proportionality constant C
by fitting |GR(k = 0, t, t′)/t| with CΦα(t′/t) where α is now fixed to the theoretically expected value
reported in Eqs. (3.38) and (3.39). The resulting numerical estimates are indicated by the symbols
in the lower right panel of Fig. 3.3 together with the analytical prediction (dashed line) C = 1/(2α)
which follows from Eq. (3.26) and from the theoretical values of α of Eqs. (3.38) and (3.39). Also for
the lower left panel, the agreement with theoretical predictions is good, except for values close to dc,
while it is remarkably good for the lower right panel.
Further below we argue that the exponent γ = 1 + 2α which describes the algebraic behavior of
GK(k, t, t) both at short and long times (see Eqs. (3.28) and (3.29)) is the same as the one introduced
in Ref. [171] in order to characterize the small-momentum behavior ∼ k−γ of ρk(t) up to a cut-off
k∗ ∼ t−1. The quantity ρk(t) corresponds to the average number of excitations with momentum k
of the pre-quench Hamiltonian which are produced after a so-called double quench, i.e., when the
parameters of the post-quench Hamiltonian are restored suddenly to their initial values after a time
t has elapsed from the first quench occurring at t = 0. The values of γ which were numerically
determined in Ref. [171] for a quench to the critical point in d = 3 and 4, i.e., γ = 3/2 and 2 are in
perfect agreement with our numerical estimates and analytical predictions reported in the upper right
panel of Fig. 3.3.
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3.2.2 Quench below the critical point
The Keldysh (Fig. 3.2, upper panels) and the retarded (Fig 3.2, lower panels) Green’s functionsGK and
GR, respectively, for r > rc are characterized by an oscillatory behavior, which denotes the presence
of a finite length scale ξ in the model, set by the asymptotic value r∗ of reff(t). On the contrary,
for r < rc, the effective parameter reff(t) turns out to decay to zero as ' acot−2 (see the upper left
panel of Fig. 3.1), i.e., with the same power law as at criticality r = rc: correspondingly, GR,K exhibit
algebraic behaviors, which however differ from the critical ones. In fact, it is rather related to the
phenomenon of coarsening which we discuss further below in Sec. 3.2.3. As we discussed in Sec. 3.1,
the value of aco — as well as of a for r = rc — can in principle be determined in such a way as
to satisfy the self-consistent equations (3.33) and (3.36), which indeed admit two different solutions,
reported in Eqs. (3.38) and (3.42). While the former correctly describes the observed behavior at
criticality (see the evidence presented in Fig. 3.3), it is quite natural to expect the latter to describe
the other possible scaling behavior, i.e., the one associated with coarsening. Numerical evidence of
this fact is presented in Fig. 3.4. In particular, the upper left panel shows the value of aco (symbols)
for various values of d, as inferred by fitting the corresponding numerical data of reff(t) for r < rc with
acot
−2. The dashed line corresponds to the theoretical prediction reported in Eq. (3.42). Although
the numerical data reported in Fig. 3.4 refer to a quench with r = −3 < rc, we have verified that
these numerical estimates are not affected by the choice of r < rc. Note that while a at r = rc as a
function of the dimensionality d shows a marked change in behavior upon crossing the upper critical
dimensionality dc (see the upper left panel of Fig. 3.3), being zero above it, this is not the case for
aco. Analogous consideration holds for the other quantities discussed further below, when compared
with the corresponding ones at criticality. Heuristically this might be expected based on the fact
that — as in the case of classical systems [150, 197] — coarsening for r < rc is generally driven by a
different mechanism compared to the one controlling the behavior at r = rc, which is related to critical
fluctuations and which is therefore affected upon crossing dc (see Sec. 3.2.3). As a peculiar feature of
aco, we note that it vanishes for d = 3.
As argued above and demonstrated by the curves in the upper left panel of Fig. 3.2, GK(k = 0, t, t)
grows algebraically both at r = rc and for r < rc, in the latter case as ∼ tγco . The upper right panel
of Fig. 3.4 shows the estimates of γco obtained by fitting the numerical data for GK(k = 0, t, t),
as a function of the dimensionality d. The dashed line corresponds to the theoretical prediction
γco = 1 + 2αco with αco given by Eq. (3.42). As it was done in Fig. 3.3 for r = rc, the lower panels of
Fig. 3.4 consider GR(k, t, t
′) at k = 0. By assuming that the scaling behavior in Eq. (3.26) carries over
to r < rc, |GR(k, t, t′)/t| is fitted by CcoΦαco(t′/t) (with Φα given in Eq. (3.44)) in order to extract
αco (lower left panel) or to estimate Cco once αco has been fixed to its theoretical value in Eq. (3.42).
In both panels the corresponding theoretical predictions are reported as dashed lines and, as in the
case of the upper panels, the agreement with the numerical data is excellent, with a hint of slight
deviations upon approaching the lower critical dimensionality d = 2 of this model.
As we mentioned at the end of Sec. 3.2.1, the exponent γco = 1+2αco discussed here in connection
to the scaling of GK(k, t, t) (see Eqs. (3.28) and (3.29)) is the same as the exponent γ introduced in
Ref. [171] in order to characterize the scaling behavior of ρk(t). The values of γ which was numerically
determined in Ref. [171] for a quench below the critical point in d = 3 and 4, i.e., γ = 2 and 3 are in
perfect agreement with our numerical estimates and analytical predictions reported in the upper right
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panel of Fig. 3.4.
3.2.3 Coarsening
The numerical data presented in Sec. 3.2.2 clearly show that the non-equilibrium dynamics of the
system after a quench to r < rc features an emerging scaling behavior which we partly rationalized in
Sec. 3.1 and which is characterized by scaling exponents depending on the spatial dimensionality d.
As anticipated, these scaling forms are expected to be related to the coarsening dynamics [169, 170],
analogously to what happens in classical systems after a quench below the critical temperature [150,
151, 197]. In fact, when a classical system prepared in a disordered state is quenched below the
critical temperature, the global symmetry cannot be dynamically broken and, consequently, the order
parameter remains zero in average. Nevertheless, symmetry is broken locally by the creation of
domains within which the order parameter ϕ takes the value characterizing one of the possible different
and competing phases. The average linear extension L(t) of the ordered domains increases with time t,
until a specific domain possibly prevails over the others, establishing the equilibrium state. However,
because of such competition, L(t) grows algebraically as L(t) ∝ t1/zc , where zc > 0 is an exponent
depending on the universal properties of the model, and equilibrium is reached only in an infinite
time. Consequently, this lack of an intrinsic length scale in the system affects the equal-time two-
point correlation function
C(r, t) = 〈ϕ(x + r, t)ϕ(x, t)〉, (3.46)
and its spatial Fourier transform C(k, t), which, according to the scaling hypothesis [150], are expected
to display the scaling forms
C(r, t) = f(r/L(t)) and C(k, t) = [L(t)]df˜(kL(t)), (3.47)
where d is the spatial dimensionality and f˜(x) the Fourier transform of f(x).
The scaling forms for a quench below rc highlighted in Sec. 3.2.2 do not satisfy the scaling hy-
pothesis (3.47), as it was noticed for d = 3 in Refs. [169, 170]. In fact, the Keldysh Green’s function
at equal times GK(k, t, t) — which corresponds to the correlation function C(k, t) mentioned above
— can be written as a scaling form by using Eqs. (3.31) and (3.42), which reads:
GK(k, t, t) = [L(t)]
γcoGd(kL(t)), (3.48)
where Gd(x) is the scaling function, L(t) ∝ t (i.e., the coarsening exponent zc takes the value zc = 1)
and γco = d − 1. As this γco differs from d, Eq. (3.48) violates the scaling form (3.47) in all spatial
dimensions.
3.3 Concluding remarks
In this Chapter we provided a complete characterization of the dynamical scaling which emerges after
a deep quench of an isolated quantum vector model with O(N) symmetry at or below the point of
its dynamical phase transition. The lack of intrinsic time and length scales is responsible for the
occurrence of aging phenomena similar to the ones observed in non-equilibrium classical systems [119,
146] or, more recently, in isolated [2] quantum many body systems. While previous investigations
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of this phenomenon were based on a perturbative, dimensional expansion around the upper critical
dimensionality dc = 4 of the model [2], here we carry out our analysis within the exactly solvable
(non-perturbative) limit N → ∞, which allows us to obtain exact results for scaling exponents and
scaling functions of the relevant dynamical correlations, depending on the dimensionality d of the
model. We find that the value of the pre-quench spatial correlation length (assumed to be small)
controls the microscopic time tΛ after which the aging behavior emerges: in addition, it acts as an
effective temperature for the dynamics after the quench, which, inter alia, determines a shift of the
upper critical dimensionality dc of the model, as it occurs in equilibrium quantum systems at finite
temperature [179,186]. Moreover, we provide evidence of the emergence of a dynamic scaling behavior
for quenches below rc, associated with coarsening, which we characterized numerically and analytically
by studying the dependence of the relevant exponents on the spatial dimensionality d of the system.
The exactly solvable model considered here provides a prototypical example of a dynamical phase
transition (DPT) and of the associated aging occurring in a non-thermal stationary state. This
state is expected to become unstable in systems with finite N , when the non-integrable terms of the
Hamiltonian become relevant, causing thermalization. Nonetheless, this DPT might be still realized
in the prethermal stage of the relaxation of actual quantum systems evolving in isolation from the
surrounding environment [25, 101–103, 105–108, 189, 198–200]. The latter are nowadays rather easily
realized in trapped ultracold atoms, the behavior of which can be analyzed with remarkable spatial
and temporal resolution [19,20,201–206]. In general, physical systems which can be described by some
effective Hamiltonian with O(N) symmetry include experimental realizations with ultra-cold atoms
of the Bose-Hubbard model [201–203] (corresponding to N = 2) and one-dimensional tunnel-coupled
condensates [189,207] (N = 1). In passing, we mention that an alternative and promising experimental
realization of these models currently under investigation [208] is based on fluids of light propagating
in non-linear optical media (see Chapter 10), which is expected to be ready for testing in the near
future.
At least in principle, the universal dynamic scaling behavior emerging after a sudden quench
which is highlighted in the present Chapter can be experimentally studied by determining directly
the two-time linear response and correlation functions of the system. Alternatively, one can exploit
the statistics of excitations produced after a (double) quench, as proposed in Ref. [171]. In fact, the
n-th cumulant Cn(t) of the corresponding distribution was shown to grow as a function of the time t
elapsed since the quench, with a behavior which may saturate, grow logarithmically or algebraically,
depending on n, d and on whether the quench occurs above, at, or below criticality. In particular, it
was shown [171] that the increase in time of Cn(t) is proportional to the integral over k of the n-th
power of the quantity ρk(t) related to the number of excitations, which we briefly discussed in the last
paragraph of Sec. 3.2.1. In turn, at long times, the leading growth of ρk(t) is the same as the one of
|fk(t)|2 (see the definition of ρk(t) in Ref. [171]), i.e., of iGK(k, t, t) (see Eq. (3.10) here). As a result,
a simple comparison with Eqs. (3.28) and (3.29) yields
Cn(t) ∝
∫
ddk [iGK(k, t, t)]
n ∝ tn(1+2α)−d, (3.49)
for a quench to the critical point; for a quench below it, instead, one finds the same expression with
α replaced by αco, i.e.,
Cn(t) ∝
∫
ddk [iGK(k, t, t)]
n ∝ tn(1+2αco)−d, (3.50)
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where the values of the exponents α and αco are given in Eqs. (3.38), (3.39), and (3.42). As a result,
a measure of the statistics of the number of excitations for a quench would provide direct information
on the aging and coarsening properties of the system.
The quantum aging and coarsening discussed in this Chapter enrich the list of mechanisms un-
derlying the scale-invariant non-thermal fixed points (NTFP) [137, 209, 210], which have been so far
interpreted in terms of quantum turbulence [138,139,211] and dynamics of topological defects [212,213].
The extent to which these mechanisms are interconnected and combined in the dynamics of physical
systems represents an intriguing yet challenging question for future investigations.
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Figure 3.2: Keldysh and retarded Green’s functions GK and GR, respectively. Upper left panel:
GK(k, t, t) at k = 0 and equal times as a function of time t, for r below (uppermost curve), at
(intermediate curve), and above (lowermost curve) the critical value rc. The dashed lines superimposed
to the curves for r = rc and r < rc are proportional to t
3/2 and t2, respectively. Upper right panel:
GK(k, t, t) at fixed equal times t = 10
3 as a function of momentum k after a quench with r below
(yellow, uppermost line), at (red, intermediate line) and above (blue, lowermost line) the critical value
rc. The dashed lines superimposed on the curves for r = rc and r < rc are proportional to k
−3/2
and k−2, respectively. Lower left panel, main plot: retarded Green’s function |GR(k, t, t′)/t| for k = 0
and t = 2 × 103 as a function of t′/t for quenches of r at (lower curve) and below (upper curve) the
critical value rc. The black dashed lines superimposed on the curves for r = rc and r < rc correspond
to the theoretical predictions 2Φ1/4(t
′/t) (see Eq. (3.44)) and Φ1/2(t′/t), respectively. Inset: retarded
Green’s function GR(k, t, t
′) for k = 0 and t = 2× 103 as a function of t′ for quenches of r above the
critical value rc. The black dashed line corresponds to the prediction in Eq. (3.27) with k →
√
r∗
(see the main text) and r∗ ' 0.34. Lower right panel: retarded Green’s function GR(k, t, t′) as a
function of k(t − t′) for t = 2 × 103, t′ = 1.9 × 103 and r below (main plot, yellow, superimposed on
the red one), at (main plot, red, superimposed on the yellow one) and above (inset, blue, solid curve)
the critical value rc. In the main plot, the two curves are indistinguishable from the superimposed
dashed line, which corresponds to the theoretical prediction in Eq. (3.27). In the inset, the curve is
indistinguishable from the superimposed dashed line which corresponds to Eqs. (3.27) and (3.45) with
r∗ ' 0.34. In all the panels of this figure, the spatial dimensionality is fixed to d = 3, Ω20 = 102,
u ' 47, and a Gaussian cut-off is used with Λ = pi/2.
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Figure 3.3: Numerical values (symbols) of the exponents γ, and α and prefactors a and C as functions
of the spatial dimensionality d for a quench at the critical point. Upper left panel: coefficient a of the
effective parameter reff(t) computed numerically compared with the theoretical value a = d(1−d/4)/4
(dashed line). Upper right panel: exponent γ obtained by fitting iGK(k = 0, t, t) with an algebraic
law ∝ tγ ; the dashed line indicates the analytical value γ = d/2 for d < 4 and γ = 2 for d > 4. Lower
left panel: exponent α obtained by fitting |GR(k = 0, t = 2×103, t′)/t| with C Φα(t′/t), see Eq. (3.44);
the dashed line represents the theoretical value α = (d − 2)/4 for d < 4 and α = 1/2 for d > 4.
Lower right panel: prefactor C of GR(k = 0, t, t
′) as a function of the dimension d, obtained by fitting
|GR(k = 0, t = 2 × 103, t′)/t| with CΦα(t′/t), with α given by the theoretical values reported above;
the dashed line represents the theoretical prediction for C = 2/(d− 2) for d < 4 and C = 1 for d ≥ 4
(see Eq. (3.26)). The numerical data presented in this figure have been obtained with a Gaussian
cut-off function with Λ = pi/2 and Ω20 = 10
4, while for each point a different (inconsequential) value of
u has been used. The statistical error bars on the numerical points are smaller than the symbol size.
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Figure 3.4: Numerical values (symbols) of exponents γco, and αco and prefactors aco and Cco as
functions of dimension d for a quench below the critical point. Upper left panel: numerical estimates
for the coefficient aco of the algebraic decay of the effective parameter reff(t) ' acot−2 as a function
of dimension d, compared with the theoretical value aco = (3 − d)(d − 1)/4 (dashed line) . Upper
right panel: numerical estimates of the exponent γco obtained by fitting iGK(k = 0, t, t) with t
γco ;
the dashed line represents the analytical prediction γco = d − 1. Lower left panel: exponent αco
obtained by fitting |GR(k = 0, t = 2 × 103, t′)/t| as Cco Φαco(t′/t) (with Φα(x) given in Eq. (3.44));
the dashed line represents the theoretical value αco = (d − 2)/2. Lower right panel: prefactor Cco
of GR(k, t, t
′) as a function of the dimension d, obtained by fitting |GR(k = 0, t = 2 × 103, t′)/t| as
CcoΦαc0(t
′/t), with αco fixed to its corresponding theoretical value (see Eq. (3.42)); the dashed line
represents the theoretical value Cco = 1/(d − 2). The numerical data presented in this figure refer
to a system with Ω20 = 10
4, r = −3, and a Gaussian cut-off function with Λ = pi/2; for each point a
different (inconsequential) value of u has been used. The statistical error bars on the numerical points
are smaller than the symbol size.
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Chapter 4
DPT of O(N)-model: Renormalization
group
Abstract
We investigate the effects of fluctuations on the dynamics of an isolated quantum system
represented by a φ4 field theory with O(N) symmetry after a quench in d > 2 spatial
dimensions. A perturbative renormalization-group approach involving a dimensional ex-
pansion in  = 4−d is employed in order to study the evolution within a prethermal regime
controlled by elastic dephasing. In particular, we focus on a quench from a disordered ini-
tial state to the critical point, which introduces an effective temporal boundary in the
evolution. At this boundary, the relevant fields acquire an anomalous scaling dimension,
while the evolution of both the order parameter and its correlation and response functions
display universal aging. Since the relevant excitations propagate ballistically, a light cone
in real space emerges. At longer times, the onset of inelastic scattering appears as secularly
growing self-generated dissipation in the effective Keldysh field theory, with the strength of
the dissipative vertices providing an estimate for the time needed to leave the prethermal
regime.
4.1 Keldysh action for a quench
In this chapter we show how the interaction modifies the dynamics after a quench compared to those of
the Gaussian model discussed in Chapter 2, for general values of N (while in Chapter 3 only the specific
value N → ∞ was considered). To this end, we use perturbation theory and renormalization-group
techniques, the formulation of which is particularly simple within the Keldysh functional formal-
ism [214, 215]. For later convenience, in this section we briefly recall how a quench can be describe
within it.
For simplicity, we assume that the system is prepared in a thermal state described by the density
matrix ρ0 introduced after Eq. (2.10), where now H0 is a generic pre-quench Hamiltonian, not necessar-
ily quadratic. After the quench, the dynamics of the system is ruled by the post-quench Hamiltonian
55
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H obtained from H0 by changing some parameters at time t = 0. Accordingly, the expectation value
of any operator O can be expressed in the following functional form [215]:
〈O(t)〉 =
∫
Dφ O[φf (t)] eiSK , (4.1)
where SK = SK [φI ,φf ,φb] is the Keldysh action, which is a functional of the fields φf , φb and φI ,
referred to, respectively, as forward, backward and initial fields; Dφ ≡ D[φf ,φb,φI ] is the functional
measure. Note that the r.h.s. of Eq. (4.1) involves N -component vector fields φf,b,I , with φf replacing
the original operator field φ in the formal expression O[φ] of O. The action SK = Ss + Sb consists of
the two parts Ss and Sb corresponding, respectively, to the initial state and the post-quench dynamics,
where
Ss = i
∫ β
0
dτ LE0 (φI), (4.2a)
Sb =
∫ ∞
0
dτ
[L(φf )− L(φb)] , (4.2b)
where L(φ) is the Lagrangian associated with the Hamiltonian (2.1), i.e.,
L(φ) =
∫
x
[
1
2
φ˙
2 − 1
2
(∇φ)2 − r
2
φ2 − u
4!N
(
φ2
)2]
, (4.3)
while LE0 (φ) is the Euclidean Lagrangian associated with the pre-quench Hamiltonian, namely
LE0 (φ) =
∫
x
[
1
2
φ˙
2
+
1
2
(∇φ)2 + Ω
2
0
2
φ2
]
. (4.4)
In order to simplify the notation, hereafter the spatial and temporal dependence of the fields is not
explicitly indicated. The fields φf , φb and φI in Eq. (4.1) are not actually independent but are related
by the boundary conditions 
φf (t) = φb(t),
φb(0) = φI(0),
φf (0) = φI(β).
(4.5)
Note that if the observable O in Eq. (4.1) is calculated at t = 0−, then these boundary conditions
reduce to the periodic one φI(0) = φI(β) usually encountered in a Matsubara path-integral [214].
The functional representation in Eqs. (4.1), (4.2a), and (4.2b) correspond to the Schwinger-Keldysh
contour [215]: the usual forward-backward branches of the contour of integration are supplemented
by an initial branch in imaginary time which appears as a consequence of the initial density matrix
ρ0 represented by Ss in Eq. (4.2a). The actions Ss and Sb are referred to as surface and bulk action,
respectively, for a reason which will become clear further below. It is convenient to express the forward
and backward fields φf and φb, respectively, in the so-called retarded-advanced-Keldysh basis [215]
via φf = (φc + φq)/
√
2 and φb = (φc − φq)/
√
2, where the fields φc and φq are referred to as
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classical and quantum fields, respectively. In these terms, the retarded and Keldysh Green’s functions
in Eqs. (2.13a) and (2.13b) read [215]
iGR(|x− x′|, t, t′) = 〈φc(x, t)φq(x′, t′)〉, (4.6)
iGK(|x− x′|, t, t′) = 〈φc(x, t)φc(x′, t′)〉, (4.7)
where, as before, we do not indicate the indices of the field components of φc,q because the O(N)
symmetry forces them to be equal for the fields inside the expectation values. The expression of GR/K
given in Eqs. (2.15b) and (2.15a) can alternatively be calculated within the functional formalism
introduced above, as we discuss in App. 4.A. For the quench protocol described in Sec. 2.1, Ss and
Sb can be written as
Ss = i
∫
x
∫ β
0
dτ
[
1
2
(φ˙I)
2 +
1
2
(∇φI)2 +
Ω20
2
φ2I
]
, (4.8)
Sb =
∫
x
∫ +∞
0
dt
[
φ˙q · φ˙c − (∇φq) · (∇φc)− rφq · φc −
uc
12N
(φq · φc)φ2c −
uq
12N
(φc · φq)φ2q
]
. (4.9)
Note that the coupling constant u in Eq. (2.1) is indicated in Eq. (4.9) as uc,q: although, in principle,
uc = uq = u, the couplings of the terms (φq · φc)φ2c and (φc · φq)φ2q deriving from
(
φ2
)2
may behave
differently under RG and therefore we denote them with different symbols. Given that Ss is Gaussian,
the functional integral in Eq. (4.1) with an observable O(t) at time t 6= 0 can be simplified [216] by
calculating the integral over φI . For convenience, we first rewrite Eq. (4.8) in momentum space, where
it reads
Ss =
i
2
∫
k
∫ β
0
dτ
(
φ˙
2
I + ω
2
0kφ
2
I
)
, (4.10)
with ω0k given in Eq. (2.12). In order to integrate out φI , we solve the saddle-point equation with the
boundary conditions φI(β) = φf (0) and φI(0) = φb(0), we insert the solution back in Ss and then we
perform the integral in τ . The resulting action is
Ss = i
∫
k
ω0k
2
[
φ20c tanh(βω0k/2) + φ
2
0q coth(βω0k/2)
]
, (4.11)
where φ0c ≡ φc(t = 0) and φ0q ≡ φq(t = 0). Accordingly, the initial action Ss can be regarded as a
functional which weights the value of φc,q at t = 0, and therefore it determines the initial conditions
for the subsequent evolution. In order to show this, e.g., for T = 0, one can consider the saddle-point
equations for the action SK = Sb + Ss, with Sb and Ss given in Eqs. (4.9) and (4.11), respectively,
finding
i ω0kφc(0) = φ˙q(0) and i ω0kφq(0) = φ˙c(0), (4.12)
where the time derivatives on the r.h.s. of these equations come from the integration by parts in the
bulk action Sb. Note that in the generalized boundary conditions (4.12), classical and quantum fields
are coupled. In addition, for ω0k → +∞, Dirichlet boundary conditions are effectively recovered.
Since the quench induces a breaking of time-translational invariance, the Keldysh action in Eq. (4.1)
can be formally regarded as the action of a semi-infinite system [193,194,217,218] in d+ 1 dimensions
in which the bulk is described by Sb, the d-dimensional surface by Ss, while t measures the distance
from that boundary.
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4.1.1 Keldysh Green’s function as a propagation of the initial state
In the absence of an initial condition (e.g., assuming the quench to occur at t = −∞), the bulk action
Sb in Eq. (4.9) is characterized by having only the retarded Green’s function G0R as the Gaussian
propagator. This can be readily seen from the absence of a term φ2q in the bulk action (4.9) when
uq,c = 0. (In passing we note that this is the reason why an infinitesimally small term ∝ φ2q which
satisfies the fluctuation-dissipation theorem [215] has to be added to this action in order to recover
the equilibrium Keldysh Green’s function GK .) In the presence of the quench at t = 0, instead,
correlations appear already in the Gaussian theory because of the “forward propagation” of those
which are present in the initial state. In fact, the Keldysh Green’s function can be generically written
as
iGK(1, 2) = 〈φc(1)φc(2) e−
1
2
∫
k(ω0kφ
2
0q−φ˙20q/ω0k)〉b, (4.13)
where n ≡ (kn, tn) and 〈. . . 〉b denotes the average taken on the bulk action only, i.e., without the
quench. This expression follows from Eq. (4.1), while the argument of the exponential from Eqs. (4.11)
and (4.12), where, for the purpose of illustration, we assumed an initial state with β−1 = 0. Within
the Gaussian approximation uc,q = 0 and in the deep-quench limit the second term in the exponential
of Eq. (4.13) is negligible compared to the first one, such that this relation takes the simpler form
iGK(k, t, t
′) = Ω0GR(k, t, 0)GR(k, t′, 0), (4.14)
which follows from applying Wick’s theorem and which suggests that, indeed, GK can be simply
regarded as the forward propagation in time via GR of the correlations in the initial state. Actually,
one can show from the Dyson equations [215] of the theory (see App. 4.B) that Eq. (4.14) holds beyond
the Gaussian approximation, provided that the Keldysh component of the self-energy vanishes. In the
present case, however, such a component is generated in the perturbative expansion at two loops via
the sunset diagram and therefore Eq. (4.14) applies only up to one loop. The physical interpretation
of this fact is that, from the RG point of view, the non-vanishing diagrams contributing to the Keldysh
Green’s function GK also generate an interaction vertex ∝ φ2q in the bulk action Sb, which are then
responsible for the emergence of a GK within the bulk. More generally, such a vertex in the bulk
is also expected to destabilize the pre-thermal state and eventually induce thermalization within the
system [184, 219, 220]: in this sense, the validity of Eq. (4.14) can be regarded as the hallmark of the
pre-thermal regime. Note that in the limit N → ∞ of the present model, the Keldysh component of
the self-energy vanishes to all orders in perturbation theory, which renders the previous relation an
exact identity [1].
4.2 Perturbation theory
In this Section we consider the perturbative effect of the quenched interaction on the Gaussian theory
described in Chapter. 2. The interaction ∝ (φ2)2 in the post-quench Hamiltonian (2.1) generates the
two vertices uc(φq · φc)φ2c and uq(φc · φq)φ2q in the action (4.9) of the Keldysh formalism, which we
refer to as classical and quantum vertices, respectively. Though, in principle, uc,q = u we allow uc 6= uq
in view of the possibility that these two couplings flow differently under RG, see Sec. 4.4. At one loop,
these two vertices cause: (a) a renormalization of the post-quench parameter r, which, compared
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to the Gaussian approximation, shifts its critical value to rc 6= 0; (b) a logarithmic dependence of
GR/K(k, t, t
′) on times t, t′ and momenta k, suggesting the emergence of a corresponding algebraic
behavior once the perturbative series is resummed. These effects are found in the deep-quench limit for
d = 4, which is recognized to be the upper critical dimensionality of the system in Sec. 4.4. Although
Eq. (4.14) applies to the one-loop calculation considered here, it is anyhow instructive to determine
separately the correction to both GR and GK , which is done in Sec. 4.2.1. Based on these results,
we analyze in Sec. 4.2.2 the momentum distribution, while in Sec. 4.2.3 we investigate the Green’s
functions in real space, highlighting the effects on the light cone which we discussed in Sec. 2.3.4 within
the Gaussian approximation.
4.2.1 Green’s function in momentum space
The one-loop corrections to iGR/K are due to the tadpole diagrams associated with the two interaction
vertices. However, the absence of a Gaussian propagator of the form 〈φqφq〉 prevents the quantum
vertex from contributing and therefore the only contribution is due to the classical vertex 2uc(φq ·
φc)φ
2
c/(4!N) via the tadpole:
T (t) = . (4.15)
Here and in the diagrams which follow, a wiggly line is associated to the field φq, while a normal
one to the field φc. Accordingly, a Gaussian retarded Green’s function corresponds to a line which
starts normal and and becomes wiggly, and vice versa, while the Gaussian Keldysh Green’s function
is represented by a normal line. This tadpole involves the integral of iG0K(k, t, t) over the momentum
k (corresponding to the closed normal line in the diagram), which has to be calculated with a suitable
large-k cutoff Λ. In the case of a deep quench, the time-dependent tadpole T (t) can be written as
T (t) = −iuc(N + 2)
12N
∫
d4k
(2pi)4
f(ωk/Λ)iG0K(k, t, t) ≡ −i[B0 +B(t)], (4.16)
where, by using Eq. (2.17b),
B0 ≡ uc(N + 2)Ω0
24N
∫
d4k
(2pi)4
1
ω2k
f(ωk/Λ) (4.17)
and
B(t) ≡ −uc(N + 2)Ω0
24N
∫
d4k
(2pi)4
cos(2ωkt)
ω2k
f(ωk/Λ), (4.18)
while the function f(x) implements the ultra-violet cut-off as discussed in Sec. 2.3.4. In the following,
we assume the convenient smooth function f(x) = e−x, which is preferable to a sharp cut-off f(x) =
ϑ(1 − x) as the former, contrary to the latter, does not produce spurious sub-leading oscillatory
factors, which can mask the truly universal behaviour [1]. For simplicity, we focus below on the
case in which the post-quench parameter r is tuned at the value r = rc, such that any macroscopic
length-scale is removed from the correlation functions, which therefore becomes self-similar. In this
sense, rc corresponds to a critical point where the system becomes scale invariant. As we expect rc to
be perturbatively small in the coupling constant uc (at least within the dimensional expansion), one
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can actually set r = 0 in the perturbative expression for the one-loop correction. Accordingly, from
Eqs. (4.17) and (4.18), one finds
B0 = 4θNΛ
2, B(t) = θN (2Λ)
2 (2Λt)
2 − 1
[1 + (2Λt)2]2
, (4.19)
where we introduced, for later convenience, the constant
θN =
1
8pi2
N + 2
96N
Ω0uc. (4.20)
While B0 in Eq. (4.19) has no finite limit for Λ → ∞ and therefore its specific value depends on the
specific form of the cut-off function f in Eq. (4.17), B(t) becomes independent of it for Λt 1, with
B(t Λ−1) ' θN
t2
. (4.21)
In order to determine the one-loop correction δGR to GR, the tadpole T (t) in Eq. (4.16) has to be
integrated with two Gaussian retarded functions G0R, i.e.,
δGR(q, t, t
′) = t t
′
=
∫ ∞
0
dτ G0R(q, t, τ)iT (τ)G0R(q, τ, t′). (4.22)
Let us first discuss the contribution to δGR due to the time-independent part B0 of the tadpole
T , which generates an effective shift of the parameter r. In fact, this can be seen by reverting the
argument, i.e., by considering the effect that a perturbatively small shift δr of the parameter r has on
GR(q, t, t
′) for t > t′. Since δr couples to −iφc · φq in the exponential factor appearing in Eq. (4.1)
(see also Eq. (4.9)) one has, up to first order in δr,
GR(q, t, t
′)
∣∣
r+δr
= GR(q, t, t
′)
∣∣
r
+ δr
∫ ∞
0
dτ GR(q, t, τ)
∣∣
r
GR(q, τ, t
′)
∣∣
r
, (4.23)
where GR has been expressed as the expectation value in Eq. (4.6). Comparing Eq. (4.22) with
Eq. (4.23) one can see that the contribution of B0 is the same as that one of a shift δr of the
parameter r, i.e.,
r 7→ r +B0 +O(u2). (4.24)
Accordingly, the resulting critical value rc of r becomes rc = −B0 +O(u2).
We consider next the term containing the time-dependent part B(τ) of the tadpole T (τ) in
Eq. (4.22). Because of the causality of the retarded Green’s functions G0R in the integrand of this
equation, the integration domain in τ runs from t′ to t, where henceforth we assume t > t′. Within
this domain, B(τ) is well approximated by Eq. (4.21) as soon as t, t′  Λ−1 and, correspondingly, the
integral can be easily calculated. Focussing on a quench to the critical point r = rc, the correction
δGR to the retarded Green’s function GR beyond its Gaussian expression can be written as
δGR(q, t, t
′) = −G0R(q, t, t′)θNFR(qt, qt′), (4.25)
4.2. PERTURBATION THEORY 61
with the scaling function
FR(x, y) =
sin(x+ y)
sin(x− y) [Ci(2x)− Ci(2y)]−
cos(x+ y)
sin(x− y) [Si(2x)− Si(2y)], (4.26)
where the sine integral Si(x) and cosine integral Ci(x) are defined, respectively, as
Si(x) =
∫ x
0
dt
sin t
t
, Ci(x) = −
∫ ∞
x
dt
cos t
t
. (4.27)
The scaling function FR(x, y) is a consequence of the absence of length- and time-scales at the critical
point r = rc. At short times t, t
′  q−1, the expansion of the cosine integral Ci(x) ' lnx renders a
logarithmic term and, correspondingly, the leading order of Eq. (4.25) reads:
δGR(q, t > t
′) = θN (t+ t′) ln(t/t′). (4.28)
When these two times are well separated, i.e., t′  t  q−1, the total retarded Green’s function
GR = G0R + δGR reads, to leading order,
GR(q, t, t
′) = −t [1− θN ln(t/t′) +O(u2)] , (4.29)
where we used the fact that, at criticality, G0R(q, t, t
′) ' (t − t′) for t′ < t  q−1, see Eq. (2.17a).
Equation (4.29) suggests that the perturbative series can be resummed such that these logarithms
result into an algebraic time dependence
GR(q = 0, t t′) ' −t
(
t′/t
)θN , (4.30)
as is actually proven in Sec. 4.5.3 with the aid of the RG approach. In the analysis above we have
assumed that both times t and t′ involved inGR are much longer than the microscopic time scale' Λ−1.
In the opposite case in which the shorter time t′ is at the “temporal boundary”, i.e., t′  Λ−1  t or,
equivalently, t′ = 0, it turns out that GR up to one loop (see App. 4.C)
GR(q, t, 0) ∝ −t [1− θN ln(Λt)] , (4.31)
has a logarithmic dependence on Λt and therefore shows a formal divergence as Λ grows. This di-
vergence can be regularized only by means of a renormalization, i.e., of a redefinition of the fields
appearing in the surface action (see Sec. 4.5) which is responsible for the emergence of the algebraic
scaling at small times suggested by Eq. (4.29).
Consider now the Keldysh Green’s function GK : the one-loop contributions to this function can
be expressed in terms of the same tadpole T (t) as the one in Eq. (4.15) contributing to the retarded
Green’s function GR, the only difference being in the final integrations. In particular, iGK receives
two contributions
δiGK(q, t, t
′) = t t
′
+
t t′
=
∫ ∞
0
dτ iG0R(q, t, τ)T (τ)iG0K(q, τ, t′) + (t↔ t′), (4.32)
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accordingly to the notation explained after Eq. (4.15). Taking into account the decomposition of T
in Eq. (4.16) one recognizes, as in the case of GR, that the term in δiGK which is proportional to B0
is similar to the one which would be generated by a shift δr of the parameter r in G0K and therefore
it can be absorbed in a redefinition of this parameter as in Eq. (4.24).
The explicit calculation (reported in App. 4.D) of the most singular correction δiGK in Eq. (4.32)
renders, to leading order in q/Λ 1 and for t, t′  Λ−1,
δiGK(q, t, t
′) = iG0K(q, t, t′) θN
[
2 ln(q/Λ)− FK(qt, qt′)
]
, (4.33)
where θN is given in Eq. (4.20), while FK(x, y) is a scaling function defined as
FK(x, y) = Ci(2x) + Ci(2y). (4.34)
Note that the first contribution on the r.h.s. of Eq. (4.33) contains a term which grows logarithmically
as Λ increases. Differently from the case of the retarded Green’s function [see Eq. (4.31)], the divergence
for Λ→∞ occurs even for finite values of t and t′. This is not surprising, because GK is proportional
to a product of two retarded functions GR(t, 0) with one vanishing time argument [see Eq. (4.14)],
each of them carrying a logarithmic divergence, see Eq. (4.31). At short times t, t′  q−1, the scaling
function FK in Eq. (4.33) reads FK(x  1, y  1) ' ln(xy), with the logarithm coming from the
series expansion of the cosine integral Ci for small arguments [see Eq. (4.27)]. Accordingly, the leading
behaviour of the total Keldysh Green’s function GK = G0K + δGK at short times is given by
iGK(q, t, t
′) = iG0K(q, t, t′)
[
1− θN ln(Λ2tt′)
]
. (4.35)
As for the retarded Green’s function in Eq. (4.31), this expression suggests that the dependence on
time beyond perturbation theory is actually algebraic, of the form
iGK(q = 0, t, t
′) ∼ (tt′)1−θN , (4.36)
where G0K(q, t, t
′) at criticality and for t, t′  q−1 is given by Eq. (2.17b). The re-summation of the
logarithms emerging in perturbation theory will be justified in Secs. 4.4 and 4.5 on the basis of the
renormalization-group approach. In the opposite regime of long times t q−1 (or, alternatively, large
wavevectors t−1  q  Λ), the equal-time Keldysh Green’s function GK(q, t, t) (and, consequently,
the momentum density in Eq. (2.21)) acquires an anomalous dependence on the momentum q, as can
be seen from the re-summation of the logarithm in Eq. (4.33):
iGK(q  t−1, t, t) ∝ q−2+2θN , (4.37)
where we took into account that FK(x  1, y  1) ' sin(2x)/(2x) + sin(2y)/(2y). Accordingly, at
long times, the stationary part of the Keldysh Green’s function acquires the anomalous scaling (4.37):
however, this anomalous scaling is not related to the anomalous dimension of the field φc(t), as it
happens in equilibrium systems where the renormalization of φc(t) induces the anomalous dimension
η [121]. Instead, the reason for the scaling observed here turns out to be the renormalization of the
initial quantum field φ0q: this becomes clear by comparing Eq. (4.14) with Eq. (4.31). The initial-slip
exponent θN thus characterizes not only the short-time critical behaviour of the Green’s functions, but
also their long-time form, in contrast to what happens in classical diffusive systems [119]. This fact
can be regarded as a peculiarity of the prethermal state, which retains memory of the initial state as
a consequence of the fact that the dynamics induced by the post-quench Hamiltonian is analytically
solvable.
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4.2.2 Momentum distribution
The one-loop correction to the Gaussian momentum density N0k in Eq. (2.22) can be straightforwardly
calculated on the basis of the definition (2.21), taking into account the perturbative correction δGK
to the Keldysh Green’s function GK in Eq. (4.33). Accordingly, the total momentum density Nk =
N0k + δNk at small momenta k  Λ and microscopically long times t Λ−1 reads
Nk(t) + 1
2
=
Ω0
4k
{1 + 2θN [ln(k/Λ)− FN (kt)]} , (4.38)
where the scaling function FN (x) is defined as
FN (x) = Ci(2x)− sin(2x)
2x
, (4.39)
with FN (x  1) ' lnx, while FN (x  1) ' − cos(2x)/(2x)2. As discussed above in Sec. 4.2.1, the
presence of logarithmic corrections suggests that the exact momentum density exhibits an algebraic
dependence on momentum and/or time. In fact, after a resummation of the leading logarithms —
motivated by the RG approach presented in Secs. 4.4 and 4.5 — the momentum density reads
Nk(t) + 1
2
' Ω0
4
1
Λ
(
Λ
k
)1−2θN
F(kt), (4.40)
where, consistently with the perturbative expansion, F(x) ≡ exp[−2θNFN (x)] is a scaling function
such that (see Eq. (4.39))
F(x) =
{
x−2θN for x 1,
1 for x 1. (4.41)
Accordingly, at a certain time t, the momentum distribution Nk(t) + 1/2 displays different algebraic
behaviors as a function of k, i.e., the unperturbed one ∼ k−1 for k  t−1 and the anomalous one
∼ k−1+2θN for k  t−1, with the crossover occurring at k ∼ t−1 (see Fig. 4.1).
4.2.3 Green’s functions in real space: light-cone dynamics
Based on the perturbative expressions reported in the previous section, we focus here on the Green’s
functionsGR,K in real space and determine the corrections to their Gaussian expressionsG
0
R,K reported
in Sec. 2.3.4. Up to the first order in the perturbative and dimensional expansion they can be written
as,
GR,K = G0R,K + δG
δr
R,K + δG
u
R,K + δG

R,K +O(u2c , uc, 2) (4.42)
where δGδrR,K is the correction from the renormalization of the parameter r, i.e., from the constant part
B0 of the tadpole in Eq. (4.16), δG
u
R,K contains the universal part coming from the time-dependent
part B(t) of the tadpole, while δGR,K comes from expanding G0R,K in Eq. (2.27) up to the first order
in the dimensional expansion, with  = 4 − d. Some details of the calculation are given in App. 4.E.
In what follows we assume that the systems is poised at the critical value r = rc discussed after
Eq. (4.24), which cancels exactly the term δGδrR,K in Eq. (4.42), therefore neglected below.
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Figure 4.1: Momentum distribution nk after the quench, as a function of k/Λ  1 for Λt = 2, 8, 32,
128, 512 (solid lines, from top to bottom). The algebraic short- and long-time behaviors of nk are
highlighted by the upper ∼ k−1 and lower ∼ k−1+2θ dashed lines, respectively. The inset shows a
log-log plot of the scaling function f(x), which approaches ∼ x−2θ for x . 1 (dashed line). With the
purpose of highlighting the crossover, we set  = 2 in the perturbative expressions of these curves.
For the retarded Green’s function we find, from Eq. (2.27), that corrections arise only on the light
cone, namely (see App. 4.E)
δGR(x = t− t′, t, t′) = G0R(x = t− t′, t, t′)

2
lnx (4.43)
while, from the Fourier transform of Eq. (4.25) in hyperspherical coordinates, one finds
δGuR(x, t, t
′) =
θN
4pi2x3
∫ Λx
0
dy yJ1(y)
×
{
sin
(
y(t+ t′)
x
)[
Ci
(
2ty
x
)
− Ci
(
2t′y
x
)]
− cos
(
y(t+ t′)
x
)[
Si
(
2ty
x
)
− Si
(
2t′y
x
)]}
, (4.44)
where θN is given by Eq. (4.20). For t
′ → 0, a logarithmic singularity emerges in the previous
expression due to Ci(2t′y/x) (while Si(2t′y/x) vanishes), which may be rewritten as:
GR(x, t t′) ' G0R(x, t t′)
[
1 + θN ln
(
Λt′
)]
. (4.45)
Combined with Eq. (4.43), Eq. (4.45) and the expression of G0R given in Eq. (2.29b), this implies
GR(x = t− t′,Λt′  1) ∝ t−3/2+/2, (4.46a)
GR(x = t− t′,Λt′  1) ∝ t−3/2+/2t′θN . (4.46b)
Accordingly, the presence of interaction affects only the behaviour of GR on the light cone x =
t − t′, provided the initial perturbation was applied at a very short time t′, modifying the Gaussian
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scaling (2.29b) through an anomalous scaling with respect to t′. Note, however, that the scaling law
∝ t′θN is visible only for t′  Λ−1, i.e., only before a non-universal microscopic time controlled by
lattice effects, and therefore its presence is expected to be masked by non-universal contributions
which dominate at such short time scales.
Turning to GK(x, t, t
′), for simplicity we focus here only on its behavior at equal times t′ = t: this
allows us to study the structure of GK as far as the light cone at x = t+ t
′ = 2t is concerned. Outside
this light cone, i.e., for 2t  x, iGK vanishes as it is essentially determined by the pre-quench state
which is characterized by very short-range correlation. Accordingly, we consider the expression of iGK
only on and inside the light cone. In particular, on the light cone we find (see App. 4.E for details)
δGK(x = 2t, t, t) = G0K(x = 2t, t, t)

2
lnx, (4.47)
while inside it (see App. 4.E),
δGK(x 2t, t, t) = G0K(x 2t, t, t)  lnx. (4.48)
The loop correction δGuK to GK(x, t, t) follows from the Fourier transform in hyperspherical coor-
dinates of Eqs. (4.33) and (4.34), and takes the form
iδGuK(x, t, t) = 2θN
Ω0
8pi2x
∫ Λ
0
dq J1(qx)
{
[1− cos(2qt)] [−Ci(2qt) + ln(q/Λ)] + sin(2qt)Si(2qt)
}
. (4.49)
From this expression it is straightforward to see that at long times, inside the light cone (see App. 4.E)
iδGuK(x 2t, t, t) = −2θNG0K(x 2t, t, t). (4.50)
On the light cone x = 2t, instead, there are no logarithmic corrections to δGuK , as shown in App. 4.E.
Combining Eqs. (4.48) and Eq. (4.50) with G0K in Eqs. (2.31c) we obtain the expression of the scaling
behavior of GK inside the light cone, while combining Eq. (4.47) with Eq. (2.31b), we obtain that one
for the scaling on the light cone. The corresponding final expressions are (see also Eq. (2.31a)):
iGK(x 2t) ' 0, (4.51a)
iGK(x = 2t) ' t−3/2+/2, (4.51b)
iGK(x 2t) ' x−2+−2θN . (4.51c)
In summary, interactions modify the correlation function GK(x, t, t) as follows: on the light cone
x = 2t, GK still decays ∝ 1/x(d−1)/2 upon increasing x, as in the Gaussian case (see Eq. (2.34b)),
while inside the light cone, i.e., for x  2t, this decay changes qualitatively compared to that case
(see Eq. (2.34c)) and becomes faster ∝ 1/xd−2+2θN . The latter is consistent with the slower decay [2]
of the momentum distribution iGK(q  t−1) upon increasing q, compared to its Gaussian expression,
found in the previous section, see Eq. (4.37). It is also interesting to note that while in quenches of
one-dimensional systems (d = 1), which belong to the Luttinger liquid universality class, interactions
do modify the scaling of GK on the light cone [200], this is not the case for the present system, at
least up to the first order in perturbation theory.
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Figure 4.2: GR(x, t, t
′) after a quench to the dynamical critical point for the O(N) model with N →∞
and spatial dimension d = 3, with an UV cut-off Λ = pi/2. Left panel: GR(x, t, t
′) as a function of
x and t for t′ = 0.1. The numerical value of GR is expressed as indicated by the color code in the
legend. Right panel: plot of GR(x, t, t
′) on a double logarithmic scale as a function of t′ for various
values of x = t. The coloured solid lines correspond to sections with t = 80 (lower, orange line), t = 40
(lower-middle, blue line), t = 20 (upper-middle, red line), and t = 10 (upper, green line), respectively.
The solid black line corresponds to a rescaling of the solid coloured line with t, i.e., to tGR(x, t, t
′),
over which the coloured solid lines collapse. For small values of t′, GR(x, t, t′) displays an algebraic
growth ∝ t′0.25, as indicated by the corresponding dashed line, which is in agreement with Eq. (4.46b).
In order to test the validity of the scaling behavior summarized above (see Eqs. (4.46) and (4.51))
beyond perturbation theory, we consider the O(N) model in the exactly solvable limit N →∞ which
has been considered, e.g., in Chapter 3. In particular, after a deep quench to the critical point,
GR(x, t, t
′) and iGK(x, t, t) can be calculated, respectively, via a Fourier transform of 2Im [fk(t)f∗k(t
′)]
and 2|fk(t)|2, where the evolution of the complex coefficients fk is determined numerically, according
to Eqs. (13), (7) and (11) of Ref. [1].
In Fig. 4.2 we report the resulting GR(x, t, t
′) in spatial dimension d = 3, as a function of x and
t (with fixed t′  t) on the left panel, and as a function of t′ on the lightcone x = t − t′ ' t on the
right one. The light cone of GR(x, t, t
′) is clearly visible in the left panel: in fact, upon varying x for
fixed t, t′  t, GR(x, t, t′) vanishes for x t and x t, while it grows as it approaches the light cone.
The colored solid curves on the right panel, instead, show that GR(x = t, t, t
′) grows algebraically as
GR(x = t, t, t
′) ∝ t′θN for small values of t′ and various values of t, in agreement with Eq. (4.46b),
with the proper value  = 1 and θN → θ∞ = 1/4 (see, c.f., Eq. (4.71)) in d = 3. Moreover, by
rescaling the colored solid curves by t, i.e., by plotting tGR(x = t, t, t
′) as a function of t′ with fixed
t, all the curves collapse on the master curve indicated by the solid black line, in agreement with the
algebraic dependence on t predicted by Eq. (4.46b). Analogous agreement with the scaling behaviors
in Eq. (4.46) is found for d 6= 3, showing that these relations hold beyond perturbation theory.
In Fig. 4.3 we report GK(x, t, t) for the same model in spatial dimensionality d = 3, as a function
of x and t on the left panel, while on the right panel iGK is shown as a function of x along the cuts
in the (x, t)-plane indicated by the corresponding dashed lines on the left panel. The light cone of
iGK(x, t, t) is clearly visible in the left panel: in fact, iGK(x, t, t) vanishes for x > 2t, while it grows
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Figure 4.3: GK(x, t, t) after a quench to the dynamical critical point for the O(N) model with N →∞
and spatial dimension d = 3, with an UV cut-off Λ = pi/2. Left panel: GK(x, t, t) as a function of x
and t. The numerical value of GK is expressed as indicated by the color code in the legend. The dashed
lines correspond to the sections x = t/2 (upper, blue line), x = t (middle, red line) and x = 2t (lower,
green line), respectively, which are highlighted in the right panel. Right panel: plot of GK(x, t, t) on a
double logarithmic scale as a function of x along the sections of the (x, t)-plane highlighted in the left
panel, i.e., the dashed lines correspond to the sections x = t/2 (lower, blue line), x = t (middle, red
line) and x = 2t (upper, green line), respectively. Along the first two and the last sections, GK(x, t, t)
displays an algebraic decay ∝ x−3/2 and ∝ x−1, respectively, as indicated by the corresponding lower
and upper dashed lines. This behaviour is in agreement with Eqs. (4.51b) and (4.51c).
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as it approaches either this light cone or the line x = 0 (where the white color indicates large values
compared to those displayed in the rest of the plot and indicated by the color code) from within the
region with x < 2t, and it vanishes upon increasing x and t. The curves on the right panel, instead,
show that GK(x, t, t) ∝ x−3/2 (lowermost and intermediate solid lines) as x grows within the light
cone, i.e., with x = t/2 and x = t, while GK(x, t, t) ∝ x−1 (uppermost line) exactly on the light cone
x = 2t, in agreement with Eqs. (4.51b) and (4.51c), respectively, with the proper value  = 1 and
θN → θ∞ = 1/4 (see, c.f., Eq. (4.71)) in d = 3. Analogous agreement with the scaling behaviors in
Eq. (4.51) is found for d 6= 3, showing that these relations hold beyond perturbation theory.
4.3 Magnetization dynamics
In the previous sections we focused on the temporal evolution of two-time quantities after a quench,
assuming that the O(N) symmetry of the initial state is not broken by the dynamics. However, as it
happens in classical systems (see, e.g., Ref. [119]), universal features are expected to emerge also in
the evolution of one-time quantities such as the order parameter, when the symmetry of the initial
state is broken by a suitable small external field h(x), which is then switched off at t > 0. As we
show below, the short-time behavior of the mean order parameter M(x, t) (henceforth referred to as
the magnetization) actually provides one additional direct measure of the short-time exponent θN
encountered in the previous sections. In Secs. 4.3.1 and 4.3.2 below, we study the evolution of M in
perturbation theory and by solving the Hartree-Fock equations (which are exact in the limit N →∞),
respectively.
4.3.1 Magnetization dynamics from perturbation theory
The inclusion of a symmetry-breaking field in the pre-quench Hamiltonian H0 induces a non-vanishing
value of the order parameter M(x, t) ≡ 〈φ(x, t)〉, which evolves after the quench. If the post-quench
Hamiltonian H is tuned to its critical point, one expects this evolution to be characterized by universal
exponents. More precisely, in this section we investigate the effect of modifying H0 = H(Ω
2
0, 0) in
Eq. (2.1) as:
H0 =
∫
x
[
1
2
Π2 +
1
2
(∇φ)2 + Ω
2
0
2
φ2 − h · φ
]
, (4.52)
where h ≡ h(x) is the external field which breaks explicitly the O(N) symmetry of H0 and therefore
of the initial state. Within the Keldysh formalism, this corresponds to a change in the initial action
(4.11), which now reads, in momentum space:
Ss = i
∫
k
ω0k
2
[(
φ0c,k −
√
2
hk
ω20k
)2
tanh(βω0k/2) + φ
2
0q,k coth(βω0k/2)− 2β
|hk|2
ω30k
]
, (4.53)
where hk indicates the Fourier transform of h(x) and ω0k is given in Eq. (2.12). Recalling that the
integration by parts of φ˙q · φ˙c in the bulk action (4.9) generates a term proportional to φ˙0q · φ0c in
the initial action Ss, one can easily see from the change of variables φ0c,k → φ0c,k +
√
2hk/ω
2
0k that
taking the functional average 〈. . . 〉h with h 6= 0 is equivalent to calculating it with h = 0, but with a
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modified weight, i.e.,
〈. . . 〉h = 〈. . . e−i
√
2
∫
k hk·φ˙0q,k/ω20k〉h=0. (4.54)
This means that any average in the presence of the field h can be calculated as in its absence by
considering the insertion of the operator shown in the r.h.s. of Eq. (4.54). Let us first consider the
Gaussian approximation, i.e., set u = 0. Using either Eq. (4.54) or by repeating the calculations of
Chapter 2 with the pre-quench Hamiltonian (4.52), one finds that
〈φk(t)〉 =
hk
ω20k
cos(ωkt). (4.55)
Moreover, while GR is not affected by h 6= 0, the Keldysh Green’s function is modified because of the
presence of a non-vanishing 〈φk(t)〉 as:
〈{φi,k(t), φj,k′(t′)}〉 = δi,j δk,−k′iGK(k, t, t′) + 2〈φi,k(t)〉〈φj,k′(t′)〉, (4.56)
where GK(k, t, t
′) is the same as in Eq. (2.15b), i.e., the Keldysh Green’s function corresponding to
〈φk(t)〉 = 0. In the following, we assume the initial external field h to be spatially homogeneous and
aligned with the first component of the field, i.e.,
hi(x) = δi,1M0Ω
2
0. (4.57)
Note that the residual symmetry of the initial state under O(N − 1) transformations involving the
components i = 2, . . . , N of the field which are transverse to h (collectively indicated by ⊥) implies
that the only non-vanishing post-quench component of the magnetization is the one along i = 1
(referred to as longitudinal and indicated by ‖), i.e.,
Mi(x, t) = δi,1M(t). (4.58)
Accordingly, from Eq. (4.55), one finds
M(t) = M0 cos(
√
rt), (4.59)
which shows that the order parameter M oscillates indefinitely with angular frequency
√
r and that
at the Gaussian critical point r = 0 it does not evolve.
Beyond the Gaussian approximation u = 0 considered above, one has to take into account the
presence of interaction in the post-quench Hamiltonian, which affects the temporal evolution of M in
Eq. (4.58). Focussing, for concreteness, on the critical point r = rc (with rc 6= 0 due to the presence
of interaction, see Sec. 4.2.1, in particular Eq. (4.24)) and on a deep quench, the same perturbative
expansion illustrated in Sec. 4.2 renders, at one loop, a correction M(t) = M0 + δM(t) with
δM(t) =
∫ t
0
dt′G0R(k = 0, t, t′)
[
B(t′)M0 +
2uc
4!N
M30
]
, (4.60)
where only the time-dependent part B(t′) of the tadpole iT (t′) in Eq. (4.16) contributes to Eq. (4.60)
because the time-independent contribution B0 is cancelled by assuming r = rc, as explained for the
correlation functions in Sec. 4.2.1. Taking into account the explicit expression of B(t) in Eq. (4.19)
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and of G0R in Eq. (2.17a) it is easy to find that δM exhibits a logarithmic dependence on t for Λt 1,
and a quadratic growth in time:
δM(t) 'M0θN ln(Λt)−M0 uc
4!N
(M0t)
2, (4.61)
where θN is given in Eq. (4.20). This expression indicates that the dynamics of the magnetization M(t)
is characterized by two regimes: for t ti ' 1/(M0√uc) the term proportional to t2 is negligible, and
therefore δM is dominated by the logarithmic term. This suggest that, after a proper resummation of
the logarithms, the magnetization grows algebraically as a function of time as M(t) ∝M0(Λt)θN . On
the other hand, when t & ti the second term in the r.h.s. of Eq. (4.61) becomes dominant, signalling
a crossover to a different dynamical regime. Notice that, for these two regimes to be distinguishable,
one must require that Λti  1, i.e., Λ  M0√uc. In Sec. 4.5.4, we assess the existence of these
two dynamical regimes by showing that a general scaling form can be derived for the magnetization
M after a quench to the critical point, which involves the scaling variable associated with M0 as in
Eq. (4.136).
4.3.2 Magnetization dynamics from a self-consistent Hartree-Fock approximation
In the previous subsection, the post-quench dynamics of the model in Eq. (4.53) has been studied via
a perturbative dimensional expansion around the upper critical dimensionality d = dc. However, as
in the case with h = 0 discussed in detail in Ref. [1], the temporal evolution of M(x, t) for N → ∞
can be determined beyond perturbation theory, i.e., for a generic value of the spatial dimensionality
d. In fact, in this limit, the Hartree-Fock or self-consistent approximation where the (φ2)
2
interaction
is approximated by a quadratic “mean-field” term ∝ φ2〈φ2〉 becomes exact. The latter corresponds
to an effective, time-dependent square “mass” r(t) which is calculated self-consistently, see, e.g.,
Refs. [1, 169–171]. As in Sec. 4.3.1, the initial magnetic field h is taken along the direction of the
first component of the field, see Eq. (4.57), and therefore the post-quench order parameter is given
by Eq. (4.58) with M(0) =
√
NM0, where the multiplicative factor
√
N is needed in order to have a
well-defined limit N →∞, as discussed below.
The one-loop equations governing the time evolution of the system are [169]:[
∂2t + r(t)−
u
3
M2(t)
]
M(t) = 0, (4.62a)[
∂2t + q
2 + r(t)− u
6N
iG
‖
K(x = 0, t, t)
]
G
‖
K(q, t, t
′) = 0, (4.62b)[
∂2t + q
2 + r(t)− u
3
M2(t)
]
G⊥K(q, t, t
′) = 0, (4.62c)
r(t) = r +
u
2
[
M2(t) +
1
2N
iG
‖
K(x = 0, t, t) +
N − 1
6N
iG⊥K(x = 0, t, t)
]
, (4.62d)
where G
‖
K and G
⊥
K are the Keldysh Green’s functions of the longitudinal and of a generic trans-
verse component of the field, respectively, while r(t) is the time-dependent effective parameter self-
consistently determined from Eq. (4.62d)
To solve this system of equations we need to specify initial conditions for the magnetization and
the Green’s functions. Since, from the Heisenberg equations of motion φ˙ = Π, with φ and Π the
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components of the fields and its conjugate momentum along h, and since in the initial state 〈Π(t =
0)〉 = 0, one concludes that M˙(t)|t=0 = 0. The initial conditions for the G‖,⊥K (q, t, t′), ∂tG‖,⊥K (q, t, t′)
and ∂t∂t′G
⊥
K(q, t, t
′) are [169]:
G
‖,⊥
K (q, t = 0, t
′ = 0) =
1√
q2 + r‖,⊥(0)
, (4.63a)
∂tG
‖,⊥
K (q, t = 0, t
′ = 0) = 0, (4.63b)
∂t∂t′G
‖,⊥
K (q, t = 0, t
′ = 0) =
√
q2 + r‖,⊥(0), (4.63c)
where we introduced
r‖(0) = r(0), (4.64a)
r⊥(0) = r(0)− u
3
M20 . (4.64b)
The set of Eqs. (4.62) is not analytically solvable and in general one has to resort to approximations
or to a numerical evaluation. However, in the limit N → ∞, one can see from Eqs. (4.62) that the
quadratic term ∝M2(t) can be neglected for times t ti, with ti defined by the condition
r +
u
12
iG⊥K(x = 0, ti, ti) '
u
3
M2(ti); (4.65)
with these assumptions, Eqs. (4.62) simplify to:[
∂2t + r(t)
]
M(t) = 0, (4.66a)[
∂2t + q
2 + r(t)
]
G
‖,⊥
K (q, t, t
′) = 0, (4.66b)
r(t) = r +
u
12
iG⊥K(x = 0, t, t). (4.66c)
The critical value rc of the parameter r can be obtained via the ansatz suggested in Ref. [171], namely:
rc = − u
4!
∫
q
e−q/Λ
2q2 + Ω0
q2
√
q2 + Ω0
, (4.67)
where the integral is regularized through the smooth cut-off function exp(−q/Λ). This regularization
is used to evaluate all the integrals over momentum in the self-consistent Eqs. (4.66): the choice of
a smooth cutoff is crucial in order to avoid spurious non-universal oscillations which would mask the
real universal behaviour of the dynamical quantities [1]. For r = rc, the effective parameter r(t) at
long times Λt 1 has (up to rapidly oscillatory terms) the following universal behavior [1]
r(t) =
a
t2
, (4.68)
in which the value of a can be obtained analytically and for 2 < d < 4 is given by [1]
a =
d
4
(
1− d
4
)
. (4.69)
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By inserting this expression into Eq. (4.66a), we then obtain
M(t Λ−1) ∝ (Λt)θ∞ , (4.70)
where [1]
θ∞ = 1− d
4
, (4.71)
which agrees with Eq. (4.20) in the limit N → ∞ and up to the first order in  = 4 − d after the
fixed-point value of the coupling constant uc is introduced in that expression, according to what we
discuss further below in Sec. 4.4.2 (see, in particular, Eq. (4.91)). Accordingly, for times smaller
than ti estimated below (but much longer than the microscopic scale Λ
−1), the order parameter
increase is controlled by the universal exponent θ∞. The time dependence of M(t) obtained from the
numerical solution of Eqs. (4.66a), (4.66b), and (4.66c) with r = rc and various values of the spatial
dimensionality d are shown in Fig. 4.4, where they are also compared with the analytical prediction
in Eq. (4.70).
In order to estimate the timescale ti beyond which Eqs. (4.66) are no longer valid, we analyse
Eq. (4.65). First, note that, as d→ 4, M(t) ' A(Λt)θ∞ becomes almost independent of t and equal to
M0 (see Fig. 4.4) and therefore A 'M0. Hence, for d sufficiently close to 4 we may safely approximate
M(t) 'M0(Λt)θ∞ . Using this approximation in Eq. (4.65) and solving for ti with the aid of Eq. (4.68),
we obtain, to leading order in θ∞, the following expression for ti:
Λti '
√
3Λ
M0
√
a
u
∝ 1
M0
. (4.72)
This estimate of ti is compatible for d→ 4 with the scaling derived from the RG analysis in Sec. 4.5.4,
see Eq. (4.136) .
4.4 Renormalization group: Wilson approach
In the previous sections we discussed the emergence of scaling behaviors on the basis of the results of
perturbative calculations at the lowest order in the interaction strength, with the sole exception of the
exact results presented in Sec. 4.3.2. Here and in Sec. 4.5, instead, we demonstrate that such scaling
behaviors follow from the existence of a fixed point in the renormalization-group (RG) flow which we
determine within the Wilson and Callan-Symanzik approach, respectively. In particular, this allows
us to determine the fixed-point value of uc on which θN in Eq. (4.20) depends and which is not fixed
by the perturbative calculations above.
4.4.1 Canonical dimensions
In order to determine the canonical dimensions of the relevant coupling constants and parameters in
the Keldysh actions (4.8) and (4.9) which describe the non-equilibrium dynamics of the model, we
consider the scaling of the corresponding Gaussian theory in the case of a deep quench Ω0  Λ, with
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Figure 4.4: Magnetization M(t) as a function of time t (on a double logarithmic scale) for various
values of the spatial dimensionality d = 2.5, 3, 3.5, and 4, from top to bottom. The solid lines indicate
the numerical solution of the self-consistent equations (4.66) with r = rc and M0 = 0.005. The dashed
lines, instead, indicate the corresponding algebraic increase ∝ tθ∞ (see Eq. (4.70)) with θ∞ reported
in Eq. (4.71). These numerical solutions correspond to the case Ω0 = 25, Λ = 1 and to an exponential
cutoff function e−q introduced for the regularization of the integrals as in Eq. (4.67) (see also the
discussion in Ref. [1]).
a vanishing temperature T = 0 of the initial state. Accordingly, the only operators appearing in the
initial action Ss in Eq. (4.11) are:
ω0k φ
2
c,q =
[
Ω0 +
k2
2Ω0
+O(k4/Ω30)
]
φ2c,q. (4.73)
Since we consider Ω0  Λ and the leading term in the expansion of ω0k (see Eq. (2.12)) is the most
relevant in the RG sense, we can approximate ω0k ' Ω0. However, as the classical and quantum fields
φc,q can in principle have different flows under RG, we allow the coefficients of the corresponding
terms φ2c and φ
2
q in the initial action to be different, denoting them by Ω0c and Ω0q, respectively.
In order to study the canonical scaling of the model, we introduce an arbitrary momentum scale
µ, such that space and time coordinates scale as x ∼ µ−1 and t ∼ µ−z, where z is the dynamical
critical exponent with z = 1 within the Gaussian approximation. While in thermal equilibrium, the
canonical dimensions of the fields and of the couplings follow immediately from requiring the action to
be dimensionless, this requirement is no longer sufficient in the present case, given the large number
of fields involved in the total Keldysh action Ss + Sb. Accordingly, in order to fix these dimensions
we impose the following two conditions: (i) the canonical dimensions of the fields at the surface t = 0
are the same as in the bulk t > 0 and (ii) Ω0q is dimensionless. Condition (i) — which do not
necessarily hold beyond the Gaussian approximation — basically amounts at requiring the continuity
of the fields during the quench and, in fact, it is the functional translation of the operatorial conditions
φ(0−) = φ(0+) and Π(0−) = Π(0+) [1,174,175]. Condition (ii), instead, is based on the fact that Ω0q
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plays the role of an effective temperature — see the discussion in Sec. 2.3.3 — and temperatures are
known to be scale-invariant in equilibrium quantum systems outside the quantum critical regime [187].
Using these conditions, from Eqs. (4.9) and (4.8) one finds the scaling of the fields
φc(x) ∼ µ(d−2)/2, φq(x) ∼ µd/2, (4.74)
and of the couplings
Ω0c ∼ µ2, r ∼ µ2, uc ∼ µ4−d, uq ∼ µ2−d, (4.75)
from which it follows that the upper critical dimensionality is d = dc = 4. Notice that the quantum
vertex uq is irrelevant for d > 2. This conclusion is consistent with the dimensional crossover presented
and discussed in Sec. 2.3.3: the upper critical dimensionality, which is 3 for a quantum system in
equilibrium at T = 0, is increased to 4 by the effect of a deep quench. Note, in addition, that the
positive canonical dimension of the classical initial “mass” Ω0c implies that it grows indefinitely under
RG and therefore its stable fixed-point value is Ω0c = +∞.
4.4.2 One-loop corrections
In order to account for the effects of the interaction, in this subsection we derive the RG equations
in perturbation theory up to one loop, based on a momentum-shell integration [221]. It turns out
that this is sufficient to highlight the emergence of an initial-slip exponent, while additional effects,
such as the emergence of dissipative terms and thermalization, can be captured only by including
contributions at two or more loops, which account for inelastic processes [184,219,220,222].
We assume that the actions in Eqs. (4.8) and (4.9) are defined in momentum space with momenta
of modulus k < Λ, where Λ is a cutoff set by the inverse of some microscopic length scale, e.g., a
possible lattice spacing. In order to implement the RG transformation in momentum space [177,178]
we decompose each field φ(k) ∈ {φc,φq} as a sum of a “slow” and a “fast” component φ<(k) and
φ>(k), respectively, i.e., as φ = φ<+φ>, where φ<(k) involves only modes with 0 ≤ k < Λ−dΛ, while
φ>(k) involves the remaining ones within the momentum shell Λ − dΛ ≤ k ≤ Λ of small thickness
dΛ = δ`Λ, with 0 < δ`  1. Then, the fast fields are integrated out from the action: this generates
new terms which renormalize the bare couplings of the action of the remaining slow fields. Here we
do this integration perturbatively in the coupling constant and therefore the exponential factor in
Eq. (4.1) is first split into the Gaussian and interaction parts SG + Sint, then expanded up to second
order in the interaction terms, with the remaining expectation values of the fast fields calculated
with respect to their Gaussian action SG. Finally, the result is re-exponentiated using a cumulant
expansion: ∫
D[φ>, φ<] ei(SG+Sint) '
∫
D[φ>, φ<] eiSG
[
1 + i Sint − 1
2
S2int
]
'
∫
Dφ< exp
{
iS<G + i 〈Sint〉> −
1
2
〈S2int〉c>
}
, (4.76)
where S<G = SG[φ<] is the Gaussian action calculated on the slow fields, 〈. . . 〉> denotes the functional
integration with respect to SG[φ>], while the superscript c indicate the connected average. For the
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case we are interested in,
Sint = − 2uc
4!N
∫
x,t>0
(φq · φc)|φc|2 −
2uq
4!N
∫
x,t>0
(φq · φc)|φq|2. (4.77)
After the integration, coordinates and fields are rescaled in order to restore the initial value of the
cutoff:
x→ bx, t→ bzt, φi → bζiφi, φ0,i → bζ0,iφ0,i, (4.78)
where i = c, q and b = Λ/(Λ − dΛ) ' 1 + δ`. The field scaling dimensions ζi and ζ0,i — the
Gaussian values of which can be read directly from Eq. (4.74) — generically acquire an anomalous
contribution due to the interactions. The resulting action for the slow fields (which, after rescaling
are renamed as the original fields φ) then acquires contributions from both integration and rescaling
and the expression of the new effective parameters (denoted below by ′) in the action in terms of the
original ones constitute the so-called RG recursion relations.
In passing, we mention that, strictly speaking, the functional integral on the l.h.s. of Eq. (4.76)
is actually equal to one and therefore the renormalization procedure outlined above — which in
equilibrium is typically implemented on the partition function of the statistical system under study
— would look unnecessary. However, this is no longer the case if one either adds externals sources for
the field (as done, e.g., in App. 4.A) or, equivalently, implements integration and rescaling directly on
correlation functions.
Assuming, for the sake of clarity, a vanishing temperature T = 0 in the initial state, we find the
following RG recursion relations (see App. 4.F for details) at the lowest order in perturbation theory
r′ = b2 (r + ucI1) , (4.79a)
u′c = b
2−2ζc uc (1− ucI2) , (4.79b)
u′q = b
2−2ζq uq (1− uqI2) , (4.79c)
where the integrals I1,2 can be decomposed in time-independent and time-dependent parts as I1,2(t) =
Ib1,2 + I
s
1,2(t), with the time-independent terms
Ib1 = δ` c1,N
Λd
ωΛ
K+, (4.80a)
Ib2 = δ` c2,N
Λd
ω4Λ
ω0Λ, (4.80b)
while the time-dependent ones are
Is1(t) = δ` c1,N
Λd
ωΛ
K− cos(2ωΛt), (4.81a)
Is2(t) = δ` c2,N
Λd
ω3Λ
[
K− 2ωΛ t sin(2ωΛt)−ω0Λ
ωΛ
cos(2ωΛt)
]
, (4.81b)
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where K±, ωΛ = ωk=Λ and ω0Λ = ω0,k=Λ, with ωk and ω0k given in Eqs. (2.7) and (2.12), respectively.
Notice that, in terms of Ω0q and Ω0c, the functions K± now reads (see also App. 4.A)
K±(k) =
1
2
√ k2 + r
k2 + Ω20c
±
√
k2 + Ω20q
k2 + r
 . (4.82)
In the expressions above we introduced the coefficients
c1,N =
N + 2
12N
ad and c2,N =
N + 8
24N
ad, (4.83)
where ad = Ωd/(2pi)
d, with Ωd = 2pi
d/2/Γ(d/2) is the d-dimensional solid angle, Γ(x) being the gamma
function. Note that I1,2 are time-dependent quantities as a consequence of the non-TTI term of G0K
in Eq. (2.15b).
In order to cast the RG equations in a convenient differential form, we take into account that
b ' 1 + δ`, with δ` 1 and we keep from Eq. (4.79) only the first order in δ`. Neglecting for the time
being the time-dependent terms Is1 and I
s
2 (see further below for a discussion), we find the differential
equations:
dr
d`
= 2r + uc
c1,N
2
Λd
ωΛ
√ Λ2 + r
Λ2 + Ω20c
+
√
Λ2 + Ω20q
Λ2 + r
 , (4.84a)
duc
d`
= uc
[
(dc − d)− c2,N ucΛ
d
ω4Λ
√
Λ2 + Ω20q
]
, (4.84b)
duq
d`
= uq
[
(dq − d)− c2,N ucΛ
d
ω4Λ
√
Λ2 + Ω20q
]
. (4.84c)
For later convenience, we defined here the classical and quantum “upper critical dimensions” dc and
dq, respectively, as dc,q = 2 + d− 2ζc,q.
While Eqs. (4.84) are valid in the generic case, henceforth we focus on a deep quench. As noted in
Sec. 4.4.1, Ω0c has a stable fixed point at Ω
∗
0,c = +∞ for a deep quench and, correspondingly, the first
term in brackets in Eq. (4.84a) vanishes. Moreover, from the Gaussian scaling we find dc = 4, dq = 2,
and therefore the quantum vertex is irrelevant for d > 2 and can be neglected. Finally, using the fact
that Ω0q  Λ, Eqs. (4.84a) and (4.84b) become
dr
d`
= 2r + ucΩ0q
c1,N
2
Λ4−
Λ2 + r
, (4.85a)
duc
d`
= uc
[
− ucΩ0qc2,NΛ−
]
, (4.85b)
where  = 4 − d, while c1,N and c2,N can be calculated here for d = 4. These flow equations admit
a non-trivial fixed point Qdy(Ω0q) in the (r, uc)-plane, which, at the lowest order in the dimensional
expansion, is given by
Qdy(Ω0) =
(
−Λ2 c1,N
4c2,N
,

Ω0qc2,N
)
=
(
−Λ
2(N + 2)
2(N + 8)
, 
192pi2N
Ω0q(N + 8)
)
, (4.86)
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which corresponds to the dynamical transition. This point turns out to be stable for  > 0, while
it becomes unstable for  < 0, i.e, d > dc such that, as it happens in equilibrium, the resulting
theory is effectively Gaussian. Right before Eqs. (4.84) we mentioned that these equations have been
determined by neglecting the time-dependent parts Is1,2 of the integrals I1,2 in Eqs. (4.79). These
parts are responsible for rapid oscillations on the temporal scale ∼ ω−1Λ ' Λ−1 set by the microscopic
structure of the model, which however do not contribute to time averages of the slow fields on much
longer time scales. We emphasize that these terms are not universal as they strongly depend on the
regularization. For instance, if a soft cut-off was used instead of a sharp one, these fast-oscillating
terms would be replaced by functions which decay smoothly to zero on a temporal scale ' Λ−1 (cf.
Ref [1]), and therefore they would clearly not contribute to Eqs. (4.84).
Equations (4.84a) and (4.84b) are remarkably similar to those for the same model in equilibrium
at a finite temperature T = β−1 (see, e.g., Ref. [187]) which, in turn, admit a non-trivial fixed point
Qeq(T ) [179,186]. In fact, both of them can be cast in the form
dr
d`
= 2r +
c1,N
2
uF (r), (4.87a)
du
d`
= u
[
(dc − d) + c2,N uF ′(0)
]
, (4.87b)
where u indicates, in equilibrium, the coupling constant of the model in Eq. (2.1), while out of
equilibrium, it stands for uc. For a quench, F (r) reads
F neq(r) =
Λd√
Λ2 + r
√ Λ2 + r
Λ2 + Ω20c
+
√
Λ2 + Ω20q
Λ2 + r
 , (4.88)
while in equilibrium,
F eq(r) =
Λd√
Λ2 + r
2 coth
(
β
√
Λ2 + r/2
)
. (4.89)
The relationship between the thermal and the dynamical fixed points Qeq and Qdy has been extensively
discussed in Ref. [2]. Note that the upper critical dimension is dc = 3 both in the case of a vanishing
initial mass (i.e., Ω20q = Ω
2
0c = r) and of the equilibrium theory at temperature T = 0; instead, the
upper critical dimension is dc = 4 for both the case of a deep quench and of equilibrium at a finite
temperature. These similarities provide further support to the observations made in Sec. 2.3.3 that
the stationary state after the quench resembles an equilibrium state, with the initial value Ω0q of the
parameter r in the former case playing the role of an effective temperature in the latter. Accordingly,
the deep quench is responsible for a change of the upper critical dimensionality of the dynamical
transition, in the very same way as a finite temperature modifies the upper critical dimensionality for
an equilibrium quantum phase transition.
Although the analysis here reported only applies in dimensions above the lower critical one dl,
this “dimensional crossover” induced by the quench appears to be a generic feature of non-equilibrium
isolated quantum systems. In fact, the same effect was shown to appear for a quench in the integrable
one-dimensional Ising chain in transverse field [71,72,223], where the eventual (non-thermal) station-
ary state does not display any critical behaviour. Correspondingly, the equilibrium Ising chain in a
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transverse field [179] displays a quantum phase transition at T = 0 (as it can be mapped on a classical
Ising model in two spatial dimensions), while no phase transition occurs for T > 0 (as the correspond-
ing classical Ising model would be in one spatial dimension). In addition, a recent experiment [224]
on a one-dimensional Bose gas with two components suggested the absence of scaling behaviour in
the long-time dynamics of the system. In this case, the dynamics was shown to be captured by the
effective Hamiltonian (2.1) with N = 1, which, at equilibrium, is characterized by a quantum phase
transition at T = 0 which however disappears for T > 0. Accordingly, we do not expect any DPT in
this case.
A remarkable consequence of the structure of RG equations (4.87) is that the value of the critical
exponent ν — which can be obtained as the eigenvalue of the linearized RG flow around the fixed
point [177,178] u = u∗ = −/[c2,NF ′(0)] +O(2) — is independent of the specific form of F (r) and it
is given by ν−1 = 2− c1,N /(2c2,N ) +O(2), i.e., by
ν =
1
2
+
N + 2
N + 8

4
+O(2), (4.90)
with  = dc−d. Accordingly, both the dynamical and the equilibrium transitions are characterized by
the same exponent ν, a fact which was already noticed in Ref. [171] for the O(N) model in the limit
N →∞. However, one may wonder if also the other independent critical exponent of the equilibrium
theory, i.e., the anomalous dimension η, is the same as the one of the dynamical phase transition.
The answer to this question is far from being trivial, since the computation of η requires a two-loop
calculation which would also generate dissipative terms, responsible also for the destabilization of the
prethermal state.
The analysis presented above reveals the existence of the fixed point Qdy (see Eq. (4.86)) of the RG
flow, which is approached upon considering increasingly long-distance properties whenever the value
of the parameter r in Eq. (2.1) equals a certain critical value rc, which depends, inter alia, on uc and
which corresponds to the stable manifold of the fixed point Qdy. Accordingly, the coupling constant
uc which appears in the perturbative calculations discussed in Sec. 4.2 with an unknown value can be
substituted with its fixed-point value u∗c corresponding to Qdy. In particular, inserting Eq. (4.86) into
Eq. (4.20), and noting that Ω0q = Ω0, the initial-slip exponent eventually reads:
θN =

4
N + 2
N + 8
+O(2). (4.91)
The value of θN in the limit N →∞ agrees with the exact results presented in Chapter 3 and reported
here in Eq. (4.71).
4.4.3 Dissipative and secular terms
The integration procedure outlined in Sec. 4.4.2 generates a number of terms in addition to those
which are present in the action before integration. Physically, as the system evolves in time, inelastic
collisions induce a thermalization process, and the system starts acting as a bath for itself. It is then
natural to wonder whether dissipative terms might emerge [219]. In particular, they would be encoded
of the form ig1φ
2
q , ig
A
2 (φq · φc)2 and igB2 φ2qφ2c in the bulk action, which indeed correspond to having,
respectively, additive (g1) and multiplicative (g
A,B
2 ) Gaussian noise acting on the system [215]. Based
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on the canonical power counting associated with the deep quench (see Sec. 4.4.2, with dc = 4), these
couplings turn out to scale as
g1 ∼ µ, gA2 ∼ gB2 ∼ µ3−d; (4.92)
accordingly g1 is expected to be relevant in all spatial dimensions while g
A,B
2 are relevant only for
d < 3. If these terms are generated under RG, their effect is to change significantly the properties of
the resulting action and to induce a crossover towards a different fixed point, with a different canonical
scaling. However, in order for g1 to be generated one needs to consider at least a two-loop contribution
and therefore one is allowed to neglect it in our one-loop analysis. On the other hand, corrections to
gA,B2 are generated at one loop (see App. 4.F) as
δS
(2)
(diss) = i
∫
x,t
[
δgA2 (t)
(
φ<c · φ<q
)2
+ δgB2 (t)(φ
<
c )
2(φ<q )
2
]
, (4.93)
with
δgA2 (t) = δ`
ad
144
N + 6
N2
Λd
ω2Λ
[
u2c
(
K2+ +K
2
−
)− ucuq] t, (4.94a)
δgB2 (t) = δ`
ad
72
1
N2
Λd
ω2Λ
[
u2c
(
K2+ +K
2
−
)− ucuq] t, (4.94b)
with K± given in Eq. (4.82) and ad after Eq. (4.83). In the absence of a quench of the parameter
r, i.e., with r = Ω20 one has K+ = 1, K− = 0 and uc = uq; accordingly, the dissipative vertices
δgA,B2 (t) vanish at this order in perturbation theory, because the quench of the coupling constant u
(occurring from a vanishing to a non-vanishing value) does not affect the Gaussian propagators and
has consequences only at higher-order terms in perturbation theory. The dissipation is also absent in
the limit N → ∞, as it can be seen from the scaling ∝ N−1 of the terms in Eq. (4.94): this implies
that the prethermal state is actually the true steady-state of the model after the quench, in agreement
with the fact that the Hamiltonian H becomes solvable in this limit [1]. In all the other cases, the
dissipative correction increases upon increasing the time t and accordingly, though formally irrelevant
for d > 3, δgA,B2 (t) grows indefinitely, spoiling the perturbative expansion. This kind of divergence is
due to the presence of the so-called secular terms in the simple perturbative expansion which has been
done here. Although several techniques exist to avoid these terms [102, 225–227], we emphasize that
they affect significantly only the long-time dynamics, while being essentially inconsequential as far as
the short-time behaviour we are considering here is concerned. An estimate of the time at which the
contributions of Eq. (4.94) become important can be obtained by requiring them to be of the same
order as the other couplings present in the action. Considering, for simplicity, the values of r, uc and
uq at their fixed points in the deep-quench limit (4.86), one can readily derive the RG equations for
gA,B2 from Eq. (4.94). Then, by identifying the dimensionless RG flow parameter ` with the time t
elapsed since the quench, i.e., by setting ` = ln(Λt), one finds
Λd−3
dgA2
d(Λt)
= 2
N + 6
(N + 8)2
2
ad
, (4.95)
Λd−3
dgB2
d(Λt)
= 2
1
(N + 8)2
1
ad
. (4.96)
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Accordingly, for large N , the dissipative couplings gA,B2 (t) become of order one at time scales Λt
∗
A ∼
N/2 and Λt∗B ∼ N2/2, respectively. Note, however, that corrections to gA,B2 are generated also
for d > 4 (i.e.,  < 0), when the coupling uc is irrelevant: in fact, uc still generates anyhow terms
which are responsible for thermalization, providing thus an instance of a sort of dangerously irrelevant
operator [219]. In this case, the time scales t∗A and t
∗
B are modified to Λt
∗
A ∼ N/(u0c)2 and Λt∗B ∼
N2/(u0c)
2, where u0c indicates the microscopic value of the coupling constant uc. Accordingly, for large
values of N or small values of max{, u0c}, the dissipative vertices can be disregarded for quite long
times after the quench.
4.5 Renormalization group: Callan-Symanzik approach
In spite of its transparent physical interpretation, the Wilson RG discussed in the previous section is
not very practical for carrying out actual calculations. In fact, as we showed in Section 4.4, it still
leaves a certain degree of arbitrariness in fixing the dimensions of all the fields and therefore one has
to supplement the analysis with additional physical arguments, as we did in order to fix the upper
critical dimensionality to dc = 4. More severely, Wilson RG is limited in providing predictions of
some critical exponents beyond one loop [228] and therefore different techniques have been developed
for extending the RG analysis. In view of these difficulties, in this section we discuss the issue of the
emergence of the short-time universal scaling within an alternative renormalization scheme, inspired
by the well-established field-theoretical approach (see, e.g., Ref. [121]). The idea is to regularize the
correlation functions of the relevant fields by redefining the couplings and the fields so as to remove
the terms in perturbation theory which would be divergent upon increasing the ultraviolet cutoff Λ,
suitably introduced into the original (bare) action. As a result, the effective action as well as all the
correlation functions generated by it, once expressed in terms of these renormalized couplings and
fields, is free of divergences. This renormalized action depends on the arbitrary scale µ which defines
the momentum scale of the effective theory. Using the fact that the original correlation functions —
determined by the bare action — are actually independent of µ, one can derive a Callan-Symanzik
flow equation for the correlation functions which involves also the RG equations for the relevant
couplings of the theory. Note that, because of the breaking of TTI induced by the quench, it is no
longer viable to define a Fourier transform of the correlation functions and consequently the Callan-
Symanzik equations discussed below will be derived for the correlation functions rather than the vertex
functions which are usually introduced when TTI is not broken.
4.5.1 Renormalization of the initial fields
As anticipated above, the divergences upon increasing the cutoff Λ which emerge in perturbation
theory, can be cancelled by a suitable renormalization of coupling constants and fields: in practice,
this is achieved by calculating the relevant correlation functions at particular values of the times and
momenta — the so-called normalization point (NP) — of the involved fields and by absorbing the
resulting divergences in a redefinition of coupling and fields. In particular, we define the NP as times
t = µ−1 and vanishing momenta q = 0 for all fields involved in the correlation function. For simplicity,
we focus below on the critical point r = rc, which, as shown in Sec. 4.2, is shifted away from its
Gaussian value rc = 0 because of the interaction.
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We consider first the retarded Green’s function GR(k, t, t
′) = 〈φc(t)φq(t′)〉, where, for the sake of
simplicity, the indices of the field components have been suppressed and the fields inside the correlators
are consequently assumed to refer to the same component For simplicity, the dependence on k is
understood on the l.h.s. of the previous equality. As shown in App. 4.C, GR is finite in the formal
limit Λ → ∞ as long as both times t > t′ do not vanish, while it grows ∝ ln(Λt) when the earlier
time t′ vanishes, i.e., when the involved quantum field is the one at the boundary φ0q. In fact, at the
normalization point,
〈φc(t)φ0q〉
∣∣
NP
= [1− θN ln(Λ/µ)]× finite terms, (4.97)
where by “finite terms” we mean an expression which is finite as Λ → ∞. In order to reabsorb the
logarithmic divergence in Eq. (4.97), we redefine the initial quantum field as φq0 = Z
1/2
0 φ
R
0q, where
φRq0 is the corresponding renormalized field and the renormalization constant Z0 is determined such
that the renormalized retarded Green’s function GRR(t, 0) ≡ 〈φc(t)φR0q〉 = Z−1/20 GR(t, 0), remains finite
as Λ→∞. This requires
Z
1/2
0 = 1− θN ln(Λ/µ), (4.98)
up to the lowest order in perturbation theory considered in this Chapter. Since Eq. (4.14) holds up
to the same order, the renormalized Keldysh Green’s function GRK can be simply defined as:
GRK(k, t, t
′) = Ω0qGRR(k, t, 0)G
R
R(k, t
′, 0) = Z−10 GK(k, t, t
′). (4.99)
As shown in Sec. 4.2.1, the perturbative correction to GK(k, t, t
′) generates a term ∝ ln(Λ/µ) for
generic values of the times t and t′. After the introduction of the renormalization constant as in
Eq. (4.99), this logarithmic dependence is actually removed from GRK .
4.5.2 Renormalization of the coupling constant
In addition to the renormalizations introduced above, which render finiteGRK,R, one has also to consider
that the coupling constant uc is renormalized by the interactions and that this renormalization is
essential for determining the RG flow of the whole system. In order to determine it, we study the
perturbative corrections to the four-point function 〈φcj(1)φql(2)φqm(3)φqn(4)〉 to second order in uc,
where, with a more convenient notation, φcj,qj(n) denotes the j-component of the N -component field
φc,q calculated at the space-time point n ≡ (xn, tn). Taking into account the possible diagrams, one
finds:
〈φcj(1)φql(2)φqm(3)φqn(4)〉 =
1 3
2 4
+
1 3
2 4
= 〈φcj(1)φql(2)φqm(3)φqn(4)
[
1− i 2uc
4!N
∫
1′
(φq · φc)φ2c −
1
2
(
2uc
4!N
)2 ∫
1′
(φq · φc)φ2c
∫
2′
(φq · φc)φ2c
]
〉0
≡ I0 + I1 + I2, (4.100)
where the integrations run on the points indicated as 1′ and 2′ at which the arguments of the corre-
sponding integrands are calculated, while Im indicates the contribution of order u
m
c to that expansion.
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Note that I0 vanishes because, as a consequence of Wick’s theorem, it is proportional to a two-point
correlation of quantum fields 〈φqφq〉0 = 0. The first order term I1, instead, can be written as
I1 = −i 2uc
4!N
∫
1′
〈φcj(1)φql(2)φqm(3)φqn(4)(φq · φc)φ2c(1′)〉0
= −i uc
6N
Fjlmn
∫
1′
G0R(1, 1
′)G0R(1′, 2)G0R(1′, 3)G0R(1′, 4), (4.101)
where Fjlmn = δjlδmn + δjmδln + δjnδlm. The calculation of I2 is slightly more involved and it is
reported in App. 4.G (see Eq. (4.191)). Among the many terms generated by the repeated use of
Wick’s theorem, we need to retain only those which renormalize the local vertex. After discarding the
terms which do not fulfil this requirement, one finds (see Eq. (4.197))
I2 =
N + 8
36N
Fjlmn u
2
c
∫
1′
G0R(1, 1
′)G0R(1′, 2)G0R(1′, 3)G0R(1′, 4)
∫
2′
G0K(1
′, 2′)G0R(1′, 2′). (4.102)
Accordingly, adding I1 to I2, the four-point correlation function reads:
〈φcj(1)φql(2)φqm(3)φqn(4)〉 = −i uc
6N
Fjlmn
∫
1′
G0R(1, 1
′)G0R(1′, 2)G0R(1′, 3)G0R(1′, 4)(1+J), (4.103)
where the integral J , for d = 4 and Λt 1 (see App. 4.G), is given by (see Eqs. (4.198) and (4.199))
J =
N + 8
6N
uc
∫
x
∫ t
0
dt′ iG0K(x, t, t′)G0R(x, t− t′) = −N + 8
24N
a4ucΩ0q ln(Λt). (4.104)
Accordingly, by evaluating the four-point function in Eq. (4.100) at the normalization point, one finds
〈φcφqφqφq〉
∣∣∣∣
NP
= uc
[
1− ucΩ0qN + 8
24N
a4 ln(Λ/µ)
]
× finite terms. (4.105)
In order to render this correlation function finite as Λ→∞, one introduces the dimensionless renor-
malized coupling constant gR as
a4
16
Ω0quc = µ
4−dZggR, (4.106)
where the factor a4Ω0q/16 (with a4 ≡ ad=4, as defined below Eq. (4.83)) is introduced for later
convenience. Note that up to this order in perturbation theory, it is not necessary to introduce a
renormalization of the bulk classical and quantum fields. Accordingly, one concludes that Zg has to
be chosen in such a way as to cancel the logarithmic dependence in Eq. (4.105) and therefore
Zg = 1 + ucΩ0q
N + 8
24N
a4 ln(Λ/µ). (4.107)
4.5.3 Renormalization-group (Callan-Symanzik) equations
Within the renormalization scheme discussed above, one can infer the renormalization-group equa-
tions by exploiting the arbitrariness of the scale µ which was introduced in order to renormalize the
critical model. In fact, the original (bare) action is actually independent of the (infrared) scale µ and
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therefore the logarithmic derivative with respect to µ of the corresponding bare coupling constants and
correlation functions, once expressed in terms of the renormalized ones, has to vanish when taken with
fixed bare coupling constants and cutoff Λ. By taking the logarithmic derivative µ∂/∂µ of Eq. (4.106)
one finds
µ
∂gR
∂µ
≡ β(gR) = − gR + 2
3
N + 8
N
g2R, (4.108)
where we used the fact that, from Eq. (4.106), a4Ω0qucµ
d−4/16 = gR + O(g2R), and we introduced
 ≡ 4− d. Henceforth, the derivative with respect to µ is always understood as taken with fixed bare
parameters. This β-function determines the flow of the coupling constant as the critical theory is
approached for µ→ 0 and it is characterized by a fixed-point value g∗R such that β(g∗R) = 0, with
g∗R =
3
2
N
N + 8
+O(2), (4.109)
which is infrared (IR) stable for d < 4, while the Gaussian fixed point g∗R = 0 becomes stable for
d > 4.
In order to highlight the consequences of the existence of this fixed point on the correlation func-
tions, we consider one which involves Nc and Nq classical and quantum fields in the bulk (i.e., with
non-vanishing times), respectively, and N0 initial quantum fields, which we schematically indicate as
G{N} ≡ 〈[φc]Nc [φq]Nq [φ0q]N0〉 = ZNc/2c ZNq/2q ZN0/20 GR{N}. (4.110)
Here {N} = (Nc, Nq, N0), GR{N} indicates the same quantity G{N} expressed in terms of the renor-
malized fields, while Zc,q are the renormalization constants of the bulk fields with Zc,q = 1 up to the
order in perturbation theory which we are presently interested in. Note that any correlation function
which involves a classical field taken at the boundary t = 0 vanishes in a deep quench because of
the effective initial conditions on the classical field, see Eq. (4.12). By requiring that the logarithmic
derivative of the l.h.s. of Eq. (4.110) with respect to the renormalization scale µ vanishes when taken
at fixed bare parameters, and by expressing the r.h.s. in terms of renormalized quantities, one finds
the Callan-Symanzik equation [195]{
µ∂µ +
Nc
2
γc +
Nq
2
γq +
N0
2
γ0 + β∂g
}
GR{N} = 0, (4.111)
where we introduced the functions
γc,q,0 ≡ µ∂µ lnZc,q,0|bare. (4.112)
At the lowest order in perturbation theory one has γc,q = 0, while
γ0 =
N + 2
3N
gR +O(g
2
R), (4.113)
which follows from Eq. (4.98). Equation (4.111) can be solved in full generality by employing the
method of characteristics and, in conjunction with dimensional analysis, renders the scaling behaviour
of the renormalized correlation function GR{N}. Note that, in principle, G
R
{N} still depends on the
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cut-off Λ. However, dimensional analysis done by using µ as the reference scale implies that GR{N}
actually depends on Λ/µ, which diverges as one explores the long-time and large-scale properties of
the theory by letting µ→ 0. However, the renormalizations introduced above in Secs. 4.5.1 and 4.5.2
were in fact determined such that this limit (formally Λ→∞) renders finite quantities. Accordingly,
the leading scaling behaviour of the renormalized quantities can actually be obtained by removing
their dependence on Λ, i.e., by assuming Λ µ For simplicity, we focus here on the scaling behaviour
emerging at the fixed point g∗R (see Eq. (4.109)) of the coupling constant. Accordingly, Eq. (4.111)
simplifies as {
µ∂µ +
N0
2
γ∗0
}
GR{N}({k, t};µ) = 0, (4.114)
where
γ∗0 =

2
N + 2
N + 8
+O(2) (4.115)
indicates the value of γ0 calculated at the fixed point. In order to exploit the consequences of dimen-
sional analysis, we define the dimensionless renormalized Green’s functions GˆR{N} in the momentum-
time representation
GR{N}({k, t};µ) = µd
k
{N}GˆR{N} ({k/µ, µt}) , (4.116)
where {k, t} indicates the set of times and momenta at which the various fields are calculated, while
dk{N} takes into account the canonical scaling of the fields in momentum space and of the delta functions
which ensure momentum conservation, i.e.,
dk{N} = d+Ncζ
k
c +Nqζ
k
q +N0ζ
k
q0 + . . . . (4.117)
Note that the r.h.s. of Eq. (4.116) is calculated with the dimensionless parameters corresponding to
those appearing on the l.h.s. The factors ζkc , ζ
k
q and ζ
k
q0 denote the canonical scaling of the classical,
quantum in the bulk and quantum at the surface fields in momentum space and, from Sec. 4.4.1, they
read
ζkc = −
d+ 2
2
, ζkq = ζ
k
q0 = −
d
2
. (4.118)
The dots in Eq. (4.117) account for the possibility of including derivatives of the fields into the
correlation functions (4.110): they scale differently from the fields and therefore they would add new
contributions to dk{N}. Accordingly, by inserting Eq. (4.116) in Eq. (4.114), one finds{
µ∂µ + d
k
{N} +
N0
2
γ∗0
}
GˆR{N} ({k/µ, µt}) = 0. (4.119)
Using the method of characteristics it is possible to transform this partial differential equation into
an ordinary one in terms of an arbitrary dimensionless parameter l:{
l
d
dl
+ dk{N} +
N0
2
γ∗0
}
GˆR{N} ({k/(µl), µl t}) = 0, (4.120)
the solution of which is simply given by
l
N0γ∗0/2+d
k
{N}GˆR{N}
({
k
µl
, µlt
})
= GˆR{N}
({
k
µ
, µt
})
, (4.121)
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which expresses nothing but the fact that the correlation function is a homogeneous (i.e., scale-
invariant) function of its argument, as expected at the critical point. Specializing this general ex-
pression to the case of the retarded function GRR with two fields in the bulk (i.e., G
R
{N} with N0 = 0,
Nc = Nq = 1) one finds, at sufficiently long times:
GRR(k, t, t
′) = l−1GRR
(
k/l, lt, lt′
)
. (4.122)
When, instead, one of the fields is at the boundary (Nq = 0 and Nc = N0 = 1) one finds
GRR(k, t, 0) = l
−1+γ∗0/2GRR (k/l, lt, 0) . (4.123)
The scaling of GK can be thus inferred on the basis of Eq. (4.99) with the aid of Eq. (5.7a), which
yield
GRK(k, t, t
′) = l−2+γ
∗
0GRK
(
k/l, lt, lt′
)
. (4.124)
The scaling forms in Eqs. (4.122), (4.123), and (4.124) are consistent with those inferred from the
perturbation theory in Sec. 4.2.1, with the identification
θN =
γ∗0
2
=

4
N + 2
N + 8
+O(2). (4.125)
For example, by choosing l ∼ (Λt)−1  1 in Eq. (4.123), one finds GRR(k, t, 0) = t1−γ
∗
0/2GRR(kt, 1, 0),
which is nothing but the resummed version of the perturbative result reported in Eq. (4.31).
The Callan-Symanzik equation (4.111) alone does not provide information on the two-time scaling
suggested in Eq. (4.29), which actually emerges as a consequence of the fact that the smaller time t′
approaches the “surface” t′ = 0 at which the anomalous dimension of the field φ0q differs from the one
of the quantum field φq in the bulk. In order to work out the consequences of this fact, we consider
here the equivalent of the standard short-distance expansion of quantum field theory [195,229] adapted
to φq(t
′) at short times [146], which we assume to be valid for t′ → 0:
φq(t
′) =
∑
i≥0
σi,q(t
′)Oi, (4.126)
where Oi indicates operators located at the surface, ordered such that their scaling dimension increases
upon increasing i, while σi,q(t
′) are functions of t′. In the limit t′ → 0, this sum is dominated by the
most relevant term O0, which is φ0q, and therefore we can simply write Eq. (4.126) as φq(t
′) ' σq(t′)φ0q,
where we dropped the terms of the expansion which are less singular as t′ → 0. The scaling form
of σq(t
′) can be derived by inserting this expansion in Eq. (4.121) and by reading out the scaling
behavior, which turns out to be
σq(t
′) = l−γ
∗
0/2σq(lt
′), (4.127)
at the critical point. Finally, by using Eqs. (4.123) and (4.127), one finds:
GR(k, t, t
′ → 0) ' σq(t′)GR(k, t, 0) = t
(
t′
t
)γ∗0/2
GR(kt, 1, 0), (4.128)
which is the resummed version of Eq. (4.29), taking into account the relationship between γ∗0 and θN in
Eq. (4.125). Equations (4.123), (4.124) and (4.128) demonstrate that the resummation of the leading
logarithms which emerge in perturbation theory and which we did somewhat arbitrarily in Sec. 4.2,
is fully justified by the existence of an IR-stable fixed point for the flow of the coupling constant.
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4.5.4 Scaling of magnetization
The approach developed above can be conveniently used in order to determine the scaling form of
the magnetization M(t) ≡ M1(t) = 〈φ1(x, t)〉 in the presence of a symmetry-breaking term in the
pre-quench Hamiltonian H0, which was discussed in Sec. 4.3 either within perturbation theory or in
the exactly solvable limit N →∞. In fact, Eq. (4.54) (which is valid beyond perturbation theory) can
be expanded in powers of M0, assuming a homogeneous external field h with the components given in
Eq. (4.57); focussing on the components of the fields along direction 1 of the initial field h, this yields
M(t) =
+∞∑
n=1
(−i√2M0)n
n!
∫
ddx1 · · · ddxn〈φc(x, t)φ˙0q(x1) · · · φ˙0q(xn)〉h=0, (4.129)
(the term with n = 0 in the previous expansion vanishes due to the choice of the initial condition) from
which it follows that the scaling of M(t) is related to that one of correlation functions containing the
initial field φ˙0q ≡ φ˙q(t = 0). Note that due to spatial translational invariance, the r.h.s. of Eq. (4.129)
is actually independent of x. In fact, the logarithmic dependence on Λ of the one-loop correction to
the magnetization pointed out in Sec. 4.3 (see, in particular, Eq. (4.61)) can be suitably cancelled
(according to the approach discussed in this section) with a renormalization of φ˙0q = Z
1/2
0˙
φ˙R0q, where
a simple calculation gives
Z0˙ = 1 + 2θN ln(Λ/µ). (4.130)
Note that Z0˙ differs from Z0 in Eq. (4.98), which means that the anomalous dimension (defined as in
Eq. (4.112))
γ0˙ ≡ µ∂µ lnZ0˙|bare = −
N + 2
3N
gR +O(g
2
R) (4.131)
of φ˙0q is different from that one of φ0q, i.e., from γ0 in Eq. (4.113). Accordingly, when γ0˙ is evaluated
at the fixed point g∗R reported in Eq. (4.109), it renders:
γ∗
0˙
= − 
2
N + 2
N + 8
+O(2) = −2θN . (4.132)
Following the same line of argument as in Sec. 4.5.3, one can easily derive a Callan-Symanzik equations
for the correlations functions appearing on the r.h.s. of Eq. (4.129), which are of the form of Eq. (4.110)
but with the fields φ0q replaced by φ˙0q and, correspondingly, γ0 by γ0˙ in the equations which follow.
At the critical point, one eventually finds the scaling equation
l
dx{N}−nθN 〈φc(lt, lx)φ˙0q(lx1) · · · φ˙0q(lxn)〉 = 〈φc(t,x)φ˙0q(x1) · · · φ˙0q(xn)〉, (4.133)
where dx{N} accounts for the canonical scaling dimension of the fields in real space and reads:
dx{N} = Ncζ
x
c +N0˙ζ
x
0˙
= [d− 2 + n(d+ 2)]/2, (4.134)
for Nc = 1 and N0˙ = n, while ζ
x
c = (d − 2)/2 and ζx0˙ = (d + 2)/2 are, respectively, the canonical
scaling dimensions of the fields φc and φ˙q in real space, which can easily be determined from Sec. 4.4.1
by noticing that φ˙0q has the same dimension as µφ0q, where µ is an arbitrary momentum scale, see
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Eq. (4.74). Substituting Eq. (4.133) into Eq. (4.129) one obtains, after a change of variables in the
spatial integrals:
M(t) = ld/2−1
+∞∑
n=1
(−i√2)n
n!
(
l−d/2+1−θNM0
)n
×
∫
ddx1 · · · dxn〈φc(lt, lx)φ˙0q(lx1) · · · φ˙0q(lxn)〉h=0
(4.135)
from which, by choosing l = (Λt)−1 at long times t Λ−1, we find a scaling form for the magnetization:
M(t) = M0 t
θNM
(
td/2−1+θNM0
)
. (4.136)
This results entails the existence of a time scale ti ∼ M1/(d/2−1+θN )0 at which the increasing of the
magnetization M(t) ∝ tθN switches to a different behaviour. For d → 4, this result is in agreement
with the ti estimated in Sec. 4.3 for the critical quench of the O(N) model for N →∞ (see Eq. (4.72)).
4.6 Concluding remarks
In this Chapter we investigated the effects of fluctuations on the dynamical transition beyond mean-
field theory which is observed after a quench of the parameters of an isolated quantum many-body
system with O(N) symmetry. In particular, we accounted for fluctuations at the lowest order in the
post-quench coupling constant, extending the analysis of Ref. [2] to the spatio-temporal structure of
response and correlation functions and to the dynamics of the order parameter, while providing the
details of the results anticipated therein. We found that, before thermalization eventually occurs as
a consequence of the interaction which is switched on upon quenching, the system approaches a pre-
thermal state within which it undergoes a dynamical transition. We have characterized this transition
within a Wilson’s renormalization-group approach, showing that it is associated with a stable fixed
point of the RG flow of the relevant control parameters and that it displays remarkable analogies with
the corresponding equilibrium phase transition at finite temperature. Nevertheless, the breaking of
the invariance of the dynamics under time translations caused by the quench induces a novel algebraic
and universal behavior at short times with new features compared to the classical case. This universal
short-time behavior is characterized by a new critical exponent θN calculated here to the leading
order in a dimensional expansion [see Sec. 4.4, Eq. (4.91)]. This result is found in agreement with
the expression of the one for a critical quench of the O(N) model in the limit N → ∞ [see Sec. 4.3,
Eq. (4.71)], in which the model is exactly solvable. The correlation functions after the quench are
characterized by scaling forms which depend on the exponent θN and which we determined by using
Callan-Symanzik equations [see Sec. 4.5.3, Eq. (4.120)]. Moreover, when an external field breaks the
O(N) symmetry of the initial state (restored after the quench), the dynamics of the order parameter
exhibits an algebraic growth, controlled by the initial-slip exponent θN , up to a certain macroscopic
time ti [see Sec. 4.5.4, Eq. (4.136)].
This slow dynamics, which is referred to as aging, is very similar to the one occurring in both
classical dissipative systems and open quantum system, though it belongs to a different universality
class and is characterized by different scaling forms (see Appendix of Ref. [1]). Among these differences,
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the most marked ones concern the spatio-temporal dependence of the correlation functions, since they
exhibit here a light cone due to ballistically propagating excitations in the prethermal state [see
Sec. 4.2.3 and Figs. 4.2 and 4.3].
Another difference between the open and closed quantum system is that for the latter, entangle-
ment entropy of the unitarily evolving state is a good measure of quantum correlations, and a recent
study showed how the aging exponent entering here, also controls the scaling of the entanglement
spectrum [230].
As a future perspective, the study of the destabilization of the prethermal regime and the resulting
crossover towards the full thermalization represents an interesting question as well as a technical
challenge. In fact, as discussed in Sec. 4.4.3, the inclusion of the effect of two-loop diagrams becomes
intractable within the usual perturbative techniques because of the appearance of secular terms, and
therefore more elaborate resummation schemes are required. Moreover, the study of aging in fermionic
systems represents an important issue, also because the classical limit of these systems is far from
trivial, and therefore their genuinely quantum nature is expected to bear completely new features.
Appendix
4.A Functional derivation of Green’s functions
In this Appendix we show how to derive the Green’s functions G0K,0R in Eqs. (2.15a) and (2.15b) from
the Gaussian part of the action (4.8), (4.9) considered in Sec. 4.1. In order to do this, one introduces
additional terms in the Keldysh action, in which the various fields are coupled linearly to some external
sources jc,q and j0c,0q. Accordingly, any correlation function can be obtained by differentiating the
generating function
ZK [{j}] =
∫
D[φc,φq,φ0c,φ0q] e
iS = eW [{j}]. (4.137)
where {j} ≡ (jc, jq, j0c, j0q). If one were interested in calculating correlation functions which involve
φ˙0c or φ˙0q, additional sources should be coupled to these fields. It turns out that the intermediate
results of the actual calculation of W do depend on whether one integrates out first φc or φq, as shown
below; however, the final result is the same. First let us integrate out φq: in order to do this, we
integrate by parts the time derivatives in the bulk action in Eq. (4.9), as
SK = i
∫
k
ω0k
2
[
φ20c tanh (βω0k/2) + φ
2
0q coth (βω0k/2)
]
− i
∫
k
[
j0cφ0q + j0q φ0c − iφ0q φ˙0c
]
+
∫
k
∫ ∞
0
dt
[
−φq
(
φ¨c + φ˙c + ω
2
kφc − jc
)
+ jq φc
]
. (4.138)
where we set Ω0c = Ω0q = Ω0 for the sake of simplicity and we defined j0cφ0q = j0c ·φ0q. Note that the
integration by parts generates an additional term −iφ0qφ˙0c in the part of the action located at t = 0
and that we added to SK an infinitesimal term proportional to  > 0. This term contains the operator
φqφ˙c, and therefore it can be regarded as an infinitesimal dissipation [215]. The reason for including
it is twofold, as it regularizes the Keldysh functional while ensuring causality. Notice also that such
a term breaks the exchange symmetry φc ↔ φq of the bulk action, which holds for jc = jq = 0. The
integration of φq generates a functional delta function the support of which is on the solution φ¯c of
the equation (
∂2t +  ∂t + ω
2
k
)
φ¯c = jc, (4.139)
i.e., on
φ¯c(t) = φ0c e
−t cos(ωkt) + e−tφ˙0c
sin(ωkt)
ωk
+
∫ t
0
dt′
e−t sin[ωk(t− t′)]
ωk
jc(t
′), (4.140)
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where φ0c ≡ φc(t = 0) and φ˙0c ≡ φ˙c(t = 0). Note that in Eq. (4.140) one can safely take the limit
 → 0. Then, we expand φc around φ¯c and we integrate out the Gaussian fluctuations of (φc − φ¯c).
Finally, we integrate out the remaining fields φ0c, φ0q and φ˙c, finding
W [{j}] =
∫
k
{
1
2
j20q iG0K(k, 0, 0)−
∫
t
[j0q jq(t)G0K(k, t, 0) + j0c jq(t)G0R(k, t, 0)]
−
∫
t,t′
[
jq(t) jc(t
′) iG0R(k, t, t′) +
1
2
jq(t)jq(t
′)iG0K(k, t, t′)
]}
, (4.141)
where
∫
t =
∫∞
0 dt and G0R, G0K are those defined in Eqs. (2.15a) and (2.15b) and indeed they can
be obtained by taking suitable functional derivatives of this W [{j}], which establish the connection
between these functions G0K,0R and the correlation functions of the fields. Consider now the case in
which φc and φq are integrated in the reversed order: we rewrite SK as
SK = i
∫
k
ω0k
2
[
φ20c tanh (βω0k/2) + φ
2
0q coth (βω0k/2)
]
− i
∫
k
[
j0cφ0q + j0q φ0c − iφ0c φ˙0q
]
+
∫
k
∫ ∞
0
dt
[
−φc
(
φ¨q − φ˙q + ω2kφq − jq
)
+ jcφq
]
, (4.142)
where the additional term generated in the action located at t = 0 is different from the one in
Eq. (4.138). Note that, as in Eq. (4.138) we introduced an infinitesimal term with  > 0. The
integration of φc generates a delta function the support of which is on the solution of the equation:
(∂2t −  ∂t + ω2k)φ¯q = jq, (4.143)
i.e., on
φ¯q(t) = φ0q e
t cos(ωkt) + φ˙0q e
t sin(ωkt)
ωk
+
∫ t
0
dt′
sin[ωk(t− t′)]
ωk
jq(t
′), (4.144)
Note that, differently from Eq. (4.140), the infinitesimal term ∝  generates an exponential factor
which makes φ¯q grow exponentially in time. In order to avoid this unphysical divergence, we have to
impose φ¯q(t→ +∞) = 0, which fixes the value of φ0q and φ˙0q to
φ0q =
∫ +∞
0
dt
sin(ωkt)
ωk
e−t jq(t), (4.145)
φ˙0q = −
∫ +∞
0
dt cos(ωkt) e
−t jq(t), (4.146)
from which Eq. (4.144) can be rewritten as
φ¯q(t) = −
∫ +∞
t
dt′
sin[ωk(t− t′)]
ωk
e(t−t
′) jq(t
′). (4.147)
Due to the fact that t′ > t, the limit → 0 can now be safely taken in this last expression. Finally, we
expand φq around φ¯q and integrate out the Gaussian fluctuations, we replace the values of φ0q and
φ˙0q with Eqs. (4.145) and (4.146) in the surface action and we eventually integrate out φ0c. The final
result is the same W as the one given in Eq. (4.141).
4.B. RELATIONSHIP BETWEEN GK AND GR IN A DEEP QUENCH 91
4.B Relationship between GK and GR in a deep quench
In this Appendix we show that Eq. (4.14), which connect GK and GR for a deep quench, is valid to
all orders in perturbation theory if the Keldysh self-energy ΣK defined below vanishes. This is the
case, e.g., in the limit N →∞ of the present model, discussed in Ref. [1].
To show this, we recall that the Dyson equation [215] for the post-quench propagator G of a theory
in the presence of interaction can be written symbolically as(
G−10 − Σ
)
G = 1, (4.148)
in terms of the post-quench Gaussian propagator G0 and of the self-energy Σ of the system after the
quench. In turn, G and Σ for a Keldysh action have the structure
G =
(
GK GR
GA 0
)
, Σ =
(
0 ΣA
ΣR ΣK
)
, (4.149)
and analogous for the Gaussian propagator. The functions ΣK and ΣR are, respectively, the Keldysh
and retarded self-energies, which fully encode the effect of the interaction uc,q. Equation (4.148) is
actually a shorthand notation for a set of integral equations of the form (we drop the dependence on
the momentum variables k since the equations are local in k)
GK(t, t
′) = G0K(t, t′) +
∫
t1,t2
G0R(t, t1)ΣK(t1, t2)GR(t
′, t2)
+
∫
t1,t2
G0R(t, t1)ΣR(t2, t1)GK(t2, t
′) +
∫
t1,t2
G0K(t, t1)ΣR(t1, t2)GR(t
′, t2), (4.150)
and
GR(t, t
′) = G0R(t, t′) +
∫
t1t2
G0R(t1, t
′)ΣR(t1, t2)GR(t, t2)
= G0R(t, t
′) +
∫
t1t2
GR(t1, t
′)ΣR(t1, t2)G0R(t, t2). (4.151)
In the last equality we have expressed the equation in an equivalent form in which GR and G0R are
interchanged, which corresponds to a different order in the resummation of the one-particle irreducible
diagrams contributing to Σ. In order to simplify the notation, we do not indicate here the two indices
of the components of the fields involved in these GR,K , G0R,0K and ΣR, as they are all diagonal in
component space. In order to prove Eq. (4.14), we assume that ΣK = 0 and that, within the Gaussian
approximation, G0K and G0R are related via
iG0K(t, t
′) = Ω0G0R(t, 0)G0R(t′, 0), (4.152)
which holds for the case we are interested in, see Eqs. (2.15a) and (2.15b). Then, we prove that the
function iGTK(t, t
′) ≡ Ω0GR(t, 0)GR(t′, 0) satisfies the same equation as GK , and therefore they have
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to be equal, i.e., iGK(t, t
′) = iGTK(t, t
′) = Ω0GR(t, 0)GR(t′, 0), since the Dyson equation is linear. In
fact, by using Eq. (4.151), one can rewrite GTK(t, t
′) as:
iGTK(t, t
′) = Ω0G0R(t, 0)G0R(t′, 0) + Ω0
∫
t1t2
G0R(t, 0)G0R(t1, 0)ΣR(t1, t2)GR(t
′, t2)
+ Ω0
∫
t1t2
GR(t
′, 0)GR(t1, 0)ΣR(t1, t2)G0R(t, t2). (4.153)
The relation (4.152) between G0K and G0R implies, after an exchange of the integration variables t1
and t2 in the last integral of the previous equation, that
GTK(t, t
′) = G0K(t, t′) +
∫
t1t2
G0K(t, t1)ΣR(t1, t2)GR(t
′, t2) +
∫
t1t2
G0R(t, t1)ΣR(t2, t1)G
T
K(t
′, t2),
(4.154)
which is exactly Eq. (4.150) satisfied by GK under the assumption that ΣK = 0.
An alternative derivation of the same result is the following: Thinking of Ω0 as a perturbative
parameter, one can now include perturbatively its effects in Σ. In particular, ΣK then accounts for
the Gaussian term ∝ Ω0 while G0 includes only G0R, which is not proportional to Ω0, while G0K = 0
— see Eqs. (2.15a) and (2.15b). Accordingly, Eq. (4.148) implies the integral equation
GK(t, t
′) =
∫
t1,t2
GR(t, t1)GR(t
′, t2)ΣK(t1, t2), (4.155)
which holds regardless of whether interactions are present or not. Note that, in the absence of inter-
actions, Eq. (4.155) implies
Σ0K(t, t
′) = −iΩ0δ(t− t′)δ(t), (4.156)
because of Eq. (4.152), where Σ0K can be thought of as a Keldysh “self-energy” at the zeroth order in
the interactions, but which, in fact, simply accounts for the initial distribution after the quench, and
it emerges naturally from discretizing the Keldysh action in time and from accounting for the initial
density matrix [215]. Under the assumption that the interaction introduced by uc 6= 0 does not affect
ΣK (a condition which we expressed in the derivation above as ΣK = 0) — which therefore equals its
Gaussian value Σ0K — one obtains immediately Eq. (4.14).
4.C Renormalization of GR in momentum space at initial times
In this section we show how a logarithmic dependence on the large cutoff Λ appears in the retarded
Green’s function GR(q, t, t
′) in perturbation theory at one-loop when the earlier time t′ is set at the
temporal boundary, i.e., with t′ = 0. Let us focus on Eq. (4.22), which expresses the perturbative
correction δGR to GR, and assume that the time-independent part B0 of the tadpole iT (see Eq. (4.16))
has been reabsorbed in a proper redefinition of the parameter r, according to Eq. (4.24). Due to the
causal structure of GR, the domain of integration in Eq. (4.22) is effectively restricted to the interval
t′ ≤ τ ≤ t and therefore the integral is finite for Λ→ +∞ as long as t′ 6= 0, because the only possible
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source of singularity associated with B(τ) ∼ τ−2 in Eq. (4.19) is located at τ = 0, see Eq. (4.21). On
the other hand, if t′ = 0, Eq. (4.22) renders, at the critical point r = rc,
δGR(t, 0) =
∫ t2
0
dtG0R(q, t2, t)B(t)G0R(q, t, 0) ≡ IR(t), (4.157)
in which one cannot take Λ → +∞ in B(τ) from the outset, but this can be done only after a
convenient subtraction of the singular term ∼ 1/τ2 has been introduced in the integral IR(t). Since
G0R(q, τ, 0) = −τ +O(τ2) and G0R(q, t, τ) = GR(q, t, 0) +O(τ), a convenient way of writing IR(t) and
of introducing the subtraction is
IR(t) =
∫ t
0
dτ
[
G0R(q, t, τ)G0R(q, τ, 0) +G0R(q, t, 0) τ
]
B(τ)−G0R(q, t, 0)
∫ t
0
dτ τB(τ), (4.158)
where the first integral on the r.h.s. is finite for Λ→ +∞, given that the term within square brackets
vanishes ∼ τ2 as τ → 0 and therefore regularizes the singularity that B(τ) develops as Λ grows.
The second integral, instead, can be explicitly calculated by using the explicit expression of B(t) in
Eq. (4.19) and it gives∫ t
0
dτ τB(τ) = −θN
∫ Λt
0
dτ τ
1− τ2
(τ2 + 1)2
= θN ln(Λt) + finite terms, (4.159)
where θN is given in Eq. (4.20) and the terms which have been omitted are finite as Λt increases.
Accordingly, a logarithmic divergence proportional to GR(q, t, 0) occurs in IR(t) in the limit Λ→ +∞.
4.D Renormalization of GK in momentum space
In this section we provide some details of the calculation of the one-loop correction δiGK to the Keldysh
Green’s function iGK of the model after a deep quench, reported in Eq. (4.32). As in App. 4.C,
the correction involves the tadpole iT , the time-independent part of which can be reabsorbed in a
redefinition of the parameter r as in Eq. (4.24). As a result, Eq. (4.32) can be rewritten, at the critical
point r = rc (see after Eq. (4.24)), as
δiGK(q, t, t
′) = −Ω0
q2
[IK(t) sin(qt
′) + IK(t′) sin(qt)], (4.160)
where the integral IK is given by
IK(t) =
1
q
∫ t
0
dτ sin(q(t− τ))B(τ) sin(qτ)
=
1
q
∫ +∞
0
dτ sin(q(t− τ))B(τ) sin(qτ)− 1
q
∫ +∞
t
dτ sin(q(t− τ))B(τ) sin(qτ)
≡ IK1(t) + IK2(t),
(4.161)
where, for later convenience, we introduced the two integrals IK1,2, which we calculate separately.
Given the expression of B(t) in Eq. (4.19), IK1 can be calculated analytically and it reads:
IK1(t) = θN
{
−pi
2
e−q/Λ cos(qt)− sin(qt)
[
cosh
( q
Λ
)
Chi
( q
Λ
)
− sinh
( q
Λ
)
Shi
( q
Λ
)]}
, (4.162)
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where we introduced the hyperbolic cosine and sine integral, defined as
Chi(x) = γ + lnx+
∫ x
0
dt
cosh t− 1
t
, Shi(x) =
∫ x
0
dt
sinh t
t
, (4.163)
respectively, where γ ' 0.577 is the Euler-Mascheroni constant. The integral IK2(t) in Eq. (4.161)
can be easily calculated for t Λ−1, in which case the function B(t) is approximated as in Eq. (4.21)
and yields
IK2(t) = θN
{
sin(qt) Ci(2qt) + cos(qt)
[pi
2
− Si(2qt)
]}
, (4.164)
where Ci and Si were introduced in Eq. (4.27). Summing Eqs. (4.162) and (4.164) one eventually finds
for IK(t) in Eq. (4.161), at the leading order for q/Λ 1,
IK(t) = −θN {sin(qt) [ln(q/Λ)− Ci(2qt)] + cos(qt) Si(2qt)} . (4.165)
This expression can be inserted into Eq. (4.160) which, taking into account Eq. (2.17a) for the Gaussian
Keldysh Green’s function, gives the explicit form of the correction
δiGK(q, t, t
′) = iG0K(q, t, t′) θN
[
2 ln(q/Λ)− FK(qt, qt′)
]
+ δgK(q, t, t
′), (4.166)
where FK(x, y) is a scaling function defined as:
FK(x, y) = Ci(2x) + Ci(2y), (4.167)
while δgK(q, t, t
′) contains only oscillating and finite corrections:
δgK(q, t, t
′) = θN
Ω0
q2
[
sin(qt) cos(qt′)Si(2qt′) + sin(qt′) cos(qt)Si(2qt)
]
. (4.168)
4.E Corrections to Green’s functions in real space
In this Appendix we analyze the one-loop perturbative corrections to GR,K in real space and time, in
order to investigate how their structure is modified by fluctuations. The starting point is Eq. (2.27)
which we rewrite for convenience
GR,K(x, t, t
′) =
1
x1−/2 (2pi)2−/2
∫ ∞
0
dq q2−/2J1−/2(qx)f (q/Λ)GR,K(q, t, t′), (4.169)
in which we introduced the cut-off function f(x), as specified above Eq. (2.32). The first correction
δGR,K to the Gaussian G0R,0K comes from the first-order expansion of this expression in powers of ,
which involves an expansion of J1−/2, given by [231]
∂νJν(y)|ν=1 = pi
2
Y1(y) +
J0(y)
y
, (4.170)
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where Y1(y) is the Bessel function of the second kind. The above expansion does not produce any
logarithmic divergence. For the response function, using the Gaussian retarded Green’s function G0R
in Eq. (2.17a), we may write,
δGR(x, t, t
′) = − 1
x1−/2 (2pi)2
∫ ∞
0
dqq1−/2J1(qx) sin(q(t− t′))f (q/Λ)
+
1
x (2pi)2
∫ ∞
0
dqqJ1(qx) sin(q(t− t′))f(q/Λ). (4.171)
Due to the oscillatory nature of the integrands, the two integrals above provide a non-vanishing
contribution only if the oscillations from the asymptotic form of the Bessel function J1(qx) as a
function of q are in phase with the oscillations of sin(q(t− t′)), i.e., only for x = t− t′, in which case
one finds
δGR(x = t− t′) ' −
1
x3− (2pi)2
∫ Λx
0
dy
y1−/2√
y
+
1
x3 (2pi)2
∫ Λx
0
dy
y√
y
∝ x
/2 − 1
x3/2
, (4.172)
where we used the fact that f(y) sharply drops to zero for y & 1. Expanding this expression in , we
obtain δGR = (/2) (lnx)G0R.
Concerning the correction δGK to GK , we use again the argument that the term coming from
the expansion of J1−/2 does not generate any logarithmic divergence, and therefore we focus on
the remaining terms; for simplicity, as in Sec. 2.3.4, we consider on the case of equal times, i.e., of
GK(x, t, t) for which Eqs. (4.169) and (2.17b) give
iδGK(x, t, t) =
Ω0
2x1−/2 (2pi)2
∫ ∞
0
dqq−/2J1(qx) [1− cos(2qt)] f (q/Λ)
− Ω0
2x (2pi)2
∫ ∞
0
dqJ1(qx) [1− cos(2qt)] f(q/Λ). (4.173)
On the light cone x = 2t, the oscillations of J1(qx) in the integrand as a function of q are in phase
with those of 1− cos(2qt) and therefore, after the change of variable y = qx,
iδGK(x = 2t, t, t) '
Ω0
2x2− (2pi)2
∫ Λx
0
dy
y−/2√
y
− Ω0
2x2 (2pi)2
∫ Λx
0
dy
1√
y
∝ x
/2 − 1
x3/2
. (4.174)
Accordingly, on the light cone,
δGK(x = 2t, t, t) = (/2) (lnx)G0K . (4.175)
Inside the light cone, i.e., for x 2t, cos(2qt) may be neglected as it is out of phase with the asymptotic
oscillations of J1, which actually provides an UV cutoff to the remaining integral:
iδGK(x 2t, t, t) '
Ω0
2x2− (2pi)2
∫ ∞
0
dyy−/2J1(y)− Ω0
2x2 (2pi)2
∫ ∞
0
dyJ1(y) ∝ x
 − 1
x2
. (4.176)
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Accordingly, inside the light cone,
δGK(x 2t, t, t) = (lnx)G0K . (4.177)
Concerning, instead, the interaction corrections δGuR,K at one-loop (see Eq. (4.42)), one essentially
needs to Fourier transform the corresponding expressions of δGR,K obtained in Sec. 4.2.1, which can
be calculated directly for d = 4:
δGuR,K(x, t, t
′) =
1
4pi2x
∫ Λ
0
dqq2J1(qx)δGR,K(q, t, t
′). (4.178)
Using Eq. (4.25) for δGR, we obtain Eq. (4.44) in the main text. Similarly, using the one-loop inter-
action correction to GK given in Eq. (4.33), we obtain Eq. (4.49). Extracting logarithmic corrections
from δGuR in Eq. (4.44) is straightforward and this is discussed in the main text, see Sec. 4.2.3. Here, in-
stead, we focus on δGuK and outline how to extract such corrections from the corresponding expression
in Eq. (4.49). At long times x 2t,
iδGuK(x 2t, t, t) ' 2θN
Ω0
8pi2x2
∫ ∞
0
dyJ1(y) ln
(
y
Λx
)
' −2θN ln(Λx)G0K + 2θN Ω0
8pi2x2
(−γ + ln 2), (4.179)
where we have used the identity [231]
∫∞
0 dyJ1(y) ln(y) = −γ + ln 2, where γ ' 0.577 is the Euler-
Mascheroni constant. On the light cone x = 2t, instead, it is convenient to rewrite Eq. (4.49) as
iδGuK(x = 2t) = −2θN ln(Λx)G0K + 2θN
Ω0
8pi2x2
k (Λx) (4.180)
with
k(x) =
∫ x
0
dyJ1(y) (1− cos y) [−Ci(y) + ln y] , (4.181)
where we have dropped the sin(x)Si(x) term, as it does not provide a logarithmic correction. Now
integrating Eq. (4.181) by parts, one finds
k(x) = [−Ci(x) + lnx]
∫ x
0
dyJ1(y) (1− cos y)−
∫ x
0
dy
1− cos y
y
∫ y
0
dy′J1(y′)
(
1− cos y′) . (4.182)
Moreover, since
∫ y
0 dy
′J1(y′)(1 − cos y′) ∼ √y for y → ∞, the last term does not give logarithmic
corrections. Accordingly, the logarithmic correction comes only from the first term on the r.h.s. of
Eq. (4.182), which is actually proportional to G0K in real space (see Eq. (2.30)) and therefore the
logarithmic contribution of the second term Ω0k(Λx  1)/(8pi2x2) ' ln(Λx)G0K on the r.h.s. of
Eq. (4.180) cancels the one coming from the first term. This means that the interaction term, up to
this order in perturbation theory, does not affect the leading algebraic behavior of GK on the light
cone.
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4.F Wilson’s RG: one-loop corrections
As discussed in Sec. 4.4, in the Wilson’s RG the effective action for the slow fields can be obtained by
integrating out the fast fields. After a rescaling of space and time coordinates and fields, one obtains
the recursion relations for the parameters of the (effective) action, as summarized in Eqs. (4.79). In
order to highlight the emergence of a non-trivial fixed point, we will consider the -expansion around
dc = 4, with  = dc − d. The first-order correction to the original (bare) action of the slow fields is
δS(1) = −uc
∫
x,t
φc · φq I1(t), (4.183)
where, exploiting the spatial translational invariance of the Keldysh Green’s function,
I1(t) =
N + 2
12N
iG>0K(x = 0, t, t). (4.184)
The second-order correction, instead, is given by:
δS(2) = i
1
2
〈S2int〉c> (4.185)
where Sint is given in Eq. (4.77), while the superscript c indicates that only connected diagrams have
to be considered. δS(2) contains corrections δS
(2)
coh and δS
(2)
diss to both the coherent and dissipative
vertices, respectively, and is non-local both in time and space. Let us focus first on the coherent
vertices; denoting, for simplicity, n ≡ (xn, tn), the corrections read:
δS
(2)
coh = −u2c
N + 8
N2
(
2
4!
)2 N∑
j,l=1
∫
1,2
{
φ2cl(1)φcj(2)φqj(2)iG0K(1, 2)G0R(2, 1) + φ
2
cl(2)φcj(1)φqj(1)iG0K(1, 2)G0R(1, 2)
}
− uquc
(
2
4!
)2 N + 8
N2
N∑
j,l=1
∫
1,2
{
φ2ql(1)φcj(2)φqj(2)iG0K(1, 2)G0R(2, 1) + φ
2
ql(2)φcj(1)φqj(1)iG0K(1, 2)G0R(1, 2)
}
= −uc2
(
2
4
)2 N + 8
N2
N∑
j,l=1
∫
1,2
{
uc φ
2
cl(1)φcj(2)φqj(2) + uq φ
2
ql(1)φcj(2)φqj(2)
}
iG0K(1, 2)G0R(2, 1),
(4.186)
where in the last equality we simply relabelled the variables in the second integral. In order to retain
only the local part of the resulting interaction, we expand the field φc,q(1) around point 2 as
φc,q(z1) ' φc,q(z2) + (z1 − z2) ·
∂φc,q(z2)
∂z2
+ . . . (4.187)
with zi ≡ (xi, ti), and we retain only the first term of the expansion φc,q(2) ≡ φc,q(z2), as derivatives
of higher order are expected to be irrelevant. Accordingly, the correction to the local vertices is
δS
(2)
coh = −
2uc
4!N
∫
x,t
[
uc (φq · φc)φ2c + uq (φc · φq)φ2q
]
I2(t), (4.188)
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where
I2(t) =
N + 8
6N
∫
x′,t′
iG0K(x
′, t, t′)G0R(x′, t− t′), (4.189)
where the spatial translational invariance of GR,K has been used. Finally, assuming for simplicity
T = 0 in the initial state, by using Eqs. (2.15a) and (2.15b), the integrals I1 and I2 read:
I1 =
N + 2
12N
∫
>
ddk
(2pi)d
iG0K(k, t, t) ' N + 2
12N
ad
dΛ
Λ
ΛdiG0K(Λ, t, t) =
dΛ
Λ
N + 2
12N
ad
Λd
ωΛ
[K+ +K− cos(2ωΛt)] ;
(4.190)
I2 =
N + 8
6N
∫ t
0
dt′
∫
>
ddk
(2pi)d
iG0K(k, t, t
′)G0R(k, t− t′)
' N + 8
6N
ad
dΛ
Λ
Λd
∫ t
0
dt′ iG0K(Λ, t, t′)G0R(Λ, t− t′)
= −N + 8
24N
ad
dΛ
Λ
Λd
ω3Λ
{K−2ωΛ t sin(2ωΛt) + (K+ −K−)[1− cos(2ωΛt)]} , (4.191)
where
∫
> ≡
∫
Λ−dΛ≤|k|≤Λ and K± are given in Eq. (4.82) and their argument is calculated for k = Λ.
Finally, the generated dissipative vertices ∝ |φc|2|φq|2 and ∝ (φc ·φq)2 due to the interaction vertices
∝ u2c and ∝ ucuq can be calculated analogously. For the latter we find,
δS
(2)
diss
∣∣∣∣
ucuq
= − i
(
2
4!N
)2 N∑
jklm=1
ucuq×
∫
1,2
[
2φ<qj(1)φ
>
cj(1)φ
>
cl(1)φ
<
cl(1) + φ
<
qj(1)φ
<
cj(1)φ
>2
cl (1)
]
×
[
2φ>qk(2)φ
<
ck(2)φ
>
qm(2)φ
<
qm(2) + φ
<
qk(2)φ
<
ck(2)φ
>2
qm(2)
]
, (4.192)
where, for convenience, we reinstated the explicit indication of the fast and the slow components of the
involved fields, with the understanding that one has eventually to integrate out the fast components,
as discussed in Sec. 4.4. The previous equation is a sum of four terms, where, for instance, the first
one is:
4
(
2
4!N
)2
ucuq
∫
1,2
G20R(1, 2)
{[
φ<c (2) · φ<q (2)
]2
+
[
φ<c (2)
]2 [
φ<q (2)
]2}
. (4.193)
All the remaining terms can be analogously evaluated. Summing all terms, including the ucuq and u
2
c
vertices, one obtains
δS
(2)
diss = −i
2uc
144N2
∫
1,2
[
uqG
2
0R(1, 2) +ucG
2
0K(1, 2)
]{
(N + 6)
(
φ<c (1) ·φ<q (1)
)2
+ 2
∣∣φ<c (1)∣∣2 ∣∣φ<q (1)∣∣2}.
(4.194)
Performing the integrations, one obtains,
δS
(2)
diss = −iuc
dΛ
Λ
ad
144N2
Λd
ω2Λ
[
uq − uc
(
K2+ +K
2
−
)] ∫
1
t1
{
(N + 6)
[
φ<c (1) · φ<q (1)
]2
+ 2
[
φ<c (1)
]2 [
φ<q (1)
]2}
(4.195)
where we neglected the oscillating terms coming from the integration of GR,K in time. The coefficients
K± are given in Eq. (4.82) and their argument is calculated for k = Λ.
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4.G Four-point function at one-loop
In this Appendix we calculate explicitly the one-loop contribution to the four-point function introduced
in Sec. 4.5. As anticipated in the main text, among the many terms generated by the repeated use
of the Wick’s theorem, we need to consider only those which renormalize the vertex. In particular,
several terms which arise in the perturbative expansion actually renormalize the Green’s functions
rather then the interaction vertex. Those we are interested in can be written as
I2 = −1
2
(
2uc
4!N
)2 ∫
1′,2′
〈φcj(1)φql(2)φqm(3)φqn(4)[φq(1′) · φc(1′)]φ2c(1′)[φq(2′) · φc(2′)φ2c(2′)〉0
=
2u2c
4!N
N + 8
6
∫
1′,2′
[〈φcj(1)φql(2)φqm(3)φqn(4)[φc(1′) · φq(1′)]φ2c(2′)〉0G0K(1′, 2′)G0R(1′, 2′)],
(4.196)
where 〈...〉0 denotes the average over the Gaussian part of the action (4.8), while in the last equality
we relabelled the integration variables. In order to select only the local contribution to the vertex, we
expand the fields contracted with the external legs around the point indicated as α (first term) and
we retain only the zeroth order term (cf. Eq. (4.187)). Accordingly, we have
I2 =
2u2c
4!N
N + 8
6
∫
1′
〈φcj(1)φql(2)φqm(3)φqn(4)(φq · φc)φ2c〉0
∫
2′
G0K(1
′, 2′)G0R(1′, 2′)
=
N + 8
36N
Fjlmn u
2
c
∫
1′
G0R(1, 1
′)G0R(1′, 2)G0R(1′, 3)G0R(1′, 4)
∫
2′
G0K(1
′, 2′)G0R(1′, 2′)
≡−iuc
6N
Fjlmn
∫
1′
G0R(1, 1
′)G0R(1′, 2)G0R(1′, 3)G0R(1′, 4)J (4.197)
where Fjlmn is defined below Eq. (4.101), while the last integral J can be easily calculated:
J =
N + 8
6N
uc
∫
x
∫ t
0
dt′ iG0K
(
x, t, t′
)
G0R(x, t− t′)
=
N + 8
6N
uc
∫
q
∫ t
0
dt′ iG0K
(
q, t, t′
)
G0R(q, t− t′) e−2q/Λ
= −N + 8
48N
ucΩ0qa4
{
− (Λt)
2
1 + (Λt)2
+ ln
[
1 + (Λt)2
]}
, (4.198)
where e−2q/Λ implements the UV regularization of the integral over momenta k, and in the last equality
we set d = 4. Finally, taking the limit Λt 1, we find the logarithmic dependence on Λ
J = −N + 8
24N
a4ucΩ0q ln(Λt), (4.199)
reported in Eq. (4.104).
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Chapter 5
Aging through FRG
Abstract
We present a method to calculate short-time non-equilibrium universal exponents within
the functional renormalization-group (FRG) scheme. As an example, we consider the
classical critical dynamics of the relaxional model A after a quench of the temperature
and calculate the initial-slip exponent θ which characterizes the non-equilibrium universal
short-time behaviour of both the order parameter and correlation functions. The value of
θ is found to be consistent with the result of a perturbative dimensional expansion and of
Monte Carlo simulations in spatial dimensionality d = 3.
5.1 Critical quench of model A
The so-called model A [121, 232] captures the universal aspects of relaxional dynamics of a system
belonging to the Ising universality class and coupled to a thermal bath. This model prescribes an
effective dynamics for the coarse-grained order parameter (i.e., the local magnetization), described by
the classical field ϕ ≡ ϕ(r, t) and evolving according to the Langevin equation
ϕ˙ = −ΩδH
δϕ
+ ζ, (5.1)
where Ω is the diffusion coefficient, ζ is a zero-mean Markovian and Gaussian noise with correlation
〈ζ(r, t)ζ(r′, t′)〉 = 2ΩTδ(d)(r− r′)δ(t− t′), describing the thermal fluctuations induced by the bath at
temperature T (measured in units of Boltzmann constant); H is given by
H =
∫
r
[
1
2
(∇ϕ)2 + r
2
ϕ2 +
g
4!
ϕ4
]
, (5.2)
where
∫
r ≡
∫
ddr with d the spatial dimensionality, r parametrizes the distance from the critical point
and g ≥ 0 controls the strength of the interaction. The parameter r depends on T and it takes a
critical value rc at the critical temperature T = Tc.
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We assume that the system is prepared at t = t0 in the high-temperature phase T → +∞ with an
external magnetic field h0, i.e., that the initial condition ϕ(r, t = t0) = ϕ0(r) is a random field with
probability distribution P0[ϕ0] given by
P0[ϕ0] ∝ exp
[
−
∫
r
τ0
2
(ϕ0 − h0)2
]
. (5.3)
Equation (5.3) implies that the initial field ϕ0, with average 〈ϕ(r)〉 = h0(r), is characterized by
short-range correlations
〈[ϕ0(r)− h0(r)]
[
ϕ0(r
′)− h0(r′)
]〉 = τ−10 δ(d)(r− r′). (5.4)
We recall that the correlation function GC is defined as [121]
GC(r, t, t
′) = 〈ϕ(r, t)ϕ(0, t′)〉, (5.5)
where 〈. . . 〉 denotes the average over the dynamics generated by Eq. (5.1), which includes averaging
over both the initial condition ϕ0 and the realizations of the noise ζ. The response function GR
is defined as the linear response to an external field h(r, t), which couples linearly to ϕ and which
modifies the Hamiltonian H in Eq. (5.2) as Hh = H−
∫
r hϕ; specifically, we have
GR(r, t, t
′) ≡ δ〈ϕ(r, t)〉h
δh(0, t′)
∣∣∣∣
h=0
, (5.6)
where 〈. . . 〉h denotes the average over the dynamics generated by Eq. (5.1) with the Hamiltonian Hh.
Note that in Eqs. (5.5) and (5.6) we made use of the spatial translational invariance of the dynamical
equation (5.1), as GC and GR only depend on the distance between the two spatial points involved in
these equations. Accordingly, one can take the Fourier transform with respect to r and express more
conveniently GC,R in momentum space.
We assume that the temperature T of the bath takes the critical value Tc, so that the system will
eventually relax to a critical equilibrium state. As a consequence of being at criticality, this relaxation
dynamics exhibits self-similar properties, signalled by the emergence of a scaling behaviour referred
to as aging: for example, correlation and response functions in momentum space read [117, 119, 233],
after a quench occurring at t = t0,
GR(q, t, t
′) ' q−2+η+z
(
t
t′
)θ
GR(qzt), (5.7a)
GC(q, t, t
′) ' q−2+η
(
t
t′
)θ−1
GC(qzt), (5.7b)
with η the anomalous dimension [178, 195], z the dynamical critical exponent [121, 177], and GR,C(x)
scaling functions. The scaling forms (5.7) are valid for h0 = 0, t
′  t and t′ → tm, where tm
is a microscopic time which depends on the specific details of the underlying microscopic model.
The dynamics at times shorter than tm has a non-universal character and it depends on the material
properties of the system. The scaling forms (5.7) are characterized by the so-called initial-slip exponent
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θ, which is generically independent of the static critical exponents η, ν [178,195] and of the dynamical
critical exponent z characterizing the equilibrium dynamics of model A. The physical origin of θ can
be eventually traced back to the (transient) violation of detailed balance due to the breaking of the
time-translational invariance induced by the quench [117].
In the presence of a non-vanishing initial homogeneous external field h0, the evolution of the
magnetization M(t) ≡ 〈ϕ(r, t)〉 displays an interesting non-equilibrium evolution. In fact, for t tm,
it follows the scaling form [117]
M(t) = M0 t
θ′F
(
M0 t
θ′+β/(νz)
)
, (5.8)
where θ′ = θ + (2 − z − η)/z, β is the equilibrium critical exponent of the magnetization [178, 195],
M0 ≡ h0 is the initial value of the magnetization and F(x) is a function with the following asymptotic
properties:
F(x) ≈
{
x−1 for x→∞,
1 for x→ 0. (5.9)
Accordingly, M(t) exhibits the non-monotonic behavior depicted in Fig. 5.1: for times t . tM0 ∝
M
1/[θ′+β/(νz)]
0 it grows as an algebraic function with the non-equilibrium exponent θ
′, while for t & tM0
it relaxes towards its equilibrium value Meq = 0, with an algebraic decay controlled by a combination
of universal equilibrium (static and dynamic) critical exponents.
M(t)
t
M0
0 tm tM0
⇠ t✓0 ⇠ t  /(⌫z)
Figure 5.1: Sketch of the time evolution of the magnetization M(t) after a quench at t = t0 from a
disordered initial state with a small value M0 of the magnetization to the critical temperature. The
grey area indicates the time interval up to tm within which the dynamics does not display universal
features.
5.1.1 Gaussian approximation
In the absence of interaction (g = 0), Eq. (5.1) is linear and therefore it is possible to calculate exactly
the correlation and response functions. By solving Eq. (5.1) with g = 0 and h0 = 0, based on the
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definitions (5.5) and (5.6), one finds after a Fourier transform in space with momentum q
G0R(q, t, t
′) = ϑ(t− t′)e−Ωωq(t−t′), (5.10)
G0C(q, t, t
′) =
T
ωq
[
e−Ωωq |t−t
′| +
(
ωq
Tτ0
− 1
)
e−Ωωq(t+t
′−2t0)
]
, (5.11)
where ωq = q
2 + r is the dispersion relation, ϑ(t) is the Heaviside step function and t0 is the time
at which the quench occurs. The subscript 0 in G0C,0R indicates that these expressions refer to
the Gaussian approximation. Notice that, while G0R is a time-translational invariant function, as it
depends only on the difference of times t − t′, G0C breaks time-translational invariance. However,
by taking the initial time t0 → −∞ and as long as ωq 6= 0, G0C recovers its equilibrium time-
translational invariant form [121]: this is, in fact, a consequence of the relaxional nature of model A,
which erases at long times the information about the initial state. In the presence of a non-vanishing
initial homogeneous external field h0, it is also possible to calculate exactly the evolution of the
magnetization M(t), i.e.,
M(t) = M0e
−Ωr(t−t0), (5.12)
which vanishes exponentially fast in time for r > 0, while it keeps its initial value M0 = h0 for r = 0.
Within this Gaussian approximation, the dynamics (5.1) becomes critical for r = 0: in this case,
by comparing Eqs. (5.10), (5.11) and (5.12) with Eqs. (5.7a), (5.7b) and Eq. (5.8), one finds θ = 0,
i.e., the initial-slip exponent vanishes.
As a result of a finite interaction strength g 6= 0, the Gaussian value of the initial-slip exponent
acquires sizeable corrections [117, 119]. In Sec. 5.2 we introduce a functional renormalization group
formalism, which we employ in Sec. 5.3 and 5.4 in order to calculate these corrections to θ.
5.2 Functional renormalization group for a quench
In general, breaking translational invariance in space and/or time prevents the use of ordinary com-
putational strategies of FRG [234], primarily based on writing the corresponding flow equations in
Fourier space, where they acquire a particularly simple form. In this Section, we show how, in spite
of this difficulty, the case of broken time-translational invariance can be successfully studied.
5.2.1 Response functional and FRG equation
The Langevin formulation of model A in Eq. (5.1) can be converted into a functional form by using
the response functional [118,121,235–239]. The corresponding action is given by
S[ϕ, ϕ˜] = S0[ϕ0, ϕ˜0] +
∫
r
∫ +∞
t0
dt ϕ˜
(
ϕ˙+ Ω
δH
δϕ
− ΩT ϕ˜
)
, (5.13)
where ϕ˜ = ϕ˜(r, t) is the so-called response field, while ϕ˜0 = ϕ˜(r, t = t0). The action S0[ϕ0, ϕ˜0]
contains information about the initial state and can be derived by including the initial probability
distribution (5.3) into the functional description [117–119]. We postpone the discussion on its precise
form to Sec. 5.2.2. The quench occurs at time t0: if one is only interested in the stationary properties
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of model A, the limit t0 → −∞ can be taken, thus recovering a full time-translational invariant
behaviour, as discussed in Sec. 5.3.3.
In order to implement FRG [234, 240], it is necessary to supplement the action S[ϕ, ϕ˜] with a
cutoff function Rk(q), and to trade S[ϕ, ϕ˜] for the effective action Γ[φ, φ˜], obtained from the Legendre
transform of the generating function associated with S (see App. 5.A, in particular Eq. (5.57)). Rk(q)
introduces an effective “mass” parametrized by the momentum scale k, and it provides an infrared
cutoff for momenta q . k, with Rk(q) ' k2 for q → 0. As a result, this cutoff function regularizes the
infrared divergences of RG loop corrections at criticality [234,240,241]. The effective action Γk can be
thus interpreted as an action which interpolates between the microscopic one S[ϕ, ϕ˜] for k → Λ, where
Λ is the ultraviolet cutoff of the model, and the long-distance effective action for k → 0, since the cutoff
function Rk, as a function of k, is characterized by the following limiting behaviours [234,240,241]:
Rk(q) '
{
Λ2 for k → Λ,
0 for k → 0. (5.14)
The dependence on k of the effective action Γk, which can be regarded as an action which has been
coarse-grained on a volume k−d, is then determined by the following equation [234,242],
dΓ
dk
=
1
2
∫
x
tr
[
ϑ(t− t0)G(x, x)dR
dk
σ
]
, (5.15)
where, in order to simplify the notation, we no longer indicate explicitly the dependence on k of Γ and
R, while we defined x ≡ (r, t), ∫x ≡ ∫ ddr ∫ +∞−∞ dt, and σ = ( 0 11 0 ). The matrix G(x, x′) is defined as
G(x, x′) =
(
Γ(2) +Rσ
)−1
(x, x′), (5.16)
where the inverse of the matrix on the r.h.s. is taken with respect to spatial and temporal variables, as
well as to the internal matrix structure. The kernel Γ(2)(x, x′) is the second variation of the effective
action Γ with respect to the fields, i.e.,
Γ(2)(x, x′) =

δ2Γ
δφ(x)δφ(x′)
δ2Γ
δφ˜(x)δφ(x′)
δ2Γ
δφ(x)δφ˜(x′)
δ2Γ
δφ˜(x)δφ˜(x′)
 . (5.17)
While Eq. (5.15) is exact, it is generically not possible to solve it. Accordingly, one resorts to approxi-
mation schemes which render Eq. (5.15) amenable to analytic and numerical calculations. A first step
in this direction is to provide an ansatz for the form of the effective action Γ which, once inserted
into Eq. (5.15), results in a set of coupled non-linear differential equations for the couplings which
parametrize it. In fact, any coupling gn,lφ
nφ˜l/(n! l!) (with n and l positive integers) appearing in Γ
corresponds to a term of its vertex expansion [243–245], as
gn,l =
δl+nΓ
δφnδφ˜l
∣∣∣∣
φ˜=0
φ=φm
, (5.18)
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where the derivatives of Γ are evaluated at some homogeneous field configurations φ˜ = 0 and φ = φm.
The field φm, referred to as background field, is typically chosen as the minimum of the effective
action.
We consider the following ansatz for model A:
Γ[φ, φ˜] = Γ0[φ0, φ˜0] +
∫
x
ϑ(t− t0)φ˜
(
Zφ˙+K∇2φ+ ∂U
∂φ
−Dφ˜
)
. (5.19)
The boundary action Γ0[φ0, φ˜0] accounts for the initial conditions and its form will be discussed in
detail in Sec. 5.2.2. For the time being, we just assume that it is a quadratic function of the fields. Note
that the effective action (5.19) can generally describe a quench because of the presence of the Heaviside
step function. The field-independent factors Z, K and D account for possible renormalizations of the
derivatives and of the Markovian noise, while the generic potential U(φ) is a Z2-symmetric local
polynomial of the order parameter φ. For constructing the FRG equations, we consider the following
cutoff function
R(q) = K(k2 − q2)ϑ(k2 − q2), (5.20)
which has the advantage of minimizing spurious effects introduced by the specific truncation ansatz
of the effective action [241].
The kernel Γ(2) +Rσ appearing in Eq. (5.16) — which is obtained by deriving Eq. (5.19) — can be
conveniently re-expressed by separating the field-independent part G−10 (which receives contributions
from the quadratic part of Γ and from σR) from the field-dependent part V , i.e.,
Γ(2)(x, x′) +R(x, x′)σ = G−10 (x, x
′)− V (x, x′), (5.21)
such that (see Eq. (5.16))
G−1(x, x′) = G−10 (x, x
′)− V (x, x′). (5.22)
Note that, since we assumed Γ0[φ0, φ˜0] to be quadratic, its presence is completely encoded in the
function G−10 . For the ansatz (5.19), the field-dependent part V reads:
V (x, x′) = V (x) δ(x− x′), (5.23)
where the delta function δ(x − x′) ≡ δ(t − t′)δ(d)(r − r′) appears as a consequence of the locality in
space and time of the potential U , and where the function V (x) is defined as
V (x) = −ϑ(t− t0)

φ˜(x)
∂3U
∂φ3
(x)
∂2U
∂φ2
(x)
∂2U
∂φ2
(x) 0
 . (5.24)
The function ϑ in this expression of V (x) appears as a consequence of the one in Eq. (5.19): as it will
become clear below, the presence of ϑ allows one to encompass both the case of the quench and of a
stationary state in the calculation of G (see Sec. 5.3.3).
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Finally, in order to derive the RG equations for the couplings appearing in the effective ac-
tion (5.19), one has to take the derivative with respect to k on both sides of Eq. (5.18) and, using
Eq. (5.15), one finds
dgn,l
dk
=
δl+n
δφnδφ˜l
1
2
∫
x
tr
[
ϑ(t− t0)G(x, x)dR
dk
σ
]∣∣∣∣
φ˜=0
φ=φm
+
δl+n+1Γ
δφn+1δφ˜l
∣∣∣∣
φ˜=0
φ=φm
dφm
dk
, (5.25)
from which one can evaluate the flow equation for the couplings gn,m, once the derivative of φm is
calculated, where φm corresponds to the minimum of the potential U .
5.2.2 Quench functional renormalization group
In order to study the critical properties of the quench described in Sec. 5.1, we consider the effective
action (5.19), in which one has still to specify the form of the boundary action Γ0. The Gaussian
probability distribution of the initial condition (5.3) can be effectively encoded by taking
Γ0 =
∫
r
(
−Z
2
0
2τ0
φ˜20 + Z0φ˜0φ0 + Z0h0φ˜0
)
. (5.26)
This form is uniquely fixed by requiring that it does not result in a violation of causality in the
response functional 1 and that it reproduces the Gaussian Green’s functions (5.10) and (5.11), see
App. 5.B. The factor Z0 accounts for a possible renormalization of the initial response field φ˜0: the
way in which corrections to Z0 are generated is discussed further below in this section. Note also that
the term φ˜20 can be regarded as a Gaussian noise located at the initial time t0. The boundary action
Γ0 may in principle contain higher powers of φ0 and φ˜0, and spatial and temporal derivatives of these
fields: however, based on their engineering dimension one can argue [117] that they are irrelevant
in the renormalization-group sense, and therefore they have not been included. The presence of a
non-vanishing initial field h0 induces a non-trivial evolution of the magnetization M(t), but it does
not generate new additional critical exponents (see Sec. 5.1 and Ref. [117]), and therefore in the rest
of this Chapter we will assume h0 = 0 without loss of generality.
In order to study the flow of the couplings of the effective action Γ in Eq. (5.19) from the FRG
equation (5.15) it is necessary to evaluate the matrix G defined in Eq. (5.16). However, the presence
of the boundary action given in Eq. (5.26) as well as the breaking of time-translational invariance in
Eq. (5.19) makes the calculation of G(x, x′) non-trivial, since now G depends separately on the two
times t and t′. In order to overcome this difficulty, we notice that G satisfies the following integral
equation (see App. 5.C):
G(x, x′) = G0(x, x′) +
∫
y
G0(x, y)V (y)G(y, x
′), (5.27)
1In fact, one may be tempted to include in Γ0 the term ∝ φ20 appearing into the initial probability (5.3): however,
this would cause a violation of causality in the response functional, since each term in the action Γ in Eq. (5.19) must
contain at least one response field φ˜ (see ,for instance, Ref. [121]). Instead, the term ∝ φ˜20 in Eq. (5.26) is allowed in this
respect.
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with G0 and V defined in Eq. (5.21). The explicit form of G0 can be evaluated by using the boundary
action Γ0 in Eq. (5.26) and it reads (see App. 5.B):
G0(t, t
′) =
(
G0C(t, t
′) G0R(t, t′)
G0R(t
′, t) 0
)
, (5.28)
where G0R and G0C are given by Eqs. (5.10) and Eqs. (5.11) (with Ω = 1 and T replaced by D),
respectively, with the dispersion relation ωq replaced by the regularized one ωk,q, defined as:
ωk,q ≡ Kq2 + r +K(k2 − q2)ϑ(k2 − q2). (5.29)
Equation (5.27) can then be solved iteratively and, once this formal solution has been replaced into
the FRG equation (5.15), the latter can be cast in the form (see Eqs. (5.72) and (5.74)):
dΓ
dk
=
+∞∑
n=1
∆Γn, (5.30)
where the functions ∆Γn are defined as (see App. 5.C for details)
∆Γn =
1
2
∫
x,y1...yn
tr
[
G0(x, y1)V (y1)G0(y1, y2) . . . V (yn)G0(yn, x)
dR
dk
σ
]
. (5.31)
As discussed in App. 5.C, the FRG equation in the form of Eq. (5.30) is more convenient for calculations
when, as in the present case, time-translational invariance is broken and it is therefore not possible to
simplify this equation by expressing it in the Fourier frequency space.
For simplicity, let us assume that the potential U which appears in Eq. (5.19) is quartic in the field
φ, i.e.,
U(φ) = r
2
φ2 +
g
4!
φ4, (5.32)
such that, from Eq. (5.24), the field-dependent function V (x) reads
V (x) = −ϑ(t− t0) g
(
φ˜φ φ2/2
φ2/2 0
)
. (5.33)
Accordingly, since this V appears n times in the convolution (5.31) which defines ∆Γn on the r.h.s. of
Eq. (5.30), it follows that ∆Γn contains products of 2n possibly different fields. Since also the l.h.s. of
Eq. (5.30) is a polynomial of the fields because of the ansatz (5.19), each term on the l.h.s. is thus
uniquely matched by a term of the expansion on the r.h.s. Accordingly, in order to derive the RG
equation for the coupling of a term involving a product of 2n fields, it is sufficient to evaluate the
corresponding ∆Γn. Note that this line of argument applies also to the time-translational invariant
case, and, moreover, it can be easily generalized to the case in which the potential contains powers of
φ of higher orders than it does in Eq. (5.32).
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5.3 Truncation for φm = 0
In this section we discuss the derivation of the RG equations from the ansatz (5.19) with the quartic
potential U introduced in Eq. (5.32). Considering this simple case allows us to detail how the boundary
action (5.26) is renormalized by the post-quench interaction. Since this ansatz corresponds to a local
potential approximation [234, 240, 246], the anomalous dimensions of the derivative terms and of the
Markovian noise strength D vanish, and therefore in the following we set, for simplicity, K = Z = 1.
The only non-irrelevant terms which are renormalized within this scheme are those proportional to
quadratic and quartic powers of the fields φ and φ˜, i.e., those associated with post-quench parameter
r, the anomalous dimension Z0 and the coupling g. As discussed in Sec. 5.2.2, the renormalization
of the quadratic terms is determined by the contribution ∆Γ1 appearing on the r.h.s. of Eq. (5.30),
while the renormalization of the quartic one by the contribution ∆Γ2.
5.3.1 Derivation of the RG equations
Let us now consider Eq. (5.30) and focus on the term ∆Γ1, as defined in Eq. (5.31). A simple
calculation renders (see App. 5.D for details)
∆Γ1 = −kd+1ad
d
gD
ω2k
∫
r
∫ +∞
t0
dt φ˜(t, r)φ(t, r) [1− fr(t− t0)] , (5.34)
where ad = 2/[Γ(d/2)(4pi)
d/2], with d the spatial dimensionality of the system and Γ(x) the gamma
function. The integration over the intermediate time variable in Eq. (5.31) for n = 1 generates, within
the square brackets in the integrand of Eq. (5.34), a term which is independent of time and one which
depends on it via the function fr(t− t0), defined as
fr(t) = e
−2ωkt
[
1 + 2ωkt
(
1− ωk
Dτ0
)]
, (5.35)
where ωk ≡ ωq=k or, equivalently, ωk ≡ ωk,q=k (see Eq. (5.29)). Since fr(t) vanishes exponentially fast
upon increasing time, its contribution to the renormalization of the time-independent parameter r can
be neglected 2. Accordingly, the flow equation for r can be simply obtained by comparing the l.h.s. of
Eq. (5.30) with Eq. (5.34), where we introduced the potential (5.32) in the truncated action (5.19),
finding
dr
dk
= −kd+1ad
d
gD
(k2 + r)2
. (5.36)
On the other hand, at short times, the function fr(t) singles out contributions containing fields which
live on the temporal boundary, thus renormalizing the boundary action Γ0 introduced in Eq. (5.26).
In fact, the formal identity ∫ +∞
t0
dt g(t)e−c(t−t0) =
+∞∑
n=0
1
cn+1
dng
dtn
∣∣∣∣
t=t0
, (5.37)
2In this calculation and in those which follow, we always take first the limit t→∞, and then the limit k → 0.
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with c > 0 and g(t) an arbitrary smooth function, can be used in order to express formally the part
of the integral involving fr(t) on the r.h.s. of Eq. (5.34) as∫ +∞
t0
dt φ˜(t)φ(t)fr(t− t0) =
+∞∑
n=0
cn,k(τ0)
(2ωk)n+1
Z0,n
dn
dtn
[
φ˜(t)φ(t)
]∣∣∣∣
t=t0
, (5.38)
with
cn,k(τ0) ≡ (n+ 2)− (n+ 1)ωk
Dτ0
. (5.39)
Accordingly, the time-dependent part in the integrand of Eq. (5.34) generates an infinite series of
operators contributing to the boundary action Γ0. For future convenience, we introduced in Eq. (5.38)
additional numerical factors Z0,n, which account for for possible renormalization of the boundary
operators and which equal one in the non-renormalized theory. Most of the operators in the sum (5.38)
renormalize irrelevant operators which were not included into the initial ansatz for the boundary
action (5.26), and therefore one can neglect them. The only non-irrelevant term corresponds to n = 0
in Eq. (5.38): by inserting the boundary action Γ0 (see Eq. (5.26)) into the l.h.s. of Eq. (5.30), and by
combining it with Eqs. (5.34) and (5.38), one finds the flow equation for Z0 ≡ Z0,0, i.e.,
dZ0
dk
= kd+1
ad
d
gD
(k2 + r)3
[
1− k
2 + r
2Dτ0
]
Z0. (5.40)
We consider now the renormalization of the quartic term, which can be read off from ∆Γ2. A
simple calculation renders (see App. 5.D for details)
∆Γ2 =
3
2
kd+1
ad
d
g2D2
ω4k
∫
r
∫ +∞
t0
dt φ˜2(t)φ2(t) [1− fD(t− t0)]
+ kd+1
ad
d
g2D
ω3k
∫
r
∫ +∞
t0
dt φ˜(t′)φ3(t) [1− fg(t− t0)] , (5.41)
where fD and fg, given in Eqs. (5.85) and (5.86), respectively, decay exponentially upon increasing
time, and therefore they do not contribute to the renormalization of the couplings at long times. Note
that the integration produces a term proportional to φ˜2φ2 in Eq. (5.41): however, this operator is
irrelevant for d > 2 and it can be neglected, since our truncation includes only relevant couplings.
On the other hand, the term proportional to φ˜φ3 in Eq. (5.41) renormalizes the relevant coupling g
and, comparing Eq. (5.41) with the l.h.s. of Eq. (5.30) after using the ansatz (5.19) for Γ with the
potential (5.32), one finds the flow equation
dg
dk
= 6kd+1
ad
d
g2D
(k2 + r)3
. (5.42)
5.3.2 Flow equations
In order to study the flow of r and g prescribed by Eqs. (5.36) and (5.42), it is convenient to introduce
the dimensionless quantities r˜ = r/k2, and g˜ = gDkd−4ad/d. The corresponding flow follow from
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Eqs. (5.36) and (5.42):
k
dr˜
dk
= −2r˜ − g˜
(1 + r˜)2
, (5.43)
k
dg˜
dk
= g˜
[
−+ 6 g˜
(1 + r˜)3
]
, (5.44)
where  = 4−d. These equations describe the RG flow of the couplings in the equilibrium state which
is asymptotically reached by the system at long times. Accordingly, they are independent of both Z0
and τ0: the relaxional nature of model A erases the information about the initial state in the long
time. Since the final state corresponds to an equilibrated system, the equations for r˜ and g˜ must
provide the same critical exponents as in the equilibrium Ising universality class [121, 177, 178]. This
can be seen, for instance, by comparing Eqs. (5.43) and (5.44) (at leading order in ) with the results
obtained within the perturbative RG at one loop in the equilibrium theory [121]. Note that Eqs. (5.43)
and (5.44) do not have the same form as the corresponding equations derived within perturbative RG,
as they are obtained within a different renormalization scheme; nevertheless, they provide the same
critical exponents, as discussed further below.
Equations (5.43) and (5.44) admit two fixed points: the Gaussian one (r˜∗G, g˜
∗
G) = (0, 0) and the
Wilson-Fisher one, which at leading order in , reads (r˜∗WF, g˜
∗
WF) = (−/12, /6) + O(2) (in general
we will denote by the superscript ∗ any quantity which is evaluated at a fixed point). By linearizing
Eqs. (5.43) and (5.44) around these fixed points, one finds that the Gaussian one is stable only
for  < 0, while the Wilson-Fisher fixed point is stable only for  > 0. The latter has an unstable
direction, and from the inverse of the negative eigenvalue of the associated stability matrix, one derives
the critical exponent ν, which reads ν = 1/2 + /12 +O(2), the same as in equilibrium [121,177,178].
As mentioned at the beginning of this section, the ansatz (5.32) for the potential does not allow for
a renormalization of the time and spatial derivatives in the effective action (5.19). Accordingly, the
anomalous dimension η and the dynamical critical exponent z are equal to their Gaussian values η = 0
and z = 2.
Let us now focus on the renormalization of the terms in the boundary action Γ0 in Eq. (5.26).
From Eq. (5.40), we define the anomalous dimension η0 of the response field φ˜0 at initial time as
η0 ≡ − k
Z0
dZ0
dk
= − g˜
(1 + r˜)3
(
1− 1 + r˜
2τ˜0
)
, (5.45)
where we introduced the rescaled pre-quench parameter τ˜0 = τ0/k
2 and we used Eq. (5.40). Since τ0
does not receive any correction from the renormalization, its flow equation is simply determined by
its canonical dimension and thus
k
dτ˜0
dk
= −2τ˜0. (5.46)
Accordingly, τ˜0 has only one stable fixed point in the infrared regime (i.e., for k → 0), that is τ˜∗0 = +∞.
Close to this fixed point, any possible term in the boundary action Γ0 (except for φ˜0φ0) is irrelevant for
d > 2, and therefore the ansatz (5.26) is consistent. Note that the r.h.s. of Eq. (5.45) diverges at the
unstable fixed point τ˜∗0 = 0: this is expected since τ0 = 0 is unphysical [117] for the initial probability
in Eq. (5.3) and hence for the ansatz in Eq. (5.26), as it would correspond to a non-normalizable
probability.
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The value η∗0 of the anomalous dimension η0 of the initial response field at the Wilson-Fisher fixed
point can be straightforwardly derived by substituting in Eq. (5.45) the fixed-point values r˜∗WF and
g˜∗WF of the couplings, obtaining η
∗
0 = −/6. The initial-slip exponent θ is then defined as [117,119]:
θ = −η
∗
0
z
, (5.47)
and therefore, in the present case, it takes the value
θ = −η
∗
0
2
=

12
, (5.48)
which is in agreement, up to first order in , with the expression
θ =

12
[
1 + 
(
8
27
+
2 log 2
3
)]
+O(3), (5.49)
obtained in Ref. [117].
5.3.3 Comparison with equilibrium dynamics
In this section, we show how one can recover the flow equations for the equilibrium case in the limit
t0 → −∞. First of all, we note that, in the expressions for ∆Γ1 and ∆Γ2 given in Eqs. (5.34)
and (5.41), respectively, the only dependence on t0 occurs in the lower limit of the integration domain
of the integrals on t and in the functions fr(t − t0), fg(t − t0), and fD(t − t0). For t0 → −∞ these
functions vanish exponentially fast (see Eqs. (5.35), (5.86) and (5.85)) and Eqs. (5.34) and (5.41) read
∆Γeq1 = −kd+1
ad
d
gD
ω2k
∫
x
φ˜(x)φ(x), (5.50a)
∆Γeq2 = k
d+1ad
d
g2D
ω3k
∫
x
[
3D
2ωk
φ˜2(x)φ2(x) + φ˜(x)φ3(x)
]
, (5.50b)
with x ≡ (r, t) and ∫x ≡ ∫ ddr ∫ +∞−∞ dt.
Alternatively, one could have taken the limit t0 → −∞ from the outset, i.e., before evaluating ∆Γ1
and ∆Γ2: in this case one simply needs to replace ϑ(t − t0) with its limiting value 1 in Eqs. (5.15)
and (5.24), while G0R is modified inasmuch G0C becomes time-translational invariant as t0 → −∞
(see Eqs. (5.11) and (5.28)). This gives rise again to Eqs. (5.50), since the operations of taking the
limit t0 → −∞ and of calculating the integrals over time (and momenta) on the r.h.s. of Eq. (5.30) do
commute (because all the integrals in time are convergent due to the decreasing exponentials in G0R
and G0C).
Taking the limit t0 → −∞ in the action (5.19) just corresponds to consider the equilibrium,
time-translational invariant theory [121], and therefore one concludes that Eqs. (5.50) give rise to
the equilibrium flow equations. Since the flow equations (5.43) and (5.44) can also be derived from
Eqs. (5.50), they thus represent the equilibrium ones: this is an expected result, since the relaxional
nature of model A leads the system to its equilibrium state (yet for asymptotically long times at the
critical point), regardless of the quench protocol [117].
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5.4 Truncation for φm 6= 0
In this section, we discuss the results of a different, improved ansatz for the potential U in the effective
action (5.19), namely
U = g
4!
(φ2 − φ2m)2 +
λ
6!
(φ2 − φ2m)3, (5.51)
the flow of which is derived in App. 5.E. This potential differs from the one considered in Eq. (5.32)
in two respects. First, it corresponds to an expansion around a finite homogeneous value φm: this
choice has the leverage to capture the leading divergences of two-loops corrections in a calculation
which is technically carried at one-loop, in the same logic as the background field methods (see, e.g.,
Refs. [234, 240, 244, 245]), and thus it allows us to calculate, for instance, the renormalization of the
factors Z, K and D. Second, we added a sextic interaction, which is marginal for d = 3 and therefore
it is expected to contribute with sizeable corrections to the value of the critical exponents for spatial
dimensionalities close to d = 3. In fact, the effective action (5.19) with the potential (5.51) contains
all the non-irrelevant operators in d = 3. As anticipated, this ansatz allows the renormalization of the
time and spatial derivatives terms and of the Markovian noise, i.e., of the coefficients K, Z and D in
Eq. (5.19), which therefore will be reinstated in the following analysis. The flow equations for these
coefficients can be conveniently expressed in terms of the corresponding anomalous dimensions ηD, ηZ
and ηK , defined as:
ηD ≡ − k
D
dD
dk
, ηZ ≡ − k
Z
dZ
dk
, ηK ≡ − k
K
dK
dk
. (5.52)
The calculation of ηD, ηZ and ηK is detailed, respectively, in Apps. 5.F.1, 5.F.2 and 5.F.3.
The somewhat lengthy flow equations for the corresponding dimensionless couplings
m˜ =
1
3
φ2mg
Kk2
, g˜ =
ad
d
D
ZK2
g
k4−d
, λ˜ =
ad
d
D2
Z2K3
λ
k6−2d
(5.53)
and for the anomalous dimensions ηD,Z,K is reported in Eqs. (5.131)-(5.136) of App. 5.G. First of all,
we note that ηD = ηZ : this a consequence of detailed balance [121, 244, 245], which characterizes the
equilibrium dynamics of model A. In fact, while the short-time dynamics after the quench violates
detailed balance inasmuch time-translational invariance is broken, in the long-time limit (in which the
flow equations are valid) detailed balance is restored.
The fixed points (m˜∗, g˜∗, λ˜∗) of Eqs. (5.131)-(5.134) can be determined numerically and they can
be used in order to calculate the anomalous dimension η and the dynamical critical exponent z as
η = η∗K , z = 2− η∗K + η∗Z . (5.54)
The critical exponent ν can be determined after linearizing the flow equations around the fixed point,
as the inverse of the negative eigenvalue of the stability matrix.
As a consistency check, we compare our values ν = 0.64, η = 0.11 and z = 2.05 in d = 3 with the
ones determined in Ref. [244] for the equilibrium dynamics of model A within the same truncation
ansatz for the effective action Γ as the one employed here, i.e., ν = 0.65, η = 0.11 and z = 2.05,
finding very good agreement. For completeness, we also report the Monte Carlo values (see Ref. [244]
for a summary), given by νMC = 0.6297(5), ηMC = 0.0362(8), and zMC = 2.055(10).
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Figure 5.1: Main plot: initial-slip exponent θ as a function of the spatial dimensionality d, evaluated
from the FRG discussed here (blue, central line) and from the -expansion to first (green, lower line)
and second (red,upper line) order in  = 4 − d provided in Eq. (5.49). The value of θ obtained from
numerical simulations are indicated for d = 2 and 3 (symbols with error bars). For d = 2, the error
bars are within the symbol size. Inset: magnification of the main plot for d ' 3.
In Fig. 5.1, we compare the values of θ = −η∗0/z obtained from Eq. (5.47) on the basis of the present
analysis (blue line), and of the first- (green line) and second-order (red line) -expansion of Ref. [117]
reported in Eq. (5.49), as a function of the spatial dimensionality d. The first-order term in the -
expansion is accurate only for dimensions close to d = 4, while the second-order contribution provides
a sizeable correction and it gives remarkably good results also at smaller dimensionalities. Our results
are in remarkable agreement with the latter expansion for d & 3.2, while increasing discrepancies
emerge at smaller values of the spatial dimensionality. In particular, for d ≤ 3 additional stable fixed
points appears in the solution of Eqs. (5.131)-(5.134) in addition to the Wilson-Fisher one, while for
d ≤ 2.5 the latter disappears. This is not surprising, since for d ≤ 3 new non-irrelevant terms are
allowed, and therefore the potential in Eq. (5.51) is no longer an appropriate ansatz and additional
terms have to be introduced [240,244].
For comparison, we report in Fig. 5.1 also the two values of θ obtained from numerical simulations
(see, e.g., the summary in Ref. [119]) in d = 2 and d = 3 (symbols). Remarkably, the predictions
of both FRG and -expansion are compatible (within error bars) with the numerical value in d = 3,
where the ansatz for the potential (5.51) is reliable, while the FRG predicts a smaller value compared
to the one predicted by the -expansion. For d = 2, instead, our ansatz (5.51) is unable to provide
reliable results for the reasons reported above, while the -expansion still provides an unexpectedly
accurate prediction, yet outside the error bars of the best available numerical estimate θ = 0.383(3).
5.5 Concluding remarks
In this Chapter we generalized the functional renormalization group scheme in order to describe the
universal dynamical behaviour emerging at short times in a classical statistical system after a tem-
perature quench to its critical point. Specifically, we focused on the relaxional dynamics described by
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the model A [121] for a scalar order parameter and a Landau-Ginzburg effective Hamiltonian, and we
evaluated the initial-slip exponent θ, which controls the universal scaling of correlation functions and
magnetization after the quench within the Ising universality class with spin-flip (Glauber) dynamics.
The value of θ is found to be in good agreement with the one obtained via an -expansion and nu-
merical simulations in d = 3. Our prediction for θ can be systematically improved by using a more
refined ansatz for the effective action, taking advantage of the existing FRG schemes for equilibrium
systems [234,240].
The approach developed in this Chapter can be extended to different static universality classes,
such as O(N) and Potts models, or to different dynamics, e.g., with conserved quantities [247,248]. In
addition, it can also be used in order to study equilibrium phase transitions in systems with a spatial
boundary, whose description is formally similar to the case of a quench [229], and possibly also their
non-equilibrium dynamics [249, 250]. Moreover, this FRG approach can provide quantitative predic-
tions for additional relevant non-equilibrium universal quantities such as the fluctuation-dissipation
ratio and the effective temperatures in the aging regime [119,182,251–253].
Finally, this approach constitutes a first step towards the exploration of universality in the dy-
namics of isolated quantum many-body systems after a parameter quench. It is being currently used
to address the dynamical phase transition studied in Chapters 2, 3 and 4.
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Appendix
5.A Derivation of the FRG equation
In this Appendix we briefly review the derivation of Eq. (5.15) for the response functional [234]. Let
us consider the action S[Ψ], where Ψt = (ϕ, ϕ˜), with ϕ the order parameter and ϕ˜ the response field.
We define a modified action Sk[Ψ] = S[Ψ] + ∆Sk[Ψ] where ∆Sk[Ψ] =
1
2
∫
t,r Ψ
tσΨRk, where σ = ( 0 11 0 )
and Rk is a function which implements the infrared cutoff. Then we define the generating function
Wk[J ] as
Wk[J ] = log
[∫
DΨ e−Sk[Ψ]+
∫
t,r Ψ
tJ
]
, (5.55)
where DΨ denotes functional integration over both the fields ϕ and ϕ˜, while J t = (j, j˜) is an ex-
ternal field. Defining the expectation value 〈Ψ〉, where the average is taken with respect to the
action −Sk[Ψ] +
∫
t,r Ψ
tJ , it is straightforward to check that the following properties follows from
Eq. (5.55) [234]:
〈Ψ〉 = δWk
δJ t
, 〈ΨΨt〉 − 〈Ψ〉〈Ψt〉 = δ
2Wk
δJ tδJ
=
δ〈Ψt〉
δJ t
. (5.56)
The effective action Γk[Φ] is defined as
Γk[Φ] = −Wk[J ] +
∫
t,r
J tΦ−∆Sk[Φ], (5.57)
where J is fixed by the condition
Φ =
δWk
δJ t
. (5.58)
By comparing the previous equation with the first one in Eq. (5.56), it follows that Φ = 〈Ψ〉: accord-
ingly, by using Eq. (5.56), the following relationships can be derived [234]:
δΓk
δΦt
= J − σRkΦ, δ
2Γk
δΦtδΦ
+ σRk =
δJ t
δΦt
=
[
δ2Wk
δJ tδJ
]−1
. (5.59)
The definition of Γk[Φ] in Eq. (5.57) is such that [234] Γk=Λ[Φ] ≈ S[Φ], i.e., when k is equal to the
ultraviolet cutoff Λ of the theory, the effective action Γk reduces to the “microscopic” action S[Φ]
evaluated on the expectation value Φ. This can also be easily seen by taking a Gaussian microscopic
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action S[Ψ]: in this case a simple calculation shows that Γk[Φ] = S[Φ]. We can now derive the FRG
equation by taking the total derivative of the effective action with respect to k:
dΓk
dk
= −∂Wk
∂k
−
∫
t,r
(
δW
δJ
− Φt
)
dJ
dk
− 1
2
∫
t,r
Φtσ
dRk
dk
Φ
=
1
2
∫
t,r
〈ΨtσdRk
dk
Ψ〉 − 1
2
∫
t,r
Φtσ
dRk
dk
Φ
=
1
2
∫
t,r
tr
[
〈ΨΨt〉σdRk
dk
]
− 1
2
∫
t,r
tr
[
ΦΦtσ
dRk
dk
]
=
1
2
∫
t,r
tr
[(
δ2Γk
δΦtδΦ
+ σRk
)−1
σ
dRk
dk
]
, (5.60)
where we repeatedly used Eqs. (5.56) and (5.59) and we expressed the scalar products ΨtσΨ and ΦtσΦ
as traces over the internal degrees of freedom. Equation (5.60) is the FRG equation which describes
the flow of the effective action Γk upon varying the infrared cutoff k.
5.B Derivation of Gaussian Green’s functions from Γ0
In this Appendix we show how the boundary action Γ0 in Eq. (5.26) contributes to the matrix G0
defined in Eq. (5.28). Let us consider the quadratic part of the effective action (we consider Z0 = 1
and h0 = 0 for the sake of simplicity) expressed in momentum space:
Γ =
∫
q
(
− 1
2τ0
φ˜20 + φ˜0φ0
)
+
∫
t,q
ϑ(t− t0) φ˜
(
φ˙+ ωqφ−Dφ˜
)
, (5.61)
where ωq = q
2 + r is the dispersion law,
∫
q ≡
∫
ddq/(2pi)d and φ ≡ φ(t,q), φ˜ ≡ φ˜(t,q). By taking its
second variation Γ(2)(q, t, t′) as defined in Eq. (5.17), one finds
Γ(2)(q, t, t′) =
[
−V0 δ(t− t0) + Bˆq(t)
]
δ(t− t′), (5.62)
where the matrices V0 and Bˆq(t) are defined as
V0 =
(
0 −1
−1 τ−10
)
, Bˆq(t) =
(
0 −∂t + ωq
∂t + ωq −2D
)
. (5.63)
The matrix V0 is obtained from the boundary action, and consequently it appears in Eq. (5.62)
multiplied by a delta function localized at t = t0, while the term proportional to Bˆq(t) is, instead,
related to the bulk action. The matrix G0(t, t
′) of the correlation functions, defined in Eq. (5.28), is
given by G0(q, t, t
′) = [Γ(2)]−1(q, t, t′), where the inverse is taken with respect to the internal matrix
structure, the times t, t′, and the momentum q. However, since the matrix is diagonal in q, the inversion
with respect to the dependence on momenta is trivial. Making use of the definition of G(q, t, t′) in
Eq. (5.16), multiplying both sides by Geq(q, t, t
′) ≡ [Bˆq(t, t′)]−1 and integrating over the intermediate
times, one finds
G0(t, t
′) = Geq(t, t′) +Geq(t, t0)V0G0(t0, t′). (5.64)
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The explicit form of Geq(q, t, t
′) can be calculated by inverting the Fourier transform of Bˆq(t, t′) and
anti-transforming in real time:
Geq(q, t, t
′) =
∫
dω
2pi
e−iω(t−t
′)[Bq(ω)]
−1 =
(
Dω−1q e−ωq |t−t
′| ϑ(t− t′)e−ωq(t−t′)
ϑ(t′ − t)e−ωq(t′−t) 0
)
. (5.65)
Notice that Bq(ω) is diagonal in the frequency ω, since Bˆq(t, t
′) depends only on the difference of times
t− t′. In fact, Geq(t, t′) is a time-translational invariant function which corresponds to the correlation
matrix of the model at thermal equilibrium. Equation (5.64) can be solved by iteration, and it yields
the formal solution:
G0(q, t, t
′) = Geq(q, t, t′) +Geq(q, t, t0)V0
+∞∑
n=0
[Geq(q, t0, t0)V0]
nGeq(q, t0, t
′). (5.66)
Recalling that within the response functional formalism adopted here we set ϑ(0) = 0 in order to
ensure causality [121], we get
V0
+∞∑
n=0
[Geq(q, t0, t0)V0]
n = V0[1−Geq(q, t0, t0)V0]−1 =
(
0 −1
−1 Dω−1q + τ−10
)
. (5.67)
Combining Eqs. (5.66), (5.65) and (5.67), one finds the same Gaussian Green’s functions as those in
Eqs. (5.11) and (5.10), with Ω = 1 and T replaced by D.
5.C Integral equation for G
In this Appendix we derive and discuss Eq. (5.27) for the matrix G defined in Eq. (5.16). The former
can be obtained by multiplying both sides of the latter by G−10 − V defined in Eq. (5.21) and by
integrating over intermediate coordinates, which yields∫
y
[
G−10 (x, y)− V (x, y)
]
G(y, x′) = δ(x− x′), (5.68)
where the delta function on the r.h.s. of Eq. (5.68) appears as a consequence of Eq. (5.22). Accordingly,
by multiplying both sides of Eq. (5.68) by G0 and integrating over the intermediate coordinates, and
by using Eq. (5.23), one finds the integral equation for G
G(x, x′) = G0(x, x′) +
∫
y
G0(x, y)V (y)G(y, x
′). (5.69)
This equation can be formally solved by iteration, and the solution can be expressed as the infinite
series
G(x, x′) = G0(x, x′) +
+∞∑
n=1
Gn(x, x
′), (5.70)
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where Gn are convolutions given by
Gn(x, x
′) ≡
∫
y1...yn
G0(x, y1)V (y1)G0(y1, y2) . . . V (yn)G0(yn, x
′). (5.71)
The formal solution Eq. (5.70) can be inserted into Eq. (5.15), providing a convenient expression
for the FRG equation, which now reads (as in the main text, the dependence of Γ and R on k is
understood):
dΓ
dk
=
+∞∑
n=0
∆Γn, (5.72)
where
∆Γ0 ≡ 1
2
∫
x
tr
[
G0(x, x)
dR
dk
σ
]
, (5.73)
and
∆Γn =
1
2
∫
x
tr
[
Gn(x, x)
dR
dk
σ
]
for n ≥ 1. (5.74)
A straightforward calculation shows that ∆Γ0 ∝ ϑ(0) and therefore this term vanishes, since we
assumed from the outset ϑ(0) = 0 in order to ensure causality [121]. As a result, the sum over n in
Eq. (5.72) actually starts from n = 1, as in Eq. (5.30).
The FRG equation in the form of Eq. (5.72) can be used to study the case of systems with broken
time-translational symmetry, since each ∆Γn can now be calculated independently of the presence of
such a symmetry. However, we emphasize that in general it is not possible to sum the series on the
r.h.s. of Eq. (5.72) in a closed form, because the convolutions in ∆Γn are generically rather complicated
non-local functions of the fields φ and φ˜.
If, instead, time-translational invariance is not broken, e.g., when one takes the limit t0 → −∞
in the action (5.19), the matrix G determined from Eq. (5.70) is identical to the one obtained by
the direct inversion of Eq. (5.16). In order to show this, let us assume that one is interested only
in the renormalization of the potential U , disregarding those of K,D and Z. Then one makes use
of the so-called local-potential approximation [234, 240, 246], in which the field-dependent function
V (r, t) introduced in Eq. (5.24) is evaluated on configurations of the fields φ and φ˜ which are constant
in space and time, such that V (r, t) is actually independent of r and t. As a consequence of time-
translational invariance, G depends only on the difference of its arguments, i.e., G0(x, x
′) = G0(x−x′)
and G(x, x′) = G(x − x′). Then, after taking the Fourier transform with respect to the relative
coordinates r − r′ and t − t′, the convolutions in Eq. (5.70) become products of the G0(k, ω), which
are functions of the momentum k and of the frequency ω. Accordingly, this equation becomes
G(k, ω) =
+∞∑
n=0
G0(k, ω) [V G0(k, ω)]
n
= [G−10 (k, ω)− V ]−1. (5.75)
This expression can thus be used in Eq. (5.15), which then acquires a closed form. Notice that
Eq. (5.75) could have been obtained directly by simply taking the Fourier transform of Eq. (5.16) with
the definition (5.21).
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5.D Calculation of ∆Γ1 and ∆Γ2
In this Appendix, we detail the calculations which lead to Eqs. (5.34) and (5.41). Starting from
Eq. (5.74), we find:
∆Γ1 =
1
2
∫
t,t′,r,r′
tr
[
G0(r− r′, t, t′)V (t′, r′)G0(r′ − r, t′, t)σdR
dk
]
=
1
2
∫
t,t′,q,r′
tr
[
G0(q, t, t
′)V (t′, r′)G0(q, t′, t)σ
dR
dk
(q)
]
= kd+1
ad
d
∫
t,t′,r′
tr
[
G0(k, t, t
′)V (t′, r′)G0(k, t′, t)σ
]
, (5.76)
where ad = 2/[Γ(d/2)(4pi)
d/2], with d the spatial dimensionality and Γ(x) the gamma function. In
the second equality of Eq. (5.76) one expresses G0(r, t, t
′) in terms of its Fourier transforms G0(q, t, t′)
and then calculates the integral over the spatial coordinates r. In the third equality, instead, after
performing the integration over angular variables (which generates the factor ad), the integral over
momenta q becomes trivial since the function (see Eq. (5.20))
dR(q)
dk
= 2k ϑ(k2 − q2) (5.77)
restricts the integration domain to 0 ≤ q ≤ k, within which G0(q, t, t′) is constant and equal to
G0(k, t, t
′) as a consequence of the modified dispersion relation in Eq. (5.29). Similarly, ωk,q is replaced
by ωk,q≤k = ωk,k = ωq=k (see Eq. (5.29) and after Eq. (5.11)). Note that, since K is not renormalized
within this approximation, it does not contribute to Eq. (5.77) and, for simplicity, we set K = 1.
Finally, by using the definitions (5.28) and (5.33), one evaluates the trace in Eq. (5.76), finding
∆Γ1 = −2kd+1ad
d
g
∫
r′
∫ +∞
t0
dt′ φ˜(r′, t′)φ(r′, t′)
∫ +∞
t0
dtGR(k, t
′, t)GC(k, t′, t)
= −kd+1ad
d
gD
ω2k
∫
r
∫ +∞
t0
dt′ φ˜(t′, r)φ(t′, r)
[
1− fr(t′ − t0)
]
, (5.78)
where in the last equality the integral over time t was calculated. The function fr(t) is defined in
Eq. (5.35) and corresponds to the time-dependent part of the result of the integration over t. Note
that the terms proportional to φ2 contained in V , do not appear in the final result (as required by
causality [121,215]) since they would be multiplied by a factor ϑ(t− t′)ϑ(t′− t) = 0. The last equality
of Eq. (5.78) is nothing but Eq. (5.34) of the main text.
The calculation of ∆Γ2 is lengthier, but it proceeds as discussed above for ∆Γ1. From the definition
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in Eq. (5.74) one has
∆Γ2 =
1
2
∫
t,t′,t′′,r,r′,r′′
tr
[
G0(r− r′, t, t′)V (t′, r′)G0(r′ − r′′, t′, t′′)V (t′′, r′′)G0(r′′ − r, t′′, t)dR
dk
]
=
1
2
∫
t,t′,t′′,r′,r′′,q,q′
eir
′·(q′−q) tr
[
G0(q, t, t
′)V (t′, r′ + r′′)G0(q′, t′, t′′)V (t′′, r′′)G0(q, t′′, t)
dR(q)
dk
]
≈ 1
2
∫
t,t′,t′′,r′,r′′,q,q′
eir
′·(q′−q)tr
[
G0(q, t, t
′)V (t′, r′′)G0(q′, t′, t′′)V (t′′, r′′)G0(q, t′′, t)
dR(q)
dk
]
= kd+1
ad
d
∫
t,t′,t′′,r′′
tr
[
G0(k, t, t
′)V (t′, r′′)G0(k, t′, t′′)V (t′′, r′′)G0(k, t′′, t)σ
]
, (5.79)
where in the second equality we expressed the various G0(r, t, t
′) (see Eq. (5.28)) in terms of their
Fourier transforms, we made the change of variables r′ → r′ + r′′ and integrated over the spatial
coordinate r. In the third step we expanded V (t′, r′ + r′′) ≈ V (t′, r′′) in order to retain only local
combinations of fields, while in the last step we integrated over r′ and calculated the trivial integrals
over q and q′. After determining the trace on the basis of the definitions (5.28) and (5.33), and by
noticing that the prefactor of the term ∝ φ4 vanishes (as required by causality [121,215]) as it contains
the factor ϑ(t− t′)ϑ(t′ − t′′)ϑ(t′′ − t) = 0, Eq. (5.79) becomes
∆Γ2 = k
d+1ad
d
g2
∫
r′′
∫ +∞
t0
dt dt′dt′′
{
2 φ˜(t′)φ(t′)φ˜(t′′)φ(t′′)G0C(k, t′, t′′)G0C(k, t′′, t)G0R(k, t′, t)
+ φ˜(t′)φ(t′)φ2(t′′)
[
G0C(k, t
′, t′′)G0R(k, t, t′′)G0R(k, t′, t)
+G0C(k, t
′, t′′)G0R(k, t, t′′)G0R(k, t′, t) +G0C(k, t,′ t)G0R(k, t′, t′′)G0R(k, t′′, t)
]}
' kd+1ad
d
g2
∫
r′′
∫ +∞
t0
dt′
[
2φ˜2(t′)φ2(t′)FD(t′) + φ˜(t′)φ3(t′)Fg(t′)
]
, (5.80)
where we omitted the dependence on r′′ of the fields for the sake of clarity. In the last step of
Eq. (5.80), we expanded the fields for t′ ' t′′ as φ(t′′) ' φ(t′) and φ˜(t′′) ' φ˜(t′) in order to retain only
combinations of the fields local in time, and we introduced the functions
FD(t
′) =
∫ +∞
t0
dtdt′′G0C(k, t, t′)G0C(k, t′, t′′)G0R(k, t′′, t), (5.81)
and
Fg(t
′) =
∫ +∞
t0
dt dt′′
[
G0C(k, t
′, t′′)G0R(k, t, t′′)G0R(k, t′, t) +G0C(k, t, t′′)G0R(k, t′, t′′)G0R(k, t′, t)
+G0C(k, t, t
′)G0R(k, t′, t′′)G0R(k, t′′, t)
]
. (5.82)
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The functions FD and Fg can be easily evaluated using Eqs. (5.11) and (5.10), and they render
FD(t) =
1
4
D2
ω4k
[3− fD(t− t0)] , (5.83)
Fg(t) =
D
ω3k
[1− fg(t− t0)] , (5.84)
with
fD(t) =
{
2 + 2ωkt− 2(1 + ωkt)2
(
ωk
Dτ0
− 1
)
−
(
ωk
Dτ0
− 1
)2}
e−2ωkt, (5.85)
fg(t) =
[
1 + 2ωkt− 2(ωkt)2
(
ωk
Dτ0
− 1
)]
e−2ωkt. (5.86)
Finally, substituting Eqs. (5.83) and (5.84) into Eq. (5.80), we find Eq. (5.41) of the main text.
5.E Flow equations in the ordered phase
In this Appendix, we will detail the derivation of the flow equations for the potential expanded around
a finite homogeneous value φ = φm and φ˜ = 0. For the sake of clarity, we consider the potential U in
Eq. (5.51) with λ = 0. The generalization to the case λ 6= 0 is straightforward and proceeds as in the
equilibrium case (see, for instance, Refs. [234] and [245]).
First of all, since the factor K is renormalized within the ansatz discussed here, the derivative with
respect to k of the regulator R(q) defined in Eq. (5.20), has also to account for the renormalization
factor K on k, as
dR(q)
dk
=
K
k
ϑ(k2 − q2) [2k2 − ηK (k2 − q2)] , (5.87)
where we made use of the definition of ηK in Eq. (5.52), see also Ref. [245]. In fact, since the factor
K depends on k within this approximation, the derivative with respect to k of Eq. (5.20) produces a
contribution proportional to ηK .
Then, by taking the second variation of the effective action Γ in Eq. (5.19) (see Eq. (5.17)), we
cast the equation for the function G defined in Eq. (5.16) into the same form as Eq. (5.69), with the
field-dependent function V defined as (we assume t0 = 0 for simplicity):
V (x) = −g ϑ(t)
(
ρ˜(x) ρ(x)− ρm
ρ(x)− ρm 0
)
, (5.88)
where we define
ρ ≡ φ
2
2
, ρ˜ = φ˜φ, ρm ≡ φ
2
m
2
, (5.89)
while G0 is defined according to Eq. (5.28), but with the post-quench parameter r replaced by
m =
2
3
ρmg. (5.90)
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The use of the Z2 invariants ρ and ρ˜ is customary in the context of FRG [245] and it helps in simplifying
the notation in what follows. The form of V (x) in Eq. (5.88) allows us to express the r.h.s. of the FRG
equation (5.30) as a power series of ρ−ρm, in the spirit of Eq. (5.72): this provides, together with the
vertex expansion (5.18), a way to unambiguously identify the renormalization of the terms appearing
in the potential U in Eq. (5.51). In fact, ρm and the couplings g and λ are identified as [240]:
dU
dρ
∣∣∣∣
ρ=ρm
= 0,
g
3
=
d2U
dρ2
∣∣∣∣
ρ=ρm
,
λ
15
=
d3U
dρ3
∣∣∣∣
ρ=ρm
, (5.91)
where the first condition actually defines ρm as the minimum of the potential. In terms of the effective
action Γ, Eqs. (5.91) become [244,245]
δΓ
δρ˜
∣∣∣∣ ρ˜=0
ρ=ρm
= 0,
g
3
=
δ2Γ
δρ˜ δρ
∣∣∣∣ ρ˜=0
ρ=ρm
,
λ
15
=
δ3Γ
δρ˜ δρ2
∣∣∣∣ ρ˜=0
ρ=ρm
. (5.92)
By taking a total derivative with respect to k of each equality in Eqs. (5.92), one finds
δ
δρ˜
∂Γ
∂k
∣∣∣∣ ρ˜=0
ρ=ρm
+
δ2Γ
δρ˜ δρ
∣∣∣∣ ρ˜=0
ρ=ρm
dρm
dk
= 0, (5.93)
1
3
dg
dk
=
δ2
δρ˜ δρ
∂Γ
∂k
∣∣∣∣ ρ˜=0
ρ=ρm
+
δ3Γ
δρ˜ δ2ρ
∣∣∣∣ ρ˜=0
ρ=ρm
dρm
dk
, (5.94)
1
15
dλ
dk
=
δ3
δρ˜ δρ2
∂Γ
∂k
∣∣∣∣ ρ˜=0
ρ=ρm
+
δ4Γ
δρ˜ δ3ρ
∣∣∣∣ ρ˜=0
ρ=ρm
dρm
dk
, (5.95)
which, after replacing ∂Γ/∂k with the FRG equation (5.15), render the flow equations for ρm, g, and
λ. For the case of the potential U in Eq. (5.51) with λ = 0, by using Eq. (5.92), the set of flow
equations (5.93) and (5.94) simplifies as
dρm
dk
= −3
g
δ
δρ˜
∂Γ
∂k
∣∣∣∣ ρ˜=0
ρ=ρm
= −3
g
δ∆Γ1
δρ˜
∣∣∣∣ ρ˜=0
ρ=ρm
, (5.96)
1
3
dg
dk
=
δ2
δρ˜ δρ
∂Γ
∂k
∣∣∣∣ ρ˜=0
ρ=ρm
=
δ2∆Γ2
δρ˜ δρ
∣∣∣∣ ρ˜=0
ρ=ρm
, (5.97)
where we used Eq. (5.72) with ∆Γ1 and ∆Γ2 defined as in Eqs. (5.74) and (5.71) in terms of the
V (x) in Eq. (5.88). The explicit form of the flow equations comes from a calculation analogous to
the one discussed in Sec. 5.3 and in App. 5.D (see Eqs. (5.34) and (5.41)). In particular, the flow of
m, defined in Eq. (5.90), takes contributions from both the flow equations for ρm and g. Similarly,
the renormalization of Z0 is determined by the contribution localized at t = 0 of the coefficient of the
quadratic term φ˜φ in the effective action (5.19) equipped with the potential (5.51).
5.F Anomalous dimensions
In this Appendix we discuss the derivation of the renormalization of K, Z, and D resulting from the
potential U in Eq. (5.51) and from the effective action Γ in Eq. (5.19).
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5.F.1 Renormalization of D
The strength D of the Markovian noise can be unambiguously defined from the effective action Γ in
Eq. (5.19) as [245]
D = −ρm δ
2Γ
δ2ρ˜
∣∣∣∣ ρ˜=0
ρ=ρm
, (5.98)
where ρ and ρ˜ are defined in Eq. (5.89). By differentiating the previous equation with respect to k,
we find
dD
dk
= −
(
δ2Γ
δ2ρ˜
+
δ3Γ
δ2ρ˜δρ
)∣∣∣∣ ρ˜=0
ρ=ρm
dρm
dk
− ρm δ
2
δ2ρ˜
∂Γ
∂k
∣∣∣∣ ρ˜=0
ρ=ρm
. (5.99)
For the effective action Γ in Eq. (5.19) with the potential U in Eq. (5.51), the terms in brackets in
Eq. (5.99) vanish and the flow equation for D simplifies as
dD
dk
= −ρm δ
2
δ2ρ˜
∂Γ
∂k
∣∣∣∣ ρ˜=0
ρ=ρm
= −ρm δ
2∆Γ2
δ2ρ˜
∣∣∣∣ ρ˜=0
ρ=ρm
, (5.100)
where we used Eqs. (5.72) and (5.74) with V (x) as in Eq. (5.88). In fact, a direct inspection of
Eq. (5.41) shows that ∆Γ2 contains a term proportional to ρ˜
2, while any other term ∆Γn with n > 2
generated by the field-dependent function (5.88) vanishes when evaluated for ρ = ρm. Accordingly, by
calculating ∆Γ2 as in Eq. (5.41) (see also App. 5.D), in the long-time limit within which the function
fD(t) (see Eqs. (5.41) and (5.85)) vanishes, and by applying Eq. (5.100), we find the equation
dD
dk
= −3kd+1ad
d
KD2
Z
(
1− ηK
d+ 2
)
ρmg
2
(Kk2 +m)4
, (5.101)
with m given in Eq. (5.90). Note that the factor 1 − ηK/(d + 2) comes from the integration over
momenta with dR/dk given by Eq. (5.87). According to definition (5.52), ηD is eventually given by:
ηD = 3k
d+2ad
d
KD
Z
(
1− ηK
d+ 2
)
ρmg
2
(Kk2 +m)4
. (5.102)
5.F.2 Renormalization of Z
Following the general procedure described, e.g., in Refs. [244,245], in order to evaluate the correction
to the coefficient Z, we express the fields φ and φ˜ as fluctuations around the homogeneous field φm:
φ(r, t) = φm + δφ(r, t), φ˜(r, t) = δφ˜(r, t). (5.103)
By replacing Eq. (5.103) into the field-dependent function V (x) defined in Eq. (5.88), we find
V (x) = V1(x) + V2(x), (5.104)
with V1 being linear in the fluctuations δφ and δφ˜, i.e.,
V1(x) = −gφmϑ(t)
(
δφ˜(x) δφ(x)
δφ(x) 0
)
, (5.105)
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while V2 contains only terms quadratic in the fluctuations, i.e.,
V2(x) = −gϑ(t)
(
δφ(x)δφ˜(x) [δφ(x)]2/2
[δφ(x)]2/2 0
)
. (5.106)
When V in Eq. (5.104) is substituted in the expression of ∆Γ2 in Eq. (5.79), it produces a term which
contains a product of two V1 calculated at different spatial and temporal coordinates, generating a
quadratic term ∝ δφδφ˜, non-local in both spatial and temporal coordinates. Since we are interested
in the renormalization of Z, we can restrict to terms which are local in space and therefore we can
use Eq. (5.79) and replace V by V1 in it: this gives (cf. Eq. (5.80))
∆Γ2
∣∣
V→V1 = 4k
d+1ad
d
K
(
1− ηK
d+ 2
)
g2ρm
∫
r
∫ +∞
t0
dtdt′dt′′
{
2 δφ˜(t′)δφ˜(t′′)G0C(k, t′, t′′)G0C(k, t′′, t)G0R(k, t′, t)
+ δφ˜(t′)δφ(t′′)
[
G0C(k, t
′, t′′)G0R(k, t, t′′)G0R(k, t′, t)
+G0C(k, t
′, t′′)G0R(k, t, t′′)G0R(k, t′, t) +G0C(k, t,′ t)G0R(k, t′, t′′)G0R(k, t′′, t)
]}
,
(5.107)
where the dependence of the fluctuations on the spatial coordinates r has been omitted for simplicity.
Then, by neglecting the term ∝ δφ˜2, which generates only additional irrelevant terms, and by expand-
ing δφ(t′′) for t′′ ' t′ as δφ(t′′) ' δφ(t′) + (t′′ − t′)δφ˙(t′), keeping only the derivative, from Eq. (5.107)
we find
∆Γ2
∣∣
V→V1 ' 4k
d+1ad
d
K
(
1− ηK
d+ 2
)
g2ρm
∫
r
∫ +∞
t0
dt′δφ˜(t′)δφ˙(t′)FZ(t′), (5.108)
where
FZ(t
′) =
∫ +∞
t0
dtdt′′(t′′−t′)
[
G0C(k, t
′, t′′)G0R(k, t, t′′)G0R(k, t′, t)+G0C(k, t, t′′)G0R(k, t′, t′′)G0R(k, t′, t)
+G0C(k, t, t
′)G0R(k, t′, t′′)G0R(k, t′′, t)
]
. (5.109)
The function FZ(t) can be easily evaluated using Eqs. (5.11) and (5.10), and reads
FZ(t) =
D
4ω4k
[3− fZ(t− t0)] , (5.110)
where fZ(t) is a function which vanishes exponentially fast upon increasing t and therefore does not
contribute to the renormalization of Z at long times. Finally, by replacing Eq. (5.110) into Eq. (5.108),
and by comparing the r.h.s. of Eq. (5.72) with its l.h.s. in which the effective action (5.19) has been
inserted, one finds the flow equation for Z:
dZ
dk
= −3kd+1ad
d
KD
Z
(
1− ηK
d+ 2
)
g2ρm
(Kk2 +m)4
Z, (5.111)
where m is given in Eq. (5.90). By using the definitions in Eq. (5.52), one thus finds the expression of
the anomalous dimension ηZ :
ηZ = 3k
d+2ad
d
KD
Z
(
1− ηK
d+ 2
)
g2ρm
(Kk2 +m)4
. (5.112)
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5.F.3 Renormalization of K
The calculation of the flow equation for K proceeds as in the case of Z discussed in the previous
section, i.e., we expand the field φ around the homogeneous configuration as in Eq. (5.103). This
renders the same field-dependent function V (x) as in Eq. (5.104), containing a term V1 linear in the
fluctuations which — when inserted in the expression (5.79) for ∆Γ2 — generates quadratic terms
which are non-local in spatial and temporal coordinates. It is convenient to define K as follows [244]:
K = N ∂
∂p2
δ2Γ
δφ˜(t,−p)δφ(t,p)
∣∣∣∣ p=0
δφ˜=δφ=0
, (5.113)
where N is a normalization factor formally given by N = (2pi)d/[δ(d)(q = 0)δ(t = 0)], and p is a given
momentum, eventually vanishing. By taking the total derivative with respect to k of the previous
expressions, we find
dK
dk
= N ∂
∂p2
δ2
δφ˜(t,−p)δφ(t,p)
∂Γ
∂k
∣∣∣∣ p=0
δφ˜=δφ=0
= N ∂
∂p2
δ2∆Γ2
∣∣
V→V1
δφ˜(t,−p)δφ(t,p)
∣∣∣∣ p=0
δφ˜=δφ=0
,
where in the last equality we used Eq. (5.72) and the fact that the sole non-trivial contribution comes
from the part of ∆Γ2 (indicated as ∆Γ2
∣∣
V→V1 in the previous equation) involving the product of two
V1 (see App. 5.F.2). From Eq. (5.79), we find with some simple calculations:
∆Γ2
∣∣
V→V1 =
1
2
∫
t,t′,t′′,q,q′
tr
[
G0(q, t, t
′)V (t′,q− q′)G0(q′, t′, t′′)V (t′′,q′ − q)G0(q, t′′, t)dR
dk
(q)
]
(5.114)
' 2g2ρm
∫
t′,q,q′
δφ˜(q− q′, t′)δφ(q′ − q, t′)FK(q, q′, t′)dR(q)
dk
, (5.115)
where V (t,q) =
∫
r e
−iq·rV (t, r) and in the last step we retained only the part of the fields which is
local in time by expanding them as δφ(t′′) ' δφ(t′) for t′′ ' t′. In the last equality of Eq. (5.114), we
also discarded the term proportional to δφ˜2, which does not contribute to the renormalization of K.
The function FK(q, q
′, t′) in Eq. (5.114) is defined as
FK(q, q
′, t′) =
∫ +∞
t0
dtdt′′
[
G0C(q
′, t′, t′′)G0R(q, t, t′′)G0R(q, t′, t)+G0C(q, t, t′′)G0R(q′, t′, t′′)G0R(q, t′, t)
+G0C(q, t, t
′)G0R(q′, t′, t′′)G0R(q, t′′, t)
]
. (5.116)
Then, combining Eqs. (5.114) and (5.114), one finds
δ2∆Γ2
∣∣
V→V1
δφ˜(t,−p)δφ(t,p)
=
2g2ρm
N
∫
q
FK(q, |q− p|, t)dR(q)
dk
. (5.117)
In order to evaluate Eq. (5.114), we need to retain the contribution proportional to p2 from FK(q, |q−
p|, t) defined in Eq. (5.116). To this end, we define the function P (q) ≡ K[q2 + (k2 − q2)ϑ(k2 − q2))]
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and note that G0R,0C(q, t, t
′) depend on q via P (q), as their explicit expression is given by Eqs. (5.5)
and (5.6) with ωq replaced by ωk,q = P (q) + r given in Eq. (5.29). For a generic function of P (q) one
can write
∂2
∂qi∂qj
=
∂P (q)
∂qi
∂P (q)
∂qj
∂2
∂P 2
+
∂2P
∂qi∂qj
∂
∂P
, (5.118)
where i, j = 1, . . . , d label the components of the momenta qi. A simple calculation shows that
∂P (q)
∂qi
= 2Kqi
[
1− ϑ(k2 − q2)] ,
∂2P (q)
∂qi∂qj
= 2Kδij
[
1− ϑ(k2 − q2)]+ 4Kqiqjδ(k2 − q2), (5.119)
and therefore, all contributions proportional to 1− ϑ(k2 − q2) vanish when inserted into the integral
in the r.h.s. of Eq. (5.117), because they multiply the term ∝ ϑ(k2 − q2) contained in dR/dk (see
Eq. (5.87)). Accordingly, by discarding these contributions, the derivatives ∂2G0R,0C(q, t, t
′)/∂qi∂qj
which are involved in the expansion of the function FK in the integrand of Eq. (5.117) can be effectively
replaced by
∂2G0R/0K(q, t, t
′)
∂qi∂qj
7→ ∂G0R/0K(q, t, t
′)
∂P (q)
4Kqiqjδ(k
2 − q2), (5.120)
where, from Eqs. (5.10) and (5.11) with ωq → ωk,q given in Eq. (5.29), we have
∂G0R(q, t, t
′)
∂P (q)
= −(t− t′)G0R(q, t, t′), (5.121)
∂G0C(q, t, t
′)
∂P (q)
= − D
ωk,q
[(
1
ωk,q
+ |t− t′|
)
e−ωk,q |t−t
′| +
(
1
ωk,q
+ t+ t′
)(
ωk,q
Dτ0
− 1
)
e−ωk,q(t+t
′)
]
.
(5.122)
Accordingly, terms proportional to p2 in the Taylor expansion of FK(q, |q− p|, t) can be obtained by
using Eqs. (5.116), (5.120), (5.121) and (5.122), and they eventually read
1
2
d∑
i,j=1
pipj
∂2FK(q, q, t)
∂qi∂qj
= 2K(q · p)2δ(k2 − q2)F˜K(q, t), (5.123)
with
F˜K(q, t
′) =
∫ +∞
t0
dtdt′′
[
∂G0C(q, t
′, t′′)
∂P (q)
G0R(q, t, t
′′)G0R(q, t′, t)
+G0C(q, t, t
′′)
G0R(q, t
′, t′′)
∂P (q)
G0R(q, t
′, t) +G0C(q, t, t′)
∂G0R(q, t
′, t′′)
∂P (q)
G0R(q, t
′′, t)
]
. (5.124)
Then, by inserting Eq. (5.123) into Eq. (5.117), and by using the fact that, from Eq. (5.87)
dRk
dk
δ(k2 − q2) = 1
2
Kδ(k − q), (5.125)
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as well as the identity for the d-dimensional integral of a rotational-invariant function f(q)∫
ddq (q · p)2f(q) = p
2
d
∫
ddq q2 f(q), (5.126)
we find
∂2
∂p2
δ2∆Γ2
∣∣
V 21
δφ˜(t,−p)δφ(t,p)
∣∣∣∣
p=0
= 2
ad
d
kd+1
g2ρm
N K
2F˜K(k, t). (5.127)
Finally, a lengthy but straightforward evaluation of F˜K(k, t), using Eqs. (5.116), (5.10) and (5.11)
with ωq → ωk,q (see Eq. (5.29)), yields
F˜K(k, t) = − D
Zω4k
[1− fK(t)] , (5.128)
where ωk = ωq=k and fK(t) is a function which vanishes exponentially fast upon increasing t and
therefore does not contribute to the renormalization of K at long times. By inserting Eqs. (5.128)
and (5.127) into Eq. (5.114), we finally find the flow equation for K, which reads
dK
dk
= −2kd+1ad
d
DK2
Z
g2ρm
(Kk2 +m)4
, (5.129)
and, according to Eq. (5.52), the anomalous dimension ηK reads
ηK = 2k
d+2ad
d
DK
Z
g2ρm
(Kk2 +m)4
. (5.130)
5.G Flow equations
In this Appendix we report the explicit form of the flow equations derived from the effective action
Γ in Eq. (5.19) with the potential U in Eq. (5.51) and λ 6= 0. These equations can be derived by
repeating the calculations presented in Apps. 5.E and 5.F but by keeping λ finite; here we report only
the final result of this somewhat lengthy calculation. The flow equations for the couplings m˜, g˜ and
λ˜, defined in Eq. (5.53), turn out to be
k
dm˜
dk
= (−2 + ηK)m˜+
(
1− ηK
d+ 2
)
2g˜
(1 + m˜)2
1 + 3
2
(
m˜λ˜
g˜2
)2
+
3m˜
1 + m˜
(
1 +
m˜λ˜
g˜2
)2 , (5.131)
k
dg˜
dk
= g
d− 4 + 2ηK + (1− ηK
d+ 2
)
6g
(1 + m˜)3
(
1 +
m˜λ˜
g˜2
)2+ (1− ηK
d+ 2
)
λ˜
(1 + m˜)2
(
−2 + 3m˜λ˜
g˜2
)
,
(5.132)
k
dλ˜
dk
= λ˜
[
2d− 6 + 3ηK + 30
(
1− ηK
d+ 2
)
g˜
(1 + m˜)3
(
1 +
m˜λ˜
g˜2
)]
− 18
(
1− ηK
d+ 2
)
g˜2
(1 + m˜)4
(
1 +
m˜λ˜
g˜2
)
,
(5.133)
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while the anomalous dimensions ηK , ηD, ηZ and η0, defined, respectively, in Eqs. (5.52) and (5.45),
read
ηK =
3m˜g˜
(1 + m˜)4
(
1 +
m˜λ˜
g˜2
)2
, (5.134)
ηZ = ηD =
(
1− ηK
d+ 2
)
9m˜g˜
2(1 + m˜)4
(
1 +
m˜λ˜
g˜2
)2
, (5.135)
η0 = −
(
1− ηK
d+ 2
)
g˜
(1 + m˜)3
1 + 3
2
(
m˜λ˜
g˜2
)2
+
9m˜
2(1 + m˜)
(
1 +
m˜λ˜
g˜2
)2 . (5.136)
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Open quantum systems
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Chapter 6
Introduction
6.1 Motivation
As discussed in the first part of this Thesis, non-equilibrium features in isolated quantum many-
body systems may appear in both the transient dynamics and in the non-thermal stationary states
of integrable systems. However, these steady states are fragile against the presence of non-integrable
perturbations (with the remarkable exception of many-body localized systems, possibly). By contrast,
robust non-equilibrium steady states may be created by coupling a system to an environment, theoret-
ically modelled with reservoirs, i.e., collections of particles (or other degrees of freedom) much larger
than the system, which are therefore able to impose an irreversible dynamics on the systems vari-
ables. Reservoirs are, in fact, typically used to model dissipative processes, or to model the incoherent
injection of particles or energy into the system [254–256].
The physics of open systems has been widely studied in the context of classical systems, for which
the concepts of emerging collective phenomena and universality, initially developed in equilibrium
systems, also apply [120,121,128–130,232,257]. For open quantum systems, instead, this understanding
is much less developed, but it has gained increasing attention in last years, as a consequence of a surge of
experiments in cold atomic gases [258–260], trapped ions [261,262] and quantum optical platforms [263–
268]. The steady-state of these systems is not determined by some equilibrium distribution, but
rather by a dynamical balance of pumping and losses: they are thus not guaranteed to thermalize,
as detailed balance is typically broken by the presence of the driving. These non-equilibrium steady
states thus realize scenarios without counterpart in condensed, equilibrium matter: this rules out the
usual theoretical equilibrium concepts and techniques, and calls for the development of new theoretical
tools [269]. This posed theoretical questions on the existence of novel phases of matter [270–274] and
the nature of phase transitions in these driven systems [264,275–279].
In the following, we will discuss more in detail the specific case of non-equilibrium Bose-Einstein
condensation, which represents a paradigm of this quest for non-equilibrium phenomena in open
quantum systems.
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6.2 Equilibrium Bose-Einstein condensation
Before addressing the case of nonequilibrium Bose-Einstein condensation (BEC), we briefly review its
basic features in the equilibrium case. The simplest approach to the equilibrium BEC in statistical
physics [280, 281] is based on a grand-canonical description of an ideal three-dimensional Bose gas
in thermal equilibrium with inverse temperature β = 1/kBT and chemical potential µ ≤ 0 in terms
of the Bose distribution, nk = [e
β(k−µ) − 1]−1, where k = ~2k2/2m is the energy of the state of
momentum ~k and m the mass of the particles. For any given temperature T , the maximum density
of particles that can be accommodated in the excited states at k 6= 0 grows upon increasing µ and
then saturates at nmax(T ) for µ = 0. If the actual density of particles n exceeds this threshold, the
extra particles must accumulate into the lowest state at k = 0, forming the so-called condensate. This
happens for spatial dimensions d ≥ 3, and therefore BEC cannot occurs for dimensions lower than
d = 3. In fact, in spatial dimension d < 3, the long-range order of the condensate is not stable against
thermal fluctuations and is replaced by a so-called quasi-condensate, in agreement with the Hohenberg-
Mermin-Wagner theorem of statistical physics [280]: while order is present up to intermediate length
scales, upon increasing the distance, it decays (at finite T ) with an exponential (in d = 1) or algebraic
(in d = 2) law.
An alternative, mathematically equivalent condition — the so-called Penrose-Onsager criterion [282]
— involves the long-distance limit of the coherence function of the matter field Ψˆ(r) describing the
Bose particles undergoing condensation, i.e.,
lim
|r−r′|→∞
〈
Ψˆ†(r) Ψˆ(r′)
〉
= nBEC > 0; (6.1)
as the coherence in Eq. (6.1) is the Fourier transform of the momentum distribution nk, it is immediate
to see that the two different definitions of condensate fraction nBEC in terms of a macroscopic occu-
pation nk=0 of the lowest mode and of the long-distance behavior of the coherence actually coincide.
Moreover, a further equivalent description of the condensation was presented in Ref. [283]: in order
to highlight the mechanism of spontaneous symmetry breaking it is convenient to introduce a fictitious
external field η coupling to the quantum matter field via the Hamiltonian
Hext = −
∫
d3r
[
ηΨˆ†(r) + η∗Ψˆ(r)
]
, (6.2)
which explicitly breaks the U(1) symmetry. As in a ferromagnet the direction of the magnetization is
selected by an external magnetic field B, in the presence of an η field the quantum matter field Ψˆ(r)
acquires a finite expectation value. For T < TBEC , this expectation value
Ψ0 = lim
η→0
lim
V→∞
〈
Ψˆ(r)
〉
(6.3)
remains finite even for vanishing η in the thermodynamic limit V →∞, and is related to the condensate
density by nBEC = |Ψ0|2. As usual for phase transitions, the order in which the zero-field and the
infinite-volume limits are taken in Eq. (6.3) is crucial [280].
In the presence of inter-particle pair interactions, all condensation criteria based on the lowest
mode occupation, on the long-distance coherence and on the spontaneous coherent matter field remain
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valid. However, the underlying physics is much more complex and we refer the reader to the specialized
literature on the subject, e.g. Ref. [281]. For our purposes, we only need to mention that at equilibrium
at T = 0 the condensate order parameter Ψ0(r) in the presence of an external potential V (r) can be
obtained in the dilute-gas regime by minimizing the so-called Gross-Pitaevskii (GP) energy functional,
E[Ψ0] =
∫
d3r
{
~2|∇Ψ0(r)|2
2m
+ V (r)|Ψ0(r)|2 + g
2
|Ψ0(r)|4
}
, (6.4)
where the normalization of Ψ0 is set by the total number N of particles in the system, i.e., N =∫
d3r|Ψ0(r)|2, and g = 4pi~2a0/m quantifies the strength of the (local) interactions, proportional to
the s-wave inter-particle scattering length a0. In terms of a0, the dilute-gas regime corresponds to
na30  1. The mathematical form of the GP energy functional (6.4) guarantees that the condensate
wavefunction Ψ0(r) keeps a constant phase throughout the whole system even in the presence of the
external potential V (r), while the density profile |Ψ0(r)|2 develops large variations in space.
Finally, at this same level of approximation, the condensate dynamics is ruled by the time-
dependent Gross-Pitaevskii equation,
i~
∂Ψ0(r, t)
∂t
= −~
2∇2Ψ0(r, t)
2m
+ V (r)Ψ0(r, t) + g|Ψ0(r, t)|2 Ψ0(r, t), (6.5)
which has the mathematical form of a nonlinear Schro¨dinger equation.
6.3 Bose-Einstein condensation in driven-dissipative systems
In the early 1970’s, the pioneering studies in Refs. [284,285] proposed a very insightful interpretation
of the laser threshold in terms of a spontaneous breaking of the U(1) symmetry associated with the
phase of the emitted light. Similarly to what happens to the order parameter at a second-order phase
transition, such an optical phase is randomly chosen every time the device is switched on and it remains
constant for macroscopically long times. Moreover, a long-range spatial order is established, as light
emitted by a laser device above threshold is phase-coherent on macroscopically large distances. While
textbooks typically discuss this interpretation of laser operation in terms of a phase transition for
the simplest case of a single-mode laser cavity, rigorously speaking it is valid only in spatially infinite
systems. In fact, only in this case one can observe non-analytic behaviors of the physical quantities
at the transition point. In particular, the onset of long-range order is typically assessed by looking
at the long-distance behavior of the correlation function of the order parameter, which, for a laser,
corresponds to the first-order spatial coherence of the emitted electric field Eˆ(r),
lim
|r−r′|→∞
〈
Eˆ†(r) Eˆ(r′)
〉
: (6.6)
the spontaneous symmetry breaking is signalled by this quantity becoming non-zero. The average
〈. . . 〉 is taken on the stationary density matrix of the system. In order to be able to probe the long-
distance behavior, experimental studies need devices with a spatially extended active region. The
so-called VCSELs (vertical cavity surface emitting lasers) (see Fig. 6.1, left panel for a schematic
structure of a VCSEL) are perhaps the most studied examples in this class [286, 287]: by using an
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Figure 6.1: Left panel: schematic structure of a VCSEL (from Ref. [286]). Right panel: coherence of
an array of VCSELs, measured for different values of the pump rate (from Ref. [287]).
active medium sandwiched between a pair of plane-parallel semiconductor mirrors, one can realize
devices of arbitrarily large size, the only limitation coming from extrinsic effects such as the difficulty
of having a spatially homogeneous pumping of the active material and of avoiding disorder of the
semiconductor microstructure.
There is an important difference between the equilibrium BEC discussed in the previous Section
and laser operation: in the former, the system is assumed to be in thermal equilibrium at temperature
T , so the density matrix ρeq of the system is given by the Boltzmann factor of equilibrium statistical
mechanics ρeq ∝ exp(−H/kBT ). A laser is, instead, an intrinsically non-equilibrium device, whose
steady state is determined by a dynamical balance of pumping and losses, the latter being essential in
order to generate the output laser beam used in any application. As a result, one can think of laser
operation in spatially extended devices as an example of non-equilibrium BEC.
In between the two extreme cases of equilibrium BEC and laser operation, experiments with gases
of exciton-polaritons in microcavities [266], of magnons [288] and of photons [289] have explored the full
range of partially thermalized regimes depending on the ratio between the loss and the thermalization
rates, the latter being typically due to interparticle collisions within the gas and/or to interactions with
the host material. In particular, exciton-polaritons have proved to be a versatile experimental platform
for studying condensation [267,290,291]. Exciton-polaritons are quasi-particles which emerge in planar
semiconductor microcavities embedding a quantum well (see Fig. 6.2 for a schematic description). In
a microcavity, photons are confined inside metallic and/or dielectric planar mirrors: as a consequence
of confinement along one (or more) directions, their motion along the remaining extended directions is
characterized by an effective mass. The high reflectivity of the mirrors allow the photons to strongly
interact with the excitonic modes in the quantum well, thus originating polaritonic quasiparticles.
These new quasiparticles are characterized by a two-fold dispersion law (lower and upper polaritons),
which derives from the hybridization of the photonic and excitonic bands (see Fig. 6.2, right panel).
Moreover, polaritons have a finite lifetime, and they need to be continuously replenished in order to
maintain their population constant. Most importantly, they are interacting particles, as they inherit
the screened Coulomb interaction from their excitonic component.
While the shape of an equilibrium condensate is obtained by minimizing the Gross-Piteavskii
energy functional, non-equilibrium BECs appear to be significantly less universal as their theoretical
description typically requires some microscopic modelling of the specific dissipation and pumping
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Figure 6.2: Left panel: Sketch of a planar semiconductor microcavity delimited by two Bragg mirrors
and embedding a quantum well (from Ref. [266]). Right panel: dispersion of the polariton modes
versus in-plane wave vector. The exciton dispersion is almost flat due to the heavy mass of the exciton
compared to that of the cavity photon. In the polariton condensation experiments under incoherent
pumping reported in this figure, the system is incoherently excited by a laser beam tuned at a very
high energy. Relaxation of the excess energy (via phonon emission, exciton-exciton scattering, etc.)
leads to a population of the lowest-energy modes of the polaritonic band (from Ref. [266]).
mechanisms present in a given experimental set-up. For a comprehensive discussion of the main
configurations, we refer the interested reader to the recent review article [267]. Here we summarize
the simplest and most transparent of such descriptions, which is based on the following complex
Ginzburg-Landau evolution equation for the order parameter,
i~
∂Ψ0
∂t
= − ~
2
2m
∇2Ψ0 + V (r)Ψ0 + g|Ψ0|2 Ψ0 − i~
2
[
γ − P
1 + |Ψ0|
2
nsat
]
Ψ0, (6.7)
inspired by the so-called semiclassical theory of the laser. In addition to coherent terms present in
the equilibrium description (6.5), Eq. (6.7) accounts for the losses occurring with rate γ and for the
stimulated pumping of new particles into the condensate at a bare rate P , which then saturates once
the condensate density exceeds the saturation density nsat. Given the driven-dissipative nature of
this evolution equation, the steady state has to be determined as the long-time limit of the dynamical
evolution. This apparently minor difference has profound implications, as the breaking of time-reversal
symmetry by the pumping and loss terms in (6.7) allows for steady-state configurations with a spatially
varying phase of the order parameter, which physically corresponds to finite particle currents through
the condensate. This feature was first observed in Ref. [292] as a ring-shaped condensate emission
in the wavevector k-space and, in the presence of disorder, as an asymmetry of the emission pattern
under reflections, n(k) 6= n(−k) [293]. The theoretical interpretation proposed in Ref. [294] was
soon confirmed by the more detailed experiments in Ref. [295]. Another feature of Eq. (6.7) which
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clearly distinguishes non-equilibrium systems from their equilibrium counterparts is the dispersion
of the collective excitations on top of a condensate. As first predicted in Refs. [296–298], the usual
Bogoliubov dispersion ~ωeq,k = [k(k+ 2g|Ψ0|2)]1/2 of spatially homogeneous condensates is modified
by pumping and dissipation to ωneq,k = −iΓ/2 + [ω2eq,k − Γ2/4]1/2, where the dissipation parameter
Γ = γ(1 − Pc/P ) depends on the pumping power P in units of its threshold value Pc. In particular,
the usual sonic (linear) dispersion of low-wavevector excitations in equilibrium condensates is strongly
modified into a flat, diffusive region [299].
Figure 6.3: Left panel: Intensity of the emitted light as a function of the wavelength for a photon
condensate above the condensation threshold (from Ref. [289]). Right panel: Integrated photolu-
minescence of as a function of the emission energy for a lasing microcavity. The red (black) curve
corresponds to measurements above (below) the condensation threshold (from Ref. [300]).
A remarkable question is how the spatial dimensionality affects the nature of such transition.
As anticipated in the previous Section, below d < 3, the long-range order of the condensate is not
stable against thermal fluctuations in agreement with the Hohenberg-Mermin-Wagner theorem. In
d = 2, the systems undergoes a continuous Berezinskii-Kosterlitz-Thouless (BKT) transition [301,
302], where a vortex binding-unbinding mechanism mediates between two phases characterized by
exponentially decaying and algebraic correlations. In d = 1 the system only display exponentially
decaying correlations.
While this result was first discussed in the late 60’s for equilibrium systems [303,304], a first mention
in the non-equilibrium context was already present in the above-cited seminal work by Graham and
Haken [284]: in this latter case, however, fluctuations did not have a thermal origin, but were an
unavoidable consequence of the quantum nature of the field undergoing condensation. Independently
of this pioneering work, this result was rediscovered later on in Refs. [296, 298] and then extended to
the critical region using renormalization-group techniques. Within this approach, several new features
emerged: in d = 3 novel critical exponents appear [278] while the d = 2 algebraic long-range decay of
correlations is destroyed and replaced by a stretched exponential [271].
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6.4 Thermalization in photonic and polaritonic gases
In most of the experiments on BEC in polariton and photon gases conducted so far, a special effort
was made in order to understand whether the system was thermalized or not. One can in fact
expect that some effective thermalization might occur even in non-equilibrium regimes as soon as the
thermalization time is shorter than the lifetime of the particles. In order to experimentally assess this
quasi-equilibrium condition, the measured momentum and/or energy distribution of the non-condensed
particle was typically compared with a Bose distribution. The observation of this thermal distribution
is to be expected in polariton and photon gases showing frequent collisions [266, 289] as illustrated
in the left panel of Fig. 6.3. The mechanism leading to this thermal distribution for photon gases in
dye-filled microcavities is quite distinct from that in polaritons, where it is mediated by inter-particle
collisions. In the photon gas [289, 305], the dye acts as a reservoir which, via repeated absorption
and reemission of photons, can establish a thermal distribution, provided that the Kennard-Stepanov
relation between absorption and emission is satisfied. On the other hand, it was quite a surprise
when the experiment in Ref. [300] reported a momentum distribution with a thermal-like tail even
in a lasing regime where the photons should not be thermalized — see the right panel of Fig. 6.3.
This observation cast some doubts on the interpretation of similar available experimental results; in
particular, several authors have tried to develop alternative models to justify the observed thermal
tail in terms of generalized, strongly non-equilibrium laser theories [5, 306].
In general it is unclear, a priori, by which physical mechanism an effective temperature is possibly
established in these systems and, in case, what determines its value. Recent work, however, suggests
possible mechanisms where an effective temperature can occur as a consequence of the competition
between driven-dissipative and coherent dynamics [277,278,307–313]. Irrespective of its cause, effective
thermalization often affects only the low-energy degrees of freedom [184,219,277,278,296,307–314].
All these examples show clearly that the presence of effective thermodynamic equilibrium (which
might be established only in a subsystem or within a specific range of frequencies) in the steady state
of a system is often by no means obvious. Hence, before addressing the question of whether the time
evolution of a certain system leads to thermalization or not, it is imperative to identify criteria which
allow a clear-cut detection of thermodynamic equilibrium conditions in the stationary state. In this
regard, it is important to consider not only the static properties of the density matrix of the system,
which describes its stationary state, but also the dynamics of fluctuations: being encoded, e.g., in
two-time correlation and response functions (through the so-called fluctuation-dissipation theorem),
it might or might not be compatible with equilibrium.
6.5 Paraxial quantum optics
As discussed in Sec. 6.1, in the last few years many-body physics has embraced a novel class of systems,
the so-called quantum fluids of light [267]. In these optical systems, light and matter combine to
generate new photonlike particles that, differently from vacuum photons, are characterized by sizeable
effective masses and mutual interactions and, therefore, may give rise to novel states of matter. One
of the most used platforms to study the physics of quantum fluids of light is the semiconductor
planar microcavity, in which the cavity photons and the quantum-well excitons strongly couple to
form mixed light-matter interacting bosonic quasiparticles called exciton polaritons [290]. Numerous
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quantum-hydrodynamics collective phenomena have been investigated theoretically and successfully
observed experimentally in such exciton-polariton fluids [267]. Nevertheless, fluids of light in cavity-
based systems are inevitably subject to losses, which is typically detrimental for the experimental
observation of coherent quantum dynamical features, as the ones described in the first part of this
Thesis.
An alternative platform for studying many-body physics in photon fluids is based on light prop-
agating in a bulk nonlinear (of Kerr type) optical medium. In classical optics, in fact, the paraxial
propagation of a beam of light can be described by a nonlinear equation formally identical to the
Gross-Pitaevskii equation for a dilute Bose-Einstein condensate [281], if the so-called paraxial and
slowly-varying-envelope approximations are satisfied [315–318]. This similarity has been used in a
number of theoretical and experimental works where the physics of lasing non-linear systems has been
reformulated in the hydrodynamics language [319–325].
The question if this framework could be extended to quantum optics has been recently addressed
in a series of works [208, 326], in which it was shown that the paraxial propagation of quantum
light can be mapped to a many-body quantum nonlinear Schro¨dinger formalism with the roles of
the propagation coordinate and time exchanged. These investigations exemplified the potential of
nonlinear paraxial optics as a novel platform for experimental studies of non-equilibrium dynamical
problems in many-body quantum physics.
Chapter 7
A quantum Langevin model for
non-equilibrium condensation
Abstract
We develop a quantum model for non-equilibrium Bose-Einstein condensation of pho-
tons and polaritons in planar microcavity devices. The model builds upon laser theory
and includes the spatial dynamics of the cavity field, a saturation mechanism and some
frequency-dependence of the gain: quantum Langevin equations are written for a cavity
field coupled to a continuous distribution of externally pumped two-level emitters with a
well-defined frequency. As a an example of application, the method is used to study the
linearised quantum fluctuations around a steady-state condensed state. In the good-cavity
regime, an effective equation for the cavity field only is proposed in terms of a stochas-
tic Gross-Pitaevskii equation. Perspectives in view of a full quantum simulation of the
non-equilibrium condensation process are finally sketched.
As anticipated in Chapter 6.3, the common starting point of the descriptions of BEC in driven-
dissipative systems relies on the phenomenological stochastic Gross-Pitaevskii equations (SGPE) re-
ported in Eq. (6.7). The only exception is the numerical simulation reported in [327] where the BEC
phase transition was studied in the so-called Optical Parametric Oscillator (OPO) configuration which
is amenable to an almost ab initio truncated-Wigner description of the field dynamics. In all other
cases, the strength and the functional form of the noise terms had to be introduced in a phenomenolog-
ical way [312,328]. The purpose of this Chapter is to develop a fully quantum model of the system from
which one can derive a SGPE under controlled approximations. In contrast to previous derivations
of the SGPE based, e.g., on Keldysh formalism [329] or on the truncated-Wigner representations of
the field [327,328], our derivation is performed through the quantum Langevin approach [256]: on one
hand, this approach offers a physically transparent description of the baths and, in particular, of the
incoherent pumping mechanism. On the other hand, it allows to capture within a simple Markovian
theory the frequency-dependence of the pumping and dissipation baths. In the good cavity limit, we
can then adiabatically eliminate the matter degrees of freedom, which results in an effective dynamics
for the cavity photon field only: in particular, explicit expressions for the Langevin terms are pro-
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vided, which can eventually be used as a starting point for more sophisticated statistical mechanics
calculations.
This Chapter is organised as follows. In Sec. 7.1 we present the model and we derive the quantum
Langevin equations. In Sec. 7.2, we present the mean-field theory of the condensation process and we
illustrate the U(1) spontaneous symmetry breaking phenomenon. In the following Sec. 7.3 we study
the excitation modes of the system and the effect of fluctuations around the condensate: in particu-
lar, predictions for the momentum distribution of the thermal component and for the luminescence
spectrum are given. In Sec. 7.4 we discuss the good cavity limit where our equations can be reduced
to a stochastic Gross-Pitaevskii equation. Conclusions are finally drawn in Sec. 7.5.
7.1 The model
Our microscopic theory extends early models on laser operation [330–333] to the spatially extended
case of planar cavities with a parabolic dispersion of the cavity photon as a function of the in-plane
wavevector k,
ωk = ω0 +
k2
2m
. (7.1)
with a cut-off frequency ω0 and an effective mass m [267]. This simple description of cavity modes
well captures the physics of planar DBR semiconductor microcavities in both the weak and the strong
light-matter coupling regimes: in particular, low-momentum polaritons used in the condensation ex-
periment [266] are straightforwardly included as dressed photon modes with suitably renormalised ω0
and m parameters. When supplemented with an harmonic potential term accounting for the mirror
curvature, this same formalism also describes the mesoscopic cavity of [289].
As it is sketched in Fig.7.1, the cavity field is then coupled to a set of two-level emitters. Both the
emitters and the cavity are subject to losses of different natures, while energy is continuously injected
into the system by pumping the emitters to their excited state. The steady-state of the system is
therefore determined by a dynamical balance of pumping and losses. In this description, both Bose-
Einstein condensation and lasing consist in the appearance of a macroscopic coherent field in a single
mode of the cavity (typically the k = 0 one), monochromatically oscillating at a given frequency ω and
with a long-distance coherence extending in the whole system. Part of the in-cavity light eventually
leaves the cavity via the non-perfectly reflecting mirror and end up forming a coherent output beam
of light.
While this theory directly builds on standard laser theory, it is generic enough to capture the
main specificities of exciton-polariton condensation under an incoherent pumping scheme which was
experimentally demonstrated in [266]. In this case, the dispersion is the polariton one and the two-
level emitters provide a model description of the complex irreversible polariton scattering processes
replenishing the condensate [290, 329]. The main gain process consists of binary polariton scattering
where two polaritons located around the inflection point of their dispersion are scattered into one
condensate polariton and one exciton (which is then quickly lost). In our model, the excited state of
the emitters correspond to pairs of polaritons located around the inflection point of their dispersion,
while the ground state of the emitter corresponds to having one exciton resulting from the collision.
At simplest order, the emitter energy ν is then approximately equal to the difference of the energy of
the pair around the inflection point and of the exciton, ~ν ≈ 2Einfl − Eexc, that is the energy where
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Figure 7.1: A pictorial representation of the model. Emitters lose energy at a rate γ while energy is
pumped in at a rate d. Photons can leave the cavity after a time κ−1.
the collisional gain is expected to be maximum. Extensions of this theory including more complicate
emitters can be used to describe the dye molecules involved in the photon condensation experiments
of [289]. Several possibilities in this direction are explored in [334,335].
7.1.1 The field and emitter Hamiltonians and the radiation-emitter coupling
Given the translational symmetry of the system along the cavity plane, the in-plane momentum k
of the photon is a good quantum number and the (bare) photon dispersion of a given longitudinal
mode is well described by the parabolic dispersion (7.1). The emitters are fixed in space according to
a regular square lattice and do not have any direct interaction.
Taking for notational simplicity ~ = 1, the free Hamiltonian of the field and of the emitters has
the usual form
Hfree =
∑
k
ωkbˆ
†
kbˆk +
∑
i
νSzi (7.2)
where ωk is the cavity dispersion defined in (7.1) and ν is the emitter frequency. The bˆk, bˆ
†
k operators
satisfy bosonic commutation rules [bˆk, bˆ
†
k′ ] = δk,k′ , while the emitter operators S
±,z satisfy the usual
algebra of spin-1/2 operators.
Within the usual rotating-wave approximation, the radiation-matter coupling is then:
Hint =
ig√
V
∑
i
∑
k
(
eik·xi bˆk S+i − e−ik·xi bˆ†k S−i
)
, (7.3)
where xi is the position of the i-th emitter and V is the total volume of the system.
Assuming periodic boundary conditions, we can introduce the D-dimensional real-space cavity
field
φ(x) =
1√
V
∑
k
eik·x bˆk. (7.4)
In terms of the field φ(x), local binary interactions between the cavity photons can be added to the
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model via a two-body interaction term of the form
H(4) =
λ
2
∫
V
dDxφ†(x)φ†(x)φ(x)φ(x), (7.5)
which in momentum space reads:
H(4) =
λ
2V
∑
kk′q
bˆ†k+qbˆ
†
k′−qbˆk′bk. (7.6)
Physically, such a term can describe a Kerr χ(3) optical non-linearity of the cavity material or, equiv-
alently, polariton-polariton interactions [267].
7.1.2 Dissipative field dynamics: radiative losses
The cavity field is coupled to an external bath of radiative modes via the non-perfectly reflecting
cavity mirrors. As usual, this can be modelled by coupling each k mode of the field with a bath of
harmonic oscillators [336]. The resulting quantum Langevin equations [256] then have the form
dbˆ†k
dt
=
(
iωk − κ
2
)
bˆ†k + F
†
k. (7.7)
Here, κ is the decay rate of the field and the zero-mean quantum noises F †k are uncorrelated and have
a delta-like correlation in time
〈F †k(t)Fk′(t′)〉 = 0 (7.8)
〈Fk(t)F †k′(t′)〉 = κ δ(t− t′) δk,k′ . (7.9)
This form of the quantum Langevin equation requires that the initial total density matrix factorizes in
the cavity and bath parts and that the bath density matrix corresponds to an equilibrium state at very
low temperature. Both approximations are well satisfied by realistic systems, since the frequencies
involved in optical experiments are very high as compared to the device temperature, typically at or
below room temperature. As a result, cavity photons can only spontaneously quit the cavity after a
lifetime κ−1, while no radiation can enter the cavity from outside.
7.1.3 Dissipative emitter dynamics: losses and pumping
The dissipative dynamics of the emitter requires a bit more care because of the intrinsic nonlinearity
of a two-level system.
We take each emitter to be independently coupled to its own loss bath with a Hamiltonian of the
form
Hγ =
∑
q
(
γ∗qS
+Aq + γqA
†
qS
−
)
. (7.10)
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Here, q indicates the modes of the bath, γq are the coupling constants, and Aq are the bath opera-
tors, assumed to have bosonic nature and an initially very low temperature. Performing a Markov
approximation, the quantum Langevin equations for the spin-like operators of the emitter read
dSz
dt
∣∣
γ
= −γ (12 + Sz)+Gzγ
dS+
dt
∣∣∣
γ
=
(
iν − γ2
)
S+ +G+γ .
(7.11)
The deterministic part of these equations shows that each emitter tends to decay towards its lower
state independently of its neighbors. Differently from what happened to the cavity mode in (7.8) and
(7.9), the noise operators G+γ and G
z
γ now depend on the initial state of the bath Aq(t0) as well as on
the instantaneous spin operators:
Gzγ(t) = −i
∑
q
[
γ∗q e
−iωq(t−t0)S+(t)Aq(t0)γqeiωq(t−t0)A
†
k(t0)S
−(t)
]
, (7.12)
G+γ (t) = −2i
∑
k
γke
iωk(t−t0)A†k(t0)S
z(t). (7.13)
Under the same conditions assumed for the cavity operators, the quantum noises on the different
emitters are uncorrelated and have a delta-like temporal correlation,
〈Gαγ,i(t)Gα
′
γ,j(t
′)〉 = 2Dαα′γ (t)δ(t− t′) δij . (7.14)
Among the many α, α′ = +, −, z terms, the only non-zero diffusion coefficients are:
D−+γ =
γ
2
, D−zγ =
γ
2
〈S−〉, Dz+γ =
γ
2
〈S+〉, Dzzγ =
γ
2
(
1
2
+ 〈Sz〉
)
. (7.15)
The dependence of the diffusion coefficients on the spin operator averages stems from the intrinsic
optical nonlinearity of two-level emitter and makes calculations much harder.
The incoherent external pumping of the system is modelled by coupling each emitter with a bath of
inverted oscillators as typically done in laser theory [256]. This leads to quantum Langevin equations
of the form {
dSz
dt
∣∣
d
= d
(
1
2 − Sz
)
+Gzd,
dS+
dt
∣∣∣
d
=
(
iν − d2
)
S+ +G+d
(7.16)
Again, the noise operators Gαd depend on the spin operators and satisfy delta-like correlation functions
in time. The only non-zero diffusion coefficients are now:
D+−d =
d
2
, D+zd = −
d
2
〈S+〉, (7.17)
Dz−d = −
d
2
〈S−〉, Dzzd =
d
2
(
1
2
− 〈Sz〉
)
. (7.18)
Combining the two loss and pumping contributions to the emitter dissipative dynamics, one finally
obtains 
dSz
dt
∣∣
γ+d
= Γ
(D
2 − Sz
)
+Gz,
dS+
dt
∣∣∣
γ+d
=
(
iν − Γ2
)
S+ +G+,
(7.19)
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where Γ = d+ γ and Gα(t) = Gαγ (t) +G
α
d (t). The stationary value of the average inversion operator
Sz in the absence of any cavity field can be called unsaturated population inversion and depends only
on the ratio between damping rates x = d/γ,
D = d− γ
d+ γ
. (7.20)
In the α, α′ = +, −, z basis, the diffusion matrix Dαα′ of the total external noise operators Gα is
given by:
Dαα
′
=
 0 γ2 γ2 〈S+〉d
2 0 −d2〈S−〉
−d2〈S+〉 γ2 〈S−〉 Γ2
(
1
2 −D〈Sz〉
)
 . (7.21)
7.1.4 The quantum Langevin equations
Putting all terms together, we obtain the final quantum Langevin equations for the i-th emitter and
the k cavity mode operators,
dSzi
dt
= Γ
(D
2
− Szi
)
+
g√
V
∑
k
(
eik·xi S+i bˆk + e
−ik·xi bˆ†k S
−
i
)
+Gzi , (7.22)
dS+i
dt
=
(
iν − Γ
2
)
S+i −
2g√
V
∑
k
e−ik·xi bˆ†k S
z
i +G
+
i , (7.23)
dbˆ†k
dt
=
(
iωk − κ
2
)
bˆ†k −
g√
V
∑
i
eik·xi S+i + F
†
k. (7.24)
These equations can be rewritten in real space in terms of field and spin-density operators. Assuming
the emitters to be arranged on a regular square lattice with density nA and to have a fictitious size
equal to the lattice cell volume a = n−1A , these latter can be defined as
Sα(x) =
∑
i
δ(D)a (x− xi)Sαi (7.25)
in terms of delta distributions broadened over a spatial area a. Assuming that the bosonic field φ(x) is
almost constant over a length ∼ a allows us to approximate δ(D)a (x) as a delta function, simplifying the
algebra of the spin densities and the form of the quantum Langevin equations. In this representation,
the spin algebra in the cartesian αi = x, y, z basis has the form
[Sα1(x), Sα2(x′)] = iεα1α2α3S
α3(x)δ(D)a (x− x′). (7.26)
Summing up, the real space quantum Langevin equations can be written as
∂Sz(x)
∂t
= Γ
[
nA
D
2
− Sz(x)
]
+ g
[
S+(x)φ(x) + φ†(x)S−(x)
]
+Gz(x), (7.27)
∂S+(x)
∂t
=
[
iν − Γ
2
]
S+(x)− 2gφ†(x)Sz(x) +G+(x), (7.28)
∂φ†(x)
∂t
=
[
iω(i∇x)− κ
2
]
φ†(x)− gS+(x) + F †(x). (7.29)
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with a spatially local noise correlation
〈Gα(t,x)Gα′(t′,x′)〉 = Dαα′(x)δ(D)a (x− x′)δ(t− t′), (7.30)
with
Dαα
′
(x) =
 0 γ2 nA γ2 〈S+(x)〉d
2 nA 0 −d2〈S−(x)〉
−d2〈S+(x)〉 γ2 〈S−(x)〉 Γ2
(
nA
2 −D〈Sz(x)〉
)
 . (7.31)
Another useful representation of the previous equations is in momentum space: defining the Fourier
transform of the spin-density as
Sαk =
∫
ddxSα(x)e−ik·x, Sα(x) =
1
V
∑
k
Sαke
ik·x, (7.32)
we have the spin commutation relations
[Sα1k , S
α2
k′ ] = iεα1α2α3S
α3
k+k′ , (7.33)
and the quantum Langevin equations
dSzk
dt
= Γ
(
δk,0NA
D
2
− Szk
)
+
g√
V
∑
q
(
S+k−qbˆq + bˆ
†
qS
−
k+q
)
+Gzk (7.34)
dS+k
dt
=
(
iν − Γ
2
)
S+k − 2
g√
V
∑
q
bˆ†qS
z
k+q +G
+
k , (7.35)
dbˆ†k
dt
=
(
iωk − κ
2
)
bˆ†k −
g√
V
S+−k + F
†
k. (7.36)
Momentum space noise operators then satisfy
〈Gαk(t)Gα
′
k′ (t
′)〉 = 2Dαα′k+k′δ(t− t′), (7.37)
(7.38)
with
Dαα
′
k+k′ =
 0
γ
2 NAδk,−k′
γ
2 〈S+k+k′〉
d
2 NAδk,−k′ 0 −d2〈S−k+k′〉
−d2〈S+k+k′〉 γ2 〈S−k+k′〉 Γ2
(
NA
2 δk,−k′ −D〈Szk+k′〉
)
 . (7.39)
Before proceeding with our discussion, it is worth pointing out that what we have introduced so far
is a minimal quantum model to describe condensation in a spatially extended geometry. Depending
on the specific system under investigation, other terms might be needed, for instance dephasing of the
emitter under the effect of a sort of collisional broadening, or several species of emitters with different
resonance frequencies νi so to account for more complex gain spectra.
In our formalism, dephasing corresponds to terms of the form
ρ˙ =
Γcoll
2
(4SzρSz − ρ) (7.40)
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in the master equation [337], Γcoll being the contribution of the dephasing to the dipole relaxation
rate. In the quantum Langevin formalism, these processes give additional deterministic terms dS
+
dt
∣∣∣
coll
= −ΓcollS+ +G+coll,
dSz
dt
∣∣
coll
= 0,
(7.41)
and an additional contribution to the noise:{
〈G+coll(t)G−coll(t′)〉 = 2Γcoll
(
1
2 + 〈Sz〉
)
δ(t− t′),
〈G−coll(t)G+coll(t′)〉 = 2Γcoll
(
1
2 − 〈Sz〉
)
δ(t− t′). (7.42)
We have checked that including such terms does not introduce any qualitatively new feature in the
model.
7.2 Mean-field theory
As a first step in our study of non-equilibrium condensation effects, we study the mean-field solution
to the quantum Langevin equations. This amounts to neglecting the quantum noise terms in (7.34)-
(7.36) and replacing each operator with its expectation value. This study is the simplest in momentum
representation, where the mean-field motion equations for β∗k = 〈bˆ†k〉 and σαk = 〈Sαk 〉 have the form
σ˙zk = Γ
(
δk,0NA
D
2
− σzk
)
+
g√
V
∑
q
(
σ+k−qβq + β
∗
qσ
−
k+q
)
, (7.43)
σ˙+k =
(
iν − Γ
2
)
σ+k − 2
g√
V
∑
q
β∗qσ
z
k+q, (7.44)
β˙∗k =
(
iωk − κ
2
)
β∗k −
g√
V
σ+−k +
iλ
V
∑
qq′
β∗q+q′β
∗
k−q′βq, (7.45)
very similar to the ones of the semi-classical theory of lasers [338].
7.2.1 Stationary state: Bose condensation
While a trivial solution with all β∗k = σ
+
k = 0 is always present, for some values of the parameters
to be specified below, this solution becomes dynamically unstable and is replaced by other condensed
solutions with a non vanishing field amplitude. Inspired by experiments, we focus our attention on
the case where condensation occurs on the k = 0 state. This corresponds to inserting the ansatz
β∗k(t) = δk0
√
V β∗0 eiωt,
σ+k (t) = δk0 V σ
+
0 e
iωt,
σzk(t) = δk0 V σ
z
0 ,
(7.46)
into the mean-field equations, with the amplitudes β∗0 and σ
+
0 , the population inversion σ
z
0 and the
frequency ω to be determined in a self consistent way.
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In the λ = 0 case where direct photon-photon interactions vanish, a direct analytical solution of
the mean-field equations gives
ω =
ν
Γ +
ω0
κ
1
Γ +
1
κ
= ω0 +
κ
2
δ, (7.47)
where δ = 2(ν − ω0)/(Γ + κ) is the dimensionless detuning: the frequency ω is therefore equal to an
average of the bare field and dipole frequencies, weighted with their bare lifetimes. Analogously, we
find for the field and emitter observables,
|β0|2 = Γ
κ
[
nA
D
2
− Γκ
8g2
(
1 + δ2
)]
, (7.48)
σz0 =
Γκ
8g2
(
1 + δ2
)
, (7.49)
σ+0 = −
κ
2g
(1 + iδ)β∗0 . (7.50)
The condensation threshold is clearly visible in these results: for D/Γ < κ(1 + δ2)/4g2nA, the right-
hand side of (7.48) is negative, so only the trivial β0 solution is possible. For D/Γ > κ(1 + δ2)/4g2nA,
a condensed solution appears with a finite field intensity (7.48) and a corresponding emitter dipole
moment proportional to (7.50). Remind that both D = (d− γ)/(d+ γ) and Γ = d+ γ = γ(1 + x) are
here function of the pumping rate.
For finite values of λ, a similar derivation can be carried out. For the frequency, it gives
ω =
ν
Γ +
1
κ
(
ω0 + λ|β0|2
)
1
Γ +
1
κ
= ω0 + λ|β0|2 + κ
2
δλ, (7.51)
where the dimensionless detuning δλ = 2
(
ν − ω0 − λ|β0|2
)
/ (Γ + κ) now involves also the nonlinear
frequency shift of the field mode. For the field and the emitter observables, it gives:
|β0|2 = Γ
κ
[
nA
D
2
− Γκ
8g2
(
1 + δ2λ
)]
(7.52)
σz0 =
Γκ
8g2
(
1 + δ2λ
)
(7.53)
σ+0 = −
κ
2g
(1 + iδλ)β
∗
0 . (7.54)
7.2.2 Physical discussion
The most remarkable feature of the mean-field equations is the spontaneous symmetry breaking phe-
nomenon at the condensation threshold. The mean-field equations (7.43)-(7.45) are symmetric under
the U(1) transformation (β∗k, σ
+
k )→ (eiϕβ∗k, eiϕσ+k ) with arbitrary global phase ϕ. While for all values
of the parameters there is a trivial β0 = σ
+
0 = 0 solution which fulfils this symmetry, any non-trivial
solution has to choose a specific phase for β0 and σ
+
0 , only their modulus being fixed by (7.48) or
(7.52): as a result, the U(1) symmetry is spontaneously broken. In actual experiments, this phase is
randomly chosen. Note that since the symmetry transformation does not involve σz0 , its mean-field
value can always be non-zero.
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Figure 7.1: Intensity of the field (upper panels) and oscillation frequency of the condensate (lower
panels) as a function of the pumping parameter x = d/γ. Both quantities are shown for different
values of self-interaction λ and natural detuning ν − ω0. In all panels, γ = 10κ and g√nA = 7κ.
The behaviour of the field intensity |β0|2 and of the oscillation frequency ω is plotted in Fig.7.1
as a function of the pumping strength x = d/γ for different (negative) values of the natural field-
emitter detuning ν−ω0 < 0 (different curves) and different values of the (positive) nonlinear coupling
λ > 0 (different panels). In all cases, two thresholds are well visible: the lower one corresponds
to the standard switch-on of laser operation for sufficiently large pump strength. The upper one is
a consequence of our specific model and is due to the fact that the gain offered by the emitters is
suppressed when the effective emitter linewidth Γ = d+γ = γ(1 +x) appearing in (7.23) is very much
broadened by the pumping term d. As usual, whenever a non-trivial β0 6= 0 condensate solution is
available, the trivial solution becomes dynamically unstable. For all cases shown in this figure, the
order parameter β0 grows continuously from zero, so the condensation resembles a second-order phase
transition.
The behavior of the oscillation frequency shown in the lower panels of Fig.7.1 is determined by a
complex interplay of the bare frequencies of the cavity and of the emitter, weighted by their respective
linewidths and shifted by the nonlinear interaction energy λ according to (7.51).
The situation for positive detuning ν − ω0 > 0 is more complicate and a complete analysis of
the rich phenomenology goes beyond the scope of this Chapter. Not only the order parameter as
a function of pumping strength can be discontinuous [339] and bistable, but also the spatial shape
of the condensate can develop a complicate structure. As the gain is maximum on a k-space ring
of modes at a finite k, the choice of the specific combination of modes is determined by complex
mechanisms involving the interplay of pumping and dissipation, but also the geometrical details of the
system beyond the idealised spatially homogeneous approximation. This complex physics is typical of
non-equilibrium systems where no minimal free-energy criterion is available to determine the steady
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state of the system and is closely related to pattern formation in nonlinear dynamical systems [340].
First experimental evidence of condensation in spatially non-trivial modes was reported in [341] and
discussed in [294]. More complicate spatial features were investigated in [329,342].
7.3 Quantum fluctuations
7.3.1 Linearised theory of small fluctuations
The mean-field steady-state solution obtained in the previous Section is the starting point for a
linearised theory of fluctuations. In the spirit of Bogoliubov and the spin wave approximations, we
can linearise Eqs.(7.34)-(7.36) around the steady-state by performing the operator replacement:
bˆ†k =
(
δk0
√
V β∗0 + δbˆ
†
k
)
eiωt,
S+k =
(
δk0 V σ
+
0 + δS
+
k
)
eiωt,
Szk = δk0 V σ
z
0 + δS
z
k :
(7.55)
β∗0 , σ
+
0 and σ
z
0 are here the mean-field steady-states as defined in (7.52)-(7.54) with a frequency ω
determined by (7.51). Fluctuations around the mean-field are described by the δbˆ†k, δS
+
k and δS
z
k
operators which inherit the commutation rules from the original bˆ†k, S
+
k and S
z
k operators.
Substituting the previous expressions into the motion equations (7.34)-(7.36) and neglecting terms
of second or higher order in the fluctuation operators, we obtain a set of coupled linear equations
dvk
dt
= Akvk + F˜k, (7.56)
for the (rescaled) fluctuation vector
vtk = (δ
˜ˆ
b
†
−k, δ
˜ˆ
bk, δS
+
k , δS
−
k , δS
z
k), (7.57)
with a quantum noise vector
F˜tk = (F˜
†
−k, F˜k, G˜
+
k , G˜
−
k , G˜
z
k). (7.58)
For notational convenience, we have used the rescaled quantities δ
˜ˆ
b
†
k =
√
V δbˆ†k with rescaled noise
terms F˜ †k =
√
V e−iωtF †k and G˜
+
k = e
−iωtG+k and G˜
z
k = G
z
k. The equations for the Hermitian conjugate
quantities δS−k and δbˆk follow straightforwardly from δS
−
−k = (δS
+
k )
† and δbˆk = (δbˆ
†
−k)
†.
Defining the shorthands zλ = 1 + iδλ and k = k
2/2m, the Bogoliubov matrix Ak is equal to
Ak =

−κ2zλ + ik + iλ|β0|2 iλ(β∗0)2 −g 0 0
−iλβ20 −κ2z∗λ − ik − iλ|β0|2 0 −g 0
−2gσz0 0 −Γ2 z∗λ 0 −2gβ∗0
0 −2gσz0 0 −Γ2 zλ −2gβ0
gσ−0 gσ
+
0 gβ0 gβ
∗
0 −Γ
 . (7.59)
Evaluation of the noise correlation matrix requires a bit more care as the emitter noise depends
on the emitter operators themselves.
152CHAPTER 7. A QUANTUM LANGEVINMODEL FOR NON-EQUILIBRIUMCONDENSATION
Inserting into (7.39) the steady-state value of the emitter operators, we have that:
〈G˜αkG˜α
′
k′ 〉 = 2Dαα
′
k+k′ δ(t− t′)δk+k′,0 ∝ NA : (7.60)
as in this equation the emitter noise terms Gαk ∝
√
NA are of the same order as the other terms in
the linearised equations, it is legitimate to replace the spin operators in the diffusion coefficients with
their mean field values. Note that the δk+k′,0 coefficient in (7.60) is a consequence of the assumed
ordered arrangement of the emitters: Had we considered a disordered configuration, the zero value for
k + k′ 6= 0 would be replaced by something proportional to √NA, still negligible with respect to the
value proportional to NA of the k + k
′ = 0 term.
The correlation matrix of F˜k is
〈F˜k(t)F˜†k′(t′)〉 = Dδ(t− t′)δk,k′ (7.61)
with
D = V

0 0 0 0 0
0 κ 0 0 0
0 0 dnA 0 −dσ+0
0 0 0 γ nA γσ
−
0
0 0 −dσ−0 γσ+0 Γ
(
nA
2 −Dσz0
)
 . (7.62)
As a final remark on the linearisation procedure, let us emphasize how our approximations are
controlled by the total number of atoms NA. Assume the scaling
Sαk=0 ∼ NA, bˆk=0 ∼
√
NA, D
αα′
k=0 ∼ NA, (7.63)
and
Sαk 6=0 ∼
√
NA, bˆk 6=0 ∼ 1, Dαα′k 6=0 ∼
√
NA, (7.64)
together with g ∼ 1/√nA the dependence on NA of each term in Eqs. (7.34)-(7.36) can be made
explicit. Then, in the thermodynamical limit NA → +∞, retaining the leading order in NA from such
equations is equivalent to the perform mean-field approximation of Sec. 7.2. If the next-to-leading
order is also retained, the linearised Bogoliubov theory is recovered.
In analogy with the systematic expansion of equilibrium Bogoliubov theory in powers of the dilution
parameter [343], we can make use of these considerations to define a systematic mean-field limit for our
non-equilibrium system. To this purpose, it is useful to consider the real-space form of the quantum
Langevin equations (7.27-7.29). If we let the atomic density and the photon density |φ(x)|2 ∼ Sα(x) ∼
nA → ∞ at constant g√nA ∼ g|φ(x)| and λ|φ(x)|2, the mean-field equations are not affected [in
particular, their steady-states (7.52-7.54)], while the relative importance of the noise terms in the
quantum Langevin and of the commutators tends to zero. As a result, the relative magnitude of
quantum fluctuation expectation values vs. mean-field terms scale as 1/nA in the mean-field limit.
7.3.2 The collective Bogoliubov modes
A first step to physically understand the consequences of fluctuations is to study the dispersion of
the eigenvalues λBogk of Ak as a function of k, which gives the generalised Bogoliubov dispersion of
excitations on top of the non-equilibrium condensate.
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Figure 7.1: Dispersion λBogk of the collective modes as predicted by the eigenvalues of the Bogoliubov
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Figure 7.2: Steady state momentum distribution. Left panels show magnified views of the low-k region
of right panels. (a,b) non-interacting case λnA = ν − ω0 = 0. (c,d) λnA = 0, ν − ω0 = −10κ. (e,f)
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An example of dispersion is shown in Fig.7.1: the upper panels show the real part of the dispersion
Re[λBogk ] (describing the damping/growth rate of the mode) and the lower panels show the imaginary
part Im[λBogk ] (describing the oscillation frequency of the mode). The left column give magnified views
of the same dispersion shown on the right column.
As expected there is a Goldstone mode corresponding to the spontaneously broken U(1) symmetry,
whose frequency tends to 0 in both real and imaginary parts as k → 0. As typical in non-equilibrium
systems [340], this mode is however diffusive rather than sonic, that is Im[λBogk ] = 0 for a finite range
around k = 0 and the real part starts from zero as Re[λBogk ] ' −ζk2.
At higher momenta, the diffusive Goldstone mode transform itself into a single-particle cavity
photon mode with a parabolic dispersion. Between the two regimes, for λ > 0 or a finite cavity-
emitter detuning δ, there is a sonic-like dispersion of the Im[λBogk ] ≈ cs|k| form (see Figs.7.1): for
λ > 0, this is a standard feature of the Bogoliubov dispersion of interacting photons/polaritons [267].
For a finite δ, it follows from the intensity-dependence of the refractive index of detuned two-level
systems [337]. A connection with the Gross-Pitaevskii formulation of [299] will be given at the end of
Sec.7.4.
In the larger view displayed on the right column, in addition to the Goldstone mode we see two
other, almost dispersionless excitation modes. As their origin is mostly due to emitter degrees of
freedom, they could not be captured by the Gross-Pitaevskii approach of [299]. Their splitting is
related to the Rabi frequency of the optical dressing of the atoms due to the coherent field in the
cavity corresponding to the condensate and they are visible in the emitter emission spectrum as the
external sidebands of the so-called Mollow triplet of resonance fluorescence [337].
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Figure 7.3: Imaginary (a) and real (b) part of the dispersion of the collective modes and steady state
momentum distribution (c)-(d) in the vicinity of the Mollow instability onset. (c) shows a magnified
view of the low-k region of (d). System parameters: γ = 10κ, g
√
nA = 42κ, x = 5, λnA = 0.1κ,
ν − ω0 = 0.
The effect of these additional modes is more evident in Fig.7.3, where the chosen parameters
are close to a secondary instability. The finite instability wavevector is located at the point where
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the cavity field dispersion crosses the ones of the dispersionless modes: in this neighborhood, the
real part of the dispersion Re[λBogk ] approaches 0 from below. Should Re[λ
Bog
k ] go above 0, our
ansatz with a uniform condensate localised in the k = 0 mode would no longer be valid and more
complicate condensate shapes with spatial modulation should be considered [329,344–346], analogous
to secondary instabilities in pattern formation theory [340]. Physically, this Mollow instability can
be easily interpreted in terms of the well-known optical gain offered by a two-level emitter driven
by a strong coherent beam and probed by a weak probe beam detuned by approximately the Rabi
frequency of the dressing [337].
7.3.3 Momentum distribution
From the quantum Langevin equation (7.56), it is straightforward to extract predictions for one-time
physical observables. As a most remarkable example, here we shall concentrate our attention on the
steady-state momentum distribution of the cavity field,
nsk = 〈bˆ†k bˆk〉 = 〈δbˆ†k δbˆk〉. (7.65)
On one hand, in contrast to the mean-field approximation where the cavity field is concentrated in
the k = 0 mode, this observable is a sensitive probe of fluctuations. On the other hand, it is an
experimentally accessible quantity, easily measured from the far-field angular distribution of emitted
light. By Fourier transform, it is directly related to the two-points, one-time coherence function of
the cavity field, a quantity which is of widespread use in experiments [266,347–349].
Grouping in the Vk = 〈vskvs†k〉 variance matrix the steady-state variances of all operator pairs,
from a straightforward integration of the quantum Langevin equations [350], we obtain a Lyapunov
equation:
AkVk + VkA†k = −D (7.66)
from which standard linear algebra methods allow to extract the variance matrix Vk.
While no simple analytical form is available for nsk, plots of its behaviour are given in the bottom
panels of Fig. 7.2 for several most relevant cases. For small k, the momentum distribution follows
the same 1/k2 behaviour as equilibrium systems provided photons are effectively interacting, that is
either λ > 0 or δ 6= 0. In the λ = δ = 0 case, the situation is more complicate and the distribution
appears to diverge as 1/k4. Both these results are in agreement with the predictions of the stochastic
Gross-Pitaevskii equation in [312]. However, as it was noted in [351], great care has to be paid when
applying the linearised Bogoliubov-like formalism to low-k modes in non-equilibrium, as the effects
beyond linearisation can play a dominant role.
At large k, the momentum distribution always decays to zero as 1/k4. The large-k decay qualita-
tively recovers the prediction we guessed in [312] from a phenomenological stochastic Gross-Pitaevskii
equation with a frequency-dependent pumping. The specific 1/k4 law is a consequence of our choice
of monochromatic emitters, whose amplification spectrum decays as 1/(ω − ν)2: other choices of the
emitter distribution would lead to correspondingly different high-momentum tails of nk. The ab initio
confirmation of this large-k decay of nk is one of the main results of this Chapter, as it shows that
thermal-like momentum distributions can be found also in models where the quasi-particles are not
interacting at all and therefore can not get thermalised by collisional processes. A similar feature was
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experimentally observed in [300] using a VCSEL device in the weak coupling regime where photons
are practically non-interacting.
The intermediate-k region shows a quite structureless plateau connecting the low-k and high-k
regimes. The most interesting feature in this window is the peak that appears at the crossing point
of the Goldstone mode and the dispersionless branch when the Mollow instability is approached, see
Fig.7.4. As usual, the peak height diverges at the onset of the instability.
7.3.4 Photo-luminescence spectrum
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Figure 7.4: Normalised momentum- and frequency-resolved spectrum of the photoluminescence from
the cavity. Left panel: detuned ν − ω0 = −35κ case with λnA = 0. Right panel: resonant cavity
ν − ω0 = 0 with photon-photon interactions λnA = 0.1κ. Other system parameters: γ = 10κ,
g
√
nA = 7κ , x = 7.
In addition to the one-time observables discussed in the previous Section, the quantum Langevin
equations also allow for a straightforward evaluation of two-time observables. In particular, we shall
concentrate here in the photoluminescence spectrum,
Sk(ω) =
∫
dt
2pi
e−iωt
〈
bˆ†k(t) bˆk(0)
〉
(7.67)
which is accessible from a frequency- and angle-resolved measurement of the emission from the cavity.
A detailed study of this quantity in an equilibrium context can be found in [352]. A non-equilibrium
calculation using linearised Keldysh techniques was reported in [298].
In our quantum Langevin approach [350], this spectrum is directly obtained as the top-left element
of the matrix
Sk(ω) =
1
2pi
(Ak − iω)−1D(A†k + iω)−1 : (7.68)
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the resonant denominators in the right-hand side of this equation shows that the photoluminescence
spectrum is peaked along the real part of the Bogoliubov dispersion, while the linewidth of the peaks
is set by the imaginary part.
Among the most interesting and non-trivial examples, we show in Fig.7.4 the photoluminescence
spectrum for two cases of a negative detuning δ < 0 (left) and of finite photon-photon interactions
λ > 0 (right): in both cases, photons are effectively interacting and the Bogoliubov transformation is
expected to give spectral weight to the negative ”ghost” branch of the Goldstone mode as well [353].
While this feature is clearly visible in the central panel, the effective interaction in the left panel is too
weak to give an appreciable effect on this scale: the emitter-cavity detuning that is required for this
purpose is in fact much larger than the amplification bandwidth of the emitters and therefore hardly
compatible with condensation.
At generic wavevectors and frequencies, the cavity luminescence from the dispersionless branches
is typically suppressed by the detuning from the cavity mode. The only exception are the crossing
points with the cavity mode, where clear peaks can be observed thanks to the resonance of the upper
sideband of the Mollow triplet with the cavity mode (not shown).
7.4 The Stochastic Gross-Pitaevskii equation
In the previous Sections we have developed a microscopic model of condensation from which we have
obtained predictions for some most interesting observable quantities. In this final Section, we are
going to discuss how our model can be reduced under suitable approximations to a simpler quantum
Langevin equation for the cavity field only. In particular, we shall concentrate on the good cavity limit
Γ/κ  1, where the dynamics of the cavity field occurs on a much faster time scale as compared to
the one of the emitters, which can therefore be adiabatically eliminated. Throughout this last section,
we will sacrifice mathematical rigour in favor of physical intuition.
7.4.1 Adiabatic elimination
Expressing the fields in the rotating frame as:
φ† = ψ†eiωt, S+ = S+eiωt, Sz = Sz, (7.69)
the real-space equations of motion (7.27)-(7.29) can be rewritten as
∂Sz
∂t
= Γ
(
nA
D
2
− Sz
)
+ g
(
S+ψ + ψ†S−
)
+Gz, (7.70)
∂S+
∂t
= −Γ
2
(1− iδ)S+ − 2g ψ†Sz + G˜+, (7.71)
∂ψ†
∂t
= −κ
2
(1 + iδ)ψ† − i∇
2
2m
ψ† − gS+ + iλψ†ψ†ψ + F˜ †, (7.72)
where G˜+ = e−iωtG+ and F˜ † = e−iωtF †. In the spirit of [354], the limit σ → +∞ can be taken
provided that the quantities g
√
nA/Γ, δ, 〈G˜αG˜α′〉/n2AΓ2 remain finite and that the average λ〈ψ†ψ〉
remains negligible with respect to Γ.
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(d) Wigner ordering, δ = 0, λnA =
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(e) Wigner ordering, δ = −150κ,
λnA = 0.
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(f) Wigner ordering, δ = 0, λnA =
0.05κ.
Figure 7.1: Diffusion coefficients Dφφ∗ (solid lines), Re[Dφφ] (dashed lines) and Im[Dφφ] (dotted lines)
appearing in the SGPE for a field ψ equal to the mean-field steady state. The quantities are plotted
as a function of the pumping parameter x = d/γ for different regimes of photon-photon interactions
(left to right). The top (bottom) row refers to the SGPE in the normal (Wigner) ordering case. In all
panels, we have taken γ = 100κ and g
√
nA = 25κ.
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(a) γ = 100κ, g
√
nA = 25κ.
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(c) γ = 1κ, g
√
nA = 2.5κ.
Figure 7.2: Comparison between SGPE the full model. First row and second row: eigenvalues of the
Bogoliubov matrix in functions of the momentum; solid lines refers to SGPE quantities, dashed ones
to the full model. Last row: Momentum distributions. In all panels, λnA = ν − ω0 = 0, x = 2.
While rigorous ways to perform adiabatic elimination for ordinary differential equations exist, the
situation is more complicate for our stochastic and quantum case. In what follows we shall then follow
a heuristic path inspired from laser theory [331, 355] whose validity can be checked a posteriori by
comparing its predictions with the full model in the linearised case; a brief discussion of a simplified
but illustrative example is given in the Appendix. A rigorous derivation of the whole approach is of
course needed, but goes far beyond the scope of the present Chapter.
As a first step, we note that time derivatives of the spin densities can be dropped from the equations
as they are negligible for large Γ. The spin operators can therefore be expressed in terms of the cavity
field using the equations:
0 = Γ
(
nA
D
2
− Sz
)
+ g
(
S+ψ + ψ†S−
)
+Gz, (7.73)
0 = −Γ
2
(1− iδ)S+ − 2g ψ†Sz + G˜+, (7.74)
0 = −Γ
2
(1 + iδ)S− − 2g Szψ + G˜−. (7.75)
From (7.74) and (7.75), S+ and S− can be expressed in terms of Sz as
S+ =
2
Γ(1− iδ)
(
−2gψ†Sz + G˜+
)
, (7.76)
S− =
2
Γ(1 + iδ)
(
−2gSzψ + G˜−
)
, (7.77)
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and hence inserted in (7.73), which reads:
Sz = nAD
2
− 8g
2
Γ2(1 + δ2)
ψ†Szψ +Gz, (7.78)
where
Gz =
2g
Γ2(1− iδ)G˜
+ψ +
2g
Γ2(1 + iδ)
ψ†G˜− +
1
Γ
Gz. (7.79)
While equal-time spin and cavity operators commute in the full theory, this is no longer true after the
elimination, as it was noticed in [355]. An ambiguity therefore arises when writing (7.74) and (7.75).
In the following, inspired by [356], we heuristically propose to choose the generalised normal ordering,
ψ†S+SzS−ψ. This issue is important when solving Eq. (7.78) for Sz, which can be done by formally
iterating on Sz:
Sz = nAD
2
+∞∑
m=0
(−1)m
nms
(
ψ†
)m
ψm +
+∞∑
m=0
(−1)m
nms
(
ψ†
)m
Gzψm
= nA
D
2
:
1
1 + ψ
†ψ
ns
: + :
1
1 + ψ
†ψ
ns
Gz :, (7.80)
where columns denote normal ordering and the saturation density is defined as
ns =
Γ2
8g2
(1 + δ2). (7.81)
The explicit expression for Sz can be inserted back in (7.76) to obtain the expression for S+ and S−,
which can be finally substituted in (7.72) to give a quantum stochastic Gross-Pitaevskii equation
∂ψ†
∂t
= −κ
2
(1 + iδ)ψ† − i∇
2
2m
ψ† + ψ† :
P0(1 + iδ)
1 + ψ
†ψ
ns
: +iλψ†ψ†ψ + F†, (7.82)
where the pumping coefficient has the form
P0 =
2g2nAD
Γ(1 + δ2)
, (7.83)
and F† is a new effective noise operator given by
F† = F˜ † − 2g
Γ(1− iδ)G˜
+ +
4g2
Γ(1− iδ) : ψ
† 1
1 + ψ
†ψ
ns
Gz : . (7.84)
The diffusion matrix of the noise F† depends on the field state ψ and ψ† and can be written in the
form ( 〈F†(x, t)F(x′, t′)〉 〈F†(x, t)F†(x′, t′)〉
〈F(x, t)F(x′, t′)〉 〈F(x, t)F†(x′, t′)〉
)
=
(
A C∗
C B
)
, (7.85)
where A, B, C are functions of ψ and ψ†. Note in particular the non-zero C term in the non-diagonal
positions, which originates from the contribution of the emitter noise operators Gα (α = +,−, z) to
the resulting noise F.
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7.4.2 Normally-ordered c-number representation
A useful technique to obtain physical predictions from the operator-valued stochastic Gross-Pitaevskii
(7.82), is to represent it in terms of an equivalent c-number equation. In doing this, we follow the
procedure explained in [357]. As one typically does for phase-space representations [256], the first step
is to choose an ordering prescription for the operator products according to which all quantities of the
theory have to be consistently expressed.
A first choice is to assume normal ordering. In this case, the operator-valued SGPE (7.82) gets
projected onto the c-number Ito SGPE
idψ =
[
ω0 − ∇
2
2m
+ λ|ψ|2 + P0δ
1 + |ψ|
2
ns
+ i
(
P0
1 + |ψ|
2
ns
− κ
2
)]
ψ dt+ dW. (7.86)
A similar equation was derived in the early theory of laser [358]. The second order momenta of the
noise have local spatial and temporal correlations〈
dW (x, t)dW ∗(x′, t)
〉
= 2Dψψ∗(x) δ
(d)(x− x′)dt, (7.87)〈
dW (x, t)dW (x′, t)
〉
= 2Dψψ(x) δ
(d)(x− x′)dt (7.88)
and their variances Dψψ∗(x) and Dψψ(x) depend locally on the field ψ(x). Their value can be deter-
mined by imposing that the motion equation for the second moments of the field determined by the
c-number equation (7.86) must be equal to the ones obtained from the operatorial equation (7.82) in
the normal ordered form. Using this prescription, we obtain:2Dψψ∗ = A,2Dψψ = C − P0(1−iδ)(
1+
|ψ|2
ns
)2 ψ2ns − iλψ2. (7.89)
As expected from the U(1) symmetry of the original problem, both C and the normal ordering terms
in (7.89) are all proportional to ψ2. The dependence of the diffusion coefficients on the pumping
parameter x = d/γ are plotted in Fig. 7.1 for the mean-field steady state. Remarkably, while Dψ∗ψ
and Re[Dψψ] depend very slowly on x and are not much affected by the presence of detuning or
self-interaction, the imaginary part Im[Dψψ] crucially depends on these parameters. Note that the
possibility of a non-vanishing Dψψ variance was overlooked in the phenomenological discussion that
we published in [312] and has not been taken into account in [271,278,351].
Due to the saturable pumping term in the SGPE, higher-order momenta of the noise are present
beyond the usual Gaussian noise. Their correlation can be extracted by considering the equation of
motion for higher-order operator products. Inspired by the so-called truncated Wigner scheme [267,
327], one can expect that their contribution is actually negligible in the mean-field limit discussed in
Sec.7.3.
7.4.3 Comparison with full calculation
As a check of the validity of this reformulation, in Fig.7.2 we compare the predictions of the SGPE
for the dispersion of the collective Bogoliubov modes (upper and central row) and for the momentum
distribution (lower row) with the predictions of the full model as derived in Sec.7.3.
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The Bogoliubov dispersion is obtained by linearising the deterministic part of the SGPE equation
(7.86) around the steady-state. a straightforward calculation gives a dispersion analogous to the one
originally obtained in [299],
ω±k = −Γp ±
√
Γ2p − E2k (7.90)
with the damping parameter Γp = κ(2P0 − κ)/4P0 and the equilibrium Bogoliubov dispersion Ek =√
k(k + 2λeff |β0|2). In this latter, note that the effective nonlinear term
λeff = λ− κ
2
δ
ns + |β0|2 , (7.91)
contains two contribution: the former results from the direct photon-photon interaction λ, the latter
describes the effective Kerr optical nonlinearity due to saturation of the emitters [337].
The momentum distribution shown in the bottom row is instead obtained by reintroducing the
noise terms in the linearised equation and then making a small noise expansion: average of fluctuation
operators like nsk are written as a linear function of the noise variances Dψ∗ψ and Dψψ.
In the three columns of Fig.7.2, we show the result of the comparison for different system pa-
rameters: as one moves deeper in the good cavity limit (left panels), the agreement becomes very
good, while significant discrepancies are expected outside this limit (right panels). As expected, the
adiabatic elimination procedure for the momentum distribution is only valid at sufficiently low k when
the cavity field detuning is small as compared to the atomic linewidth: breakdown of this condition
is indeed visible in the bottom-right panel, where a clear qualitative deviation appears at large k. In
particular, the adiabatic elimination of the emitters in the SGPE loses track of frequency dependence
amplification and therefore is not able to recover the large k behaviour of the momentum distribution.
Note also that the quantitative agreement visible in the figure crucially relies on the correct inclusion
of the Dψψ variance.
In spite of its accurate predictions illustrated in Fig.7.2, the stochastic equation (7.86) is only
meaningful at a linearised level. A closer look at the top row of Fig.7.1 shows in fact that |Dψψ| is not
always lower or equal to Dψψ∗ , as it is expected from the Cauchy-Schwartz inequality for a generic
Ito stochastic equation [350]. While at the linearised level one can forget this fact and formally solve
the linear stochastic equation irrespectively on the positivity of the noise variance, this is no longer
possible when one wishes to describe the nonlinear dynamics stemming from large fluctuations, e.g. in
the vicinity of the critical point for condensation. This feature, often neglected in laser theory [331],
is particularly visible in the interacting case for λ 6= 0 or δ 6= 0. Techniques for numerically solving
(generalised) stochastic differential equations with non-positive-definite noise were proposed, the best
known example being the so-called Positive-P representation which however keeps suffering from other
difficulties [256].
7.4.4 Symmetrically-ordered c-number representation
Another possible way-out is to make a different choice for the ordering of operators when performing
the projection of the operator-valued SGPE (7.82) onto the c-number SGPE, e.g. the symmetric
ordering of Wigner representation where c-number averages correspond to symmetrically ordered
quantities. In this case, the variance matrix of the noise is indeed positive definite (see bottom row of
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Fig.7.1), but several other difficulties appear [256,267]. Firstly, the normal ordered saturation term in
Eq. (7.82) cannot be easily symmetrised, which complicates writing of the deterministic part of the
stochastic equation. Secondly, the symmetrisation of any non-linear term in (7.82) produces terms
proportional to the commutator [ψ(x), ψ†(x)], which is a UV divergent quantity. Finally, any non linear
term in (7.82) will generate a noise with non-vanishing third order momenta, e.g. 〈dW 2dW ∗〉 ∝ dt.
The first two problems can be overcome: the saturation term can be approximated truncating the
power expansion to some order, so that symmetrisation becomes viable. A finite expression for the
field commutator is available if one discretises the field on a lattice, which corresponds to broadening
the delta-function according to the smallest accessible length-scale of the system. The third problem
poses a more challenging task, as noise with such features is extremely difficult to treat. Solutions
have been proposed [359, 360] but never implemented into the simulation of large systems. Note
that this is a well-known issue in the theory of phase-space representation of quantum fields, where
interaction terms generate third-order derivatives in the equation for the Wigner function, spoiling
its interpretation as a Fokker-Planck equation [256, 361]. As already mentioned, truncated-Wigner
simulations where these terms are neglected are expected to be correct in the mean-field limit and
have been used in simulations of polariton condensation in [327].
7.5 Concluding remarks
In this Chapter, we have built on top of laser theory to develop a quantum field model of non-
equilibrium Bose-Einstein condensation of photons/polaritons in planar microcavity devices. The
system under examination consists of a spatially extended cavity mode coupled to a continuous dis-
tribution of externally pumped two-level emitters and is described in terms of quantum Langevin
equations. In our view, this is a minimal model that is able to describe non-equilibrium condensation
simultaneously including at a quantum level the spatial dynamics of the cavity field, a saturation
mechanism, and some frequency-dependence of the gain. We expect that such a model may become
an essential tool in view of full numerical simulations of the non-equilibrium phase transition.
As a first example of application of our theory, we have worked out the main characteristics of
quantum fluctuations around the condensate state. Our calculations confirm the non-equilibrium fea-
tures that were anticipated by previous theories and/or observed in the experiments: in particular,
the collective Bogoliubov modes include a Goldstone branch with diffusive properties, photolumines-
cence is visible on both upper and lower branches of the Bogoliubov spectrum, and the momentum
distribution shows a large-k decrease even in the absence of any collisional thermalisation mechanism.
This result provides a theoretical explanation to the experimental observation [300] that a condensate
can exhibit thermal-like features in the momentum distribution even in the absence of thermalising
collisions. Given the qualitatively different shape of the collective excitation dispersion, we expect
that a decisive insight in the equilibrium vs. non-equilibrium nature of a condensation process can
be obtained by measuring dispersions from the luminescence spectra or via pump-and-probe spec-
troscopy [352,353,362,363].
In the good-cavity limit, we propose a reformulation of our theory in terms of a stochastic Gross-
Pitaevskii equation. In addition to contributing to the justification of a widely used model of non-
equilibrium statistical mechanics, this connection allows to relate the phenomenological parameters of
the SGPE to a more fundamental theory. In particular, it turns out that the noise term originates
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from a complex interplay between pumping and interactions and, in some cases, can even exhibit
a multiplicative dependence on the field. This unexpected fact may turn out to have important
consequences on the critical properties. To reliably simulate this physics in large systems, further
work is needed to overcome subtle issues related to the peculiar statistics of the noise terms.
Appendix
7.A Adiabatic elimination
In this Appendix we will work out a simple example to give a more solid ground to the adiabatic
elimination of Sec. 7.4. Let us consider the following simple Ito equations{
dx = (−γ x− g y)dt+ dWx,
dy = (−Γ y − g x)dt+ dWy.
(7.92)
Assuming to be interested in the slow function x(t) in the limit of Γ γ, g, one can formally explicit
y(t) = −g
∫ t
−∞
dt′ e−Γ(t−t
′)x(t′) +
∫ t
−∞
e−Γ(t−t
′)dWy(t
′) (7.93)
and substitute its expression in the equation for x, to obtain
dx =
[
−γx+ g2
∫ t
−∞
dt′ e−Γ(t−t
′)x(t′)
]
dt+ dW˜x, (7.94)
where we considered the initial time t0 = −∞ and
dW˜x = dWx − g
∫ t
−∞
e−Γ(t−t
′)dWy(t
′). (7.95)
Eq. (7.94) is exact and notice that dW˜x now has a frequency-dependent spectrum. If γ  Γ, the kernel
exp[−Γ|t|] has a support which is much smaller than the time-scale on which x(t) varies appreciably
. Therefore one can approximate it as a delta-function
Γ
2
e−Γ|t| ' δ(t), (7.96)
and (7.94), (7.95) become {
dx = −
(
γ − g2Γ
)
x dt+ dW˜x,
dW˜x = dWx − gΓdWy.
(7.97)
This equations are the same we would have obtained simply dropping the temporal derivative dy/dt
in (7.92), as we did in Sec. 7.4.
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Chapter 8
FDT for photonic systems
Abstract
We propose a quantitative criterion to experimentally assess the equilibrium vs. non-
equilibrium nature of a specific condensation process, based on fluctuation-dissipation re-
lations. The power of this criterion is illustrated on two models which show very different
behaviors.
8.1 Fluctuation-dissipation relations
Thermodynamical equilibrium is not only a property of the state of a system, but also of its dynam-
ics. A remarkable consequence of equilibrium which involves dynamical quantities is the so-called
fluctuation-dissipation theorem (FDT) [181] which provides a relationship between the linear response
of a system to an external perturbation of frequency ω and the thermal fluctuations of the same system
at the same frequency ω. FDT relations hold for generic pairs of operators Aˆ and Bˆ (which will be
assumed to be bosonic): by introducing the two functions
CAB(t− t′) = 1
2
〈{
Aˆ(t), Bˆ(t′)
}〉
and χ′′AB(t− t′) =
1
2
〈[
Aˆ(t), Bˆ(t′)
]〉
, (8.1)
where the time dependence of the operator corresponds to their Heisenberg evolution under the system
Hamiltonian H and the average 〈. . . 〉 is taken in a thermal equilibrium state at temperature T with
density matrix ρ ∝ exp(−H/kBT ). In such a state, these correlations depend only on the time
difference t− t′ and we can define their Fourier transforms CAB(ω) and χ′′AB(ω). The explicit form of
the FDT then reads [181]:
CAB(ω) = coth
(
ω
2kBT
)
χ′′AB(ω). (8.2)
In order to understand the physical content of this relation, note that χ′′AB(k, ω) on the r.h.s. of
this relation is directly related to the imaginary part of the response function χAB(ω) of the system
which quantifies the energy it absorbs from the weak perturbation [364], i.e. χ′′AB(ω) = −Im[χAB(ω)].
As usual, χAB(ω) is defined as the Fourier transform of the linear response susceptibility χAB(t) =
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−2iθ(t)χ′′AB(t). We also recall that an alternative, fully equivalent formulation of the FDT (8.2) is
provided by the so-called Kubo-Martin-Schwinger (KMS) condition [365, 366], which in our example
reads
SAB(−ω) = e−βωSBA(ω), (8.3)
where SAB(t) = 〈Aˆ(t)Bˆ〉 and SBA(t) = 〈Bˆ(t)Aˆ〉.
The FDT has quite often been used in order to probe the effective thermalization of a system
and to characterize the eventual departure from equilibrium [182,183,185]. In particular, given a pair
of correlation functions, one can always define from (8.3) an effective temperature Teff such that the
functions satisfy a FDT: if the system is really at equilibrium, Teff has a constant value independently
of ω and of the specific choice of Aˆ and Bˆ. On the other hand, if the system is out of equilibrium Teff
will generically develop a non-trivial dependence on ω, and its value will depend on the choice of Aˆ
and Bˆ.
8.2 Application to photon/polariton condensates
Applying these ideas to the photon/polariton condensates discussed in the previous Section provides
a quantitative criterion to assess the equilibrium or non-equilibrium nature of the condensate: the
protocol we propose consists in measuring different correlation and response functions and in checking
if they satisfy the FDT. To this end, we will focus on the correlation involving the creation and the
annihilation operators bˆ†k and bˆk, i.e., we choose Aˆ = bˆk and Bˆ = bˆ
†
k: accordingly, the functions S,
χ′′ and C introduced in the previous section will depend also on the momentum k. With this choice,
the correlation function Sb†b can be related to the angle- and frequency-resolved photoluminescence
intensity S(k, ω) coming from the non-condensed particles via S(k, ω+ωBEC) = Sb†b(k,−ω), where the
condensate emission frequency ωBEC plays the role of the chemical potential µ in the non-equilibrium
context. On the other hand, χ′′
bb†(k, ω) is related to the imaginary part of the linear response to an
external monochromatic field with momentum k and frequency ω + ωBEC . To be more specific, let
us assume a two-sided cavity illuminated by an external classical field Einck (t) incident from the left.
This field couples to the intra-cavity bosons through the Hamiltonian [267,367]
Hpump = i
∫
ddk
(2pi)d
[
ηlkE
inc
k (t)b
†
k − ηl∗kEinc∗k (t)bk
]
, (8.4)
where ηlk (η
r
k) is the transmission amplitude of the left (right) mirror of the cavity. In the steady
state the intra-cavity field vanishes 〈bk〉eq = 0 and the incident classical field induces a perturbation
〈bk(ω)〉 = iηlk χbb†(k, ω)Einck (ω), where bk(ω) =
∫
dt bk(t)e
iωt. From the boundary conditions at the
two mirrors, the reflected and transmitted fields can be related to the intra-cavity field [267,367] as:
Ereflk (ω) =
[
1− i|ηlk|2 χbb†(k, ω)
]
Einck (ω), (8.5)
Etrk (ω) = −iηr∗k ηlk χbb†(k, ω)Einck (ω). (8.6)
Accordingly, from a measurement of the reflected or transmitted fields it is possible to reconstruct the
response function χ′′
bb†(k, ω) through the formula
χ′′bb†(k, ω) =
1
|ηlk|2
(
1− Re
[
Ereflk (ω)
Einck (ω)
])
= − 1|ηlk|2
Re
[
ηl∗k
ηr∗k
Etrk (ω)
Einck (ω)
]
, (8.7)
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where both the amplitude and the phase of Ereflk and E
tr
k can be measured with standard optical
tools and the coefficients ηl,rk can be extracted from reflection and transmission measurements on the
unloaded cavity.
At equilibrium, these quantities are related to the angle- and frequency-resolved luminescence
spectrum S by the FDT
χ′′bb†(k, ω) =
1− e−βω
2
Sbb†(k, ω) =
eβω − 1
2
S(ωBEC + ω,k) : (8.8)
as both sides of this equation are experimentally measurable, any discrepancy is a detectable signature
of a non-equilibrium condition.
As a further verification, the interested reader may check that this FDT is satisfied for an empty
cavity which is illuminated from both sides by thermal radiation at the same temperature.
8.3 Application to some models of photon/polariton BEC
In this Section, we will illustrate the behavior of the FDT for two simple models of photon/polariton
BEC. In doing this, one has to keep in mind that some of the approaches usually used for describing
open quantum systems are intrinsically unable to correctly reproduce the FDT, so one must be careful
not to mistake an equilibrium system for a non-equilibrium one just because of the approximations
made in the theoretical model. In particular, every quantum master equation governed by a Lindblad
super-operator always violates the FDT [7,368,369], even if the stationary solution has the form of a
thermal density matrix: the reason of this pathology lies in the Markovian approximation, which is
inherent in the master equations [256].
8.3.1 Quantum Langevin model
In Chapter 7 we proposed a simple model of non-equilibrium condensation based on a generalized laser
model. The idea is to model the complex scattering processes responsible for condensation in terms
of a spatially uniform distribution of population-inverted two-level atoms, which can emit light into
the cavity mode. Once the population inversion is large enough, laser operation will occur into the
cavity. The dynamics of quantum fluctuations on top of the coherent laser emission is then described
by means of quantum Langevin equations for the non-condensed mode amplitudes.
In order to check the effective lack of thermalization of the system, in Fig. 8.1 we study the ω
and k dependence of the effective inverse temperature βeff, as extracted from the KMS relation (8.3)
using the quantum Langevin prediction for the correlation functions. The resulting βeff(k, ω) strongly
depends on both ω and k and becomes even negative in some regions: all these features are a clear
signature of a very non-equilibrium condition.
8.3.2 Non-Markovian toy model
The situation is much more intriguing for the model recently proposed in Refs. [334, 370] for study-
ing the photon BEC experiments of Ref. [289]: clear signatures of a thermal distribution of the
non-condensed cloud were observed as soon as the thermalization rate under the effect of repeated
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Figure 8.1: Left panel: Effective inverse temperatures vs frequency for the model of Chapter 7. The
various curves correspond to different values of the in-plane momenta k. Right panel: Angle- and
frequency-resolved photoluminescence intensity S(k, ωBEC + ω) from Ref. [5]. The dashed vertical
lines correspond to the in-plane momenta considered in the left panel.
absorption and emission cycles by the dye molecules becomes comparable to the photon loss rate. On
the other hand, when thermalization is too slow, the thermal-like features disappear and the system
reproduces the non-equilibrium physics of a laser.
In order to investigate how this crossover affects the FDT, we introduce a non-Markovian toy
model which extends the theory of Refs. [334, 370] and avoids spurious effects due to the Markov
approximation. For simplicity, we consider a single non-condensed mode of frequency ωc described
by operators bˆ, bˆ†. The frequency-dependent absorption and amplification by the dye molecules is
modeled by two distinct baths of harmonic oscillators aˆn, aˆ
†
n and cˆn, cˆ
†
n with frequencies ω−n and ω+n ,
respectively:
H = ωcbˆ
†bˆ+
∑
n
(ω−n aˆ
†
naˆn + ω
+
n cˆ
†
ncˆn) +
∑
n
(
η−n bˆaˆ
†
n + η
+
n bˆ
†cˆ†n + H.c.
)
. (8.9)
The baths take into account the two processes pictorially represented in the left panel of Fig. 8.2,
in which the photon absorption and emission processes are associated with the creation/destruction
of ro-vibrational phonons. An analogous absorbing bath is used to model cavity losses due to the
imperfect mirrors.
According to the usual quantum-Langevin theory [256], we solve the Heisenberg equations of
motions for aˆn, aˆ
†
n and cˆn, cˆ
†
n and replace the formal solution into the Heisenberg equation for bˆ, which
eventually takes the simple form
dbˆ
dt
= −
(
iωc +
κ
2
)
bˆ−
∫ +∞
−∞
dt′ [Γ−(t− t′)− Γ+(t− t′)]bˆ(t′) + F, (8.10)
where κ is the decay rate of the cavity photon, F = F κ +F−+F+ is the total noise operator and the
memory kernels Γ± are defined as Γ±(t) = θ(t)
∫ +∞
−∞ dω ρ
±(ω)e±iωt/(2pi), in terms of the absorption
and emission spectral functions ρ±(ω) = 2pi
∑
n |η±n |2δ(ω − ω±n ).
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Figure 8.2: Left panel: Sketch of the energy levels under consideration. Right panel: Effective inverse
temperatures βeff for β(ωBEC − ω¯) = 2 and for different values of κ/γ− = 0.2 (blue), 0.1 (red), 0.05
(yellow), 0.01 (green).
Given the form of the bath-system coupling (8.9) and of the memory kernels Γ±(t), absorption
(viz. amplification) of a photon at ωc is proportional to ρ
−(ω) (viz. ρ+(−ω)). The Kennard-Stepanov
(KS) relation between the absorption and emission spectra from molecules in thermal contact with an
environment at inverse temperature β then translates into
ρ+(−ω) = C e−βωρ−(ω), (8.11)
the constant C depending on the pumping conditions, e.g. on the fraction of molecules in the ground
and excited electronic states. In what follows, we assume all baths to be initially in their vacuum
state, so as to model irreversible absorption and emission processes. In this regime, the structure
factors read:
Sb†b(−ω) =
ρ+(−ω)
[ω − Σ(ω)]2 + Γ2T (ω)
, Sbb†(ω) =
κ+ ρ−(ω)
[ω − Σ(ω)]2 + Γ2T (ω)
, (8.12)
where Σ(ω) = ωc−Im[Γ−(ω)]+Im[Γ+(ω)] takes into account the Lamb-shift induced by the baths and
the total relaxation rate is ΓT (ω) = κ/2 + Re[Γ
−(ω)] − Re[Γ+(ω)] > 0. For concreteness, we choose
the forms
ρ−(ω) = γ−{[n(ω − ω¯) + 1] θ(ω − ω¯) + n(ω¯ − ω) θ(ω¯ − ω)}, (8.13)
ρ+(−ω) = γ+{n(ω − ω¯) θ(ω − ω¯) + [n(ω¯ − ω) + 1] θ(ω¯ − ω)}, (8.14)
modelling phonon-assisted absorption on a molecular line at ω¯, with γ± proportional to the molecular
population in the ground and excited states and n(ω) = [exp(βω)−1]−1 . It is straightforward to check
that these forms of ρ± indeed satisfy the KS relation (8.11) with C = eβω¯γ+/γ−. Dynamical stability
of the condensate imposes the further condition κ + ρ−(ωBEC) = ρ+(−ωBEC), which translates into
C = eβωBEC [1 + κ/ρ−(ωBEC)].
As discussed in Sec.8.1, the frequencies appearing in the KMS condition (8.3) are measured from
the chemical potential. Even with this rescaling, it is immediate to see that the structure factors do
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not generally satisfy the KMS condition (8.3) signalling a non-equilibrium behavior. However, in the
plots shown in the right panel of Fig. 8.2 of the KMS effective inverse temperature
βeff(ω) =
log
(
κ+ρ−(ω)
ρ+(−ω)
)
ω − ωBEC = β +
1
ω − ωBEC log
[
1 + κ/ρ−(ω)
1 + κ/ρ−(ωBEC)
]
(8.15)
one easily sees that an effective equilibrium at β is recovered for κ γ−, where the KS relation (8.11)
makes the KMS condition to be trivially fulfilled. Physically, if the repeated absorption and emission
cycles by the molecules are much faster than cavity losses, the KS condition imposes a full thermal
equilibrium condition in the photon gas.
8.4 Concluding remarks
We have proposed and characterized a quantitative criterion to experimentally assess the equilibrium
vs. non-equilibrium nature of a condensate. This criterion has been applied to a strongly non-
equilibrium model of condensation inspired by the semi-classical theory of laser and to a simple
non-Markovian model of the photon BEC: provided photons undergo repeated absorption-emission
cycles before being lost, the photon gas can inherit the thermal condition of the dye molecules. With
respect to static properties, such as the momentum distribution, considered so far in experiments, our
criterion based on fluctuation-dissipation relations imposes stringent conditions also on the dynamical
properties of the gas: its experimental implementation appears feasible with state-of-the-art technology
and it would give a conclusive evidence of thermal equilibrium in the gas.
Chapter 9
Thermodynamic Equilibrium as a
Symmetry
Abstract
Extended quantum systems can be theoretically described in terms of the Schwinger-
Keldysh functional integral formalism, whose action conveniently describes both dynamical
and static properties. We show here that in thermal equilibrium, defined by the validity of
fluctuation-dissipation relations, the action of a quantum system is invariant under a cer-
tain symmetry transformation and thus it is distinguished from generic systems. In turn,
the fluctuation-dissipation relations can be derived as the Ward-Takahashi identities asso-
ciated with this symmetry. Accordingly, the latter provides an efficient test for the onset
of thermodynamic equilibrium and it makes checking the validity of fluctuation-dissipation
relations unnecessary. In the classical limit, this symmetry reduces to the well-known one
which characterizes equilibrium in the stochastic dynamics of classical systems coupled to
thermal baths, described by Langevin equations.
9.1 Introduction
In this Chapter we consider the following operative definition of thermal equilibrium: a system is in
thermal equilibrium at a certain temperature T if expectation values of arbitrary products of opera-
tors, evaluated at different times, are connected by quantum fluctuation-dissipation relations (FDRs)
involving the temperature T . These FDRs were shown [371–373] to be equivalent to a combination of
the quantum-mechanical time-reversal transformation [374] and the Kubo-Martin-Schwinger (KMS)
condition [365,366]. Heuristically, the latter condition expresses the fact that the Hamiltonian ruling
the time evolution of a system is the same as that one determining the density matrix of the canonical
ensemble which characterizes the system when it is weakly coupled to a thermal bath. In both the
generalized FDRs and the KMS condition the temperature actually appears as a parameter.
From the theoretical point of view, static and dynamical properties of statistical systems (both
classical and quantum) are often conveniently studied in terms of dynamical functionals, which are used
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in order to generate expectation values of physical observables in the form of functional integrals over
a suitable set of fields. Then, it is natural to address the issue of the possible equilibrium character of
the stationary state by investigating the properties of the corresponding dynamical functional. In the
case of classical statistical systems evolving under the effect of an external stochastic noise of thermal
origin, this issue has been discussed to a certain level of detail in the past [118,236,239,375–377] and,
in fact, it was found that the dynamical functional acquires a specific symmetry in thermodynamic
equilibrium. As in the case of the FDRs and the KMS condition, the (inverse) temperature β = 1/T
enters as a parameter in this symmetry transformation. Remarkably, classical FDRs can be derived
as a consequence of this symmetry. For quantum systems, instead, we are not aware of any analogous
derivation based on the symmetries of the corresponding dynamical functional, which takes the form
of a Schwinger-Keldysh action (see, e.g., Refs. [214,215,378–383]).
The aim of the present Chapter is to fill in this gap by showing that also the Schwinger-Keldysh
dynamical functional of a quantum system in thermal equilibrium is characterized by a specific sym-
metry, i.e., it is invariant under a certain transformation Tβ. This symmetry may be considered as
the generalization of the classical one mentioned above, to which it reduces in a suitable classical
limit [384]. In addition, Tβ can be written as a composition of the quantum-mechanical time reversal
expressed within the Schwinger-Keldysh formalism — reflecting a property of the generator of dynam-
ics — and of the transformation which implements the KMS conditions, associated with a property of
the state in question. The existence of this symmetry was already noticed in Ref. [384] for mesoscopic
quantum devices, where it was used to derive fluctuation relations for particle transport across them.
However, to our knowledge, the connection between this symmetry and the presence of equilibrium
conditions has not yet been established.
The rest of the presentation is organized as follows: the key results of this Chapter are anticipated
and summarized in Sec. 9.2; in Sec. 9.3 we specify the symmetry transformation Tβ, provide its various
representations, and list a number of properties which are then detailed in Sec. 9.4. In particular, we
discuss the invariance of unitary time evolution in Sec. 9.4.1, while in Sec. 9.4.2 we consider possible
dissipative terms which are invariant under Tβ. We discuss how the quantum symmetry reduces in the
limit ~→ 0 to the one known in classical stochastic systems in Sec. 9.4.3. As we discuss in Sec. 9.5, the
symmetry can be interpreted as a practical implementation of the KMS condition on the Schwinger-
Keldysh functional integral. Finally, Sec. 9.6 presents applications of the equilibrium symmetry: in
Sec. 9.6.1 we derive the FDR for two-point functions while in Sec. 9.6.2 we show that the steady states
of a quantum master equation explicitly violate the symmetry. The case of a system driven out of
equilibrium by a coupling with two baths at different temperature and chemical potential is considered
in Sec. 9.6.3; Sec. 9.6.4 briefly touches upon a number of other applications of the symmetry.
9.2 Key results
The invariance under Tβ of the Schwinger-Keldysh action is a sufficient and necessary
condition for a system to be in thermal equilibrium. As mentioned in Sec. 9.1, we consider
a system to be in thermal equilibrium if all the FDRs are satisfied with the same temperature T =
β−1 or, equivalently [371–373], if the KMS condition (combined with time reversal) is satisfied. In
Sec. 9.5, we show that these conditions imply the thermal symmetry Tβ of the Schwinger-Keldysh
action corresponding to the stationary state of the system. Conversely, the fluctuation-dissipation
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relations can be derived as consequences of the symmetry, proving their equivalence.
A different perspective: thermal equilibrium as a symmetry. A key conceptual step forward
we take in this Chapter is to provide a compact formulation of thermal equilibrium conditions of a
quantum system — i.e., the KMS condition (or, alternatively, of the equivalent hierarchy of FDRs)
— in terms of a single symmetry Tβ, which can be considered as the fundamental property of quan-
tum systems in thermal equilibrium. This perspective is especially fruitful within the field-theoretical
formalism, where various tools have been developed to work out the consequences of the symmetries
of the action of a given system. In this context, for example, the hierarchy of generalized quantum
FDRs can be derived straightforwardly as the Ward-Takahashi identities associated with the thermal
symmetry (see Secs. 9.5 and 9.6.1). In addition, the Schwinger-Keldysh formalism provides a con-
venient framework to take advantage of very powerful and efficient renormalization-group techniques
for studying the possible emergence of collective behaviors and for monitoring how the effective de-
scription of a statistical system depends on the length and time scale at which it is analyzed. The
possible scale dependence of the restoration/violation of the equilibrium symmetry could shed light
on the mechanism underlying the thermalization of extended systems.
As we mentioned above, the idea of viewing thermal equilibrium as a symmetry is certainly not
new. However, while previous studies were primarily concerned with classical statistical physics [118,
236,239,375–377], here we generalize this idea to the quantum case.
Unification of the quantum and classical description of equilibrium systems. As pointed
out in Ref. [384], the equilibrium symmetry reduces, in the classical limit, to a known symmetry which
characterizes thermal equilibrium in open classical systems [118, 236, 239, 375–377]. In Sec. 9.4.3 we
review the classical limit of the Schwinger-Keldysh action for a system coupled to a thermal bath [214,
215] and we discuss in detail how the classical equilibrium symmetry is correspondingly recovered. The
comparison with the classical symmetry highlights some remarkable differences with the quantum case:
in fact, in classical systems, thermal equilibrium can be regarded as a consequence of detailed balance,
which, in turn, is related to the property of microreversibility of the underlying microscopic dynamics.
In fact, the classical equilibrium symmetry is derived by requiring the dynamical functional to satisfy
these properties [118, 239, 376]. For quantum system, instead, an analogous satisfactory definition of
detailed balance and microreversibility is seemingly still missing, leaving open the important question
about the very nature of thermal equilibrium of quantum systems.
Efficient check for the presence of thermodynamic equilibrium conditions. The symmetry
is of great practical value, as it reduces answering the question about the possible presence of ther-
modynamic equilibrium to verifying a symmetry of the Schwinger-Keldysh action instead of having
to check explicitly the validity of all FDRs. In particular, we show in Sec. 9.6.2 that the Markovian
quantum dynamics described by a Lindblad master equation [385, 386] explicitly violates the sym-
metry. This reflects the driven nature of the system: indeed, the Lindblad equation may be viewed
as resulting from the coarse graining of the evolution of an underlying time-dependent system-bath
Hamiltonian, with a time dependence dictated by coherent external driving fields.
Moreover, in Sec. 9.6.3 we consider a bosonic mode coupled to two baths at different temperatures
and chemical potentials: in this case, the resulting net fluxes of energy or particles drive the system
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out of equilibrium with a consequent violation of the symmetry.
A new perspective on the construction of the Schwinger-Keldysh action. At the conceptual
level, the existence of the symmetry provides a new perspective on the construction of Schwinger-
Keldysh functional integrals. In particular, as customary in quantum field theories, one may consider
the symmetry as the fundamental principle: indeed, it is explicitly present for any time-independent
(time-translation invariant) Hamiltonian which generates the dynamics of a system at the microscopic
scale. Then, requiring the symmetry to hold for the full effective Keldysh action at a different scale
fixes the admissible dissipative terms so as to satisfy FDRs between response and correlation functions
of arbitrary order; translating back into the operator language, this provides a concrete hint why
stationary density matrices of the form ρ ∼ e−βH are favored over arbitrary functions ρ(H) for the
description of static correlation functions.
9.3 Symmetry transformation
As we anticipated above, a convenient framework for the theoretical description of the time evolution
of interacting quantum many-body systems is provided by the Schwinger-Keldysh functional integral
formalism [214,215]. In fact, it offers full flexibility in describing both non-equilibrium dynamics and
equilibrium as well as non-equilibrium stationary states, which is out of reach of the finite-temperature
Matsubara technique [387]. In addition, it is amenable to the well-established toolbox of quantum field
theory. The simplest way to illustrate the basic ingredients of the Schwinger-Keldysh formalism is to
consider the functional integral representation of the so-called Schwinger-Keldysh partition function
Z. For a system with unitary dynamics generated by the Hamiltonian H and initialized in a state
described by a density matrix ρ0, this function is given by Z = tr
(
e−iHtρ0eiHt
)
. (Note that, as it
stands, Z = 1; however, it is convenient to focus on its structure independently of its actual value.)
In this expression, time evolution is interpreted as occurring along a closed path: starting in the
state described by ρ0, the exponential e
−iHt to the left of ρ0 corresponds to a “forward” evolution up
to the time t, while the exponential eiHt to its right corresponds to an evolution going “backward”
in time. The trace tr (· · · ) connects, at time t, the forward with the backward branch of the time
path and therefore it produces a closed-time-path integral. Along each of these two branches, the
temporal evolution can be represented in a standard way as a functional integral of an exponential
weight eiS over suitably introduced (generally complex) integration variables, i.e., fields, ψ+(t,x) and
ψ−(t,x) on the forward and backward branches, respectively. These fields are associated with the two
sets of coherent states suitably introduced as resolutions of the identity in-between two consecutive
infinitesimal time evolutions in the Trotter decomposition of the unitary temporal evolution along the
two branches [214,215]. The resulting Schwinger-Keldysh action S is a functional of ψ±(t,x) and it is
generally obtained as a temporal integral along the close path in time of a Lagrangian density. (Explicit
forms of S will be discussed further below, but they are not relevant for the present discussion.) By
introducing different (time-dependent) sources J± for the fields ψ± on the two branches, the partition
function Z[J+, J−] is no longer identically equal to 1 and its functional derivatives can be used in
order to generate various time-dependent correlation functions (see, e.g., Refs. [214,215,383]).
As we show further below in Sec. 9.4, a system is in thermodynamic equilibrium at a temperature
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T = 1/β, if the corresponding Schwinger-Keldysh action is invariant under a certain transformation
Tβ which acts on the fields along the closed time path. In order to specify the form of Tβ, we focus
on the dynamics of a single complex bosonic field which is sufficiently simple but general enough to
illustrate conveniently all the basic ideas. In this case, the transformation Tβ turns out to be composed
of a complex conjugation 1 of the field components ψσ with σ = ±, an inversion of the sign of the
time variable, and a translation of the time variable into the complex plane by an amount iσβ/2, i.e.,
Tβψσ(t,x) = ψ∗σ(−t+ iσβ/2,x),
Tβψ∗σ(t,x) = ψσ(−t+ iσβ/2,x).
(9.1)
For convenience and future reference we provide an alternative compact representation of the action
of Tβ both in the time and real space domain (t,x) as well as in the frequency-momentum domain
(ω,q). The convention for the Fourier transforms of the fields, conveniently collected into two spinors
Ψσ(t,x) = (ψσ(t,x), ψ
∗
σ(t,x))
T , is the following:
Ψσ(t,x) =
∫
ddq
(2pi)d
∫ +∞
−∞
dω
2pi
ei(q·x−ωt)Ψσ(ω,q). (9.2)
In this relation, d is the spatial dimensionality of the system, and the field spinors in the frequency-
momentum domain are defined as Ψσ(ω,q) = (ψσ(ω,q), ψ
∗
σ(−ω,−q))T . Accordingly, we can write the
symmetry transformation Tβ in the form
TβΨσ(t,x) = Ψ∗σ(−t+ iσβ/2,x) = σxΨσ(−t+ iσβ/2,x),
TβΨσ(ω,q) = e−σβω/2Ψ∗σ(ω,−q) = e−σβω/2σxΨσ(−ω,q),
(9.3)
where we introduced the Pauli matrix σx = ( 0 11 0 ). The transformation in real time requires evaluating
the fields for complex values of the time argument, which in principle is not defined; however, the
complementary representation in Fourier space indicates how this can be done in practice. In fact,
in frequency space, the shift of time by an imaginary part iσβ/2 amounts to a multiplication by a
prefactor e−σβω/2.
As usual within the Schwinger-Keldysh formalism, it is convenient to introduce what are known
as classical and quantum fields. These are defined as the symmetric and antisymmetric combinations,
respectively, of fields on the forward and backward branches:
φc =
1√
2
(ψ+ + ψ−) , φq =
1√
2
(ψ+ − ψ−) . (9.4)
Combining these fields into spinors Φν(ω,q) = (φν(ω,q), φ
∗
ν(−ω,−q))T — where the index ν = c, q
distinguishes classical and quantum fields — the transformation Tβ takes the following form, which
we report here for future reference:
TβΦc(ω,q) = σx (cosh(βω/2)Φc(−ω,q)− sinh(βω/2)Φq(−ω,q)) ,
TβΦq(ω,q) = σx (− sinh(βω/2)Φc(−ω,q) + cosh(βω/2)Φq(−ω,q)) .
(9.5)
1In Ref. [384], the symmetry is stated in terms of the real phase variables of complex fields. Then, the complex
conjugation in Eq. (9.1) should be replaced by a change of sign.
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We anticipate and summarize here a number of properties of the equilibrium transformation Tβ which
are going to be discussed in detail in Secs. 9.4 and 9.5:
1. The transformation is linear, discrete and involutive, i.e., T 2β = 1. The last property follows
straightforwardly from Eqs. (9.1) or (9.3). Concerning linearity, note in particular that the
complex conjugation in Eq. (9.1) affects only the field variables, i.e., Tβλψσ(t,x) = λψ∗σ(−t +
iσβ/2,x) for λ ∈ C (see Sec. 9.5.2).
2. Tβ can be written as a a composition Tβ = T ◦ Kβ of a time-reversal transformation T and an
additional transformation Kβ, which we will identify in Sec. 9.5.3 as the implementation of the
KMS condition within the Schwinger-Keldysh functional integral formalism.
3. Tβ is not uniquely defined, due to a certain freedom in implementing the time-reversal transfor-
mation within the Schwinger-Keldysh functional integral formalism, as discussed in Sec. 9.5.2.
However, without loss of generality, we stick to the definition provided by Eq. (9.1) and we
comment on the alternative forms in Sec. 9.5.2.
4. The transformation Tβ leaves the functional measure invariant, i.e., the absolute value of the
Jacobian determinant associated with Tβ is equal to one, as discussed in Sec. 9.5.4 and shown
in App. 9.D.
5. The various forms of the transformation Tβ presented above apply to the case of a system of
bosons with vanishing chemical potential µ. In the presence of µ 6= 0, Eq. (9.1) becomes
Tβ,µψσ(t,x) = eσβµ/2ψ∗σ(−t+ iσβ/2,x),
Tβ,µψ∗σ(t,x) = e−σβµ/2ψσ(−t+ iσβ/2,x),
(9.6)
with a consequent modification of Eq. (9.3), which can be easily worked out. After a trans-
formation to the basis of classical and quantum fields according to Eq. (9.4), this modification
amounts to shifting the frequency ω in the arguments of the hyperbolic functions in Eq. (9.5),
i.e., to ω → ω − µ.
6. In taking the Fourier transforms in Eqs. (9.3) and (9.5) one implicitly assumes that the initial
state of the system was prepared at time t = −∞, while its evolution extends to t = ∞. In
the following we will work under this assumption, commenting briefly on the role of an initial
condition imposed at a finite time in Sec. 9.4.3.
9.4 Invariance of the Schwinger-Keldysh action
As we demonstrate further below, a system is in thermodynamic equilibrium if its Schwinger-Keldysh
action S is invariant under the transformation Tβ, i.e.,
S[Ψ] = S˜[TβΨ], (9.7)
where, for convenience of notation, Ψ =
(
ψ+, ψ
∗
+, ψ−, ψ∗−
)T
collects all the fields introduced in the
previous section into a single vector. The tilde in S˜ indicates that all the parameters in S which
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are related to external fields have to be replaced by their corresponding time-reversed values (e.g.,
the signs of magnetic fields have to be inverted), while in the absence of these fields the tilde may
be dropped. According to the construction of the Schwinger-Keldysh functional integral outlined at
the beginning of the previous section, the action corresponding to the unitary dynamics of a closed
system is completely determined by its Hamiltonian H. The initial state ρ0 of the dynamics enters
the functional integral as a boundary condition: if the system was prepared in the state ρ0 at the
time t = 0, the matrix element 〈ψ+,0|ρ0|ψ−,0〉, where |ψ±,0〉 are coherent states, determines the
(complex) weight of field configurations at the initial time with ψ±(0,x) = ψ±,0(x). In Sec. 9.4.1,
we demonstrate the invariance of the Schwinger-Keldysh action associated with a time-independent
Hamiltonian dynamics under the transformation Tβ. In particular, this invariance holds for for any
value of β. Interestingly enough, the Schwinger-Keldysh action associated with a Hamiltonian of a
simple non-interacting system — which can be diagonalized in terms of single-particle states — turns
out to be invariant under an enhanced version of this transformation, involving possibly different values
of β for each of the single-particle states (see Sec. 9.4.1). A constraint on the value of β, however,
comes from the inclusion of the boundary condition for the functional integral which specifies the
initial state ρ0. Here we are interested in the stationary state of the system, which is generically
reached a long time after its preparation in the state ρ0. Hence, we assume that this was done in
the distant past, i.e., at t = −∞, and that the evolution of the system extends to t = +∞ (cf.
point 6 in Sec. 9.3). In the construction of the Schwinger-Keldysh functional integral for a system in
thermodynamic equilibrium [214,215], a convenient alternative approach for specifying the appropriate
boundary conditions corresponding to the initial equilibrium state ρ0 of the system, consists in adding
infinitesimal dissipative contributions to the action. Usually [214,215], the form of these contributions
is determined by the requirement that the Green’s functions of the system are thermal with a specific
temperature T = 1/β, i.e., that they obey a fluctuation-dissipation relation; once these terms are
included, any reference to ρ0 may be omitted. We demonstrate in Sec. 9.4.2, that these dissipative
contributions are invariant under Tβ with exactly the same β. Hence, the thermal symmetry provides
a different perspective on the construction of the Schwinger-Keldysh functional integral for a system
in thermal equilibrium: while the unitary contributions are fixed by the Hamiltonian of the system,
the requirement of invariance under the symmetry transformation Tβ can be taken as the fundamental
principle for specifying the structure of the dissipative terms which can occur in the action if the system
is in thermodynamic equilibrium at temperature T = 1/β. We emphasize that only the simultaneous
presence in the Schwinger-Keldysh action of both the Hamiltonian and the dissipative contributions
yields a well-defined functional integral: the dissipative terms in the microscopic action are taken to
be infinitesimally small as for an isolated system, where they merely act as a regularization which
renders the functional integral finite and ensures that the bare response and correlation functions
satisfy a FDR; on the other hand, if the isolated system is composed of a small subsystem of interest
and a remainder which can be considered as a bath, then finite dissipative contributions emerge in the
Schwinger-Keldysh action of the subsystem after the bath has been integrated out. This scenario is
considered in Secs. 9.4.3 and 9.6.2. Moreover, the system can act as its own bath: in fact, one expects
the effective action for the low-frequency and long-wavelength dynamics of the system to contain
dissipative contributions which are due to the coupling to high-frequency fluctuations. In Sec. 9.4.2
we explicitly construct dissipative terms which comply with the thermal symmetry Tβ. In particular,
we find that the noise components associated with these dissipative terms must necessarily have the
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form of the equilibrium Bose-Einstein distribution function, as appropriate for the bosonic fields which
we are presently focussing on.
9.4.1 Invariance of Hamiltonian dynamics
The Schwinger-Keldysh action S associated with the dynamics generated by a time-independent
Hamiltonian H can be written as the sum of a “dynamical” and a “Hamiltonian” part, Sdyn and
SH, respectively,
S = Sdyn + SH, (9.8)
Sdyn =
1
2
∫
t,x
(
Ψ†+iσz∂tΨ+ −Ψ†−iσz∂tΨ−
)
, (9.9)
SH = −
∫
t
(H+ −H−) , (9.10)
where we used the shorthand
∫
t ≡
∫∞
−∞ dt,
∫
x ≡
∫
ddx, while σz =
(
1 0
0 −1
)
is the Pauli matrix. This
structure of the Schwinger-Keldysh action results from the construction of the functional integral
outlined at the beginning of Sec. 9.3. In particular, the Hamiltonians H± are matrix elements of
the Hamiltonian operator H in the basis of coherent states |ψ±〉, i.e., Hσ = 〈ψσ|H|ψσ〉/〈ψσ|ψσ〉,
where the amplitudes ψ± of the coherent states are just the integration variables in the functional
integral [214, 215]. Henceforth we focus on the case of a bosonic many-body system with contact
interaction, i.e., with Hamiltonians in Eq. (9.10) given by
Hσ =
∫
x
(
1
2m
|∇ψσ|2 + τ |ψσ|2 + λ |ψσ|4
)
. (9.11)
Here m is the mass of bosons, τ the chemical potential, and λ parametrizes the strength of the s-wave
two-body interaction. We consider this case because it is sufficiently general for the purpose of illus-
trating all basic concepts associated with the thermal symmetry and, in addition, in the classical limit
it allows a direct comparison with classical stochastic models [232, 388], where φc = (ψ+ + ψ−) /
√
2
plays the role of a bosonic order parameter field. This point is elaborated in Sec. 9.4.3.
Below we show that the invariance of the Schwinger-Keldysh action S under Tβ is intimately
related to the structure of the action, i.e., to the fact that it can be written as the sum of two terms
containing, separately, only fields on the forward and backward branches.
Dynamical term
To begin with, we show that the dynamical contribution Sdyn to the Schwinger-Keldysh action S given
in Eq. (9.9), is invariant under Tβ, i.e., that Sdyn[TβΦ] = Sdyn[Φ]. To this end, it is convenient to
express the original fields {ψ±, ψ∗±} in the so-called Keldysh basis, which is formed by the classical and
quantum components {φc,q, φ∗c,q} introduced in Eq. (9.4). For the sake of brevity, we arrange these
fields into the multiplet Φ =
(
φc, φ
∗
c , φq, φ
∗
q
)T
. Rewriting Sdyn in these terms and in the frequency-
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momentum space, we obtain (
∫
ω,q ≡
∫
dω ddq/(2pi)d+1)
Sdyn[TβΦ] =
∫
ω,q
ω
[
cosh2(βω/2)Φ†q(ω,q)σzΦc(ω,q)− sinh2(βω/2)Φ†c(ω,q)σzΦq(ω,q) + sinh(βω/2) cosh(βω/2)
×
(
Φ†c(ω,q)σzΦ
†
c(ω,q)− Φ†q(ω,q)Φq(ω,q)
)]
. (9.12)
The combination Φ†ν(ω,q)σzΦν(ω,q) = φ∗ν(ω,q)φν(ω,q) − φν(−ω,−q)φ∗ν(−ω,−q) with ν = c, q is
an odd function of (ω,q), whereas ω cosh(βω/2) sinh(βω/2) is even, and therefore the integral over
the product of these terms vanishes. Then, with some simple algebraic manipulation, the first line
in Eq. (9.12) is recognised to be nothing but Sdyn[Φ], from which the invariance of Sdyn follows
straightforwardly. Note that this property holds independently of the value of the parameter β in the
transformation Tβ.
Hamiltonian contribution
We consider now the transformation of the Hamiltonian contribution SH in Eq. (9.10) under Tβ.
First, we argue that the strictly local terms (i.e., those which do not involve spatial derivatives) in the
Hamiltonian (9.11) are invariant under Tβ; then, we extend the argument to the case of quasilocal terms
such as the kinetic energy contribution ∝ |∇ψ±|2 or non-local interactions. Consider a contribution
to SH of the form
V[Ψ] =
∫
t,x
(v+(t,x)− v−(t,x)) , (9.13)
where vσ(t,x) = (ψ
∗
σ(t,x)ψσ(t,x))
N is a generic local contribution to the Hamiltonian Hσ and N
is an integer. In particular, for N = 1 we obtain the term proportional to the chemical potential
in Eq. (9.11), while for N = 2, V[Ψ] is just the contact interaction. Since vσ(t,x) is real, under
the transformation Tβ [see Eq. (9.6)] only its time argument is shifted according to Tβvσ(t,x) =
vσ(−t+iσβ/2,x) and, taking the Fourier transform with respect to time of this relation, one eventually
finds
Tβvσ(ω,x) = e−σβω/2vσ(−ω,x). (9.14)
Accordingly, the vertex (9.13) is invariant under Tβ: in fact, being local in time, its diagrammatic
representation — where the fields ψσ(t,x) and ψ
∗
σ(t,x) are represented by ingoing and outgoing lines,
respectively — satisfies frequency conservation for in- and outgoing lines, as can be seen by taking
the Fourier transform of each of the fields in vσ(t,x) individually. In particular, the frequency ω in
Eq. (9.14) corresponds to the difference between the sums of the in- and outgoing frequencies and only
the ω = 0 component contributes to Eq. (9.13). (Here we assume that the time integrals in Eqs. (9.9),
(9.10), and therefore (9.14) extend over all possible real values, i.e., we focus on the stationary state
of the dynamics.) This component, however, is invariant under Tβ as follows directly from Eq. (9.14),
and hence the same is true for the vertex, for which V[TβΨ] = V[Ψ].
Clearly, the invariance of the vertex and of the dynamical term in Eq. (9.9) relies on the fact that
vertices, which are local in time, obey frequency conservation. (Note that, as before, this invariance
holds independently of the value of the parameter β in Tβ.) Accordingly, one concludes that any
contribution to the Hamiltonian, which is local in time and does not explicitly depend on time, is
182 CHAPTER 9. THERMODYNAMIC EQUILIBRIUM AS A SYMMETRY
invariant. In particular, the proof of invariance presented here for the vertex in Eq. (9.13) can be
straightforwardly extended to expressions containing spatial derivatives such as the kinetic energy
∝ |∇ψ±|2 in Eq. (9.11) and even to interactions which are not local in space, as long as they are local
in time, as anticipated above. Note, however, that these considerations do not rule out the possible
emergence upon renormalization or coarse-graining of terms which are non-local in time, as long as
they are invariant under Tβ. This case is actually discussed further below in Sec. 9.4.2.
Enhanced symmetry for non-interacting systems
The equilibrium transformation Tβ presented in Sec. 9.3 involves a single parameter β. While this
form is appropriate for the Gibbs ensemble describing the thermal equilibrium state of the interacting
many-body system with the Hamiltonian in Eq. (9.11), an enhanced version of the symmetry is
realized in non-interacting systems. Since these systems can be diagonalized in terms of single-particle
states, they are trivially integrable. Statistically, integrable systems are described by a generalized
Gibbs ensemble [31,61,62,68,95,96,109,389,390], constructed from the extensive number of conserved
quantities (with possible exceptions, see, e.g., Refs. [95, 96, 389, 390]). In the case of non-interacting
systems which we consider here (or, more generally, for any system that can be mapped to a non-
interacting one), these integrals of motion are just the occupation numbers of single-particle states.
Below we provide an example, in which the Lagrange multipliers associated with these conserved
occupations enter as parameters in a generalization of the equilibrium transformation Eq. (9.3): more
specifically, these multipliers play the role of effective inverse temperatures of the individual single-
particle states. On the other hand, in non-integrable cases, the eigenstates of the Hamiltonian are
not single-particle states. Then one generically expects the stationary state of the system to be in
thermal equilibrium at a temperature T = 1/β, which is determined by the initial conditions of the
dynamics of the system. Accordingly, the enhanced symmetry that is present in the stationary state of
the non-interacting integrable system breaks down and the corresponding Schwinger-Keldysh action
is invariant under a single Tβ, only for that specific value of β. This shows that the transformation Tβ
can be generalized in order to account for the appearance of a generalized Gibbs ensemble in the trivial
case of a system that can be diagonalized in terms of single-particle states. However, the question
whether the generalized Gibbs ensemble emerging in the stationary states of generic integrable systems
is characterized by a symmetry involving the Lagrangian multipliers associated with the respective
integrals of motion as parameters, is beyond the scope of the present Chapter.
As an example, let us consider bosons on a d-dimensional lattice with nearest-neighbour hopping
and on-site interaction (i.e., the Bose-Hubbard model [391]), with Hamiltonian
H = Hkin +Hint,
Hkin = −t
∑
〈l,l′〉
a†lal′ ,
Hint =
U
2
∑
l
a†lal
(
a†lal − 1
)
,
(9.15)
where al is the annihilation operator for bosons on the lattice site l, t is the hopping matrix element
between site l and its nearest-neighbours l′, while U determines the strength of on-site interactions.
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We first consider the case U = 0, which is trivially integrable: the kinetic energy contribution to the
Hamiltonian is diagonal in momentum space and the corresponding single-particle eigenstates are the
Bloch states. These are labelled by a quasi-momentum q, and in terms of creation and annihilation
operators for particles in Bloch states, a†q and aq respectively, the kinetic energy can be written as
Hkin =
∑
q
qa
†
qaq. (9.16)
Let us now consider a Schwinger-Keldysh functional integral description of the stationary state of the
system. Then, the kinetic energy in Eq. (9.16) yields a contribution to the corresponding action which
reads
SH,kin = −
∫
t
∑
q
q
(
ψ∗q,+ψq,+ − ψ∗q,−ψq,−
)
, (9.17)
where ψq,+ and ψq,− are the fields on the forward and backward branches of the closed time path
respectively, expressed in the basis of Bloch states. SH,kin is invariant under the transformation of the
fields
TβqΨq,σ(ω) = e−σβqω/2Ψ∗−q,σ(ω), (9.18)
where, as in Eq. (9.3), we arrange the fields in a spinor Ψq,σ(ω) =
(
ψq,σ(ω), ψ
∗−q,σ(−ω)
)T
. The
crucial point is that βq can be chosen to depend on the quantum quasi-momentum q, indicating that
to each eigenstate of the system we can assign an individual “temperature” Tq = 1/βq such that
the corresponding mean occupation number nq = 〈a†qaq〉 is determined by a Bose distribution with
precisely this “temperature.”
Let us now consider the opposite limit t = 0, in which the hopping amplitude t vanishes while the
interaction strength U is finite. The interaction energy Hint in Eq. (9.15) is diagonal in the basis of
Wannier states localized at specific lattice sites and the occupation numbers nˆl = a
†
lal of these sites
are conserved, rendering the system integrable. The generalized symmetry transformation appropriate
for this case can be obtained from Eq. (9.18) by replacing the quasi-momentum q by the lattice site
index l and by introducing a set of “local (inverse) temperatures” Tl (βl) instead of Tq (βq).
In the generic case, when both the hopping t and the interaction U are non-zero, the system is
not integrable. Then, neither the generalized transformation Eq. (9.18) nor its variant with local
“temperatures” are symmetries of the corresponding Schwinger-Keldysh action, showing that this
case eventually admits only one single global temperature, which determines the statistical weight of
individual many-body eigenstates of the system.
9.4.2 Dissipative contributions in equilibrium
The functional integral with the action S in Eq. (9.8), as it stands, is not convergent but it can be
made so by adding to S an infinitesimally small imaginary (i.e., dissipative) contribution [214, 215].
Within a renormalization-group picture, this infinitesimal dissipation may be seen as the “initial
value”, at a microscopic scale, of finite dissipative contributions, which are eventually obtained upon
coarse graining the original action S and which result in, e.g., finite lifetimes of excitations of the
effective low-energy degrees of freedom. The precise form of the corresponding effective low-energy
action and, in particular, of the dissipative contributions which appear therein, is strongly constrained
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by the requirement of invariance under Tβ of the starting action at the microscopic scale: in fact, terms
which violate this symmetry will not be generated upon coarse-graining. In the discussion below we
identify those dissipative contributions to the Schwinger-Keldysh action which are invariant under Tβ.
This allows us to anticipate the structure of any low-energy effective action possessing this a symmetry.
Note, however, that finite dissipative terms may appear even at the microscopic scale because of, e.g.,
the coupling of the system to an external bath. Below we consider two instances of this case: in
Sec. 9.6.2 we show that Tβ cannot be a symmetry of the action if the system is coupled to Markovian
baths and driven — a situation described by a quantum master equation. Another specific example,
in which the equilibrium symmetry is realized, is the particle number non-conserving coupling of the
Schwinger-Keldysh action Eq. (9.8) to an ohmic bath. This situation, which we discuss in Sec. 9.4.3, is
of particular interest, because its classical limit renders what is known as the dynamical model A [232]
with reversible mode couplings (termed model A∗ in Ref. [388]); this correspondence allows us to
establish a connection with the known equilibrium symmetry of the generating functional associated
with this classical stochastic dynamics.
Below we discuss dissipative terms of the action invariant under Tβ, which involve first single
particles (being quadratic in the fields of the Schwinger-Keldysh action) in Sec. 9.4.2, and then their
interactions in Sec. 9.4.2.
Single-particle sector
Dissipative contributions to the single-particle sector of the Schwinger-Keldysh action which are in-
variant under Tβ take the form
Sd = i
∫
ω,q
h(ω,q)
(
φ∗q(ω,q)φc(ω,q)− φq(ω,q)φ∗c(ω,q) + 2 coth(βω/2)φ∗q(ω,q)φq(ω,q)
)
, (9.19)
with an arbitrary real function h(ω,q) which transforms under time reversal as h˜(ω,q) = h(ω,−q).
When such dissipative terms are introduced in order to regularize the Schwinger-Keldysh functional
integral, a typical choice for h(ω,q) is h(ω,q) =  [214,215] with → 0: this ensures that the Green’s
functions in the absence of interactions satisfy a fluctuation-dissipation relation (FDR; we postpone
the detailed discussion of these relations to Sec. 9.6.1). The FDR for non-interacting Green’s functions,
together with the invariance of interactions under the transformation Tβ shown in Sec. 9.4.1, guarantees
that the FDR is satisfied to all orders in perturbation theory [373].
While there are no restrictions on the form of the function h(ω,q), the hyperbolic cotangent
coth(βω/2) appearing in the last term of Sd is uniquely fixed by the requirement of invariance under
Tβ, as can be verified by following the line of argument presented in Appendix 9.A. In particular, Sd
with a certain value of β in the argument of coth(βω/2) is invariant under Tβ′ if and only if β′ = β.
This shows that, remarkably, the appearance of the thermodynamic equilibrium Bose distribution
function n(ω) = 1/(eβω − 1) at a temperature T = 1/β in coth(βω/2) = 2n(ω) + 1, can be traced
back to the fact that Tβ is a symmetry of the action. Note that for simplicity we considered here
only the case of vanishing chemical potential, µ = 0. For finite µ, the frequency ω in the argument of
the hyperbolic cotangent in Eq. (9.19) should be shifted according to ω → ω − µ, as we discussed in
point 5 in Sec. 9.3.
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Dissipative vertices
The dissipative contributions discussed in the previous section are quadratic in the field operators and
they naturally occur, e.g., when the system is coupled to a thermal bath by means of an interaction
which is linear in those fields. However, this type of coupling necessarily breaks particle number con-
servation. The number of particles is conserved if instead the system-bath interaction term commutes
with the total number of particles of the system, N =
∫
x n(x), where n(x) = ψ
†(x)ψ(x) is the local
density. In other words, to ensure particle number conservation, it is necessary that the coupling
terms are at least quadratic in the system operators. Accordingly, dissipative vertices appear in the
Schwinger-Keldysh action after integrating out the bath degrees of freedom: the requirement of in-
variance of these terms under Tβ allows us to infer a priori their possible structure. In particular, we
find that a frequency-independent number-conserving quartic vertex (i.e., the dissipative counterpart
to the two-body interaction ∝ |ψσ|4 in the Hamiltonian (9.11)) is forbidden by the thermal symmetry.
A generic quartic vertex, which conserves the number of particles and which is local in time, can
be parameterized as
Sd = −i
∫
ω1,...,ω4
δ(ω1 − ω2 + ω3 − ω4)×
[
f1(ω1, ω2, ω3, ω4)ψ
∗
+(ω1)ψ+(ω2)ψ
∗
+(ω3)ψ+(ω4)
+ f2(ω1, ω2, ω3, ω4)ψ
∗
−(ω1)ψ−(ω2)ψ
∗
−(ω3)ψ−(ω4) + f3(ω1, ω2, ω3, ω4)ψ
∗
+(ω1)ψ+(ω2)ψ
∗
−(ω3)ψ−(ω4)
]
,
(9.20)
where f1,2,3 are real functions; in order to simplify the notation we do not indicate the (local) spatial
dependence of the fields, which is understood together with the corresponding integration in space.
Conservation of particle number is ensured by the U(1) invariance ψ± 7→ eiα±ψ± on each contour
separately, with generic phases α±, while the overall δ-function on the frequencies guarantees locality
in time. Restrictions on the functions f1,2,3 in the generic dissipative vertex in Eq. (9.20) follow from
the requirements of causality [215], according to which Sd to the action must vanish for ψ+ = ψ−, and
invariance of the dissipative vertex under the equilibrium transformation. These conditions are studied
in detail in Appendix 9.B. In particular, we find that they cannot be satisfied if f1,2,3 are constant,
i.e., do not depend on the frequencies. One particular choice of these functions that is compatible
with the constraints is given by
f3(ω1, ω2, ω3, ω4) = −4 (ω1 − ω2) (n(ω1 − ω2) + 1) ,
f1(ω1, ω2, ω3, ω4) = f2(ω1, ω2, ω3, ω4) = (ω1 − ω2) coth(β (ω1 − ω2) /2) ,
(9.21)
with the Bose distribution function n(ω). It is interesting to note that, in the basis of classi-
cal and quantum fields, this corresponds to a generalization of Eq. (9.19) with h(ω,q) = ω, in
which the fields are replaced by the respective densities defined as ρc =
(
ψ∗+ψ+ + ψ∗−ψ−
)
/
√
2 and
ρq =
(
ψ∗+ψ+ − ψ∗−ψ−
)
/
√
2. Another notable property of this solution is that for ω1,2 → 0 we have
f1,2(ω1, ω2, ω3, ω4) → 2T and f3(ω1, ω2, ω3, ω4) → −4T , i.e., these limits of vanishing frequencies are
finite. This implies that the form of Sd with f1,2,3 given by Eq. (9.21) is to some extent universal:
indeed, it should be expected to give the leading dissipative contribution to the Schwinger-Keldysh
action of any number-conserving system in the low-frequency limit. At higher frequencies, other less
universal solutions might also be important and one cannot make a general statement.
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9.4.3 Classical limit, detailed balance and microreversibility
A transformation analogous to Tβ — which becomes a symmetry in equilibrium — was previously
derived for the stochastic evolution of classical statistical systems in contact with an environment,
within the response functional formalism [118,235–239,313,375]. This formalism allows one to deter-
mine expectation values of relevant quantities as a functional integral with a certain action known as
response functional, which can also be derived from a suitable classical limit of the Schwinger-Keldysh
action for quantum systems [214,215]. In these classical systems, the environment acts effectively as
a source of stochastic noise over which the expectation values are taken.
Here, we show that the classical limit of Tβ [384] yields exactly the transformation which becomes
a symmetry when the classical system is at equilibrium [376]. In order to consider this limit within the
Schwinger-Keldysh formalism, it is convenient to express the Schwinger-Keldysh action in Eq. (9.8) in
terms of the classical and quantum fields φc and φq, respectively, defined in Eq. (9.4) and to reinstate
Planck’s constant according to [214,215]
S → S/~, coth(βω/2)→ coth(β~ω/2), φq → ~φq. (9.22)
Then, the action can be formally expanded in powers of ~ in order to take the classical limit ~ → 0
and the classical part of the Schwinger-Keldysh action is given by the contribution which remains for
~ = 0. Note that the limit ~ → 0 considered here is formally equivalent to approaching criticality in
equilibrium at finite temperature T = β−1, for which β∆→ 0, where ∆ is the energy gap, which can
be read off from the retarded Green’s function (see, e.g., Ref. [245]). This equivalence conforms with
the expectation that quantum fluctuations generically play only a subdominant role in determining
the critical behavior of quantum systems at finite temperature. In order to see the emergence of
a stochastic dynamics driven by incoherent (thermal) noise from a quantum coherent dynamics, we
supplement the Schwinger-Keldysh action in Eq. (9.8) (describing the latter) with dissipative terms
arising from its coupling to a bath. For simplicity, we assume this bath to be characterized by an
ohmic spectral density, while the system is assumed to have the Hamiltonian in Eq. (9.11). Deferring
to Sec. 9.6.2 the discussion of the theoretical description of such a system-bath coupling, we anticipate
here that the resulting contribution to the Schwinger-Keldysh action can be written as in Eq. (9.63),
under the assumption that γ(ω)ν(ω) is linear in the frequency, i.e., γ(ω)ν(ω) = 2κω and by choosing
Lσ(ω)→ ψσ(ω,q), with the thermal bath acting independently on each momentum mode [214]. Then,
in the classical limit ~→ 0, we find
S =
∫
t,x
Φ†q
{[
(σz + iκ1) i∂t +
∇2
2m
]
Φc + i2κTΦq
}
− λ
∫
t,x
(
φ∗2c φcφq + c.c.
)
. (9.23)
This action has the form of the response functional of the equilibrium dynamical models considered
in Ref. [232]: it includes both a linear and a quadratic contribution in the quantum field φq, but no
higher-order terms. After having transformed the quadratic term into a linear one via the introduction
of an auxiliary field (which is eventually interpreted as a Gaussian additive noise), this quantum field
can be integrated out and one is left with an effective constraint on the dynamics of the classical field
φc, which takes the form of a Langevin equation; here:
(i− κ) ∂tφc =
(
−∇
2
2m
+ λ|φc|2
)
φc + η, (9.24)
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where η = η(x, t) is a (complex) Gaussian stochastic noise with zero mean 〈η(x, t)〉 = 0 and correlations
〈η(x, t)η∗(x′, t′)〉 = κTδ(t− t′)δ(d)(x− x′), 〈η(x, t)η(x′, t′)〉 = 0. (9.25)
Equation (9.24) describes the dynamics of the non-conserved (complex scalar) field φc without ad-
ditional conserved densities, which is known in the literature as model A [232]. However, as can be
seen from the complex prefactor i − κ of the time derivative on the left-hand side of Eq. (9.24), the
dynamics is not purely relaxational as in model A, but it has additional coherent contributions, also
known as reversible mode couplings [313]. The fact that the simultaneous appearance of dissipative
and coherent dynamics can be described by a complex prefactor of the time derivative is specific to
thermal equilibrium: in fact, dividing Eq. (9.24) by i − κ, the reversible and irreversible parts of
the resulting Langevin dynamics are not independent of each other and in fact their coupling con-
stants share a common ratio [118,239,350]. Under more general non-equilibrium conditions, however,
these reversible and irreversible generators of the dynamics have different microscopic origins and no
common ratio generically exists. In the present equilibrium context, however, the action Eq. (9.23)
corresponds to model A∗ in the notion of Ref. [388], and the form of the classical transformation
appropriate for this case which becomes a symmetry in equilibrium was given in Ref. [245]. This
transformation emerges as the classical limit of Tβ discussed in the previous sections [384]. In fact,
for β = T−1 → 0 and neglecting the contribution of the quantum fields in the transformation of the
classical fields (i.e., at the leading order in ~), Eq. (9.5) becomes
TβΦc(t,x) = σxΦc(−t,x),
TβΦq(t,x) = σx
(
Φq(−t,x) + i
2T
∂tΦc(−t,x)
)
,
(9.26)
after a transformation back to the time and space domains. Upon identifying the classical field Φc with
the physical field and Φq with the response field Φ˜, according to Φq = iΦ˜, Eq. (9.26) takes the form
of the classical symmetry introduced in Ref. [376]. Note, however, that the transformation (9.26)
is not the only form in which the equilibrium symmetry in the classical context can be expressed.
In fact, the transformation of the response field Φ˜ can also be expressed [118, 239] in terms of a
functional derivative of the equilibrium distribution rather than of the time derivative of the classical
field ∂tΦc as in Eq. (9.26). The existence of these different but equivalent transformations might
be related to the freedom in the definition of the response field, which is introduced in the theory
as an auxiliary variable in order to enforce the dynamical constraint represented by the Langevin
equation [118,195,239,313] such as Eq. (9.24). This implies [195] that the related action acquires the
so-called Slavnov-Taylor symmetry. As far as we know, the consequences of this symmetry have not
been thoroughly investigated in the classical case and its role for quantum dynamics surely represents
an intriguing issue for future studies.
We emphasize the fact that the derivation of the symmetry in the classical case involves explicitly
the equilibrium probability density [118, 239]. Indeed, the response functional contains an additional
contribution from the probability distribution of the value of the fields at the initial time, after
which the dynamics is considered. This term generically breaks the time-translational invariance of
the theory [118, 239], unless the initial probability distribution is the equilibrium one. Accordingly,
when the classical equilibrium symmetry Tβ is derived under the assumption of time-translational
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invariance, its expression involves also the equilibrium distribution. In the quantum case discussed in
the previous sections, instead, time-translational symmetry was implicitly imposed by extending the
time integration in the action from −∞ to +∞, which is equivalent to the explicit inclusion of the
initial condition (in the form of an initial density matrix) and makes the analysis simpler, though with
a less transparent interpretation from the physical standpoint.
Although in classical systems this equilibrium symmetry takes (at least) two different but equivalent
forms due to the arbitrariness in the definition of the response functional mentioned above, it can
always be traced back to the condition of detailed balance [118,239,376]. Within this context, detailed
balance is defined by the requirement that the probability of observing a certain (stochastic) realization
of the dynamics of the system equals the probability of observing the time-reversed realization, and
therefore it encodes the notion of microreversibility. This condition guarantees the existence and
validity of fluctuation-dissipation relations, which can be proved on the basis of this symmetry. In
addition, detailed balance constrains the form that the response functional can take as well as the one
of the equilibrium probability distribution for this stochastic process.
The situation in the quantum case appears to be significantly less clear. In fact, a precise and
shared notion of quantum detailed balance and quantum microreversibility is seemingly lacking. The
first attempt to introduce a principle of quantum detailed balance dates back to Ref. [392], where
it was derived from a condition of microreversibility in the context of Markovian quantum dynamics
described by a Lindblad master equation. The mathematical properties of these conditions were
subsequently studied in detail (see, e.g., Refs. [393–397]) and were shown to constrain the form of the
Lindblad super-operator in order for it to admit a Gibbs-like stationary density matrix. However, even
when this occurs, these operators are not able to reproduce the KMS condition and the fluctuation-
dissipation relations because of the underlying Markovian approximation, as we discuss in Sec. 9.6.2.
The notion of microreversibility in quantum systems appears to have received even less attention,
as well as its connection with some sort of reversibility expressed in terms of the probability of ob-
serving certain “trajectories” and their time-reversed ones. The definition proposed in Ref. [392]
(also discussed in Ref. [398]) appears to be a natural generalization of the notion in the classical
case, as it relates the correlation of two operators evaluated at two different times with the correlation
of the time-reversed ones. However, to our knowledge, the relationship between this condition and
thermodynamic equilibrium has never been fully elucidated. Although addressing these issues goes
well beyond the scope of the present Chapter, they surely represent an interesting subject for future
investigations.
9.5 Equivalence between the symmetry and the KMS condition
In this section we show that the invariance of the Schwinger-Keldysh action of a certain system under
Tβ (as specified in Sec. 9.4) is equivalent to having multi-time correlation functions of the relevant
fields which satisfy the KMS condition [365, 366]. As the latter can be considered as the defining
property of thermodynamic equilibrium, this shows that the same applies to the invariance under the
equilibrium symmetry.
The KMS condition involves both the Hamiltonian generator of dynamics and the thermal nature
of the density matrix which describes the stationary state of the system: heuristically this condition
amounts to requiring that the many-body Hamiltonian which determines the (canonical) population
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of the various energy levels is the same as the one which rules the dynamics of the system. The
equivalence proved here allows us to think of the problem from a different perspective: taking the
invariance under Tβ as the fundamental property and observing that any time-independent Hamil-
tonian respects it, we may require it to hold at any scale, beyond the microscopic one governed by
reversible Hamiltonian dynamics alone. In particular, upon coarse graining within a renormalization-
group framework, only irreversible dissipative terms which comply with the symmetry (such as those
discussed in Sec. 9.4.2) can be generated in stationary state and the hierarchy of correlation functions
respect thermal fluctuation-dissipation relations. The validity of KMS conditions (and therefore of
the symmetry Tβ) hinges on the whole system being prepared in a canonical density matrix ρ0. Ac-
cordingly, if the system is described by a microcanonical ensemble, the KMS condition holds only in a
subsystem of it, which is expected to be described by a canonical reduced density matrix. Equivalently,
this means that, in a microcanonical ensemble, only suitable local observables satisfy this condition.
In the case of quantum many-body systems evolving from a pure state, an additional restriction on
the class of observables emerges due to the fact that, if thermalization occurs as conjectured by the
eigenstate thermalization hypothesis (ETH) [36, 37, 62], the microcanonical ensemble is appropriate
only if the observable involves the creation and annihilation of a small number of particles (low order
correlation functions). This was shown to be also the case for FDRs [38,43]: however, as pointed out
above, the thermal symmetry implies the validity of FDRs involving an arbitrary number of particles,
which leads to the conclusion that it does not apply to an isolated system thermalizing via the ETH.
In other words, the thermal symmetry implies that the whole density matrix takes the form of a Gibbs
ensemble, while in thermalization according to the ETH, only finite subsystems are thermalized by
the coupling to the remainder of the system, which acts as a bath. Thus we see how Hamiltonian
dynamics favors thermal stationary states (with density matrix ρ proportional to e−βH) over arbitrary
functionals ρ = ρ(H). One explicit technical advantage of this perspective based on symmetry is that
it allows us to utilize the toolbox of quantum field theory straightforwardly and to study the implica-
tions of Tβ being a symmetry; this is exemplified here by considering the associated Ward-Takahashi
identities and by showing the absence of this symmetry in dynamics described by Markovian quantum
master equations in Sec. 9.6.2. We also note that the presence of this symmetry provides a criterion
for assessing the equilibrium nature of a certain dynamics by inspecting only the dynamic action func-
tional, instead of the whole hierarchy of fluctuation-dissipation relations. In addition, this symmetry
may be present in the actions of open systems with both reversible and dissipative terms.
In the following, we consider a quantum system with unitary dynamics generated by the (time-
independent) Hamiltonian H, which is in thermal equilibrium at temperature T = β−1 and therefore
has a density matrix ρ = e−βH/ tr e−βH . The KMS condition relies on the observation that for an
operator in the Heisenberg representation A(t) = eiHtAe−iHt, one has
A(t)ρ = ρA(t− iβ) (9.27)
(for simplicity we do not include here a chemical potential but at the end of the discussion we in-
dicate how to account for it).This identity effectively corresponds, up to a translation of the time
by an imaginary amount, to exchanging the order of the density matrix and of the operator A and
therefore, when Eq. (9.27) is applied to a multi-time correlation function, it inverts the time order of
the involved times, which can be subsequently restored by means of the quantum-mechanical time-
reversal operation. Hence, the quantum-mechanical time reversal naturally appears as an element of
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the equilibrium symmetry Tβ, while external fields have to be transformed accordingly, as indicated
in Eq. (9.7). The application of time reversal yields a representation of the KMS condition which
can be readily translated into the Schwinger-Keldysh formalism, as was noted in Refs. [371–373]. In
particular, it results in an infinite hierarchy of generalized multi-time quantum fluctuations-dissipation
relations which include the usual FDR for two-time correlation and response functions of the bosonic
fields as a special case (see Ref. [373] and Sec. 9.6.1). One of the main points of this Chapter is
that these FDRs can also be regarded as the Ward-Takahashi identities associated with the invariance
of the Schwinger-Keldysh action S under the discrete symmetry 2 Tβ and that, conversely, the full
hierarchy of FDRs implies the invariance of S under Tβ.
The argument outlined below, which shows the equivalence between the KMS condition and the
thermal symmetry, involves several steps: as a preliminary we review in Secs. 9.5.1 and 9.5.2 how time-
ordered and anti-time-ordered correlation functions can be expressed using the Schwinger-Keldysh
technique and we specify how these correlation functions transform under quantum mechanical time
reversal. We apply these results to the KMS condition in Sec. 9.5.3: first we discuss its generalization
to multi-time correlation functions and then we translate such a generalization into the Schwinger-
Keldysh formalism. This part proceeds mainly along the lines of Ref. [373], with some technical
differences. Finally, we establish the equivalence between the resulting hierarchy of FDRs and the
thermal symmetry at the end of Sec. 9.5.3.
9.5.1 Multi-time correlation functions in the Schwinger-Keldysh formalism
Two-time correlation functions. Let us first consider a two-time correlation function
〈A(tA)B(tB)〉 ≡ tr (A(tA)B(tB)ρ) (9.28)
between two generic operators A and B (in the following we are particularly interested in considering
the case in which A and B are the field operators ψ(x) or ψ†(x) at positions x = xA and x = xB)
evaluated at different times tA and tB, respectively, in a quantum state described by the density matrix
ρ. We assume that the dynamics of the system is unitary and generated by the Hamiltonian H. Then,
the Heisenberg operator A at time tA is related to the Schro¨dinger operator at a certain initial time
ti < tA via
A(tA) = e
iH(tA−ti)Ae−iH(tA−ti), (9.29)
with an analogous relation for B.
The two-time correlation function can be represented within the Schwinger-Keldysh formalism as
〈A(tA)B(tB)〉 = 〈A−(tA)B+(tB)〉
≡
∫
D[Ψ]A−(tA)B+(tB)eiS[Ψ],
(9.30)
irrespective of the relative order of the times tA and tB. Here, the functional integral is taken over
the fields Ψ =
(
ψ+, ψ
∗
+, ψ−, ψ∗−
)T
, and the exponential weight with which a specific field configuration
2Here we used the notion of “Ward-Takahashi identity” in the slightly generalized sense which encompasses the case
of identities between correlation functions resulting from discrete symmetries (such as Eq. (9.3) in Sec. 9.5.4, which leads
to, c.f., Eqs. (9.46) and (9.47)) beyond the usual case of continuous symmetries [195].
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contributes to the integral is determined by the Schwinger-Keldysh action S[Ψ]. In the following, by
O+/− we indicate that a certain operator O has been evaluated in terms of the fields ψ± defined on the
forward/backward branch of the temporal contour associated with the Schwinger-Keldysh formalism
(see, e.g., Refs. [214,215]).
Multi-time correlation functions. We define multi-time correlation functions in terms of time-
ordered and anti-time-ordered products of operators
A(tA,1, . . . , tA,N ) = a1(tA,1)a2(tA,2) · · · aN (tA,N ),
B(tB,1, . . . , tB,M ) = bM (tB,M )bM−1(tB,M−1) · · · b1(tB,1),
(9.31)
for ti < tA,1 < · · · < tA,N < tf and ti < tB,1 < · · · < tB,M < tf . Here, {an, bm}m,n are bosonic field
operators. The specific sequence of time arguments in A and B (increasing and decreasing from left to
right, respectively) leads to a time-ordering on the Schwinger-Keldysh contour: indeed, the multi-time
correlation function can be expressed as a Schwinger-Keldysh functional integral in the form
〈A(tA,1, . . . , tA,N )B(tB,1, . . . , tB,M )〉 = 〈B+(tB,1, . . . , tB,M )A−(tA,1, . . . , tA,N )〉. (9.32)
Anti-time-ordered correlation functions. Not only time-ordered correlation functions such as
Eq. (9.32) can be expressed in terms of functional integrals, but also correlation functions which
are anti-time-ordered and which, e.g., are obtained by exchanging the positions of A(tA,1, . . . , tA,N )
and B(tB,1, . . . , tB,M ) on the l.h.s. of Eq. (9.32). The construction of the corresponding functional
integral can be accomplished with a few straightforward modifications to the procedure summarized
in Appendix 9.C (and presented, e.g., in Refs. [214,215]). In a stationary state one has [ρ,H] = 0 and
all the Heisenberg operators on the l.h.s. of Eq. (9.32) can be related to the Schro¨dinger operators at
a later time tf . Then one finds
〈B(tB,1, . . . , tB,M )A(tA,1, . . . , tA,N )〉 = 〈A+(tA,1, . . . , tA,N )B−(tB,1, . . . , tB,M )〉Sb , (9.33)
where the action Sb describes the backward evolution and it is related to the action S which enters
the forward evolution in Eq. (9.32) simply by a global change of sign Sb = −S.
9.5.2 Quantum-mechanical time reversal
In this section we first recall some properties of the quantum-mechanical time reversal operation T [374]
and then discuss its implementation within the Schwinger-Keldysh formalism. T is an antiunitary oper-
ator, i.e., it is antilinear (such that Tλ|ψ〉 = λ∗T|ψ〉 for λ ∈ C) and unitary (T† = T−1). Scalar products
transform under antiunitary transformations into their complex conjugates, i.e., 〈ψ|A|φ〉 = 〈ψ˜|A˜|φ˜〉∗,
where we denote by |ψ˜〉 = T|ψ〉 and A˜ = TAT† the state and the Schro¨dinger operator obtained from
the state |ψ〉 and the operator A, respectively, after time reversal. Accordingly, expressing the trace
of an operator in a certain basis {|ψn〉}n, one finds
trA =
∑
n
〈ψn|A|ψn〉 =
∑
n
〈ψ˜n|A˜|ψ˜n〉∗ = (tr A˜)∗. (9.34)
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In the last equality we used the fact that, due to the unitarity of T, also the time-reversed set {|ψ˜n〉}n
forms a basis. For future convenience, we shall define the Heisenberg representation of time-reversed
operators such that it coincides with the Schro¨dinger one at time −tf , i.e., we set
A˜(tA) = e
iH˜(tA+tf)A˜e−iH˜(tA+tf). (9.35)
Note that this is distinct from the Heisenberg representation defined in Eq. (9.29), which coincides
with the Schro¨dinger one only at time ti. In order to simplify the notation, we shall not distinguish
these two different Heisenberg representations, assuming implicitly that the latter and the former are
used, respectively, for operators and their time-reversed ones, such that A(ti) = A while A˜(−tf ) = A˜.
Let us now study the effect of time reversal on the generic multi-time correlation function in
Eq. (9.32). Due to translational invariance in time, the time arguments of the operators A and B can
be shifted by ti− tf without affecting the correlation function. Then, by using Eqs. (9.34) and (9.35),
one has
〈A(tA,1, . . . , tA,N )B(tB,1, . . . , tB,M )〉 = 〈A˜(−tA,1, . . . ,−tA,N )B˜(−tB,1, . . . ,−tB,M )〉∗ρ˜
= 〈B˜†(−tB,1, . . . ,−tB,M )A˜†(−tA,1, . . . ,−tA,N )〉ρ˜, (9.36)
where the subscript in 〈· · · 〉ρ˜ indicates that the expectation value is taken with respect to the time-
reversed density operator ρ˜ ≡ TρT†, which is time-independent. The expectation value on the r.h.s. of
Eq. (9.36) is anti-time ordered and therefore it can be rewritten as a Schwinger-Keldysh functional
integral by using Eq. (9.33). The l.h.s., instead, is time-ordered and therefore it can be expressed as
in Eq. (9.32), such that Eq. (9.36) becomes
〈B+(tB,1, . . . , tB,M )A−(tA,1, . . . , tA,N )〉 = 〈A˜∗+(−tA,1, . . . ,−tA,N )B˜∗−(−tB,1, . . . ,−tB,M )〉S˜b , (9.37)
where the subscript b in S˜b indicates that the sign of the action which describes the Hamiltonian
evolution on the r.h.s. of this relation has been reversed, as explained below Eq. (9.33). The time-
reversed action S˜ differs from the action S associated with H which enters (implicitly, cf. Eq. (9.30))
Eq. (9.32) because in S˜ the time evolution is generated by H˜, the initial state is the time-reversed
density matrix ρ˜, and the integration over time extends from −tf to −ti. This latter difference becomes
inconsequential as ti → −∞ and tf →∞.
Let us now consider the case in which A and B are products of the bosonic field operators ψ and
ψ†, such that A± and B± involve the corresponding products of ψ± and their complex conjugates. As
there are no further restrictions on A and B, the l.h.s. of Eq. (9.37) can be generically indicated as
〈O[Ψ]〉, where O[Ψ] is the product of various fields on the Schwinger-Keldysh contour corresponding
to B+(. . .)A−(. . .) which, according to the notation introduced in Sec. 9.3, are collectively indicated
by Ψ =
(
ψ+, ψ
∗
+, ψ−, ψ∗−
)T
. With this shorthand notation, Eq. (9.37) can be cast in the form
〈O[Ψ]〉 = 〈O[TΨ]〉S˜b , (9.38)
where the transformation
TΨσ(t,x) = Ψ
∗
−σ(−t,x), (9.39)
implements the quantum-mechanical time reversal within the Schwinger-Keldysh formalism. (With
a slight abuse of notation, the same symbol T is used to indicate here both the quantum-mechanical
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time-reversal operator introduced above and the transformation of fields on the Schwinger-Keldysh
contour in Eqs. (9.38) and (9.39).) In Eq. (9.39) we took into account that the bosonic field operators
in the Schro¨dinger picture and in the real-space representation are time-reversal invariant, i.e., ψ˜(x) =
Tψ(x)T† = ψ(x), which allows us to drop the tilde on the transformed field on the r.h.s. of Eq. (9.39).
However, we note that in the last line of Eq. (9.36) the Hermitean adjoint operators of those on the
l.h.s. appear and this is the reason why both the r.h.s. of Eq. (9.37) and the transformation prescription
Eq. (9.39) involve complex conjugation of the fields. Note that the time-reversal transformation in
Eq. (9.39) is actually linear, i.e., the complex conjugation affects only the fields variables and not
possible complex prefactors. This follows again from the last line of Eq. (9.36): the combination of
two antilinear transformations (time reversal and Hermitean conjugation) results into a linear one.
Let us mention that while Eq. (9.37) follows from the second line of Eq. (9.36), one could have
equivalently taken its first line as the starting point for deriving a Schwinger-Keldysh time-reversal
transformation. Then one would have been lead to a different implementation T′ of time reversal:
T′Ψσ(t,x) = Ψσ(−t,x), (9.40)
with an additional overall complex conjugation of the correlation function. In some sense, the trans-
formation T′ is closer to the common way of representing the quantum-mechanical time reversal than
T is, as it amounts to a mapping t 7→ −t and i 7→ −i [374]. For our purposes, however, T is of main
interest, since it is part of the equilibrium transformation as we describe below.
We finally note that an alternative implementation of the time-reversal transformation is based on
the observation that the forward and backward branches of the closed-time path integral are actually
equivalent if the dynamics of a system is time-reversal invariant (TRI) [215]. More specifically, this
means that the Schwinger-Keldysh action is invariant — up to a global change of sign — upon
exchanging the corresponding fields, i.e., S[ψ+, ψ−] = −S[ψ−, ψ+]. This transformation is partly
recovered in Eqs. (9.38) and (9.39): in fact, T in Eq. (9.39) involves an exchange of the contour indices,
while the corresponding global change of sign in the action is indicated on the r.h.s. of Eq. (9.38) by the
subscript S˜b (cf. the definition of Sb below Eq. (9.33)). However, the time reversal transformation T in
Eq. (9.39) — derived from the quantum-mechanical time-reversal operation — additionally involves
both complex conjugation and the time inversion t 7→ −t.
9.5.3 KMS condition and generalized fluctuation-dissipation relations
The discussion of the previous sections about multi-time correlation functions and the time-reversal
transformation provides the basis for the formulation of the KMS condition for multi-time correlation
functions and of its representation in terms of Schwinger-Keldysh functional integrals. For the specific
case of a four-time correlation function, the KMS condition is pictorially illustrated in Fig. 9.1. As
described in the caption, panel (a) summarizes the convention as far as the forward/backward contours
are concerned. Panel (b), instead, refers to the KMS condition which, as anticipated after Eq. (9.27),
involves a contour exchange of the multi-time operators A and B. This exchange is the reason why the
arrows in the second equality in Fig. 9.1 (b) are reversed, since both A and B turn out to be anti-time
ordered when moved to the opposite contour. The appropriate time-ordering can be restored by means
of the quantum-mechanical time reversal transformation introduced in Sec. 9.5.2, as indicated by the
third equality in the figure. This is a crucial step, because only time-ordered correlation functions
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can be directly translated into the functional integral by means of the usual Trotter decomposition,
which makes the time-reversal transformation indispensable in the construction. However, this does
not mean that properties related to equilibrium conditions such as fluctuation-dissipation relations are
fulfilled only if the Hamiltonian is invariant under the time-reversal transformation. Indeed, it turns
out that multi-time FDRs always involve both the Hamiltonian and its time-reversed counterpart [373],
while as we show in Sec. 9.6.1 the FDR for two-time functions can be stated without reference to the
time-reversed Hamiltonian, even if the Hamiltonian is not TRI.
The KMS condition for a two-time function reads 3
〈A(tA)B(tB)〉 = 〈B(tB − iβ/2)A(tA + iβ/2)〉. (9.41)
This relation can be proven by writing down explicitly the expectation value on the l.h.s. with ρ =
e−βH/ tr e−βH and by inserting the definition of the Heisenberg operators reported in Eq. (9.29). The
generalization of this procedure to the case of multi-time correlation functions is straightforward and
yields
〈A(tA,1, . . . , tA,N )B(tB,1, . . . , tB,M )〉 = 〈B(tB,1−iβ/2, . . . , tB,M−iβ/2)×A(tA,1+iβ/2, . . . , tA,N+iβ/2)〉.
(9.42)
The real parts of the time variables on the r.h.s. of this equation are such that the corresponding
product of operators is anti-time-ordered (see Fig. 9.1). According to their definition in Eq. (9.31),
A and B correspond to products of operators with, respectively, decreasing and increasing time argu-
ments from right to left. Consequently, Eq. (9.42) can be expressed as a functional integral by using
Eqs. (9.32) and (9.33) on the l.h.s. and r.h.s., respectively. The presence of an imaginary part in the
time arguments of Eq. (9.42) does not constitute a problem: in fact, the functional integral along the
vertical parts of the time path in Fig. 9.1 can be constructed by the same method as the horizontal
parts, which is summarized in Sec. 9.5.1. Hence, we find
〈B+(tB,1, . . . , tB,M )A−(tA,1, . . . , tA,N )〉
= 〈A+(tA,1 + iβ/2, . . . , tA,N + iβ/2)
×B−(tB,1 − iβ/2, . . . , tB,M − iβ/2)〉Sb . (9.43)
As we did in Eq. (9.38) for the case of quantum-mechanical time-reversal, we may rewrite this equation
in the form
〈O[Ψ]〉 = 〈O[KβΨ]〉Sb , (9.44)
where we define
KβΨσ(t) = Ψ−σ(t− iσβ/2). (9.45)
3We note that this condition is usually expressed in the form
〈A(tA)B(tB)〉 = 〈B(tB)A(tA + iβ)〉.
However, an equilibrium state is also stationary and therefore both time arguments on the r.h.s. can be translated
by −iβ/2 which leads immediately to Eq. (9.41). Here we are assuming that the analytic continuation of real-time
correlation functions into the complex plane is possible and unambiguous.
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 iHt eiHt
ha1(ta1)a2(ta2)b2(tb2)b1(tb1)i
= tr(
= tr(
)
)
(a)
(b)
a1(ta1) a2(ta2)b2(tb2) b1(tb1)
b1(tb1   i /2)b2(tb2   i /2)
e  H/2
)= tr(
a˜†1( ta1   i /2)a˜†2( ta2   i /2)b˜†2( tb2 + i /2)b˜†1( tb1 + i /2)
⇢˜
eiH˜te iH˜t
⇢
⇢
a1(ta1 + i /2) a2(ta2 + i /2)
= ha˜†2( ta2   i /2)a˜†1( ta1   i /2)b˜†1( tb1 + i /2)b˜†2( tb2 + i /2)i
Figure 9.1: (a) Schematic representation of the Schwinger-Keldysh partition function [214, 215]. The
time evolution of the density matrix ρ(t) = e−iHtρeiHt can be represented by introducing two time
lines to the left and right of ρ. These time lines correspond to the + and − parts of the Schwinger-
Keldysh contour, respectively. (b) Schematic representation of the KMS condition for a four-time
correlation function 〈a1(ta,1)a2(ta,2)b2(tb,2)b1(tb,1)〉 with ta,1 < ta,2 and tb,1 < tb,2, where a1,2 and b1,2
are bosonic field operators. As illustrated by the first equality (light blue box), this correlation function
is properly time-ordered and therefore it can be directly represented within the Schwinger-Keldysh
formalism with the operators a1,2 and b1,2 evaluated along the − and + contours, respectively. The
thermal density matrix ρ = e−βH/ tr e−βH can be first split into the products of e−βH/2× e−βH/2 and
then these two factors can be moved in opposite directions along the two time lines, with the effect of
adding +iβ/2 and −iβ/2 to the time arguments of a1,2 and b1,2, respectively. After these two factors
have been moved to the end of the timelines, due to the cyclic property of the trace, they combine
as represented by the second equality (orange box), where the time lines now take detours into the
complex plane and the overall time order is effectively reversed as indicated by the arrows, which
converge towards ρ instead of departing from it as in the case of sketch (a) or of the first equality of
sketch (b). The original time ordering can be then restored by means of the time-reversal operation
T, upon application of which operators are replaced by time-reversal transformed ones, ρ˜ = TρT† etc.,
and the signs of time variables are reversed. In addition, due to the anti-unitarity of T one has to
take the Hermitian adjoint of the expression inside the trace. As a result, the order of operators is
inverted and one obtains the third equality (green box) which is again properly time ordered. This
construction can be generalized to arbitrary correlation functions, leading to Eq. (9.46).
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This transformation Kβ can be combined with the quantum mechanical time reversal T defined in
Eq. (9.39) in order to express the equilibrium transformation Tβ as Tβ = T◦Kβ. 4 By using Eq. (9.38)
on the r.h.s. of Eq. (9.44), one concludes that the KMS condition implies
〈O[Ψ]〉 = 〈O[TβΨ]〉S˜ , (9.46)
which indeed provides a generalized FDR for the correlation function 〈O[Ψ]〉 [373]. For various choices
of the observable O[Ψ] we obtain the full hierarchy of multi-time FDRs, which contains as a special
case the usual FDR for two-time functions (see Sec. 9.6.1). Before demonstrating that this hierarchy
is actually equivalent to the invariance of the Schwinger-Keldysh action as expressed by Eq. (9.7),
several remarks are in order:
1. Although by means of the time-reversal transformation T we were able to restore the time
ordering in Eq. (9.43), Eq. (9.46) still involves the time-reversed action S˜ and not the original
action S. However, in practice it will typically be clear how S˜ can be obtained from S, e.g., by
reversing the signs of external magnetic fields. In the absence of fields which break time-reversal
invariance the tilde in Eq. (9.46) may be dropped, i.e., S˜ = S.
2. Equation (9.46) provides a generalized FDR expressed in terms of products O[Ψ] of fields on
the forward and backward branches, which we collected in the four-component vector Ψ =(
ψ+, ψ
∗
+, ψ−, ψ∗−
)T
. A more familiar formulation of FDRs is provided in terms of classical and
quantum fields (Φc and Φq, see Eq. (9.4)), which allow one to identify correlations functions
(i.e., expectation values involving only classical fields) and response functions or susceptibilities
(expectation values involving both classical and quantum fields). FDRs provide relations between
correlation and response functions. In order to express the KMS condition in Eq. (9.46) in terms
of the classical and quantum fields Φc and Φq (or, alternatively, of Φ =
(
φc, φ
∗
c , φq, φ
∗
q
)T
), we note
that they are linearly related to Ψ+ and Ψ− and therefore a generic product O[Φ] of such fields
can be expressed as a linear combination (with real coefficients) of products Oi[Ψ]. According to
Eq. (9.46), the expectation value of such a combination and therefore 〈O[Φ]〉 can be expressed
as on its r.h.s. in terms of the same linear combination of 〈Oi[TβΨ]〉S˜ ; since the transformation
Tβ is linear, it immediately follows that this linear combination is nothing but 〈O[TβΦ]〉S˜ , where
the explicit form of the transformation of the components of the field Φ under Tβ is reported in
Eq. (9.5). The KMS condition then becomes
〈O[Φ]〉 = 〈O[TβΦ]〉S˜ . (9.47)
In Sec. 9.6.1, on the basis of Eq. (9.47), we derive the typical form of the FDR, which involves
the correlation function of two classical fields and the susceptibility expressed as a correlation
between one quantum and one classical field.
3. In the grand canonical ensemble with density matrix ρ = e−β(H−µN)/ tr e−β(H−µN), where N =∫
x ψ
†(x)ψ(x) is the particle number operator, the KMS condition Eq. (9.42) has to be generalized.
In order to derive it, we split again the density matrix into a product e−β(H−µN)/2×e−β(H−µN)/2
4It is straightforward to verify that the transformation T is not modified in the presence of complex time arguments.
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(cf. the caption of Fig. 9.1). Then, moving one of the two factors through each of the blocks of
operators A and B as in the second (orange) box in panel (b) of Fig. 9.1 has not only the effect
of adding +iβ/2 and −iβ/2 to the time arguments of the field operators in A and B respectively,
as in the case µ = 0; taking into account the canonical commutation relations, additional factors
appears due to the fact that
eσβµN/2ψ(x)e−σβµN/2 = e−σβµ/2ψ(x),
eσβµN/2ψ†(x)e−σβµN/2 = eσβµ/2ψ†(x),
(9.48)
where σ = +1 and −1 for operators which are part of the time-ordered and anti-time-ordered
blocks of operators A and B, respectively. The factors e±σβµ/2 can be taken out of the ex-
pectation value in Eq. (9.42) (corresponding to the trace in Fig. 9.1 (b)) and do not affect the
restoration of time order by means of the time-reversal transformation, which is illustrated in
the last (green) box in panel (b) of Fig. 9.1. Therefore, on the r.h.s. of Eq. (9.46) they would
appear as prefactors, which are absorbed in the modified transformation given in Eq. (9.6).
9.5.4 From the KMS condition to a symmetry of the Schwinger-Keldysh action
In the previous section we showed that the KMS condition within the Schwinger-Keldysh functional
integral formalism takes the form of Eq. (9.46) (with Tβ given by either Eq. (9.3) or (9.6)). Here we
argue further that the latter relation is equivalent to requiring the invariance of the Schwinger-Keldysh
action under the equilibrium symmetry Tβ. To this end, we express the expectation values on the left
and right hand sides of Eq. (9.46) as the functional integrals
〈O[Ψ]〉 =
∫
D[Ψ]O[Ψ]eiS[Ψ] (9.49)
and
〈O[TβΨ]〉S˜ =
∫
D[Ψ]O[TβΨ]eiS˜[Ψ], (9.50)
respectively. Performing a change of integration variables Ψ → TβΨ in the last expression, the
argument of O simplifies because TβΨ→ T 2β Ψ = Ψ, since Tβ is involutive (see Sec. 9.3). In addition,
we show in Appendix 9.D that the absolute value of the determinant of the Jacobian J = δ(TβΨ)/δΨ
associated with Tβ equals one, i.e., |DetJ | = 1, and therefore the integration measure is not affected
by the change of variable. Accordingly, one has
〈O[TβΨ]〉S˜ =
∫
D[Ψ]O[Ψ]eiS˜[TβΨ], (9.51)
and by comparing this expression to Eq. (9.49) a sufficient condition for their equality is indeed
Eq. (9.7), which expresses the invariance of the Schwinger-Keldysh action under the equilibrium trans-
formation. Since the observable O[Ψ] in Eqs. (9.46), (9.49), and (9.51) is arbitrary, the condition is
also necessary, which proves that Eqs. (9.7) and (9.46) (and, consequently, the KMS condition) are
equivalent.
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9.6 Examples
In this section we discuss some concrete examples of how the invariance of a certain Schwinger-
Keldysh action under the equilibrium transformation Tβ can be used in practice. First we show that
Eq. (9.46) (or, equivalently, Eq. (9.47)) contains as a special case the quantum FDR which establishes
a relationship between the two-time correlation function of the field φc (see Eq. (9.4)) and its response
to an external perturbation which couples linearly to it. This was also noted in Ref. [373]; however,
the conceptual advance done here consists in realizing that the FDR can be regarded as a Ward-
Takahashi identity associated with the equilibrium symmetry. In Sec. 9.6.2, instead, we elaborate on
the non-equilibrium nature of Markovian dynamics described by a quantum master equation (of the
Lindblad form), which is seen to violate explicitly the equilibrium symmetry.
The case of a system which is driven out of equilibrium by a coupling to different baths is considered
in Sec. 9.6.3. In particular, we discuss a single bosonic mode coupled to two baths at different
temperatures and chemical potentials. Finally, in Sec. 9.6.4 we briefly list a number of additional
applications of the symmetry. Some of those have been put into practice in the context of classical
dynamical systems, and could be generalized to the quantum case with the aid of the symmetry
transformation discussed in the present Chapter.
9.6.1 Fluctuation-dissipation relation for two-time functions
Considering the invariance of the Schwinger-Keldysh action under Tβ in Eq. (9.5) as the defining
property of thermodynamic equilibrium, the generalized FDR in Eq. (9.47) (which, as discussed above,
is nothing but the Ward-Takahashi identity associated with the symmetry), emerges as a consequence
of equilibrium conditions. Then, from the generalized FDR in Eq. (9.47), the FDR for two-time
functions [214,215] can indeed be derived as a special case. The latter reads
GK(ω,q) =
(
GR(ω,q)−GA(ω,q)) coth(βω/2)
= i 2=GR(ω,q) coth(βω/2), (9.52)
where the Keldysh, retarded, and advanced Green’s functions GK , GR, and GA, respectively, are
related to expectation values of classical and quantum fields via
iGK(ω,q) (2pi)d+1 δ(ω − ω′)δ(d)(q− q′) = 〈φc(ω,q)φ∗c(ω′,q′)〉,
iGR(ω,q) (2pi)d+1 δ(ω − ω′)δ(d)(q− q′) = 〈φc(ω,q)φ∗q(ω′,q′)〉,
iGA(ω,q) (2pi)d+1 δ(ω − ω′)δ(d)(q− q′) = 〈φq(ω,q)φ∗c(ω′,q′)〉.
(9.53)
Here we are assuming translational invariance in both time and space, which is reflected in the ap-
pearance of frequency- and momentum-conserving δ-functions in the previous expressions. The FDR
valid in classical systems [376,377] can be recovered from the quantum FDR Eq. (9.52) by taking the
classical limit as described in Sec. 9.4.3. Contrary to what one might suspect at a first glance from
the appearance of the time-reversed action S˜ in the generalized FDR in Eq. (9.47), the derivation of
the FDR for two-time functions we present below is valid irrespective of whether the action contains
external fields which break TRI or not.
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Let us consider the identity Eq. (9.47) for specific choices of the functional O[Φ]. In particular, by
taking O to be equal to φqφ∗q , the expectation value on the l.h.s. of Eq. (9.47) has to vanish due to
causality [215] and therefore
0 = 〈φq(ω,q)φ∗q(ω′,q′)〉 = 〈Tβφq(ω,−q)Tβφ∗q(ω′,−q′)〉S˜ . (9.54)
Upon inserting the expression of the fields transformed according to Eq. (9.5), one readily finds the
FDR
GK
S˜
(ω,q) =
(
GR
S˜
(ω,q)−GA
S˜
(ω,q)
)
coth(βω/2) (9.55)
with the time-reversed action S˜. By setting, instead, O equal to the product of two classical fields,
the l.h.s. of Eq. (9.47) renders the Keldysh Green’s function GK in Eq. (9.53); by using the explicit
form of Tβ in Eq. (9.5) and the FDR derived above, the r.h.s. of that equation coincides with GKS˜ and
therefore one concludes that
GK
S˜
(ω,q) = GK(ω,−q), (9.56)
which expresses the transformation behavior of the Keldysh Green’s function under time reversal of
the Hamiltonian. Finally, by replacing O[Φ] in Eq. (9.47) with the product φc(ω,q)φ∗q(ω′,q) of one
classical and one quantum field, the l.h.s. renders by definition the retarded Green’s function GR while
the r.h.s. can be worked out as explained above. Taking into account Eq. (9.55), one can eliminate the
Keldysh Green’s function GK appearing on the r.h.s. in favor of the retarded and advanced Green’s
functions GR and GA, respectively, and eventually finds
GR
S˜
(ω,q) = GR(ω,−q). (9.57)
This relation, together with its complex conjugate (which relates the advanced Green’s functions
calculated from the original and time-reversed Hamiltonians, respectively) and Eqs. (9.56) and (9.55),
yields the FDR (9.52).
9.6.2 Non-equilibrium nature of steady states of quantum master equations
In classical statistical physics, the coupling of a system to a thermal bath and the resulting relaxation
to thermodynamic equilibrium are commonly modelled in terms of Markovian stochastic processes,
which can be described, e.g., by suitable Langevin equations with Gaussian white noise [313]. The
Markovian dynamics of a quantum system, on the other hand, is described by a quantum master
equation in the Lindblad form [385,386] (or by an equivalent Schwinger-Keldysh functional integral).
Under specific conditions on the structure of the Lindblad operator [256,397], the stationary state of
this dynamics is described by a thermal Gibbs distribution, such that all static properties (equal-time
correlation functions) are indistinguishable from those in thermodynamic equilibrium. In spite of this
fact, however, dynamical signatures of thermodynamic equilibrium such as the KMS condition (see
Sec. 9.5.3) and the FDR (see Sec. 9.6.1) are violated [368,369]. This violation can be traced back to the
fact that the Markovian and rotating wave approximations, which are done in deriving this quantum
master equation causes an explicit breaking of the equilibrium symmetry as we show in this section
— i.e., although the system is coupled to a bath in thermodynamic equilibrium, the system itself does
not reach equilibrium. Physically, this can be understood by noting that the microscopic dynamics
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underlying an approximate Markovian behavior in this case is indeed driven. A typical example in
the context of quantum optics is an atom with two relevant energy levels separated by a level spacing
ω0 and subject to an external driving laser with frequency ν detuned from resonance by an amount
∆ = ν − ω0  ω0. Transitions between the ground and the excited state are made possible only by
the driving laser, and the energy scale which controls the validity of the Markov approximation in
the dynamics of the two-level system is set by ω0. The excited state is assumed to be unstable and it
can undergo spontaneous decay by emitting a photon to the radiation field, which acts as a reservoir.
This illustrates the combined driven and dissipative nature of such quantum optical systems.
In order to investigate in more detail the effect of the Markovian approximation typically done in
the driven context on the validity of the equilibrium symmetry Tβ, we consider a system with a certain
action S whose degrees of freedom are linearly coupled to those of a thermal bath. By integrating out
the latter degrees of freedom, a dissipative contribution to the original action is generated. In order
to simplify the discussion, we assume that the bath consists of non-interacting harmonic oscillators
bµ,σ(t), labelled by an index µ (with σ referring to the branch of the Schwinger-Keldysh contour),
with proper frequency ωµ, which are in thermodynamic equilibrium at a temperature T = 1/β. The
Schwinger-Keldysh action of the bath is then given by
Sb =
∑
µ
∫
t,t′
(
b∗µ,+(t), b
∗
µ,−(t)
)(G++µ (t, t′) G+−µ (t, t′)
G−+µ (t, t′) G−−µ (t, t′)
)−1(
bµ,+(t
′)
bµ,−(t′)
)
, (9.58)
where the Green’s functions iGσσ
′
µ (t, t
′) = 〈bµ,σ(t)b∗µ,σ′(t′)〉 for the oscillators of the bath are fixed by
requiring it to be in equilibrium and therefore they read [214,215]
G+−µ (t, t
′) = −in(ωµ)e−iωµ(t−t′),
G−+µ (t, t
′) = −i (n(ωµ) + 1) e−iωµ(t−t′),
G++µ (t, t
′) = θ(t− t′)G−+µ (t, t′) + θ(t′ − t)G+−µ (t, t′),
G−−µ (t, t
′) = θ(t′ − t)G−+µ (t, t′) + θ(t− t′)G+−µ (t, t′).
(9.59)
Here n(ω) = 1/
(
eβω − 1) is the Bose distribution function and θ(t) denotes the Heaviside step function,
which is defined as
θ(t) =
{
1, t ≥ 0,
0, t < 0.
(9.60)
The coupling Ssb between the system and the bath is assumed to be linear in the bath variables and
has a strength
√
γµ,
Ssb =
∑
µ
√
γµ
∫
t
(
L∗+(t)bµ,+(t) + L+(t)b
∗
µ,+(t)− L∗−(t)bµ,−(t)− L−(t)b∗µ,−(t)
)
. (9.61)
Here L±(t) are associated with the quantum jump or Lindblad operators, which we assume to be
quasilocal polynomials of the system’s bosonic fields {ψ±, ψ∗±} resulting from normally ordered op-
erators in a second quantized description (e.g., the simplest choice would be L±(t) = ψ±(t,x)). In
order to simplify the notation, we do not indicate here the spatial dependence of the fields (both of
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the system and of the bath), which is understood together with the corresponding integration over
space. We assume the harmonic oscillators which constitute the bath to be spatially uncorrelated.
The Schwinger-Keldysh functional integral with total action S + Sb + Ssb involving both system and
bath degrees of freedom is quadratic in the latter and, therefore, the bath can be integrated out. The
resulting contribution is
S′ = −
∫ ω0+ϑ
ω0−ϑ
dω γ(ω)ν(ω)
∫
t,t′
(
L∗+(t),−L∗−(t)
)(G++ω (t, t′) G+−ω (t, t′)
G−+ω (t, t′) G−−ω (t, t′)
)(
L+(t
′)
−L−(t′)
)
, (9.62)
which eventually sums to S. In deriving this action, we made the additional assumption that the bath
modes {ωµ}µ form a dense continuum with a spectral density ν(ω) =
∑
µ δ(ω − ωµ), centered around
a frequency ω0, with a bandwidth ϑ (see further below for its interpretation). Then, sums of the
form
∑
µ γµ · · · can be approximated as integrals over frequencies
∫ ω0+ϑ
ω0−ϑ dω γ(ω)ν(ω) · · · , where γ(ω)
describes the frequency distribution of the oscillator strengths. Inserting the explicit expressions (9.59)
for the bath Green’s functions into Eq. (9.62), we obtain
S′ = −i
∫ ω0+ϑ
ω0−ϑ
dω
2pi
γ(ω)ν(ω)
(
n(ω)L∗+(ω)L−(ω) + [n(ω) + 1]L
∗
−(ω)L+(ω)
−
∫ +∞
−∞
dω′
2pi
{[
θ(ω′ − ω) (n(ω) + 1) + θ(−ω′ + ω)n(ω)
]
L∗+(ω
′)L+(ω′)
+
[
θ(−ω′ + ω) (n(ω) + 1) + θ(ω′ − ω)n(ω)]L∗−(ω′)L−(ω′)}), (9.63)
where Lσ(ω) describe the quantum jump operators in the frequency space, and θ(ω) = iP 1ω + piδ(ω)
(where P denotes the Cauchy principal value) is the Fourier transform of θ(t) in Eq. (9.60). The terms
involving the principal value contribute to the Hamiltonian part of the total Schwinger-Keldysh action
of the system S + S′. Assuming that the jump operators are quasilocal polynomials of the bosonic
field operators of the system, Lσ(ω) transform under Tβ′ as the field operators, i.e.,
Tβ′Lσ(ω) = e−σβ′ω/2L∗σ(ω) and Tβ′L∗σ(ω) = eσβ
′ω/2Lσ(ω); (9.64)
inserting these expressions in Eq. (9.63) one finds that the contour-diagonal terms (i.e., those propor-
tional to L∗σ(ω)Lσ(ω) with σ = ±1, which include, in particular, the above-mentioned principal value
terms) are invariant due to frequency conservation (cf. the discussion in Sec. 9.4.1). On the other
hand, for the contribution which is off-diagonal in the Schwinger-Keldysh contour one finds
S′off−diag[Tβ′Ψ] = −i
∫ ω0+ϑ
ω0−ϑ
dω
2pi
γ(ω)ν(ω)
[
n(ω)eβ
′ωL+(ω)L
∗
−(ω) + (n(ω) + 1) e
−β′ωL−(ω)L∗+(ω)
]
.
(9.65)
If the value of β′ matches the inverse temperature β = 1/T of the bath modes, encoded in n(ω), it
is easy to see that these terms are invariant under Tβ because n(ω)eβω = n(ω) + 1. In summary, one
concludes that S′[TβΨ] = S′[Ψ] and being also the action S of the system in isolation invariant under
Tβ, the same holds for the total effective action S+S′ of the system in contact with the thermal bath.
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In order to understand the effect of the Markovian approximation in the driven context on the
invariance under Tβ, let us now consider Eq. (9.63) after this approximation has been done. In
particular, in order for these approximations to be valid, we assume that one can choose a “rotating”
frame in which the evolution of the system is slow compared to the energy scales ω0 and ϑ which
characterize the bath. This is possible if the system is driven by an external classical field such as a
laser, so that the frequency of the drive bridges the gap between the natural time scales of the system
and those of the bath. Then, all jump operators in Eq. (9.62) may be evaluated at the same time
t, since the integral kernel in Eq. (9.62) (i.e., the product of bath Green’s functions Gσσ
′
ω , density
of states ν(ω) and oscillator strength distribution γ(ω), integrated over the bath bandwidth) differs
from zero only within a correlation time τc ≈ 1/ϑ, which is assumed to be much shorter than the
timescale over which Lσ(t) evolves in the rotating frame. Additionally we assume that the spectral
density ν(ω) of the states of the bath and the corresponding coupling strength
√
γ(ω) to the system
do not vary appreciably within the relevant window ω0 − ϑ < ω < ω0 + ϑ, such that one can set
γ(ω)ν(ω) ≈ γ(ω0)ν(ω0). As before, the terms in Eq. (9.63) which are diagonal in the contour indices
are invariant under Tβ (see Eq. (9.64)) also after the Markovian approximation; accordingly, we focus
on the off-diagonal terms in Eq. (9.65), which become
S′off−diag[Ψ] = −iγ(ω0)ν(ω0)
∫ ∞
−∞
dω
2pi
[
n¯L∗+(ω)L−(ω) + (n¯+ 1)L
∗
−(ω)L+(ω)
]
, (9.66)
where n¯ = n(ω0) is the occupation number of the bath modes at frequency ω0. This makes it clear
that ϑ acts as a high-frequency cutoff, whose precise value, under Markovian conditions, does not
affect the physics. Applying the transformation Tβ to the fields one has
S′off−diag[TβΨ] = −iγ(ω0)ν(ω0)
∫ ∞
−∞
dω
2pi
[
n¯eβωL+(ω)L
∗
−(ω) + (n¯+ 1) e
−βωL−(ω)L∗+(ω)
]
. (9.67)
In order for S′off−diag to be invariant under Tβ, this expression should be equal to S′off−diag[Ψ] in
Eq. (9.66), which requires n¯eβω = n¯ + 1 for all values of the frequencies ω within the relevant region
ω0−ϑ < ω < ω0 +ϑ. Clearly this is not possible and therefore the equilibrium symmetry is explicitly
broken by the Markovian approximation in the driven context.
9.6.3 System coupled to different baths
A simple way to drive a system out of equilibrium is to bring it in contact with baths at different tem-
peratures and chemical potentials. In this case, a net flux of energy and particles is established across
the system, preventing it from thermalizing and, consequently, causing a violation of the symmetry
Tβ. This scenario occurs, e.g., in the context of quantum electronics in a quantum dot connected
by tunnel electrodes to two leads, between which a finite voltage difference is maintained. Here, for
simplicity, we consider a minimal bosonic counterpart of this system, constituted by a single bosonic
mode — described by the fields {ψ±, ψ∗±} coupled to two baths of non-interacting harmonic oscillators
kept at different temperatures and chemical potentials. We show explicitly that the non-equilibrium
nature of this setup is accompanied by a violation of the equilibrium symmetry. The generalization
of this argument to a multi-mode system or to a larger number of baths is straightforward.
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We consider two baths of non-interacting harmonic oscillators bi,ν(t), where the label i = 1, 2
denotes the bath to which the operator belongs, while ν denotes the corresponding mode with frequency
ωi,ν . Each bath is assumed to be in thermodynamic equilibrium with different inverse temperatures
β1, β2 and different chemical potentials µ1, µ2. The Schwinger-Keldysh action Sb,i of each bath takes
the same form as in Eq. (9.58). However, in the present case, the distribution functions ni(ω) entering
the bath Green’s functions depend on the chemical potentials µi as ni(ω) = 1/(e
βi(ω−µi)−1). As in the
previous section, the bath is assumed to be coupled linearly to the system variables L±(t) which are
quasilocal polynomials of the bosonic fields {ψ±, ψ∗±}. The dynamics of the system and the baths is
then controlled by a functional integral with the total Schwinger-Keldysh action S + Sb,1 + Sb,2 + Ssb,
where S is to the action of the system, i.e., the single bosonic mode, and Ssb is the system-bath
coupling. As in the previous section, an effective dynamics for the system’s variables can be obtained
by integrating out those of the bath. This yields an effective action
S′ = −i
∫ +∞
−∞
dω
2pi
J˜(ω)
(
n˜(ω)L∗+(ω)L−(ω) + (n˜(ω) + 1)L
∗
−(ω)L+(ω)−
∫ ∞
−∞
dω′
2pi
{[
θ(ω′ − ω) (n˜(ω) + 1)
+θ(−ω′ + ω)n˜(ω)]L∗+(ω′)L+(ω′) + [θ(−ω′ + ω) (n˜(ω) + 1) + θ(ω′ − ω)n˜(ω)]L∗−(ω′)L−(ω′)}) .
(9.68)
The action S′ is formally similar to the one in Eq. (9.63), with the spectral density γ(ω)ν(ω) replaced
by the sum of the spectral densities of the baths J˜(ω) = J1(ω)+J2(ω), where Ji(ω) = γi(ω)νi(ω) (with
νi(ω) and γi(ω) defined as in Sec. 9.6.2, see after Eq. (9.62)). Analogously, the distribution function
n(ω) of the single bath we considered in Sec. 9.6.2 is replaced by the average of the distribution
functions of the two baths i = 1, 2 weighted by the relative spectral densities, i.e.,
n˜(ω) =
J1(ω)
J1(ω) + J2(ω)
n1(ω) +
J2(ω)
J1(ω) + J2(ω)
n2(ω). (9.69)
Now, we consider how the effective action (9.68) transforms under the thermal symmetry Tβ.
Since here we are explicitly considering the presence of chemical potentials, we will actually use the
generalization of the symmetry Tβ,µ in Eq. (9.6). As discussed in Sec. 9.6.2, since L±, L∗± are quasilocal
polynomials of the bosonic fields of the system, they transform under Tβ,µ as
Tβ,µLσ(ω) = e−σβ(ω−µ)/2L∗σ(ω),
Tβ,µL∗σ(ω) = eσβ(ω−µ)/2Lσ(ω).
(9.70)
Accordingly, the products Lσ(ω)L
∗
σ(ω) are invariant under the symmetry and therefore the contour-
diagonal part of S′, which contains such terms, is invariant. On the other hand, the part S′off−diag of
S′ which is off-diagonal in the Schwinger-Keldysh contour (i.e., the first two terms on the r.h.s. of Eq.
(9.68)) is modified as:
S′off−diag[Tβ,µΨ] = −i
∫ +∞
−∞
dω
2pi
J˜(ω)
[
n˜(ω)eβ(ω−µ)L+(ω)L∗−(ω) + (n˜(ω) + 1) e
−β(ω−µ)L−(ω)L∗+(ω)
]
.
(9.71)
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Comparing this expression with Eq. (9.68), one readily sees that the invariance of this term under
Tβ,µ requires n˜(ω)eβ(ω−µ) = n˜(ω) + 1, and therefore S′off−diag is not invariant under Tβ,µ, unless the
two baths have the same temperature and chemical potential, i.e., β1 = β2 = β and µ1 = µ2 = µ. In
this case, one can easily verify from Eq. (9.69) that the average distribution function n˜(ω) is just the
Bose-Einstein distribution n˜(ω) = 1/(eβ(ω−µ) − 1) and, as a consequence, n˜(ω)eβ(ω−µ) = n˜(ω) + 1.
In conclusion, when the system is driven out of equilibrium by a net flux of energy or particles,
induced by a difference between the temperatures or the chemical potentials of the baths, the total
action of the system is no longer invariant under Tβ,µ, as S′[Tβ,µΨ] 6= S′[Ψ].
9.6.4 Further applications
Among the various possible applications of th symmetry Tβ, we mention here:
Symmetry-preserving approximations. Properties of interacting many-body systems can usu-
ally be obtained only by resorting to certain approximations. Then, while FDRs for correlation
and response functions can be established exactly in the absence of interactions, in an approximate
inclusion of the latter one has to make sure that the FDRs are not broken. In other words, the ap-
proximation should conserve the thermal symmetry. This requirement for classical statistical systems
has been implemented in the mode-coupling theory of the glass transition in Ref. [399].
The field-theoretic formalism provides the natural framework for studying the behavior of systems
at long wavelengths and low energies by employing renormalization-group methods. In any of these
methods, an effective description which is obtained by integrating out fast fluctuations must have the
same symmetries as those present at microscopic scales. For example, in the case of the functional
renormalization group (for reviews see Refs. [234, 240, 400–402]), this is achieved by choosing an
ansatz to approximate the scale-dependent effective action which incorporates these symmetries. In
this context, the classical limit of the thermal symmetry discussed here has been used in functional
renormalization group studies of model A [244] and model C [403]. The quantum thermal symmetry,
instead, is analogously preserved by the ansatz for the effective action chosen in Ref. [404] (in the
form of FDT), where the scale-dependent crossover from quantum to classical dynamics is studied.
Alternatively, one can devise approximation schemes which are compatible with the equivalent KMS
conditions, as discussed in detail in Ref. [373]. Note, however, that in this work the KMS condition
in the form of Eq. (9.46) is imposed on the scale-dependent Green’s functions (supplemented by the
corresponding condition on the vertex functions). On the other hand, the symmetry constraint can
directly be applied to the effective action itself, which is the generating functional of vertex functions
and contains information on all correlation functions.
Fluctuation relations. Another concrete example of the usefulness of the thermal symmetry is
provided by the derivation of transient fluctuation relations [405, 406] for time-dependent particle
transport in Ref. [384]. There, the symmetry is generalized in order to account for the presence of a
time-dependent counting field which probes the current flowing through the system. This generalized
symmetry yields a relation analogous to Eq. (9.46) (however, formulated in terms of the generating
functional for correlation and response functions), from which, e.g., a fluctuation relation for the
probability distribution of work done on the system and the transmitted charge can be derived.
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9.7 Concluding remarks
We demonstrated here that the Schwinger-Keldysh action describing the dynamics of a generic quan-
tum many-body system acquires a certain symmetry Tβ if the evolution occurs in thermal equilibrium.
To a certain extent, this symmetry was discussed in Ref. [384] in the specific context of fluctuation rela-
tions for particle transport. We traced the origin of this symmetry back to the Kubo-Martin-Schwinger
(KMS) condition which establishes a relationship between multi-time correlation functions in real and
imaginary times of a system in canonical equilibrium at a certain temperature. Fluctuation-dissipation
relations are then derived as the Ward-Takahashi identities associated with Tβ. Remarkably, in the
classical limit, this equilibrium symmetry reduces to the one known in classical stochastic systems,
where it was derived from the assumption of detailed balance. By comparing with this classical case,
important questions on the nature of equilibrium in quantum systems arise. In particular, while mi-
croreversibility and detailed balance of the dynamics are deeply connected to the notion of equilibrium
in classical stochastic systems, an analogous relationship for quantum systems does not clearly emerge
and surely deserves further investigation.
The equilibrium symmetry Tβ is expected to play a crucial role in the study of thermalization in
quantum systems, in particular when combined with a renormalization-group analysis. In fact, on
the one hand, it provides a simple but powerful theoretical tool to assess whether a certain system
is able to reproduce thermal equilibrium. This can indeed be accomplished by a direct inspection
of the microscopic Schwinger-Keldysh action (or of the effective one generated after integrating out
some degrees of freedom, e.g., along a renormalization-group flow) which describes the dynamics of the
system, rather than checking, for instance, the validity of the fluctuation-dissipation relations among
various correlation functions. On the other hand, the equilibrium symmetry might be useful also in
order to investigate or characterize possible departures from equilibrium and, in this respect, it would
be interesting to consider the case in which the system evolves in a generalized Gibbs ensemble [31,
61, 62, 68, 95, 96, 109, 389, 390]. Finally, while we focussed here on the case of bosons, the extension of
our analysis to different statistics, for instance fermionic and spin systems, represents an interesting
issue.
206 CHAPTER 9. THERMODYNAMIC EQUILIBRIUM AS A SYMMETRY
Appendix
9.A Invariance of quadratic dissipative contributions
In order to show explicitly the invariance of Sd in Eq. (9.19) under the transformation Tβ in Eq. (9.5), it
is convenient to assume that h(ω,q) as a function of the frequency ω has definite parity and to consider
separately the cases of an odd and even function, ho(−ω,q) = −ho(ω,q) and he(−ω,q) = he(ω,q),
respectively. The generic case follows straightforwardly by linear combination. We then consider how
the actions
Sd = i
∫
ω,q
Φ†q(ω,q)
{
ho(ω,q)
he(ω,q)σz
}
(Φc(ω,q) + coth(βω/2)Φq(ω,q)) (9.72)
— where Φ is introduced in Sec. 9.4.1, see Eq. (9.12) — with a certain β transform under a transfor-
mation Tβ′ [see Eq. (9.5)] of the fields, with a generic parameter β′. One finds
Sd[Tβ′Φ] = i
∫
ω,q
(
sinh(β′ω/2)Φ†c(−ω,q) + cosh(β′ω/2)Φ†q(−ω,q)
)
σx
{
ho(ω,q)
he(ω,q)σz
}
σx
×[cosh(β′ω/2)Φc(−ω,q)− sinh(β′ω/2)Φq(−ω,q) coth(βω/2) (− sinh(β′ω/2)Φc(−ω,q) + cosh(β′ω/2)Φq(−ω,q))] .
(9.73)
Note that the terms in the second and third lines involving solely the classical field spinor Φc cancel
each other only if β′ = β. Otherwise, terms ∝ Φ†cΦc remain, which actually lead to a violation of
causality [215]. For β′ = β instead, we obtain
Sd[TβΦ] = −i
∫
ω,q
(
− sinh(βω/2)Φ†c(ω,q) + cosh(βω/2)Φ†q(ω,q)
){ ho(ω,q)
he(ω,q)σz
}
× (sinh(βω/2)− coth(βω/2) cosh(βω/2)) Φq(ω,q). (9.74)
By means of the identity
sinhx− cothx coshx = −1/ sinhx, (9.75)
and after some straightforward algebraic manipulations one eventually finds that Sd[TβΦ] = Sd[Φ],
i.e., that Sd (with a certain β) is invariant under Tβ.
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9.B Invariance of dissipative vertices
As pointed out in the main text, a first constraint that has to be imposed on the functions f1,2,3
appearing in the dissipative vertex in Eq. (9.20) follows from the requirement of causality of the
Schwinger-Keldysh action. The latter must vanish when ψ+ = ψ− [215], which implies the condition
∫
ω1,...,ω4
δ(ω1 − ω2 + ω3 − ω4)ψ∗+(ω1)ψ+(ω2)ψ∗+(ω3)ψ+(ω4)
× [f1(ω1, ω2, ω3, ω4) + f2(ω1, ω2, ω3, ω4) + f3(ω1, ω2, ω3, ω4)] = 0. (9.76)
Now let us consider Eq. (9.20) with the transformed fields TβΨσ, i.e., Sd[TβΨ]. Requiring it to be
equal to Sd[Ψ], we find that the following conditions should be fulfilled:
f1(ω1, ω2, ω3, ω4)− f1(ω2, ω1, ω4, ω3) = 0,
f2(ω1, ω2, ω3, ω4)− f2(ω2, ω1, ω4, ω3) = 0,
f3(ω1, ω2, ω3, ω4)− eβ(ω1−ω2)f3(ω2, ω1, ω4, ω3) = 0,
(9.77)
where we used the conservation of frequencies implied by the δ-function in Eq. (9.20) to simplify
the exponent in the last line. Specifically, the necessary conditions are that the expressions on the
l.h.s. of these relations should vanish when integrated over frequencies after having been multiplied
by the corresponding combinations of fields and factors f1,2,3 in Eq. (9.20) and by the δ-function on
frequencies. The relations in Eq. (9.77) are, however, sufficient conditions for the equality of Sd[TβΨ]
and Sd[Ψ].
To begin with we investigate the possible existence of a frequency-independent solution of Eqs. (9.76)
and (9.77) for f1,2,3; these two equations then imply
f1 = −f2 = constant and f3 = 0. (9.78)
However, this solution can be seen to lack physical relevance for the following reason: any physically
sensible dissipative contribution to the Schwinger-Keldysh action compatible with the thermal sym-
metry can be considered as originating from integrating out a thermal bath which is appropriately
coupled to the system. Anticipating the discussion of Sec. 9.6.2, we note that such dissipative contri-
butions always involve terms which are not diagonal in the contour indices (cf. Eq. (9.62)). Sd with
f1,2,3 given by Eq. (9.78), however, is not of this form. In fact, inserting Eq. (9.78) in Eq. (9.20) yields
a vertex that is equal to the two-body interaction in Eq. (9.11) apart from an overall factor of i, i.e.,
such a vertex would originate from an imaginary two-body coupling in a Hamiltonian. Clearly, this
would violate hermiticity, rendering the Hamiltonian unphysical.
While this demonstrates that — as anticipated in the main text — a frequency-independent
number-conserving quartic vertex is not compatible with equilibrium conditions, solutions of Eqs. (9.76)
and (9.77) do exist with fi depending on frequency. One particular solution is given by Eq. (9.21) of
the main text.
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9.C Representation of correlation functions in the Schwinger-Keldysh
formalism
Two-time correlation functions. In order to derive the representation of a two-time correlation
function in the Schwinger-Keldysh formalism reported in Eq. (9.30), we insert the explicit expres-
sions (9.29) for the Heisenberg operators A(tA) and B(tB) in the trace which defines the l.h.s. of
Eq. (9.30) according to Eq. (9.28). Then, by introducing an additional and arbitrary time tf such
that ti < tA,B < tf , and by using the cyclic property of the trace one can write
〈A(tA)B(tB)〉 = tr
(
e−iH(tf−tB)Be−iH(tB−ti)ρeiH(tA−ti)AeiH(tf−tA)
)
. (9.79)
The evolution of the density matrix is adjoint to the evolution of Heisenberg operators, i.e., ρ(t) =
e−iHtρeiHt. Thus, the operator e−iH(t−t′) (eiH(t−t′)) acting from the left (right) on the density matrix ρ
corresponds to the evolution in time from t′ to t. In the correlation function (9.79), the time evolution
from ti to tf on the left/right of ρ is intercepted by the operator B at time tB/A at time tA. In order to
convert the r.h.s. of Eq. (9.79) into a path integral, the standard procedure (see, e.g., Refs. [214,215])
to be followed consists in writing the exponentials of the evolution operators as infinite products of
infinitesimal and subsequent temporal evolutions (Trotter decomposition), in-between of which one
can introduce completeness relations in terms of coherent states carrying the additional label “+” on
the left of the density matrix, and a “−” on its right. These coherent states are eventually labeled
by a temporal index on the forward (+) and backward (−) branches of the close-time path which
characterizes the resulting action. Correspondingly, the operators on the left and on the right of the
density matrix (B and A, respectively, in Eq. (9.79)) turn out to be evaluated on the fields (i.e.,
coherent states) which are defined, respectively, on the forward and backward branches of the closed
time path and this yields immediately the equality in Eq. (9.30), where the ordering of the matrix
elements A− and B+ on its r.h.s. is inconsequential. For the sake of completeness, we note that the
expression as a Schwinger-Keldysh functional integral of a two-time function is not unique: in fact, it
is straightforward to check that, by rearranging operators in Eq. (9.79), one can equivalently arrive at
〈A(tA)B(tB)〉 =
{
〈A+(tA)B+(tB)〉 for tA > tB,
〈A−(tA)B−(tB)〉 for tA < tB.
(9.80)
However, as discussed below, the choice of Eq. (9.30) naturally lends itself to a generalization to
multi-time correlation functions.
Multi-time correlation functions. The functional integral on the r.h.s. of Eq. (9.32) relation can
be constructed from a straightforward generalization of Eq. (9.79): after a reshuﬄing of the operators
such that A and B appear respectively on the left and right of the density matrix — as explained
above — the temporal evolution can be artificially extended from ti to tf and it is intercepted on the
l.h.s. of the density matrix by operators b1, . . . , bM at times tB,1, . . . , tB,M and on the r.h.s. by operators
a1, . . . , aN at times tA,1, . . . , tA,N . Again, the resulting expression for the correlation function can be
converted directly into a path integral by a Trotter decomposition of the subsequent evolutions and
by inserting completeness relations in terms of coherent states carrying the label “+” corresponding
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to the forward contour on the l.h.s. of the density matrix and the label “−” for the backward contour
on the r.h.s. which eventually leads to Eq. (9.32).
9.D Jacobian of the equilibrium transformation
In order to prove that |DetJ | = 1 it is convenient to calculate the Jacobian J associated with Eq. (9.3)
in frequency and momentum space, which reads
J (ω,q, ω′,q′) = (2pi)d δ(d)(q + q′)J(ω, ω′), (9.81)
where
J(ω, ω′) = 2piδ(ω − ω′)

0 eβω/2 0 0
e−βω/2 0 0 0
0 0 0 eβω/2
0 0 e−βω/2 0
 . (9.82)
The eigenvectors vi and eigenvalues λi of the frequency-dependent part, i.e., the solutions of the
equation ∫
dω′
2pi
J(ω, ω′)vi(ω′) = λivi(ω), (9.83)
are
v1(ω) =
(
0, 0,−eβω/2, 1
)T
, v2(ω) =
(
−eβω/2, 1, 0, 0
)T
,
v3(ω) =
(
0, 0, eβω/2, 1
)T
, v4(ω) =
(
e−βω/2, 1, 0, 0
)T
,
(9.84)
with λ1 = λ2 = −1, and λ3 = λ4 = 1, so that Det J = λ1λ2λ3λ4 = 1. As for the momentum-
dependent part of the Jacobian matrix Eq. (9.81), we note that its eigenvectors can be constructed
with any function f(q) by taking the even and odd combinations f(q)± f(−q):∫
q′
(2pi)d δ(d)(q + q′)
(
f(q′)± f(−q′)) = ± (f(q)± f(−q)) . (9.85)
Thus the eigenvalues of this part are ±1, and hence the absolute value of the Jacobian matrix is
|DetJ | = 1.
Chapter 10
Thermalization and BEC of quantum
paraxial light
Abstract
We study the thermalization and the Bose–Einstein condensation of a paraxial, spectrally
narrow beam of quantum light propagating in a lossless bulk Kerr medium. The spatiotem-
poral evolution of the quantum optical field is ruled by a Heisenberg equation analogous to
the quantum nonlinear Schro¨dinger equation of dilute atomic Bose gases. Correspondingly,
in the weak-nonlinearity regime, the phase-space density evolves according to the Boltz-
mann equation. Expressions for the thermalization time and for the temperature and the
chemical potential of the eventual Bose–Einstein distribution are found. After discussing
experimental issues, we introduce an optical setup allowing the evaporative cooling of a
guided beam of light towards Bose–Einstein condensation. This might serve as a novel
source of coherent light.
As anticipated in Sec. 6.5 (see also [315,317,318]), in cavityless, propagating, geometry the complex
amplitude of the classical optical field is a slowly varying function of space and time which satisfies
a nonlinear wave equation formally identical to the Gross–Pitaevskii (GP) equation of dilute Bose–
Einstein (BE) condensates [281] after exchanging the roles of the propagation coordinate and of the
time parameter. This classical paraxial bulk dynamics may be regarded as the emerging mean-field
description of an underlying quantum nonlinear Schro¨dinger dynamics, as formalized in full generality
in Ref. [208].
In a recent experimental study [407], it was provided the first observation of classical-wave con-
densation using a beam of classical monochromatic light propagating in a nonlinear photorefractive
crystal. The mechanism underlying this condensation of classical light finds its origin in the thermal-
ization of the classical optical field [289, 305, 408–416] towards an equilibrium state whose statistics
obeys the Rayleigh–Jeans (RJ) thermal law, which corresponds to the classical (high-temperature
and/or long-wavelength) limit of the BE distribution.
In this Chapter, we push this research line forward by investigating the very quantum aspects of
the thermalization dynamics of the propagating fluid of light. Making use of the fully quantum theory
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developed in ref. [208], we discuss the possibility of measuring the Boltzmann tails of the eventual
BE distribution, which constitutes the hallmark of the particlelike, quantum, nature of the paraxial
beam of light at thermal equilibrium. Inspired by recent advances towards atom-laser devices based
on in-waveguide evaporative-cooling schemes [417–420], we finally propose a mechanism leading to a
complete BE condensation in the quantum fluid of light. If realized, such a process would offer a novel
route to generate spontaneous optical coherence in a novel concept of coherent-light source.
10.1 Quantum formalism
We consider the propagation in the positive-z direction of a paraxial, spectrally narrow beam of light
of central angular frequency ω in a bulk, electrically neutral, nonmagnetic, nonabsorbing, nonlinear
medium of real-valued intensity-dependent refractive index n0 + n1(r⊥, z) + n2 |E|2. Here, n0 is the
background refractive index, n1[r⊥ = (x, y), z] describes the spatial profile of the refractive index, n2
quantifies the strength of the —spatially local and instantaneous— Kerr nonlinearity of the medium
and E is the slowly varying [315, 317, 318] envelope of the light wave’s electric field Re[E ei(β0z−ωt)] of
propagation constant β0 = n0 ω/c in the increasing-z direction, where c denotes the vacuum speed of
light. For simplicity’s sake, we neglect light polarization and we assume that Raman and Brillouin
light-scattering processes on phonons in the optical medium occur at a negligible rate.
Following ref. [208], it is possible to map the quantum propagation of the beam of light in the
positive-z direction onto a quantum nonlinear Schro¨dinger evolution of a closed system of many inter-
acting photons in a three-dimensional space spanned by the two-dimensional transverse position vector
r⊥ and by the physical time parameter t. Introducing the time parameter τ = β1 z and the three-
dimensional position vector r = (r⊥, ζ = t/β1 − z), where β1 = dβ0/dω = (n0 + ω dn0/dω)/c denotes
the inverse of the group velocity of the photons in the medium at ω, the quantum mechanical prop-
agation equation of the light beam may be reformulated in the Heisenberg form i ~ ∂Ψˆ/∂τ = [Ψˆ, Hˆ],
where the quantum field operator Ψˆ = [c ε0 n0 β1/(2 ~ω)]1/2 Eˆ is the second-quantized slowly varying
envelope of the electric field, normalized (ε0 is the vacuum permittivity) in a way to satisfy the usual
equal-τ Bose commutation relations [Ψˆ(r1, τ), Ψˆ
†(r2, τ)] = δ(3)(r1 − r2) and [Ψˆ(r1, τ), Ψˆ(r2, τ)] = 0,
and where
Hˆ =
∫
d3r
[
~2
2m⊥
∂Ψˆ†
∂r⊥
· ∂Ψˆ
∂r⊥
+
~2
2mζ
∂Ψˆ†
∂ζ
∂Ψˆ
∂ζ
+ U(r⊥, τ) Ψˆ† Ψˆ +
g
2
Ψˆ† Ψˆ† Ψˆ Ψˆ
]
(10.1)
is the many-body Hamiltonian operator of the system.
In eq. (10.1), U(r⊥, τ) = −~ω/(c β1)n1(r⊥, z) is the external potential experienced by the photons,
due to the spatial variation of the refractive index, and g = −2 (~ω)2/(c2 ε0 n0 β21)n2 is the strength
of the effective photon-photon interactions induced by the Kerr nonlinearity.
Even more importantly, m⊥ = ~β0 β1 and mζ = −~β31/β2 are the effective masses of the paraxial
photons in, respectively, the transverse r⊥ plane and the ζ direction. In generic media, the values of
m⊥,ζ are typically very different, as they have completely different physical origins: the former origi-
nates from paraxial diffraction in the transverse plane while the latter, inversely proportional to the
group-velocity-dispersion parameter β2 = dβ1/dω = (2 dn0/dω + ω d
2n0/dω
2)/c of the medium at ω,
starts playing a crucial role for nonmonochromatic optical fields having a nontrivial time dependence.
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Unless the carrier frequency ω lies in the neighborhood of some optical resonance where dispersion
is strong, m⊥ is generally much smaller than mζ ; as an example, using tabulated data for fused
silica [421] around 1.55 µm (1 µm), one obtains a ratio m⊥/mζ ' 7× 10−3 (m⊥/mζ ' −8× 10−3).
As the Hamiltonian (10.1) is only valid within a limited angular-frequency and wavevector range
around (ω, β0), one has to ensure that photon-photon scattering induces no sizeable photon population
outside this paraxial region. Thanks to the conservation of the energy (10.1), a necessary and —unless
the chromatic dispersion has an unusually complex shape— sufficient condition is that the two masses
m⊥,ζ have the same sign. The robustness of a coherent photon wave against modulational instabilities
imposes further conditions that the longitudinal mass be positive, mζ > 0, and the photon-photon
interactions be repulsive, g > 0; by definition, this amounts to assume that the dielectric is charac-
terized by an anomalous group-velocity dispersion, β2 < 0, and a self-defocusing Kerr nonlinearity,
n2 < 0 [208].
10.2 Thermalization time
In this section, we provide an analytical estimate of the time τth —that is, of the propagation distance
zth = τth/β1 along the Kerr medium— that is necessary for the isolated quantum fluid of light
described by the Hamiltonian (10.1) to thermalize. It is worth stressing that the thermalization
process is here assumed to occur via photon-photon collisions within the fluid only, and not to involve
any thermal equilibration with the underlying optical medium, e.g., by photon-phonon scattering or
repeated absorption-emission cycles as it was instead the case in the experiment of refs. [289,305].
Assuming for the sake of simplicity that the dielectric is spatially homogeneous, n1(r⊥, z) = 0,
i.e., U(r⊥, τ) = 0 in eq. (10.1), and that the total interaction energy is small with respect to the
total kinetic one in the eventual thermal-equilibrium state, the latter has to be characterized by
an occupation number in the plane-wave state of wavevector k = [k⊥ = (kx, ky), kζ ] and energy
Ek = ~2 k2⊥/(2m⊥) + ~2 k2ζ/(2mζ) of the BE form
NBE(Ek, T, µ) =
[
exp
(
Ek − µ
kB T
)
− 1
]−1
(10.2)
(kB is the Boltzmann constant), where T and µ are respectively the temperature and the chemical
potential of the thermalized quantum fluid of light. As we have assumed there is no thermal contact
with the underlying optical medium, T is not related to the temperature of the latter as in refs. [289,
305], and both T and µ are fully determined as functions of the energy and number densities of the
photon fluid entering the medium, as detailed in the next section.
A simple model —based on the quantum nonlinear Schro¨dinger formalism (10.1)— to investigate
the relaxation dynamics of the initial state of the photon fluid, at τ = 0 (i.e., z = 0), towards thermal
equilibrium, at τ & τth (i.e., z & zth), is provided by the homogeneous [as U(r⊥, τ) = 0] Boltzmann
kinetic equation [422]
∂Nk
∂τ
=
2 g2
~
∫
d3k2
(2pi)3
d3k3
(2pi)3
d3k4
(2pi)3
(2pi)3 δ(3)(k + k2 − k3 − k4) δ(Ek + Ek2 − Ek3 − Ek4)
× [(Nk + 1) (Nk2 + 1)Nk3 Nk4 −NkNk2 (Nk3 + 1) (Nk4 + 1)] (10.3)
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for the uniform phase-space density Nk = Nk(τ) of the paraxial photons occupying the plane-wave
state of wavevector k and energy Ek at the propagation time τ . At long times, i.e., when τ & τth, the
solution Nk of eq. (10.3) approaches the stationary BE distribution (10.2). Equation (10.3) is valid
(i) in the absence of condensate and (ii) in the weak-interaction regime. The constraint (i) is satisfied
as long as one considers energies and densities yielding noncondensed equilibrium states; otherwise,
one has to include the coherent dynamics of the condensate’s order parameter in eq. (10.3) [422]. The
condition (ii) may be checked a posteriori by requiring that, in the eventual thermal state, the total
interaction energy is small compared to the total kinetic energy, as already supposed in the second
paragraph of the present section.
To estimate the effective relaxation time τth towards thermal equilibrium, we are going to mutuate
well-known results from the theory of weakly interacting atomic Bose gases. A numerical study [423]
demonstrated that the thermalization time τth of weakly interacting bosonic atoms not too far from
thermal equilibrium is typically of the order of 3/γ, where γ denotes the average collision rate. This
means that about three collisions per particle are sufficient to make the system thermalize. This
collision rate may be expressed as [281] γ = ρ′ v′ σ′, where ρ′ denotes the mean number density of
the gas, v′ is the average norm of the velocity of ideal classical bosons at temperature T and σ′ is
the low-energy boson-boson-scattering cross section. This expression for γ holds in the case of an
isotropic three-dimensional system. In the present optical case, as highlighted in the previous section,
the system is characterized by an anisotropic mass tensor. As a result, the above-given formula for γ
cannot be applied directly to estimate the time for the quantum fluid of light to relax towards thermal
equilibrium.
In order to be able to safely use it, one has to make the kinetic contribution to the Hamiltonian
(10.1) isotropic with a common mass m in all the x, y, ζ directions. To do so, we introduce the
mass parameter m = (m2⊥mζ)
1/3 —that corresponds to the geometric mean of the paraxial-photon
effective masses in the transverse x, y and longitudinal ζ directions— and the rescaled position vector
r′ = [r′⊥ = (m⊥/m)
1/2 r⊥, ζ
′ = (mζ/m)
1/2 ζ]. As an inversed rescaling holds in momentum space, one
readily verifies that such a transformation preserves the spatial as well as the phase-space densities.
In the isotropic r′ space, we are then allowed to use the estimate τth ∼ 3/γ = 3/(ρ′ v′ σ′) for the
thermalization time in terms of the mean number density ρ′ = ρ, the Boltzmann-averaged velocity
v′ = ~ |k′|/m = [8 kB T/(pim)]1/2 and the scattering cross section σ′ = 8pi a′2, where a′ = mg′/(4pi ~2)
is the s-wave scattering length written as a function of the two-body interaction parameter g′ in the
isotropic r′ space [281]. As our coordinate change preserves both the spatial and the phase-space
densities, it is immediate to check that g′ is equal to the original photon-photon coupling constant g
in the anisotropic r space, g′ = g.
Combining the results of the previous paragraph, one eventually gets an explicit formula for the
thermalization time τth,
τth ∼ 3
{
ρ
[
8 kB T
pi (m2⊥mζ)1/3
]1/2
8pi
[
(m2⊥mζ)
1/3 g
4pi ~2
]2}−1
, (10.4)
that corresponds to the usual expression of the thermalization time of a three-dimensional weakly
interacting atomic Bose gas, with a mass (m2⊥mζ)
1/3 given by the geometric average of the masses in
the transverse x, y and longitudinal ζ directions.
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10.3 Temperature and chemical potential at thermal equilibrium
As the kinetic-energy density Ekin =
∫
d3k/(2pi)3NkEk and the photon number density ρ =
∫
d3k/(2pi)3Nk
are quantities conserved during the evolution of the quantum fluid of light described by eq. (10.3), the
temperature T and the chemical potential µ characterizing the thermal-equilibrium, at τ & τth, BE dis-
tribution (10.2) may be fixed by the initial, at τ = 0, values of Ekin and ρ: Ekin(τ & τth) = Ekin(τ = 0)
and ρ(τ & τth) = ρ(τ = 0), where the left-hand sides depend on T and µ and the right-hand sides are
functions of the parameters of the incoming electromagnetic field.
In the final equilibrium state (τ & τth, i.e., z & zth), using eq. (10.2), one readily gets Ekin =
3
2 kB T g5/2(f)/(λ
2
⊥ λζ) and ρ = g3/2(f)/(λ
2
⊥ λζ), where f = exp[µ/(kB T )] is the fugacity and gν(f) =
Γ−1(ν)
∫∞
0 du u
ν−1/(f−1 eu − 1) refers to the Bose integral, with Γ(ν) the Euler gamma function.
These equations are similar to the well-known results of the ideal Bose gas, with the difference
that, in the present optical case, there are two different thermal de Broglie wavelengths λ⊥,ζ =
[2pi ~2/(m⊥,ζ kB T )]1/2 due to the anisotropy of the kinetic energy in eq. (10.1). By means of the
equation for Ekin, one finds that Eint/Ekin =
1
3 g ρ/(kB T ) g3/2(f)/g5/2(f), where Eint = g ρ
2/2 is the
mean-field interaction-energy density [281] of the fluid of light at equilibrium. Thus, as the Bose
integrals g3/2(f) and g5/2(f) are of the same order [1 6 g3/2(f)/g5/2(f) 6 1.94(7) for 0 6 f 6 1],
the weak-interaction condition Eint  Ekin required for eq. (10.3) to be valid reads g ρ  kB T ,
which may be reexpressed in terms of the s-wave scattering length a′ in the isotropic r′ space as
ρ a′3  (ρ λ2⊥ λζ)−2. Note that this constraint directly implies the usual diluteness condition ρ a′3  1
when one enters the quantum-degeneracy regime, ρ λ2⊥ λζ  1.
We assume that the initial fluid of light (τ = 0), i.e., the incident beam of light (z = 0), is
characterized by the following Gaussian distribution in real space:
〈Ψˆ†(r, 0) Ψˆ(0, 0)〉 = ρ0 e−r2⊥/(2 `2⊥) e−ζ
2/(2 `2ζ), (10.5)
with finite correlation lengths `⊥ and `ζ in the transverse r⊥ plane and the longitudinal ζ direc-
tion, respectively. In an actual experiment, the input density ρ0 of the quantum fluid of light is
tuned by varying the intensity I = ~ω ρ0/β1 of the incoming light beam, the transverse correlation
length `⊥ may be tuned by processing the input beam through spatial light modulators [407] and
the longitudinal correlation length `ζ may in principle be varied by modifying the coherence time
β1 `ζ of the incident beam. Note that `⊥ must be larger than the wavelength 2pi/β0 of the carrier
wave to ensure the paraxiality of the beam of light in the medium and 1/(β1 `ζ) must be smaller
than the frequency range within which the quadratic approximation of the dispersion relation of
the medium is valid. Fourier transforming eq. (10.5) yields the expression of the initial occupation
number Nk(τ = 0) = (2pi)
3/2 ρ0 `
2
⊥ `ζ e
−`2⊥ k2⊥/2 e−`
2
ζ k
2
ζ/2 at k. From this, one obtains, at τ = 0,
Ekin = [~2 `−2⊥ /m⊥ + ~
2 `−2ζ /(2mζ)] ρ0 and ρ = ρ0.
Making use of the conservation laws Ekin(τ & τth) = Ekin(τ = 0) and ρ(τ & τth) = ρ(τ = 0), one
eventually gets the following 2-by-2 system:
3
2
kB T
g5/2(f)
g3/2(f)
=
~2 `−2⊥
m⊥
+
~2 `−2ζ
2mζ
,
g3/2(f)
λ2⊥ λζ
= ρ0, (10.6)
the resolution of which makes it possible to obtain T and µ in the final thermal-equilibrium state in
terms of ρ0, `⊥, `ζ , m⊥ and mζ . Introducing the effective temperatures T⊥,ζ = 2pi ~2/(kBm⊥,ζ `2⊥,ζ),
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the first of eqs. (10.6) may be rewritten as 6pi g5/2(f)/g3/2(f)T = 2T⊥ + Tζ , which shows that the
transverse and longitudinal modes, initially distributed at different temperatures T⊥ 6= Tζ , eventually
equilibrate at the same temperature T .
10.4 Experimental considerations
Reminding the definition of the spatial coordinate ζ, the third component of the paraxial-photon
wavevector k may be expressed as [208,326] kζ = −β1 ∆ω, where ∆ω is the detuning from the angular
frequency ω of the pump. As a result, the measurement of the BE distribution (10.2) as a function of
k = (k⊥,−β1 ∆ω) requires a good angular resolution to isolate the light deflected with a transverse
wavevector k⊥ as well as a good spectral resolution to isolate the angular-frequency component of the
transmitted light at ω ±∆ω.
On the other hand, to have access to the large-momentum, Boltzmann, tails of the BE distribution
—and so, in turn, to the whole BE distribution as a function of k— at the exit face of the nonlinear
dielectric where the fluid of light is imaged, some conditions have to be satisfied.
The inverse of the de Broglie wavelengths λ⊥ and λζ being the natural scales of variation of
NBE(Ek, T, µ) as a function of k⊥ and kζ , a first condition for detecting the whole BE distribution in
the transmitted beam of light is that λ⊥ and λζ must verify the constraints satisfied respectively by
`⊥ and `ζ (see the third paragraph of the previous section).
A second, perhaps more challenging, condition concerns the length of the bulk nonlinear medium,
which has to be at least of the order of the distance zth = τth/β1 necessary for the quantum fluid of
light to fully relax towards thermal equilibrium. Making use of the analytical result (10.4) and of the
first of eqs. (10.6) with the reasonable estimate g5/2(f) ∼ g3/2(f) for 0 6 f 6 1, one finds that zth
must behave at a given carrier wave at (ω, β0 = n0 ω/c) as
zth =
K
|n2|2 I
[ |β2|
`−2⊥ + β0 |β2|/(2β21) `−2ζ
]1/2
, (10.7)
where K depends on ~, c, ε0, kB and on ω, n0, β0. As a most important contribution, it is immediate to
see that the stronger the Kerr nonlinearity is, the shorter the thermalization distance zth is. Plugging
explicit values into (10.7), we estimate for a light beam of 1.55 µm wavelength, 1 W/µm2 intensity
and initial β0 `⊥,ζ = 10 coherence lengths propagating in bulk silica [2 |n2|/(c ε0 n0) ∼ 10−20 m2/W]
an unreasonably long zth ∼ 1013 m, i.e., of the order of the estimated radius of the solar system. . .
While an experiment using such standard bulk nonlinear media looks clearly unfeasable, very
promising alternatives are offered by resonant media where photons are strongly mixed with matter
excitations. In this way, very strong effective photon-photon interactions may be obtained, e.g., for
polaritons in bulk semiconducting materials showing narrow exciton lines such as GaAs or ZnSe [267].
This effect can be further reinforced by many orders of magnitude if the chosen material excitation
involves spatially wide (even almost micron-sized) Rydberg states, either in optically dressed atomic
gases in the so-called Rydberg-EIT regime [424] or in highest-quality solid-state Cu2O samples [425].
A further advantage of resonant media is the wide tunability of the optical parameters simply by
changing the carrier frequency ω, which is of a great utility to ensure the dynamical stability of the
photon fluid.
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10.5 Discussion of a recent experiment
In ref. [407], it was reported the experimental observation of the relaxation of a classical, i.e., not
quantum, fluid of interacting photons towards a thermal-equilibrium state. A beam of classical
monochromatic light, initially prepared in a nonthermal state via a suitable tayloring of the inci-
dent phase profile, was made to propagate in a photorefractive crystal whose optical nonlinearity
was strong enough to make the transverse angular distribution of the beam of light fastly evolve to-
wards a RJ-type, i.e., classical, thermal law. For small enough initial kinetic energies, a marked peak
around k⊥ = 0 was observed in the transverse-momentum-k⊥ distribution, which was interpreted as
a signature of the occurrence of a kinetic condensation of classical waves.
In order to fully understand the analogies and the differences with our quantum study, we can start
by noting that a key conceptual assumption of the experiment [407] is that the light beam remains
perfectly monochromatic all along its propagation across the nonlinear crystal. Under a mean-field
approximation and provided no spontaneous temporal modulations such as self-pulsing [208] occur,
monochromaticity at all distances is a trivial consequence of the classical GP form of the nonlinear
Schro¨dinger field equation corresponding to the quantum Hamiltonian (10.1).
On the other hand, monochromaticity corresponds within the framework of our quantum theory
to having at all propagation times τ a factorized momentum distribution Nk(τ) = Nk⊥(τ)Nkζ , where
the transverse-momentum distribution Nk⊥(τ) evolves with τ while the longitudinal one Nkζ remains
constant and proportional to the Dirac function δ(kζ) at all τ ’s. Monochromaticity at all τ ’s then
requires that no scattering process can change the kζ ’s of the colliding paraxial photons.
Most remarkably, the specific form of the optical nonlinearity of the photorefractive crystal used in
the experiment [407] automatically serves this purpose, as its slow response involves the time-t average
of the optical intensity and —in many-body terms— corresponds to infinite-range interactions along
the ζ axis. As a result, all processes that would generate frequencies different from the incident one
are suppressed. Keeping in mind that the population is sharply peaked on the only occupied states
with kζ = 0, it is then straightforward to see that the kinetics will eventually relax to the classical RJ
distribution NRJ(Ek, T, µ) = kB T/(Ek−µ) rather than to the BE one (10.2): because of the δ-shaped
factor Nkζ in the Nk’s, all the quantum “+ 1” terms in the Boltzmann equation (10.3) are in fact
irrelevant, so that the quantum kinetics reduces to a classical one.
The situation is of course completely different if a local and instantaneous nonlinearity is used
in an experiment. Within our theory [208], this corresponds to a local interaction in the three-
dimensional x, y, ζ space. As a result, wave-mixing processes can mix all the three components
of the momentum, therefore allowing for a full three-dimensional thermalization of the photon gas
in both its transverse-momentum-k⊥ distribution and its physical-frequency-∆ω distribution, where
∆ω = −kζ/β1 is measured from the carrier wave at ω. Given the quantum nature of our model,
the final result of this thermalization process will be a BE distribution of the form (10.2), which
automatically solves all the ultraviolet black-body catastrophes that infest classical theories such as
the one used in ref. [407]. As a final point, it is worth highlighting that thermalization to a quantum
distribution is based on the quantum “+ 1” terms in the Boltzmann equation and thus does not benefit
from the large Bose stimulation factor involved in the thermalization of classical waves. Together with
the typically weaker Kerr optical nonlinearity of fast media, this explains why our prediction for zth
is dramatically longer than the experimental one of ref. [407].
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Tapered optical waveguide
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τ = β1 z
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Figure 10.1: Sketch of an optical platform allowing the evaporative cooling of a quantum fluid of
light (red) to temperatures below the critical temperature for BE condensation. The core (light gray)
of radius R(τ) and the cladding (dark gray) of the waveguide are designed so that the photons are
trapped in an effective harmonic potential (thick gray curves) whose maximum amplitude ∝ R2(τ)
diminishes as the propagation time τ increases. This removes the high-energy photons from the fluid
of light, which then cools down.
10.6 Evaporative cooling and BE condensation of a beam of light
An interesting consequence of the above-investigated thermalization process appears when the quan-
tum fluid of light enters the BE-condensed phase. From the theory of the ideal Bose gas [281], the
critical line for BE condensation in the (ρ0, T ) plane may be obtained by imposing f = 1 in the second
of the thermal-state equations (10.6), which yields the usual formula for the BE-condensation critical
temperature,
Tc =
2pi ~2
kB (m2⊥mζ)1/3
[
ρ0
ζ(3/2)
]2/3
, (10.8)
in terms of the Riemann zeta function at 3/2, ζ(3/2) = g3/2(1) = 2.61(2), and the before-introduced
geometric meanm = (m2⊥mζ)
1/3 of the paraxial-photon effective masses. To realize a BE condensate of
light in a bulk geometry, the experimentalist has to choose the rescaled intensity ρ0 and the correlation
lengths `⊥ and `ζ of the incident beam in such a way that the temperature T in the thermal state,
solution of eqs. (10.6), is smaller than Tc given by eq. (10.8).
Following the theoretical and experimental investigations [417–420] of the evaporative cooling of
an atomic beam propagating in a magnetic trap, a promising way to facilitate BE condensation in the
quantum fluid of light consists in progressively making the photon beam evaporate in the transverse
r⊥ = (x, y) directions.
This can be obtained by introducing a time-dependent trapping potential U(r⊥, τ) 6= 0 into the
Hamiltonian (10.1), for instance of truncated harmonic form U(r⊥, τ) = 12 m⊥ ω
2
⊥ r
2
⊥ for |r⊥| 6 R(τ)
and U(r⊥, τ) = 12 m⊥ ω
2
⊥R
2(τ) for |r⊥| > R(τ), where the radius R(τ) is a decreasing function of
the propagation time τ . Based on the relation n1(r⊥, z) = −c β1/(~ω)U(r⊥, τ) between the spatial
profile of the refractive index and the effective potential in eq. (10.1), this truncated harmonic trap
may be realized by means of a conically tapered multimode optical waveguide, as pictorially sketched
in fig. 10.1. The core [|r⊥| 6 R(β1 z)] is taken to have an inverse-parabolic refractive-index profile,
while the cladding [|r⊥| > R(β1 z)] is homogeneous with a refractive index smoothly connecting the
one of the core’s edge.
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As a result of this tapering, the maximum value of the trapping potential decreases as τ increases,
so that the large-momentum (or large-energy) tails of the photon distribution are progressively re-
moved. At the same time, the remaining photons keep reequilibrating to lower and lower temperatures
under the effect of collisions, until the fluid of light eventually crosses the critical temperature for BE
condensation.
Upon the t←→ z mapping, BE condensation from an initially thermal photon gas corresponds to
the appearance of spontaneous optical coherence when an initially incoherent beam of light is injected
into the nonlinear medium: the long-range order of the BE condensate of light reflects into optical
coherence extending for macroscopically long times t and distances x, y. In contrast to trivial angular-
and frequency-filtering processes, a key element of our proposal are the collisions between the photons,
that allow the fluid of light to reestablish thermal equilibrium at lower and lower temperatures while
the most energetic photons keep being removed.
10.7 Concluding remarks
In this Chapter, we have investigated the relaxation dynamics of a paraxial, quasimonochromatic beam
of quantum light towards thermal equilibrium in a lossless bulk Kerr medium. Following ref. [208],
the propagation of the quantum light field has been mapped onto a quantum nonlinear Schro¨dinger
evolution of a conservative quantum fluid of many interacting bosons. Correspondingly, in the weak-
interaction regime, the evolution of the momentum distribution from an arbitrary nonthermal state
towards a thermal state with a BE form can be modeled by the Boltzmann kinetic equation, which
offers analytical formulas for the thermalization time and for the final temperature and chemical
potential in terms of the parameters of the input beam and of the medium.
In addition to extending the concept of classical-light-wave condensation [407] to a fully quantum
level and solving well-known ultraviolet pathologies of existing classical theories, our results suggest
an intriguing long-term application as a novel source of coherent light: taking inspiration from related
advances in atom-laser devices [417–420], we have pointed out a novel in-waveguide evaporative-cooling
scheme to obtain spontaneous macroscopic optical coherence from an initially incoherent beam of light.
As our proposal does not rely on population-inverted atomic transitions, it holds the promise of being
implemented in an arbitrary domain of the electromagnetic spectrum.
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