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Dynamic Collaborative Driving is the concept of decentralized multi-vehicle automated 
driving where vehicles form dynamic local area networks within which information is shared to build 
a dynamic data representation of the environment to improve road usage and safety.  The vision is to 
have networks of cars spanning multiple lanes forming these dynamic networks so as to optimize 
traffic flow while maintaining safety as each vehicle travels to its destinations.  A basic requirement 
of any vehicle participating in dynamic collaborative driving is longitudinal and lateral control. 
Without this capability, higher-level coordination is not possible. 
This thesis investigates the issue of the control of an automobile in the context of a Dynamic 
Collaborative Driving system.  Each vehicle involved is considered a complex composite nonlinear 
system.  Therefore a complex nonlinear model of the vehicle dynamics is formulated and serves as 
the control system design platform.  Due to the nonlinear nature of the vehicle dynamics, a nonlinear 
approach to control is used to achieve longitudinal and lateral control of the vehicle.  This novel 
approach combines the use of reinforcement learning: a modern machine learning technique, with 
adaptive control and preview control techniques.  This thesis presents the design of both the 
longitudinal and lateral control systems which serves as a basis for Dynamic Collaborative Driving.  
The results of the reinforcement learning phase and the performance of the adaptive control systems 
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Dynamic collaborative driving is an automated driving concept that has the potential to 
significantly improve road transport safety and to reduce human casualties in motor vehicle accidents. 
This concept is based on the exchange of information between vehicles instrumented to perceive their 
surroundings so they may collaborate in dynamically formed groups. These vehicle groups, or ad-hoc 
networks, can form a collective driving strategy, which would require little if any operator 
intervention.   This thesis introduces the idea of formulating the basic skills required in dynamic 
collaborative driving into finite Markov Decision Processes (MDP) which can be solved using 
reinforcement learning algorithms so as to produce a system which has the potential to continually 
adapt and learn to optimize its performance based on experience.  When implemented in a group of 
vehicles linked with a communication system this allows for the possibility of an extremely adaptive 
multi-vehicle system which in turn can be more robust, reliable and efficient.  
This introductory chapter of this thesis includes, i) the motivation behind this research, ii) the 
rationale of the study, iii) the definition of the research problem of this thesis,  and iv) the research 
objectives.  The next chapter provides the pertinent background material for this study.  This includes 
a literature review and overview of some theoretical concepts.  Chapter 3 discusses the vehicle 
dynamics modeling which is crucial to our simulation study.  Chapter 4 describes the design of the 
control system.  Chapter 5 describes the experimental portion of this study along with results.   
Chapter 6 states the conclusions of this thesis. 
1.1 Motivation 
In major cities throughout the world, urban expansion has led to an increase in traffic flow.  
The adverse effects associated with increased traffic flow are many and familiar to most.  These 
include traffic congestion, driving stress, vehicle collisions, pollution, and logistical delays.  Once 
traffic flow surpasses the capacity of the road system, it ceases to become a viable transportation 
option.  One solution is to construct more roads or additional lanes to accommodate the peak traffic 
flow.  This can be extremely costly and in some case infeasible (e.g. adding additional lanes on a 
mountain road).  Additional complexity is also required to accommodate the new road or lanes into 
the existing system (i.e. signs, lights, and routing).  Another solution is to use the existing road 
infrastructure but to increase the throughput of the road by having vehicles drive closer together and 
faster.  However it is difficult for humans to safely drive automobiles at high speeds and maintain 
close inter-vehicle spacing, therefore, driving must be automated for this solution to be feasible. 
1.2 Rationale 
The concept of automated driving dates to the 1939 New York World’s Fair, where General 
Motors designer, Norman Geddes showcased Futurama, a city set in what he envisioned would be 
1959, where automated cars would drive people between their homes in the suburbs and their 




Figure 1.1 GM Futurama by Norman Geddes (NY, USA, 1939) 
Since then, significant research has been accomplished in the area of automated driving 
throughout the world resulting in prototype systems, in Europe under the Chauffeur projects [Franke 
et al 1995] [Fritz et al 2004], in the United States during Demo ’97 [Thorpe et al 1997] [Tan et al 
1998] and in Japan during Demo 2000 [Tsugawa et al 2000] [Kato et al 2002].   Research continually 
flourished in Europe, US, and Japan, but despite all the research, automated driving today remains as 
a concept and not a reality.   The acceptance of automated driving systems has not occurred with the 
general public, some of the reasons for which include: reliability, infrastructure, difficulty in 
deployment and integration with existing vehicles under human control [NAHS Research Program 
1998]. 
In order to make automated driving a reality, many issues such as safety, fault-tolerance, and 
the coexistence of automated vehicles with human driven vehicles must be solved.    These issues are 
evident in the prototype systems presented at Demo ’97, Demo 2000 and the Chauffeur projects.  The 
numbers of vehicles involved in these systems are limited to no more than eight vehicles.  The 
vehicles involved are identical and formation control is centralized to a single lead vehicle.  To 
address the shortcoming of these systems, new approaches to automated driving must be investigated 
that make use of decentralized control to gain fault tolerance and reliability.  They must use adaptive 
controllers derived with the latest artificial intelligence methods.  Sensor-fusion would be employed 
along with inter-vehicle communication and shared data.  All this would make the vehicles smarter so 
that the system could accommodate human driven vehicles, offer increased reliability and to be 
scalable. 
 
Promote Chauffeur  CalTrans PATH: Demo 97  AIST : Demo 2000 
(E.U. 1994)    (San Diego, USA 1997)   (Tsukuba, Japan) 




The search for better automated driving approaches brings us to Dynamic Collaborative 
Driving, a concept that has multiple intelligent vehicles building dynamic local area networks.  By 
sharing their sensory information, the vehicle group can build up a shared dynamic data 
representation of the environment. This larger representation allows the group to coordinate their 
movement so as to drive collaboratively.  This multi-vehicle collaboration could lead to benefits such 
as improved traffic flow and improved safety.  Since a dynamic collaborative driving system can be 
considered a multi-agent system under decentralized control, it has characteristics inherent of   
decentralized systems.  Decentralized systems are known to be more scalable and not susceptible to 
individual vehicle failures, that is, they are more fault-tolerant [Parker 2000].   However, multi-agent 
systems under decentralized control are difficult to design and implement since the dynamics of the 
interacting agents are unknown.  Individual agent controllers cannot simply be hard-coded; rather 
machine learning techniques are used by each agent to arrive at its own controller which will result in 
the desired emergent behavior.  One example of such a technique is reinforcement learning which 
allows the systems to be more adaptable and to continuously integrate new experiences to develop an 
optimal control system [Sutton & Barto 1998].  By employing a decentralized approach and using 
reinforcement learning, a dynamic collaborative driving system could be designed to address the 
shortcomings of the previous generation of automated driving systems. 
 
Figure 1.3 Dynamic Collaborative Driving 
1.3 Research Definition 
This thesis investigates the issue of multi-vehicle collaboration in dynamic collaborative 
driving under decentralized control.  This issue can be stated as a research question, “How do you 
control the motion of vehicle within a group to share a common roadway?”  Specifically, we wish to 
control how the vehicle interacts with the vehicles in its immediate vicinity.  The most crucial 
capability for a vehicle to operate in any collaborative driving system is to be able to guarantee the 
following of a vehicle ahead both longitudinally and laterally.  Once this basic skill is achieved, 
higher order commands with the aid of inter-vehicle communication can be issued to the vehicle to 







Previous research has demonstrated the use of conventional control strategies to achieve 
longitudinal control, lateral control and combined lateral and longitudinal control.   These approaches 
make use of conventional control approaches which rely on state-space models to approximate the 
plant.  The complexities and nonlinearities of the modern automobile which will be explained in 
Chapter 3, require equivalent state-space models that have a large number of states and may not 
model the system accurately.  These state-space models are then used to derive controllers which are 
then tested on more complex numerical vehicle dynamics simulations [Maciuca & Hedrick 
1995],[Pham et al 1997].  Although a rich simulation is available it is not used in the design process 
but as a means of evaluation.  Why not incorporate the model into the design of the controller and 
capture the salient features of the vehicle dynamics model?  To do this, a very different approach to 
control design is proposed.  In this thesis, it is proposed that each agent involved with dynamic 
collaborative driving should determine its own control system on a continual basis either using real-
time vehicle data or with the aid of a complex numerical vehicle dynamics simulation thus assuring a 
certain level of performance for various situation, in other words, machine learning is required. 
The research objective of this thesis is to demonstrate that an individual vehicle agent can use 
reinforcement learning to determine its own decentralized adaptive motion control system capable of 
performing in a multi-vehicle environment for the task of Dynamic Collaborative Driving. 
1.4 Contributions 
 This study shows how reinforcement learning can be applied to obtain an adaptive controller 
for the control of vehicle following.  Although this is not the first study of reinforcement learning in 
collaborative driving [Laumonier et al 2006], it is the first in the literature that introduces the use and 
studies the feasibility of reinforcement learning for low-level motion control of an actual automobile 
modeled by a complex non-linear simulation vehicle model.  The contributions achieved in this study 
are 
1.  A novel adaptive control design for the problem of automotive adaptive cruise control for 
dynamic collaborative driving which includes control of the throttle and braking response for a 
modern automobile.   
2.  A novel preview/adaptive control design for the problem of automotive steering control for 
dynamic collaborative driving for a modern automobile.   
These controllers are machine learned using Monte Carlo reinforcement learning and based on the 
composite nonlinear vehicle model.  The learning process, individual vehicle performance as well as 
multi-vehicle performance are demonstrated. 
 During the course of this research key software tools were developed in order to facilitate 
experimentation.  In this thesis, the details of the design for these tools have been shared in hopes that 
other AI engineers can benefit in their research. The software tools developed in this thesis are  
 
1.  The design and formulation of a detailed composite nonlinear model of a modern automobile.  
Although parts of this model are based on a previous body of work, the model is applicable 
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throughout the performance envelope of the automobile and is used as a nonlinear control design 
platform.  This model is implemented as both a C++ object library and a Matlab library which 
can be used by future engineers as an open standardized vehicle model of an automobile for the 
development of automotive control systems. 
 2. The design of an object-oriented programming (OOP) implementation of generalized Markov 
Decision Processes and reinforcement learning solution methods.  The software is packaged as a 
C++ object library called RLtools and allows the user to modularize reinforcement learning 
functionality greatly simplifying the development process for future engineers. 
 This study adds to the area of intelligent vehicle research by demonstrating the viability of 
using machine learning approaches to address vehicle control problems that were formerly solved 
using conventional control theory.  The introduction of reinforcement learning to vehicle control 
provides yet another avenue for the control system to achieve adaptability without complicating the 
controller design.  Although, this study provides both the methodology and the software tools 
necessary for engineers to build future reinforcement learning based control systems for automobiles, 
the benefits of this research go beyond automotive control and can be applicable to any autonomous 






Research in automated driving in the United States during the 1990s was conducted under the 
PATH project (Partners for Advanced Transit and Highways).  PATH introduced the concept of 
multi-vehicle coordination as platooning.   Platooning is the concept of having vehicles in groups of 
10-25 cars traveling in tight vehicle-string formations where the inter-vehicle spaces are in the order 
of 1-2m.  The group is controlled by a leader and multiple platoons would be separated by larger 
distances for a greater degree of safety [Varaiya 1993], [Shladover et al 1991], [Hedrick et al 1994].  
A prototype of this concept was demonstrated during Demo ‘97 in San Diego on a reserved 7-mile 
highway lane guided by magnets embedded in the roadway [Tan et al 1998], [Rajamani et al 2000].  
Liu et al [2001] examined the robustness of conventional longitudinal controllers to communication 
delays and showed that string stability is seriously compromised by communication delays.  Huppe 
and Michaud [2003] studied optimal control for platooning using Linear Quadratic Regulator and a  
5th order longitudinal following rule. 
 
 
Figure 2.1 Concept of vehicle platooning 
2.2 Longitudinal Control 
The most basic level of control in platooning is longitudinal control, also referred to as 
autonomous intelligent cruise control (AICC).  Ioannou and Chien [1993] describe an AICC system 
for automatic vehicle following, which is a stand-alone longitudinal control system using a linear 
vehicle following model.  Raza and Ioannou [1997] implemented the AICC system on a real vehicle 
and evaluated it during Demo ‘97 to verify the performance obtained under simulation.  
 Studies in the mid 1990s at UC Berkeley [Maciuca and Hedrick 1995] [Maciuca et al 1994], 
[Gerdes et al 1995], [Swaroop & Hedrick 1994] focused on using sliding mode control to address the 
nonlinearities of longitudinal vehicle dynamics.  The studies addressed vehicle dynamics simulation, 
string stability of linear formations and nonlinear control.  Rajamani et al [2000] implemented sliding 
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surface control to longitudinal control during Demo '97.  At Demo 2000, Kato et al [2002] 
demonstrated an adaptive proportional control law for longitudinal control.  Recently, Zhang and 
Ioannou [2005] proposed an adaptive control approach to vehicle following with variable time 
headways, using a simplified first order linear vehicle model.  The control system guarantees closed-
loop system stability, and regulates the speed and separation errors towards zero when the lead 
vehicle is at a constant speed.   
2.3 Lateral Control 
Early research in automated driving began with lateral vehicle control for lane following on 
passenger vehicles conducted by General Motors and RCA in the late 1950s [Kargels 1960].  These 
studies included vehicle dynamics modeling, lane sensor development and the design of classical 
lateral controllers.   Approaches to lateral control or automatic steering can be grouped into look-
down and look-ahead systems, in terms of the measurement of lateral displacement.  Look-down 
systems measure lateral displacement down from the front bumper using an electric wire [Fenton et al 
1976] or magnetic markers [Zhang and Parsons 1990], these systems deal with the immediate lateral 
position of the vehicle, that is they do not rely on preview information [Guldner et al 1994] [Guldner 
et al 1997].  Thus, the performance is more speed dependent, leads to more sluggish performance and 
larger lateral errors.  When experimentally verified, look-down systems are practical only at low 
speed of less than 20 m/s.  Selim and Fenton [1984], [Fenton & Selim 1988] employed an optimal 
control approach to design a velocity-adaptive, lateral controller for the design goals of lateral-
position tracking accuracy, robustness, and ride comfort.  Guldner [1994] and Pham et al [1996] used 
sliding mode control without preview to achieve lateral control.  Later, the coupling of the 
longitudinal control with lateral control led to sliding surface control [Pham et al 1994], [Pham et al 
1997].  Rajamani et al [2000] implemented in hardware for Demo '97, a lateral control system 
incorporating both look-down and look-ahead control systems for integrated lane-keeping and lane-
changing. 
Alternatively, look-ahead systems replicate human driving by measuring lateral displacement 
ahead of the vehicle.  With look-ahead system modalities such as machine vision [Jochem et al 1995] 
or radar [Unyelioglu et al 1996], it is possible to predict or anticipate where the vehicle is heading and 
provides a means of feed-forward control. Variya [1993] suggests that automatic steering systems 
should have some anticipatory capabilities.  Prior to this, Peng and Tomizuka [1991] introduced a 
lateral feed-forward control algorithm which utilized preview information pertaining to road 
curvature as well as super-elevation angle.   More recently, Netto et al [2004] conducted a simulation 
study to design a self-tuning linear regulator for lateral control.  The controller is based on a 
simplified linear model of lateral vehicle dynamics.  In this paper, a model predictive adaptive control 
system is introduced whereby the model is learned through reinforcement learning using a complex 
nonlinear vehicle dynamics model; this controller is considered a look-ahead system.  Meier et al 
[2004] demonstrated a vision based tracking control system for lateral control for the INVENT 
research initiative in Germany. 
Classical linear steering control was studied by Ackermann [1990] using a simplified lateral 
vehicle dynamics model which approximated the automobile as a bicycle.  Mammar [2004] 
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demonstrated a gain scheduled H∞ controller for lateral control based on a simplified linear vehicle 
dynamics model (single track/bicycle model) which demonstrates quick lateral response in 
simulation. Recently, Khatir and Davison [2006] proposed a dual linear PID controller for 
longitudinal and lateral control assuming a simplified 6th order linear model and a bicycle model for 
vehicle dynamics.   
 
2.4 Vehicle String Stability 
The string stability of an interconnected system implies uniform boundedness of the state of 
all the systems being connected.  For the application of automated vehicle-following, tracking errors 
such as inter-vehicle spacing and lateral offset should not amplify downstream from vehicle to 
vehicle. Early research [Levine & Athans 1966] [Melzer & Kuo 1971] sought optimal control 
solutions to the automated vehicle-following problem. However no precise definition of string 
stability was coined until Chu’s work in 1974. 
Chu [1974] defines string stability in the context of vehicle following for an infinite number 
of interconnected vehicles traveling in a single lane where the vehicle is considered a linear system.  
In the definition, all vehicles are assumed to be identical and the number of vehicles is assumed to be 
infinite. That is, there is no end to the string.  In reality, the length of a string is always finite, 
considering that the system is a section of an infinite string, and adding fictitious vehicles that have 
no errors in their motion to the front and back end of the string section.   
Swaroop and Hedrick [1996] generalize the concept of string stability to include nonlinear, 
non-identical interconnected systems.  The concept of  “weak coupling” conditions are presented that 
guarantee string stability for a class of interconnected systems and prove that every exponentially 
string-stable interconnected system is string stable in the presence of small perturbations (Lyapunov 
stability).  Large perturbations do occur in collaborative driving such as when vehicles have collided 
or stopped, therefore empirical evaluations should be conducted to support the claim of stability by a 
given vehicle control system. 
2.5 Linear Feedback Control 
Control is the manipulation to the inputs of a system to achieve desired outputs or effects.  
Therefore a controller is another system which can provide the inputs to the system being controlled, 
which is called the plant, to produce the desired outputs.  Inputs to the plant which are inaccessible by 
the controller can be considered disturbances.  If the plant’s properties are completely known and 
deterministic, then the controller need only provide appropriate input signals to achieve the desired 
output; this is called open-loop control because the control inputs are independent of the plant output.  
However in most cases, the plant’s properties are partially known and disturbances may create 
unwanted responses which are desirable to reduce.   
Feedback control is using the outputs of the plant to drive the inputs so that the desired output 
can be achieved.  The outputs are said to be “fed back” to the plant, and this is referred to as close-
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loop control.  The advantages of feedback control are: i) increased accuracy as the error (desired 
output – measured output) can be driven to zero; ii) reduced sensitivity to changes in plant; iii) 
reduced effects of disturbances; and iv) increased speed of response and bandwidth [Stefani et al 
1994]. 
A linear system is a system that can be modeled as a linear homogeneous differential 
equation with constant coefficients.  These systems are particularly easy to solve by breaking up the 
differential equation into smaller easier to manage pieces, solving each of those pieces, and adding 
the solutions up.  Therefore, linear systems satisfy the superposition property.  However, most real 
systems are nonlinear as their effects are governed by nonlinear relationships between states or 
functions.  Fortunately, a nonlinear system can be approximated as a linear system about an operating 
point with limited applicability and accuracy [Grantham & Vincent 1993]. 
 
Figure 2.2 Block diagram of close-loop control 
Figure 2.2 shows in block form of a plant under feedback control.  Both the plant and the 
controller are considered as systems with inputs and outputs.  The plant combined with the controller 
and the feedback loop is also considered a system with inputs and outputs.  Each of these systems can 
be modeled as differential equations and can be expressed as Laplace transform “transfer” functions.     
For a system, the transfer function T(s) is the ratio of the Laplace transform Y(s) of the output 
function in the time domain to the Laplace transform X(s) of the input function in the time domain 
when all initial conditions are zero.  For a single input single output (SISO) system, the output 
function in the time domain is y(t) while the input function in the time domain is x(t). 












L     (2.1) 
The transfer functions of the overall system, controller and plant are related using the 










=      (2.2) 
which is equivalent to  










= .    (2.3) 
The challenge is to determine the controller transfer function GC(s) which will provide the 
desired overall system transfer function Tdesired(s).  If GP(s), the transfer function of the plant is 
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known, then determining the controller transfer function, GC(s) is rather straightforward using 
Equation (2.3).  This is assuming that the plant can be described with a linear differential equation.  In 
most cases, there is not sufficient data to formulate an accurate linear model of the plant or the plant 
is nonlinear.  Therefore, generic control laws are used and the parameters of these control laws are 
then tuned to match the plant to achieve the desired overall response. 
  A widely used control scheme is a cascade Proportional Integral Derivative (PID) 
compensation [Minorsky 1922].  The form of the transfer function of the PID compensator is 





pC ++=)(      (2.4) 
where Kp is the gain for the proportional (P) action, Ki is the gain for integral (I) action, and Kd is the 
gain for the derivative (D) action.  The proportional action directly acts on the error signal and affects 
how quickly the error is eliminated.  The effect of the integral action is to eliminate steady-state error 
due to an uncertain bias on the input.  The derivative action introduces damping as the proportional 
action tries to reduce the error signal. 
The above discussion assumes that the processes are in continuous time.  However, this thesis 
deals with the computer control of discrete time systems.  In continuous time systems, the transfer 
function is used to express the control system.  In discrete time systems, a difference equation is used 
to express the control system which can readily be coded into a digital computer program.  The 
difference equation for discrete PID control is 
    221101 −−− +++= nnnnn eKeKeKmm     (2.5) 
where 
    
T
K
TKKK dip ++=0  T
K
KK dp 21 −−=  T
K
K d=2 . 
Assuming that a discrete process is to be controlled whose output cn can be sampled at a period of T 
seconds and a desired output is rn.  The error in the processes output is determined using  
 nnn cre −=       (2.6) 
and the discrete output of the controller is mn where n is the current time step.   The derivation of the 
difference equation for PID control is taken from Bollinger and Duffie [1988] and is shown in 
Appendix A. 
2.6 Adaptive Control 
 To adapt, is to modify one's behavior according to changing circumstances.  Therefore an 
adaptive controller is a controller that modifies its behavior in response to changes in the dynamics of 
the process and the character of the disturbances [Aström & Wittenmark 1994].  Although, adaptive 
control dates back to the 1950s it still lacks a formal definition.  A pragmatic definition considers that 
an adaptive control system has adjustable parameters as well as a mechanism for adjusting the 
parameters.  Due to the adjustment mechanism, the controller becomes nonlinear.  The structure of an 
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adaptive controller is shown in block diagram form in Figure 2.3.  Notice, there are two feedback 
loops, one is a normal feedback loop and the other is the parameter adjustment loop which is slower 
than the normal feedback loop. 
 
Figure 2.3 Block diagram of an adaptive system 
 Extensive research on adaptive control was pursued in the early 1950's for the design of 
autopilots for high-performance aircraft.  These aircraft operate over a wide range of speeds and 
altitudes.  Researchers found that ordinary constant-gain linear feedback control could work well in 
one operating condition but not over the whole flight regime.  Therefore, a more sophisticated 
controller that could work well over a wide range of operating conditions was needed.  For the 
application of flight control, it was possible to identify key measurable variables that correlated well 
with changes in flight dynamics.  Thus a schedule of control parameters (gains) could be found for 
each flight condition.  This technique is known as gain scheduling and has become the standard 
technique for high performance flight control systems.  
 
Figure 2.4 Block diagram of gain scheduling. 
 Gain scheduling is a powerful yet simple approach to adaptive control.  The key problem is to 
find suitable scheduling variables that correlate well with measurable changes in process dynamics.  
The scheduling variables range is quantized over a number of discrete operating conditions.  The 
controller parameters are then tuned for every operating condition and the parameters are stored in a 
table or schedule.  Although significant effort is required to identify schedule variables and to build 
up the parameter table, normal operation requires only a facility for storing and recalling the 
parameters.  Figure 2.4 illustrates the block diagram for gain scheduling.  The system can be viewed 
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as having two loops, an inner feedback loop between the plant and the controller and an outer loop 
which adjusts the gains on the basis of operating conditions.  One can consider the Gain Schedule to 
be a mapping or model from operating conditions to controller parameters. 
2.7 Reinforcement Learning 
The early research in the application of reinforcement learning to robotics was pursued by 
Mahadevan and Connell [1991a, 1991b] who used reinforcement learning to enable a mobile robot to 
learn the task of effectively pushing large boxes across a floor.  This problem is characterized by 
immense uncertainty in the results of actions. The Q-learning reinforcement learning algorithm was 
used in conjunction with clustering techniques designed to enable a higher-dimensional input than a 
tabular approach would have permitted. The learning was extremely slow since it took place in real-
time using hardware.  The resulting control policy’s performance was on par with a human-
programmed solution. 
 
Figure 2.5 Mahadevan and Connell [1991a, 1991b] 
   
Uchibe [1999]    Reidmiller et al [2001] 
Figure 2.6 Reinforcement learning and RoboCup 
 
Figure 2.7 Reinforcement learning for helicopter flight control, Ng et al [2004] 
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Later, reinforcement learning was applied to the RoboCup soccer domain [Mackworth 1993] 
and resulted in some successful studies.  Uchibe [1999] used reinforcement learning on an actual 
robot to learn to shoot a ball into a goal while avoiding an opponent.  The task has a very well defined 
goal state, however the fact that it works on actual hardware makes it a notable achievement. 
Reidmiller et al [2001] use reinforcement learning to learn low-level skills such as kicking, 
interception, dribbling and cooperative scoring maneuvers (2 vs 2).  A particularly successful 
implementation of reinforcement learning is for autonomous inverted helicopter flight control.  Ng et 
al [2004] use a Monte Carlo reinforcement learning algorithm in combination with a neural network 
to control the inverted flight of the helicopter at low speeds.  This is a particularly difficult non-linear 
control problem and is difficult for most humans to achieve.  The learning was performed in a 
helicopter flight simulator and tested on an actual model helicopter. 
2.7.1 Overview 
Reinforcement learning (RL) is a machine learning approach that formulates a control 
problem using an agent that interacts with an environment.  The agent senses the environment 
through its states (s) and responds to it through its actions (a) under the control of a policy, a = π(s).  
This policy is modified iteratively using a reinforcement learning algorithm whose input is a 
numerical reward from the environment for the current state, r = R(s).  The challenge of 
reinforcement learning is to determine the actions which result in the maximum reward for every 
possible state, this state to action mapping is called the optimal policy π*.   
The environment supplies the next state based on the current state and the actions taken using 
the transition function or model, s’= σ(s, a).  Since it may be difficult to obtain a transition model of a 
plant, one can use average sampled experiences as an equivalent transition model.  In this case, the 
world becomes the transition model and leads to real-time learning.  One could also create a 
simulated world that provides the simulated experiences to the agent for the process of learning. 
 














2.7.2 Markov Decision Processes 
 In reinforcement learning, the environment is typically formulated into a finite Markov 
Decision Process (MDP), a mathematical framework used in Machine Learning that lends itself well 
to iterative solutions [Bellman 1957b].  A finite MDP has states and actions which are discrete; 
therefore some form of discretization is required to convert continuous state and action values to their 
discrete equivalents.  To formulate an MDP, the states s, actions a, reward R(s) and transition model 
s’= σ(s,a) must be defined.  The key feature of an MDP is that to be considered Markov, its current 
state must be independent of previous states.  This is so that for each visit to a state, the software 
agent is given a path independent reward. Subsequent actions will result in new states giving rise to 
different rewards.  For the current state, actions that result in more favorable future states lead to 
higher rewards. 
2.7.3 Policy 
The solution to the reinforcement learning problem or MDP is the optimal policy π*, which is 
determined iteratively through the process of learning.  The agent’s learning process begins with an 
initial policy π0, such that when a new state is visited, a random action is taken, called an exploration 
start.  For a greedy policy, if the state has already been visited, the agent chooses the action that 
previously resulted in the highest reward when compared with other actions taken from this state.  
This selection is based on Q(s,a), the Q-value associated with the state-action pair {s,a} and is not 
guaranteed to be the optimal action unless all possible actions have been previously tried for this 
state.  Since the agent can only use what it knows, it will choose this suboptimal action every time it 
visits this state, therefore it is not learning.  To allow exploration on a regular basis an ε-soft greedy 
policy is used in reinforcement learning.  Instead of always using the previously taken action that 
resulted in the highest reward for the state at hand, the ε-soft greedy policy selects a random action 
with probability ε. .  Thus it has the possibility of visiting every state-action pair infinite amount of 
times as t→∞.  The importance of the concept will be clarified below in the next section. 
2.7.4 Value Functions 
For every visit to a state, the agent receives a specific reward based on the action taken. 
Subsequent actions will result in new states giving rise to different rewards.  For the current state, 
actions that result in more favorable future states which lead to higher rewards are preferred.  The 
favorability of a certain action given the current state is known as the Q-value.   
The Q-value is defined as the expected reward Er for taking action a in state s under a policy 

















π   (2.7) 
where γ is a discount factor for weighing future rewards r.  As an agent experiences its environment, 
it updates the Q-value for each state-action pair it visits according to its reinforcement learning 
algorithm.  As the agent repeatedly visits every state-action pair, it updates the policy so that the 
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highest valued state-actions will dominate.  In this thesis, the reinforcement learning algorithm used is 
called Monte Carlo ES (Figure 2.9) where γ is set to 1 and Qπ(s, a) is updated episodically by 
averaging the sampled expected returns for each visit to a specific state-action pair.  Averaging the 
sampled Qπ(s, a) eliminates variation due to the probabilistic nature of the environment.    
 The optimal policy is reached when every state-action pair in the current policy results in the 
highest reward possible, that is when Qπ(s, a), the Q-value function for the current policy has been 
maximized.  The convergence of this maximization process requires that all states and actions be 
visited infinitely many times in order for estimates of the Q-value to reach their optimal values.  To 
ensure this convergence criterion, policies leading to π* are ε-soft, meaning that there is a ε 
probability that a random action is selected.  Therefore, all actions and states will be reached as t→∞. 
2.7.5 Reward Function 
The reward function expresses the desirability of being in a current state.  It is the method of 
communicating to the agent the task to be performed.  The challenge of the designer is to be able to 
come up with a reward function that captures the essence of the task so that learning can be achieved.  
The reward scalar can be either discrete (i.e., +1, -1, 0) or continuous.  A negative reward indicates a 
punishment but reinforcement learning algorithms treat them symmetrically. 
2.7.6 Solution Method 
The solution method refers to the reinforcement learning algorithm used to update the Q-
values for the current state-action pair which will drive the current policy towards the optimal policy.  
In this thesis, Monte Carlo ES reinforcement learning is used to learn control policies for adaptive 
control systems.  Monte Carlo methods in the context of reinforcement learning are a collection of 
algorithms that can be used to compute optimal policies by averaging the returns of randomly 
sampled events.  They do not require an accurate model of the environment but instead use 
experience, sampled sequences of states, actions and rewards from online or simulated interaction 
with an environment.  This type of learning from on-line experience does not require any prior 
knowledge of the environment in order for the system to reach optimality. Learning from simulated 
experience does require a model, but the model need only generate the transitions of the samples, not 
every possible transition. To ensure accurate rewards are sampled, Monte Carlo methods are applied 
in an incremental episode-by-episode method. That is, the knowledge or rewards acquired from one 
episode can only be applied to the next. Therefore, Monte Carlo methods are applied only to episodic 
tasks.  Episodic tasks are tasks that have a defined beginning and end (an episode) in which the 
performance of the task can be evaluated after completion.  Improvement can only occur in the next 
repetition of the task [Sutton & Barto 1998].  A version of Monte Carlo ES-algorithm is shown in 
Figure 2.9 where the ES stands for the exploration start assumption; that is ε−soft policies must be 






Initialize, for all s∈S, a∈A(s): 
Q(s, a) ← arbitrary 
π(s) ← arbitrary 
Returns(s, a) ←empty list 
 
Repeat forever: 
(a) Generate an episode using exploring starts and π  
(b) For each pair (s,a) appearing in the episode 
R ←return following the first occurrence of (s,a) 
Append R to Returns(s,a) 
Q(s,a) ←average(Returns(s,a)) 
(c) For each s in the episode:  
π(s) ← argmaxa Q(s,a) 
  





The goal of this research is to demonstrate that reinforcement learning can be applied 
effectively to the decentralized control of dynamic collaborative driving.  The ultimate deployment of 
the research is for wheeled ground vehicles such as cars, trucks, and buses.  Due to the high costs 
associated with procuring large numbers of vehicles and the safety issues involved, full-scale vehicle 
studies can only be conducted through large scale government research projects in association with 
governments and automobile manufacturers such as Demo ’97 [Thorpe et al 1997], [Tan et al 1998], 
[Rajamani et al 2000] and in Japan during Demo 2000 [Tsugawa et al 2000], [Kato et al 2002].  In 
Canada, smaller projects have used small mobile robots to model cars [Michaud et al 2006], however 
the cost and complexity associated with these mobile robot studies can also be quite high.  In addition 
the vehicle dynamics of a mobile robot platform are significantly different from those of full-sized 
automobiles thereby limiting the applicability of those results.   
Alternatively, simulation studies can be developed faster, they are more flexible, cost 
effective, have better repeatability and explore situations not easily achieved in reality.   In 1989, the 
National Highway Traffic Safety Administration (NHTSA) began researching the use and 
construction of a new state-of-the-art driving simulator (Figure 3.1), the National Advanced Driving 
Simulator (NADS) [Haug 1990].  Since then, NADS has been used as a substitute for actual vehicle 
testing.  The NHTSA’s Vehicle Research and Test Center (VRTC) provides vehicle data for vehicles 
such as the 1994 Ford Taurus GL [Chrstos and Grygier 1994], the 1997 Jeep Cherokee [Salaani and 
Heydinger 2000], and the 1998 Chevrolet Malibu [Salaani et al 1998], which can be used to validate 
simulations.  With the adoption of high fidelity simulation on modern computers, simulation has 
become the dominant method of study in this field. 
 
Figure 3.1 NADS vehicle simulator 
The main advantage of using a reinforcement learning approach to controller design is that a 
nonlinear complex numerical model can be used in the design of the control systems.  For 
conventional control theory approaches, a linear approximation of the vehicle model must be assumed 
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in order to determine the control laws.  With reinforcement learning, this requirement is eliminated as 
the agent can experience the model in order to infer the control policy.   
This chapter describes the details of modeling a full-scale vehicle which will be used in the 
design and experimental portion of this thesis.  One of the objectives of this chapter is to illustrate the 
complexities of an automobile model.  Figure 3.2 illustrates an overview in block diagram form of the 
entire simulation.   The entire simulation is a collection of several non-linear components from the 
engine to the tires with elaborate interconnections representing feedbacks resulting in a highly non-
linear model of the automobile.  The explanation of each component will give the reader an 
appreciation for the complexity in the controller needed to automate the driving of such a vehicle. 
The basis of this simulation has its roots going back to the late 1980’s.  A significant amount 
of research was conducted at the Vehicle Dynamics Laboratory at the University of California at 
Berkeley by Hedrick under the PATH project.  His group developed a complex numerical automobile 
model used to design and evaluate the performance of various controllers [McMahon & Hedrick 
1989], [Peng & Tomizuka 1991], [Pham et al 1994].  Later work by Pham and Hedrick [Pham et al 
1997] used this model to evaluate the performance of an optimal controller for combined lateral and 
longitudinal vehicle control.  Therefore, this thesis follows this methodology and adopts the complex 
numerical automobile model developed by Hedrick so that our work can be bridged with his past 
research.  The vehicle model developed is executed at a rate of 100 Hz or with a period of 10 ms.  
This chapter on vehicle modeling is divided into four main sections.  The first section 
discusses the modeling of the actuators for the control inputs, this includes i) steering, ii) throttle 
position, and iii) brake position.  The second section describes the power-train, which comprises of 
the i) engine, ii) transmission, iii) steering geometry, iv) braking system, v) drive-train, vi) 
suspension, and vii) tires. The third section discusses the equations of motion and the numerical 
solution system used to determine the rigid body dynamics of the vehicle being modeled.  The final 
section discusses the validation of the simulation. 
3.1 Actuator Model 
The control inputs to the vehicle model include a steering signal, a brake signal and a throttle 
signal.  Each of these control signals has a respective actuator model which represents the linkages 
and hydraulics of these subsystems.  Pham et al [1997] models all actuators as first-order elements 
with the following time constants. 
Steering actuator: τ = 0.125ms 
Brake actuator: τ = 0.075 ms 
Throttle actuator: τ = 0.050ms 
A first-order element can be described with the following differential equation (3.1) and equivalent 
Laplace transformed continuous transfer function (3.2)  












     (3.2) 
where x(t) or X(s) is the output of the actuator, u(t) or U(s) is the input and K is the gain.  Effectively, 
each actuator delays the input signal by a certain amount of time and amplifies or reduces the signal.  









3.2.1 Engine Model 
McMahon and Hedrick [1989], describes in detail a mathematical model of a Ford 3.4 liter 
V6 internal combustion engine.  The main assumptions of this model are i) the mixture obeys the 
Ideal Gas Law and Dalton’s Law of Non-Reacting Mixtures,  ii) the temperature and pressure is 
uniform, and iii) complete mixture of air and exhaust gases, this exhaust gas recirculation in/out is 
abbreviated as egri or egro.   Figure 3.2 illustrates in block diagram form the overall simulation of the 
engine.  The control input to the engine is the throttle angle α, which is supplied by the throttle 
actuator model.  The output of the engine model is the engine’s crankshaft speed.  In addition, a 
feedback term from the transmission model is required, in the form of the torque of the transmission 
pump which is connected to the engine’s crankshaft.  There are three differential equations which 
model the power generation process i) equation 3.3 which models the intake manifold, ii) equation 
3.7 which models the exhaust manifold and iii) equation 3.13 which models torque production.  
 
Figure 3.4 Engine Schematic [McMahon and Hedrick 1989] 































= ηω08873.0  KPa/s (3.3) 
where Pm, and Tm are the manifold pressure and temperature.  The manifold volume or engine 
displacement Vm is considered fixed at 3.4L or 0.0034 m3.  The mass rate of air entering the intake 
manifold is given by the relationship 
PRITCMAXmai ⋅⋅=&   kg/s    (3.4) 
where MAX is the maximum flow rate which for this particular engine, Max = 0.335 kg/s.  TC is the 
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The function PRI is the normalized pressure influence ratio and is a function of the pressure ratio      











PRI  (3.6) 
with the coefficients A = -9.3329, B =  19.4645, C  = -15.6748, D = 5.3008, E = -0.6748, and F=1.0.   
 
Figure 3.5 Pressure Ratio Influence function [McMahon and Hedrick 1989] 
 
Figure 3.6 Graph of Throttle Characteristic function. [McMahon and Hedrick 1989] 



























&&&&  kg/s  (3.7)   
The exhaust gas recirculation out of the exhaust manifold is described by the second order differential 
equation  
skgmmm ergoergievolergo /)(105.9
5 &&&& −×= − ωη    (3.8) 
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The volumetric efficiency term ηvol of the engine is expressed as a surface (Figure 3.7) with a 
dependence on the mass of air flow rate aim&  into the intake manifold and the rotational speed of the 
engine ωe. 
),( eaivolvol m ωηη &=      (3.9) 
 
Figure 3.7 Volumetric efficiency function. 
 
Figure 3.8 Exhaust Gas Recirculation into the manifold function 
The mass flow rate of the exhaust gas into the exhaust manifold egrim& is provided by a lookup table 
illustrated in Figure 3.8 which is dependent on the ratio of manifold to exhaust pressure Pm/Pe 
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)/( emegri PPEGRIm =&   kg/s   (3.10) 
where pressure of the air in the exhaust manifold can be determined by the relationship 
( )12.0)(107.1102 3 −∆−⋅×⋅+= − iteme tPP ω  KPa (3.11) 
In this expression, engine speed is a function of time ωe(t) where t = t - ∆it, which refers to a time 
delay ∆it.  This time delay is the intake to torque production delay resulting from the cyclic nature of 




=∆  s     (3.12)  
The indicated engine torque produced is considered a discrete phenomenon due to the 












 N⋅m  (3.13) 
The constant ct = 1175584 N⋅m⋅s/kg is the maximum torque capability of the engine and is specific to 
the engine and is provided by McMahon & Hedrick [1989].  The function AFI(t), is the air/fuel 
influence function shown in Figure 3.9.  The function SI(SA), is the normalized spark influence 
function as a function of spark advance SA(t) from MBT or minimum spark advance for best torque 
and is expressed in equation (3.14) and shown in Figure 3.10.  For the purpose of this simulation 
which follows McMahon & Hedrick [1989] the spark advance is set to constant value of SA = 0.3. 
24 ))((108.30.1 tSASI −×−=     (3.14)    
 




Figure 3.10 Spark Influence function [McMahon and Hedrick 1989] 
The engine speed can be determined using the following torque balance or differential equation 
pfiee TTTJ −−=ω&  N⋅m    (3.15) 
where Je = 0.2630 kg⋅m2 is the effective inertia of the engine and torque converter, Ti is the indicated 
torque produced by the engine obtained through equation (3.13), Tf is the engine friction torque which 
has the functional dependence and illustrated in Figure 3.11. 
),( eaofricf mTT ω&=  N⋅m     (3.16) 
and Tp is the torque converter pump torque which is modeled in the transmission subsystem model. 
 
Figure 3.11 Throttle friction function 
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3.2.2 Transmission Model  
McMahon and Hedrick [1989], describes the model of the automatic transmission subsystem 
which connects the engine to the driveshaft.  The motion from the engine is transmitted through a 
gear-train that reduces the speed and increases the torque to the driveshaft. 
 
Figure 3.12 Schematic of Transmission System [McMahon and Hedrick 1989] 
Figure 3.12 provides a functional illustration of the automatic transmission system.  The 
engine is connected directly to the pump of the torque converter.  The rotational motion of the fluid 
transmits the torque from the pump to the turbine.  The turbine’s output shaft is connected to the gear-
train which is connected to the driveshaft.  Since the gear-train is only connected to the engine 
through the transmission fluid, it is possible to change gears without disrupting the motion of the 
engine.  
 The block diagram of the transmission system model (Figure 3.13) can be divided into two 
sections.  The top half of the diagram is concerned with the shifting of gears while the bottom half of 
the diagram is concerned with the torque transmission.  The shifting of gears requires the longitudinal 
ground speed as well as the throttle position.  The torque transmission requires the engine speed as 
input and provides as outputs both the torque of the driveshaft and the torque of the torque converter 
pump which provides a feedback to the engine model.  
 
Figure 3.13 Block Diagram of Transmission System 
 The control of the gear selection of the gear train is managed by the valve body.  The valve 
body senses hydraulic pressure and actuates servo pistons to select the proper gear ratios to optimize 
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engine performance.  The behavior of the valve body can be modeled as a simple schedule which is 
dependent on both vehicle speed and throttle position as shown in Figure 3.14. 
 
Figure 3.14 Automatic transmission model gear schedule 
The torque transmission begins with the torque converter pump which has the same speed as 
the engine.  The pump is connected to the turbine via transmission fluid.  There are two phases of 
operation for the torque converter, the high torque phase (3.17 and 3.18) experienced when changing 
gears and the fluid coupling phase (3.21).  The torque equations depend on the speed ratio of the 
turbine and pump ωt/ωp, the high torque phase satisfies the relationship ωt/ωp < 0.9.  The torque of the 
pump Tp and the turbine Tt are expressed using the following equations 
2
,
323 1021.2104325.3 efftpppT ωωω





3 104323.5103107.0107656.5 tteffpeffptT ωωωω
−−− ×−×+×=  N⋅m (3.18) 
where ωp,eff and ωt,eff satisfy the first order lag expressions 
peffppeffp ωωτω =+ ,,&  rad/s    (3.19) 
teffttefft ωωτω =+ ,,&  rad/s    (3.20) 
The fluid coupling phase exist when ωt/ωp ≥ 0.9, therefore the torques for the turbine and pump are 
expressed as  
 23323 102441.25100084.32107644.6 ttpppt TT ωωωω
−−− ×−×+×−==  N⋅m (3.21)   
Since the engine is connected directly to the pump, the rotational speed of the engine and pump are 
equal, ωe = ωp.  To determine the angular speed of the turbine, ωt, when the transmission is in gear, 
the following torque balance equation, also a first order differential equation is used  
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sdgtttg TRRTJ −=ω&  N⋅m     (3.22) 
where Jtg=  0.07 kg⋅m2 is the rotational inertia, Rg is the gear ratio depending on which gear is used 
(i.e. 0.4167, 0.6817, 1, 1.4993) and Rd = 1 is the drive gear ratio.  The shaft torque Ts can be 
determined from the following first order differential equation 
)( wftdgss RRKT ωω −=&  N⋅m/s   (3.23) 
where Ks = 6742 N⋅m/rad is the shaft stiffness and ωwf is the angular speed of the front wheel.  
3.2.3 Steering Model 
In this thesis an idealized steering model is used, a normalized steering command ssteer in the 
interval [-1, 1] is assumed to be provided by the control system and is passed through the steering 
actuator model.  A linear mapping obtained by multiplying the normalized steering command to the 
maximum steering value of 15o is used to determine the steering angle δ with the range [-15o, +15o].  
The equation is shown below 
o15)( ⋅= steersteer sactuatorδ  degrees   (3.24). 
3.2.4 Braking System Model 
McMahon and Hedrick [1989], describes a simplified model to determine the braking forces 
to apply to each wheel.  Although the brake torques are largely dependent on the hydraulic system 
that makes up the braking system of the vehicle, according to McMahon & Hedrick a first order lag 
expression provides a sufficient simplified approximation to the system.  A normalized brake 
command sbrake in the interval [0, 1] is assumed to be provided by the control system and is passed 
through the brake actuator model.  The first order lag function, lagbrake which approximates the 
braking system is modeled using equations (3.1) and (3.2) with a time constant of τ = 0.072 s.  The 
equation for the braking torques for the front Tbf and rear Tbr are 
( ) max)( ffbrakebrakebrakebf FhsactuatorlagT ⋅=  N⋅m  (3.25)  
( ) max)( rrbrakebrakebrakebr FhsactuatorlagT ⋅=  N⋅m  (3.26) 
where hf = hr = 0.3008 m are the heights from the ground to the front and rear axles.  The maximum 
brake force Ff max and Fr max occurs during wheel lock (slip λ = 1) and can be determined using the 
following equations 
( ))(max rollfff fhlgmF ++⋅= µµ  N   (3.27) 
( ))(max rollrrr fhlgmF ++⋅= µµ  N   (3.28) 
where µ is the coefficient of friction between the road and the tire as specified in the tire subsystem 
model (Section 3.2.7), m = 1573 kg is the mass of the automobile, g = 9.807 m/s2 is gravity, lf = 1.034 
m and    lr = 1.491 m is the longitudinal distance from the center of gravity to the front and rear axles 
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respectively and froll = 0.004908 is the coefficient of rolling resistance for the left and right tires 
combined. 
3.2.5 Drive-train Model 
Pham et al [1997] describes the model of the drive-train subsystem for a front wheel drive 
automobile.  A torque balance about each wheel yields the first order differential equations for the 
front and the rear wheels 
iiii xwbsww
FrTTJ −−= 10321ω&  N⋅m i = 1, 2 (front)  (3.29) 
iiii xwbww
FrTJ −= 102ω&   N⋅m i = 3, 4 (rear)  (3.30) 
where Ts is the shaft torque calculated previously in the transmission subsystem model and Tb is the 
total braking torque available and Fx is the longitudinal force of each tire which is calculated in the 
tire model.   An even distribution of the shaft torque is assumed by splitting half of the shaft torque to 
each of the front wheels.  The total available brake torque is assumed to be distributed 60% to the 
front and 40% to the rear wheels. 
 
Figure 3.15 Overview of Drive-train Model 
3.2.6 Suspension Model 
Pham et al [1997] describes a simple one-dimensional quarter car model of an automotive 
suspension system with shock absorber and hardening spring [Peng 1992].  Neglecting the small 
coupling terms, the suspension forces can be completely determined by the local motion of each 




















slhzze +−+−=  m (rear) (3.32) 
where z0 is the nominal height, z is the current height of the vehicle, θ is the pitch angle, φ is the roll 
angle, h5 = 0.1 m is the longitudinal distance from the center of gravity to pitch center, lf = 1.034 m 
and lr = 1.491 m is the longitudinal distance from the center of gravity to the front and rear axles 
respectively, and sf = 1.450 m and sr = 1.450 m are the front and rear axle track widths respectively. 
 The spring force Fs on each wheel is calculated using the following equation 
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)( 3211 is eCeCF i +=  N    (3.33) 
where C1 = 40000 N/m and C2 = 40000 m-4 are coefficients of the third order polynomial fit for the 
suspension spring.  The damping force Fd on each wheel is calculated using the following equation 
id eDF i &1=  N     (3.34) 
where the damping constant D1 = 10000 N⋅s/m.  A vertical force balance is used to determine the 








= 21  N   (3.35) 
where m = 1573 kg is the mass of the automobile and g = 9.807 m/s2 is gravity. 
3.2.7 Tire Model 
Pham et al [1997] describes a simplified tire model referred to as the Bakker-Pacejka model 
adopted from the work of Peng [1992].  This model calculates the traction and cornering forces 
resulting from the road-tire interaction based on empirical curve-fitting with experimental data for a 
Yokohama P205/60 R14 87H tire [Peng 1992].  In this model, tire pressure, tire camber angle, and the 
road and tire physical parameters are fixed, but the forces generated at the tire are the functions of slip 
ratio λ, slip angle ν and the tire normal force FN.   
 
Figure 3.16 Overview of the Tire Model 
The surfaces shown in Figure 3.17 and Figure 3.18 are plots for Equations (3.41) and (3.42) 
and are based on test data of the Yokohama tires under laboratory conditions for the ideal condition 
friction coefficient of µ = 1.0. According to Bakker et al [1987], road-tire interaction under non-ideal 
conditions can be extrapolated from the ideal curve by multiplying the ideal tire forces by the 
coefficient of friction µ.  Typically for average freeway operation, µ = 0.8, for wet road conditions µ 




Figure 3.17 Longitudinal Force-slip characteristics of the Yokohama tire for µ = 1.0 (ideal) 
 
Figure 3.18 Lateral Force-slip characteristics of the Yokohama tire for µ = 1.0 (ideal) 
The calculation of the tire forces begins by determining the interaction with the road in the 
lateral and longitudinal direction, corresponding to the slip angle ν and the slip ratio λ respectively.  
The slip ratio λ is computed for traction and braking using the following equations 






ωλ      (3.36) 
 
 32 





λ      (3.37) 
where ωw is the rotational speed of each wheel determined in the drive-train subsystem model and the 
radius of the tire is rw = 0.301 m.   
If a moving reference frame is placed on the automobile with the x-axis aligned to the 
longitudinal axis of the car and the y-axis aligned with the lateral axis, then the slip angle ν is simply 
the difference in angle between the tire’s orientation and its relative velocity vector angle ζ and can 
be determined with the following equation,  
iii ζδν −=   rad   (3.38) 
where δ is the steering angle of the tire and  i = 1, 2, 3, 4 refers to front left, front right, rear left and 
rear right tires respectively.  Note that for the rear tires (i = 3, 4) the steering angle δ = 0.  The relative 














































































arctan4  rad (3.40) 
where Vx, Vy are the x and y components of the vehicle relative velocity vector, ψ&  is the vehicle’s 
yaw rate,   lf = 1.034 m and lr = 1.491 m is the longitudinal distance from the center of gravity to the 
front and rear axles respectively, and sf = 1.450 m and sr = 1.450 m are the front and rear axle lengths 
respectively. 
Once the slip ratio λi and slip angle νi are determined for each tire, the longitudinal and lateral 
tire force can be calculated using the following equations 
longitudinal   ( ) vxxxxxx SBCDF +⋅= )arctan(sin φµ   N (3.41) 
lateral   ( ) vyyyyyy SBCDF +⋅= )arctan(sin φµ  N (3.42) 
where µ is the coefficient of friction between the road and the tire, φx and φy are determined using the 











SE +++⋅−= ννφ   rad  (3.44) 
0=hxS  0=vxS   0=hyS   0=vyS    (3.45) 
and Shx, Svx, Shy and Svy are the offsets of the curve fits which are all zero in this case.   
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For the longitudinal force there are two cases based on the slip ratio, the traction case (λ ≥ 0), 
and the braking case (λ < 0) where the coefficients of the curve fit are determined using 
Traction (λ ≥ 0) :   Braking (λ < 0) :    
645
194022 −+= zx
FB    
645
194022 −+= zx
FB    (3.46) 
16125
194035.1 −+= zx
FC   
16125
194035.1 −+= zx
FC  (3.47) 
956.0
19401750 −+= zx
FD   
956.0
19401750 −+= zx
FD  (3.48) 
6.3−=xE     1.0=yE    (3.49) 
where Fz is the normal force on the tire determined by the suspension subsystem model (Section 
3.2.6).  For the lateral force the coefficients of the curve fit are determined using 
40000
520022.0 zy
FB −+=      (3.50) 
32750
520026.1 −+= zy
FC      (3.51) 
73.220096.100003.0 2 −+−= zzy FFD    (3.52) 
6.1−=yE        (3.53) 
3.3 Rigid Body Dynamics 
The purpose of the vehicle dynamics simulation is to determine the position and orientation 
of the vehicle in response to command inputs from a given controller.  In the previous section, 
command inputs provided by a controller enter the power-train model and tire forces are computed.  
These tire forces are the primary external forces applied to the rigid body which is the vehicle.  Other 
external forces include aerodynamic forces and gravity.  This section describes how the kinematic 
states  
[ ]ψθφ ,,,,, zyx      (3.54) 
where φ is the roll angle, θ is the pitch, and ψ is the yaw angle in radians, are calculated from the tire 
forces.  The external forces on the vehicle are first transformed into equivalent external forces and 
moments for each axis (i.e. x, y, and z components).  Next, equations of motions of the vehicle are 
formulated using the external forces and moments.  These equations are in fact a set of simultaneous 
ordinary differential equations to be solved using a numerical solver described in section 3.3.2, thus 




Figure 3.19 Rigid Body Dynamics Modeling Overview 
3.3.1 Dynamics and Equations of Motion 
The external forces for each axis of the rigid body exerted on each tire, 
iii ZYX
FFF ,,  are 
determined using the following equations 
)sin()cos( iyixX iii FFF δδ −=   N   (3.55) 
)cos()sin( iyixY iii FFF δδ +=   N   (3.56) 
ii NZ
FF =     N   (3.57) 
where i = 1,..,4 is the tire index, 
ii yx
FF , , are the longitudinal and lateral tire forces as computed by 
the tire model and 
iN
F , is the normal force computed by the suspension model and δi is the steering 
angle of the tire, for a front wheel drive vehicle, δ3 = δ4 =  0.  The external moments for each axis of 























































 N⋅m (3.58) 








FhzFFhlFFhlM θθθ  N⋅m (3.59) 
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where h2 = 0.30 m is the vertical distance from the center of gravity to the roll center, h4 = 0.25 m is 
the vertical distance from the center of gravity to pitch center, h5 = 0.10 m is the longitudinal distance 
from the center of gravity to pitch center, lf = 1.034 m and lr = 1.491 m is the longitudinal distance 
from the center of gravity to the front and rear axles respectively, and sf = 1.450 m and sr = 1.450 m 
are the front and rear axle lengths respectively. 
 
Figure 3.20 Schematic of vehicle reference frames 
 The following are the equations of motion for a sprung mass where the external forces and 
moments have been determined from equations 3.55 through 3.60.  The rotational equations of 
motion are 
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  (3.61) 
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  (3.62) 
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where Ix =  479.6 kg⋅m2, Iy =  2549.3 kg⋅m2, Iz =  2782.1 kg⋅m2 are the moments of inertia about each 
axis, ∆ is the gradient angle of the road, β is the slip angle and γ is the super-elevation angle of the 
road in radians.   The translational equations of motion are 








rollxxXxUSuyx mgFVCFVVm ir&&&& ψ   (3.64) 








yyYyUSuxy mgVCFVVm i γψ r&&&&   (3.65) 







ZzUSuxy mgFVVm ir&&&&&&&& ψγγβψβγ  (3.66) 
where USu /r&& is the relative acceleration of the sprung mass (see equation B.15 in Appendix B), Cx = 
0.45 and Cy = 2.1 are the aerodynamic coefficients of drag.  The rolling resistance due to tire 
deformation Froll = 274.7 N is specific to tire and the tire pressure, it is considered a constant for this 
simulation as it is independent of velocity [Gillespie 1992].  For a detailed derivation of the equations 
of motion see Appendix B: Equations of Motion. 
3.3.2 Numerical Solution of Simultaneous Differential Equations 
To solve the six equations with six unknown state variables, a numerical approach to solving 
the simultaneous differential equations is used.  For each time step in the simulation, these six 
equations in six unknowns must be solved (x, y, z, φ, θ, ψ).  For a 100 Hz simulation to be considered 
real-time the solution must be calculated in under 0.010 s for each vehicle.  Therefore, assumptions 
are made to facilitate the solution.  In the equations of motion (3.61) to (3.66), other than the state 
variable appear, these include the gradient angle of the road ∆, the slip angle with respect to motion β, 
and the super-elevation angle of the road γ, along with their corresponding first and second 
derivatives with respect to time. 
[ ]γβγβγβ &&&&&&&&& ,,,,,,,, ∆∆∆     (3.67) 
Let us consider, that the set of variables in (3.67) are considered constant for the given time interval 
that the numerical solution for the equations of motion are being calculated.  Therefore, the first and 
second derivatives of ∆, β, and γ are calculated externally using a Backward Euler Approximation 
(3.68) prior to solving the equations of motion,  
h
htytyty )()()( −−≈′     (3.68) 
where h is the period of the simulation (i.e. 0.01 s). 
The six equations of motion are second order differential equations, or simply there are 
second derivatives of the state variables.  Since all derivatives are with respect to a single variable t 
time, the order can be reduced to order one by introducing additional state variables which correspond 
 
 37 
to the first derivatives with respect to time.  This increases the number of state variables to twelve 
(3.69) where X is the vector which represents the state variables. 
[ ]TzzyyxxX ψψθθφφ ,,,,,,,,,,, &&&&&&=     (3.69) 


















     (3.70) 
This provides 12 differential equations with 12 state variables to be solved.   
The equations of motion (3.61) to (3.66) are considered ordinary differential equations; that is 
there is only one independent variable t time.  However, the differential equations are in the implicit 
form; that is the derivatives of the state variables with respect to time are not separate from the state 
variables.  Examples of explicit differential equations are seen in the equations in (3.70) where the 
derivative of the state variable is an explicit function of the state variable.  The general form of the 
system of implicit ordinary differential equations is shown below  
 CXtG
dt
dXXtA +⋅=⋅ )(),(      (3.71) 
[ ]Tzzyyxx
dt
dX ψψθθφφ &&&&&&&&&&&&&&&&&& ,,,,,,,,,,,=      (3.72) 
where A(t, X) is a matrix of terms in  each differential equation which corresponds to the first 
derivatives of the state variable, G(t) is a matrix of terms in each differential equation which to the 
state variables and C is a matrix corresponding to the constants of each differential equation. 
 Although numerical methods exist to solve implicit differential equations [Brenan et al 1989], 
their complexity leads to slower performance and difficulties in integration.  It is possible to 
transform the system of implicit ordinary differential equations into system of explicit ordinary 
differential equations with initial values.  Therefore, faster explicit standard numerical approaches to 
solving the equations of motion can be used.  In this thesis, a standard library function from Sandia 
National Laboratories (USA), Runge-Kutta-Fehlberg 45 (rkf45) [Fehlberg 1969], [Shampine et al 
1976] is integrated into the simulation to solve the equations of motion.  In order to use rkf45, the 




⋅+⋅⋅= −− ),()(),( 11     (3.73) 
where A-1(t,X) is the inverted matrix of A(t,X). 
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3.4 Model Validation 
The vehicle simulation discussed above is a composite of various subsystems that does not 
correlate to an actual vehicle (i.e. Ford V6 3.0L engine, Yokohama 14" radial tires, Toyota Camry 
chassis dimensions).  However, comparison vehicle response data supplied by the NHTSA’s Vehicle 
Research and Test Center (VRTC) for a 1997 Jeep Cherokee [Salaani & Heydinger 2000] is presented 
to illustrate analogous behavior between an actual vehicle and the vehicle simulation.  
 
Figure 3.21 Screenshot of ADAMS/Car by MSC Software. 
 
(a)     (b) 
Figure 3.22 1997 Jeep Cherokee throttle step and brake step response [Salaani & Heydinger 2000] 
Unfortunately, the validation data provided by NHTSA is rather limited for both longitudinal 
and lateral vehicle dynamics.  Figure 3.22a shows the actual vehicle's longitudinal velocity response 
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to a throttle step input in 1st gear.  Notice a smooth increase in acceleration which saturates at the top 
speed for the specific gear.  Figure 3.22b shows the actual vehicle's velocity response to a brake step 
input.  From 0-6 s the throttle is released, this is known as power-off and results in a linear decrease 
in speed due to engine braking, at 6 s the brake is pressed and a linear decrease with a much steeper 
slope is seen.   
 
(a)     (b) 
Figure 3.23 1997 Jeep Cherokee steering step input responses [Salaani and Heydinger 2000] 
 
(a)     (b) 
Figure 3.24 Adams Car steering step input responses. 
 
(a)     (b) 




(a)     (b) 
Figure 3.26 Adams Car steering ramp input responses. 
Figures 3.23 and 3.25 show the vehicle’s lateral acceleration and yaw rate response to a step 
and ramp steering input for the actual vehicle and the VRTC simulation.  The results are collected 
with the vehicle under cruise control for 12 m/s and 11 m/s respectively; however, our simulation 
does not include a driver model which performs cruise control.   
To address the issue of limited performance data and the requirement for cruise control, a 
commercial mechanical simulation called Adams Car (MSC Software Corp.) is used to provide 
additional verification data for both straight-line (longitudinal) and steering tests (lateral).  Figure 
3.24 and 3.26 show the Adams Car simulation results for lateral acceleration and yaw rate in response 
step and ramp inputs for steering under cruise control to demonstrate the equivalence of the Adams 
Car simulation with the actual vehicle in lateral dynamics.  Since the Adams Car simulation can 
provide data throughout the performance envelope, reference data for various straight-line and open-
loop steering tests can be generated.  The straight-line and open-loop steering performance of both the 
Adams Car and our simulation are shown side by side to establish equivalence.  Although, the vehicle 
modeled in Adams Car is a high performance sports car, a comparison with our simulation will show 
the same behavior but the responses will be slower.  It is not precision that is being compared rather 
accuracy in terms of behavior. 
3.4.1 Straight Line Analysis 
The straight-line analysis consists of subjecting the vehicle to step inputs and ramp inputs for 
either the throttle or the brake signal.  The vehicle’s longitudinal speed is recorded and compared.  In 
Figure 3.25 and 3.26, the vehicle speed range is much larger since the simulation incorporates an 
automatic transmission system.  The effects of the automatic transmission shifting can be seen as 
slight discontinuities in the response.  Despite the differences, the step responses of both the actual 
vehicle and the simulation follow the same behavior.  Figures 3.27, 3.28, 3.29, 3.30 and 3.31 show 
the simulation velocity responses to throttle step, throttle ramp, brake step, brake ramp and throttle 





Figure 3.27 Adams Car (left) and Simulation (right) throttle step response. 
 
 
Figure 3.28 Adams Car (left) and Simulation (right) throttle ramp response. 
 




Figure 3.30 Adams Car (left) and Simulation (right) brake ramp response. 
 
Figure 3.31 Adams Car (left) and Simulation (right) power-off response. 
3.4.2 Open Loop Steering Analysis 
To demonstrate the validity of our simulation in modeling lateral vehicle dynamics, our 
simulation and the Adams Car simulation are subjected to a battery of open-loop steering tests and 
their results compared side by side.  These tests are accomplished without the use of cruise control.  
Figure 3.32 through 3.37 shows the vehicle path traveled when applying the following steering input 
signals i) impulse, ii) step, iii) ramp, iv) single sinusoid cycle for single lane change, v) sinusoidal 
with increasing frequency, and vi) ISO lane change.  The Adams Car results are shown side by side 
with the results of our simulation for the various inputs.  For each test, the Adams Car simulation and 
our simulation match.   Note that for the ISO lane change test, Adams Car employs a driver model to 
execute the maneuver, our simulation does not have a driver model, therefore a piecewise 





Figure 3.32 Adams Car (left) and Simulation (right) steering impulse input response. 
 




Figure 3.34 Adams Car (left) and Simulation (right) steering ramp input response. 
 




Figure 3.36 Adams Car (left) and Simulation (right) swept sinusoidal steering response. 
 





The design of the control system for a decentralized dynamic collaborative driving system is 
explained in this chapter.  The goal of this control system is to achieve automated driving within a 
group of vehicles.  This thesis investigates the use of a class of machine learning techniques called 
Reinforcement Learning for the design of a decentralized automated driving control system.  This 
chapter begins with an overview of the decentralized dynamic collaborative driving problem and 
follows with a bottom-up description of the control system focusing on the details of implementation. 
4.1 Dynamic Collaborative Driving  
Dynamic Collaborative Driving is an automated driving concept which has multiple 
intelligent vehicles equipped with sensors building dynamic local area networks.  By sharing their 
sensory information as a group, they can build up a much larger shared dynamic data representation 
of their environment, thus allowing the group to coordinate their movement so as to drive 
collaboratively.  The vehicle group not only shares information but space as well.  This collaboration 
can potentially lead to improved safety and traffic control. 
 
Figure 4.1 Dynamic Collaborative Driving 
 As the formation of local area networks is dynamic and dependent upon spatial proximity, it 
is natural to pursue a decentralized control approach to dynamic collaborative driving.  While each 
vehicle should have the intelligence to control itself within the group, the achievement of dynamic 
collaborative driving is an emergent behavior of the decentralized system. 
One design approach for this individual vehicle controller would be to build a single 
monolithic controller which would include all the logic necessary to complete the task of dynamic 
collaborative driving. However this task would be daunting, a more manageable approach is to break 
down the problem of dynamic collaborative driving into smaller modular tasks.  In mobile robotics, 
this division of labor is typically used in control architectures (e.g. in Behavior-Based (BB) 
architectures [Arkin 1998]).  In BB robotics, each modular control task is called a behavior which is 
executed based on sensory input via some control logic.  Brooks [1986] popularized this approach by 







parallel.  The robot’s composite actions in response to its sensory inputs results in emergent 









Figure 4.2 Brooks’ Subsumption Architecture 
 
Figure 4.3 Overview of Dynamic Collaborative Driving Control 
Similarly, the task of decentralized dynamic collaborative driving can be broken into modular 
behaviors or individual controllers arranged in a network.  Figure 4.3 shows the overall block diagram 
and information flow of the decentralized dynamic collaborative driving control system.  The most 
basic behavior is the ability to follow another vehicle in the longitudinal axis of the vehicle.  This 
behavior drives the throttle and brake commands in such a way that its speed matches that of the 
vehicle ahead of it while maintaining a fixed predetermined safety range to it.  Once the vehicle's 
speed can be maintained, lateral control of the vehicle must be achieved.  This is performed by the 
lateral behavior which runs parallel to the longitudinal control behavior.  It drives the steering 
command so as to minimize any lateral deviation between itself and the vehicle ahead.  Higher level 
planning is controlled by the Platoon Control module which provides equivalent lateral and 
longitudinal commands for a given maneuver such as a lane change or when entering or exiting a 
platoon.  These higher-level maneuvers are delivered to the control system via the Inter-Vehicle 
Communication system. 
Although the Platoon Control module and Inter-Vehicle Communication system are shown, 
they can be considered the beginning of decision making.  This thesis focuses specifically on vehicle 
control thus ending our investigation of dynamic collaborative driving with the lateral and 
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longitudinal behaviors.  However, it is touched upon to illustrate where this thesis contributes to 
solving the overall problem of decentralized dynamic collaborative driving. 
4.2 Implementing Reinforcement Learning 
Mataric [1997] used reinforcement learning to optimize the process of decentralized control 
for a foraging task with limited success.  Each robot controller was behavior based but the behaviors 
which the optimal controller learned to execute were fixed.  Reinforcement learning was used to 
determine the order of execution of the individual behaviors so as to perform the foraging task while 
maximizing the received reward.  This design takes the complementary approach, whereby the logic 
which executes behaviors is fixed while reinforcement learning is applied to each of the behaviors 
(i.e. Longitudinal Control, Lateral Control, Motion Planning and Merging) to optimize and adapt to 
each behavior. 
In this thesis, reinforcement learning is used to develop an optimal control system for various 
aspects of vehicle control.  From the previous chapter, the complexities of vehicle modeling were 
explained.  That is the vehicle exhibits delays and nonlinearities which make it difficult to control 
using conventional control techniques.  These delays also make the processes which we need to 
control non Markov.  As stated in Chapter 2 in order for reinforcement learning to be applied the 
process needs to be Markov; that is the current state must not be dependent on previous states.  In 
order to make a process with delays Markov, the process can only be considered in the context of a 
time frame greater than the delay.  We consider this time frame an episode and therefore only apply 
episodic reinforcement learning also known as Monte Carlo Reinforcement Learning to learn each 
optimized behavior.  The use of Monte Carlo Reinforcement Learning has its most recent success by 
Ng et al [2004], where hovering control of a model helicopter was performed using a control system 
whose gains were optimized using a recurrent neural network in conjunction with Monte Carlo 
reinforcement learning.  This thesis deviates from this approach by using Monte Carlo reinforcement 
learning alone to learn adaptive control to deal with the nonlinearities of the longitudinal and lateral 
vehicle dynamics. 
4.2.1 Software Tools 
Reinforcement learning software has not made its way into mainstream engineering.  Modern 
Computer Aided Engineering (CAE) tools such as Mathworks Matlab or MapleSoft Maple 11 do not 
yet have packages for reinforcement learning, however, more established artificial intelligence 
approaches do have packages (i.e. Neural Networks and Fuzzy Logic).  In the academic community, 
only recently have some researchers agreed upon a limited specification so that future tools could be 
shared.  As a result, highly customized software is developed by each researcher with very limited 
capabilities of being reused or shared.  Therefore, due to the infancy of standardized reinforcement 
learning software, a custom software package called was also developed for this investigation. 
For this thesis, I wrote RLTools, an object library written in C++ for Linux x86 for 
reinforcement learning.  Its only dependency is the standard C library shipped with the GNU C++ 3.2 
compiler available on the Linux operating system.   The package contains a standard Unix Makefile 
 
 49 
which compiles the source code into object files which can be linked to other object files to become a 
stand-alone executable.  The "math2" files are advanced mathematics functions, most importantly, 
enhanced random number generation, written in ANSI C.  The remaining source files are the C++ 
Objects for reinforcement learning which are explained in detail in their respective sections. 
 
Figure 4.4 Files structure of RLTools 
4.2.1.1 The "Data" Object 
 The Data object represents the structure of input or output data in a Markov Decision Process 
(MDP).   In the context of a finite MDP data exists in discrete form.  Thus, for control applications, 
continuous values must be converted into their discrete equivalents in order to be used.  This process 
of digitization is handled by the Data object. 
 
Figure 4.5 Schematic of the Data object  
 Typically, the state signals are represented by a Data object, while the action signals are 
represented by another Data object.  Within the states or actions, there are n channels or individual 
signals which make up the group.  For each channel, there must be a channel vector which describes 
how the signal will be digitized.  This channel vector is an array of ns floating point numbers which 
partition an interval into (ns-1) regions.  For example, a channel vector [1, 2, 3, 4, 5] of 6 elements 
represents the interval [1, 5] with 4 intervals.  When a continuous value is digitized, the value is 
compared to the elements of the channel vector.  It is assigned the index value of the element in this 
vector that is closest to and greater than the continuous value.  To digitize the continuous value 2.5, 
we would say that the 2.5 is between 2 and 3.  The digitized value would be the index to the element 
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3 and would be stored as the integer 2.  Within the MDP only integer values are used, however to 
translate the information into continuous values a translation table must be maintained. 
 The table at the heart of the Data object is a protected data structure, it is created once the 
number of channels has been specified using the public create method.   Each channel’s vector size 
must then be specified using the public size method.  Finally one can load the vector elements of the 
channel vector into the translation table using the public method load.  Translation between index 
values and continuous values are accomplished using the get and val methods, however the channel 
must be specified.  Figure 4.5 illustrates the Data object for further clarification. 
4.2.1.2 The "Pi" Object 
 The Pi object represents the policy for a Markov Decision Process (MDP).  It is simply a 
mapping from states to actions.  For the purpose of storage efficiency, it is stored as a protected single 
dynamically linked-list.  This allows nodes which contain the state-action pairs to be added or 
removed as needed, via the public methods add and remove.  To retrieve state-action pairs, a public 
search method is used where the state must be specified.  The search method performs a linear 
search; therefore its search time is dependent on the length of the dynamic linked-list.  Public 
methods such as save and load are available to store or retrieve a policy file.  The policy is the end 
result of reinforcement learning and it is this object which will be used for vehicle control.  Figure 4.6 
illustrates the Pi object for further clarification. 
 
Figure 4.6 Schematic of the Pi object 
4.2.1.3 The "Q" Object 
 The Q object represents the Q value function of the Markov Decision Process (MDP).  The 
Q-value represents the favorability of performing an action while being at a given state, Q(s, a).  The 
optimal policy which results from reinforcement learning should provide actions for every state such 
that the maximum amount of reward can be received.  A single Q-value entry consists of its Q-value, 
the state and the action.   
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 Typically for the sake of simplicity, the Q-value function is stored as a Q-table where the 
state and actions are indices of a fixed multi-dimensional array and the entries are the Q-values.  
When using a Q-table, all possible states and actions are considered at compile time.  This is fine for 
discrete states and actions and small scale problems, however, with continuous states and actions that 
require higher resolution, this table can easily grow to the size of terabytes.  Therefore it is not 
scalable or feasible for our purposes.  
 
Figure 4.7 Schematic of the QList object 
 At this point, the QList object is introduced.  The QList object is a protected double linked list 
which represents the Q-value function only (See Figure 4.7).  It is a double linked list because it can 
be traversed in the forward and reverse direction which facilitates insertion and deletions of nodes 
within the list.  By having the Q-value function represented as a linked list, only the visited state-
action pairs are stored in memory.  Therefore, high resolution states and actions can be used without 
exceeding memory requirements.  This is assuming that the optimal policy can be determined without 
having to visit every possible state and action.   
 A key feature of QList is that it self organizes, that is it automatically sorts itself upon every 
update.  This is accomplished via the place method which places or replaces a new QNode into the 
linked list.  The process of placing a QNode is that it first looks for a QNode with the same existing 
state-action pairs and deletes the existing one.  The new QNode is placed with other QNodes that 
match it state, however the QNode with the highest Q value is at the top of its state subsection.  This 
facilitates determining the most favorable action for a given state; it is simply the QNode at the top of 
the list with the matching state.  To facilitate this, two search methods are available one that searches 
based on the state provided, and another which searches based on both the state and action provided. 
The search methods perform a linear search; therefore its search time is dependent on the length of 
the dynamic linked-list.     
 Another key method is the prune method; this method is used to reduce the size of the linked 
list.  A minimum number of QNodes must be specified, the prune method traverses the entire linked 
list and removes QNodes in excess of the number for each state.  In fact, the linked list can be reduced 
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to the optimal policy if a minimum number of 1 is specified when activating the prune method (only 
the nodes with the highest Q value are kept for every state). 
 The Q object is responsible for the higher functionality of the Q-value function.  Primarily it 
updates the protected QList linked list object via the public methods: set, updateSarsa and updateQ.  
Depending on the reinforcement learning algorithm one needs to employ a particular method will be 
used.  For Temporal-Difference reinforcement learning using SARSA [Rummery &Niranjan 1994] or 
Q-Learning [Watkins 1989], use the methods called updateSarsa and updateQ respectively.    In this 
thesis, Monte Carlo reinforcement learning (See Figure 2.6) is used, so the set method is sufficient for 
updating the linked list.  It simply sets the Q value for a given state-action pair and uses the 
QList::place method to place this QNode into the linked list. 
 
Figure 4.8 Schematic of the Q object 
 The current policy represented by the current Q-value function can be accessed using the two 
policy functions.  The maxAction method which provides the action for the given state that will 
receive the maximum reward.   The policy method requires a ε value which represents the probability 
of exploration.  Upon calling the policy function a random number is generated for each action, if the 
random number exceeds the ε value, it chooses the action corresponding to maxAction policy, if it is 
below ε; it chooses a random action for that particular action.  This facility allows new actions to be 
explored but to still remain in the favorable solution space.    Figure 4.8 illustrates the Q object for 
further clarification.  Finally, load and save methods are available to either load an existing Q-value 
function stored in a MDP file into the linked list or to write the existing linked list into an MDP file 
on local storage. 
4.2.2 Implementing Reinforcement Learning using RLTools 
 This section explains how the above objects are used to obtain optimal policies for vehicle 
control using reinforcement learning algorithms.  In this thesis, a separate standalone executable is 
built for deriving each individual control system.  Each of these executables is referred to as an 
experiment.  Building of an experiment comprises of writing a C++ main program which instantiates 
and calls these objects.  Figure 4.9 illustrates in flow chart form a generalized Monte Carlo 
reinforcement learning experiment.  This represents the general form that all reinforcement learning 




 The experiment begins by defining the number of states and actions for the Markov Decision 
Process (MDP).  This includes determining the channel vectors which will dictate how the 
information will be translated between the discrete space and the continuous space (see section 
4.2.1.1 for details on the Data object).  From the definition of states and actions, a Data object called 
State and a Data object called Action will be instantiated (or created).  Subsequently, the contents of 
the channel vectors will be loaded into the translation table for State and Action. 
 
 
Figure 4.9 Flow chart for Monte Carlo reinforcement learning using RLTools 
 Once State and Action are available, the Q object called Q can be instantiated (or created).  
This builds the basic structure of the Q object but does not add any QNodes to the linked list yet.  At 
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this point an Environment is required.  The Environment is what the MDP will be acting upon, that is 
it will provide states for a given action.  For example, for the Monte Carlo reinforcement learning of 
longitudinal vehicle control, the Environment is the vehicle model described in Chapter 3.  Therefore, 
the Environment is initialized and provides an initial state.  Through the Q::policy method an action is 
selected, because the Q linked list is initially empty; a random action is chosen for this initial state. 
 The environment is repeatedly experienced for the course of the episode; that is until the 
terminal state is reached.  For instance, in the case of learning longitudinal control, the vehicle must 
travel through xmax m, therefore, the terminal state is when the xcur = xmax.  During the course of the 
episode, the rewards are being collected.  The accumulated reward is associated with this given visit 
to this state and action pair.  At the end of the episode, this reward is updated to the existing Q(s,a) in 
the linked list according to the Monte Carlo ES reinforcement learning update rule (see Figure 2.8) 
which is to average the existing Q(s,a) with the new Q(s,a).  This process is repeated for a fixed 
number of episodes or when a learning margin has been reached. 
4.3 Longitudinal Control 
In this thesis, an adaptive longitudinal vehicle control system is introduced whereby the 
controller is learned through reinforcement learning using a complex nonlinear vehicle dynamics 
model.   The outputs of the longitudinal control problem are i) the throttle angle, which controls the 
fuel/air mixture for the combustion process within the engine and ii) the brake pedal position, which 
applies a braking torque to each wheel.  In Figure 4.10, the vehicle model’s velocity responses to 
100% throttle step input and 50% throttle step input are charted.  The responses can be characterized 
as second order over-damped with a slight delay. By comparing the 50% response multiplied by a 
factor of two with the 100% response we see that the vehicle model’s response with respect to the 
throttle is clearly non-linear.  In Figure 4.11 the vehicle model’s velocity response to 100% brake step 
input and 50% brake step input are shown.  The responses show that during braking, Coulomb 
friction dominates.  It is clear that the vehicle response to a 50% brake step input is not half of the 
100% signal indicating that the modeled braking system is non-linear.  Figure 4.12 shows the vehicle 
model’s response to disengaging the throttle or power-off.  The throttle power off resembles the brake 
system's response although more gradual and can be considered a nonlinear response.   
To address each of these nonlinear responses, different control systems are required 
depending on the operating conditions.    Our approach is to divide the control space into regions 
within which the behavior of the plant approximates linearity.  A patch-work of linear controllers 
would then be able to address the entire operating envelope.  These linear controllers would all have 
the same form, but their gains would differ depending on the operating conditions.  This common 
linear controller along with its collection of gains is considered a form of adaptive control referred to 
as gain scheduling [Aström & Wittenmark 1994].  The difference in our implementation of gain 
scheduling, is that the tedious task of determining each gain is accomplished using a machine learning 




Figure 4.10 Vehicle model velocity responses to throttle step inputs 
 
Figure 4.11 Vehicle model velocity responses to brake step inputs 
 
Figure 4.12 Adams Car (left) and Simulation (right) power-off response. 
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Simply stated, longitudinal control of a vehicle is to be able to follow another vehicle in 
traffic without colliding into it.  That is, the controller must maintain a relative speed of zero with the 
vehicle ahead while maintaining a fixed distance behind the forward vehicle; this fixed distance will 
be referred to as ∆xi.  During the process of control, the vehicle's relative speed, iirel VxVxV −= −1  and 
range, iirel xxX −= −1 , to the vehicle ahead will provide feedback to the control system.   Figure 
4.13 shows how multiple vehicle's are linked to provide longitudinal control for multiple vehicles. 
 
Figure 4.13 Overview of longitudinal control system 
Figure 4.14 shows the design of the control system, two parallel control systems are used, one 
for throttle control, and one for brake control.  These two throttle and brake controllers are a 
combination of a discrete Proportional-Derivative (PD) controller for the relative velocity Vrel, and a 
discrete Proportional-Integral (PI) controller for the relative distance Xrel also known as range.   
The choice of controller structure was based on the requirement to regulate both relative 
speed and relative distance with respect to the lead vehicle.  From a relative speed perspective, it is 
desireable to match the lead vehicle speed without overshoot, and a PD controller is therefore 
appropriate. From a relative distance perspective, the objective is to end up at the prescribed 
following distance without steady state error, and a PI controller is therefore suitable.  This four-term 
controller structure is appropriate for both throttle and braking since the relative speed and distance 
objectives are the same, although the controller gains will be different. 
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where n is the current iteration of the control cycle, v is Vrel, x is Xrel, and ∆T is the period of the 
control cycle.  Moreover, kpv, kdv, kpx, and kix are gains that are functions of MDP state variables s1, s2, 
and s3 as described in Table 4.1.  The results of both the throttle and brake controllers are fed into a 
logic element controlled by the gain Kcoast which decides whether throttle control or brake control is to 
be used.  In this paper, Kcoast is set to 0.25; that is throttle values less than 0.25 utilize the braking 























   (4.3) 
For a given operating point, there are eight parameters or gains which must be provided in a 
lookup table or schedule.  By formulating the control problem into a MDP, the gain schedule can be 
learned using reinforcement learning.   The episode is defined as starting at the onset of a change in 
Vxi-1 and ending when Vxi = Vxi-1 or when Vxi-1 has been changed.  This follows the logic that when a 
new velocity is required, a set of gains should be selected from the gain schedule and applied for the 
duration of that command.  The goodness of a set of gains can therefore only be assessed once the 
command is complete, thus the MDP is episodic in nature and the Monte Carlo ES reinforcement 
learning algorithm described in Figure 2.8 is used to learn the gain schedule. 
 
Figure 4.14 Block diagram of longitudinal controller 
The choice in the selection of states lies in the nonlinear nature of the throttle response. At 
different initial speeds the throttle responds differently. Therefore, the controller gains will differ 
from a given initial speed to a final speed.  In addition, the distance required to achieve this 
acceleration/deceleration which is reflected in the change in vehicle spacing is also an independent 
variable for the gain schedule.  These three parameters are used as states (Table 4.1).   The actions are 




 Table 4.1 States of the longitudinal MDP 
State Description Digitization Sets 
  s1 Vx0: initial vehicle speed { 5, 10, 15, 20, 25, 30, 35, 40} m/s 
  s2 Vxi-1: target vehicle speed { 5, 10, 15, 20, 25, 30, 35, 40} m/s 
  s3 ∆xf −∆xi: change in vehicle spacing {-100, -90, -80, …,  80, 90, 100} m 
 
 Table 4.2 Actions of the longitudinal MDP 
Action Description Digitization Sets 
a1 Kpx: Throttle Proportional Gain (x) {0.1, 0.2, 0.3, … 99.9} n_s = 1000 
a2 Kix: Throttle Integral Gain (x)  {0.01, 0.02, 0.03, … 9.99} n_s = 1000 
a3 Kpv: Throttle Proportional Gain(V) {0.1, 0.2, 0.3, … 99.9} n_s = 1000 
a4 Kdv: Throttle Derivative Gain (V) {0.1, 0.2, 0.3, … 99.9} n_s = 1000 
a5 Kpx: Brake Proportional Gain (x) {0.1, 0.2, 0.3, … 99.9} n_s = 1000 
a6 Kix: Brake Integral Gain (x) {0.01, 0.02, 0.03, … 9.99} n_s = 1000 
a7 Kpv: Brake Proportional Gain (V) {0.1, 0.2, 0.3, … 99.9} n_s = 1000 
a8 Kdv: Brake Derivative Gain (V)  {0.1, 0.2, 0.3, … 99.99} n_s = 1000 
 
The reward function which reflects the specification of the control problem is a discrete 
function of the feedback variables, the current normalized relative speed and normalized relative 
velocity of the vehicle and is expressed below. 
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For a given episode, the solution which maximizes the reward, or minimizes the Xrel and Vrel without 
colliding with the vehicle ahead (Xrel < 0) will be favored.  These favored solutions will be explored 
to determine the optimal solution. 
4.4 Lateral Control 
In this thesis, an adaptive lateral vehicle control system is introduced whereby the controller 
is learned through reinforcement learning using a complex nonlinear vehicle dynamics model.   The 
output of the lateral control problem is a normalized steering angle of the front wheels while the 
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inputs are i) lateral displacement and ii) the vehicle speed.  The control problem therefore is to 
determine the correct steering angle trajectory to minimize the lateral displacement error while 
following the vehicle ahead.  Figure 4.15 shows the desired trajectory of the vehicle for a single lane 
change or a step input in terms of lateral displacement at a constant speed.  It shows that in order to 
achieve a smooth transition from one lateral position to another, the required steering signal trajectory 
is a specific delayed single sinusoidal cycle.  Therefore, lateral vehicle movement can be considered a 
nonlinear control problem. 
 
Figure 4.15 Adams Car and simulation of single lane change  
 
Figure 4.16 Schematic of lateral control 
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Our approach is to transform the control problem such that the operating envelope can be 
subdivided into regions within which the behaviour of the plant approximates linearity.  A common 
linear control law is formed where the gains would differ depending on the operating conditions.  The 
control law minimizes a predicted (preview) angular error which gives this control system an 
anticipatory element.  The common linear controller along with its collection of gains is considered a 
form of adaptive control referred to as gain scheduling [Aström & Wittenmark 1994].  The difference 
in our implementation of gain scheduling, is that the tedious task of determining each gain is achieved 
using a form of machine learning called Monte Carlo ES reinforcement learning.  In addition, the 
preview length used to determine the predicted angular error is also determined using Monte Carlo 
ES. 
The problem of lateral control can be simply stated as the ability to follow another vehicle 
directly in front of it, by minimizing the relative lateral distance.  It is assumed that the vehicle ahead 
is within sensing range and traveling at a constant speed so as to decouple the problem from 
longitudinal control.  Therefore, the lateral controller must maintain a relative lateral error of zero 
with the vehicle ahead while maintaining the fixed distance behind the forward vehicle using a 
separate longitudinal controller.  Figure 4.17 shows the overall structure of the vehicle control system 
and how multiple vehicle's are linked in terms of data to provide automated control for multiple 
vehicles. 
 
Figure 4.17 Overview of lateral control system 
Figure 4.18 shows the design of the lateral adaptive control.  Central to the control system is 
the common linear control law in the form of a discrete Proportional-Derivative (PD) controller 
which controls eψ'i the angular error between the current vehicle and the vehicle ahead.   The 
difference equation of this controller which produces the final steering command mn is shown below 





eekmm   (4.4) 
where n is the current iteration of the control cycle, e is eψ'i and ∆T is the period of the control cycle;  
kp and kd are provided by the learned optimal policy and are functions of MDP state variables s1 = Vx, 
 
 61 
the longitudinal vehicle velocity as described in Table 4.3.  The angular error eψ'i is determined 
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where ψi is the current yaw angle or heading angle of the vehicle, ex is the longitudinal following 
error between the vehicle and the vehicle ahead and iii yyye ′−=′ −1   is the lateral previewed error.  
The lateral previewed displacement iii yyy ′∆+=′  where the previewed distance ∆yi is calculated in 
the Preview block using the following equation 
)sin( iipreviewi Vxky ψ=′∆     (4.6) 
where kpreview is a learned gain provided by the optimal policy and Vxi is the vehicle speed.   
 
Figure 4.18 Block diagram of lateral control system 
For a given operating point, there are three parameters or gains which must be provided in a 
lookup table or schedule.  One could obtain each value in the gain schedule for kp and kd using 
classical control techniques or state-space techniques.  In this thesis, it is proposed that all gains can 
be learned using machine learning if the optimization problem can be formulated into a Markov 
Decision Process (MDP).   
The nature of this optimization problem is episodic, that is, feedback as to the desirability of a 
given solution can only be provided at the end of an episode.  The episode is defined as starting at the 
onset of a change in lateral position such as a commanded lane change.  This follows the logic that 
when a new lateral command is required, a set of gains should be selected from the gain schedule and 
applied until the lateral error is eliminated.  The goodness of a set of gains can therefore only be 
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assessed once the command is complete.  Since the MDP is episodic in nature, the Monte Carlo ES 
reinforcement learning algorithm described in Figure 2.8 is used to learn the gain schedule.  
The MDP that describes this optimization problem requires: states, actions, a reward function 
and a transition model.  The transitions from actions to states are provided by the vehicle.  Since a 
detailed vehicle model was developed, the gain schedule can be obtained by offline Monte Carlo 
reinforcement learning using simulated experiences provided by the vehicle model. 
The choice in the selection of states lies in the nonlinear nature of the steering plant. At 
different speeds the lateral dynamics respond differently, therefore, the controller gains will differ 
from a given speed.  The actions are the preview gain and the two gains used in the digital control 
system.  The states and actions along with their associated digitization sets are shown in Table 4.3 and 
Table 4.4. 
 Table 4.3 States of the lateral MDP 
State Description Digitization Sets 
  s1 Vx: vehicle speed { 5, 10, 15, 20, 25, 30, 35, 40} m/s 
 
 Table 4.4 Actions of the lateral MDP 
Action Description Digitization Sets 
a1 kpreview: Preview Length Gain {0.1, 0.2, 0.3, … 9.9} n_s = 100 
a2 kp: Proportional Gain  {0.01, 0.02, 0.03, … 0.99} n_s = 100 
a3 kd: Derivative Gain {0.01, 0.02, 0.03, … 0.99} n_s = 100 
 
The reward function reflects the specification of the control problem.  The reward is a 
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For a given episode, the solution which maximizes the reward, or minimizes the eψ 'i will be favored.  





5.1 Longitudinal Control 
5.1.1 Reinforcement Learning 
 The Reinforcement Learning experiments obtain an optimal policy π* for the longitudinal 
control of the vehicle.  An experiment consists of 1000 episodes where the probability of exploration 
of the ε-soft greedy policy is set to ε = 0.25 for a particular combination of the three states.  For each 
episode, the agent must follow another vehicle placed ahead of it which is traveling at a constant 
speed.  Once the leading vehicle has reached the end of the test track, the episode is complete.  The 
length of the test track is dependent on the speed of the lead vehicle using the following equation. 
1000)2.01(max ×+= leadvx   m  (5.1) 
During each step of an episode, a reward is generated (4.3); this reward is accumulated during the 
course of an episode to measure the controller's tracking performance using a particular set of actions.  
In these experiments, each step of every episode is accomplished in 100 ms providing a learning cycle 
of 10 Hz.  Since it is possible to collide with the vehicle ahead during an episode, it is beneficial if the 
reward is averaged to reflect the vehicle’s progress during the course of the episode.   Therefore, the 
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This averaging allows episodes resulting in collisions (i.e. small xfinal values) to have a large 
denominator or small average reward, thereby eliminating them from being repeated.  
 Figure 5.1 shows the average reward as the agent progresses through the learning experiment 
for a particular state combination.  The learning performance is similar for all combinations.  One can 
observe the steady increase in the average reward which eventually reaches a plateau.  Due to the 
exploration rate of ε = 0.25, the reward fluctuates as new combinations of actions are explored.  
Initially, the average reward is fairly low but rises quickly in the first 100 episodes.  After 200 





Figure 5.1 Performance of Longitudinal Reinforcement Learning experiments 
 The learned optimal policy is a collection of eight four-dimensional discrete hyperspaces, one 





















































π    (5.3) 
The complete optimal policy is included in Appendix C: Optimal Policy for Longitudinal Control 
showing all 1344 operating points. 
5.1.2 Controller Performance 
 This section demonstrates the tracking performance of the adaptive longitudinal controller 
using the optimal policy for gain scheduling at various operating points.  The advantage of employing 
an adaptive control approach (gain scheduling) as opposed to using a fixed gain linear controller for 
the system is shown in Figure 4.14 is illustrated with the following plots.   
 Figure 5.2 shows the relative velocity and range tracking performance of the controller with 
fixed gains that are optimal for an initial Vi and final velocity Vf of 20 m/s for varying final velocities.  
The performance degradation is not noticeable at the lower final velocity of Vf = 10 m/s, however at 
Vf = 30 m/s we see a large disturbance in relative velocity as well as a very large change in range with 
a maximum range of almost 150 m as the controller attempts to achieve control.  Figure 5.3 shows the 
tracking performance for varying initial velocity.  With an initial velocity of Vi = 10 m/s, the range 
tracking performance is poor with a maximum range of almost 80 m during the maneuver.  At an 






Figure 5.2 Fixed gain controller performance with varying final velocity 
 
Figure 5.3 Fixed gain controller performance for various initial velocity 
 
Figure 5.4 Fixed gain controller performance with varying inter-vehicle spacing 
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 Figure 5.4 shows the relative velocity and range tracking performance of the controller with 
fixed gains which are optimal for an initial velocity Vi = 20 m/s, final velocity Vf of 20 m/s, initial 
inter-vehicle spacing ∆xf = 15 m, and final inter-vehicle spacing ∆xf = 15 m with varying inter-vehicle 
spacing.  The performance is sluggish when the inter-vehicle spacing changes from 15 m to 5 m, this 
is evident in range tracking performance plot.   With the inter-vehicle spacing change from 5 m to 15 
m, braking causes the maximum range to reach 45 m.   
 Figures 5.2 to 5.4 show that a single set of gains is not sufficient to address the problem of 
longitudinal control for the automobile.  The controller requires learned optimal gains at various 
operating conditions patched together to form an adaptive control system.   The performance of this 
adaptive controller is demonstrated in the following experiments. 
 Three control situations (or sets of experiments) are shown which form the basis of platoon 
maneuvers which allow vehicles to enter or exit formations.  The first of these experiments the results 
of which are shown in Figure 5.5 are constant spacing experiments.  In the 10 m/s experiment, the 
vehicle begins at 20 m/s and must decrease its speed to 10 m/s while maintaining a separation distance 
to the vehicle ahead of 15 m.  Note that the plot shows the relative range with respect to the final 
desired range of 15 m.  As the vehicle undergoes its initial deceleration, the range becomes negative.  
A negative range means the vehicle has moved beyond its desired point; that is the range to the 
vehicle ahead is less than 15 m.  The deceleration overshoots by 2 m/s and is a straight line indicating 
that braking is occurring.  Throttle action is then used to bring the vehicle to the desired speed and 
range.  To maintain a speed of 20 m/s and a spacing of 15 m, braking is not required, but coasting and 
slight throttle action is employed as seen in the 20 m/s plots.  In the 30 m/s experiment, the vehicle 
begins at 20 m/s and must increase its speed to 30 m/s while maintaining a separation distance to the 
vehicle ahead of 15 m.  As the vehicle attempts to accelerate, we see a slight delay due to an 
interruption in throttle activity which accompanies a gear change.  The range increases to a maximum 
of 40 m as the vehicle attempts to catch up with the vehicle ahead.  The speed increase overshoots the 
target by about 4 m/s and modulates its throttle action to reach the target speed and spacing.  The 
vehicle tracking learned by the agent for each case is very smooth as it reaches steady-state. 
  
Figure 5.5 Adaptive Controller for constant spacing experiments 
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 The second control situation or experiment set (shown in Figure 5.6) consists of the constant 
velocity experiments (close).  The vehicle must move from an inter-vehicle space of 15 m to 5 m 
while maintaining a speed of 10, 20, and 30 m/s.  Note that the plot shows the relative range with 
respect to the final desired range of 5 m.  Also, the variation in speed for each experiment is small 
with a maximum absolute relative speed of 1.5 m/s for the 10 m/s and 20 m/s experiments.  For the 30 
m/s experiment the maximum absolute relative speed is half of that at 0.75 m/s.  This is due to the 
modulating of the throttle action.  In each case, the throttle action is increased which results in a more 
negative relative speed and a smooth reduction in range as the vehicle moves to the desired spacing of 
5 m.  For the 10 m/s and 30 m/s case a slight oscillation in relative speed occurs as the vehicle 
attempts to maintain its speed as it closes the gap, which shows up in the plots as a smaller bump.  
Again, the tracking learned by the agent for each case is smooth.  This maneuver is completed within 
300, 500 and 1000 m for 10, 20 and 30 m/s respectively. 
 
Figure 5.6 Adaptive controller for constant velocity experiments (close) 
 
Figure 5.7 Adaptive controller for constant velocity experiments (open) 
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 Figure 5.7 shows the third control situation or experiment set, the constant velocity 
experiments (open).  The vehicle must move from an inter-vehicle space of 5 m to 15 m while 
maintaining a speed of 10, 20, and 30 m/s.  Note that the plot shows the relative range with respect to 
the final desired range of 15 m.  In all three cases, the experiments begin with the vehicle applying 
some braking action which slows the vehicle down thereby increasing the range to the vehicle ahead.  
In the 10 m/s case, power-off or coasting occurs to reduce the amount of braking. The throttle action 
is then applied to get back to the target speed.  In all three cases, the vehicle reduces its throttle 
slightly before it overshoots the target velocity.  The vehicle also overshoots its target range.  An 
interesting note is that the vehicle has learned a similar range response for both 10 and 20 m/s cases.  
Again, the tracking learned by the agent for each case is smooth.  This maneuver is completed within 
250 m for the 10 and 20 m/s case, and 1000 m for the 30 m/s case. These experiments represent the 
basis for platoon maneuvers which allow vehicles to enter into the new open space or to close the 
formation when a vehicle has left. 
5.1.3 Multi-Vehicle Controller Performance 
This section demonstrates the performance of the adaptive longitudinal controller in a multi-
vehicle setting.  It is possible to compare the performance of the adaptive lateral controller using the 
optimal policy for gain scheduling with previous results in the literature.  Ioannou and Chien [1993] 
introduced an Autonomous Intelligent Cruise Control (AICC) system.  The AICC controller is based 
on a linear state-space model and demonstrates superior performance compared to various human 
driver models.  The vehicle following performance of a 20 car platoon is shown in Figures 5.8, 5.9 
and 5.10 for an acceleration maneuver.  The vehicles begin at rest separated by a distance of 4.5 m, 
the vehicles accelerate to 30 miles/h or 13.41 m/s in 10 s.   Figure 5.8 shows the linear follow-the-
leader human driver model based on linear proportional control of the relative velocity.  Notice the 
under-damped characteristic of the response which amplifies as one proceeds farther down the 
platoon. Figure 5.9 shows a linear optimal control human driver model based on a quadratic cost 
function on the relative velocity.  Notice the over-damped response.  As one proceeds farther down 
the platoon, the response slows but not very much.  Figure 5.10 shows a look-ahead driver model, the 
system uses switching logic based on observations of the 3 preceding vehicles.  The response is over-
damped and is slower as one proceeds down the platoon. 
  




Figure 5.9 Human model – mimicking optimal control [Ioannou & Chien 1994] 
 
Figure 5.10 Human model – look-ahead [Ioannou & Chien 1994] 
 





Figure 5.12 Adaptive longitudinal controller velocity tracking performance  
Figure 5.11 shows the performance of the AICC controller, its response is similar to that of 
the linear optimal control human model.  The response is critically damped, displays no overshoot 
and its response does not slow down as one proceeds down the formation.  The response of vehicle 20 
reaches steady state in 20 s compared to 30 s of the optimal control human model. Figure 5.12 shows 
the velocity tracking performance of the adaptive longitudinal controller.  The response is under-
damped and has an overshoot of 3 m/s.  The responses are very similar as we proceed down the 
platoon offset by approximately 1 s each. 
Ioannou and Chien [1993] provide velocity and inter-vehicle spacing tracking performance 
results for a 5 car platoon undergoing acceleration and deceleration (see Figure 5.14).  In the 
experiment, the vehicles start at rest with a 4.5 m inter-vehicle spacing.  They proceed to accelerate to 
60 miles/h or 26.82 m/s in 15 s, the speed remains constant for 5 s, the formation then decelerates to a 
full stop in 15 s.  Note that the emergency stop begins with an inter-vehicle spacing of about 15 m.  
Figure 5.15 shows the adaptive longitudinal controller performance under similar conditions.  The 
response for the acceleration portion is much slower requiring about 50 s to reach steady-state; 
however, the inter-vehicle spacing is maintained at a 4.5 m which does not occur in the case of the 
AICC controller in Figure 5.14.  The braking response for the adaptive longitudinal controller is 
quicker, as it completes the emergency stop in 5 s with a starting inter-vehicle spacing of 4.5 m.  
However the plot showing the inter-vehicle spacing indicates that Car 2 and Car 3 do not have 
sufficient space to complete the emergency stop successfully, as indicated by the negative inter-





Figure 5.14 AICC optimal linear controller for 5-car platoon by Ioannou & Chien [1994] 
 
  
Figure 5.15 Adaptive lateral controller for 5-car platoon for acceleration and braking 
Further experiments are shown to demonstrate the operation of the control system within a 
five car formation or platoon.  Five control situations have been chosen to demonstrate the range 
tracking performance of the optimal policy for each of the four following vehicles.  Figure 5.16 
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shows the responses of a five car formation moving at a constant speed of 20 m/s undergoing a range 
disturbance.  The first car, Car 0 is assumed to be the leader; the plots depict the velocity and range 
response with respect to time for the 4 following vehicles. In the first experiment, all vehicles are 
under longitudinal control with the inter-vehicle spacing set to 15 m between each car at a speed of 20 
m/s.  At time t = 0 s, Car 1 is instructed to close the space in front to 5 m.  The Car 1 velocity 
response shows an initial reduction of speed as the automatic transmission downshifts in order to 
obtain the power required to accelerate.  The effect is an initial gain of 2 m in range by Car 1; a sharp 
acceleration follows and gradually reduces to track the new range of 5 m without overshooting.  Car 
2, Car 3 and Car 4 must maintain their inter-vehicle spacing at 15 m and show a maximum deviation 
from their target range of 4.5, 4 and 4 m respectively, showing slight oscillation as they reach steady 
state.  The velocities of Car 2, Car 3 and Car 4 have a maximum deviation from the target speed 20 
m/s by 1.3, 1.3 and 1.5 m/s respectively, showing slight oscillations as they reach steady state.  As we 
move farther down the formation, the settling time is longer.  Overall, the response of the formation 
appears to be stable for this disturbance. 
 
Figure 5.16 Multi-vehicle range control experiment: close 
Figure 5.17 shows the responses of a five car formation moving at a constant speed of 20 m/s 
undergoing a different range disturbance.  In this experiment, all vehicles are under longitudinal 
control with the inter-vehicle spacing set to 5 m between each car at a speed of 20 m/s.  At time t = 0 
s, Car 1 is instructed to open the space in front to 15 m.  The Car 1 velocity response shows an 
immediate braking action which reduces the speed by over 2 m/s in 10 s which effectively opens the 
space to a range of 17.5 m overshooting the target range.  The overshoot is compensated for by a 
sharp acceleration to 20 m/s in 5 s with a slight overshoot which smoothly brings the range to a 
steady-state value of 15 m.   Car 2, Car 3 and Car 4 must maintain their inter-vehicle spacing at 5 m 
while Car 1 is changing its spacing.   The range responses for Car 2, Car 3 and Car 4 shows the 
range being reduced to almost zero for this disturbance indicating that a following distance of 5 m 
(approximately one car length) is at the limit of the control system for such a disturbance. The 
responses for Car 2, Car 3 and Car 4 are similar in shape.  They show slight oscillations as they reach 
steady state. As we move farther down the formation the maximum range grows as well as the 
maximum speed which is needed to compensate for this increase in range.  However, by time t  = 70 s 
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all oscillations have settled and all cars have reached steady state.  Overall, the response of the 
formation appears to be stable for this disturbance. 
 
Figure 5.17 Multi-vehicle range control experiment: open 
 
Figure 5.18 Multi-vehicle velocity control experiment: acceleration  
Figure 5.18 shows the responses of a five car formation with a constant spacing of 15 m 
undergoing a speed disturbance.  In this experiment, all vehicles are under longitudinal control with 
the inter-vehicle spacing set to 15 m between each car at an initial speed of 20 m/s.  At time t = 0 s, all 
cars are instructed to speed up to 30 m/s while maintaining the 15 m spacing.   The velocity responses 
of all the cars in the formation show a similar shape but are shifted by about 2 s.  The response begins 
with a decrease in speed as the vehicle’s automatic transmission shifts gears to meet the required 
torque needed for acceleration.  A smooth acceleration for about 10 s results in overshooting 30 m/s.  
As we move farther down the formation, the overshoot gets larger.  However, by 50 s, all cars reach 
their approximate steady state.  In this experiment, Car 0, the leader is assumed to have 
instantaneously increased its speed to 30 m/s, therefore the maximum range for Car 1, the car 
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following it, is significantly larger.  The range responses of Car 2, Car 3, and Car 4 have a similar 
shape.  They are also shifted by approximately 2 s with an increasing maximum range as we move 
farther down the formation; however by 70 s the range responses have reached steady state.  Overall, 
the response of the formation appears to be stable for this disturbance. 
Figure 5.19 shows the responses of a five car formation with a constant spacing of 15 m 
undergoing a speed disturbance.  In this experiment, all vehicles are under longitudinal control with 
the inter-vehicle spacing set to 15 m between each car at an initial speed of 20 m/s.  At time t = 0 s, all 
cars are instructed to slow down to 10 m/s while maintaining the 15 m spacing.   In this experiment, 
Car 0, the leader is assumed to have instantaneously decreased its speed to 10 m/s.  The responses of 
all the cars in the formation show a similar shape but the amount of braking effort affects the size of 
the response.  All vehicles begin by applying braking.  In the velocity responses we can see that the 
braking force is the same for all vehicles as all 4 responses are coincident.  The only difference is how 
long the brake is being applied for.  All 4 cars overshoot the target of 10 m/s, as we move farther 
down the formation, the amount of overshoot increases with Car 3 and Car 4 almost stopping.  The 
cars then accelerate to reach the target speed of 10 m/s.  In the range response, we see that the shape is 
also the same for all cars.  Car 1 gets the closest to the vehicle ahead and reaches 15 m in the shortest 
amount of time.  As we move farther down the formation, the maximum range increases as well as 
the settling time, however, all cars reach steady state by 40 s.  Overall, the response of the formation 
appears to be stable for this disturbance. 
 
Figure 5.19 Multi-vehicle velocity control experiment: deceleration 
Figure 5.20 shows the responses of a five car formation with a constant spacing of 15 m 
undergoing an emergency stop.  In this experiment, all vehicles are under longitudinal control at an 
initial speed of 20 m/s with the inter-vehicle spacing set to 15 m between each car except between 
Car 0 and Car 1 which is set to 28 m.    At time t = 0 s, all cars are instructed to slow down to 0 m/s.  
In this experiment, Car 0, the leader is assumed to have instantaneously decreased its speed to 0 m/s, 
thereby simulating a collision.  The velocity responses of the vehicles are the same except that they 
are shifted by fractions of seconds.  We observe that all cars have the same braking capability; 
however, Car 1’s response occurs slightly before Car 2 and so forth. It takes approximately 2.5 s for 
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all cars to stop from 20 m/s.  Car 1 requires 28 m to come to a full stop in 2.5 s with a parabolic range 
response.  The range response for Car 2, Car 3, and Car 4 are linear as the car ahead is still moving, 
therefore the final spacing is slightly less than 15 m.   
 
Figure 5.20 Multi-vehicle velocity control experiment (emergency stop) 
5.2 Lateral Control 
5.2.1 Reinforcement Learning  
The RL experiments obtain an optimal policy π* for the lateral control of the vehicle.  An 
experiment consists of 10000 episodes where the exploration probability of the ε-soft greedy policy is 
set to ε = 0.25 for a particular combination of the three states. For each episode, the agent must follow 
another vehicle placed ahead of it which is traveling at a constant speed.  Once the leading vehicle has 
reached the end of the test track, the episode is complete.  The distance of the test track is dependent 
on the speed of the lead vehicle using the following equation. 
1000)2.01(max ×+= leadvx     m  (5.4) 
During each step of an episode, a reward is generated (4.7); this reward is accumulated during 
the course of an episode to measure the controller's tracking performance using a particular set of 
actions.  In these experiments, each step of every episode is accomplished in 100 ms providing a 
learning cycle of 10 Hz.  Since it is possible to collide with the vehicle ahead during an episode, it 
would be beneficial if the reward were averaged to reflect the vehicle’s progress during the course of 
the episode.   Therefore, the average reward for the course of the entire episode is provided by the 
following equation. 

















Figure 5.21 Performance of Lateral Reinforcement Learning experiments 
Figure 5.21 shows the average reward as the agent progresses through the learning experiment for a 
particular state combination.  The learning performance is similar for all combinations.  One can 
observe the steady increase in the average reward which eventually reaches a plateau. 
The learned optimal policy is a collection of three functions of vehicle speed which 

















π        (10) 
Figure 5.22 shows a set of 3 plots which represents the optimal policy. In the plot for the preview gain 
(a1) there is an upward trend with increasing speed with the exception of the value at 10 m/s.  For the 
proportional gain (a2) we see a downward trend with increasing speed.  For the derivative gain (a3) an 
upward trend is seen but a plateau of 0.070 is reached at 15 m/s.  The value at 10 m/s is very low and 
corresponds to the high preview gain value at the same speed, indicating that these gains are 
compensating for each other.  For a complete tabulation of the optimal policy for lateral control refer 





Figure 5.22 Optimal Policy for lateral control. 
5.2.2 Controller Performance 
This section demonstrates the tracking performance of the adaptive lateral controller using 
the optimal policy for gain scheduling at various operating points.  We begin by illustrating the 
advantage of employing an adaptive control approach (gain scheduling) as opposed to using the 
preview control system shown in Figure 4.18 with a fixed gain, the following plots are shown.  In 
these experiments, the vehicle is driven using the longitudinal controller at a constant initial speed.  
At time t = 50 s, a step input is fed to the lateral control system and the vehicle begins lateral tracking 
to reach its new lateral position.  Figure 5.23 shows the path of the vehicle during a single lane 
change with a controller with gains fixed which are optimal for a velocity of 20 m/s but applied to 
various velocities.  At the lower speed of V = 10 m/s a noticeable oscillation can be seen once steady 
state has been reached, the speed of the response is similar to V = 20 m/s.  At the higher speed of V = 




Figure 5.23 Fixed gain controller single lane change performance 
 Figure 5.24 shows the vehicle paths for executing a single lane change (yf = 3.6 m) at various 
speeds (10, 20, and 30 m/s).  Due to the different vehicle speeds, the position where the lane change 
occurs varies.  The vehicle path using the optimal policy gains for each velocity is fairly smooth.  At 
10 m/s, the path shows slight under-damping in the lateral axis with a very minimal overshoot.  At 20 
and 30 m/s, the path is critically damped with no overshoot.  Despite increasing speed the paths 
remain very similar and the lane change is accomplished within 500 m indicating that lateral 
acceleration is increasing with velocity. 
 
Figure 5.24 Single lane change performance with RL-based adaptive control 
By comparing Figure 5.23 with 5.24 it can be observed that the fixed gain controller induces a larger 
overshoot and longer settling time.  Therefore, the performance of the controller with learned gains 
for each velocity is superior to the fixed gain controller for the problem of lateral control of an 
 
 79 
automobile.  The variable gain controller with gains learned at various operating conditions when 
patched together form an adaptive control system. 
 Next, let us compare the performance of the adaptive lateral controller using the optimal 
policy for gain scheduling with results from previous studies in the literature.  Mammar [1997] 
provides a plot demonstrating the lateral response of a gain scheduled H∞, controller for a 3 m lateral 
displacement.  The vehicle traveling at 20 m/s completes the maneuver in under 10 s, this can be 
considered an extremely fast lateral response.  However, the controller is both designed and simulated 
using a simplified linear single track model of a bus.  Mass and cornering stiffness is modeled, 
however, there are no component dynamics included in the model (i.e. engine, tire, suspension, etc). 
 
Figure 5.25 H∞, controller by Mammar [1997] for 20 m/s 
 Meier et al [2004] provides a plot demonstrating the tracking control for a vision based look-
ahead system for a 2 m lateral displacement.  The tracking control system uses vision to track the 
lateral displacement of the vehicle as it moves according to a preprocessed path.  The vehicle 
traveling at 30 km/h or 8.333 m/s completes the maneuver in 20 s, and is slow compared to Figure 
5.25 [Mammar 1997].  However, this system is designed using an actual automobile and 
demonstrated in hardware on a test vehicle provided by Audi AG. 
 
Figure 5.26 Tracking control by Meier et al [2004] at 8.33 m/s (30 km/h) 
 To compare our results to these two former studies, the adaptive lateral controller along with 
our high fidelity vehicle dynamics model is subjected to the same test conditions as the Mammar 
[1997] study and the Meier study [Meier et al 2004].  Figure 5.27 shows the plots for the lateral 
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response of the adaptive lateral controller and vehicle model.  The plot shows that the maneuver 
requires 30 s to complete, hence it is much slower than Mammar’s H∞ controller and is comparable 
in response time to Meier’s vision based tracking control system. 
 
Figure 5.27 Reinforcement learning optimal policy performance 
 Finally, the following experiments demonstrate the lateral tracking performance of the 
optimal policy for different speeds and for varying lateral positions.  In Figures 5.28, 5.29 and 5.30 
the vehicle paths are shown with respect to changing lateral position under a constant speed.  The 
vehicle paths shown correspond to 1 m, 1.8 m (½ lane), 3.6 m (single lane) and 7.2 m (double lane).  
At 10 m/s (Figure 5.28) all paths reach the steady-state lateral position within 300 m.  Figure 5.29 and 
5.30 show the paths for 20 m/s and 30 m/s respectively, despite the different vehicle speeds the 
vehicle paths remain similar for a given lateral displacement.  Therefore with higher speeds, the 
maneuvers are being accomplished under higher lateral accelerations.  All vehicle paths are shown to 
be critically damped and smooth.  
 




Figure 5.29 Lateral performance at 20 m/s 
 
Figure 5.30 Lateral performance at 30 m/s 
 These experiments are important because they demonstrate that the lateral adaptive control 
system is capable of relatively quick and accurate lateral tracking.  This tracking capability forms the 
basis for platoon maneuvers which allow vehicles to enter or exit its current platoon for decentralized 
dynamic collaborative driving control. 
 
 82 
5.2.3 Multi-Vehicle Controller Performance 
These experiments demonstrate the performance of the lateral control system within a five car 
formation or platoon.  Each car is equipped with the longitudinal control system described in this 
thesis which controls the throttle and brake so as to maintain a constant speed and a constant inter-
vehicle spacing.  In these experiments, the initial speed is set to 20 m/s (72 km/h) and inter-vehicle 
spacing is set to 20 m.  At t = 0 s or at x = 2.1 km, the lead vehicle is placed at a specific lateral 
distance, each subsequent vehicle responds by following the vehicle ahead.  The vehicle path for each 
of the five vehicles is recorded for the next 2 km.  Four experiments are shown to illustrate the lateral 
controller performance, they are conducted at y = 1 m, 1.8 m (½ lane), 3.6 m (single lane) and 7.2 m 
(double lane). Figure 5.31 shows the 5 car formation for a lateral change in position of y = 1 m.  The 
response is slightly under-damped and the overshoot is propagated and increases with each 
subsequent vehicle.  The resulting oscillations in the vehicle path decrease as it progresses through 
the experiment.  The response remains under-damped at a lateral position change of y = 1.8 m ((½ 
lane) as seen in Figure 5.32, the overshoot is smaller than at y = 1 m.  This trend continues as the 
lateral position change increases to y = 3.6 m (single lane) in Figure 5.33.  At y = 7.2 m (double lane), 
the responses is considered critically damped (Figure 5.34).  These experiments demonstrate that the 
lateral controller can be deployed effectively in a multi-vehicle platoon with minimal overshoot and 
oscillation for varying degrees of lateral tracking. 
 
 




Figure 5.32 Lateral performance for 5 car platoon at 1.8 m 
 









 Although automated driving dates back to the 1950s, it is still not yet a reality.  Many issues 
such as safety, fault-tolerance, and the coexistence of automated vehicles with human driven vehicles 
must be solved first.  New approaches to automated driving such as decentralized control may 
increase fault tolerance and reliability.  Scalable decentralized controllers built using the latest 
artificial intelligence approaches, sensor fusion and inter-vehicle communication promise smarter 
vehicles that can accommodate human driven vehicles and offer the potential of increased reliability. 
This thesis has investigated the implementation of an advanced artificial intelligence 
approach called Reinforcement Learning to the problem of Dynamic Collaborative Driving, a multi-
vehicle automated driving concept.  Specifically, this thesis introduces the idea of formulating the 
basic skills required in dynamic collaborative driving into finite Markov Decision Processes (MDP) 
which can be solved using reinforcement learning algorithms so as to produce decentralized 
controllers which have the potential to continually adapt and learn to optimize its performance based 
on experience.  This methodology allows the nonlinear nature of the vehicle dynamics to be 
incorporated into the design of the controller without having to first linearize the model as in 
conventional state-space methods.  The basic skills are i) longitudinal control sometimes referred to 
as Adaptive Intelligent Cruise Control (AICC) and ii) lateral control sometimes referred to as 
automated steering.  These two skills form the basis of higher level multi-vehicle coordination 
maneuvers (platoon maneuvers). 
To gain an understanding of the complexities of controlling a vehicle in both the longitudinal 
and lateral sense, a detailed vehicle dynamics model was created.  This model demonstrates the 
nonlinear nature of the vehicle dynamics involved and provides a simulation platform for controller 
development and testing.  Due to the nonlinearities present in the engine model, the transmission 
model, the tire model suspension and the rigid body dynamics of the modeled vehicle, a complex 
nonlinear model results.  For the longitudinal vehicle dynamics, there are in fact 3 distinct nonlinear 
regions.  There is the throttle response, in the presence of automatic gear shifting.  There is the power 
off portion cause by the engine braking.  There is the braking portion due to the tires.  Each of these 
regions requires a specific nonlinear controller.  For the lateral vehicle dynamics, the tire dynamics 
and delays in steering actuation give rise to the nonlinearities.     
From this, it can be concluded that linearization of the model used in developing past vehicle 
control solutions may not be suitable for the entire operating range of the vehicle.  In other words, the 
linear controllers resulting from using a simplified linear model of the vehicle dynamics in the design 
process may only be adequate for a particular operating point.  The use of a more accurate nonlinear 
vehicle dynamics model in the design process should result in better nonlinear control systems for 
both longitudinal and lateral control. 
For longitudinal control, an adaptive control system using gain scheduling is introduced 
whereby the gains are learned using reinforcement learning.  Even with a simple reward function, it is 
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possible for Monte Carlo reinforcement learning to converge upon an optimal policy within a 
thousand episodes for a particular operating regime; therefore, the MDP properly describes the task to 
be learned.  
For lateral control, an adaptive control system using gain scheduling is introduced whereby 
the gains are learned using reinforcement learning.  It was observed that in order to achieve a smooth 
transition from one lateral position to another, a steering trajectory had to be provided.   To produce 
this trajectory in a close-loop form, an element of anticipatory control is incorporated into a common 
PD control system.  A learned preview or look-ahead distance is used to calculate a predicted lateral 
error feedback which is controlled using the adaptive PD controller.  Even with a simple reward 
function, it is possible for Monte Carlo ES reinforcement learning to converge upon an optimal policy 
within a thousand episodes for a particular operating regime; therefore, the MDP properly describes 
the task to be learned. 
When the learned optimal policies are combined to provide an adaptive control surface or a 
gain schedule, nonlinear control is achieved throughout the operating range in both the longitudinal 
and lateral case.  For longitudinal control, the performance of the controller at specific operating 
points shows accurate tracking of both velocity and position in most cases.  When the adaptive 
controller is deployed in a multi-vehicle convoy or platoon, the tracking performance is smooth but 
under-damped.  As the second car attempts to track the leader, it overshoots and slight oscillations are 
passed down the formation.  However, as we move farther in the formation, the oscillations decrease, 
implying that although under-damped, the overall system appears stable.  For lateral control, the 
performance of the controller at specific operating points shows accurate and smooth tracking.  In a 
multi-vehicle convoy or platoon, the lateral tracking performance is also accurate and smooth with 
minimal overshoot and oscillation.  The oscillations, although small do decrease as the tracking 
progresses demonstrating stability in the cases presented. 
Currently, advanced driving automation is only available among flagship luxury automobiles 
such as the Lexus LS460 (Figure 6.1) or the 2009 Opel Insignia (Figure 6.2) due to the large product 
development costs required to ensure that this automation is both safe and reliable.  This automation 
currently exists in the form of separate modules for adaptive cruise control, adaptive braking, and lane 
keeping assist. The implication of this work to the current state of the art in automotive research is 
that reinforcement learning is a viable alternative means of creating generic adaptive control systems 
that provide a universal solution which continuously tunes itself to a specific car and perhaps will cut 
down on development time.  In addition, with reinforcement learning, these automation modules need 
not be separate modules, but can exist as an integrated driving solution.  Future work will attempt to 
take this concept and deploy it on a real automobile. 
In order to deploy the control system on a real automobile, reinforcement learning training 
must be completed on a more accurate vehicle model which would require more data.  The data 
required would be in the form of engineering vehicle data from the automobile manufacturers which 
would allow the model’s response to be closer to that of an actual vehicle.  Empirical tire data from 
the tire manufacturers would allow for accurate environments and different driving conditions to be 
modeled.  In addition long-term vehicle failure data would allow the degradation of the vehicle to be 




Figure 6.1 2008 Lexus LS 460 featuring adaptive cruise control, adaptive braking and lane keeping assist 
 
Figure 6.2 2009 Opel Insignia featuring Traffic Assist 
Other issues for potential future studies include, the controller performance variation from 
vehicle to vehicle, the controller performance variation with respect to the environment and driving 
conditions, as well as the affect on controller performance by existing basic electronic driving 
enhancements such as anti-lock braking systems (ABS), all-wheel-drive (AWD), traction control 
systems (TCS), electronic stability control (ESC) and dynamic steering response (DRS) systems. 
Another interesting potential study from an artificial intelligence persepective would be use 
of human driving data for offline reinforcement learning.  This could allow human experience to 
improve the machine's optimal policy.  The use of reinforcement learning as an approach to controller 
design has potential for success demonstrated in this thesis. Its applicability is only limited by our 
imagination and perhaps by our perseverance 
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Appendix A: Discrete PID Control 
The following is the derivation of the difference equation for PID control [Bollinger & Duffie 1988].  
Assume that a discrete process is to be controlled whose output cn can be sampled at a period of T 
seconds and a desired output is rn.  The error in the processes output is determined using  
 nnn cre −=       (A.1) 
and the discrete output of the controller is mn where n is the current time step.   The output of 
proportional control action for continuous time is expressed as 
  )()( teKtm p=       (A.2) 
while the discrete form is 
 npn eKm = .      (A.3) 
Shifting this equation backward one sample period yields 
  11 −− = npn eKm  .     (A.4) 
Subtracting Equation (2.8) from Equation (2.7) yields the incremental approximation of proportional 
control which is 
 )( 11 −− −=−=∆ nnpnnn eeKmmm     (A.5) 
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Subtracting Equation (2.13) from Equation (2.12) yields the incremental of proportional control 
which is 
 ninnn eTKmmm =−=∆ −1     (A.11) 
which is the incremental discrete approximation of integral control action.  
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 The output of derivative control action for continuous time is expressed as 
     
dt
tdeKtm p
)()( = .     (A.12) 
The backward difference approximation can be used to obtain the associated discrete equation 
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Subtracting Equation (2.17) from Equation (2.16) yields the incremental discrete approximation of 
derivative control which is 




mmm .   (A.15) 
Combining the three elements into a cascade PID controller  
DnInPnn mmmm )()()( ∆+∆+∆=∆     (A.16) 




eTKeeKmmm   (A.18) 




eTKeeKmm   (A.19) 
and simplifying to yield the difference equation for the discrete PID control 
    221101 −−− +++= nnnnn eKeKeKmm     (A.20) 
where 
    
T
K
TKKK dip ++=0  T
K
KK dp 21 −−=  T
K
K d=2 .  
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Appendix B: Equations of Motion 
 The following is the derivation of the equations of motions for a vehicle based on the Pham et 
al [1997].   Given a four-wheeled vehicle steered via the front two wheels where the external forces 
enter this vehicle through the tires, two moving reference frames are defined.  The first frame (Ou in 
Figure B.1) is with respect to the unsprung mass (i.e. the tires and wheels separated by a frame), the 
second frame (Os in Figure B.1) with respect to the sprung mass which is the mass which rests upon 
the suspension system.  The equations of motions will be expressed with respect to the unsprung 
mass reference frame to facilitate implementation in a numerical vehicle simulation [Ellis 1969]. 
 
Figure B.1 Schematic of vehicle reference frames 
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where [ ] [ ]TzyxTzyx VVVaaa &&& ,,,,, = and 
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where [ ] [ ]TzyxTzyx ωωωααα &&& ,,,,, = .  The special case where xyz are principal axes leads to the 
Euler’s equations of rotational motion, which explicitly express the dependence on the angular 



















    (B.3)  
Figure B.2 illustrates the relationship between the different reference frames.  Point P lies on the path 
of the road C(s), point U is the origin of the unsprung mass Ou and point S is the origin of the sprung 
mass Os.  The challenge is to determine the translational/rotational velocities and accelerations 
required in equations B.1-3. 
 
Figure B.2 Vector Diagram of Reference Frames 
 Let rU be the vector from the origin of the inertial reference frame to U and let rS/U be the 
vector from U to S.  The acceleration of the sprung mass with respect to the unsprung coordinates can 
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where the left subscript u denotes the vector with respect to the rotating unsprung frame fixed to U.  
As the vehicle or unsprung mass travels along path C(s) it is undergoing planar motion, the angular 



















Oi       (B.5) 
with respect to the inertial reference frame (the i subscript on the lower left indicates this) where ψ&  is 
the yaw rotation rate of the vehicle about the z axis.  For a non-flat road, the angular velocity of the 




















     (B.6) 
where γ is the superelevation, ∆ is the gradient, and β is the sideslip angles as seen in Figure B.1.   For 
small angles of γ, ∆ and β the rotation matrix required to go from the inertial reference frame to the 





















iu      (B.7) 
(see equation 3.31 in [Ginsberg 1995]).   The angular velocity of the unsprung mass with respect to 
moving frame U can be determined using the following equation and equations B.5, B.6, B.7. 



















































































Differentiating with respect to time will provide  
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r&       (B.10) 
where the zth component of velocity due to the tire deflection is assumed to be negligible.  The 
acceleration of the unsprung mass in moving frame U is determined using equations B.8 and B.10. 
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Due to the presence of the suspension, the sprung mass undergoes roll φ, pitch θ and vertical motion 
z, relative to the unsprung mass frame U.  From simple geometry (Figure B.1) the relative position 
























USu r .      (B.12) 
Differentiating the vector with respect to time will provide the relative velocity of the unsprung mass 
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r .    (B.14) 
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where the last term ( )USuOu tu /2 r∂
∂
×ω  is the Coriolis term.  Equations B.1, B.4, B.11 and B.15 are 
then combined to form the translational equations of motion expressed below as 








rollxxXxUSuyx mgFVCFVVm ir&&&& ψ   (B.16) 








yyYyUSuxy mgVCFVVm i γψ r&&&&   (B.17) 







ZzUSuxy mgFVVm ir&&&&&&&& ψγγβψβγ  (B.18) 
where Cx = 0.45 and Cy = 2.1 are the aerodynamic coefficients of drag.  The rolling resistance due to 
tire deformation Froll = 274.7 N is specific to tire and the tire pressure, it is considered a constant for 
this simulation as it is independent of velocity [Gillespie 1992]. 
 The angular velocity of the sprung mass is the sum of the unsprung mass angular velocity 





ωωω +Θ=      (B.19) 
Due to the physical contraints of the suspension system, the sprung mass is not allowed to rotate 
about the z axis.  The transformation matrix required to go from the unsprung mass frame U to the 




















us      (B.21) 



















.     (B.22) 
By combining equations B.8, B.21 and B.22 into equation B.19 the angular velocity of the sprung 






















































































































.  (B.24) 
































































   (B.25) 
where Mx refers to Σ Mx, My refers to ΣMy, and Mz refers to ΣMz.  Equation B.25 is combined with 
equations B.23 and B.24 to form the rotational equations of motion and expressed below as 
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  (B.26) 
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where Ix =  479.6 kg⋅m2, Iy =  2549.3 kg⋅m2, Iz =  2782.1 kg⋅m2 are the moments of inertia about each 
axis, ∆ is the gradient angle of the road, β is the slip angle and γ is the super-elevation angle of the 
road in radians.   
 For a flat and straight road, the gradient angle and rates are  0=∆=∆=∆ &&& , the slip angle 
and rates are  0=== βββ &&&  and super-elevation angles and rates are  0=== γγγ &&& .  Therefore, 
















































































USu r    (B.29) 











rollxxXyx FVCFhhhVVm iθψψφθψ &&&










&&&&&&&&   (B.31) 








&&&&     (B.32) 
 
[ ] ( ) ( ) zxzyx MMIII θψθφφθψθθψθψθφ −=+−⋅−⋅−−−− &&&&&&&&&&& )(   (B.33) 
[ ] ( ) ( ) zyxzy MMIII φψθφφθψθφψφψφφ +=+−⋅−⋅−−−+ &&&&&&&&&&& )(   (B.34) 




















































































Appendix C: Optimal Policy for Adaptive Longitudinal Control 
Table C.1: Optimal Policy for Adaptive Longitudinal Control 
    Throttle Brake   
s1 s2   s3 a1 a2 a3 a4 a5 a6 a7 a8 
Vxf Vxi rangef rangei ∆range Kpx Kix Kpv Kdv Kpx Kix Kpv Kdv 
(m/s) (m/s) (m) (m) (m)         
5.00 5.00 15.00 115.00 -100.00 22.100 2.180 14.300 7.500 17.700 2.080 2.500 4.300
5.00 10.00 15.00 115.00 -100.00 22.100 1.290 20.800 4.900 5.800 1.020 2.500 22.800
5.00 15.00 15.00 115.00 -100.00 22.100 1.520 18.200 4.900 17.700 0.840 19.600 0.100
5.00 20.00 15.00 115.00 -100.00 18.400 1.520 14.300 7.400 5.800 0.840 2.500 0.100
5.00 25.00 15.00 115.00 -100.00 12.700 0.560 4.200 6.400 8.900 1.990 11.500 22.800
5.00 30.00 15.00 115.00 -100.00 12.700 0.560 4.200 6.400 8.900 1.990 11.500 22.800
5.00 35.00 15.00 115.00 -100.00 12.700 0.560 4.200 6.400 8.900 1.990 11.500 22.800
5.00 40.00 15.00 115.00 -100.00 12.700 0.560 4.200 6.400 8.900 1.990 11.500 22.800
10.00 5.00 15.00 115.00 -100.00 12.200 0.700 4.200 4.600 14.900 2.310 6.800 5.700
10.00 10.00 15.00 115.00 -100.00 13.700 0.160 4.200 7.300 20.700 1.730 22.000 5.700
10.00 15.00 15.00 115.00 -100.00 17.900 1.070 18.500 9.300 23.000 2.080 2.500 9.200
10.00 20.00 15.00 115.00 -100.00 18.400 1.520 14.300 7.500 19.100 0.840 2.500 0.100
10.00 25.00 15.00 115.00 -100.00 22.100 1.310 17.100 16.600 5.800 1.020 2.500 22.800
10.00 30.00 15.00 115.00 -100.00 22.100 1.310 17.100 16.600 5.800 1.020 2.500 22.800
10.00 35.00 15.00 115.00 -100.00 22.100 1.310 17.100 16.600 5.800 1.020 2.500 22.800
10.00 40.00 15.00 115.00 -100.00 22.100 1.310 17.100 16.600 5.800 1.020 2.500 22.800
15.00 5.00 15.00 115.00 -100.00 14.400 0.700 4.200 6.200 7.900 1.150 6.800 5.700
15.00 10.00 15.00 115.00 -100.00 15.400 1.520 10.700 7.400 11.500 0.840 19.600 0.100
15.00 15.00 15.00 115.00 -100.00 12.700 0.560 17.100 4.600 14.900 2.080 2.500 22.800
15.00 20.00 15.00 115.00 -100.00 19.100 1.290 17.100 4.600 14.900 1.020 2.500 22.800
15.00 25.00 15.00 115.00 -100.00 18.400 1.520 14.300 7.400 14.900 0.840 2.500 0.100
15.00 30.00 15.00 115.00 -100.00 18.400 1.520 14.300 7.400 14.900 0.840 2.500 0.100
15.00 35.00 15.00 115.00 -100.00 18.400 1.520 14.300 7.400 14.900 0.840 2.500 0.100
15.00 40.00 15.00 115.00 -100.00 18.400 1.520 14.300 7.400 14.900 0.840 2.500 0.100
20.00 5.00 15.00 115.00 -100.00 2.600 0.100 1.800 6.300 17.700 2.200 18.800 5.700
20.00 10.00 15.00 115.00 -100.00 18.400 1.520 14.300 7.500 5.800 0.840 2.500 0.100
20.00 15.00 15.00 115.00 -100.00 14.900 1.310 10.300 4.100 8.900 1.990 2.500 10.200
20.00 20.00 15.00 115.00 -100.00 12.200 1.310 7.300 4.600 14.900 1.020 2.500 22.800
20.00 25.00 15.00 115.00 -100.00 18.400 0.160 1.800 6.300 16.100 2.200 17.600 9.200
20.00 30.00 15.00 115.00 -100.00 18.400 0.160 1.800 6.300 16.100 2.200 17.600 9.200
20.00 35.00 15.00 115.00 -100.00 18.400 0.160 1.800 6.300 16.100 2.200 17.600 9.200
20.00 40.00 15.00 115.00 -100.00 18.400 0.160 1.800 6.300 16.100 2.200 17.600 9.200
25.00 5.00 15.00 115.00 -100.00 15.400 0.700 14.300 7.500 11.500 1.990 6.800 5.700
25.00 10.00 15.00 115.00 -100.00 14.900 1.520 7.300 4.100 5.800 0.840 2.500 0.100
25.00 15.00 15.00 115.00 -100.00 14.900 0.160 1.800 4.100 14.900 1.730 17.200 8.300
25.00 20.00 15.00 115.00 -100.00 14.900 1.520 7.300 4.100 14.900 0.840 2.500 0.100
25.00 25.00 15.00 115.00 -100.00 17.600 0.700 4.200 6.200 20.700 2.080 18.800 5.700
25.00 30.00 15.00 115.00 -100.00 12.700 0.700 10.300 6.200 4.300 0.370 17.200 20.700
25.00 35.00 15.00 115.00 -100.00 12.700 0.700 10.300 6.200 4.300 0.370 17.200 20.700
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25.00 40.00 15.00 115.00 -100.00 12.700 0.700 10.300 6.200 4.300 0.370 17.200 20.700
30.00 5.00 15.00 115.00 -100.00 18.400 1.520 14.300 13.200 11.500 0.840 17.600 0.100
30.00 10.00 15.00 115.00 -100.00 12.200 1.520 4.200 4.600 14.900 0.840 19.600 0.100
30.00 15.00 15.00 115.00 -100.00 17.600 1.570 7.300 6.200 17.200 1.730 18.800 10.200
30.00 20.00 15.00 115.00 -100.00 14.900 1.520 14.300 4.100 5.800 0.840 17.600 0.100
30.00 25.00 15.00 115.00 -100.00 12.200 0.700 4.200 4.600 14.900 2.080 17.200 10.200
30.00 30.00 15.00 115.00 -100.00 9.000 0.700 4.200 6.400 17.200 1.990 2.500 11.500
30.00 35.00 15.00 115.00 -100.00 12.200 0.700 4.200 4.600 14.900 2.080 17.200 10.200
30.00 40.00 15.00 115.00 -100.00 12.200 0.700 4.200 4.600 14.900 2.080 17.200 10.200
35.00 5.00 15.00 115.00 -100.00 22.100 1.310 23.100 4.600 14.900 1.020 17.200 10.900
35.00 10.00 15.00 115.00 -100.00 19.100 1.570 14.400 6.300 22.600 2.200 18.800 10.700
35.00 15.00 15.00 115.00 -100.00 19.100 2.180 20.800 6.300 19.100 0.370 2.500 22.800
35.00 20.00 15.00 115.00 -100.00 15.400 1.070 18.500 4.600 14.900 1.990 4.300 10.700
35.00 25.00 15.00 115.00 -100.00 14.900 1.520 13.600 4.100 14.900 0.840 2.500 0.100
35.00 30.00 15.00 115.00 -100.00 14.900 1.520 13.600 4.100 14.900 0.840 2.500 0.100
35.00 35.00 15.00 115.00 -100.00 14.900 1.520 13.600 4.100 14.900 0.840 2.500 0.100
35.00 40.00 15.00 115.00 -100.00 14.900 1.520 13.600 4.100 14.900 0.840 2.500 0.100
40.00 5.00 15.00 115.00 -100.00 14.900 1.570 5.800 4.100 4.300 0.510 17.200 22.800
40.00 10.00 15.00 115.00 -100.00 18.400 2.180 18.500 4.600 14.900 0.750 17.600 22.800
40.00 15.00 15.00 115.00 -100.00 12.200 1.520 7.300 4.900 5.800 1.020 2.500 22.800
40.00 20.00 15.00 115.00 -100.00 22.100 1.520 20.800 4.900 5.800 0.840 2.500 0.100
40.00 25.00 15.00 115.00 -100.00 14.900 2.180 20.800 4.100 5.800 1.020 2.500 22.800
40.00 30.00 15.00 115.00 -100.00 14.900 2.180 20.800 4.100 5.800 1.020 2.500 22.800
40.00 35.00 15.00 115.00 -100.00 14.900 2.180 20.800 4.100 5.800 1.020 2.500 22.800
40.00 40.00 15.00 115.00 -100.00 14.900 2.180 20.800 4.100 5.800 1.020 2.500 22.800
5.00 5.00 15.00 105.00 -90.00 19.100 1.290 17.100 4.900 5.800 1.020 2.500 22.800
5.00 10.00 15.00 105.00 -90.00 12.700 1.520 14.300 7.500 5.800 0.840 19.600 0.100
5.00 15.00 15.00 105.00 -90.00 18.400 1.520 14.300 4.600 14.900 0.840 17.600 0.100
5.00 20.00 15.00 105.00 -90.00 19.100 1.520 18.500 16.600 19.600 0.840 19.600 0.100
5.00 25.00 15.00 105.00 -90.00 18.400 1.290 13.600 13.200 5.800 1.020 2.500 10.900
5.00 30.00 15.00 105.00 -90.00 18.400 1.290 13.600 13.200 5.800 1.020 2.500 10.900
5.00 35.00 15.00 105.00 -90.00 18.400 1.290 13.600 13.200 5.800 1.020 2.500 10.900
5.00 40.00 15.00 105.00 -90.00 18.400 1.290 13.600 13.200 5.800 1.020 2.500 10.900
10.00 5.00 15.00 105.00 -90.00 12.200 0.700 4.200 4.600 14.900 2.200 17.200 5.700
10.00 10.00 15.00 105.00 -90.00 14.900 1.520 10.700 4.100 19.100 0.840 2.500 0.100
10.00 15.00 15.00 105.00 -90.00 14.900 1.310 7.300 4.100 21.600 1.240 3.100 9.800
10.00 20.00 15.00 105.00 -90.00 18.400 1.520 14.300 7.400 19.100 0.840 2.500 0.100
10.00 25.00 15.00 105.00 -90.00 17.900 1.070 18.500 16.600 19.100 1.020 2.500 10.900
10.00 30.00 15.00 105.00 -90.00 17.900 1.070 18.500 16.600 19.100 1.020 2.500 10.900
10.00 35.00 15.00 105.00 -90.00 17.900 1.070 18.500 16.600 19.100 1.020 2.500 10.900
10.00 40.00 15.00 105.00 -90.00 17.900 1.070 18.500 16.600 19.100 1.020 2.500 10.900
15.00 5.00 15.00 105.00 -90.00 18.400 0.560 4.200 6.200 19.100 2.080 17.600 5.700
15.00 10.00 15.00 105.00 -90.00 18.400 0.700 4.200 6.300 17.700 2.200 17.600 5.700
15.00 15.00 15.00 105.00 -90.00 14.900 1.520 14.300 4.100 14.900 0.840 2.500 22.800
15.00 20.00 15.00 105.00 -90.00 22.100 1.520 20.800 13.200 5.800 0.840 2.500 0.100
15.00 25.00 15.00 105.00 -90.00 12.700 0.100 4.200 17.500 8.900 2.200 6.800 5.700
15.00 30.00 15.00 105.00 -90.00 12.700 0.100 4.200 17.500 8.900 2.200 6.800 5.700
15.00 35.00 15.00 105.00 -90.00 12.700 0.100 4.200 17.500 8.900 2.200 6.800 5.700
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15.00 40.00 15.00 105.00 -90.00 12.700 0.100 4.200 17.500 8.900 2.200 6.800 5.700
20.00 5.00 15.00 105.00 -90.00 9.000 0.700 4.200 4.600 14.900 0.370 18.100 22.800
20.00 10.00 15.00 105.00 -90.00 14.900 0.160 1.800 4.100 14.900 1.990 3.100 8.300
20.00 15.00 15.00 105.00 -90.00 14.900 0.100 10.700 4.100 8.900 2.310 1.900 11.100
20.00 20.00 15.00 105.00 -90.00 17.900 1.310 14.400 4.600 14.900 1.020 2.500 22.800
20.00 25.00 15.00 105.00 -90.00 14.400 1.520 7.300 13.200 7.900 0.840 19.600 0.100
20.00 30.00 15.00 105.00 -90.00 14.400 1.520 7.300 13.200 7.900 0.840 19.600 0.100
20.00 35.00 15.00 105.00 -90.00 14.400 1.520 7.300 13.200 7.900 0.840 19.600 0.100
20.00 40.00 15.00 105.00 -90.00 14.400 1.520 7.300 13.200 7.900 0.840 19.600 0.100
25.00 5.00 15.00 105.00 -90.00 15.400 1.520 10.700 7.400 5.800 0.840 2.500 0.100
25.00 10.00 15.00 105.00 -90.00 9.000 1.310 4.200 4.600 14.900 2.080 17.200 22.800
25.00 15.00 15.00 105.00 -90.00 15.400 0.700 4.200 7.400 11.500 2.080 6.800 5.700
25.00 20.00 15.00 105.00 -90.00 9.000 1.310 4.200 4.600 14.900 2.080 18.100 22.800
25.00 25.00 15.00 105.00 -90.00 18.400 0.560 4.200 6.200 17.200 1.730 17.600 5.700
25.00 30.00 15.00 105.00 -90.00 9.000 1.310 4.200 4.600 14.900 1.170 17.200 22.800
25.00 35.00 15.00 105.00 -90.00 9.000 1.310 4.200 4.600 14.900 1.170 17.200 22.800
25.00 40.00 15.00 105.00 -90.00 9.000 1.310 4.200 4.600 14.900 1.170 17.200 22.800
30.00 5.00 15.00 105.00 -90.00 17.900 1.070 18.200 4.900 20.700 0.500 17.200 22.800
30.00 10.00 15.00 105.00 -90.00 14.900 1.520 14.300 4.100 11.500 0.840 19.600 0.100
30.00 15.00 15.00 105.00 -90.00 15.400 1.520 14.300 7.500 5.800 0.840 19.600 0.100
30.00 20.00 15.00 105.00 -90.00 14.900 0.700 14.300 4.100 19.100 2.080 2.500 5.700
30.00 25.00 15.00 105.00 -90.00 12.200 0.700 4.200 4.600 14.900 2.080 17.200 22.800
30.00 30.00 15.00 105.00 -90.00 17.600 0.700 20.800 6.200 22.600 2.080 11.500 9.200
30.00 35.00 15.00 105.00 -90.00 12.200 0.700 4.200 4.600 14.900 2.080 17.200 22.800
30.00 40.00 15.00 105.00 -90.00 12.200 0.700 4.200 4.600 14.900 2.080 17.200 22.800
35.00 5.00 15.00 105.00 -90.00 17.900 1.310 14.400 4.900 22.600 1.730 2.500 9.800
35.00 10.00 15.00 105.00 -90.00 13.700 1.070 13.600 4.600 14.900 2.200 17.200 10.200
35.00 15.00 15.00 105.00 -90.00 22.100 2.180 18.200 6.300 22.600 1.170 2.500 22.800
35.00 20.00 15.00 105.00 -90.00 18.400 1.520 14.400 4.600 14.900 0.840 2.500 0.100
35.00 25.00 15.00 105.00 -90.00 17.900 1.570 18.200 4.900 20.700 2.200 3.100 10.700
35.00 30.00 15.00 105.00 -90.00 17.900 1.570 18.200 4.900 20.700 2.200 3.100 10.700
35.00 35.00 15.00 105.00 -90.00 17.900 1.570 18.200 4.900 20.700 2.200 3.100 10.700
35.00 40.00 15.00 105.00 -90.00 17.900 1.570 18.200 4.900 20.700 2.200 3.100 10.700
40.00 5.00 15.00 105.00 -90.00 17.900 2.180 10.300 6.200 10.400 2.080 2.500 22.800
40.00 10.00 15.00 105.00 -90.00 12.700 2.180 20.800 4.900 8.900 1.730 2.500 22.800
40.00 15.00 15.00 105.00 -90.00 22.100 1.310 18.200 4.900 4.300 1.730 11.500 20.700
40.00 20.00 15.00 105.00 -90.00 14.900 1.520 20.800 4.100 14.900 0.840 2.500 0.100
40.00 25.00 15.00 105.00 -90.00 14.900 1.520 20.800 4.100 5.800 0.840 2.500 0.100
40.00 30.00 15.00 105.00 -90.00 14.900 1.520 20.800 4.100 5.800 0.840 2.500 0.100
40.00 35.00 15.00 105.00 -90.00 14.900 1.520 20.800 4.100 5.800 0.840 2.500 0.100
40.00 40.00 15.00 105.00 -90.00 14.900 1.520 20.800 4.100 5.800 0.840 2.500 0.100
5.00 5.00 15.00 95.00 -80.00 14.900 1.520 10.700 4.100 14.900 0.840 19.600 0.100
5.00 10.00 15.00 95.00 -80.00 12.200 0.700 13.600 4.600 14.900 0.370 2.500 8.300
5.00 15.00 15.00 95.00 -80.00 19.100 1.520 14.300 7.400 5.800 0.840 19.600 0.100
5.00 20.00 15.00 95.00 -80.00 18.400 1.070 20.800 17.500 22.600 1.170 17.600 4.300
5.00 25.00 15.00 95.00 -80.00 19.100 0.700 10.700 7.400 5.800 2.200 2.500 11.100
5.00 30.00 15.00 95.00 -80.00 19.100 0.700 10.700 7.400 5.800 2.200 2.500 11.100
5.00 35.00 15.00 95.00 -80.00 19.100 0.700 10.700 7.400 5.800 2.200 2.500 11.100
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5.00 40.00 15.00 95.00 -80.00 19.100 0.700 10.700 7.400 5.800 2.200 2.500 11.100
10.00 5.00 15.00 95.00 -80.00 18.400 1.520 14.300 4.600 14.900 0.840 2.500 0.100
10.00 10.00 15.00 95.00 -80.00 17.900 1.310 14.400 4.600 14.900 1.020 2.500 22.800
10.00 15.00 15.00 95.00 -80.00 19.100 1.310 17.100 4.600 14.900 1.020 2.500 22.800
10.00 20.00 15.00 95.00 -80.00 19.100 1.520 14.400 4.600 14.900 0.840 19.600 0.100
10.00 25.00 15.00 95.00 -80.00 22.200 1.070 5.800 7.400 14.900 1.020 2.500 22.800
10.00 30.00 15.00 95.00 -80.00 22.200 1.070 5.800 7.400 14.900 1.020 2.500 22.800
10.00 35.00 15.00 95.00 -80.00 22.200 1.070 5.800 7.400 14.900 1.020 2.500 22.800
10.00 40.00 15.00 95.00 -80.00 22.200 1.070 5.800 7.400 14.900 1.020 2.500 22.800
15.00 5.00 15.00 95.00 -80.00 12.200 0.560 14.300 7.500 17.700 2.080 18.100 5.700
15.00 10.00 15.00 95.00 -80.00 14.900 1.290 10.300 4.100 8.900 1.730 3.100 10.200
15.00 15.00 15.00 95.00 -80.00 18.400 1.520 14.300 7.400 5.800 0.840 2.500 0.100
15.00 20.00 15.00 95.00 -80.00 18.400 1.520 14.300 7.500 5.800 0.840 17.600 0.100
15.00 25.00 15.00 95.00 -80.00 18.400 1.520 14.300 7.500 5.800 0.840 2.500 0.100
15.00 30.00 15.00 95.00 -80.00 18.400 1.520 14.300 7.500 5.800 0.840 2.500 0.100
15.00 35.00 15.00 95.00 -80.00 18.400 1.520 14.300 7.500 5.800 0.840 2.500 0.100
15.00 40.00 15.00 95.00 -80.00 18.400 1.520 14.300 7.500 5.800 0.840 2.500 0.100
20.00 5.00 15.00 95.00 -80.00 1.400 0.100 13.600 16.500 17.700 2.310 3.100 8.300
20.00 10.00 15.00 95.00 -80.00 2.600 0.100 10.700 6.200 4.300 1.020 11.500 10.900
20.00 15.00 15.00 95.00 -80.00 18.400 1.310 13.600 4.900 8.900 1.150 2.500 9.200
20.00 20.00 15.00 95.00 -80.00 17.900 1.310 14.400 4.600 14.900 1.020 2.500 22.800
20.00 25.00 15.00 95.00 -80.00 14.900 0.700 4.200 4.100 19.100 1.150 17.200 5.700
20.00 30.00 15.00 95.00 -80.00 14.900 0.700 4.200 4.100 19.100 1.150 17.200 5.700
20.00 35.00 15.00 95.00 -80.00 14.900 0.700 4.200 4.100 19.100 1.150 17.200 5.700
20.00 40.00 15.00 95.00 -80.00 14.900 0.700 4.200 4.100 19.100 1.150 17.200 5.700
25.00 5.00 15.00 95.00 -80.00 17.600 1.290 7.300 7.300 17.200 1.730 22.000 8.300
25.00 10.00 15.00 95.00 -80.00 9.000 1.310 4.200 4.600 14.900 2.080 17.200 22.800
25.00 15.00 15.00 95.00 -80.00 14.900 1.520 14.300 4.100 5.800 0.840 19.600 0.100
25.00 20.00 15.00 95.00 -80.00 7.800 0.160 1.800 7.300 17.200 2.200 23.200 10.700
25.00 25.00 15.00 95.00 -80.00 15.400 0.700 4.200 6.400 11.500 2.080 2.500 5.700
25.00 30.00 15.00 95.00 -80.00 15.400 0.700 4.200 6.400 11.500 2.080 2.500 5.700
25.00 35.00 15.00 95.00 -80.00 15.400 0.700 4.200 6.400 11.500 2.080 2.500 5.700
25.00 40.00 15.00 95.00 -80.00 15.400 0.700 4.200 6.400 11.500 2.080 2.500 5.700
30.00 5.00 15.00 95.00 -80.00 14.900 1.520 7.300 4.100 11.500 0.840 19.600 0.100
30.00 10.00 15.00 95.00 -80.00 14.900 0.160 13.600 4.100 14.900 1.240 13.700 22.800
30.00 15.00 15.00 95.00 -80.00 14.900 1.520 14.300 4.100 5.800 0.840 19.600 0.100
30.00 20.00 15.00 95.00 -80.00 12.200 0.700 4.200 4.600 14.900 2.200 18.800 10.200
30.00 25.00 15.00 95.00 -80.00 12.200 0.700 4.200 4.600 14.900 2.200 2.500 5.700
30.00 30.00 15.00 95.00 -80.00 17.600 2.180 10.300 6.300 19.100 1.020 17.200 22.800
30.00 35.00 15.00 95.00 -80.00 12.200 0.700 4.200 4.600 14.900 2.200 2.500 5.700
30.00 40.00 15.00 95.00 -80.00 12.200 0.700 4.200 4.600 14.900 2.200 2.500 5.700
35.00 5.00 15.00 95.00 -80.00 22.100 1.570 23.100 4.900 19.600 1.170 18.100 22.800
35.00 10.00 15.00 95.00 -80.00 17.600 2.180 10.300 7.400 17.700 2.080 2.500 22.800
35.00 15.00 15.00 95.00 -80.00 17.600 0.560 14.300 4.600 14.900 0.510 2.500 5.700
35.00 20.00 15.00 95.00 -80.00 18.400 1.520 14.400 6.400 5.800 0.840 2.500 0.100
35.00 25.00 15.00 95.00 -80.00 17.900 1.570 20.800 4.900 17.700 1.730 3.100 4.300
35.00 30.00 15.00 95.00 -80.00 17.900 1.570 20.800 4.900 17.700 1.730 3.100 4.300
35.00 35.00 15.00 95.00 -80.00 17.900 1.570 20.800 4.900 17.700 1.730 3.100 4.300
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35.00 40.00 15.00 95.00 -80.00 17.900 1.570 20.800 4.900 17.700 1.730 3.100 4.300
40.00 5.00 15.00 95.00 -80.00 14.900 2.180 18.200 4.100 3.800 0.500 11.500 9.200
40.00 10.00 15.00 95.00 -80.00 22.200 1.570 5.800 6.200 6.700 1.730 16.300 22.200
40.00 15.00 15.00 95.00 -80.00 22.100 2.180 10.700 6.200 17.200 1.730 2.500 22.800
40.00 20.00 15.00 95.00 -80.00 14.900 2.180 18.200 4.100 7.200 1.020 2.500 22.800
40.00 25.00 15.00 95.00 -80.00 14.900 1.520 20.800 4.100 5.800 0.840 2.500 0.100
40.00 30.00 15.00 95.00 -80.00 14.900 1.520 20.800 4.100 5.800 0.840 2.500 0.100
40.00 35.00 15.00 95.00 -80.00 14.900 1.520 20.800 4.100 5.800 0.840 2.500 0.100
40.00 40.00 15.00 95.00 -80.00 14.900 1.520 20.800 4.100 5.800 0.840 2.500 0.100
5.00 5.00 15.00 85.00 -70.00 14.900 0.700 14.400 4.100 14.900 2.080 2.500 8.300
5.00 10.00 15.00 85.00 -70.00 18.400 1.520 17.100 4.600 14.900 1.020 2.500 22.800
5.00 15.00 15.00 85.00 -70.00 17.900 1.520 13.600 4.600 14.900 0.840 19.600 0.100
5.00 20.00 15.00 85.00 -70.00 14.900 1.520 13.600 4.100 14.900 0.840 19.600 0.100
5.00 25.00 15.00 85.00 -70.00 17.900 1.520 10.300 12.200 17.700 0.840 19.600 0.100
5.00 30.00 15.00 85.00 -70.00 17.900 1.520 10.300 12.200 17.700 0.840 19.600 0.100
5.00 35.00 15.00 85.00 -70.00 17.900 1.520 10.300 12.200 17.700 0.840 19.600 0.100
5.00 40.00 15.00 85.00 -70.00 17.900 1.520 10.300 12.200 17.700 0.840 19.600 0.100
10.00 5.00 15.00 85.00 -70.00 19.100 1.310 17.100 4.600 14.900 1.020 2.500 22.800
10.00 10.00 15.00 85.00 -70.00 17.900 1.310 14.400 4.600 14.900 1.020 2.500 22.800
10.00 15.00 15.00 85.00 -70.00 18.400 1.520 14.300 7.400 5.800 0.840 2.500 0.100
10.00 20.00 15.00 85.00 -70.00 17.900 1.310 14.400 4.600 14.900 1.020 2.500 22.800
10.00 25.00 15.00 85.00 -70.00 17.900 1.070 18.500 16.600 19.100 1.020 2.500 10.900
10.00 30.00 15.00 85.00 -70.00 17.900 1.070 18.500 16.600 19.100 1.020 2.500 10.900
10.00 35.00 15.00 85.00 -70.00 17.900 1.070 18.500 16.600 19.100 1.020 2.500 10.900
10.00 40.00 15.00 85.00 -70.00 17.900 1.070 18.500 16.600 19.100 1.020 2.500 10.900
15.00 5.00 15.00 85.00 -70.00 14.900 0.560 4.200 4.100 11.500 1.990 6.800 5.700
15.00 10.00 15.00 85.00 -70.00 14.900 1.310 7.300 4.100 19.100 2.080 17.200 11.500
15.00 15.00 15.00 85.00 -70.00 12.700 0.700 14.300 4.600 14.900 2.080 2.500 22.800
15.00 20.00 15.00 85.00 -70.00 14.400 1.520 14.400 4.600 14.900 0.840 19.600 0.100
15.00 25.00 15.00 85.00 -70.00 12.700 0.560 10.300 13.700 5.800 1.150 3.100 4.300
15.00 30.00 15.00 85.00 -70.00 12.700 0.560 10.300 13.700 5.800 1.150 3.100 4.300
15.00 35.00 15.00 85.00 -70.00 12.700 0.560 10.300 13.700 5.800 1.150 3.100 4.300
15.00 40.00 15.00 85.00 -70.00 12.700 0.560 10.300 13.700 5.800 1.150 3.100 4.300
20.00 5.00 15.00 85.00 -70.00 17.600 0.700 4.200 6.300 19.100 2.200 18.800 5.700
20.00 10.00 15.00 85.00 -70.00 1.400 0.100 10.700 7.300 17.700 0.370 17.200 11.100
20.00 15.00 15.00 85.00 -70.00 18.400 1.310 14.300 7.400 8.900 1.170 2.500 4.300
20.00 20.00 15.00 85.00 -70.00 17.900 1.310 13.600 4.600 14.900 1.020 2.500 22.800
20.00 25.00 15.00 85.00 -70.00 14.900 0.160 17.100 4.100 5.800 0.370 23.200 8.300
20.00 30.00 15.00 85.00 -70.00 14.900 0.160 17.100 4.100 5.800 0.370 23.200 8.300
20.00 35.00 15.00 85.00 -70.00 14.900 0.160 17.100 4.100 5.800 0.370 23.200 8.300
20.00 40.00 15.00 85.00 -70.00 14.900 0.160 17.100 4.100 5.800 0.370 23.200 8.300
25.00 5.00 15.00 85.00 -70.00 9.000 1.310 4.200 4.600 14.900 0.370 17.200 22.800
25.00 10.00 15.00 85.00 -70.00 15.400 0.700 4.200 6.200 11.500 2.080 6.800 5.700
25.00 15.00 15.00 85.00 -70.00 9.000 1.310 4.200 4.600 14.900 1.990 6.800 5.700
25.00 20.00 15.00 85.00 -70.00 14.900 0.700 14.300 4.100 17.700 1.170 17.600 4.300
25.00 25.00 15.00 85.00 -70.00 17.600 0.700 4.200 6.200 19.600 2.310 18.800 5.700
25.00 30.00 15.00 85.00 -70.00 12.200 0.100 4.200 6.300 17.200 2.310 18.800 5.700
25.00 35.00 15.00 85.00 -70.00 12.200 0.100 4.200 6.300 17.200 2.310 18.800 5.700
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25.00 40.00 15.00 85.00 -70.00 12.200 0.100 4.200 6.300 17.200 2.310 18.800 5.700
30.00 5.00 15.00 85.00 -70.00 15.400 1.290 14.400 6.200 11.500 1.990 10.400 8.300
30.00 10.00 15.00 85.00 -70.00 15.400 1.520 14.300 7.400 11.500 0.840 19.600 0.100
30.00 15.00 15.00 85.00 -70.00 2.000 0.100 10.600 22.200 17.700 1.290 10.400 10.200
30.00 20.00 15.00 85.00 -70.00 2.600 0.160 13.600 9.300 2.400 1.150 10.400 8.300
30.00 25.00 15.00 85.00 -70.00 12.200 0.700 4.200 4.600 14.900 2.080 11.500 9.200
30.00 30.00 15.00 85.00 -70.00 14.900 1.310 7.300 4.100 5.800 1.020 2.500 22.800
30.00 35.00 15.00 85.00 -70.00 12.200 0.700 4.200 4.600 14.900 2.080 11.500 9.200
30.00 40.00 15.00 85.00 -70.00 12.200 0.700 4.200 4.600 14.900 2.080 11.500 9.200
35.00 5.00 15.00 85.00 -70.00 22.100 1.520 23.100 4.900 17.700 0.840 2.500 0.100
35.00 10.00 15.00 85.00 -70.00 17.900 1.520 13.600 4.900 20.700 0.840 2.500 0.100
35.00 15.00 15.00 85.00 -70.00 12.200 0.700 13.600 4.900 16.100 2.200 2.500 10.200
35.00 20.00 15.00 85.00 -70.00 22.100 2.180 23.100 4.900 19.100 2.200 10.400 10.700
35.00 25.00 15.00 85.00 -70.00 14.900 1.570 7.300 4.100 14.900 2.080 2.500 22.800
35.00 30.00 15.00 85.00 -70.00 14.900 1.570 7.300 4.100 14.900 2.080 2.500 22.800
35.00 35.00 15.00 85.00 -70.00 14.900 1.570 7.300 4.100 14.900 2.080 2.500 22.800
35.00 40.00 15.00 85.00 -70.00 14.900 1.570 7.300 4.100 14.900 2.080 2.500 22.800
40.00 5.00 15.00 85.00 -70.00 12.200 1.520 7.300 4.900 17.200 0.840 2.500 0.100
40.00 10.00 15.00 85.00 -70.00 22.100 1.290 17.100 4.900 2.400 0.500 17.200 4.300
40.00 15.00 15.00 85.00 -70.00 22.100 2.180 20.800 4.900 4.300 1.170 17.200 20.700
40.00 20.00 15.00 85.00 -70.00 22.100 1.520 18.200 4.900 5.800 0.840 2.500 0.100
40.00 25.00 15.00 85.00 -70.00 14.900 2.180 20.800 4.100 2.400 1.020 2.500 22.800
40.00 30.00 15.00 85.00 -70.00 14.900 2.180 20.800 4.100 2.400 1.020 2.500 22.800
40.00 35.00 15.00 85.00 -70.00 14.900 2.180 20.800 4.100 2.400 1.020 2.500 22.800
40.00 40.00 15.00 85.00 -70.00 14.900 2.180 20.800 4.100 2.400 1.020 2.500 22.800
5.00 5.00 15.00 75.00 -60.00 12.200 0.560 17.100 4.900 5.800 2.080 2.500 22.800
5.00 10.00 15.00 75.00 -60.00 19.100 1.310 17.100 4.600 14.900 1.020 2.500 22.800
5.00 15.00 15.00 75.00 -60.00 12.700 1.520 10.300 4.900 19.100 0.840 19.600 0.100
5.00 20.00 15.00 75.00 -60.00 17.900 1.310 14.400 21.500 17.700 2.200 10.400 10.700
5.00 25.00 15.00 75.00 -60.00 22.200 1.310 5.800 4.900 5.800 1.020 2.500 22.800
5.00 30.00 15.00 75.00 -60.00 22.200 1.310 5.800 4.900 5.800 1.020 2.500 22.800
5.00 35.00 15.00 75.00 -60.00 22.200 1.310 5.800 4.900 5.800 1.020 2.500 22.800
5.00 40.00 15.00 75.00 -60.00 22.200 1.310 5.800 4.900 5.800 1.020 2.500 22.800
10.00 5.00 15.00 95.00 -80.00 18.400 1.520 14.300 4.600 14.900 0.840 2.500 0.100
10.00 10.00 15.00 95.00 -80.00 17.900 1.310 14.400 4.600 14.900 1.020 2.500 22.800
10.00 15.00 15.00 95.00 -80.00 19.100 1.310 17.100 4.600 14.900 1.020 2.500 22.800
10.00 20.00 15.00 95.00 -80.00 19.100 1.520 14.400 4.600 14.900 0.840 19.600 0.100
10.00 25.00 15.00 95.00 -80.00 22.200 1.070 5.800 7.400 14.900 1.020 2.500 22.800
10.00 30.00 15.00 95.00 -80.00 22.200 1.070 5.800 7.400 14.900 1.020 2.500 22.800
10.00 35.00 15.00 95.00 -80.00 22.200 1.070 5.800 7.400 14.900 1.020 2.500 22.800
10.00 40.00 15.00 95.00 -80.00 22.200 1.070 5.800 7.400 14.900 1.020 2.500 22.800
15.00 5.00 15.00 75.00 -60.00 9.000 1.310 4.200 6.400 8.900 1.990 6.800 5.700
15.00 10.00 15.00 75.00 -60.00 18.400 1.520 14.300 7.400 5.800 0.840 2.500 0.100
15.00 15.00 15.00 75.00 -60.00 17.900 1.520 14.400 4.900 5.800 1.020 2.500 22.800
15.00 20.00 15.00 75.00 -60.00 22.200 1.290 5.800 4.900 5.800 1.020 17.200 22.800
15.00 25.00 15.00 75.00 -60.00 14.400 0.550 4.200 23.200 7.900 1.150 6.800 5.700
15.00 30.00 15.00 75.00 -60.00 14.400 0.550 4.200 23.200 7.900 1.150 6.800 5.700
15.00 35.00 15.00 75.00 -60.00 14.400 0.550 4.200 23.200 7.900 1.150 6.800 5.700
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15.00 40.00 15.00 75.00 -60.00 14.400 0.550 4.200 23.200 7.900 1.150 6.800 5.700
20.00 5.00 15.00 75.00 -60.00 7.800 0.160 13.600 17.500 17.700 2.310 23.200 8.300
20.00 10.00 15.00 75.00 -60.00 18.400 1.520 14.300 13.200 5.800 0.840 2.500 0.100
20.00 15.00 15.00 75.00 -60.00 14.400 0.160 0.700 7.300 7.900 1.150 20.200 8.300
20.00 20.00 15.00 75.00 -60.00 14.900 1.520 10.300 4.100 5.800 0.840 2.500 0.100
20.00 25.00 15.00 75.00 -60.00 14.900 0.560 4.200 4.100 11.500 1.990 6.800 5.700
20.00 30.00 15.00 75.00 -60.00 14.900 0.560 4.200 4.100 11.500 1.990 6.800 5.700
20.00 35.00 15.00 75.00 -60.00 14.900 0.560 4.200 4.100 11.500 1.990 6.800 5.700
20.00 40.00 15.00 75.00 -60.00 14.900 0.560 4.200 4.100 11.500 1.990 6.800 5.700
25.00 5.00 15.00 75.00 -60.00 9.000 1.310 4.200 4.600 14.900 2.080 6.800 5.700
25.00 10.00 15.00 75.00 -60.00 9.000 0.700 4.200 6.200 8.900 2.080 6.800 5.700
25.00 15.00 15.00 75.00 -60.00 14.900 0.700 4.200 4.100 17.200 2.310 18.800 5.700
25.00 20.00 15.00 75.00 -60.00 17.600 0.700 4.200 6.300 19.100 2.310 18.800 5.700
25.00 25.00 15.00 75.00 -60.00 15.400 0.560 4.200 6.200 11.500 1.990 6.800 5.700
25.00 30.00 15.00 75.00 -60.00 18.400 0.700 4.200 6.200 22.600 2.310 17.600 5.700
25.00 35.00 15.00 75.00 -60.00 18.400 0.700 4.200 6.200 22.600 2.310 17.600 5.700
25.00 40.00 15.00 75.00 -60.00 18.400 0.700 4.200 6.200 22.600 2.310 17.600 5.700
30.00 5.00 15.00 75.00 -60.00 17.900 1.070 18.500 6.300 17.700 0.370 17.200 22.800
30.00 10.00 15.00 75.00 -60.00 12.200 1.520 4.200 6.200 5.800 0.840 19.600 0.100
30.00 15.00 15.00 75.00 -60.00 15.400 0.700 14.300 7.500 11.500 2.080 6.800 5.700
30.00 20.00 15.00 75.00 -60.00 14.900 1.520 7.300 4.100 14.900 0.840 2.500 0.100
30.00 25.00 15.00 75.00 -60.00 12.200 0.700 4.200 4.600 14.900 2.200 2.500 5.700
30.00 30.00 15.00 75.00 -60.00 17.900 2.180 13.600 4.900 5.800 1.020 2.500 22.800
30.00 35.00 15.00 75.00 -60.00 12.200 0.700 4.200 4.600 14.900 2.200 2.500 5.700
30.00 40.00 15.00 75.00 -60.00 12.200 0.700 4.200 4.600 14.900 2.200 2.500 5.700
35.00 5.00 15.00 75.00 -60.00 17.900 1.570 18.200 7.300 20.700 1.730 22.000 8.300
35.00 10.00 15.00 75.00 -60.00 17.900 1.520 13.600 4.900 19.600 0.840 2.500 0.100
35.00 15.00 15.00 75.00 -60.00 12.200 0.560 13.600 4.900 17.700 1.170 18.100 11.500
35.00 20.00 15.00 75.00 -60.00 18.400 1.520 14.400 4.900 5.800 0.840 2.500 0.100
35.00 25.00 15.00 75.00 -60.00 18.400 2.180 23.100 4.900 17.700 2.200 2.500 10.700
35.00 30.00 15.00 75.00 -60.00 18.400 2.180 23.100 4.900 17.700 2.200 2.500 10.700
35.00 35.00 15.00 75.00 -60.00 18.400 2.180 23.100 4.900 17.700 2.200 2.500 10.700
35.00 40.00 15.00 75.00 -60.00 18.400 2.180 23.100 4.900 17.700 2.200 2.500 10.700
40.00 5.00 15.00 75.00 -60.00 18.400 2.180 10.300 6.300 10.400 1.730 2.500 22.800
40.00 10.00 15.00 75.00 -60.00 14.900 1.520 14.300 4.100 14.900 0.840 2.500 0.100
40.00 15.00 15.00 75.00 -60.00 18.400 2.180 18.500 4.600 14.900 0.510 17.600 8.300
40.00 20.00 15.00 75.00 -60.00 22.200 1.520 5.800 4.900 5.800 0.840 2.500 0.100
40.00 25.00 15.00 75.00 -60.00 12.700 1.290 20.800 4.600 14.900 2.200 2.500 22.800
40.00 30.00 15.00 75.00 -60.00 12.700 1.290 20.800 4.600 14.900 2.200 2.500 22.800
40.00 35.00 15.00 75.00 -60.00 12.700 1.290 20.800 4.600 14.900 2.200 2.500 22.800
40.00 40.00 15.00 75.00 -60.00 12.700 1.290 20.800 4.600 14.900 2.200 2.500 22.800
5.00 5.00 15.00 65.00 -50.00 12.200 0.560 10.300 21.500 17.700 1.730 17.200 8.300
5.00 10.00 15.00 65.00 -50.00 19.100 1.070 20.800 4.600 14.900 2.080 17.200 22.800
5.00 15.00 15.00 65.00 -50.00 17.900 1.310 14.400 4.600 14.900 2.200 3.100 22.800
5.00 20.00 15.00 65.00 -50.00 18.400 1.520 14.300 7.400 5.800 0.840 17.600 0.100
5.00 25.00 15.00 65.00 -50.00 19.100 1.520 10.300 13.700 5.800 0.840 19.600 0.100
5.00 30.00 15.00 65.00 -50.00 19.100 1.520 10.300 13.700 5.800 0.840 19.600 0.100
5.00 35.00 15.00 65.00 -50.00 19.100 1.520 10.300 13.700 5.800 0.840 19.600 0.100
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5.00 40.00 15.00 65.00 -50.00 19.100 1.520 10.300 13.700 5.800 0.840 19.600 0.100
10.00 5.00 15.00 65.00 -50.00 22.100 1.290 23.100 4.900 5.800 1.020 2.500 22.800
10.00 10.00 15.00 65.00 -50.00 14.900 1.290 10.300 4.100 5.800 1.020 2.500 22.800
10.00 15.00 15.00 65.00 -50.00 12.200 0.700 13.600 8.400 23.000 0.370 18.100 8.300
10.00 20.00 15.00 65.00 -50.00 17.900 1.310 14.400 4.600 14.900 1.020 2.500 22.800
10.00 25.00 15.00 65.00 -50.00 17.900 1.070 18.500 16.600 23.000 1.020 2.500 10.900
10.00 30.00 15.00 65.00 -50.00 17.900 1.070 18.500 16.600 23.000 1.020 2.500 10.900
10.00 35.00 15.00 65.00 -50.00 17.900 1.070 18.500 16.600 23.000 1.020 2.500 10.900
10.00 40.00 15.00 65.00 -50.00 17.900 1.070 18.500 16.600 23.000 1.020 2.500 10.900
15.00 5.00 15.00 65.00 -50.00 12.200 0.100 1.800 13.200 17.200 2.080 18.100 5.700
15.00 10.00 15.00 65.00 -50.00 19.100 1.310 17.100 4.900 2.400 0.030 2.500 11.500
15.00 15.00 15.00 65.00 -50.00 18.400 1.520 14.400 4.900 5.800 1.020 2.500 22.800
15.00 20.00 15.00 65.00 -50.00 18.400 1.310 14.400 4.900 5.800 1.020 2.500 22.800
15.00 25.00 15.00 65.00 -50.00 12.200 0.560 10.300 13.700 10.400 2.200 3.100 10.700
15.00 30.00 15.00 65.00 -50.00 12.200 0.560 10.300 13.700 10.400 2.200 3.100 10.700
15.00 35.00 15.00 65.00 -50.00 12.200 0.560 10.300 13.700 10.400 2.200 3.100 10.700
15.00 40.00 15.00 65.00 -50.00 12.200 0.560 10.300 13.700 10.400 2.200 3.100 10.700
20.00 5.00 15.00 65.00 -50.00 14.900 0.160 13.600 4.100 21.600 2.310 23.200 8.300
20.00 10.00 15.00 65.00 -50.00 12.200 1.520 7.300 7.400 19.100 0.840 2.500 0.100
20.00 15.00 15.00 65.00 -50.00 14.900 1.520 7.300 4.100 8.900 0.840 19.600 0.100
20.00 20.00 15.00 65.00 -50.00 12.700 1.570 7.300 4.600 14.900 1.020 2.500 22.800
20.00 25.00 15.00 65.00 -50.00 18.400 1.310 7.300 4.600 14.900 1.020 17.600 22.800
20.00 30.00 15.00 65.00 -50.00 18.400 1.310 7.300 4.600 14.900 1.020 17.600 22.800
20.00 35.00 15.00 65.00 -50.00 18.400 1.310 7.300 4.600 14.900 1.020 17.600 22.800
20.00 40.00 15.00 65.00 -50.00 18.400 1.310 7.300 4.600 14.900 1.020 17.600 22.800
25.00 5.00 15.00 65.00 -50.00 15.400 0.700 14.300 7.400 11.500 2.080 6.800 5.700
25.00 10.00 15.00 65.00 -50.00 18.400 1.520 13.600 4.600 14.900 0.840 2.500 0.100
25.00 15.00 15.00 65.00 -50.00 14.900 0.100 10.300 4.100 19.100 2.310 2.500 9.800
25.00 20.00 15.00 65.00 -50.00 15.400 0.700 20.800 12.200 17.700 0.780 17.200 4.300
25.00 25.00 15.00 65.00 -50.00 17.900 1.290 14.400 16.500 19.600 1.730 10.400 8.300
25.00 30.00 15.00 65.00 -50.00 22.100 1.520 10.300 17.500 5.800 0.840 2.500 0.100
25.00 35.00 15.00 65.00 -50.00 22.100 1.520 10.300 17.500 5.800 0.840 2.500 0.100
25.00 40.00 15.00 65.00 -50.00 22.100 1.520 10.300 17.500 5.800 0.840 2.500 0.100
30.00 5.00 15.00 65.00 -50.00 12.200 1.520 7.300 7.300 16.100 0.840 2.500 0.100
30.00 10.00 15.00 65.00 -50.00 14.900 1.520 7.300 4.100 5.800 0.840 2.500 0.100
30.00 15.00 15.00 65.00 -50.00 14.900 1.520 10.300 4.100 5.800 0.840 2.500 0.100
30.00 20.00 15.00 65.00 -50.00 12.200 1.520 7.300 4.900 5.800 0.840 2.500 0.100
30.00 25.00 15.00 65.00 -50.00 13.700 1.070 13.600 8.400 5.800 1.730 2.500 8.300
30.00 30.00 15.00 65.00 -50.00 13.700 1.070 13.600 8.400 5.800 1.730 2.500 8.300
30.00 35.00 15.00 65.00 -50.00 13.700 1.070 13.600 8.400 5.800 1.730 2.500 8.300
30.00 40.00 15.00 65.00 -50.00 13.700 1.070 13.600 8.400 5.800 1.730 2.500 8.300
35.00 5.00 15.00 65.00 -50.00 22.100 1.070 23.100 4.900 17.200 1.170 17.200 8.300
35.00 10.00 15.00 65.00 -50.00 13.700 1.070 18.500 7.300 19.100 1.170 2.500 10.200
35.00 15.00 15.00 65.00 -50.00 12.700 1.520 10.300 4.600 14.900 0.840 2.500 0.100
35.00 20.00 15.00 65.00 -50.00 13.700 1.290 14.400 4.900 17.700 2.200 12.700 10.700
35.00 25.00 15.00 65.00 -50.00 14.400 1.570 10.300 4.600 14.900 2.080 2.500 22.800
35.00 30.00 15.00 65.00 -50.00 14.400 1.570 10.300 4.600 14.900 2.080 2.500 22.800
35.00 35.00 15.00 65.00 -50.00 14.400 1.570 10.300 4.600 14.900 2.080 2.500 22.800
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35.00 40.00 15.00 65.00 -50.00 14.400 1.570 10.300 4.600 14.900 2.080 2.500 22.800
40.00 5.00 15.00 65.00 -50.00 19.100 1.520 18.500 4.900 19.100 0.840 2.500 0.100
40.00 10.00 15.00 65.00 -50.00 22.100 1.570 20.800 4.900 16.100 1.730 4.300 4.300
40.00 15.00 15.00 65.00 -50.00 18.400 1.570 20.800 4.900 22.600 0.030 2.500 22.800
40.00 20.00 15.00 65.00 -50.00 22.100 1.520 18.200 4.900 5.800 0.840 2.500 0.100
40.00 25.00 15.00 65.00 -50.00 14.900 1.520 20.800 4.100 5.800 0.840 2.500 0.100
40.00 30.00 15.00 65.00 -50.00 14.900 1.520 20.800 4.100 5.800 0.840 2.500 0.100
40.00 35.00 15.00 65.00 -50.00 14.900 1.520 20.800 4.100 5.800 0.840 2.500 0.100
40.00 40.00 15.00 65.00 -50.00 14.900 1.520 20.800 4.100 5.800 0.840 2.500 0.100
5.00 5.00 15.00 55.00 -40.00 19.100 1.290 17.100 4.900 5.800 1.020 2.500 22.800
5.00 10.00 15.00 55.00 -40.00 14.400 1.290 10.300 4.600 14.900 1.020 2.500 22.800
5.00 15.00 15.00 55.00 -40.00 12.700 1.520 10.300 4.600 14.900 0.840 19.600 0.100
5.00 20.00 15.00 55.00 -40.00 13.700 1.290 18.500 4.600 14.900 1.170 17.200 8.300
5.00 25.00 15.00 55.00 -40.00 22.200 1.070 5.800 6.300 5.800 1.020 2.500 22.800
5.00 30.00 15.00 55.00 -40.00 22.200 1.070 5.800 6.300 5.800 1.020 2.500 22.800
5.00 35.00 15.00 55.00 -40.00 22.200 1.070 5.800 6.300 5.800 1.020 2.500 22.800
5.00 40.00 15.00 55.00 -40.00 22.200 1.070 5.800 6.300 5.800 1.020 2.500 22.800
10.00 5.00 15.00 55.00 -40.00 17.900 1.310 14.400 4.600 14.900 1.020 2.500 22.800
10.00 10.00 15.00 55.00 -40.00 12.200 1.290 7.300 4.900 16.100 1.730 2.500 8.300
10.00 15.00 15.00 55.00 -40.00 17.900 1.070 18.500 4.900 3.800 1.170 18.100 10.200
10.00 20.00 15.00 55.00 -40.00 17.900 1.310 14.400 4.600 14.900 1.020 2.500 22.800
10.00 25.00 15.00 55.00 -40.00 17.600 0.560 18.200 6.200 19.100 2.080 2.500 5.700
10.00 30.00 15.00 55.00 -40.00 17.600 0.560 18.200 6.200 19.100 2.080 2.500 5.700
10.00 35.00 15.00 55.00 -40.00 17.600 0.560 18.200 6.200 19.100 2.080 2.500 5.700
10.00 40.00 15.00 55.00 -40.00 17.600 0.560 18.200 6.200 19.100 2.080 2.500 5.700
15.00 5.00 15.00 55.00 -40.00 12.700 0.700 7.300 4.600 14.900 2.080 2.500 22.800
15.00 10.00 15.00 55.00 -40.00 18.400 1.520 14.300 7.400 5.800 0.840 2.500 0.100
15.00 15.00 15.00 55.00 -40.00 19.100 2.180 14.300 13.200 5.800 2.080 2.500 4.300
15.00 20.00 15.00 55.00 -40.00 19.100 1.520 14.400 4.900 5.800 1.020 2.500 22.800
15.00 25.00 15.00 55.00 -40.00 13.700 1.290 10.700 6.300 5.800 1.020 2.500 22.800
15.00 30.00 15.00 55.00 -40.00 13.700 1.290 10.700 6.300 5.800 1.020 2.500 22.800
15.00 35.00 15.00 55.00 -40.00 13.700 1.290 10.700 6.300 5.800 1.020 2.500 22.800
15.00 40.00 15.00 55.00 -40.00 13.700 1.290 10.700 6.300 5.800 1.020 2.500 22.800
20.00 5.00 15.00 55.00 -40.00 14.900 0.160 4.200 4.100 17.200 1.150 22.000 10.200
20.00 10.00 15.00 55.00 -40.00 18.400 1.520 14.300 7.400 5.800 0.840 2.500 0.100
20.00 15.00 15.00 55.00 -40.00 9.000 0.700 7.300 4.900 19.100 0.370 2.500 11.500
20.00 20.00 15.00 55.00 -40.00 12.200 1.520 7.300 4.900 5.800 1.020 2.500 22.800
20.00 25.00 15.00 55.00 -40.00 18.400 1.520 7.300 13.200 7.200 0.840 2.500 0.100
20.00 30.00 15.00 55.00 -40.00 18.400 1.520 7.300 13.200 7.200 0.840 2.500 0.100
20.00 35.00 15.00 55.00 -40.00 18.400 1.520 7.300 13.200 7.200 0.840 2.500 0.100
20.00 40.00 15.00 55.00 -40.00 18.400 1.520 7.300 13.200 7.200 0.840 2.500 0.100
25.00 5.00 15.00 55.00 -40.00 18.400 1.520 13.600 7.400 5.800 0.840 2.500 0.100
25.00 10.00 15.00 55.00 -40.00 14.900 1.520 7.300 4.100 14.900 0.840 2.500 0.100
25.00 15.00 15.00 55.00 -40.00 14.900 0.100 10.300 4.100 23.000 2.080 17.200 11.500
25.00 20.00 15.00 55.00 -40.00 7.800 0.160 1.800 6.200 17.200 2.310 11.500 9.200
25.00 25.00 15.00 55.00 -40.00 12.200 0.560 14.400 16.600 19.100 1.730 12.700 8.300
25.00 30.00 15.00 55.00 -40.00 14.900 0.700 13.600 4.100 17.700 1.990 18.800 8.300
25.00 35.00 15.00 55.00 -40.00 14.900 0.700 13.600 4.100 17.700 1.990 18.800 8.300
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25.00 40.00 15.00 55.00 -40.00 14.900 0.700 13.600 4.100 17.700 1.990 18.800 8.300
30.00 5.00 15.00 55.00 -40.00 17.900 1.570 14.400 16.600 22.600 0.500 10.400 8.300
30.00 10.00 15.00 55.00 -40.00 9.000 1.310 4.200 4.600 14.900 1.990 6.800 22.800
30.00 15.00 15.00 55.00 -40.00 14.900 0.560 4.200 4.100 8.900 1.990 6.800 5.700
30.00 20.00 15.00 55.00 -40.00 12.200 1.520 7.300 4.900 5.800 0.840 2.500 0.100
30.00 25.00 15.00 55.00 -40.00 12.200 0.700 4.200 4.600 14.900 2.080 17.200 11.500
30.00 30.00 15.00 55.00 -40.00 12.200 0.560 13.600 4.900 20.700 1.730 17.200 8.300
30.00 35.00 15.00 55.00 -40.00 12.200 0.700 4.200 4.600 14.900 2.080 17.200 11.500
30.00 40.00 15.00 55.00 -40.00 12.200 0.700 4.200 4.600 14.900 2.080 17.200 11.500
35.00 5.00 15.00 55.00 -40.00 22.100 1.310 23.100 4.900 7.200 0.500 3.100 9.800
35.00 10.00 15.00 55.00 -40.00 22.100 1.520 20.800 4.900 17.700 0.840 19.600 0.100
35.00 15.00 15.00 55.00 -40.00 13.700 1.070 13.600 4.900 17.700 1.730 3.100 8.300
35.00 20.00 15.00 55.00 -40.00 22.100 1.520 20.800 4.600 14.900 0.840 2.500 0.100
35.00 25.00 15.00 55.00 -40.00 14.900 2.180 18.500 4.100 14.900 1.150 2.500 22.800
35.00 30.00 15.00 55.00 -40.00 14.900 2.180 18.500 4.100 14.900 1.150 2.500 22.800
35.00 35.00 15.00 55.00 -40.00 14.900 2.180 18.500 4.100 14.900 1.150 2.500 22.800
35.00 40.00 15.00 55.00 -40.00 14.900 2.180 18.500 4.100 14.900 1.150 2.500 22.800
40.00 5.00 15.00 55.00 -40.00 9.100 1.290 18.500 8.400 5.500 0.750 10.400 8.300
40.00 10.00 15.00 55.00 -40.00 17.900 2.180 17.100 16.600 2.400 1.730 2.500 10.200
40.00 15.00 15.00 55.00 -40.00 14.900 1.570 20.800 4.100 20.700 1.020 17.600 22.800
40.00 20.00 15.00 55.00 -40.00 14.900 1.520 18.200 4.100 14.900 0.840 2.500 0.100
40.00 25.00 15.00 55.00 -40.00 14.900 1.520 20.800 4.100 5.800 0.840 2.500 0.100
40.00 30.00 15.00 55.00 -40.00 14.900 1.520 20.800 4.100 5.800 0.840 2.500 0.100
40.00 35.00 15.00 55.00 -40.00 14.900 1.520 20.800 4.100 5.800 0.840 2.500 0.100
40.00 40.00 15.00 55.00 -40.00 14.900 1.520 20.800 4.100 5.800 0.840 2.500 0.100
5.00 5.00 15.00 45.00 -30.00 17.900 1.310 14.400 4.600 14.900 1.020 2.500 10.900
5.00 10.00 15.00 45.00 -30.00 18.400 1.520 14.300 7.300 23.000 0.840 2.500 0.100
5.00 15.00 15.00 45.00 -30.00 18.400 1.520 14.300 7.400 5.800 0.840 17.600 0.100
5.00 20.00 15.00 45.00 -30.00 18.400 1.520 10.700 4.600 14.900 0.840 2.500 22.800
5.00 25.00 15.00 45.00 -30.00 12.200 1.520 7.300 13.200 5.800 0.840 19.600 0.100
5.00 30.00 15.00 45.00 -30.00 12.200 1.520 7.300 13.200 5.800 0.840 19.600 0.100
5.00 35.00 15.00 45.00 -30.00 12.200 1.520 7.300 13.200 5.800 0.840 19.600 0.100
5.00 40.00 15.00 45.00 -30.00 12.200 1.520 7.300 13.200 5.800 0.840 19.600 0.100
10.00 5.00 15.00 45.00 -30.00 17.900 1.310 14.400 4.600 14.900 1.020 2.500 22.800
10.00 10.00 15.00 45.00 -30.00 22.100 1.520 20.800 13.200 5.800 0.840 2.500 0.100
10.00 15.00 15.00 45.00 -30.00 22.100 1.520 20.800 4.900 19.100 0.840 19.600 0.100
10.00 20.00 15.00 45.00 -30.00 18.400 1.520 14.400 4.600 14.900 0.840 17.600 0.100
10.00 25.00 15.00 45.00 -30.00 14.900 0.560 7.300 4.100 14.900 1.020 2.500 22.800
10.00 30.00 15.00 45.00 -30.00 14.900 0.560 7.300 4.100 14.900 1.020 2.500 22.800
10.00 35.00 15.00 45.00 -30.00 14.900 0.560 7.300 4.100 14.900 1.020 2.500 22.800
10.00 40.00 15.00 45.00 -30.00 14.900 0.560 7.300 4.100 14.900 1.020 2.500 22.800
15.00 5.00 15.00 45.00 -30.00 18.400 1.520 14.300 7.400 5.800 0.840 2.500 0.100
15.00 10.00 15.00 45.00 -30.00 17.900 1.570 14.400 16.500 17.200 2.080 2.500 10.200
15.00 15.00 15.00 45.00 -30.00 14.400 1.520 14.300 7.500 5.800 0.840 2.500 0.100
15.00 20.00 15.00 45.00 -30.00 18.400 1.520 14.300 7.400 5.800 0.840 17.600 0.100
15.00 25.00 15.00 45.00 -30.00 12.200 0.560 14.400 4.600 14.900 0.510 3.100 22.800
15.00 30.00 15.00 45.00 -30.00 12.200 0.560 14.400 4.600 14.900 0.510 3.100 22.800
15.00 35.00 15.00 45.00 -30.00 12.200 0.560 14.400 4.600 14.900 0.510 3.100 22.800
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15.00 40.00 15.00 45.00 -30.00 12.200 0.560 14.400 4.600 14.900 0.510 3.100 22.800
20.00 5.00 15.00 45.00 -30.00 14.900 0.100 13.600 4.100 21.600 2.310 3.100 8.300
20.00 10.00 15.00 45.00 -30.00 12.200 1.520 7.300 4.600 14.900 0.840 2.500 0.100
20.00 15.00 15.00 45.00 -30.00 9.000 0.700 7.300 4.900 17.200 2.080 11.500 22.800
20.00 20.00 15.00 45.00 -30.00 22.100 1.310 23.100 4.600 14.900 1.020 2.500 22.800
20.00 25.00 15.00 45.00 -30.00 12.700 0.560 10.300 13.700 23.000 2.080 2.500 4.300
20.00 30.00 15.00 45.00 -30.00 12.700 0.560 10.300 13.700 23.000 2.080 2.500 4.300
20.00 35.00 15.00 45.00 -30.00 12.700 0.560 10.300 13.700 23.000 2.080 2.500 4.300
20.00 40.00 15.00 45.00 -30.00 12.700 0.560 10.300 13.700 23.000 2.080 2.500 4.300
25.00 5.00 15.00 45.00 -30.00 18.400 1.520 13.600 4.600 14.900 0.840 2.500 0.100
25.00 10.00 15.00 45.00 -30.00 15.400 1.520 10.700 13.200 5.800 0.840 2.500 0.100
25.00 15.00 15.00 45.00 -30.00 19.100 1.520 14.400 4.600 14.900 0.840 2.500 0.100
25.00 20.00 15.00 45.00 -30.00 18.400 0.100 4.200 17.500 17.200 2.310 17.600 5.700
25.00 25.00 15.00 45.00 -30.00 17.600 1.070 7.300 6.300 19.100 1.020 2.500 10.900
25.00 30.00 15.00 45.00 -30.00 17.600 1.070 7.300 6.300 19.100 1.020 2.500 10.900
25.00 35.00 15.00 45.00 -30.00 17.600 1.070 7.300 6.300 19.100 1.020 2.500 10.900
25.00 40.00 15.00 45.00 -30.00 17.600 1.070 7.300 6.300 19.100 1.020 2.500 10.900
30.00 5.00 15.00 45.00 -30.00 17.900 1.290 14.400 13.200 17.200 1.730 12.700 8.300
30.00 10.00 15.00 45.00 -30.00 17.900 1.520 14.300 7.500 5.800 0.840 2.500 0.100
30.00 15.00 15.00 45.00 -30.00 18.400 1.520 14.300 7.500 5.800 0.840 2.500 0.100
30.00 20.00 15.00 45.00 -30.00 18.400 1.520 14.300 4.600 14.900 0.840 2.500 0.100
30.00 25.00 15.00 45.00 -30.00 13.700 1.290 14.300 21.700 12.400 1.730 2.500 8.300
30.00 30.00 15.00 45.00 -30.00 13.700 1.290 14.300 21.700 12.400 1.730 2.500 8.300
30.00 35.00 15.00 45.00 -30.00 13.700 1.290 14.300 21.700 12.400 1.730 2.500 8.300
30.00 40.00 15.00 45.00 -30.00 13.700 1.290 14.300 21.700 12.400 1.730 2.500 8.300
35.00 5.00 15.00 45.00 -30.00 17.900 1.570 10.700 7.300 20.700 1.730 17.200 11.500
35.00 10.00 15.00 45.00 -30.00 15.400 1.070 7.300 6.400 11.500 1.990 13.700 8.300
35.00 15.00 15.00 45.00 -30.00 13.700 1.520 13.600 4.600 14.900 0.840 2.500 0.100
35.00 20.00 15.00 45.00 -30.00 9.100 1.070 14.400 16.600 2.400 1.150 10.400 8.300
35.00 25.00 15.00 45.00 -30.00 15.400 1.520 10.300 4.600 14.900 0.840 2.500 22.800
35.00 30.00 15.00 45.00 -30.00 15.400 1.520 10.300 4.600 14.900 0.840 2.500 22.800
35.00 35.00 15.00 45.00 -30.00 15.400 1.520 10.300 4.600 14.900 0.840 2.500 22.800
35.00 40.00 15.00 45.00 -30.00 15.400 1.520 10.300 4.600 14.900 0.840 2.500 22.800
40.00 5.00 15.00 45.00 -30.00 22.100 2.180 18.200 4.900 4.300 2.080 10.400 20.700
40.00 10.00 15.00 45.00 -30.00 22.100 1.570 20.800 4.900 19.100 0.500 3.100 4.300
40.00 15.00 15.00 45.00 -30.00 22.100 1.570 18.200 4.900 17.700 2.080 17.200 11.500
40.00 20.00 15.00 45.00 -30.00 19.100 2.180 18.500 4.900 22.600 2.080 11.500 11.500
40.00 25.00 15.00 45.00 -30.00 14.900 1.520 20.800 4.100 5.800 0.840 2.500 0.100
40.00 30.00 15.00 45.00 -30.00 14.900 1.520 20.800 4.100 5.800 0.840 2.500 0.100
40.00 35.00 15.00 45.00 -30.00 14.900 1.520 20.800 4.100 5.800 0.840 2.500 0.100
40.00 40.00 15.00 45.00 -30.00 14.900 1.520 18.200 4.100 14.900 0.840 2.500 0.100
5.00 5.00 15.00 35.00 -20.00 12.200 1.520 7.300 4.900 5.800 0.840 2.500 0.100
5.00 10.00 15.00 35.00 -20.00 19.100 1.290 17.100 4.600 14.900 2.080 2.500 22.800
5.00 15.00 15.00 35.00 -20.00 12.200 1.290 7.300 4.600 14.900 0.370 11.500 22.800
5.00 20.00 15.00 35.00 -20.00 15.400 1.290 10.300 7.400 5.800 2.080 2.500 22.800
5.00 25.00 15.00 35.00 -20.00 18.400 1.520 5.800 12.200 4.300 0.840 17.600 0.100
5.00 30.00 15.00 35.00 -20.00 18.400 1.520 5.800 12.200 4.300 0.840 17.600 0.100
5.00 35.00 15.00 35.00 -20.00 18.400 1.520 5.800 12.200 4.300 0.840 17.600 0.100
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5.00 40.00 15.00 35.00 -20.00 18.400 1.520 5.800 12.200 4.300 0.840 17.600 0.100
10.00 5.00 15.00 35.00 -20.00 17.900 1.310 14.400 4.600 14.900 1.020 2.500 22.800
10.00 10.00 15.00 35.00 -20.00 22.100 1.520 20.800 4.600 14.900 0.840 2.500 0.100
10.00 15.00 15.00 35.00 -20.00 14.400 1.520 10.700 7.400 7.900 0.840 2.500 0.100
10.00 20.00 15.00 35.00 -20.00 18.400 1.520 14.300 7.500 4.300 0.840 2.500 0.100
10.00 25.00 15.00 35.00 -20.00 14.400 0.560 7.300 7.300 17.200 2.200 22.000 10.700
10.00 30.00 15.00 35.00 -20.00 14.400 0.560 7.300 7.300 17.200 2.200 22.000 10.700
10.00 35.00 15.00 35.00 -20.00 14.400 0.560 7.300 7.300 17.200 2.200 22.000 10.700
10.00 40.00 15.00 35.00 -20.00 14.400 0.560 7.300 7.300 17.200 2.200 22.000 10.700
15.00 5.00 15.00 35.00 -20.00 18.400 1.520 14.300 7.500 5.800 0.840 2.500 0.100
15.00 10.00 15.00 35.00 -20.00 17.900 1.520 14.400 16.500 5.800 0.840 2.500 0.100
15.00 15.00 15.00 35.00 -20.00 13.700 1.310 10.700 4.600 14.900 1.730 3.100 22.800
15.00 20.00 15.00 35.00 -20.00 19.100 1.290 17.100 4.600 14.900 1.020 2.500 22.800
15.00 25.00 15.00 35.00 -20.00 14.400 0.560 14.400 6.300 5.800 1.020 2.500 22.800
15.00 30.00 15.00 35.00 -20.00 14.400 0.560 14.400 6.300 5.800 1.020 2.500 22.800
15.00 35.00 15.00 35.00 -20.00 14.400 0.560 14.400 6.300 5.800 1.020 2.500 22.800
15.00 40.00 15.00 35.00 -20.00 14.400 0.560 14.400 6.300 5.800 1.020 2.500 22.800
20.00 5.00 15.00 35.00 -20.00 14.400 1.520 7.300 7.400 7.900 0.840 2.500 0.100
20.00 10.00 15.00 35.00 -20.00 12.200 1.520 7.300 4.900 5.800 0.840 2.500 0.100
20.00 15.00 15.00 35.00 -20.00 12.200 0.700 4.200 6.200 16.100 2.080 22.000 5.700
20.00 20.00 15.00 35.00 -20.00 12.200 1.310 7.300 4.900 5.800 1.020 2.500 22.800
20.00 25.00 15.00 35.00 -20.00 12.700 0.560 4.200 6.200 8.900 1.150 2.500 5.700
20.00 30.00 15.00 35.00 -20.00 12.700 0.560 4.200 6.200 8.900 1.150 2.500 5.700
20.00 35.00 15.00 35.00 -20.00 12.700 0.560 4.200 6.200 8.900 1.150 2.500 5.700
20.00 40.00 15.00 35.00 -20.00 12.700 0.560 4.200 6.200 8.900 1.150 2.500 5.700
25.00 5.00 15.00 35.00 -20.00 13.700 1.520 10.300 13.200 5.800 0.840 2.500 0.100
25.00 10.00 15.00 35.00 -20.00 18.400 1.520 14.400 13.200 5.800 0.840 2.500 0.100
25.00 15.00 15.00 35.00 -20.00 12.200 1.520 7.300 7.400 5.800 0.840 2.500 0.100
25.00 20.00 15.00 35.00 -20.00 15.400 1.520 10.700 13.200 5.800 0.840 2.500 0.100
25.00 25.00 15.00 35.00 -20.00 12.200 0.700 14.400 21.500 17.200 1.170 18.100 8.300
25.00 30.00 15.00 35.00 -20.00 12.200 0.700 14.400 21.500 17.200 1.170 18.100 8.300
25.00 35.00 15.00 35.00 -20.00 12.200 0.700 14.400 21.500 17.200 1.170 18.100 8.300
25.00 40.00 15.00 35.00 -20.00 12.200 0.700 14.400 21.500 17.200 1.170 18.100 8.300
30.00 5.00 15.00 35.00 -20.00 14.900 1.520 7.300 4.100 5.800 0.840 2.500 0.100
30.00 10.00 15.00 35.00 -20.00 14.900 0.700 4.200 4.100 11.500 1.990 17.200 9.200
30.00 15.00 15.00 35.00 -20.00 14.900 1.310 13.600 4.100 17.700 2.080 10.400 8.300
30.00 20.00 15.00 35.00 -20.00 18.400 1.520 14.400 13.200 5.800 0.840 2.500 0.100
30.00 25.00 15.00 35.00 -20.00 12.200 0.700 10.700 4.600 14.900 2.310 11.500 10.200
30.00 30.00 15.00 35.00 -20.00 12.200 0.560 13.600 4.900 20.700 1.730 10.400 9.800
30.00 35.00 15.00 35.00 -20.00 12.200 0.700 10.700 4.600 14.900 2.310 11.500 10.200
30.00 40.00 15.00 35.00 -20.00 12.200 0.700 10.700 4.600 14.900 2.310 11.500 10.200
35.00 5.00 15.00 35.00 -20.00 17.900 1.570 10.700 4.900 7.200 0.500 3.100 11.100
35.00 10.00 15.00 35.00 -20.00 17.900 1.310 10.300 4.900 10.400 1.730 3.100 9.800
35.00 15.00 15.00 35.00 -20.00 17.600 1.520 20.800 6.300 5.800 0.840 2.500 11.500
35.00 20.00 15.00 35.00 -20.00 18.400 1.290 10.700 6.300 19.100 1.020 17.600 10.900
35.00 25.00 15.00 35.00 -20.00 14.900 1.570 7.300 4.100 14.900 1.150 2.500 22.800
35.00 30.00 15.00 35.00 -20.00 14.900 1.570 7.300 4.100 14.900 1.150 2.500 22.800
35.00 35.00 15.00 35.00 -20.00 14.900 1.570 7.300 4.100 14.900 1.150 2.500 22.800
 
 109 
35.00 40.00 15.00 35.00 -20.00 14.900 1.570 7.300 4.100 14.900 1.150 2.500 22.800
40.00 5.00 15.00 35.00 -20.00 22.200 1.570 5.800 4.600 14.900 1.150 16.300 22.800
40.00 10.00 15.00 35.00 -20.00 22.100 1.570 18.200 4.900 19.100 2.080 12.700 8.300
40.00 15.00 15.00 35.00 -20.00 17.900 1.520 18.500 4.900 5.800 0.840 2.500 0.100
40.00 20.00 15.00 35.00 -20.00 14.900 2.180 20.800 4.100 17.200 1.020 17.200 22.800
40.00 25.00 15.00 35.00 -20.00 14.900 2.180 20.800 4.100 23.000 0.370 2.500 22.800
40.00 30.00 15.00 35.00 -20.00 14.900 2.180 20.800 4.100 23.000 0.370 2.500 22.800
40.00 35.00 15.00 35.00 -20.00 14.900 2.180 20.800 4.100 23.000 0.370 2.500 22.800
40.00 40.00 15.00 35.00 -20.00 14.900 2.180 20.800 4.100 23.000 0.370 2.500 22.800
5.00 5.00 15.00 25.00 -10.00 12.200 1.290 7.300 4.600 14.900 1.020 4.300 22.800
5.00 10.00 15.00 25.00 -10.00 18.400 1.520 14.300 7.400 5.800 0.840 2.500 0.100
5.00 15.00 15.00 25.00 -10.00 12.200 1.070 7.300 4.600 14.900 2.200 2.500 22.800
5.00 20.00 15.00 25.00 -10.00 14.900 1.070 14.300 4.100 23.000 0.370 1.900 10.700
5.00 25.00 15.00 25.00 -10.00 22.200 1.520 5.800 13.200 5.800 0.840 19.600 0.100
5.00 30.00 15.00 25.00 -10.00 22.200 1.520 5.800 13.200 5.800 0.840 19.600 0.100
5.00 35.00 15.00 25.00 -10.00 22.200 1.520 5.800 13.200 5.800 0.840 19.600 0.100
5.00 40.00 15.00 25.00 -10.00 22.200 1.520 5.800 13.200 5.800 0.840 19.600 0.100
10.00 5.00 15.00 25.00 -10.00 18.400 1.520 14.300 7.400 14.900 0.840 2.500 0.100
10.00 10.00 15.00 25.00 -10.00 14.900 1.520 10.300 4.100 5.800 0.840 2.500 0.100
10.00 15.00 15.00 25.00 -10.00 18.400 1.520 14.300 7.400 5.800 0.840 17.600 0.100
10.00 20.00 15.00 25.00 -10.00 19.100 1.290 18.500 13.200 23.000 1.020 17.200 10.900
10.00 25.00 15.00 25.00 -10.00 14.400 0.560 7.300 4.900 7.900 1.150 13.700 10.200
10.00 30.00 15.00 25.00 -10.00 14.400 0.560 7.300 4.900 7.900 1.150 13.700 10.200
10.00 35.00 15.00 25.00 -10.00 14.400 0.560 7.300 4.900 7.900 1.150 13.700 10.200
10.00 40.00 15.00 25.00 -10.00 14.400 0.560 7.300 4.900 7.900 1.150 13.700 10.200
15.00 5.00 15.00 25.00 -10.00 18.400 1.520 14.300 7.400 5.800 0.840 2.500 0.100
15.00 10.00 15.00 25.00 -10.00 17.900 1.570 14.400 16.600 3.800 1.020 2.500 10.900
15.00 15.00 15.00 25.00 -10.00 17.600 1.570 14.300 4.600 14.900 0.370 18.100 4.300
15.00 20.00 15.00 25.00 -10.00 19.100 1.310 17.100 4.900 5.800 1.020 2.500 22.800
15.00 25.00 15.00 25.00 -10.00 17.900 0.700 14.400 16.600 22.600 1.170 11.500 9.200
15.00 30.00 15.00 25.00 -10.00 17.900 0.700 14.400 16.600 22.600 1.170 11.500 9.200
15.00 35.00 15.00 25.00 -10.00 17.900 0.700 14.400 16.600 22.600 1.170 11.500 9.200
15.00 40.00 15.00 25.00 -10.00 17.900 0.700 14.400 16.600 22.600 1.170 11.500 9.200
20.00 5.00 15.00 25.00 -10.00 12.200 0.700 13.600 16.500 19.100 2.080 4.300 8.300
20.00 10.00 15.00 25.00 -10.00 18.400 1.520 14.300 7.400 5.800 0.840 2.500 0.100
20.00 15.00 15.00 25.00 -10.00 15.400 1.070 14.400 6.200 11.500 1.990 10.400 8.300
20.00 20.00 15.00 25.00 -10.00 9.000 0.700 1.800 4.600 14.900 2.080 2.500 22.800
20.00 25.00 15.00 25.00 -10.00 14.900 0.700 7.300 4.100 17.200 2.310 17.600 8.300
20.00 30.00 15.00 25.00 -10.00 14.900 0.700 7.300 4.100 17.200 2.310 17.600 8.300
20.00 35.00 15.00 25.00 -10.00 14.900 0.700 7.300 4.100 17.200 2.310 17.600 8.300
20.00 40.00 15.00 25.00 -10.00 14.900 0.700 7.300 4.100 17.200 2.310 17.600 8.300
25.00 5.00 15.00 25.00 -10.00 13.700 1.310 14.400 17.500 23.000 2.080 2.500 11.500
25.00 10.00 15.00 25.00 -10.00 13.700 1.070 10.700 4.600 14.900 1.020 2.500 22.800
25.00 15.00 15.00 25.00 -10.00 12.200 1.520 7.300 7.400 5.800 0.840 2.500 0.100
25.00 20.00 15.00 25.00 -10.00 12.200 0.700 4.200 4.600 14.900 2.080 2.500 5.700
25.00 25.00 15.00 25.00 -10.00 18.400 0.560 4.200 4.600 14.900 1.730 17.600 22.800
25.00 30.00 15.00 25.00 -10.00 18.400 0.560 4.200 4.600 14.900 1.730 17.600 22.800
25.00 35.00 15.00 25.00 -10.00 18.400 0.560 4.200 4.600 14.900 1.730 17.600 22.800
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25.00 40.00 15.00 25.00 -10.00 18.400 0.560 4.200 4.600 14.900 1.730 17.600 22.800
30.00 5.00 15.00 25.00 -10.00 17.900 1.070 18.200 4.900 22.600 0.500 10.400 8.300
30.00 10.00 15.00 25.00 -10.00 18.400 1.520 14.300 7.500 5.800 0.840 2.500 0.100
30.00 15.00 15.00 25.00 -10.00 18.400 1.520 14.300 7.500 5.800 0.840 2.500 0.100
30.00 20.00 15.00 25.00 -10.00 18.400 1.520 13.600 7.400 14.900 0.840 2.500 0.100
30.00 25.00 15.00 25.00 -10.00 12.200 0.700 4.200 6.300 19.100 0.370 17.200 5.700
30.00 30.00 15.00 25.00 -10.00 13.700 1.290 13.600 16.500 2.400 1.150 10.400 8.300
30.00 35.00 15.00 25.00 -10.00 12.200 0.700 4.200 6.300 19.100 0.370 17.200 5.700
30.00 40.00 15.00 25.00 -10.00 12.200 0.700 4.200 6.300 19.100 0.370 17.200 5.700
35.00 5.00 15.00 25.00 -10.00 17.900 1.570 18.500 9.300 22.600 1.730 3.100 8.300
35.00 10.00 15.00 25.00 -10.00 17.900 1.310 13.600 4.900 20.700 1.730 3.100 10.200
35.00 15.00 15.00 25.00 -10.00 15.400 1.520 10.700 7.400 5.800 0.840 2.500 0.100
35.00 20.00 15.00 25.00 -10.00 13.700 1.070 14.400 4.900 17.700 1.730 12.700 8.300
35.00 25.00 15.00 25.00 -10.00 14.900 1.570 14.400 4.100 14.900 2.200 11.500 11.500
35.00 30.00 15.00 25.00 -10.00 14.900 1.570 14.400 4.100 14.900 2.200 11.500 11.500
35.00 35.00 15.00 25.00 -10.00 14.900 1.570 14.400 4.100 14.900 2.200 11.500 11.500
35.00 40.00 15.00 25.00 -10.00 14.900 1.570 14.400 4.100 14.900 2.200 11.500 11.500
40.00 5.00 15.00 25.00 -10.00 18.400 1.290 18.500 4.900 20.700 1.730 17.600 8.300
40.00 10.00 15.00 25.00 -10.00 18.400 1.520 18.500 4.900 5.800 0.840 2.500 0.100
40.00 15.00 15.00 25.00 -10.00 18.400 1.520 18.500 4.900 5.800 0.840 2.500 0.100
40.00 20.00 15.00 25.00 -10.00 18.400 1.520 20.800 4.900 5.800 0.840 2.500 0.100
40.00 25.00 15.00 25.00 -10.00 17.900 1.310 20.800 4.900 7.200 0.500 2.500 22.800
40.00 30.00 15.00 25.00 -10.00 17.900 1.310 20.800 4.900 7.200 0.500 2.500 22.800
40.00 35.00 15.00 25.00 -10.00 17.900 1.310 20.800 4.900 7.200 0.500 2.500 22.800
40.00 40.00 15.00 25.00 -10.00 17.900 1.310 20.800 4.900 7.200 0.500 2.500 22.800
5.00 5.00 15.00 15.00 0.00 18.400 2.180 10.300 4.900 19.100 2.080 2.500 11.500
5.00 10.00 15.00 15.00 0.00 17.600 2.180 10.300 4.900 17.700 1.170 11.500 9.200
5.00 15.00 15.00 15.00 0.00 22.200 1.070 5.800 7.300 17.700 1.020 11.500 10.900
5.00 20.00 15.00 15.00 0.00 3.800 0.700 1.800 13.200 12.400 2.310 12.700 9.800
5.00 25.00 15.00 15.00 0.00 22.200 0.700 5.800 6.200 17.700 0.370 16.300 11.500
5.00 30.00 15.00 15.00 0.00 22.200 0.700 5.800 6.200 17.700 0.370 16.300 11.500
5.00 35.00 15.00 15.00 0.00 22.200 0.700 5.800 6.200 17.700 0.370 16.300 11.500
5.00 40.00 15.00 15.00 0.00 22.200 0.700 5.800 6.200 17.700 0.370 16.300 11.500
10.00 5.00 15.00 15.00 0.00 17.900 1.520 14.400 16.600 5.800 0.840 2.500 0.100
10.00 10.00 15.00 15.00 0.00 19.100 1.520 17.100 4.600 14.900 0.840 2.500 0.100
10.00 15.00 15.00 15.00 0.00 18.400 1.520 14.300 7.500 5.800 0.840 17.600 0.100
10.00 20.00 15.00 15.00 0.00 18.400 1.520 14.300 13.200 5.800 0.840 17.600 0.100
10.00 25.00 15.00 15.00 0.00 14.900 0.560 5.800 4.100 4.300 0.780 2.500 22.800
10.00 30.00 15.00 15.00 0.00 14.900 0.560 5.800 4.100 4.300 0.780 2.500 22.800
10.00 35.00 15.00 15.00 0.00 14.900 0.560 5.800 4.100 4.300 0.780 2.500 22.800
10.00 40.00 15.00 15.00 0.00 14.900 0.560 5.800 4.100 4.300 0.780 2.500 22.800
15.00 5.00 15.00 15.00 0.00 18.400 1.520 14.300 4.600 14.900 0.840 2.500 0.100
15.00 10.00 15.00 15.00 0.00 17.900 1.520 14.400 16.500 5.800 0.840 2.500 0.100
15.00 15.00 15.00 15.00 0.00 17.900 1.310 17.100 4.600 14.900 1.170 18.100 4.300
15.00 20.00 15.00 15.00 0.00 19.100 1.570 14.400 4.600 14.900 1.020 2.500 22.800
15.00 25.00 15.00 15.00 0.00 17.900 1.520 14.300 7.500 5.800 0.840 2.500 0.100
15.00 30.00 15.00 15.00 0.00 17.900 1.520 14.300 7.500 5.800 0.840 2.500 0.100
15.00 35.00 15.00 15.00 0.00 17.900 1.520 14.300 7.500 5.800 0.840 2.500 0.100
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15.00 40.00 15.00 15.00 0.00 17.900 1.520 14.300 7.500 5.800 0.840 2.500 0.100
20.00 5.00 15.00 15.00 0.00 17.900 1.310 14.400 4.600 14.900 1.020 2.500 22.800
20.00 10.00 15.00 15.00 0.00 17.900 1.520 14.400 13.200 5.800 0.840 2.500 0.100
20.00 15.00 15.00 15.00 0.00 18.400 1.520 14.300 7.400 5.800 0.840 2.500 0.100
20.00 20.00 15.00 15.00 0.00 17.900 1.520 14.400 4.600 14.900 0.840 2.500 22.800
20.00 25.00 15.00 15.00 0.00 17.900 1.290 4.200 4.900 17.200 2.200 6.800 5.700
20.00 30.00 15.00 15.00 0.00 17.900 1.290 4.200 4.900 17.200 2.200 6.800 5.700
20.00 35.00 15.00 15.00 0.00 17.900 1.290 4.200 4.900 17.200 2.200 6.800 5.700
20.00 40.00 15.00 15.00 0.00 17.900 1.290 4.200 4.900 17.200 2.200 6.800 5.700
25.00 5.00 15.00 15.00 0.00 17.900 1.570 13.600 13.200 12.400 1.020 2.500 10.900
25.00 10.00 15.00 15.00 0.00 12.200 1.520 7.300 7.400 5.800 0.840 2.500 0.100
25.00 15.00 15.00 15.00 0.00 12.700 1.520 7.300 7.400 14.900 0.840 2.500 0.100
25.00 20.00 15.00 15.00 0.00 18.400 0.700 20.800 7.400 19.100 2.080 2.500 4.300
25.00 25.00 15.00 15.00 0.00 17.600 1.070 17.100 4.900 5.800 1.020 2.500 22.800
25.00 30.00 15.00 15.00 0.00 17.600 1.070 17.100 4.900 5.800 1.020 2.500 22.800
25.00 35.00 15.00 15.00 0.00 17.600 1.070 17.100 4.900 5.800 1.020 2.500 22.800
25.00 40.00 15.00 15.00 0.00 17.600 1.070 17.100 4.900 5.800 1.020 2.500 22.800
30.00 5.00 15.00 15.00 0.00 17.900 1.520 14.400 16.600 5.800 0.840 2.500 0.100
30.00 10.00 15.00 15.00 0.00 17.900 2.180 13.600 16.600 17.200 0.500 2.500 11.500
30.00 15.00 15.00 15.00 0.00 17.900 1.520 13.600 7.300 5.800 0.840 2.500 0.100
30.00 20.00 15.00 15.00 0.00 17.900 1.290 14.400 9.300 19.100 1.730 12.700 8.300
30.00 25.00 15.00 15.00 0.00 17.900 1.310 13.600 16.600 20.700 1.730 10.400 9.800
30.00 30.00 15.00 15.00 0.00 17.900 1.310 13.600 16.600 20.700 1.730 10.400 9.800
30.00 35.00 15.00 15.00 0.00 17.900 1.310 13.600 16.600 20.700 1.730 10.400 9.800
30.00 40.00 15.00 15.00 0.00 17.900 1.310 13.600 16.600 20.700 1.730 10.400 9.800
35.00 5.00 15.00 15.00 0.00 17.900 1.570 14.400 4.600 14.900 1.170 2.500 9.200
35.00 10.00 15.00 15.00 0.00 22.100 1.520 23.100 4.900 17.200 0.840 19.600 0.100
35.00 15.00 15.00 15.00 0.00 18.400 0.560 14.300 4.600 14.900 0.780 17.600 22.800
35.00 20.00 15.00 15.00 0.00 14.400 1.070 14.400 4.600 14.900 1.150 13.700 22.800
35.00 25.00 15.00 15.00 0.00 17.900 2.180 18.500 4.900 19.100 2.200 10.400 10.700
35.00 30.00 15.00 15.00 0.00 17.900 2.180 18.500 4.900 19.100 2.200 10.400 10.700
35.00 35.00 15.00 15.00 0.00 17.900 2.180 18.500 4.900 19.100 2.200 10.400 10.700
35.00 40.00 15.00 15.00 0.00 17.900 2.180 18.500 4.900 19.100 2.200 10.400 10.700
40.00 5.00 15.00 15.00 0.00 22.100 2.180 23.100 4.600 14.900 0.370 11.500 22.800
40.00 10.00 15.00 15.00 0.00 18.400 2.180 20.800 4.900 4.300 1.170 17.600 20.700
40.00 15.00 15.00 15.00 0.00 18.400 1.520 18.500 4.600 14.900 0.840 2.500 0.100
40.00 20.00 15.00 15.00 0.00 14.900 1.570 20.800 4.100 19.100 1.730 17.200 4.300
40.00 25.00 15.00 15.00 0.00 14.900 1.520 20.800 4.100 5.800 0.840 2.500 0.100
40.00 30.00 15.00 15.00 0.00 14.900 1.520 20.800 4.100 5.800 0.840 2.500 0.100
40.00 35.00 15.00 15.00 0.00 14.900 1.520 20.800 4.100 5.800 0.840 2.500 0.100
40.00 40.00 15.00 15.00 0.00 14.900 1.520 20.800 4.100 5.800 0.840 2.500 0.100
5.00 5.00 25.00 15.00 10.00 17.900 1.310 14.400 4.600 14.900 1.020 2.500 22.800
5.00 10.00 25.00 15.00 10.00 14.400 2.180 7.300 4.900 7.900 0.500 11.500 9.200
5.00 15.00 25.00 15.00 10.00 17.900 1.520 14.300 7.400 17.700 0.840 19.600 0.100
5.00 20.00 25.00 15.00 10.00 3.800 0.700 1.800 13.200 12.400 1.240 12.700 9.800
5.00 25.00 25.00 15.00 10.00 19.100 0.700 10.300 7.400 23.000 0.370 18.100 5.700
5.00 30.00 25.00 15.00 10.00 19.100 0.700 10.300 7.400 23.000 0.370 18.100 5.700
5.00 35.00 25.00 15.00 10.00 19.100 0.700 10.300 7.400 23.000 0.370 18.100 5.700
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5.00 40.00 25.00 15.00 10.00 19.100 0.700 10.300 7.400 23.000 0.370 18.100 5.700
10.00 5.00 25.00 15.00 10.00 12.700 0.560 18.200 4.600 14.900 1.020 2.500 22.800
10.00 10.00 25.00 15.00 10.00 12.700 1.520 7.300 4.600 14.900 0.840 2.500 0.100
10.00 15.00 25.00 15.00 10.00 14.400 1.520 10.700 13.200 5.800 0.840 2.500 0.100
10.00 20.00 25.00 15.00 10.00 14.400 1.520 10.300 7.400 5.800 0.840 19.600 0.100
10.00 25.00 25.00 15.00 10.00 12.200 0.560 18.200 16.600 22.600 0.510 10.400 8.300
10.00 30.00 25.00 15.00 10.00 12.200 0.560 18.200 16.600 22.600 0.510 10.400 8.300
10.00 35.00 25.00 15.00 10.00 12.200 0.560 18.200 16.600 22.600 0.510 10.400 8.300
10.00 40.00 25.00 15.00 10.00 12.200 0.560 18.200 16.600 22.600 0.510 10.400 8.300
15.00 5.00 25.00 15.00 10.00 12.200 0.560 17.100 12.200 5.800 0.780 2.500 22.800
15.00 10.00 25.00 15.00 10.00 18.400 1.520 14.300 7.400 5.800 0.840 17.600 0.100
15.00 15.00 25.00 15.00 10.00 14.900 1.310 4.200 4.100 8.900 1.990 6.800 5.700
15.00 20.00 25.00 15.00 10.00 14.900 1.070 14.400 4.100 5.800 1.020 2.500 22.800
15.00 25.00 25.00 15.00 10.00 18.400 1.520 14.400 4.900 5.800 0.840 17.600 0.100
15.00 30.00 25.00 15.00 10.00 18.400 1.520 14.400 4.900 5.800 0.840 17.600 0.100
15.00 35.00 25.00 15.00 10.00 18.400 1.520 14.400 4.900 5.800 0.840 17.600 0.100
15.00 40.00 25.00 15.00 10.00 18.400 1.520 14.400 4.900 5.800 0.840 17.600 0.100
20.00 5.00 25.00 15.00 10.00 12.200 0.700 13.600 12.200 19.100 2.080 2.500 11.500
20.00 10.00 25.00 15.00 10.00 17.900 1.520 14.400 13.200 5.800 0.840 2.500 0.100
20.00 15.00 25.00 15.00 10.00 18.400 1.520 10.700 16.600 5.800 0.840 17.600 0.100
20.00 20.00 25.00 15.00 10.00 18.400 1.520 14.300 7.500 5.800 0.840 17.600 0.100
20.00 25.00 25.00 15.00 10.00 12.200 0.560 13.600 4.600 14.900 0.510 4.300 22.800
20.00 30.00 25.00 15.00 10.00 12.200 0.560 13.600 4.600 14.900 0.510 4.300 22.800
20.00 35.00 25.00 15.00 10.00 12.200 0.560 13.600 4.600 14.900 0.510 4.300 22.800
20.00 40.00 25.00 15.00 10.00 12.200 0.560 13.600 4.600 14.900 0.510 4.300 22.800
25.00 5.00 25.00 15.00 10.00 19.100 1.520 14.300 4.600 14.900 0.840 2.500 0.100
25.00 10.00 25.00 15.00 10.00 19.100 1.520 14.300 4.600 14.900 0.840 2.500 0.100
25.00 15.00 25.00 15.00 10.00 13.700 1.520 10.700 13.200 5.800 0.840 19.600 0.100
25.00 20.00 25.00 15.00 10.00 14.900 1.310 13.600 4.100 19.600 2.080 11.500 9.200
25.00 25.00 25.00 15.00 10.00 12.200 0.700 4.200 4.900 5.800 1.020 2.500 22.800
25.00 30.00 25.00 15.00 10.00 12.200 0.700 4.200 4.900 5.800 1.020 2.500 22.800
25.00 35.00 25.00 15.00 10.00 12.200 0.700 4.200 4.900 5.800 1.020 2.500 22.800
25.00 40.00 25.00 15.00 10.00 12.200 0.700 4.200 4.900 5.800 1.020 2.500 22.800
30.00 5.00 25.00 15.00 10.00 17.900 1.570 13.600 16.500 5.800 1.020 2.500 10.900
30.00 10.00 25.00 15.00 10.00 17.900 1.570 14.400 17.500 23.000 0.370 2.500 11.500
30.00 15.00 25.00 15.00 10.00 17.600 1.070 7.300 6.200 17.200 2.080 22.000 10.700
30.00 20.00 25.00 15.00 10.00 14.900 2.180 7.300 4.100 19.100 1.020 2.500 22.800
30.00 25.00 25.00 15.00 10.00 15.400 1.070 14.400 6.200 17.700 1.020 11.500 10.900
30.00 30.00 25.00 15.00 10.00 15.400 1.070 14.400 6.200 17.700 1.020 11.500 10.900
30.00 35.00 25.00 15.00 10.00 15.400 1.070 14.400 6.200 17.700 1.020 11.500 10.900
30.00 40.00 25.00 15.00 10.00 15.400 1.070 14.400 6.200 17.700 1.020 11.500 10.900
35.00 5.00 25.00 15.00 10.00 12.200 0.560 18.500 4.900 20.700 1.730 10.400 8.300
35.00 10.00 25.00 15.00 10.00 17.600 2.180 7.300 4.900 7.200 2.200 2.500 11.500
35.00 15.00 25.00 15.00 10.00 12.200 0.560 13.600 4.900 17.200 2.200 4.300 10.700
35.00 20.00 25.00 15.00 10.00 19.100 1.520 13.600 4.900 5.800 0.840 2.500 0.100
35.00 25.00 25.00 15.00 10.00 17.900 1.290 18.200 4.900 17.700 2.080 12.700 10.200
35.00 30.00 25.00 15.00 10.00 17.900 1.290 18.200 4.900 17.700 2.080 12.700 10.200
35.00 35.00 25.00 15.00 10.00 17.900 1.290 18.200 4.900 17.700 2.080 12.700 10.200
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35.00 40.00 25.00 15.00 10.00 17.900 1.290 18.200 4.900 17.700 2.080 12.700 10.200
40.00 5.00 25.00 15.00 10.00 14.900 1.570 20.800 4.100 16.100 0.500 4.300 4.300
40.00 10.00 25.00 15.00 10.00 18.400 2.180 20.800 4.900 4.300 0.370 17.600 20.700
40.00 15.00 25.00 15.00 10.00 22.100 1.520 20.800 4.900 5.800 0.840 2.500 0.100
40.00 20.00 25.00 15.00 10.00 17.900 1.570 13.600 4.600 14.900 1.020 2.500 10.900
40.00 25.00 25.00 15.00 10.00 19.100 1.520 18.500 4.600 14.900 0.840 2.500 0.100
40.00 30.00 25.00 15.00 10.00 19.100 1.520 18.500 4.600 14.900 0.840 2.500 0.100
40.00 35.00 25.00 15.00 10.00 19.100 1.520 18.500 4.600 14.900 0.840 2.500 0.100
40.00 40.00 25.00 15.00 10.00 19.100 1.520 18.500 4.600 14.900 0.840 2.500 0.100
5.00 5.00 35.00 15.00 20.00 17.900 1.570 14.400 4.900 19.100 1.020 2.500 10.900
5.00 10.00 35.00 15.00 20.00 22.200 2.180 14.300 7.500 5.800 1.020 2.500 22.800
5.00 15.00 35.00 15.00 20.00 18.400 1.310 10.300 7.300 10.400 1.020 17.600 22.800
5.00 20.00 35.00 15.00 20.00 3.800 0.700 1.800 13.200 20.700 1.730 10.400 8.300
5.00 25.00 35.00 15.00 20.00 19.100 0.160 13.600 4.900 5.800 1.020 2.500 22.800
5.00 30.00 35.00 15.00 20.00 19.100 0.160 13.600 4.900 5.800 1.020 2.500 22.800
5.00 35.00 35.00 15.00 20.00 19.100 0.160 13.600 4.900 5.800 1.020 2.500 22.800
5.00 40.00 35.00 15.00 20.00 19.100 0.160 13.600 4.900 5.800 1.020 2.500 22.800
10.00 5.00 35.00 15.00 20.00 12.200 1.520 7.300 4.900 19.100 0.840 2.500 0.100
10.00 10.00 35.00 15.00 20.00 18.400 1.520 7.300 6.300 5.800 0.840 17.600 0.100
10.00 15.00 35.00 15.00 20.00 18.400 1.520 10.300 9.300 5.800 0.840 17.600 0.100
10.00 20.00 35.00 15.00 20.00 13.700 1.290 10.700 13.700 19.100 0.370 17.200 22.800
10.00 25.00 35.00 15.00 20.00 19.100 1.570 14.400 17.500 17.200 2.200 10.400 10.700
10.00 30.00 35.00 15.00 20.00 19.100 1.570 14.400 17.500 17.200 2.200 10.400 10.700
10.00 35.00 35.00 15.00 20.00 19.100 1.570 14.400 17.500 17.200 2.200 10.400 10.700
10.00 40.00 35.00 15.00 20.00 19.100 1.570 14.400 17.500 17.200 2.200 10.400 10.700
15.00 5.00 35.00 15.00 20.00 12.200 0.560 17.100 12.200 5.800 0.780 2.500 22.800
15.00 10.00 35.00 15.00 20.00 12.200 1.520 7.300 4.900 5.800 0.840 19.600 0.100
15.00 15.00 35.00 15.00 20.00 12.200 0.010 4.200 21.700 17.200 2.310 6.800 5.700
15.00 20.00 35.00 15.00 20.00 19.100 1.310 17.100 4.900 5.800 1.020 2.500 22.800
15.00 25.00 35.00 15.00 20.00 18.400 1.520 14.400 7.400 5.800 0.840 2.500 0.100
15.00 30.00 35.00 15.00 20.00 18.400 1.520 14.400 7.400 5.800 0.840 2.500 0.100
15.00 35.00 35.00 15.00 20.00 18.400 1.520 14.400 7.400 5.800 0.840 2.500 0.100
15.00 40.00 35.00 15.00 20.00 18.400 1.520 14.400 7.400 5.800 0.840 2.500 0.100
20.00 5.00 35.00 15.00 20.00 12.200 0.700 13.600 12.200 4.300 2.080 2.500 22.800
20.00 10.00 35.00 15.00 20.00 17.900 1.520 14.300 13.200 5.800 0.840 19.600 0.100
20.00 15.00 35.00 15.00 20.00 17.900 1.520 14.300 13.200 5.800 0.840 19.600 0.100
20.00 20.00 35.00 15.00 20.00 17.900 1.310 14.400 4.900 17.700 1.020 17.200 10.900
20.00 25.00 35.00 15.00 20.00 12.200 0.560 14.400 6.300 5.800 1.020 2.500 22.800
20.00 30.00 35.00 15.00 20.00 12.200 0.560 14.400 6.300 5.800 1.020 2.500 22.800
20.00 35.00 35.00 15.00 20.00 12.200 0.560 14.400 6.300 5.800 1.020 2.500 22.800
20.00 40.00 35.00 15.00 20.00 12.200 0.560 14.400 6.300 5.800 1.020 2.500 22.800
25.00 5.00 35.00 15.00 20.00 17.900 1.070 18.500 16.600 3.800 2.080 2.500 8.300
25.00 10.00 35.00 15.00 20.00 17.900 1.520 14.400 13.200 5.800 0.840 19.600 0.100
25.00 15.00 35.00 15.00 20.00 18.400 2.180 14.400 17.500 17.200 1.730 2.500 8.300
25.00 20.00 35.00 15.00 20.00 18.400 1.520 13.600 12.200 5.800 0.840 17.600 0.100
25.00 25.00 35.00 15.00 20.00 14.400 0.560 14.300 7.500 5.800 1.020 2.500 22.800
25.00 30.00 35.00 15.00 20.00 14.400 0.560 14.300 7.500 5.800 1.020 2.500 22.800
25.00 35.00 35.00 15.00 20.00 14.400 0.560 14.300 7.500 5.800 1.020 2.500 22.800
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25.00 40.00 35.00 15.00 20.00 14.400 0.560 14.300 7.500 5.800 1.020 2.500 22.800
30.00 5.00 35.00 15.00 20.00 17.900 1.570 13.600 16.500 5.800 2.080 2.500 11.500
30.00 10.00 35.00 15.00 20.00 17.900 1.570 14.400 16.600 19.100 1.020 2.500 10.900
30.00 15.00 35.00 15.00 20.00 17.900 1.570 14.400 16.600 20.700 2.080 12.700 8.300
30.00 20.00 35.00 15.00 20.00 17.900 1.070 18.500 9.300 20.700 1.730 12.700 8.300
30.00 25.00 35.00 15.00 20.00 15.400 1.520 10.300 6.400 5.800 0.840 2.500 0.100
30.00 30.00 35.00 15.00 20.00 15.400 1.520 10.300 6.400 5.800 0.840 2.500 0.100
30.00 35.00 35.00 15.00 20.00 15.400 1.520 10.300 6.400 5.800 0.840 2.500 0.100
30.00 40.00 35.00 15.00 20.00 15.400 1.520 10.300 6.400 5.800 0.840 2.500 0.100
35.00 5.00 35.00 15.00 20.00 22.100 1.070 23.100 4.900 17.700 1.170 17.200 8.300
35.00 10.00 35.00 15.00 20.00 12.200 0.560 13.600 4.600 14.900 0.510 11.500 9.200
35.00 15.00 35.00 15.00 20.00 12.700 1.520 13.600 4.900 5.800 0.840 19.600 0.100
35.00 20.00 35.00 15.00 20.00 14.900 0.100 4.200 4.100 12.400 2.310 11.500 9.200
35.00 25.00 35.00 15.00 20.00 12.700 1.520 17.100 4.900 5.800 0.840 2.500 0.100
35.00 30.00 35.00 15.00 20.00 12.700 1.520 17.100 4.900 5.800 0.840 2.500 0.100
35.00 35.00 35.00 15.00 20.00 12.700 1.520 17.100 4.900 5.800 0.840 2.500 0.100
35.00 40.00 35.00 15.00 20.00 12.700 1.520 17.100 4.900 5.800 0.840 2.500 0.100
40.00 5.00 35.00 15.00 20.00 14.900 1.290 20.800 4.100 4.300 0.370 17.600 20.700
40.00 10.00 35.00 15.00 20.00 22.100 1.310 18.200 4.900 22.600 1.730 3.100 9.800
40.00 15.00 35.00 15.00 20.00 22.100 1.520 18.200 4.900 5.800 0.840 19.600 0.100
40.00 20.00 35.00 15.00 20.00 17.900 1.310 18.500 4.900 22.600 1.150 3.100 9.800
40.00 25.00 35.00 15.00 20.00 14.900 1.520 20.800 4.100 14.900 0.840 2.500 0.100
40.00 30.00 35.00 15.00 20.00 14.900 1.520 20.800 4.100 14.900 0.840 2.500 0.100
40.00 35.00 35.00 15.00 20.00 14.900 1.520 20.800 4.100 14.900 0.840 2.500 0.100
40.00 40.00 35.00 15.00 20.00 14.900 1.520 20.800 4.100 14.900 0.840 2.500 0.100
5.00 5.00 45.00 15.00 30.00 17.900 1.570 14.400 4.600 14.900 0.370 17.200 10.200
5.00 10.00 45.00 15.00 30.00 18.400 1.570 10.300 7.400 10.400 2.080 2.500 11.500
5.00 15.00 45.00 15.00 30.00 22.100 1.290 20.800 4.600 14.900 1.020 2.500 22.800
5.00 20.00 45.00 15.00 30.00 3.800 0.700 1.800 13.200 20.700 0.510 10.400 8.300
5.00 25.00 45.00 15.00 30.00 22.100 0.560 23.100 4.900 19.100 1.020 17.200 10.900
5.00 30.00 45.00 15.00 30.00 22.100 0.560 23.100 4.900 19.100 1.020 17.200 10.900
5.00 35.00 45.00 15.00 30.00 22.100 0.560 23.100 4.900 19.100 1.020 17.200 10.900
5.00 40.00 45.00 15.00 30.00 22.100 0.560 23.100 4.900 19.100 1.020 17.200 10.900
10.00 5.00 45.00 15.00 30.00 19.100 1.070 7.300 4.600 14.900 1.020 2.500 22.800
10.00 10.00 45.00 15.00 30.00 14.900 2.180 7.300 4.100 14.900 2.080 2.500 11.500
10.00 15.00 45.00 15.00 30.00 12.700 1.520 7.300 4.600 14.900 0.840 2.500 0.100
10.00 20.00 45.00 15.00 30.00 17.900 1.570 14.400 13.200 4.300 0.780 2.500 22.800
10.00 25.00 45.00 15.00 30.00 17.600 1.070 7.300 4.900 5.800 1.020 2.500 22.800
10.00 30.00 45.00 15.00 30.00 17.600 1.070 7.300 4.900 5.800 1.020 2.500 22.800
10.00 35.00 45.00 15.00 30.00 17.600 1.070 7.300 4.900 5.800 1.020 2.500 22.800
10.00 40.00 45.00 15.00 30.00 17.600 1.070 7.300 4.900 5.800 1.020 2.500 22.800
15.00 5.00 45.00 15.00 30.00 12.200 0.560 17.100 12.200 5.800 2.080 2.500 22.800
15.00 10.00 45.00 15.00 30.00 12.200 1.520 7.300 7.400 19.100 0.840 19.600 0.100
15.00 15.00 45.00 15.00 30.00 17.900 1.520 14.300 7.500 5.800 0.840 2.500 0.100
15.00 20.00 45.00 15.00 30.00 19.100 1.070 18.500 4.600 14.900 1.020 2.500 22.800
15.00 25.00 45.00 15.00 30.00 17.900 1.070 14.400 4.900 17.700 0.370 3.100 10.700
15.00 30.00 45.00 15.00 30.00 17.900 1.070 14.400 4.900 17.700 0.370 3.100 10.700
15.00 35.00 45.00 15.00 30.00 17.900 1.070 14.400 4.900 17.700 0.370 3.100 10.700
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15.00 40.00 45.00 15.00 30.00 17.900 1.070 14.400 4.900 17.700 0.370 3.100 10.700
20.00 5.00 45.00 15.00 30.00 12.200 0.700 13.600 12.200 5.800 2.080 2.500 22.800
20.00 10.00 45.00 15.00 30.00 17.900 1.520 14.400 13.200 3.800 0.840 2.500 0.100
20.00 15.00 45.00 15.00 30.00 17.900 1.520 14.300 13.200 5.800 0.840 19.600 0.100
20.00 20.00 45.00 15.00 30.00 12.200 1.520 7.300 7.400 19.100 0.840 2.500 0.100
20.00 25.00 45.00 15.00 30.00 14.400 1.070 13.600 16.600 19.100 2.080 13.700 8.300
20.00 30.00 45.00 15.00 30.00 14.400 1.070 13.600 16.600 19.100 2.080 13.700 8.300
20.00 35.00 45.00 15.00 30.00 14.400 1.070 13.600 16.600 19.100 2.080 13.700 8.300
20.00 40.00 45.00 15.00 30.00 14.400 1.070 13.600 16.600 19.100 2.080 13.700 8.300
25.00 5.00 45.00 15.00 30.00 17.900 1.070 18.500 8.400 19.100 1.020 2.500 22.800
25.00 10.00 45.00 15.00 30.00 17.900 1.070 18.500 8.400 5.800 2.080 2.500 22.800
25.00 15.00 45.00 15.00 30.00 18.400 1.520 14.300 13.200 5.800 0.840 17.600 0.100
25.00 20.00 45.00 15.00 30.00 18.400 1.520 14.300 7.400 5.800 0.840 17.600 0.100
25.00 25.00 45.00 15.00 30.00 19.100 1.070 18.500 16.500 22.600 0.030 10.400 8.300
25.00 30.00 45.00 15.00 30.00 19.100 1.070 18.500 16.500 22.600 0.030 10.400 8.300
25.00 35.00 45.00 15.00 30.00 19.100 1.070 18.500 16.500 22.600 0.030 10.400 8.300
25.00 40.00 45.00 15.00 30.00 19.100 1.070 18.500 16.500 22.600 0.030 10.400 8.300
30.00 5.00 45.00 15.00 30.00 17.900 1.570 13.600 13.700 19.100 1.020 2.500 10.900
30.00 10.00 45.00 15.00 30.00 17.900 1.070 18.200 17.500 20.700 1.170 2.500 11.500
30.00 15.00 45.00 15.00 30.00 17.900 1.570 14.400 16.600 20.700 0.500 10.400 8.300
30.00 20.00 45.00 15.00 30.00 17.900 1.310 14.400 4.600 14.900 1.020 2.500 22.800
30.00 25.00 45.00 15.00 30.00 22.100 2.180 14.300 7.300 23.000 0.370 17.200 8.300
30.00 30.00 45.00 15.00 30.00 22.100 2.180 14.300 7.300 23.000 0.370 17.200 8.300
30.00 35.00 45.00 15.00 30.00 22.100 2.180 14.300 7.300 23.000 0.370 17.200 8.300
30.00 40.00 45.00 15.00 30.00 22.100 2.180 14.300 7.300 23.000 0.370 17.200 8.300
35.00 5.00 45.00 15.00 30.00 22.100 1.520 23.100 4.900 22.600 1.020 2.500 10.900
35.00 10.00 45.00 15.00 30.00 12.200 0.700 14.400 4.900 22.600 1.730 2.500 9.800
35.00 15.00 45.00 15.00 30.00 15.400 1.520 10.300 6.400 5.800 0.840 19.600 0.100
35.00 20.00 45.00 15.00 30.00 17.600 1.520 10.700 6.200 5.800 0.840 19.600 0.100
35.00 25.00 45.00 15.00 30.00 12.700 1.520 18.500 4.600 14.900 0.840 19.600 0.100
35.00 30.00 45.00 15.00 30.00 12.700 1.520 18.500 4.600 14.900 0.840 19.600 0.100
35.00 35.00 45.00 15.00 30.00 12.700 1.520 18.500 4.600 14.900 0.840 19.600 0.100
35.00 40.00 45.00 15.00 30.00 12.700 1.520 18.500 4.600 14.900 0.840 19.600 0.100
40.00 5.00 45.00 15.00 30.00 22.100 2.180 18.200 4.900 5.800 1.020 2.500 22.800
40.00 10.00 45.00 15.00 30.00 18.400 1.520 18.500 4.900 5.800 0.840 17.600 0.100
40.00 15.00 45.00 15.00 30.00 22.100 1.520 18.200 4.900 5.800 0.840 19.600 0.100
40.00 20.00 45.00 15.00 30.00 18.400 1.520 18.500 4.600 14.900 0.840 17.600 0.100
40.00 25.00 45.00 15.00 30.00 14.900 1.520 20.800 4.100 5.800 0.840 17.600 0.100
40.00 30.00 45.00 15.00 30.00 14.900 1.520 20.800 4.100 5.800 0.840 17.600 0.100
40.00 35.00 45.00 15.00 30.00 14.900 1.520 20.800 4.100 5.800 0.840 17.600 0.100
40.00 40.00 45.00 15.00 30.00 14.900 1.520 20.800 4.100 5.800 0.840 17.600 0.100
5.00 5.00 55.00 15.00 40.00 17.900 1.290 17.100 4.900 5.800 0.500 17.200 9.200
5.00 10.00 55.00 15.00 40.00 17.900 1.290 14.300 7.400 19.100 0.370 2.500 10.200
5.00 15.00 55.00 15.00 40.00 17.900 1.570 13.600 4.600 14.900 0.370 11.500 10.200
5.00 20.00 55.00 15.00 40.00 12.200 0.700 14.400 9.300 2.400 2.310 3.100 8.300
5.00 25.00 55.00 15.00 40.00 22.100 1.070 23.100 12.200 23.000 0.780 11.500 10.200
5.00 30.00 55.00 15.00 40.00 22.100 1.070 23.100 12.200 23.000 0.780 11.500 10.200
5.00 35.00 55.00 15.00 40.00 22.100 1.070 23.100 12.200 23.000 0.780 11.500 10.200
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5.00 40.00 55.00 15.00 40.00 22.100 1.070 23.100 12.200 23.000 0.780 11.500 10.200
10.00 5.00 55.00 15.00 40.00 17.900 1.520 13.600 16.500 22.600 0.840 19.600 0.100
10.00 10.00 55.00 15.00 40.00 13.700 1.290 13.600 16.600 23.000 0.370 17.200 8.300
10.00 15.00 55.00 15.00 40.00 18.400 1.570 7.300 6.300 5.800 1.020 2.500 22.800
10.00 20.00 55.00 15.00 40.00 17.900 0.700 10.300 4.900 19.100 0.370 11.500 9.200
10.00 25.00 55.00 15.00 40.00 18.400 0.560 17.100 4.600 14.900 2.080 2.500 11.500
10.00 30.00 55.00 15.00 40.00 18.400 0.560 17.100 4.600 14.900 2.080 2.500 11.500
10.00 35.00 55.00 15.00 40.00 18.400 0.560 17.100 4.600 14.900 2.080 2.500 11.500
10.00 40.00 55.00 15.00 40.00 18.400 0.560 17.100 4.600 14.900 2.080 2.500 11.500
15.00 5.00 55.00 15.00 40.00 17.900 1.520 14.400 16.600 5.800 0.840 19.600 0.100
15.00 10.00 55.00 15.00 40.00 12.200 1.520 7.300 4.900 5.800 0.840 2.500 0.100
15.00 15.00 55.00 15.00 40.00 12.200 0.560 17.100 4.900 19.100 0.370 17.200 10.200
15.00 20.00 55.00 15.00 40.00 19.100 1.290 17.100 4.900 5.800 1.020 2.500 22.800
15.00 25.00 55.00 15.00 40.00 22.200 0.100 5.800 16.500 19.100 2.310 17.200 22.200
15.00 30.00 55.00 15.00 40.00 22.200 0.100 5.800 16.500 19.100 2.310 17.200 22.200
15.00 35.00 55.00 15.00 40.00 22.200 0.100 5.800 16.500 19.100 2.310 17.200 22.200
15.00 40.00 55.00 15.00 40.00 22.200 0.100 5.800 16.500 19.100 2.310 17.200 22.200
20.00 5.00 55.00 15.00 40.00 12.200 0.560 17.100 13.200 19.100 2.080 2.500 22.800
20.00 10.00 55.00 15.00 40.00 17.900 1.520 14.400 16.500 5.800 0.840 19.600 0.100
20.00 15.00 55.00 15.00 40.00 14.900 1.520 7.300 4.100 14.900 0.840 2.500 0.100
20.00 20.00 55.00 15.00 40.00 18.400 1.520 14.300 13.200 5.800 0.840 17.600 0.100
20.00 25.00 55.00 15.00 40.00 12.200 0.560 10.700 16.600 23.000 1.020 17.200 10.900
20.00 30.00 55.00 15.00 40.00 12.200 0.560 10.700 16.600 23.000 1.020 17.200 10.900
20.00 35.00 55.00 15.00 40.00 12.200 0.560 10.700 16.600 23.000 1.020 17.200 10.900
20.00 40.00 55.00 15.00 40.00 12.200 0.560 10.700 16.600 23.000 1.020 17.200 10.900
25.00 5.00 55.00 15.00 40.00 17.900 1.070 18.500 8.400 17.700 2.200 2.500 22.800
25.00 10.00 55.00 15.00 40.00 17.900 1.520 14.400 16.500 5.800 0.840 19.600 0.100
25.00 15.00 55.00 15.00 40.00 15.400 1.520 10.700 13.200 5.800 0.840 19.600 0.100
25.00 20.00 55.00 15.00 40.00 15.400 1.520 10.300 6.400 5.800 0.840 2.500 0.100
25.00 25.00 55.00 15.00 40.00 17.900 1.070 13.600 12.200 19.600 0.780 10.400 8.300
25.00 30.00 55.00 15.00 40.00 17.900 1.070 13.600 12.200 19.600 0.780 10.400 8.300
25.00 35.00 55.00 15.00 40.00 17.900 1.070 13.600 12.200 19.600 0.780 10.400 8.300
25.00 40.00 55.00 15.00 40.00 17.900 1.070 13.600 12.200 19.600 0.780 10.400 8.300
30.00 5.00 55.00 15.00 40.00 17.900 1.520 14.300 13.200 5.800 0.840 19.600 0.100
30.00 10.00 55.00 15.00 40.00 18.400 1.070 18.500 16.600 5.800 2.080 2.500 9.200
30.00 15.00 55.00 15.00 40.00 22.100 1.520 14.300 4.600 14.900 0.840 19.600 0.100
30.00 20.00 55.00 15.00 40.00 19.100 1.520 14.400 4.600 14.900 1.020 2.500 22.800
30.00 25.00 55.00 15.00 40.00 12.200 0.560 7.300 17.500 19.100 2.200 4.300 10.700
30.00 30.00 55.00 15.00 40.00 12.200 0.560 7.300 17.500 19.100 2.200 4.300 10.700
30.00 35.00 55.00 15.00 40.00 12.200 0.560 7.300 17.500 19.100 2.200 4.300 10.700
30.00 40.00 55.00 15.00 40.00 12.200 0.560 7.300 17.500 19.100 2.200 4.300 10.700
35.00 5.00 55.00 15.00 40.00 17.600 2.180 10.300 8.400 17.700 0.370 2.500 22.800
35.00 10.00 55.00 15.00 40.00 18.400 1.310 10.700 6.200 10.400 1.170 17.600 11.500
35.00 15.00 55.00 15.00 40.00 14.900 2.180 7.300 4.100 14.900 1.150 2.500 22.800
35.00 20.00 55.00 15.00 40.00 17.900 1.070 13.600 16.500 5.800 1.150 10.400 8.300
35.00 25.00 55.00 15.00 40.00 14.900 1.520 7.300 4.100 5.800 0.840 19.600 0.100
35.00 30.00 55.00 15.00 40.00 14.900 1.520 7.300 4.100 5.800 0.840 19.600 0.100
35.00 35.00 55.00 15.00 40.00 14.900 1.520 7.300 4.100 5.800 0.840 19.600 0.100
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35.00 40.00 55.00 15.00 40.00 14.900 1.520 7.300 4.100 5.800 0.840 19.600 0.100
40.00 5.00 55.00 15.00 40.00 22.100 1.570 18.200 4.900 17.700 2.200 3.100 10.200
40.00 10.00 55.00 15.00 40.00 22.100 1.310 20.800 4.900 4.300 1.170 18.100 20.700
40.00 15.00 55.00 15.00 40.00 14.900 1.570 20.800 4.100 23.000 0.370 3.100 4.300
40.00 20.00 55.00 15.00 40.00 22.100 1.520 20.800 4.900 5.800 0.840 19.600 0.100
40.00 25.00 55.00 15.00 40.00 14.900 1.520 20.800 4.100 5.800 0.840 17.600 0.100
40.00 30.00 55.00 15.00 40.00 14.900 1.520 20.800 4.100 5.800 0.840 17.600 0.100
40.00 35.00 55.00 15.00 40.00 14.900 1.520 20.800 4.100 5.800 0.840 17.600 0.100
40.00 40.00 55.00 15.00 40.00 14.900 1.520 20.800 4.100 5.800 0.840 17.600 0.100
5.00 5.00 65.00 15.00 50.00 17.900 1.290 18.500 6.200 23.000 0.370 2.500 8.300
5.00 10.00 65.00 15.00 50.00 15.400 1.310 14.400 4.600 14.900 1.990 22.000 20.700
5.00 15.00 65.00 15.00 50.00 17.900 1.570 14.400 7.400 5.800 2.080 17.200 10.200
5.00 20.00 65.00 15.00 50.00 22.100 0.700 18.200 17.500 23.000 0.370 3.100 8.300
5.00 25.00 65.00 15.00 50.00 17.900 1.070 14.300 21.700 20.700 0.500 1.900 8.300
5.00 30.00 65.00 15.00 50.00 17.900 1.070 14.300 21.700 20.700 0.500 1.900 8.300
5.00 35.00 65.00 15.00 50.00 17.900 1.070 14.300 21.700 20.700 0.500 1.900 8.300
5.00 40.00 65.00 15.00 50.00 17.900 1.070 14.300 21.700 20.700 0.500 1.900 8.300
10.00 5.00 65.00 15.00 50.00 18.400 1.520 13.600 16.600 19.100 0.840 17.600 0.100
10.00 10.00 65.00 15.00 50.00 18.400 1.310 10.700 4.600 14.900 0.510 17.600 22.800
10.00 15.00 65.00 15.00 50.00 17.900 1.570 13.600 16.600 20.700 1.020 2.500 10.900
10.00 20.00 65.00 15.00 50.00 19.100 1.310 14.400 4.900 5.800 1.020 2.500 22.800
10.00 25.00 65.00 15.00 50.00 19.100 0.700 17.100 7.300 23.000 0.370 18.100 10.700
10.00 30.00 65.00 15.00 50.00 19.100 0.700 17.100 7.300 23.000 0.370 18.100 10.700
10.00 35.00 65.00 15.00 50.00 19.100 0.700 17.100 7.300 23.000 0.370 18.100 10.700
10.00 40.00 65.00 15.00 50.00 19.100 0.700 17.100 7.300 23.000 0.370 18.100 10.700
15.00 5.00 65.00 15.00 50.00 12.200 0.560 17.100 4.900 5.800 1.020 2.500 22.800
15.00 10.00 65.00 15.00 50.00 12.200 1.520 7.300 4.600 14.900 1.020 2.500 22.800
15.00 15.00 65.00 15.00 50.00 12.200 0.560 17.100 4.900 23.000 0.370 17.200 8.300
15.00 20.00 65.00 15.00 50.00 22.100 1.070 23.100 17.500 20.700 0.030 10.400 8.300
15.00 25.00 65.00 15.00 50.00 19.100 0.700 14.400 4.900 5.800 1.020 2.500 22.800
15.00 30.00 65.00 15.00 50.00 19.100 0.700 14.400 4.900 5.800 1.020 2.500 22.800
15.00 35.00 65.00 15.00 50.00 19.100 0.700 14.400 4.900 5.800 1.020 2.500 22.800
15.00 40.00 65.00 15.00 50.00 19.100 0.700 14.400 4.900 5.800 1.020 2.500 22.800
20.00 5.00 65.00 15.00 50.00 12.200 0.560 17.100 13.200 5.800 0.780 2.500 22.800
20.00 10.00 65.00 15.00 50.00 17.900 1.520 14.400 16.500 23.000 0.840 2.500 0.100
20.00 15.00 65.00 15.00 50.00 17.600 1.520 10.700 4.600 14.900 0.840 2.500 0.100
20.00 20.00 65.00 15.00 50.00 17.900 1.310 14.400 4.900 19.100 1.020 2.500 22.800
20.00 25.00 65.00 15.00 50.00 12.700 0.560 14.400 16.500 5.800 2.080 2.500 22.800
20.00 30.00 65.00 15.00 50.00 12.700 0.560 14.400 16.500 5.800 2.080 2.500 22.800
20.00 35.00 65.00 15.00 50.00 12.700 0.560 14.400 16.500 5.800 2.080 2.500 22.800
20.00 40.00 65.00 15.00 50.00 12.700 0.560 14.400 16.500 5.800 2.080 2.500 22.800
25.00 5.00 65.00 15.00 50.00 17.900 1.070 18.500 6.300 5.800 2.080 2.500 22.800
25.00 10.00 65.00 15.00 50.00 17.900 1.070 18.500 4.900 5.800 1.020 2.500 22.800
25.00 15.00 65.00 15.00 50.00 14.400 1.520 7.300 4.900 5.800 0.840 19.600 0.100
25.00 20.00 65.00 15.00 50.00 14.900 1.070 14.300 4.100 14.900 1.730 3.100 22.800
25.00 25.00 65.00 15.00 50.00 17.900 1.290 18.500 21.500 17.700 0.500 12.700 8.300
25.00 30.00 65.00 15.00 50.00 17.900 1.290 18.500 21.500 17.200 0.500 12.700 8.300
25.00 35.00 65.00 15.00 50.00 17.900 1.290 18.500 21.500 17.200 0.500 12.700 8.300
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25.00 40.00 65.00 15.00 50.00 17.900 1.290 18.500 21.500 17.200 0.500 12.700 8.300
30.00 5.00 65.00 15.00 50.00 17.900 2.180 10.700 12.200 5.800 1.020 2.500 22.800
30.00 10.00 65.00 15.00 50.00 17.900 1.070 18.200 16.600 23.000 1.020 2.500 10.900
30.00 15.00 65.00 15.00 50.00 17.900 1.520 13.600 9.300 7.200 0.840 2.500 0.100
30.00 20.00 65.00 15.00 50.00 17.900 1.570 13.600 12.200 23.000 2.080 17.200 10.200
30.00 25.00 65.00 15.00 50.00 22.100 0.700 18.200 4.600 14.900 1.170 18.100 22.800
30.00 30.00 65.00 15.00 50.00 22.100 0.700 18.200 4.600 14.900 1.170 18.100 22.800
30.00 35.00 65.00 15.00 50.00 22.100 0.700 18.200 4.600 14.900 1.170 18.100 22.800
30.00 40.00 65.00 15.00 50.00 22.100 0.700 18.200 4.600 14.900 1.170 18.100 22.800
35.00 5.00 65.00 15.00 50.00 17.900 1.070 10.700 7.400 10.400 1.170 17.200 11.100
35.00 10.00 65.00 15.00 50.00 17.900 1.070 14.400 16.600 3.800 1.150 10.400 8.300
35.00 15.00 65.00 15.00 50.00 17.900 1.290 14.400 6.200 5.800 0.500 3.100 10.200
35.00 20.00 65.00 15.00 50.00 17.900 1.520 14.400 4.900 5.800 0.840 19.600 0.100
35.00 25.00 65.00 15.00 50.00 12.200 1.520 17.100 4.900 3.800 0.840 2.500 0.100
35.00 30.00 65.00 15.00 50.00 12.200 1.520 17.100 4.900 3.800 0.840 2.500 0.100
35.00 35.00 65.00 15.00 50.00 12.200 1.520 17.100 4.900 3.800 0.840 2.500 0.100
35.00 40.00 65.00 15.00 50.00 12.200 1.520 17.100 4.900 3.800 0.840 2.500 0.100
40.00 5.00 65.00 15.00 50.00 14.900 1.310 20.800 4.100 4.300 0.370 11.500 22.800
40.00 10.00 65.00 15.00 50.00 22.100 1.310 18.200 4.900 17.700 1.730 3.100 11.500
40.00 15.00 65.00 15.00 50.00 14.900 1.520 23.100 4.100 14.900 0.840 2.500 22.800
40.00 20.00 65.00 15.00 50.00 19.100 1.520 18.500 4.600 14.900 0.840 19.600 0.100
40.00 25.00 65.00 15.00 50.00 14.900 1.520 20.800 4.100 3.800 0.840 2.500 0.100
40.00 30.00 65.00 15.00 50.00 14.900 1.520 20.800 4.100 3.800 0.840 2.500 0.100
40.00 35.00 65.00 15.00 50.00 14.900 1.520 20.800 4.100 3.800 0.840 2.500 0.100
40.00 40.00 65.00 15.00 50.00 14.900 1.520 20.800 4.100 3.800 0.840 2.500 0.100
5.00 5.00 75.00 15.00 60.00 19.100 1.570 13.600 7.300 7.200 0.030 17.200 8.300
5.00 10.00 75.00 15.00 60.00 19.100 1.570 14.400 4.900 19.100 1.170 2.500 10.200
5.00 15.00 75.00 15.00 60.00 14.400 1.070 13.600 4.900 3.800 2.200 13.700 10.700
5.00 20.00 75.00 15.00 60.00 22.100 0.010 14.300 21.700 21.600 0.510 1.900 8.300
5.00 25.00 75.00 15.00 60.00 7.800 0.160 14.400 4.600 14.900 1.170 2.500 11.500
5.00 30.00 75.00 15.00 60.00 7.800 0.160 14.400 4.600 14.900 1.170 2.500 11.500
5.00 35.00 75.00 15.00 60.00 7.800 0.160 14.400 4.600 14.900 1.170 2.500 11.500
5.00 40.00 75.00 15.00 60.00 7.800 0.160 14.400 4.600 14.900 1.170 2.500 11.500
10.00 5.00 75.00 15.00 60.00 19.100 1.570 13.600 17.500 20.700 0.030 3.100 8.300
10.00 10.00 75.00 15.00 60.00 17.900 1.570 13.600 17.500 22.600 1.730 3.100 11.500
10.00 15.00 75.00 15.00 60.00 19.100 1.310 14.400 4.600 14.900 1.020 2.500 22.800
10.00 20.00 75.00 15.00 60.00 14.900 1.310 10.300 4.100 5.800 1.020 2.500 22.800
10.00 25.00 75.00 15.00 60.00 22.100 0.560 18.200 7.300 17.200 2.200 2.500 22.800
10.00 30.00 75.00 15.00 60.00 22.100 0.560 18.200 7.300 17.200 2.200 2.500 22.800
10.00 35.00 75.00 15.00 60.00 22.100 0.560 18.200 7.300 17.200 2.200 2.500 22.800
10.00 40.00 75.00 15.00 60.00 22.100 0.560 18.200 7.300 17.200 2.200 2.500 22.800
15.00 5.00 75.00 15.00 60.00 17.900 1.570 14.400 16.600 20.700 0.500 10.400 8.300
15.00 10.00 75.00 15.00 60.00 12.200 1.520 7.300 7.400 5.800 0.840 2.500 0.100
15.00 15.00 75.00 15.00 60.00 9.000 1.310 7.300 4.600 14.900 1.020 17.200 22.800
15.00 20.00 75.00 15.00 60.00 19.100 1.520 14.300 4.600 14.900 0.840 19.600 0.100
15.00 25.00 75.00 15.00 60.00 19.100 0.700 14.400 4.600 14.900 1.020 2.500 22.800
15.00 30.00 75.00 15.00 60.00 19.100 0.700 14.400 4.600 14.900 1.020 2.500 22.800
15.00 35.00 75.00 15.00 60.00 19.100 0.700 14.400 4.600 14.900 1.020 2.500 22.800
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15.00 40.00 75.00 15.00 60.00 19.100 0.700 14.400 4.600 14.900 1.020 2.500 22.800
20.00 5.00 75.00 15.00 60.00 12.200 0.560 17.100 12.200 5.800 2.080 2.500 22.800
20.00 10.00 75.00 15.00 60.00 17.900 1.070 18.500 4.600 14.900 1.020 2.500 22.800
20.00 15.00 75.00 15.00 60.00 18.400 1.520 14.400 13.200 19.100 0.840 2.500 0.100
20.00 20.00 75.00 15.00 60.00 17.900 1.310 14.400 4.900 5.800 1.020 2.500 10.900
20.00 25.00 75.00 15.00 60.00 13.700 1.070 14.400 17.500 20.700 1.730 12.700 22.800
20.00 30.00 75.00 15.00 60.00 13.700 1.070 14.400 17.500 20.700 1.730 12.700 22.800
20.00 35.00 75.00 15.00 60.00 13.700 1.070 14.400 17.500 20.700 1.730 12.700 22.800
20.00 40.00 75.00 15.00 60.00 13.700 1.070 14.400 17.500 20.700 1.730 12.700 22.800
25.00 5.00 75.00 15.00 60.00 17.900 1.070 18.500 6.200 19.100 0.370 2.500 22.800
25.00 10.00 75.00 15.00 60.00 17.900 1.070 18.500 4.900 5.800 1.020 2.500 22.800
25.00 15.00 75.00 15.00 60.00 18.400 2.180 18.200 16.600 23.000 2.080 17.600 9.200
25.00 20.00 75.00 15.00 60.00 18.400 1.520 14.300 7.500 5.800 0.840 2.500 0.100
25.00 25.00 75.00 15.00 60.00 17.900 1.070 18.500 13.700 19.100 2.080 2.500 8.300
25.00 30.00 75.00 15.00 60.00 19.100 1.070 18.500 16.600 23.000 0.370 18.100 8.300
25.00 35.00 75.00 15.00 60.00 19.100 1.070 18.500 16.600 23.000 0.370 18.100 8.300
25.00 40.00 75.00 15.00 60.00 19.100 1.070 18.500 16.600 23.000 0.370 18.100 8.300
30.00 5.00 75.00 15.00 60.00 17.900 1.070 18.200 17.500 5.800 2.080 2.500 10.200
30.00 10.00 75.00 15.00 60.00 17.900 1.070 18.500 16.600 23.000 0.370 2.500 11.500
30.00 15.00 75.00 15.00 60.00 17.900 1.570 14.400 16.600 17.700 0.370 10.400 8.300
30.00 20.00 75.00 15.00 60.00 15.400 1.070 14.400 6.400 23.000 0.370 2.500 8.300
30.00 25.00 75.00 15.00 60.00 17.900 1.520 14.400 7.400 5.800 0.840 19.600 0.100
30.00 30.00 75.00 15.00 60.00 17.900 1.520 14.400 7.400 5.800 0.840 19.600 0.100
30.00 35.00 75.00 15.00 60.00 17.900 1.520 14.400 7.400 5.800 0.840 19.600 0.100
30.00 40.00 75.00 15.00 60.00 17.900 1.520 14.400 7.400 5.800 0.840 19.600 0.100
35.00 5.00 75.00 15.00 60.00 17.900 2.180 14.400 9.300 4.300 1.150 2.500 22.800
35.00 10.00 75.00 15.00 60.00 17.900 1.070 20.800 4.900 22.600 2.200 3.100 4.300
35.00 15.00 75.00 15.00 60.00 14.400 2.180 7.300 4.600 14.900 2.080 2.500 22.800
35.00 20.00 75.00 15.00 60.00 22.100 1.290 23.100 4.900 22.600 2.080 17.200 11.500
35.00 25.00 75.00 15.00 60.00 17.900 1.520 17.100 4.900 2.400 0.840 2.500 0.100
35.00 30.00 75.00 15.00 60.00 17.900 1.520 17.100 4.900 2.400 0.840 2.500 0.100
35.00 35.00 75.00 15.00 60.00 17.900 1.520 17.100 4.900 2.400 0.840 2.500 0.100
35.00 40.00 75.00 15.00 60.00 17.900 1.520 17.100 4.900 2.400 0.840 2.500 0.100
40.00 5.00 75.00 15.00 60.00 19.100 2.180 18.500 4.900 17.200 2.200 2.500 22.800
40.00 10.00 75.00 15.00 60.00 22.100 1.520 18.200 4.900 5.800 0.840 19.600 0.100
40.00 15.00 75.00 15.00 60.00 14.900 1.520 20.800 4.100 5.800 0.840 17.600 0.100
40.00 20.00 75.00 15.00 60.00 14.900 1.520 20.800 4.100 5.800 0.840 17.600 0.100
40.00 25.00 75.00 15.00 60.00 14.900 1.520 20.800 4.100 4.300 0.840 2.500 0.100
40.00 30.00 75.00 15.00 60.00 14.900 1.520 20.800 4.100 4.300 0.840 2.500 0.100
40.00 35.00 75.00 15.00 60.00 14.900 1.520 20.800 4.100 4.300 0.840 2.500 0.100
40.00 40.00 75.00 15.00 60.00 14.900 1.520 20.800 4.100 4.300 0.840 2.500 0.100
5.00 5.00 85.00 15.00 70.00 19.100 1.310 18.200 6.200 20.700 2.080 18.800 9.800
5.00 10.00 85.00 15.00 70.00 17.900 1.310 13.600 6.300 22.600 1.020 11.500 10.900
5.00 15.00 85.00 15.00 70.00 15.400 1.290 14.400 7.400 5.800 1.020 2.500 22.800
5.00 20.00 85.00 15.00 70.00 3.800 0.700 1.800 7.400 19.100 0.510 10.400 8.300
5.00 25.00 85.00 15.00 70.00 7.800 0.160 17.100 4.600 14.900 1.170 17.200 22.800
5.00 30.00 85.00 15.00 70.00 7.800 0.160 17.100 4.600 14.900 1.170 17.200 22.800
5.00 35.00 85.00 15.00 70.00 7.800 0.160 17.100 4.600 14.900 1.170 17.200 22.800
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5.00 40.00 85.00 15.00 70.00 7.800 0.160 17.100 4.600 14.900 1.170 17.200 22.800
10.00 5.00 85.00 15.00 70.00 18.400 1.520 13.600 13.200 5.800 0.840 2.500 11.500
10.00 10.00 85.00 15.00 70.00 14.900 1.070 13.600 4.100 17.700 0.370 2.500 9.200
10.00 15.00 85.00 15.00 70.00 19.100 1.570 14.400 4.900 5.800 2.080 2.500 22.800
10.00 20.00 85.00 15.00 70.00 15.400 1.520 10.700 4.600 14.900 1.020 19.600 22.800
10.00 25.00 85.00 15.00 70.00 18.400 1.520 7.300 17.500 12.400 0.840 17.600 0.100
10.00 30.00 85.00 15.00 70.00 18.400 1.520 7.300 17.500 12.400 0.840 17.600 0.100
10.00 35.00 85.00 15.00 70.00 18.400 1.520 7.300 17.500 12.400 0.840 17.600 0.100
10.00 40.00 85.00 15.00 70.00 18.400 1.520 7.300 17.500 12.400 0.840 17.600 0.100
15.00 5.00 85.00 15.00 70.00 18.400 1.570 10.300 6.200 19.100 0.370 2.500 9.200
15.00 10.00 85.00 15.00 70.00 14.400 1.310 7.300 6.200 5.800 2.080 2.500 22.800
15.00 15.00 85.00 15.00 70.00 14.900 1.310 10.700 4.100 3.800 2.080 18.100 11.500
15.00 20.00 85.00 15.00 70.00 18.400 1.070 18.500 4.600 14.900 0.030 17.600 22.800
15.00 25.00 85.00 15.00 70.00 19.100 0.700 17.100 4.600 14.900 1.020 2.500 22.800
15.00 30.00 85.00 15.00 70.00 19.100 0.700 17.100 4.600 14.900 1.020 2.500 22.800
15.00 35.00 85.00 15.00 70.00 19.100 0.700 17.100 4.600 14.900 1.020 2.500 22.800
15.00 40.00 85.00 15.00 70.00 19.100 0.700 17.100 4.600 14.900 1.020 2.500 22.800
20.00 5.00 85.00 15.00 70.00 12.200 0.560 17.100 12.200 4.300 2.080 2.500 22.800
20.00 10.00 85.00 15.00 70.00 17.900 1.070 18.500 4.600 14.900 1.020 2.500 22.800
20.00 15.00 85.00 15.00 70.00 3.800 1.430 2.100 13.200 5.800 1.020 2.500 10.900
20.00 20.00 85.00 15.00 70.00 12.700 1.070 10.300 9.300 8.900 1.170 18.100 10.700
20.00 25.00 85.00 15.00 70.00 12.200 0.560 14.400 6.300 17.700 0.370 11.500 10.200
20.00 30.00 85.00 15.00 70.00 12.200 0.560 14.400 6.300 17.700 0.370 11.500 10.200
20.00 35.00 85.00 15.00 70.00 12.200 0.560 14.400 6.300 17.700 0.370 11.500 10.200
20.00 40.00 85.00 15.00 70.00 12.200 0.560 14.400 6.300 17.700 0.370 11.500 10.200
25.00 5.00 85.00 15.00 70.00 17.900 1.070 18.500 6.300 5.800 0.500 2.500 22.800
25.00 10.00 85.00 15.00 70.00 17.900 1.570 14.400 16.500 22.600 0.500 17.200 8.300
25.00 15.00 85.00 15.00 70.00 14.900 2.180 7.300 4.100 14.900 1.020 2.500 22.800
25.00 20.00 85.00 15.00 70.00 17.900 1.310 14.400 4.600 14.900 1.020 2.500 22.800
25.00 25.00 85.00 15.00 70.00 18.400 1.070 18.500 16.600 19.100 0.370 2.500 8.300
25.00 30.00 85.00 15.00 70.00 18.400 1.070 18.500 16.600 19.100 0.370 2.500 8.300
25.00 35.00 85.00 15.00 70.00 18.400 1.070 18.500 16.600 19.100 0.370 2.500 8.300
25.00 40.00 85.00 15.00 70.00 18.400 1.070 18.500 16.600 19.100 0.370 2.500 8.300
30.00 5.00 85.00 15.00 70.00 17.900 1.070 18.500 17.500 19.100 1.020 2.500 10.900
30.00 10.00 85.00 15.00 70.00 18.400 2.180 10.300 6.200 19.100 1.020 2.500 22.800
30.00 15.00 85.00 15.00 70.00 19.100 1.520 10.700 6.300 5.800 0.840 19.600 0.100
30.00 20.00 85.00 15.00 70.00 17.900 1.570 14.400 17.500 20.700 1.730 11.500 10.200
30.00 25.00 85.00 15.00 70.00 17.900 1.520 14.400 4.900 5.800 0.840 19.600 0.100
30.00 30.00 85.00 15.00 70.00 17.900 1.520 14.400 4.900 5.800 0.840 19.600 0.100
30.00 35.00 85.00 15.00 70.00 17.900 1.520 14.400 4.900 5.800 0.840 19.600 0.100
30.00 40.00 85.00 15.00 70.00 17.900 1.520 14.400 4.900 5.800 0.840 19.600 0.100
35.00 5.00 85.00 15.00 70.00 15.400 2.180 7.300 6.400 11.500 2.080 22.000 10.200
35.00 10.00 85.00 15.00 70.00 19.100 1.070 10.300 4.900 3.800 2.200 3.100 10.700
35.00 15.00 85.00 15.00 70.00 17.900 1.290 14.400 4.900 22.600 1.020 2.500 22.800
35.00 20.00 85.00 15.00 70.00 12.200 0.560 14.400 4.900 20.700 1.730 12.700 9.800
35.00 25.00 85.00 15.00 70.00 17.900 2.180 17.100 4.900 19.100 0.370 2.500 22.800
35.00 30.00 85.00 15.00 70.00 17.900 2.180 17.100 4.900 19.100 0.370 2.500 22.800
35.00 35.00 85.00 15.00 70.00 17.900 2.180 17.100 4.900 19.100 0.370 2.500 22.800
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35.00 40.00 85.00 15.00 70.00 17.900 2.180 17.100 4.900 19.100 0.370 2.500 22.800
40.00 5.00 85.00 15.00 70.00 17.900 1.310 18.500 4.900 17.200 1.730 2.500 9.800
40.00 10.00 85.00 15.00 70.00 22.100 1.290 17.100 4.900 4.300 0.500 17.200 22.800
40.00 15.00 85.00 15.00 70.00 14.900 1.520 20.800 4.100 5.800 0.840 19.600 0.100
40.00 20.00 85.00 15.00 70.00 17.900 1.520 18.500 4.600 14.900 0.840 19.600 0.100
40.00 25.00 85.00 15.00 70.00 14.900 1.520 20.800 4.100 5.800 0.840 17.600 0.100
40.00 30.00 85.00 15.00 70.00 14.900 1.520 20.800 4.100 5.800 0.840 17.600 0.100
40.00 35.00 85.00 15.00 70.00 14.900 1.520 20.800 4.100 5.800 0.840 17.600 0.100
40.00 40.00 85.00 15.00 70.00 14.900 1.520 20.800 4.100 5.800 0.840 17.600 0.100
5.00 5.00 95.00 15.00 80.00 14.900 1.070 13.600 4.100 14.900 1.990 17.200 22.800
5.00 10.00 95.00 15.00 80.00 17.900 1.310 18.200 4.900 3.800 2.200 12.700 10.200
5.00 15.00 95.00 15.00 80.00 13.700 1.070 10.300 4.900 5.800 2.080 2.500 22.800
5.00 20.00 95.00 15.00 80.00 3.800 0.700 1.800 7.400 20.700 0.510 10.400 8.300
5.00 25.00 95.00 15.00 80.00 12.200 0.560 14.400 4.600 14.900 1.170 2.500 22.800
5.00 30.00 95.00 15.00 80.00 12.200 0.560 14.400 4.600 14.900 1.170 2.500 22.800
5.00 35.00 95.00 15.00 80.00 12.200 0.560 14.400 4.600 14.900 1.170 2.500 22.800
5.00 40.00 95.00 15.00 80.00 12.200 0.560 14.400 4.600 14.900 1.170 2.500 22.800
10.00 5.00 95.00 15.00 80.00 15.400 1.070 13.600 6.400 5.800 1.020 2.500 22.800
10.00 10.00 95.00 15.00 80.00 19.100 1.520 18.200 13.200 17.700 0.840 19.600 0.100
10.00 15.00 95.00 15.00 80.00 13.700 1.070 13.600 13.700 22.600 0.510 10.400 8.300
10.00 20.00 95.00 15.00 80.00 22.100 1.070 20.800 7.300 23.000 0.370 22.000 4.300
10.00 25.00 95.00 15.00 80.00 19.100 1.310 14.400 16.500 19.100 0.030 12.700 9.800
10.00 30.00 95.00 15.00 80.00 19.100 1.310 14.400 16.500 19.100 0.030 12.700 9.800
10.00 35.00 95.00 15.00 80.00 19.100 1.310 14.400 16.500 19.100 0.030 12.700 9.800
10.00 40.00 95.00 15.00 80.00 19.100 1.310 14.400 16.500 19.100 0.030 12.700 9.800
15.00 5.00 95.00 15.00 80.00 14.900 1.310 10.300 4.100 19.100 0.370 2.500 9.200
15.00 10.00 95.00 15.00 80.00 17.600 1.310 10.300 7.400 14.900 2.080 2.500 22.800
15.00 15.00 95.00 15.00 80.00 14.400 1.570 7.300 4.900 5.800 2.080 2.500 22.800
15.00 20.00 95.00 15.00 80.00 22.100 1.520 20.800 7.400 5.800 0.840 2.500 0.100
15.00 25.00 95.00 15.00 80.00 19.100 0.700 17.100 4.600 14.900 1.020 2.500 22.800
15.00 30.00 95.00 15.00 80.00 19.100 0.700 17.100 4.600 14.900 1.020 2.500 22.800
15.00 35.00 95.00 15.00 80.00 19.100 0.700 17.100 4.600 14.900 1.020 2.500 22.800
15.00 40.00 95.00 15.00 80.00 19.100 0.700 17.100 4.600 14.900 1.020 2.500 22.800
20.00 5.00 95.00 15.00 80.00 9.000 0.700 4.200 4.600 14.900 0.370 2.500 22.800
20.00 10.00 95.00 15.00 80.00 17.900 1.070 18.500 4.600 14.900 1.020 2.500 22.800
20.00 15.00 95.00 15.00 80.00 12.200 1.520 7.300 6.300 19.100 1.020 2.500 22.800
20.00 20.00 95.00 15.00 80.00 12.200 1.520 7.300 7.400 23.000 0.840 2.500 11.500
20.00 25.00 95.00 15.00 80.00 12.200 0.560 14.400 12.500 16.100 1.150 4.300 8.300
20.00 30.00 95.00 15.00 80.00 12.200 0.560 14.400 12.500 16.100 1.150 4.300 8.300
20.00 35.00 95.00 15.00 80.00 12.200 0.560 14.400 12.500 16.100 1.150 4.300 8.300
20.00 40.00 95.00 15.00 80.00 12.200 0.560 14.400 12.500 16.100 1.150 4.300 8.300
25.00 5.00 95.00 15.00 80.00 17.900 1.070 18.500 4.900 19.100 1.020 2.500 22.800
25.00 10.00 95.00 15.00 80.00 17.900 1.570 14.400 16.500 23.000 0.370 2.500 8.300
25.00 15.00 95.00 15.00 80.00 17.900 1.070 18.500 4.600 14.900 1.020 2.500 22.800
25.00 20.00 95.00 15.00 80.00 17.900 1.070 14.300 4.600 14.900 0.370 10.400 22.800
25.00 25.00 95.00 15.00 80.00 17.900 0.700 18.200 4.600 14.900 2.080 12.700 22.800
25.00 30.00 95.00 15.00 80.00 17.900 0.700 18.200 4.600 14.900 2.080 12.700 22.800
25.00 35.00 95.00 15.00 80.00 17.900 0.700 18.200 4.600 14.900 2.080 12.700 22.800
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25.00 40.00 95.00 15.00 80.00 17.900 0.700 18.200 4.600 14.900 2.080 12.700 22.800
30.00 5.00 95.00 15.00 80.00 17.900 1.070 18.500 16.500 19.100 1.020 2.500 10.900
30.00 10.00 95.00 15.00 80.00 17.900 1.570 14.400 16.500 22.600 2.080 2.500 9.200
30.00 15.00 95.00 15.00 80.00 18.400 1.520 14.300 4.600 14.900 0.840 17.600 0.100
30.00 20.00 95.00 15.00 80.00 14.400 2.180 7.300 4.600 14.900 0.500 13.700 22.800
30.00 25.00 95.00 15.00 80.00 17.900 1.070 14.400 7.300 19.100 1.020 2.500 22.800
30.00 30.00 95.00 15.00 80.00 17.900 1.070 14.400 7.300 19.100 1.020 2.500 22.800
30.00 35.00 95.00 15.00 80.00 17.900 1.070 14.400 7.300 19.100 1.020 2.500 22.800
30.00 40.00 95.00 15.00 80.00 17.900 1.070 14.400 7.300 19.100 1.020 2.500 22.800
35.00 5.00 95.00 15.00 80.00 17.900 2.180 14.400 9.300 5.800 1.020 2.500 22.800
35.00 10.00 95.00 15.00 80.00 17.900 1.290 18.500 8.400 5.500 0.500 3.100 8.300
35.00 15.00 95.00 15.00 80.00 17.900 1.520 14.300 7.500 5.800 0.840 19.600 0.100
35.00 20.00 95.00 15.00 80.00 22.100 1.520 23.100 4.900 5.800 0.840 19.600 0.100
35.00 25.00 95.00 15.00 80.00 14.400 2.180 17.100 4.900 4.300 1.020 2.500 22.800
35.00 30.00 95.00 15.00 80.00 14.400 2.180 17.100 4.900 4.300 1.020 2.500 22.800
35.00 35.00 95.00 15.00 80.00 14.400 2.180 17.100 4.900 4.300 1.020 2.500 22.800
35.00 40.00 95.00 15.00 80.00 14.400 2.180 17.100 4.900 4.300 1.020 2.500 22.800
40.00 5.00 95.00 15.00 80.00 18.400 1.520 18.200 4.600 14.900 0.840 17.600 0.100
40.00 10.00 95.00 15.00 80.00 19.100 1.520 18.500 4.900 5.800 0.840 19.600 0.100
40.00 15.00 95.00 15.00 80.00 18.400 1.520 18.500 4.900 5.800 0.840 17.600 0.100
40.00 20.00 95.00 15.00 80.00 19.100 1.310 18.200 4.900 20.700 2.200 3.100 10.700
40.00 25.00 95.00 15.00 80.00 19.100 1.520 18.500 4.600 14.900 0.840 19.600 0.100
40.00 30.00 95.00 15.00 80.00 19.100 1.520 18.500 4.600 14.900 0.840 19.600 0.100
40.00 35.00 95.00 15.00 80.00 19.100 1.520 18.500 4.600 14.900 0.840 19.600 0.100
40.00 40.00 95.00 15.00 80.00 19.100 1.520 18.500 4.600 14.900 0.840 19.600 0.100
5.00 5.00 105.00 15.00 90.00 18.400 1.520 17.100 6.300 2.400 1.020 2.500 10.900
5.00 10.00 105.00 15.00 90.00 17.900 1.570 14.400 7.300 7.200 0.500 2.500 11.500
5.00 15.00 105.00 15.00 90.00 12.700 0.560 20.800 4.900 8.900 0.750 4.300 4.300
5.00 20.00 105.00 15.00 90.00 3.800 0.700 1.800 7.400 20.700 0.510 10.400 8.300
5.00 25.00 105.00 15.00 90.00 12.200 0.560 14.400 4.900 5.800 1.020 2.500 10.900
5.00 30.00 105.00 15.00 90.00 12.200 0.560 14.400 4.900 5.800 1.020 2.500 10.900
5.00 35.00 105.00 15.00 90.00 12.200 0.560 14.400 4.900 5.800 1.020 2.500 10.900
5.00 40.00 105.00 15.00 90.00 12.200 0.560 14.400 4.900 5.800 1.020 2.500 10.900
10.00 5.00 105.00 15.00 90.00 17.900 1.570 14.400 13.200 17.200 1.020 3.100 10.900
10.00 10.00 105.00 15.00 90.00 19.100 1.310 18.500 4.900 23.000 0.370 17.200 9.800
10.00 15.00 105.00 15.00 90.00 12.200 0.560 18.200 12.200 19.100 1.020 3.100 10.900
10.00 20.00 105.00 15.00 90.00 12.700 0.560 14.400 4.600 14.900 1.020 2.500 22.800
10.00 25.00 105.00 15.00 90.00 12.700 0.560 14.400 4.900 5.800 1.020 2.500 22.800
10.00 30.00 105.00 15.00 90.00 12.700 0.560 14.400 4.900 5.800 1.020 2.500 22.800
10.00 35.00 105.00 15.00 90.00 12.700 0.560 14.400 4.900 5.800 1.020 2.500 22.800
10.00 40.00 105.00 15.00 90.00 12.700 0.560 14.400 4.900 5.800 1.020 2.500 22.800
15.00 5.00 105.00 15.00 90.00 19.100 1.310 13.600 16.600 17.700 0.030 11.500 9.200
15.00 10.00 105.00 15.00 90.00 19.100 1.290 18.500 7.400 17.700 1.020 2.500 10.900
15.00 15.00 105.00 15.00 90.00 19.100 2.180 10.300 7.300 10.400 2.080 2.500 9.200
15.00 20.00 105.00 15.00 90.00 17.900 1.570 10.300 7.400 19.100 1.170 2.500 11.500
15.00 25.00 105.00 15.00 90.00 22.100 1.070 23.100 6.300 20.700 0.510 18.800 8.300
15.00 30.00 105.00 15.00 90.00 22.100 1.070 23.100 6.300 20.700 0.510 18.800 8.300
15.00 35.00 105.00 15.00 90.00 22.100 1.070 23.100 6.300 20.700 0.510 18.800 8.300
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15.00 40.00 105.00 15.00 90.00 22.100 1.070 23.100 6.300 20.700 0.510 18.800 8.300
20.00 5.00 105.00 15.00 90.00 22.200 1.310 5.800 6.200 5.800 1.020 2.500 22.800
20.00 10.00 105.00 15.00 90.00 17.900 1.070 18.500 4.600 14.900 1.020 2.500 22.800
20.00 15.00 105.00 15.00 90.00 9.000 0.700 4.200 4.900 19.100 1.020 2.500 10.900
20.00 20.00 105.00 15.00 90.00 15.400 1.520 10.300 4.600 14.900 1.020 2.500 22.800
20.00 25.00 105.00 15.00 90.00 17.600 1.070 7.300 12.200 3.800 2.080 3.100 8.300
20.00 30.00 105.00 15.00 90.00 17.600 1.070 7.300 12.200 3.800 2.080 3.100 8.300
20.00 35.00 105.00 15.00 90.00 17.600 1.070 7.300 12.200 3.800 2.080 3.100 8.300
20.00 40.00 105.00 15.00 90.00 17.600 1.070 7.300 12.200 3.800 2.080 3.100 8.300
25.00 5.00 105.00 15.00 90.00 17.900 1.070 18.500 6.200 17.700 1.020 2.500 22.800
25.00 10.00 105.00 15.00 90.00 17.900 1.570 14.400 16.500 20.700 0.500 3.100 8.300
25.00 15.00 105.00 15.00 90.00 17.900 1.570 14.400 16.600 19.600 0.500 11.500 9.200
25.00 20.00 105.00 15.00 90.00 17.900 1.070 14.300 4.600 14.900 0.500 3.100 22.800
25.00 25.00 105.00 15.00 90.00 18.400 1.070 5.800 7.400 5.800 1.020 2.500 22.800
25.00 30.00 105.00 15.00 90.00 18.400 1.070 5.800 7.400 5.800 1.020 2.500 22.800
25.00 35.00 105.00 15.00 90.00 18.400 1.070 5.800 7.400 5.800 1.020 2.500 22.800
25.00 40.00 105.00 15.00 90.00 18.400 1.070 5.800 7.400 5.800 1.020 2.500 22.800
30.00 5.00 105.00 15.00 90.00 19.100 2.180 10.700 4.600 14.900 2.080 2.500 22.800
30.00 10.00 105.00 15.00 90.00 17.900 1.570 13.600 12.200 23.000 1.020 2.500 10.900
30.00 15.00 105.00 15.00 90.00 17.900 1.570 13.600 9.300 19.100 0.500 17.200 9.200
30.00 20.00 105.00 15.00 90.00 12.200 0.700 14.400 9.300 22.600 1.170 2.500 11.500
30.00 25.00 105.00 15.00 90.00 19.100 1.310 13.600 16.600 20.700 0.030 2.500 10.200
30.00 30.00 105.00 15.00 90.00 19.100 1.310 13.600 16.600 20.700 0.030 2.500 10.200
30.00 35.00 105.00 15.00 90.00 19.100 1.310 13.600 16.600 20.700 0.030 2.500 10.200
30.00 40.00 105.00 15.00 90.00 19.100 1.310 13.600 16.600 20.700 0.030 2.500 10.200
35.00 5.00 105.00 15.00 90.00 12.700 1.070 10.300 7.400 4.300 1.020 2.500 22.800
35.00 10.00 105.00 15.00 90.00 18.400 2.180 10.700 7.400 19.100 1.020 2.500 22.800
35.00 15.00 105.00 15.00 90.00 22.100 1.520 14.300 7.500 5.800 0.840 19.600 0.100
35.00 20.00 105.00 15.00 90.00 12.200 0.560 18.500 4.900 20.700 1.730 12.700 8.300
35.00 25.00 105.00 15.00 90.00 12.200 1.570 17.100 4.900 17.700 0.370 2.500 22.800
35.00 30.00 105.00 15.00 90.00 12.200 1.570 17.100 4.900 17.700 0.370 2.500 22.800
35.00 35.00 105.00 15.00 90.00 12.200 1.570 17.100 4.900 17.700 0.370 2.500 22.800
35.00 40.00 105.00 15.00 90.00 12.200 1.570 17.100 4.900 17.700 0.370 2.500 22.800
40.00 5.00 105.00 15.00 90.00 19.100 1.520 18.500 4.900 5.800 0.840 19.600 0.100
40.00 10.00 105.00 15.00 90.00 14.900 1.310 14.400 4.100 14.900 2.080 2.500 22.800
40.00 15.00 105.00 15.00 90.00 19.100 1.520 18.500 4.600 14.900 0.840 19.600 0.100
40.00 20.00 105.00 15.00 90.00 14.900 1.520 20.800 4.100 5.800 0.840 17.600 0.100
40.00 25.00 105.00 15.00 90.00 17.900 1.520 18.500 4.600 14.900 0.840 19.600 0.100
40.00 30.00 105.00 15.00 90.00 17.900 1.520 18.500 4.600 14.900 0.840 19.600 0.100
40.00 35.00 105.00 15.00 90.00 17.900 1.520 18.500 4.600 14.900 0.840 19.600 0.100
40.00 40.00 105.00 15.00 90.00 17.900 1.520 18.500 4.600 14.900 0.840 19.600 0.100
5.00 5.00 115.00 15.00 100.00 22.100 1.570 23.100 4.900 17.700 2.080 2.500 22.800
5.00 10.00 115.00 15.00 100.00 22.100 1.570 23.100 4.900 5.800 1.020 2.500 10.900
5.00 15.00 115.00 15.00 100.00 14.400 1.070 13.600 7.400 7.900 0.510 13.700 8.300
5.00 20.00 115.00 15.00 100.00 3.800 0.700 1.800 13.200 5.800 1.170 18.100 11.100
5.00 25.00 115.00 15.00 100.00 7.800 0.160 17.100 4.600 14.900 2.080 2.500 11.500
5.00 30.00 115.00 15.00 100.00 7.800 0.160 17.100 4.600 14.900 2.080 2.500 11.500
5.00 35.00 115.00 15.00 100.00 7.800 0.160 17.100 4.600 14.900 2.080 2.500 11.500
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5.00 40.00 115.00 15.00 100.00 7.800 0.160 17.100 4.600 14.900 2.080 2.500 11.500
10.00 5.00 115.00 15.00 100.00 17.900 1.570 14.400 6.300 5.800 1.020 2.500 22.800
10.00 10.00 115.00 15.00 100.00 18.400 1.310 17.100 6.300 5.800 1.020 2.500 10.900
10.00 15.00 115.00 15.00 100.00 13.700 1.070 13.600 13.700 12.400 0.510 2.500 10.200
10.00 20.00 115.00 15.00 100.00 15.400 1.070 14.400 12.200 17.700 0.780 2.500 11.500
10.00 25.00 115.00 15.00 100.00 12.200 0.560 13.600 12.200 23.000 0.780 17.200 11.500
10.00 30.00 115.00 15.00 100.00 12.200 0.560 13.600 12.200 23.000 0.780 17.200 11.500
10.00 35.00 115.00 15.00 100.00 12.200 0.560 13.600 12.200 23.000 0.780 17.200 11.500
10.00 40.00 115.00 15.00 100.00 12.200 0.560 13.600 12.200 23.000 0.780 17.200 11.500
15.00 5.00 115.00 15.00 100.00 14.900 1.070 13.600 4.100 5.800 1.020 2.500 22.800
15.00 10.00 115.00 15.00 100.00 19.100 1.310 14.300 13.200 5.800 1.170 17.200 11.500
15.00 15.00 115.00 15.00 100.00 18.400 1.570 14.300 7.500 5.800 1.020 2.500 10.900
15.00 20.00 115.00 15.00 100.00 18.400 1.520 17.100 7.400 19.100 0.840 2.500 0.100
15.00 25.00 115.00 15.00 100.00 19.100 0.700 17.100 4.600 14.900 1.020 2.500 22.800
15.00 30.00 115.00 15.00 100.00 19.100 0.700 17.100 4.600 14.900 1.020 2.500 22.800
15.00 35.00 115.00 15.00 100.00 19.100 0.700 17.100 4.600 14.900 1.020 2.500 22.800
15.00 40.00 115.00 15.00 100.00 19.100 0.700 17.100 4.600 14.900 1.020 2.500 22.800
20.00 5.00 115.00 15.00 100.00 12.700 0.560 17.100 4.600 14.900 1.020 2.500 22.800
20.00 10.00 115.00 15.00 100.00 18.400 1.070 7.300 7.300 22.600 1.170 17.600 22.800
20.00 15.00 115.00 15.00 100.00 14.900 1.310 7.300 4.100 23.000 0.370 17.200 10.200
20.00 20.00 115.00 15.00 100.00 12.200 1.310 7.300 4.900 5.800 1.020 2.500 10.900
20.00 25.00 115.00 15.00 100.00 17.600 1.070 7.300 16.600 3.800 0.500 11.500 10.200
20.00 30.00 115.00 15.00 100.00 17.600 1.070 7.300 16.600 3.800 0.500 11.500 10.200
20.00 35.00 115.00 15.00 100.00 17.600 1.070 7.300 16.600 3.800 0.500 11.500 10.200
20.00 40.00 115.00 15.00 100.00 17.600 1.070 7.300 16.600 3.800 0.500 11.500 10.200
25.00 5.00 115.00 15.00 100.00 17.900 1.070 18.500 6.200 5.800 1.020 2.500 22.800
25.00 10.00 115.00 15.00 100.00 17.900 1.570 14.400 17.500 23.000 0.370 2.500 8.300
25.00 15.00 115.00 15.00 100.00 17.600 1.070 7.300 4.900 5.800 1.020 2.500 22.800
25.00 20.00 115.00 15.00 100.00 12.700 1.070 10.300 12.200 23.000 0.780 2.500 8.300
25.00 25.00 115.00 15.00 100.00 17.900 1.290 13.600 16.600 17.200 0.500 2.500 8.300
25.00 30.00 115.00 15.00 100.00 17.900 1.290 13.600 16.600 19.100 0.500 2.500 9.200
25.00 35.00 115.00 15.00 100.00 17.900 1.290 13.600 16.600 19.100 0.500 2.500 9.200
25.00 40.00 115.00 15.00 100.00 17.900 1.290 13.600 16.600 19.100 0.500 2.500 9.200
30.00 5.00 115.00 15.00 100.00 17.900 1.520 13.600 6.200 5.800 0.840 19.600 0.100
30.00 10.00 115.00 15.00 100.00 18.400 2.180 10.300 6.200 19.100 1.020 2.500 22.800
30.00 15.00 115.00 15.00 100.00 17.900 1.520 13.600 7.400 5.800 0.840 2.500 0.100
30.00 20.00 115.00 15.00 100.00 17.900 1.070 14.300 7.500 23.000 0.370 2.500 8.300
30.00 25.00 115.00 15.00 100.00 19.100 1.070 13.600 16.600 19.100 0.370 2.500 10.200
30.00 30.00 115.00 15.00 100.00 17.900 1.290 13.600 16.600 20.700 1.730 2.500 9.200
30.00 35.00 115.00 15.00 100.00 19.100 1.070 13.600 16.600 19.100 0.370 2.500 10.200
30.00 40.00 115.00 15.00 100.00 19.100 1.070 13.600 16.600 19.100 0.370 2.500 10.200
35.00 5.00 115.00 15.00 100.00 17.900 1.310 14.400 16.600 22.600 1.150 2.500 11.500
35.00 10.00 115.00 15.00 100.00 14.900 1.520 10.300 4.100 5.800 0.840 19.600 0.100
35.00 15.00 115.00 15.00 100.00 17.900 1.570 14.400 17.500 23.000 1.020 2.500 10.900
35.00 20.00 115.00 15.00 100.00 15.400 1.070 17.100 6.400 5.800 1.020 2.500 22.800
35.00 25.00 115.00 15.00 100.00 12.200 1.520 18.200 4.900 19.100 1.020 2.500 22.800
35.00 30.00 115.00 15.00 100.00 12.200 1.520 18.200 4.900 19.100 1.020 2.500 22.800
35.00 35.00 115.00 15.00 100.00 12.200 1.520 18.200 4.900 19.100 1.020 2.500 22.800
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35.00 40.00 115.00 15.00 100.00 12.200 1.520 18.200 4.900 19.100 1.020 2.500 22.800
40.00 5.00 115.00 15.00 100.00 9.000 1.520 20.800 4.900 5.800 0.840 19.600 0.100
40.00 10.00 115.00 15.00 100.00 22.100 1.070 20.800 4.900 16.100 1.170 18.100 22.800
40.00 15.00 115.00 15.00 100.00 18.400 1.520 18.500 4.900 5.800 0.840 17.600 0.100
40.00 20.00 115.00 15.00 100.00 22.100 1.290 20.800 4.900 22.600 0.500 3.100 11.500
40.00 25.00 115.00 15.00 100.00 14.900 1.520 20.800 4.100 5.800 0.840 19.600 0.100
40.00 30.00 115.00 15.00 100.00 14.900 1.520 20.800 4.100 5.800 0.840 19.600 0.100
40.00 35.00 115.00 15.00 100.00 14.900 1.520 20.800 4.100 5.800 0.840 19.600 0.100




Appendix D: Optimal Policy for Adaptive Lateral Control 
 
  Table D.1: Optimal Policy for Adaptive Lateral Control 
s1 = Vx  (m/s) a1 = kprev a2 = kp a3 = kd 
5.0 6.100 0.620 0.040 
10.0 9.900 0.330 0.020 
15.0 6.500 0.330 0.070 
20.0 7.200 0.310 0.070 
25.0 8.200 0.250 0.070 
35.0 8.400 0.190 0.070 
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