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Software quality is a research area that falls in the nich of cyberspace security in the 
National Strategic Information and Communication Technology (ICT) Roadmap. This 
roadmap indicates that the cyberspace encompases not only the use of Internet but also 
less visible systems and infrastructures. The growing dependence of these systems 
brings about the critical need to protect sotware from destruction and incapacitation. 
Previous research has identified factors and attributes for static quality model. This 
research report discussess the construction of a dynamic software quality model for 
effective software assessment that assists in the development of quality software in the 
organisations. The proposed model consists of two main software quality attributes: the 
behavioral and the human aspect. These two components of quality produce a balance 
model between technical requirement and human factor. The available software quality 
model does not accommodate all the aspects of software quality requirements. The 
proposed dynamic model is capable to identify and recommend to the environment if 
there are any new attributes to be included in the model. This can be done using filter 
wrapper based feature ranking technique. The objectives of this research are; to 
investigate the quality and assessment problems in software product; to develop a 
theoritical framework for intelligent software quality model; to propose feature ranking 
technique for software quality and assessment; and to construct an intelligent software 
quality and assessment model.  The research is conducted in five main phases which 
include: 1) the theoretical study; 2) design of formal framework on intelligent software 
quality and assessment; 3) model the software quality using Artificial Intelligence 
technique; 4) construction of intelligent model of software quality and assessment and; 
5) conformation study.  With respect to other ranking technique for software quality attribute, 
the proposed technique depicted a higher correlation with human experts.The model provides a 
way to assess software product using intelligent technique, which is useful for 
organization in selection and assessment of software as well as to integrate in future 
researches as a quality benchmark. This also ensure that the quality of the software 
meets the nation’s and organisation’s requirements and standards in current and future 








Software has become a very important aspect of everyday life thus quality of software is 
a great concern, vital and critical. It requires continuous improvement to retain survival 
of a software company either in private or public sector.  Software quality assurance 
affects both immediate profitability and long-term retention of customer goodwill. In 
January 2002, Bill Gates demanded Microsoft to think of quality of their product and to 
produce less defects in its products (Mann, 2002). He seems to have recognized the 
importance and emergence of this new definition of quality.  
 
The past decade has seen rapid development and diffusion of software and ICT related 
technologies not only in Malaysia but also worldwide.  In Malaysia, statistic produced 
by Malaysian Super Corridor (MSC) (2007) states that 51% from 1372 operational MSC 
status companies are functioning on software development, and 13% are working on 
support services, 9% are running on creative multimedia, 9% are dealing with hardware 
designs, while 11% are functioning on Internet Based Business (IBB) and 7% on Shared 
Services/Outsourcing (SSO) (refer to Figure 1.1). It shows that software development 
industry has a significant contribution and impact to the development and success of the 
MSC. Thus, an appropriate attention is necessary to monitor the quality of software 
product delivered by these companies as well as other non-MSC companies, 

























Figure 1.1 : MSC status companies by technologies cluster: Operational at 
January 31, 2007 Source: MSC (2007) 
 
International Organization for Standardization (ISO) defines software as “all or part of 
the programs, procedures, rules, and associated documentation of information processing 
system”. Software product is defined as “the set of computer programs, procedures, and 
possibly associated documentation and data designated for delivery to a user” (ISO/IEC 
9126, 1996). The term product from the view of software engineer covers the programs, 
documents, and data,  while from the view of user’s product is the resulted information 
that meets the user’s need.  
 
General expressions of how quality is realized in software dealing with “fitness for use” 
and “conformance to requirements”. The term “fitness of use” usually means 
characteristics such as usability, maintainability, and reusability. On the other hand, 
“conformance to requirements” means that software has value to the users (Tervonen, 
1996). ISO defines quality as “the totality of features and characteristics of a product or 
services that bear on its ability to satisfy stated or implied needs” (ISO/IEC 9126, 1996; 
Jenner, 1995). Institute of Electrical and Electronics Engineers (IEEE) defines software 
quality as – a software feature or characteristic used to assess the quality of a system or 
component (IEEE,1993). Software quality is also defined as the fitness for use of the 
software product and to conform to software requirements and to provide useful services 
(Schulmeyer & McManus, 1998). Later, software quality is defined as “conformance to 
explicitly stated functional and performance requirements, explicitly documented 
development standards, and implicit characteristics that are expected of all 




In many organizations, software is considered as one of the main assets with which the 
organization can enhance its competitive global positioning in current global economic 
era. To remain competitive, software firms must deliver high quality products on time 
and within budget. Software Engineering Institute’s Capability Maturity Model (CMM) 
(cited in Slunghter, Harter and Krishnan, 1998) reports the following quote from a 
software manager: “I’d rather have it wrong than have it late. We can always fix it later”. 
Thus, many complaints have been reported regarding quality of the software. These 
complaints claimed that software quality is not improving but rather deteriorates steadily 
and worsening. Therefore, users report and claim that software is being delivered with 
bugs that need to be fixed and dissatisfied with the product (Denning, 1992; Whittaker & 
Voas, 2002). 
 
Software product quality can be evaluated via three categories of evaluations: internal 
measures, external measures and quality in use measures (Suryn et al.,2002). Internal 
measuring is the evaluation based on internal attributes typically static measures of 
intermediate products and external measuring is based on external attributes typically 
measuring the behaviour of the code when executed. While the quality in use measures 
include the basic set of quality in use characteristic that effect the software. This 
characteristic includes effectiveness, productivity, safety and satisfaction. This 
measurement is an on-going research of SQuaRE which is the next generation of ISO 
9126 but not fully published and accepted currently. SQuaRE quality model consists of 
internal and external measures that include quality in use aspects. It presents similar 
concept of characteristics and subcharacteristics as in ISO 9126 approach (Suryn, Abran 
& April, 2003). 
 
Previous study has developed a new enhanced quality model and known as Pragmatic 
Quality Factor (PQF) (Yahaya, Deraman & Hamdan, 2008). This model has been tested 
and applied in certification process in several real case studies. It is a static model of 
quality with fix attributes and measures. Based on previous research, quality attributes 
may be updated from time to time to meet current requirements and standard. For 
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example, security and integrity were not included in the previous model such as McCall, 
Dromey and ISO9126 but were recognized as important and crucial in the current global 
borderless world. 
 
Even though there are several models of software quality available from literature, it still 
believed that quality is a complex concept. Quality is in the eye of the beholder and it 
means different things to different people and highly context dependent (Voas & 
Laplante, 2007; Kitchenham & Pfleeger, 1996). The available software quality models 
only focus on technical aspects of quality and none of them are considering the user 
satisfaction and expectation in the measurement. In addition, weight of individual 
attribute is an important aspect to be included in the research (Yahaya, 2007). 
 
1.2. Research Problem 
Currently, the existing quality models have consistently been highlighted as static 
models which have been developed to measure software product in term of  time, budget 
and also correctness with efficiency to perform all the specified functions of 
requirements (Denning, 1992). However, these models have been developed to evaluate 
and measure software product based on technical aspects and theories but did not focus 
on human aspect (Yahaya, Deraman & Hamdan, 2008).  
 
Software quality environment today is changing rapidly in term of users requirements 
and needs to fulfill for current and future requirement in assessment. Previous software 
quality models (Voas & Agresti, 2003; MSC, 2007; Tervonen, 1996; Jenner, 1995) 
measure the software quality based on technical aspects and theories. Pragmatic Quality 
Factor (PQF) model proposed in (Yahaya, Deraman & Hamdan, 2006) is a 
comprehensive measurement which consist all the technical aspects with the addition of 
the human aspects.   PQF is a practical software quality model that has been tested in 
several case studies, involving several large organisations in Malaysia (Yahaya, 
Deraman & Hamdan, 2008). However, this model operates on a set of static quality 
attributes and measures. Thus the model is not flexible and incapable to capture current 




Previous study indicated that new attributes might need to be included in the assessment 
as well as in the model (Yahaya, Deraman & Hamdan, 2006). The new attributes could 
not be added in the current static quality models. The two problems mentioned motivate 
the development of an intelligent software quality model with new dynamic tool and 
technique by highlighting the human aspects.  Therefore, a dynamic software quality 
model using Artificial Intelligence (AI) technique is proposed in this research to enable 
the model to learn and adapt to new requirements. As to control and maintain the quality 
of software product, this proposed dynamic model is capable to identify and recommend 
to the environment the new behavioral attributes which supposed to be maintained or 
included in the model. The proposed intelligent Pragmatic Quality Factor (i-PQF) model 
is based on Pragmatic Quality Factor (PQF) model which was developed by Yahaya, 
Deraman and Hamdan (2008). 
 
1.3. Research Objectives 
The aim of this research is to construct a dynamic software quality model for effective 
software assessment.  To achieve this aim the study embarks on the following 
objectives: 
 
• To investigate the quality and assessment problems in software product. 
• To develop a theoritical framework for intelligent software quality model. 
• To propose Artificial Intelligence technique for software quality and assesment. 
• To construct an intelligent software quality and assessment model. 
 
1.4. Research Scope 
The study focus on developing an intelligent software quality model based on the 
software behavioral and human factor by using Artificial Intelligence technique. The 
proposed model covers both technical measures and behavioral aspects of software 
quality.  The intelligent component of the proposed model solves the problem of 
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redundancy in ranking quality attributes to be used in the assessment of software quality.  
The proposed model was evaluated on real and hypothetical software quality attributes. 
 
1.5. Research Significance and Contribution 
This research contributes by providing a new software quality model with intelligent 
capability.  Specifically it presents new knowledge on intelligent software quality 
attributes, measures and metrics.  The research has huge potential in the are of Software 
security and quality (Cyberspace security).  Additionally it can bring big impact for 
critical software system and other applications. 
 
1.6. Organization of the Report 
This report is organized into 6 chapters.  Chapter 1 introduces the background, research 
problem, objectives, scope and significance of the work.  Chapter 2 presents the 
literature review and related works.  Chapter 3 outlines the methodology of the research.  
Chapter 4 presents the proposed i-PQF model.  Chapter 5 explains the results and 









This chapter presents the literature review performed in this study.  It starts with a 
definition on software quality and follows with the existing work on software quality 
models,  Next the Pragmatic Quality Model which is the basis of this study is presented 
followed by discussion on the various artificial intelligence techniques that was used in 
the software quality research area.  The chapter ends with a summary of the literature 
findings. 
 
2.2. The definition of Software Quality 
Software quality is defined as a set of quality attributes with different interest group 
express their needs of software. International Organization for Standardization (ISO) 
defined quality as the totality of characteristics of an entity that bear on its ability to 
satisfy stated and implied needs (Yamada, 1996). ISO/IEC9126 (1996) applies software 
quality as to extend the user needs are well defined. Hence, IEEE (1993) defines 
software quality as a software features or characteristics to assess the quality of a system 
or component. Software quality is also defined as the fitness for use of the software 
product and conformance to software requirements and to provide useful services 
(Tervonen, 1996). Thus, software quality also is defined as conformance to explicitly 
stated functional and performance requirements, explicitly documented development 
standards, and implicit characteristics that are expected for all professionally developed 
software (Tervonen, 1996). In many organizations, software is considered as one of the 
main assets with which the organization can enhance its competitive global positioning 
in current economic era. The different perspectives of quality were referred to the 
transcendental view, user view, manufacturing view and value-based view. These 
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perspectives influence the software product quality development in term of their final 
interaction with the final product. 
 
2.3. Software Quality Models 
The relationship of each quality attributes in software product provides an abstract or 
high level specification for the software product and the capability to fulfill the changes 
in the environment is important to be highlighted. The earlier models are McCall, 
Boehm and FURPS models. The McCall quality model is one of the earliest models 
(Khosravi & Gueheneuc, 2004) but it is interesting to notice that some of the factors 
defined in this model are still relevant and as fresh today as they were in 70’s. The 
Boehm model is similar to McCall model that it represents a hierarchical structure of 
characteristics, each of which contributes to total quality. Hewlett-Packard developed a 
set of software quality factors that make up its name FURPS. The FURPS model takes 
five characteristics of quality attributes - Functionality, Usability, Reliability, 
Performance, and Supportability (Khosravi & Gueheneuc, 2004). One disadvantage of 
this model is that it does not take into account the software product’s portability (Ortega, 
Perez &Rojas, 2003). 
 
ISO 9126 defines product quality as a set of product characteristics that governs how the 
product works in its environment are called external quality characteristics. ISO 9126 
indicates six main quality characteristics which associated with several sub 
characteristics. It has been invented since 1991 and today, it is still being accepted and 
used in researchers that deal with software quality (Adnan & Bassem, 2006). However, 
at the same time it has the disadvantage of not showing clearly how these aspects can be 
measured (Rae, Hausen & Robert, 1995) and the model only focusing on developer view 
of the software (Pfleeger, 2001). As mentioned in Chapter I, SQuaRE which is a not 
published ISO9126 quality model consists both internal and external measures that 
include quality in use aspects. 
 
Dromey (1998) proposes a working framework for building and using a practical quality 
model to evaluate requirement determination, design and implementation phases. 
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Dromey (1998) stated that an ultimate theory of software quality is like “the chimera of 
the ancient Greeks, is a mythical beast of hybrid character and fanciful conception. We 
obliged, however, to strive to make progress, even though we realize that progress often 
brings a new set of problems”. He also suggested that software quality usually referred 
to high-level attributes like functionality, reliability and maintainability and the 
important thing to focus was on the priority needs for the software.  Dromey (1998) 
points out that high level quality attributes cannot be built into the system. The 
alternative way to input quality into software is by identifying a set of properties and 
build them up consistently, harmoniously and fully to provide high level quality. 
The systemic model is developed by identify the relationship between product- process, 
efficiency-effectiveness and user-customer to obtain global systemic quality (Ortega, 
Perez & Rojas, 2003). The disadvantages of this model are that it does not cover the user 
requirements and conformation aspects.  Analysis from previous quality models have 
demonstrated that there is different quality characteristics associated with different 
models. It shows that the main quality characteristics found in majority of the models 
are: efficiency, reliability, maintainability, portability, usability and functionality, which 
are presented in more recent models and are considered as essential and vital. 
 
As observed from existing quality models for software product assessment, available 
identified quality attributes is difficult to meet current requirement and specification. 
Current quality models are much dependent on the usage of the assessment process and 
development requirement. The earliest models of quality such as McCall, Boehm, 
FURPS and ISO 9126 are limited to measure of external software characteristics such as 
reliability, maintainability, portability and functionality which do not consider other 
necessities needs such as conformance of user requirements and expectation. Software 
quality is more on customer satisfaction and software correctness is not sufficient to be 
declaring as good quality without satisfaction by the users (Denning, 1992). Denning 
(1992) presented his argument that “software quality is more likely to be attained by 
giving much greater emphasis to customer satisfaction. Program correctness is essential 
but is not sufficient to earn the assessment that the software is of quality and is 
dependable”. Software quality and evaluation not only deal with technical aspects but 
10 
 
also in dimensions of economic (managers’ viewpoint), social (users’ viewpoint) and as 
well as technical (developers’ viewpoint) (Buglione & Abran, 1999). Thus, there are 
requirements to include measurements of human aspects and the quality impact in the 
quality model. Integrity as one of the vital attribute in current situation is not considered 
in previous models. 
 
Based on limitations and constraints in previous models of software quality, our research 
group has successfully developed a new quality model named as Pragmatic Quality 
Factor or PQF. PQF consists of two main attributes: the behavioural and the human 
aspect. The behavioural attributes deals with assessing software product to ensure the 
quality of the software and how it behaves in certain operating environment. They are 
also known as quality in use. While the impact attributes deal with how the software 
reacts and impacts to the environment. These two components of quality produce a 
balance model between technical requirement and human factor (Yahaya, Deraman & 
Hamdan, 2008). The available software quality model such as the ISO 9126 model does 
not accommodate the other aspects of software quality requirements (ISO/IEC 9126, 
1996).  The next section details out the essence of the PQF model. 
 
2.4. Pragmatic Quality Factor Model 
 
 The development of PQF was intended to evaluate and measure software quality 
attributes by emphasizing on software behavioral and human aspects. This new static 
model has showed and clearly defined the way to evaluate and measure quality attributes 
as well and improved the lack of mechanism and techniques of software assessment in 
existing models. It covers the behavioral aspects of the software and the impact 
attributes. This model supports a better software quality standard and procedures to 
fulfill user requirement and user needs. PQF has been applied in real industrial practices 
with involve several large organizations in Malaysia (Yahaya, Deraman & Hamdan, 




PQF consists of two main quality attributes: the behavioural and the human aspect. The 
behavioral attributes concerns with assessing software product to ensure the quality of 
the software and how it behaves in certain operating environment. They are also known 
as quality in use. While the impact attributes deal with how the software reacts and 
impacts to the environment. These two components of quality produce a balance model 
between technical requirement and human factor. The available software quality model 
such as the ISO 9126 model does not accommodate the other aspects of software quality 
requirements (ISO/IEC 9126, 1996) PQF for software assessment model has several 
interesting features. The features are summarized and shown in Table 2.1.  
 
Table 2.1. Features and capabilities of the PQF model 
 Exhibit capability 
1. Provides an alternative means to certify software product in a 
collaborative perspective approach among users, developers 
and independent assessors. It is considered to provide 
confidentiality, security and privacy of the software. This 
approach accelerates the process and eliminates bias during 
assessment. 
 
2. Provides means to identify quality status of a product using 
PQF in a practical environment. The quality attributes 
embedded in PQF is more convincing that meets the 
additional aspect of quality. The additional aspect of quality 
deals with human aspects and does not cover in previous 
software quality models. 
 
3. Provides means to offer flexibility in obtaining certification 
level with a guided procedure of initializing weight values on 




PQF was applied in software product certification process as a guideline representation 
for software product assessment and certification. This model is a set of static quality 
attributes and measures. It is relevant and compatible with the current requirements of 
software quality assessment and based on empirical study conducted in Malaysia 
(Yahaya et al., 2006). Even though it provides certain level of flexibility to the 
organization in the assessment by allowing to choose weight factors but this model 
unable to improve its components according to current and future requirements 
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(Deraman & Yahaya, 2010). It was identified that quality attributes changes from time to 
time depending on current requirement. The existing literature of software quality model 
has consistently highlighted that software quality model act as a static model with some 
fundamental attributes of software quality. Table 2.2 shows the summarization of quality 
attributes in various quality models. The study reveals that quality attributes need to be 
updated from time to time to meet current requirements and standard. For example, 
security and integrity were not included in the previous model such as McCall, Dromey 
and ISO9126 but were recognized as important and crucial in the current global 
borderless world. Thus, it is suggested to investigate the potential of flexibility and 
adaptation to changes of software quality model and attributes based on current and 
future requirements. 




Even though PQF provides certain level of flexibility to the organization in the 
assessment by allowing to choose weight factors but this model unable to improve its 



















Testability x x      
Correctness x       
Efficiency x x x x X x x 
Understandability  x   X   
Reliability x x x x X x x 
Flexibility x       
Functionality   x x X x x 
Human engineering  x      
Integrity x      x 
Interoperability x       
Process Maturity     X   
Maintainability x x x x X x x 
Changeability  x      
Portability x x  x X x x 
Reusability x    X   
Usability   x x  x x 
Performance x  x     
User Conformity       x 
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Therefore artificial intelligence techniques need to be explored to produce a more 
comprehensive software quality model that is capable to dynamically learn from its 
environment. 
 
2.5. Artificial intelligence techniques for software quality  
  
There are several studies conducted in software engineering particularly in software 
quality that have included artificial intelligence techniques for several purposes. Some of 
the identified studies are summarized next.  The techniques being shortlisted are 
artificial neural network (ANN) case-based reasoning (CBR) and feature selection (FS). 
Each of this technique will be discussed in this section. 
2.5.1. Artificial Neural Network 
Artificial neural networks (ANN) are based on the concepts of the human or biological 
neural networks consisting of neurons, which are interconnected by the processing 
elements. The ANNs are composed of two main structures namely the nodes and the 
links. The nodes correspond to the neurons and the links correspond to the links between 
neurons. The ANN accepts the values of inputs into its input nodes or input layer. These 
values are multiplied by a set of weights and added together to become inputs to the next 
set of nodes to the right of the input nodes. This layer of nodes is referred to as the 
hidden layer. Many ANNs contain multiple hidden layers, each feeding into the next 
layer. Finally, the values from last hidden layer are fed into an output node, where a 
mapping or thresholding function is applied and the prediction is made.  
ANN is created by presenting the network with inputs from many records whose 
outcome is already known. MultiLayer Perceptron (MLP) is used as the architecture to 
learn the data set in the training phase. While to test the data different classification 
algorithm are built such as Naïve Bayes, K-Nearest Neighbour (KNN), Support Vector 
Machine (SVM) and Logistic Regression (LR) Kumar, Rai & Trahan, 1998; 
Khosgoftaar, Szabo & Guasti, 1995; Forman, 2003)For example, Khoshgoftaar et al. 
(1995) studied on exploring the behaviour of neural network in software quality models. 
In this study, quality data is collected from software components of a few large 
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commercial software systems.  The data was used to train the neural network to observe 
the relationship between software complexity metrics and software quality metrics. 
2.5.2. Case based reasoning 
Case-Based Reasoning (CBR) approach is a model that analyses previously stored 
solutions that have been found to be effective in the solution of earlier problems. The 
purpose of CBR are to ensure the fitness for purpose of a software module, to identify an 
appropriate set of features which may be used and to describe the performance, metrics 
and quality characteristics relating to each case. In CBR, the quality attributes will be 
measured by presenting a list of quality factors and their definition. Then, the 
relationship among the quality factor are determined  and later, quality factors are 
established by using metric performance like Quality Function Deployment (QFD) 
which quantifies the quality attributes and calculate the total quality measures for each 
attributes. Case-Based Reasoning technique have to focus on high dimensionality case 
reasoning of the data set in the case library to support unexpected reasons from the 
current cases (Kolodner, 1993; Lee, Hamza & Irgen, 1996). 
A good example of the application of CBR in software quality assessment can be 
witnessed in the work of Lees, Hamza and Irgens (1996).  Here the researchers have 
investigated the utilization of CBR and QFD in software quality assessment. Their aim 
was to develop a CBR oriented software quality advisor to support the attainment of 
quality in software development. This was done by reference to the quality case histories 
using software modules from previous designs. 
2.5.3. Feature Selection 
Feature Selection (FS) is a process of selecting a subset of relevant features for building 
learning models and it used to remove less important features from the training data set. 
The aim of FS is to improve the classification performance and to offer and improved 
realization of the fundamental process that created the data (Guyon et al., 2002).  Feature 
Selection as an important activity in data pre-processing used in software quality 
modelling and data mining problems that has been extensively studied for many years in 
data mining and machine learning. In the software quality assessment area, FS has been 
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applied to identify the most promising quality attributes that is able to increase the 
efficiency of software classification (Gao et al., 2009; Huanjing et al.,2010). 
 
Feature Selection technique has been divided into two categories which are feature 
ranking technique and feature subset selection technique. Feature ranking technique 
assesses attributes individually and ranks the attributes according to their individual 
classification power. Whilst, feature subset selection technique selects the subset of 
attributes that collectively have good predictive or classification capability. There are 
two different approaches to FS which are filter approach and wrapper approach.  By 
using the filter approach, the feature subset is selected independently of the learning 
method which means ignoring the induction algorithm to assess the merits of features 
from data.  Whilst, in wrapper approach the features are selected using the same learning 
algorithm that will be used for learning on domain represented with the selected features.  
In this approach, the feature subset selection is done by using the induction algorithm as 
a black box which means no knowledge of the algorithm is needed. The feature subset 
selection algorithm conducts a search for a good subset using the induction algorithm 
itself as a part of the evaluation function (Goa et al., 2009; Tadeuchi et al., 2007; Blum 
& Langley,1997; Guyon & Elisseeff, 2003; Forman, 2003, Liu & Yu, 2005). 
 
In Huanjing et al. (2010),an empirical investigation of filter based feature ranking 
techniques (FRT) for software quality classification was performed. Here, a number of 
filter based feature ranking techniques were used to predict the quality of software 
modules as either fault prone or not fault prone. They showed that the performance of 
the filter based feature ranking techniques varies depending on the classifiers and the 
performance metrics used to measure the efficiency of the classification results. Gao et 
al. (2009)applied Filter Attribute Selection (FAS) to perform attribute selection before 
classification. FAS is a process of selecting a subset of relevant features for building 
learning models. The idea behind this technique is to remove less important features 
from the training data set.  They tested four FAS techniques and concluded that the 
technique proposed by (Khosgoftar et al.,2003) i.e.; the Kolmogorov-Smirnov 
Correlation Based Filter (KSCBF) performed better for the software quality problem.   
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2.5.4. Other AI techniques for software quality 
Colin J. Burgess (2000) investigated research in software quality management using 
artificial intelligence. This research studied the use of artificial intelligence techniques to 
solve problems in software quality management. It outlined four areas where artificial 
intelligence techniques have been successfully used. The areas are:   1. The application 
of genetic algorithms and other search techniques to aid the automatic generation of 
structural test data. 2. The application of genetic algorithms to the testing of real-time 
systems. 3. The use of influence diagrams to aid the management of software change. 4. 
Improving the cost estimation of software projects.  
Another research in the area of software quality that uses AI technique was conducted by 
Agüero et al (2010). This research presented a software quality support tool which was a 
Java source code evaluator and a code profiler based on computational intelligence 
techniques. It proposed a new approach to evaluate and identify inaccurate source code 
usage and transitively the software product itself.  The aim of this research was to equip 
the software development industry with a new tool to increase software quality. 
2.6. Summary 
 
The reviewed literature identifies the potential of AI techniques in improving software 
quality assessment models.  One of the potential of AI techniques that is worth exploring 
is the feature ranking technique.  Using the feature ranking technique, this research 
proposes a more comprehensive and intelligent model of software quality that is capable 
to rank the most important software quality attributes to be used in the software quality 









The literature study performed in this research revealed the potential of feature ranking 
technique that can be used to improve the software quality attribute selection in the 
assessment of software. This chapter presents the methodological steps in order to 
achieve the identified research objectives 
 
3.2. Research Methodology 
The research is carried out in five main phases i.e.  Theoretical study, design of formal 
framework on intelligent software quality, the identification of AI technique for 
intelligent software quality model, .with the aim to develop a new intelligent software 
quality model and  the conformance study. Figure 3.1 shows the phases involved in this 
research. The next section explains in detail all these five phases. 
 
 





















3.2.1. Theoretical Study 
The purpose of this phase is to investigate the quality and assessment problems in the 
existing software product. The inputs from this phase are books, journals, proceedings, 
published and unpublished papers, online documentations, online journals, online 
proceedings and others academic research and any other documentation related to 
software quality. The following activities are performed in this phase: 
• Review the existing books, journals and proceedings. 
• Access online and review all related issues regarding software quality issues and 
AI techniques 
• Find out the existing model on software quality and existing work on AI 
techniques. 
• Investigate the quality and assessment problem in software product 
• Extract the quality factors and generate the new ideas to adapt, noticing and learn 
the environmental changes and information needs.  
• Identify the software quality characteristics based on PQF model 
• Research on the intelligent software quality model based on software behavioral 
and human factors 
• Identify the problem motivation to develop new model in software quality 
assessment  
 
The deliverables from this phase are summary on literatures and related issues, the 
identification of the strengths and weaknesses of the static quality models and existing 
AI techniques to support software quality and a set of characteristics from the PQF 
model.  The deliverable from the study can support the researcher to generate the new 
ideas on identifying software quality attributes and models as well as their strengths and 
weaknesses in measuring the attributes. 
3.2.2. Design of formal framework on intelligent software quality  
This phase involves identifying the specific feature of software quality to be represented 
using AI approach. Inputs that are needed to perform this phase are identified 
environmental changes in software quality, Identified artificial intelligence approach like 
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feature selection technique and the identified Feature Ranking Technique (FRT). The 
following activities are performed in this phase: 
• Review the definition, concepts and quality models in  previous software quality 
model  
• Defined the AI approach based on the selected techniques used for development 
of intelligent software quality model (i-PQF) 
• Determine the problem areas containing the considerations, research questions 
that need to be addressed in the research methodology   
The main deliverable of this phase is the Theoretical Framework which outlined the 
Components that are needed to develop a dynamic software quality model  The formal 
framework can help the researcher to determine the study areas and also content 
considerations, research questions that need to be addressed and the methodology. 
























Figure 3.2 :  The Theoretical Framework on Intelligent Software Quality 
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Designing and developing an Intelligent Software Quality Model based on Pragmatic 
Quality Factor (PQF) model to measure and evaluate the quality attributes 
Intelligent Software Quality Model (i-PQF) 
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The development of i-PQF involves several components of static models by focusing on 
the additional human aspects and intelligent aspects. From the study two main issues 
were identified which are software quality models and components. The details of 
available and relevant software quality models and associated components are explored. 
The third issue is the dynamic aspect of software quality. This covers the intelligence 
techniques and methods in developing the intelligent software quality model. The 
identification of the models, components and techniques enables the design and 
development of an intelligent software quality model.    
3.2.3. Identify and propose the AI technique for intelligent software quality model 
From the literature review, several techniques have been found to enhance the software 
quality model by using Artificial Intelligence approach such as Feature Selection, 
Artificial Neural Network (ANN) and Cased-Based Reasoning (CBR). In order to create 
an algorithm with the expert function to measure and evaluate the attributes in software 
quality, the Feature Ranking Technique (FRT) as proposed technique in this study.  
 
Inputs that are needed to perform this phase are the constructed theoretical framework 
outlined in the previous phase, components of dynamic quality model and shortlisted AI 
techniques. The following activities are performed in this phase: 
• Review and summarize the proposed technique. 
• Identify the technique 
• Review and study the available tools 
The main deliverable of this phase is the algorithm of the Feature Ranking Technique 
and the identification of the tool to perform machine learning from the software quality 
attribute data. 
 
In order to create the intelligent function to measure the attributes in software quality, 
the Feature Selection Wrapper-Based Feature Ranking technique has been chosen to be 




3.2.4. Construction of intelligent software quality (i-PQF)  
In this phase the proposed AI technique for intelligent software quality model is 
constructed.  Inputs that are needed to perform this phase is the proposed feature ranking 
technique from the previous phase.  This includes the constructed algorithm to be 
implemented.  Besides that the method used to perform the machine learning provided 
by the identified tool is also need in this phase.  Another important input is the database 
that contains certification data from year 2007 to 2011.   
 
The following activities are performed in this phase: 
• Construct the algorithm and calculates the weight given by the stakeholders by 
using the proposed formula.  
• Run the constructed intelligent software quality model with the identified data 
• Perform the learning method to resolve the redundancy issue. 
• Obtain the results for analysis and evaluation  
The main deliverable of this phase is the Intelligent Software Quality Model (i-PQF).  
Refer to Chapter 4 for details on i-PQF. 
3.2.5. Conformation Study 
In this phase the proposed model and the prototype will be tested and validated. The key 
input to perform this phase is the Intelligent Software Quality Model (i-PQF).  For the 
comparison purposes the PQF model and the Kolmogorov Smimov Correlation Based 
Filter algorithm is need. 
 
The following activities are performed in this phase: 
• Construction of an experimental design 
• Evaluation of the proposed model  by comparing the performance result to the 
PQF model  and Kolmogorov_Smirnov Correlation Based Filter algorithm 
• Reporting the results 
The main deliverable of this phase are the verified model and the result analysis as 




This chapter presents a five phase methodology that is applied in this research in order to 
achieve the identified research objectives.  The phases include Theoretical Study, Design 
of Formal Framework on intelligence software quality, Identification of AI technique for 
Intelligence Software Quality model, Construction of Intelligent Software Quality (i-
PQF) model and conformance study. Each phase has key inputs, activities and 
deliverables to achieve the research objectives and to solve the identified research 






THE PROPOSED i-PQF 
 
4.1. Introduction 
This chapter explains the Intelligent Software Quality Model.  The model is based on the 
comprehensive PQF model proposed in Yahaya et al. (2006) that consists both the 
technical aspects and behavioural aspects of software quality assessments.  The proposed 
Intelligent Software Quality Model is called i-PQF for easier referencing. i-PQF is a 
dynamic software quality model based on filter-wrapper based feature ranking technique 
to enable the model to learn and rank software quality attributes based on previous 
software quality assessment dataset. The filter based approach is implemented by 
introducing a ranking model named Most Priority of Feature (MPF) to calculate the 
priority score for the purpose of ranking and in resolving the issue of redundancy and 
subjectivity of measurement; a wrapper approach is proposed where the focus is on a 
learning process using classifiers on attribute scores given by quality assessors.  Quality 
scores are relatively very subjective and difficult to be determined distinctively 
therefore, the proposed model is designed to identify and recommend to the environment 
attributes that are given high scores based on previous cases of software quality 
assessment data.  The subsequent sections present the overall architecture of i-PQF and 
detail out the steps in the proposed algorithm. 
 
4.2. i-PQF architecture 
The architecture of i-PQF can be divided into two phases.  As mentioned earlier i-PQF 
applies both the filter and wrapper approach.  The filter approach is implemented in 
Phase I where a score (MPF score; see section ) is calculated for all attributes and the 
scores are checked and ranked.  If there is more than one highest score, Phase II is 
24 
 
executed where the wrapper approach is implemented. Figure 4.1 shows the proposed i-

























Figure 4.1 :  i-PQF architecture 
 
As can be seen in Figure 4.1, the method consists of two phases; The filter approach is 
implemented in Phase I where the MPF score is calculated for all attributes and the 
scores are checked and ranked.  If there are more than one highest MPF score, Phase II 
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The main features of i-PQF are; first, the use of AI method particularly a filter and 
wrapper based FRT to support dynamic software quality attribute selection, second, the 
introduction of MPF ranking model and third the implementation of quality score 
learning.    
In phase I, the software quality attribute data are obtained from PQF database which 
contains over 1000 cases of software quality assessment data collected from previously 
performed case studies as reported in Yahaya et al. (2008b) and Yahaya et al., (2010).  
The behavioral attributes collected from the research studies are efficiency, 
maintainability, functionality, portability, reliability, usability, user factor and integrity. 
Table 4.1 shows an example of the software quality attributes and the weights assigned 
by the assessors (5 is the highest quality score). Each of the behavioral attribute is 
assigned quality scores by the software quality assessors.  The quality scores are a real 
number from the range of 1 to 5 assigned to show the importance of certain attributes as 
compared to others in that particular environment.  A score of 5 indicates the highest 
score of quality of that particular software. 
 
Table 4.1: Example of software quality attributes with assigned quality scores 










User Factor 3.67 
  
 
The quality scores shown in Table 4.1 is used to calculate the most priority of feature 
(MPF) score which is explained in detail in the next section.  Then the score is ranked.  
If there are two or more attributes that produces the same MPF scores, the second phase 
will be implemented. In second phase, the data from the PQF database corresponding to 
the attributes which have same MPF scores are obtained to be used for training the 
classifiers. As pointed out in Huanjing et al. (2010), the choice of classifier may affect 
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the classification accuracy; therefore in this work we have used two classifiers namely 
Random k-labelsets (RAKEL) and k-nearest neighbor (MLkNN) to avoid biasness.  The 
attribute that produces the highest classification accuracy is then chosen to be ranked 
first. Once ranked the software quality assessor can picked the quality attributes based 
on the produced ranks.  The next section explains each of these steps in the form of 
algorithm. It also details out the calculation of the MPF scores. 
 
4.3. Algorithm 
This section provide the step involved in the i-PQF model by presenting the algorithm. 
Refer to Table 4.2 for the i-PQF algorithm.   
 
Table 4.2: Algorithm of i-PQF 
Steps Algorithm 
1 Get the software quality attributes  and 




Use the quality score value to calculate the 
MPF scores for all attributes  















If there are more than one highest MPF 
score 
For each of the attribute with same MPF 
score 
Begin 
a.  Get the corresponding data and weights 
from the        PQF database 
b.  Input the data into two classifiers 
c.  Calculate the average classification 
accuracy of the two classifiers 
d.  Output the average classification 
accuracy  
End 
Select the attribute with the highest 
classification accuracy  




The first step in the algorithm is to obtain the software quality attributes and the quality 
scores from the PQF database.  The attributes and quality scores as shown in Table 4.1 
are used to calculate the MPF scores for each attribute.  The MPF score is calculated 
using Equation 4.3.  In order to calculate the MPF score, The arithmetic mean of 
variables will be calculated and depicted in Equation 4.1 is applied  
 
Mean of variable: 		 = 	∑                                                                     (4.1)	
Where, 	is	the	population	mean, ∑ is the total of data collection in the database and 
N is the population size in the database. The example to find the mean of variable was 
obtained by following calculation.  
The mean value of each attributes will be calculated and ranked accordingly to the 
priority of the attributes. The next step will be calculated the standard deviation of the 
attributes in the database.  
                      δyj =	∑ ( − 	) 2                                      (4.2) 
Where, δyj is the standard deviation for the selected quality attributes, N is the 
population size in the attribute’s database, i is the value of vector in standard deviation 
value (standard value) and ( − 	)2 is the attribute’s value in the database minus to the 
mean value of the data collection in the attribute’s database 
 





                                                                                                 ….       (4.3) 
 
 




where, xi is the weight assigned by assessors to each software quality attributes, δyjis the 
standard deviation for the selected quality attributes, maxxiis the maximum weight of the 
selected attributes in the database and ƒmaxxi is the frequency of maximum weight of the 
selected attributes.  
The attributes will be evaluated using Equation 4.3 as to measure the scattered value in 
the collection value of attributes. Furthermore, the maximum value of the selected 
attributes in the database (max) will be used to be multiplied by the mod frequency of 
maximum value of the selected attributes in the same database (ƒmaxxi).  
As an example we show the calculation of MPF scores for one attribute taken from the 
PQF database i.e. the ‘efficiency’ attribute with the assumption that there are only 4 
cases of assessment for that attribute as shown in Table 4.3.   
 






Let the quality score given by the assessors in these 4 cases to be {4,5,3,5}.  Therefore 
the mean quality score is 4.25, the standard deviation for these quality score is 0.96, the 
maximum value (maxxi) is the maximum quality value of 5 and the frequency of the 
maximum value in the efficiency database is 2.   Therefore the MPF score = 0.96 (5 * 2) 
= 9.6. 
 
The next step involves the sorting and ranking of the attributes based on the calculated 
MPF scores.  If there are two similar MPF scores where it is not possible to rank the 
attributes correctly, the attributes that has the same MPF scores will be checked for 
classification accuracy using classifiers.  Here each attributes scores obtained from the 
PQF database will be used for training and testing two identified classifiers.   
 
User Value (xi) 
User 1 4 
User 2 5 
User 7 3 
User 8 5 
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In this research, the adaptation of learning concept has been adopted by MULAN 
application which is known as a Java library for learning from multi label data. MULAN 
offers a variety of classification, ranking, thresholding and dimensionality reduction 
algorithm for learning from hierarchically structured labels (Tsoumakas et al., 2011). 
The MULAN application can be started by downloading the WEKA version 3.7.6, Java 
Runtime Environment (JRE) version 30 which is downloaded from 
http://www.oracle.com/technetwork/java/javase/downloads/jre-6u30-download-
1377142.html. The classifiers used in this study are RAKEL and MLkNN and the 
following codes created for these two instances are as follows:- 
 
RAkEL learner1 = new RAkEL (new LabelPowerset (new J48())); 
MLkNN learner2 = new MlKNN(); 
After, testing the classification accuracy will be averaged. The attribute that produces the 
highest classification accuracy are selected to be ranked first. The algorithm ends by 
producing the final ranking of the software quality attributes.  The final ranking of the 




This chapter presents the development of intelligent-Pragmatic Quality Factor (i-PQF) 
model. The main issues that are solved by the proposed model were clearly defined and 
discussed. This includes the explanation on the concept used in generating the i-PQF 
algorithm and the creation of the MPF model. The whole development process involved 
in the proposed model has presented and the development of the Kolmogorov-Smirnov 
Correlation Based Filter (KSCBF) algorithm as comparison method was also executed. 
This chapter also provides a procedure to resolve the redundancy issues by performing 
classification using MULAN application. The detail explanation on the analysis of 





EXPERIMENTAL RESULTS AND DISCUSSION 
 
5.1. Introduction 
This chapter explains the settings of an experiment to evaluate the effectiveness of the 
proposed i-PQF in terms of ranking the software quality attributes.  The experiments 
were implemented and the results are presented and discussed in this chapter.  These 
include the result of i-PQF, the results of the compared method and some discussion of 
the obtained results. 
 
5.2. i-PQF Results 
The experiment was conducted using a dataset which were taken from previous cases of 
software quality assessment data. It contains over 1000 cases of software quality 
assessment data. The database contains both actual quality factors and hypothetical data. 
To simplify our experiment we have included only the high level attributes as shown in 
Table 4.1 in the previous chapter.  As mentioned in the previous chapter the MPF scores 
were calculated for each attribute.  Table 5.1 shows the software quality attributes with 
its corresponding scores i.e. mean, standard deviations and MPF scores respectively. 
 
Table 5.1 MPF Scores for each software quality attributes 
Attribute Id Attribute Name Mean Std. Deviation MPF Score 
P008 User Factor 3.9 1.38 47.34 
P004 Maintainability 4.1 1.04 45.00 
P007 Usability 3.7 1.19 45.00 
P002 Functionality 3.4 1.8 40.63 
P005 Portability 3.6 1.63 34.38 
P006 Reliability 3.1 1.51 26.10 
P003 Integrity 3.4 1.8 22.70 




From the result of the calculated MPF scores, it can be seen that there are two attributes 
that have the same MPF scores that is Maintainability and Usability which both MPF 
scores are 45.  Therefore, to resolve this issue, the wrapper approach is implemented 
where the data related to these attributes are trained and tested for classification task 
with the quality scores as the target. As was discussed previously, two classifiers namely 
RAKEL and MLkNN were employed in this task. The area under the curve (AUC) 
performance metric was used to calculate the classification accuracy.  The classification 
accuracy of the two classifiers is then averaged to obtain the combined classification 
accuracy. The result of the classification accuracy is shown in Table 5.2. 
 





Rakel 0.8121 0.8131 
MLkNN 0.9171 0.7616 
Averaged classification  
accuracy 0.8646 0.7874 
 
 
The result in Table 5.2 shows that the classification accuracy of Rakel is almost identical 
for both Maintainability and Usability attributes.  The MLkNN classified the 
Maintainability attribute with 92% accuracy while Usability’s accuracy was 79%.  This 
finding supports the reports in [10] that the accuracy is influence by the choice of 
classifier.  Therefore we have averaged the classification accuracy to avoid biasness 
towards a single classifier.  The average classification accuracy depicts that the 
classification accuracy of the Maintainability attribute is higher than the Usability 
attribute with a difference of 8%.  Therefore the Maintainability attribute are chosen to 
be ranked higher than the Usability attribute.   The resulting final ranking of the software 






Table 5.3: Final ranking of the software quality attributes 
Attribute Id Attribute Name 










5.3. Result comparison and discussion 
To access the effectiveness of the proposed technique the ranking produced by the 
proposed technique was compared with that of the ranking produced using KSCBF.  The 
result is reported with a line graph as shown in Figure 5.1.  In order to get a baseline for 
the comparison, the expert judgment was used as a benchmark. To accomplish this, a 
real software quality assessment case study data which uses PQF for a health care 
organization as reported in (Yahaya, J.H. & Deraman, 2011) was collected.  Here, the 
ranking was produced by experts that were selected through a collaboration process with 
users, developers and stakeholders of the system. Normally the stakeholders recommend 
and suggest particular users to become the user experts of the system as well as 
recommendations from the developers who were directly involved in the system 
development.  The third category of experts is the independent assessors who are free 
from the control and constraints created by the system’s users and developers. The 
ranking result of expert was averaged and was used as a baseline to compare the 
performance of the proposed i-PQF and also the compared technique. Since the scores 
provided by KSCBF and the experts have a different scale compared to the proposed i-
PQF, all scores were normalized to hold a value between 0 to 1.  A comparison graph 
were plotted to show the results.  Figure 5.1 shows the graph for ranking result of i-PQF, 





Figure 5.1: Ranking Results 
 
As can be seen in Figure 5.1, the line graph of i-PQF ranking is similar to the line graph 
of the expert as opposed to the line graph of KSCBF.  A bar chart was constructed to 
show the results.  Figure 5.2 shows the normalized ranking results of i-PQF, KSCBF and 
domain expert for each software quality attribute. 
 
 




Besides the use of graphs, the correlation coefficient was calculated for i-PQF and 
KSCBF, compared to experts rankings. These scores are then shown in a tabular form as 
in Table 5.4. 
 
Table 5.4 Correlation of produced results with human ranking 
Compared techniques   Correlation Coefficient  
FRTMPF to Expert 0.98  
KSCBF to Expert 0.83  
  
 
As shown in Table 5.4, the scores produced by i-PQF associates better to expert ranking 
compared to KSCBF. The correlation coefficient shows that i-PQF strongly correlates 
with the expert judgment with scores of 0.98 or 98% whereas KSCBF correlates 83% to 
the expert ranking with correlation score of 0.83. The correlation coefficient shows that 
i-PQF strongly correlates with the expert ranking compared to KSCBF. The reason for 
high performance of the proposed i-PQF is the calculation of MPF scores and the 
resolution of the redundancy issue in the attribute ranking.  The combination of the filter 
and wrapper approach in the proposed i-PQF is proven to be a fruitful effort.   
 
5.4. Summary 
This chapter provides the experimental results and discussion.  It presents the results 
from the compared methods such as the expert judgment and the Kolmogorov_Smirnov 
Correlation Based Filter (KSCBF) algorithm . From the results, it can be concluded that 
the performance of intelligent-Pragmatic Quality Factor (i-PQF) model is better than the 
Kolmogorov_Smirnov Correlation Based Filter (KSCBF) algorithm. The result of the 
correlation coefficient shows  that i-PQF model correlates strongly to the expert model 
as compared to KSCBF model. The proposed model has successfully reduced the 
existing limitation of the current models in software quality in terms of attribute ranking 









This chapter concludes the research of study by emphasizing major research 
contributions, the value of the research to the software quality community, and the 
suggestions and recommendations for future work.  
 
6.2. Research contribution 
In this research a dynamic software quality model has been developed known as 
intelligent-Pragmatic Quality Factor (i-PQF) model in quality attribute assessment. This 
section summarizes the main contributions of the research by referring to the research 
objectives as stated in Chapter 1:  
• To investigate the quality and assessment problems in software product. 
• To develop a theoretical framework for intelligent software quality 
model. 
• To propose Artificial Intelligence technique for software quality and 
assesment. 
• To construct an intelligent software quality and assessment model. 
 
a. To investigate the quality and assessment problems in software 
product 
This objective is achieved by performing the literature review.  The 
findings of the literature search is explained in Chapter 2.  From the 
findings the problems and issues related to software quality assessment 
were identified as discussed in Chapter 1. 
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b. To develop a theoretical framework for intelligent software quality 
model. 
The investigation of the quality and assessment problem has led to the 
construction of a theoretical framework.  This is the second objective of 
the research. This objective has been achieved where a complete 
theoretical framework has been defined as shown in Figure 3.2 of Chapter 
3. 
 
c. To identify and proposed the suitable AI technique for dynamic 
software quality model 
This objective has been achieved with the Feature Ranking Technique 
(FRT) proposed in this research. This proposed method implements both 
the filter and wrapper approach. The application of classifiers like Rakel 
and MlKnn also performs a big role in achieving this objective. The 
proposed technique solves the problem of the static quality model in the 
literature with efficiency and accuracy and enables the construction of a 
dynamic software quality model. 
 
d. To construct an intelligent-Pragmatic Quality Factor (i-PQF) model 
with the proposed Feature Ranking Technique (FRT) 
This objective is achieved through the development of an intelligent-
Pragmatic quality Factor (i-PQF) model using Feature Ranking 
Technique (FRT). The technique proposed in this research enables the 
achievement of this objective with the following contributions:  
 
i. A proposed algorithm including a formula to measure and 
evaluate the quality attributes 
Generation of an algorithm and a set of formula in the assessment 
engines is capable to adapt and noticing the future requirements 
and expectations. The proposed formula (MPF score) enables 
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easier selection of attributes to be ranked.  The quality attributes 
are measured by calculating the most of priority of features rate 
value.    
 
ii. Adaptation of learning concept using classifiers such as Rakel 
and MlKnn 
The application of an intelligence toolset performed as second 
contributions in this research by touching the learning concept in 
training the knowledge of data. The learning concept is a new 
innovation in development of software quality model assessment 
technique. This application involved the classifiers as a learner to 
train the knowledge of data such as Rakel and MlKnn. Each of 
these classifiers was implemented with improved method to 
ensure the accuracy of the ranking attributes in solving the 
redundancies of data.  
 
Overall, this study has achieved its intended objectives outlined in Chapter 1 and the 
proposed model presented in this study is considered extremely suitable for dynamic 
software quality model in evaluating the quality attributes.  
 
6.3. Research summary 
 
Software quality is a research area that fall in the nich of cyberspace security in the 
National Strategic ICT  Roadmap. This roadmap indicates that the cyberspace 
encompases not only the uses of Internet but also less visible systems and 
infrastructures. The growing dependence of these brings about the critical need to 
protect from destruction and incapacitation. Previous research has identified factors and 
attributes for static quality model. Therefore, this research constructed a dynamic 
software quality model for effective software assessment that can guarantee the 




The criteria of software assessment in software quality might change and always require 
additional new criteria to be included in future. The idea to enhance the static model  to a 
dynamic model in software quality by using PQF model as a standard model become the 
main focus highlighted in this study. This was executed by integrating Artificial 
Intelligence techniques and methods. Furthermore, embedding the intelligent system 
criteria in the proposed dynamic quality model can support the certification environment 
with a self-learning capability using knowledge from previous certification processes 
and experiences. Thus, the new model can be used as a benchmark for other researches 
that relate to software quality and certification. 
 
The proposed model consists of two main attributes: the behavioural and the human 
aspect. The behavioural attributes deals with assessing software product to ensure the 
quality of the software and how it behaves in certain operating environment. They are 
also known as quality in use. While the impact attributes deal with how the software 
reacts and impacts to the environment. These two components of quality produce a 
balance model between technical requirement and human factor (Yahaya et al., 2008). 
 
The available software quality model such as the ISO 9126 model does not 
accommodate the other aspects of software quality requirements (ISO/IEC 9126, 1996). 
The proposed dynamic model is capable to identify and recommend to the environment 
if there is any new attributes to be included in the model. This was accomplished using 
artificial intelligent method.  
 
The objectives identified in this research which are to investigate the quality and 
assessment problems in software product, to develop a theoritical framework for 
intelligent software quality model, to propose artificial intelligence technique for 
software quality and assessment and to construct an intelligent software quality and 




The research was conducted in five main phases which include: 1) the theoretical study; 
2) design of formal framework on intelligent software quality and assessment; 3) model 
the software quality using Artificial Intelligence technique;  4) construction of intelligent 
model of software quality and assessment and; 5) conformation study.  Execution of the 
five phases has produced an intelligent model that is equiped with a complete algorithm 
and mechanism for assessing software product.  As the results discussed in Chapter 5 
shows, the performance of the proposed model are superior compared to the existing i-
PQF model and model based on KCSBF.  
 
As a conclusion the porposed model The model provides a complete algorithm and 
mechanism for assessing software quality attributes, which is useful for organization in 
selection and assessment of software as well as to integrate in future researches as a 
quality benchmark. This will also ensure that the quality of the software meets the 
nation’s and organisation’s requirements and standards in current and future time. This 
is also inline with the roadmap of national ICT strategic in ensuring security and 
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