Abstract. In tracking face and facial actions of unknown people, it is essential to take into account two components of facial shape variations: shape variation between people and variation caused by different facial actions such as facial expressions. This paper presents a monocular method of tracking faces and facial actions using a multilinear face model that treats interpersonal and intrapersonal shape variations separately. We created this method using a multilinear face model by integrating two different frameworks: particle filter-based tracking for time-dependent facial action and pose estimation and incremental bundle adjustment for person-dependent shape estimation. This unique combination together with multilinear face models is the key to tracking faces and facial actions of arbitrary people in real time with no pre-learned individual face models. Experiments using real video sequences demonstrate the effectiveness of our method.
Introduction
Real-time face and facial action tracking is a key component of applications in various fields including human-computer interactions, video surveillance, and intelligent transport systems. Techniques suited to such applications must be able to estimate 3D face poses and facial actions correctly using a single camera even when large facial shape deformations due to different facial expressions are present. To be used practically, the techniques must be able to work with arbitrary people without preliminary preparations, e.g., building a face model for each person. The aim of this study is to develop a novel tracking technique that satisfies these two requirements. Therefore, we have developed a person-independent monocular tracking technique for face and facial actions.
Many model-based methods have been proposed for face and facial action tracking [1, 2, 3, 4, 5] . Using a linear face model typically obtained by principal component analysis (PCA), these methods estimate the pose and coefficients of deformation bases of a face. However, most previous methods [1, 2, 4, 5] used face models that were created for each person before estimation. Requiring preparation of person-specific face models is often too restrictive for practical applications. In order to use person-specific models without preliminary model preparation, Oka et al. proposed a multi-view method for simultaneously modeling faces and estimating motion [3] . However, their method was still too costly in terms of system installation, using multiple cameras that need to be accurately calibrated beforehand.
Meanwhile, another approach can be taken using a generic face model that represents facial shape deformation across multiple people with one parameter set [6, 7] . Gross et al. presented an interesting empirical study on performance comparison between generic and person-specific models that were not 3D models but 2D active appearance models [6] . It was reported that the use of generic models often resulted in a much worse rate of convergence in model parameter estimation. Especially in the case of 3D models, generic models inescapably contain a deformation factor that normally does not happen for a single person, such as scaling. These factors are hard to distinguish from the head pose, thus decreasing the tracking accuracy. Zhu et al. [7] used an AAM-based generic face model to estimate 3D head pose and facial actions in real time. However, no quantitative evaluation was performed on their head pose estimation result.
To cope with this problem, some methods used 3D face models with two separate sets of parameters (a set of shape parameters for interpersonal deformation and a set of action parameters for intrapersonal deformation). The use of such models limits the required number of parameters for each set without degrading the expressiveness of the model. In addition, these two sets of parameters with different behavior can be treated separately. Dornaika et al. used a model with separate sets of parameters in real-time face tracking [8] . Their method estimates time-dependent action parameters sequentially. However, shape parameters for person-dependent facial shape variations are set manually, and their method does not adjust shape parameters during the tracking process. Vlasic et al. [9] used a multilinear face model that describes interpersonal and intrapersonal deformations separately. However, the purpose of their method was to capture facial expression from a video segment, so it is not clear how their method can be extended to real-time estimation. DeCarlo et al. [10] used tracking residuals from model-based optical flow to adjust all of the parameters, including shape parameters. However, their method was computationally too costly to be executed in real time.
As stated above, there is no method which is capable of estimating both shape and action parameters in real-time. In contrast, our method executes shape adjustment simultaneously with real-time non-rigid head pose tracking, by using a model-based bundle adjustment with a multilinear face model.
As shown in Fig. 1 , our method consists of two steps. The first step, called the Estimation Step, estimates action parameters, i.e., intrapersonal deformation, as well as the person's 3D head pose for each input frame by using a particle filter. It also finds correct 2D positions of facial feature points in the image. This step enables a head pose and facial action tracking that is robust to partial occlusion or depth-directional movement.
The second step, called the Modeling Step, incrementally refines shape parameters, i.e., interpersonal deformation, by model-based bundle adjustment based on 2D facial feature positions obtained from the Estimation Step. This step enables a stable adjustment of shape parameters that includes factors indistinguishable from head pose. Updated shape parameters are then used in the succeeding Estimation Step. In this way, our method enables progressive refinement of the estimation accuracy and personal customization of the face model. This unique combination of particle filter-based tracking and incremental bundle adjustment enables monocular estimation of non-rigid 3D facial motion without Fig. 1 . System overview preliminary learning of face models tailored for each person. As far as we know, this is the first research to propose a method using this approach.
The rest of this paper is organized as follows. In Section 2, we begin by describing how multi-linear facial models with separate parameter sets are constructed prior to tracking. Then we describe the two steps in our method; the Modeling Step in Section 3 and the Estimation Step in Section 4. We present our experimental results in Section 5. Finally, we present concluding remarks in Section 6.
Preliminary Construction of Multilinear Face Models
In this section, we describe how a multilinear face model with shape and action parameters is prepared by using N-mode singular value decomposition (SVD) [9] prior to tracking.
A person's face is represented in terms of its shape and appearance. More specifically, the face's shape is represented as a 3K-dimensional shape vector M composed of 3D coordinates of K feature points 1 . These are defined in the local coordinate system fixed to the person's head. The appearance of the face is modeled as appearances of the feature points, which are registered as image templates automatically at the beginning of each tracking.
A multilinear face model that represents facial shapes is built from a data tensor T that varies with people's identity and facial expressions (Fig. 3) . The first mode (noted as feature points in the figure) corresponds to each shape vector M , while the second (shape) and the third (action) modes correspond to identity and facial expression, respectively. The data is arranged so that shape vectors of the same person making different facial expressions are aligned in a slice along the second mode, and shape vectors of different persons making the same expressions are aligned in a slice along the third mode. Based on N-mode SVD, the data tensor T is expressed as a mode product of an orthonormal matrix U i of the ith mode and a core tensor C :
where the model tensor M contains basis vectors of the 3K-dimensional face vector space. Moreover, an approximated representation of T is obtained with the truncated basis of action and shape spaces:
Using this approximated model tensor, we can generate an arbitrary face vector M using shape and action parameters defined as coefficient vectors of M .
To construct the data tensor T , we first need to prepare shape vectors for different persons moving their faces in different ways. In this study, we used a multiview-based face and facial action tracking technique [3] to obtain shape vectors. While K facial features were being automatically tracked, S people were asked to move their faces in 2 different ways: horizontally move the corners of their mouth, and vertically move their mouths and eyebrows. Then, 5 intermediate facial shapes were chosen for each facial action (from beginning to completion of the action) for a total of A = 10 shape vectors for each person. This gives us S × A samples of face shape. After calculating and subtracting mean shapeM , we construct a data tensor T ∈ R 3K×S×A . By calculating the model tensor M with approximated shape (S → S ) and action (A → A ) spaces as Eq. (2), we can describe an arbitrary face vector M using a shape parameter s ∈ R S , an action parameter a ∈ R A and the mean shapeM :
Here, each row ofǓ shape = (š 1 , . . . ,š S ) T andǓ action = (ǎ 1 , . . . ,ǎ A ) T in Eq. (2) is a parameter vector corresponding to each of the A×S data. We calculate the mean vectors and the vector σ s composed of standard deviations of elements of {š i }, and the mean vectorā and the vector σ a composed of standard deviations of elements of {ǎ i }. These four vectors are later used to determine the constraint of a bundle adjustment (Section 3), and the diffusion and weighting process of a particle filter (Section 4).
This model enables us to describe any facial state of any person with a persondependent shape vector s, a time-dependent action vector a and a head pose vector p defined as a translation and a rotation from the world coordinate system to the model coordinate system. In the following sections, we explain the details of our real-time face and facial action tracking method using this face model.
Modeling Step: Estimation of Interpersonal Shape Variations
In this section, we describe the Modeling Step of our method of incrementally adjusting shape parameter vector s, which represents interpersonal facial shape variation, using model-based bundle adjustment.
Bundle adjustment is a maximum likelihood estimation method that optimizes parameters in 3D space by minimizing the 2D reprojection error in multiple images. In the context of facial shape estimation, it is used to model rigid faces [11] , estimate rigid head motions in real time [12] , and adjust the shapes of deformable face models acquired from a non-rigid factorization method [13] .
In this research, we used model-based bundle adjustment to incrementally adjust the shape parameter vector s of a multilinear face model. We introduce two modifications to stabilize estimation of shape parameters. One is an incremental construction of an adjustment frame set based on the result from the Estimation Step with a particle filter. The other is the use of parameter constraints determined on the basis of the distribution of the shape parameter and estimated pose and action parameters. We first explain how to choose a set of observation frames and then explain model-based bundle adjustment with parameter constraints.
Incremental Construction of the Bundle Adjustment Frame Set
Using the face model presented in Section 2, the bundle adjustment problem is formulated as follows. First, we calculate the face shape vector M t from Eq. (3). Then K feature points in shape vector M t are projected onto the image plane as:
where P is a projection function given by camera parameters that are obtained prior to tracking, and m t is a 2K-dimensional vector that consists of 2D coordinates of K projected feature points. Letm t be a vector that represents the true 2D coordinates of K feature points. This 2K-dimensional vectorm t is obtained in the Estimation Step as explained later in Section 4.2. Finally, we can define an error function for the sum of the reprojection errors over a set of observation frames as: , m i (p i , a i , s)) 2 ,
where f t means a set of n observation frames used in the bundle adjustment at time t, as illustrated in Fig. 4 . Our method generates the frames of this frame set f t one at a time, by replacing one frame of the previous set f t−1 with a new frame. For the new frame t, pose p t and action a t estimated in the Estimation Step are assigned as initial values for the minimization of F t . Meanwhile, selected n − 1 frames are initialized from previous minimization results of F t−1 and adjusted on an ongoing basis.
Zhang et al. [14] used a similar approach of updating a set of observation frames by replacing the oldest frame with a new incoming frame. However, it is often the case in real-time tracking that object appearances do not change much between consecutive frames, and, as a result, depth ambiguities cannot be resolved reliably with bundle adjustment. This problem is avoided in our method by maximizing the variation of poses in the adjustment frame set. More specifically, we choose the frame set with the widest pose variance at the initial state of the minimization, from among all n frame combinations possible at the time. By repeating this selection scheme, the pose variation in the frame set increases as the tracking proceeds.
Error Minimization with Parameter Constraints
Next, we describe in detail the minimization procedure of F t (Eq. (5)) with parameter constraints, which is meant to stabilize the adjustment process. F t is minimized using a Levenberg-Marquardt method under the parameter constraints [15] :
where C pi , C ai and C s denotes the constraints on each parameter. As mentioned above, initial posep t and action parameterâ t for the minimization are estimated almost exactly, based on the value obtained in the Estimation Step. Accordingly, tight constraints C pi and C ai are imposed such that only small changes are allowed in each iteration:
where λ p is a constant vector that denotes the adjustment range. The action constraint, C ai , is set in the same way. Currently, λ a and λ p are determined empirically. In contrast, a relatively weak constraint is imposed on shape parameter s based on the vector of standard deviations σ s from Section 2:
This allows shape parameters to be adjusted to the shape of the person's face smoothly while excessive shape deformations are prohibited. Finally, the shape parameter s (t) for the next Estimation
Step is calculated as the mean of the estimation results up to the present time:
where s denotes the result of estimation at time t, calculated from the process mentioned above. Eq. (9) reduces the influence of short-term fluctuation in the adjustment.
Estimation Step: Estimation of Head Pose and Facial Actions
In this section we describe the Estimation Step (Fig. 1) . It is important to note that timevarying action and pose parameters cannot be estimated properly with the model-based bundle adjustment process of the Modeling Step for several reasons. First, the estimation result tends to jitter, especially in the depth direction. Second, 2D positions of feature points required for the bundle adjustment cannot be obtained stably with simple 2D tracking or detection. Last, if some of the feature points are not observed, the pose and action parameters cannot be estimated correctly. To solve these problems, we use a particle filter to estimate pose and action parameters based on a 3D model-based motion prediction.
As shown in Fig. 1 , the Estimation Step consists of two components: the Pose estimation step, which estimates pose p t and action a t , and the Feature-point finding step, which calculates the true 2D positions of feature pointsm t which are used as the observation vector in Eq. (5) 
in the Modeling
Step. In the following sections, we first explain the Pose estimation step, and then explain the Feature-point finding step.
Head Pose Estimation Using Particle Filter
To estimate facial action, the multilinear model in Eq. (3) is rewritten as a linear deformation model with the shape parameter s (t−1) calculated in the previous frame:
Using this model, we estimate a (6 + A ) dimensional state vector
t )} for the particle filter in our method consists of N discrete samples u (i) t in the (6 + A ) dimensional state space and of associated weights π
To generate N new samples at each time t, we define a uniform linear motion model as follows:
where u t−1 is a chosen sample from the previous sample set, τ is the interval between frames, and v t−1 is the velocity of the state vector x calculated at the previous frame t − 1. Note that the elements of v t−1 corresponding to the action parameter a t are set to 0, because a t does not always match the assumption of uniform linear motion. ω is a system noise that affects the diffusion property, and each element of ω is a Gaussian noise with a zero mean and a uniquely defined variance. The elements corresponding to the head pose are adaptively controlled depending on velocity [3] . Meanwhile, the standard deviation of the Gaussian noise for the other elements corresponding to the action parameter is set to κσ a based on the parameter distribution calculated in Section 2. Here, κ is empirically set to 0.2.
Weight π
t is calculated as:
where N (u After the calculation, each weight π
t is normalized so that the sum is equal to 1. Eventually, the current state vector x t is computed as a weighted average of all samples.
Note that the initial state vector x 0 is calculated from the bundle adjustment. After a person's face and K feature points are automatically detected over n frames (using OKAO Vision library developed by OMRON Corporation), all parameters are initialized by minimizing Eq. (6) . In this case, we use predefined values as the start point of the iteration: a head pose facing the center of the camera and mean parametersā ands.
Finding True Feature Positions in Images
Next, we describe the Feature-point finding step in detail. The 2D positions m t of the estimated feature points can be calculated from the estimated state vector x t and the projection function P (Eq. 4). However, if the adjustment of the shape parameter is not done properly, the estimated positions do not always correspond with the true positions (as shown in Fig. 5) . In this step, we find the true 2D positionsm t around the estimated positions m t .
We define the following energy function E t similar to the one used in Gokturk et al. [1] , and calculate the difference dm =m t −m t−1 by successively minimizing it.
The first term of Eq. (13) denotes the difference between the appearances of regions of interest (ROIs) around the feature points.Î t ∈ R K is an intensity vector corresponding tom t , whose kth element is the intensity of the input image at the kth 2D position ofm t . We use both the difference from the previous image and the difference from the first image, which [1] also uses. This avoids the problem of drift of the calculated feature points. ρ is empirically set to 4, and the size of ROI is 16 × 16. In contrast, the second term denotes the geometric difference between m t andm t . Using this term, we find the true positionsm t in the neighboring region of estimated positions m t . is empirically set to 4000.
Experimental Results
We have conducted a number of experiments to evaluate the performance of our method. First, we compared our method with the multiview-based tracking method [3] . In addition, to evaluate the effect of the use of the multilinear model and the bundle adjustment, we made another comparison with the particle filter-based estimation result using a generic PCA model with one parameter set.
The face model was built from S = 26 persons × A = 10 actions, and the resulting model had S = 15 shape parameters and A = 5 action parameters. The generic model was also built from the same data set using PCA, and had 20 deformation parameters. Note that the target person in the experiment was not included among the 26 persons. Our tracking system consisted of a Windows-based PC with Intel Core 2 Duo E6700. We captured 60-second long (1800 frames) video sequences from two calibrated BW cameras via IEEE-1394. The image resolution was 640 × 480, the size of image templates T was set to 16 × 16. A set of 1000 samples was used for particle filtering. n = 7 frames were used for the bundle adjustment. The initialization step, with 10 iterations of LM minimization, took approximately 90 [ms], and the overall tracking process, with 5 iterations per frame, took approximately 32 [ms/frame]. Table 1 shows the estimation error of our method and the generic model-based method. x, y, and z are the horizontal, vertical, and depth-directional translation, and roll, pitch, and yaw are the rotation around the z, y, and x axes, respectively. Additionally, Fig. 6 shows the detailed estimation results and the facial shape estimation error in the model coordinate system. The difference between two monocular estimation methods is evident here. In Fig. 7 , the right and center columns show actual images of the estimation results, and the left column shows these results rendered from a different viewpoint. The whole sequences can be seen on our website. 2 These results demon-strate that our method is more accurate than the method using the generic PCA model, and favorably compares with stereo estimation.
Conclusion
In this work, we presented a person-independent monocular method for real-time 3D face and facial action tracking. The key idea of our method is a unique combination of i) particle filter-based tracking for time-dependent pose and facial action estimation and ii) incremental model-based bundle adjustment for person-dependent shape estimation, together with multilinear face models. To our knowledge, this is the first work to achieve fully automatic 3D tracking of face and facial actions without preliminary training of person-specific face models. Our experimental results demonstrate that our method performs significantly better than monocular tracking with a generic face model, confirming the effectiveness of our real-time tracking method based on a multilinear face models. In our future work, we are planning to use our tracking method for real-time facial expression analysis.
