Robust learning against distribution shift is necessary to build reliable machine learning systems. When machine learning is deployed in the real world, its performance can be significantly degraded because test data may follow a different distribution from training data. Previous studies on robust learning have minimized the test loss for the worst-case distribution shift scenario. Our theoretical analysis, however, shows that they are overly pessimistic and essentially minimize the empirical risk with a steeper loss function that incurs a harsher penalty when prediction is wrong. This causes the previous methods to be sensitive to outliers. To avoid such an undesirable mode, we need to impose structural assumptions on potential distribution shift. We therefore present a robust learning framework where the structural assumptions can be easily incorporated and that can provide robust solutions on the basis of the assumptions. Our robust learning algorithm acts as a robust wrapper around existing gradient-based supervised learning algorithms, while adding negligible computational overheads. The effectiveness of our approach is demonstrated through experiments.
Introduction
Supervised learning has been successful in many application fields. The vast majority of supervised learning research assumes that training data and test data are drawn from the same underlying distribution. However, such an assumption can easily be contradicted in real-world applications due to a sample selection bias or non-stationarity of the environment (Quionero-Candela et al., 2009) . Once distribution shift occurs, the performance of traditional machine learning techniques can be significantly degraded, which makes them unreliable for practitioners to use. Bagnell (2005) and Namkoong & Duchi (2016) considered robust supervised learning under distribution shift. They 1 University of Tokyo, Japan 2 RIKEN, Tokyo, Japan. Correspondence to: Weihua Hu <hu@ms.k.u-tokyo.ac.jp>. considered a minimax game between a learner and an adversary: the adversary first shifts the test distribution from the training distribution within a given range measured by an f -divergence so as to maximize the total loss. The learner then minimizes the total loss.
We theoretically analyze their formulations and show that they are equivalent to minimizing the empirical risk with a steeper loss function that penalizes the larger loss more severely than the original loss function does. This is rather problematic and makes learning vulnerable to outliers. The key limitation in the previous frameworks is that they allow the adversary to shift distributions without any structural assumptions on the distribution shift. Consequently, the robust learning becomes overly pessimistic, leading to trivial results, i.e., replacing the original loss with a steeper loss.
To avoid such an undesirable mode, we propose imposing structural assumptions on distribution shift by assuming latent prior probability change (Storkey & Sugiyama, 2007) . The latent prior probability change can be used to cover most distribution shift situations, by incorporating any known structural characteristics of the problem into a latent variable that controls the level at which distribution shift occurs. For example, the class prior change is a welladopted assumption that assumes distribution shift to occur at the level of classes, i.e., only the class prior changes and the class conditional remains the same (Saerens et al., 2002) . In many applications, the class can be divided into more refined subcategories (Ristin et al., 2015) . The distribution shift can then occur at the subcategory level.
Consider for instance, a machine learning system for a flu diagnosis. The goal of the system is to judge whether patients are suffering from flu or not. Flu has three major subcategories, each of which is caused by a different virus: types A, B or C viruses. Suppose types A and B viruses are more dominant in the training stage than type C virus. As a result, the diagnosis system trained on the collected data may perform well at detecting flu caused by type A and B viruses, say 90% accuracy, while performing poorly at detecting flu caused by type C virus, say 50% accuracy. However, type C virus may possibly become prevalent in the prediction stage, in which case, the poor performance of the diagnosis system would be devastating. A robust machine learning system that works decently well across all types of viruses, say 80% accuracy, may be preferable to prevent a pandemic occurring due to the distribution shift.
In other cases, conditions in which data are being collected may also imply structures of potential distribution shift: data collected in similar conditions tend to be shifted together. These structural assumptions on distribution shift effectively constrain the power of the adversary. Robust learning can then provide robust solutions on the basis of the assumptions without being overly pessimistic.
The main contributions of our paper are as follows.
1. We theoretically analyze the conventional robust learning frameworks (Bagnell, 2005; Namkoong & Duchi, 2016) and show that they minimize the empirical risk with a steeper loss function. 2. We present a novel robust learning framework where the structural assumptions on distribution shift can be easily and intuitively incorporated. Following Namkoong & Duchi (2016), we use the f -divergence for measuring discrepancy between training and test distributions. 3. We provide a simple and efficient gradient-based optimization algorithm for our robust learning framework.
Our algorithm acts as a robust wrapper around existing gradient-based supervised learning algorithms by just inserting one line of an optimization problem in the original gradient algorithms (see ( * ) in Algorithm 1). Furthermore, the inserted optimization can be solved efficiently for a broad class of f -divergences.
The rest of the paper is organized as follows. Related work is summarized in Section 2, while the conventional robust formulation is explained in Section 3. Our theoretical analysis of the previous approach and proposed robust framework is stated in Section 4. Robust learning with a broad class of f -divergences is studied in Section 5. Experiments on real-world datasets are presented in Section 6 and conclusions are drawn in Section 7.
Related work
Numerous researches have studied the minimax approach for learning under uncertain test distributions by adversarially reweighting the data (Bagnell, 2005; Wen et al., 2014; Namkoong & Duchi, 2016 Most existing researches on covariate shift adaptation involve estimating the density ratio by using both training and test data (Quionero-Candela et al., 2009 ). The estimated density ratio is then used to reweight the training data to provide an unbiased estimate of the risk (Shimodaira, 2000; Quionero-Candela et al., 2009) . Our robust framework assumes that test data are not provided at training time and tries to be robust to potential distribution shift.
Robust supervised learning under distribution shift uncertainty
In this section, we explain a general formulation for robust learning against distribution shift. We then review conventional robust learning proposed by Bagnell (2005) and Namkoong & Duchi (2016).
General formulation for robust learning
Suppose training samples, {(
. from a training distribution over X ×Y with density p(x, y). We consider the distribution shift scenario, where test density q(x, y) is different from training density p(x, y). Let Q p be an uncertainty set for the test distribution, g θ : X → Y be a prediction function with parameter θ, and l( y, y) be a loss between y and its prediction y.
In robust supervised learning (Bagnell, 2005; Wen et al., 2014; Namkoong & Duchi, 2016) , the general learning objective is to minimize the risk E q(x,y) [l(g θ (x), y)] for the most adversarial test distribution q in uncertainty set Q p :
In classification, the loss function we want to minimize is the 0-1 loss, i.e., l( y, y) = 1{ y = y}, where 1{·} is 1 if its argument is true and 0 otherwise. However, the 0-1 loss is non-convex and its gradient is 0 almost everywhere, which makes Eq. (1) difficult to optimize. Instead, in Sections 3.2, 4.1, 4.2 and 4.3, we use surrogate loss functions for l. In Section 4.4, we revisit the 0-1 loss and show how we can tune regularization hyper-parameters by cross validation.
Review of conventional robust supervised learning
Conventional robust learning by Bagnell (2005) and Namkoong & Duchi (2016) considers a scenario where test density q can vary arbitrarily around training density p within a given range measured by an f -divergence D f , which is defined as
where f (·) is a convex function such that f (1) = 0. In other words, they set
Define density ratio r(x, y) ≡ q(x,y) p(x,y) ≥ 0. The robust formulation can be rewritten as
where
Note that all the expectations in Eqs. (3) and (4) are taken with respect to training density p(x, y) and thus can be approximated using training samples D = {(x 1 , y 1 ), . . . , (x N , y N )}. For notational convenience, we denote r(x i , y i ) and l(g θ (x i ), y i ) as r i and l i , respectively. Also, we define vector of density ratios r ≡ (r 1 , . . . , r N ) and vector of losses l ≡ (l 1 , . . . , l N ) , where denotes the transpose. We then arrive at the formulation of Namkoong & Duchi (2016):
where the inequality constraint for a vector is applied in an elementwise fashion. We can regard the density ratios, r, as weights put by the adversary on the data points.
Proposed robust learning framework
In this section, we theoretically analyze the conventional framework in Section 3.2, and present a novel robust learning framework.
Analysis of the loss function in the conventional robust supervised learning
The uncertainty set of Eq. (6) allows the adversary to reweight the data points arbitrarily within the given range. As a result, the adversary simply assigns larger weights to data points with larger losses. This makes the learned function vulnerable to outliers because the adversary can assign large weights on them. Our theoretical analysis shows that conventional robust learning essentially replaces the original convex loss function, l, with a 'steeper' one.
Theorem 1. Assume that the loss function l( y, y) is convex in y and let θ * be a stationary point of Eq. (5). Then, there exists a convex loss function ( y, y) such that θ * is also a stationary point of the empirical risk minimization using ( y, y).
The proof is given in Appendix A. Assume that g θ (x) is linear in θ and l( y, y) is strongly convex in y. Then, it can be shown that the objective of Eq. (5) is strongly convex in θ and has a unique local optimum, which is globally optimal. Likewise, constructed in the proof is strongly convex in θ.
Thus the empirical risk minimization using has a unique optimum, which is globally optimal. It follows from Theorem 1 that the two optima coincide.
The loss function, , is steeper than the original loss function, l, in the sense that the gradient of at y is relatively larger than that of l for larger l( y, y). This is a rather undesirable loss function in supervised learning: it makes the original learner more sensitive to outliers. To overcome this, we present a novel robust learning framework below.
Robust learning under latent prior probability change
The key limitation in the conventional robust formulation is the lack of structural assumptions on distribution shift. This gives the adversary too much freedom to shift the test distribution, making the learner overly pessimistic.
To overcome this limitation, we impose structural assumptions on distribution shift by assuming latent prior probability change (Storkey & Sugiyama, 2007) . The assumption introduces a latent variable, z ∈ Z ≡ {1, . . . , S}, which we term a latent category. Joint distributions p(x, y, z) and q(x, y, z) are then assumed to satisfy
The latent category, z, controls the level at which distribution shift occurs. That is, the adversary can only change the prior probability q(z) from p(z) but not the conditional probability q(x, y|z) from p(x, y|z). With latent category z, we can intuitively incorporate structural assumptions on distribution shift. For instance, if we assume distribution shift to occur at the class level, we can set z = y, which is equivalent to the class prior shift (Saerens et al., 2002) . If we assume distribution shift to occur at the subcategory (Ristin et al., 2015) level, we can set z to be the subcategories of data.
Following Namkoong & Duchi (2016) mentioned in Section 3.2, we measure the discrepancy between training and test distributions by the f -divergence. To summarize, our robust learning sets Q p in Eq. (1) as
The objective of Eq. (1) can be rewritten as
where density ratio w(z) ≡ q(x,y,z)
p(x,y,z) only depends on z because of the assumption that q(x, y|z) = p(x, y|z).
We can then write our robust formulation as (10) where
Note that all the expectations in Eqs. (10) and (11) are taken with respect to training density p(x, y) and thus can be approximated by using training data D.
, and define vector of density ratios w ≡ (w(1), . . . , w(S)) . We then arrive at the following optimization problem:
We can interpret n s as the effective number of points assigned to the s-th latent category. l s is an average loss for the s-th category. We see that the assumption of the latent prior probability change boils down to the assignments of data points to latent categories defined by Π, e.g., Π i,s = 1{y i = s} for the class prior scenario.
Algorithm 1 Gradient-based optimization algorithm.
As in Eq. (5), we can regard the density ratios, w, as weights put by the adversary on the data points. Unlike Eq. (5), however, our robust learning in Eq. (13) only allows the adversary to reweight the data points at the latent category level. With the constraint on the adversary, our learning framework can provide robust solutions on the basis of the assumptions without being overly pessimistic, i.e., minimizing the empirical risk with a steeper loss function.
Gradient-based optimization
We provide a gradient-based optimization algorithm. Our objective in Eq. (12) is a minimax optimization of the form
where we add regularization Ω(θ) and trade-off hyper-
is convex in θ because it is the maximum over a set of convex functions (Boyd & Vandenberghe, 2004 ). Danskin's theorem (Danskin, 2012) enables us to compute the gradient ∇L * (θ; D) as
where w * = (w * 1 , . . . , w * S ) are adversarial weights:
In Eq. (16) It is easy to see that uncertainty set W f,D in Eq. (13) is a non-empty convex set. Therefore, Eq. (17) is a convex optimization and any local optimum of Eq. (17) is a global optimum. As we will show in Section 5, the adversarial weights, w * , can be computed very efficiently for a broad class of f -divergences, adding negligible computational overheads to the original gradient computation of ∇l s , 1 ≤ s ≤ S in Eq. (16). A gradient-based optimization algorithm for our robust learning is shown in Algorithm Algorithm 2 Cross validation for robust learning.
Require: l: loss function, D: training dataset. Require:
* with the lowest adversarial loss.
1. Our algorithm acts as a robust wrapper around existing gradient-based supervised learning algorithms by inserting one line of an optimization marked by ( * ) in Algorithm 1.
Approximation of the adversarial risk and cross validation
Finally, we explain how to perform cross validation in our robust learning. Our tuning hyper-parameter is λ in Eq. (15), which trades off a training loss and regularization. Unlike the conventional risk minimization, the goal of our robust framework is to minimize the adversarial risk:
where Q p is set as Eq. (8), and the surrogate loss is replaced with the loss we want to minimize, e.g., the 0-1 loss for classification tasks. Given test dataset D test , and learned parameter θ, the adversarial risk can be approximated by
where L is defined in Eq. (12).
In a naïve K-fold cross validation for our robust framework, the adversarial risk is approximated at each fold and then averaged across all the folds:
where D (k) and θ (k) denote a validation dataset and a learned parameter at k-th fold, respectively. The approximation of the adversarial risk at each fold, however, can be unreliable if the D (k) contains few data points, because the adversarial weights are computed based on few samples.
To overcome this problem, we present a novel cross validation in Algorithm 2. In the algorithm, we first iteratively estimate test losses for all the data points in D. We then approximate the adversarial loss as ( †) in Algorithm 2. Unlike the naïve cross validation in Eq. (20), the proposed cross validation uses the entire training dataset, D, to compute the adversarial weights. Thus, we can more reliably estimate the adversarial risk of Eq. (18).
Robust learning in various f -divergences
In this section, we study the use of three f -divergences in our robust learning: the Kullback-Leibler (KL) divergence, Pearson (PE) divergence, and piece-wise linear (PWL) divergence. We show that the optimization problem of Eq. (17) can be solved efficiently for these f -divergences.
KL divergence
When the KL divergence is used, i.e., f (x) = x log x, the optimization problem corresponding to Eq. (17) is
By solving the Karush-Kuhn-Tucker (KKT) conditions (Boyd & Vandenberghe, 2004) , the optimal solution is obtained as
where γ is a scalar such that the first constraint of Eq. (21) holds with equality, and Z(γ) is a normalizing constant in order to satisfy the second constraint of Eq. (21):
To obtain Eq. (22), we can perform a binary search on γ to satisfy the first constraint of Eq. (21). The computation time is O(mS), where m is the number of iterations in the binary search.
PE divergence
When the PE divergence is used, i.e., f (x) = (x − 1) 2 , the optimization problem corresponding to Eq. (17) is
In the preliminary experiments, we observed that for small δ, w s is quite unlikely to take a negative value due to the first quadratic penalty in Eq. (24). Therefore, we drop the inequality constraint w ≥ 0 of Eq. (24). By solving the KKT conditions, the optimal solution is obtained as
where 1 S is a S-dimensional vector with all the elements equal to 1. v is a S-dimensional vector such that
Obtaining Eq. (25) is efficient and only costs O(S)-time.
Piece-wise linear (PWL) divergence
Here, we consider a specific member of f -divergences, which we call the piecewise-linear (PWL) divergence since the corresponding f is a PWL function defined as follows:
where 0 ≤ a ≤ 1 ≤ b and α < β.
The optimization problem corresponding to Eq. (17) is
The optimization of Eq. (28) is a linear program (LP). The second inequality constraint, however, is expanded to an exponential number of linear constraints, and so is generally intractable for LP solvers. Nonetheless, we can derive an efficient algorithm to solve the optimization in O(S log S)-time. Our algorithm first sorts the average losses, {l 1 , . . . , l S }, in ascending order and initializes the weights uniformly across latent categories. Then, weights are transferred from latent categories with small average losses to those with large average losses. The total amount of transferred weight is given by ∆ ≡ N δ β−α . Refer to Appendix B for details of the algorithm.
Comparison between different f -divergences
We qualitatively compare the use of different fdivergences. For 1 ≤ x, the f functions for the PE, KL and PWL divergences are (x − 1) 2 , x log x and x · 1 ∞ {x ≤ b}, respectively, where 1 ∞ {·} is 1 if the condition is true and ∞ otherwise. The function f in Eqs. (6) and (13) penalizes the deviation of the adversarial weights from the uniform weights, 1 S . With the quadratic penalty of the PE divergence, it is hard for the adversary to concentrate large weights onto a small portion of data points or latent categories. In contrast, when the KL or PWL divergences are used, the adversary tends to put large weights to a small portion of data points or latent categories. In Section 6.4, we empirically examine using different f -divergences for our and conventional robust learning.
Computational overheads
We evaluate computational complexity when different fdivergences are used. Our robust framework turns a gradient-based supervised learning algorithm into a robust one by inserting an optimization problem of Eq. (17) 
Experiments
In this section, we empirically analyze our robust learning by comparing it with traditional supervised learning (Nonrobust) and conventional robust learning by Namkoong & Duchi (2016) . We considered two realistic distribution shift scenarios and performed extensive experiments on real datasets. We empirically demonstrate (1) the importance of incorporating structural assumptions on distribution shift and (2) robustness of our framework against distribution shift. Figure 1 : Relationships between losses of data points and the adversarial weights. Different f -divergences were compared: (a) the PE divergence, (b) the KL divergence, and (c) the PWL divergence. We set δ to 0.5 for the PE and KL divergences. We set a = 0.1, b = 10 and total transferred weight ∆ = N δ β−α to 0.5 · N for the PWL divergence. We assume the class prior shift scenario in our robust learning.
We obtained 14 classification datasets from the UCI repository (Blake & Merz, 1998) , three of which are for multiclass classification. We also obtained MNIST (LeCun et al., 1998) and 20newsgroups (Lang, 1995) . Refer to Appendix C for the details.
Distribution shift scenarios
We considered two kinds of realistic distribution shift scenarios: the class prior shift and the subcategory prior shift.
To create the subcategory shift scenario, we converted the original multi-class classification problems into classification problems with fewer classes by grouping some classes together. We then regarded the original class labels as the subcategories. In the experiments for the subcategory shift, we used all the datasets for multi-class classification: shuttle, satimage, letter, MNIST and 20newsgroups. We converted shuttle, satimage, letter and MNIST into binary classification problems, and 20newsgroups into a 7-class classification problem. Appendix D details how we grouped the class labels.
Evaluation metric
Traditional supervised learning aims to minimize the risk, while our robust learning aims to minimize the adversarial risk defined in Eq. (18). The adversarial risk takes into account the potential distribution shift and is hence suitable when the environment is non-stationary and we want to avoid large performance degradation due to distribution shift.
We therefore measure the robustness of the frameworks by the adversarial test accuracy defined in Eq. (19), in addition to the normal test accuracy. We also report the degradation of the test accuracy due to the distribution shift, which is defined as the difference between the adversarial test accuracy of the current method and the best test accuracy among all the methods. Small performance degradation indicates the robustness of the current method against the distribution shift.
Experiment protocol
Each dataset is randomly split into training and test parts with the ratio of 0.5: 0.5. We repeated experiments 50 times with different train-test splits. Averages and standard deviations over 50 trials were reported. For all the experiments, we used logistic regression with weight decay. The decay rates were selected via 5-fold cross validation from {1.0, 0.1, 0.01, 0.001, 0.0001}. The hyper-parameters of our robust learning were selected by the cross validation of Algorithm 2.
Empirical analysis of the structural assumption in robust learning
Here we empirically illustrate the importance of imposing structural assumptions on distribution shift in robust learning. Figure 1 plots the relationships between the adversarial weights and losses of data points for the letter dataset when different f -divergences were used. We see that the adversary in conventional robust learning (Namkoong & Duchi, 2016) simply assigned larger weights to data points with larger losses. This forced the learner to fit to data points with large losses, i.e., outlier points. On the other hand, the adversary in our robust learning did not do so because the structural assumptions are incorporated to limit the power of the adversary. Consequently, the learner did not need to fit aggressively to the outlier points and allowed them to have large losses. We also see that when the KL and PWL divergences were used in conventional robust learning, the adversary assigned particularly large weights for data points with large losses. Table 1 shows the test accuracy for the letter dataset. Conventional robust learning provided significantly lower test accuracy when the KL and PWL divergences were used. We deduce that this was because the learners of Namkoong & Duchi (2016) fit too much to outlier points. We observed similar results for the other datasets. 
Experimental results on real-world datasets
Here we compare the robustness of our framework with the two conventional frameworks (Non-robust and Namkoong & Duchi (2016)). We considered the two realistic distribution shift scenarios and used the PWL divergence to model the adversary. We set a = 0.1, b = 10 and total transferred weight ∆ = N δ β−α to 0.5 · N for the PWL divergence. Due to the space constraint, experiments using the PE and KL divergences are reported in Appendix E.
CLASS PRIOR SHIFT SCENARIO
We report the experimental results for the class prior shift scenario in Table 2 . As expected, the non-robust learner performed the best when no distribution shift occured. When the prior shift occured, however, our robust learning significantly outperformed the other methods with much lower performance degradation. Conventional robust learning (Namkoong & Duchi, 2016) , on the other hand, attained test accuracy similar to or worse than the non-robust learner and did not attain higher adversarial test accuracy than the non-robust learner.
SUBCATEGORY PRIOR SHIFT SCENARIO
We report the experimental results for the subcategory prior shift scenario in Table 3 . Similar to in the prior shift scenario, our robust learning was significantly more robust against distribution shift than the other methods.
Conclusion
In this paper, we theoretically analyzed conventional robust learning frameworks (Bagnell, 2005; Namkoong & Duchi, 2016) . We show that they essentially minimize the empirical risk with a steeper loss function, which is too pessimistic and makes the learner sensitive to outliers. We then presented a robust learning framework to overcome the limitation by incorporating structural assumptions on distribution shift. We derived an efficient optimization algorithm and empirically demonstrated the effectiveness of our approach. 
A. Proof of Theorem 1
By using Danskin's theorem (Danskin, 2012) , the stationary point θ * of Eq. (5) satisfies
where r * is the solution of Eq. (5) at the stationary point. Our goal is to show that there exists a convex loss function such that
By comparing each term in Eqs. (29) and (30), it is sufficient to show that for 1 ≤ i ≤ N , the following equality holds.
Since r * maximizes Eq. (5), r * satisfies r * i ≤ r * j for l i ≤ l j . Thus, it is sufficient to show that for y ∈ R and non-decreasing function r * (·) : R → R that the following equality holds. r * (l( y, y)) l( y, y) ∂ y = ( y, y) ∂ y .
By assuming that l( y, y) is convex in y, l( y,yi) ∂ y is non-decreasing in y. Then, root y α such that l( yα,yi) ∂ y = 0, is unique if the root exists. For y ≤ (resp. ≥) y α , l is non-increasing (resp. non-decreasing) in y and so is r * . In total, r * l( y,y) ∂ y is non-decreasing in y. In Eq. (32), ( y,y) ∂ y is also non-decreasing in y, which suggests that ( y, y) is convex in y.
B. Algorithm for the PWL divergence
Algorithm 3 shows how to obtain the solution of Eq. (28), the adversarial weight when the PWL divergence is used. The algorithm first sorts the average losses, {l 1 , . . . , l S }, in ascending order and initializes weights w by 1 ≡ (1, . . . , 1) . Then, weights are transferred from latent categories with small average losses to latent categories with large average losses. The transferred weights in total are ∆ ≡ N δ β−α . This is illustrated in Figure 2 , where we assumed ten latent categories with equal sizes and set a = 0.1, b = 5 and δ = 0.5. 
E. Experimental results with the PE and KL divergences
In this section, we report the experimental results when the KL and PE divergences were used. For both divergences, we set δ to 0.5. The same as in Section 6, we considered the two distribution shift scenarios: the class prior shift and the subcategory prior shift scenarios. The experimental results for the PE divergence are reported in Tables 5 and 6 , while the experimental results for the KL divergence are reported in Tables 7 and 8 . 
