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Ultrafast excited states dynamics of [Ru(bpy)3]
2+
dissolved in ionic liquids†
Mario Borgwardt,a Martin Wilke,a Igor Yu. Kiyana and Emad F. Aziz*abc
Room-temperature ionic liquids (ILs) represent a well-known class of materials exhibiting extremely low vapor
pressures and high electrochemical stability. These properties make ILs attractive for various applications
requiring UHV conditions. Here, we apply 1-ethyl-3-methylimidazolium trifluoromethanesulfonate [EMIM][TfO]
as a solvent to investigate the excited state dynamics of the transition metal complex [Ru(bpy)3]
2+ with the use
of ultrafast XUV photoelectron spectroscopy. This study is aimed to reveal the eﬀect of the IL environment
when the frontier molecular orbitals and the states dynamics of the solute need to be addressed. By initiating
the electron dynamics with a pump laser pulse of 480 nm wavelength, we can unambiguously characterize
the kinetics of the excited states of [Ru(bpy)3]
2+ and determine their absolute binding energies. From a global
fit analysis of the transient signal, the binding energies of the initially populated metal-to-ligand charge-transfer
state 1MLCT and the thermally relaxed 3MLCT are inferred to be 0.2 eV and 0.3 eV, respectively. A three-
state model, including the intersystem crossing (ISC) from the 1MLCT to the 3MLCT state and the
intramolecular vibrational relaxation (IVR) within the triplet configuration, is used to describe the involved decay
processes. The kinetic constants of (37  10) fs for the ISC and (120  20) fs for the IVR are found to be in
agreement with the values previously reported for aqueous solution. The obtained results open up exciting
new possibilities in the field of liquid phase spectroscopy.
1 Introduction
Room-temperature ionic liquids (ILs) have been extensively inves-
tigated as promising new materials for numerous applications.1–3
The attractiveness of this class of materials stems from their
manifold interesting physicochemical properties4–7 such as the
liquid state over a wide range of temperatures, chemical inert-
ness, high ionic conductivity, and very low vapor pressures.8,9
The latter makes ILs perfectly suitable for applications under
UHV conditions, required for many surface-sensitive techniques.
Among those, photoelectron spectroscopy (PES) represents one
of the most powerful methods to study interfaces and has been
proven to provide unique data for the near-surface composition,
chemical state identification, and the valence band structure.10–15
Most of the PES investigations were primarily focused on the
IL samples themselves, whereas the use of ILs as solvents opens
up a range of exciting new experimental possibilities to study
isolated molecules and complexes in solutions with the use of
the PES technique.16–20
In the present work, the excited states dynamics of the ruthe-
nium transition metal complex [Ru(bpy)3]
2+ dissolved in 1-ethyl-3-
methylimidazolium trifluoromethanesulfonate [EMIM][TfO]
are examined. The excited state properties of this complex
were already studied using other spectroscopic methods.21–26
Therefore, it was chosen as a model system for studying the
effect of the IL environment on the intramolecular electron
transfer reactions in this class of compounds. Here, femto-
second time-resolved PES in the spectral XUV range is applied
and the capabilities of this method in both revealing the
intramolecular relaxation kinetics and determining the binding
energies of the involved states are demonstrated. For this purpose,
the laser-based technique of high-order harmonic generation27,28
(HHG) is applied to provide the necessary photon energy of
up to 40 eV and to achieve a high temporal resolution, enabling
us to probe the ground state as well as the excited states
simultaneously on an ultrafast timescale. To the best of our
knowledge, there are no studies reported regarding the applica-
tion of ILs as solvents in PES experiments to investigate the
energetic and dynamic properties of solutes. The present work
can therefore be seen as a first benchmark to explore the
advantages of this approach in the field of liquid-phase
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spectroscopies and to answer important scientific questions
about the IL–solute interaction.
This study is organized as follows. At first, the steady state
XUV emission of the bare IL is characterized, including the PES
spectrum of the valence shell as well as its stability under
continuous XUV illumination. Subsequently, the photoemission
yield of [Ru(bpy)3]
2+ dissolved in [EMIM][TfO] is analyzed and the
spectral contributions from the valence-band molecular orbitals
of the metal compound are examined. The central part of this
study is to follow the excited states dynamics of the metal complex
initiated by applying a pump laser beam of 480 nm wavelength.
The findings are compared to the previously reported description
of the photo-cycle, and the correlation between the solute and its
IL environment is discussed.
2 Experimental section
2.1 Sample preparation
The liquid sample was prepared by mixing [Ru(bpy)3]Cl2
(Sigma-Aldrich, 37.4 mg, 0.05 mmol) with [EMIM][TfO] (IoliTec,
0.5 ml), yielding a solute’s concentration of 100 mM which is
close to the solubility limit. The mixture was shaken for several
hours resulting in a dark solution without visible residual
precipitates. A loop formed of a copper wire was dipped into
the solution so that a droplet of less than 1 ml content was
attached to it. The loop was mounted inside the UHV experi-
mental chamber and electrically connected to the electron
spectrometer. A typical residual gas pressure in the chamber
was in the range of 107 mbar during the experiment. The
samples were prepared immediately prior to measurements.
Because of the ex situ sample preparation, special attention was
paid to possible surface contamination. To exclude any influence
by contaminants, measurements on the bare IL were conducted
(see ESI,† S1: cross-correlation on the bare IL: temporal resolution).
Slight changes in the XUV emission spectrum of the sample
were observed when the IL was exposed to the XUV beam on a
time scale of several hours. Detailed analysis of the long-term
stability of the sample can be found in the ESI,† S2 (S2: long
term stability and sample damage).
2.2 Time-resolved photoemission spectrometer
A detailed description and characterization of the XUV light
source can be found elsewhere.29,30 Briefly, a Ti:sapphire laser
system delivering 2.5 mJ, 800 nm, 25 fs pulses at a repetition
rate of 5 kHz was used to generate the visible pump and the
XUV probe beams. The laser output is split and approximately
1.5 mJ pulse energy is applied for the frequency up-conversion
via the HHG process. The 21st harmonic of the fundamental
frequency, with a photon energy of 32 eV, is selected with the use
of a reflective oﬀ-center zone plate and refocused by a toroidal
mirror into the experimental chamber. The XUV photon flux in
the interaction region wasB106 photons per pulse, as measured
by means of a calibrated photodiode. Another part of the laser
output was used for pumping of an optical parametric amplifier
(OPA) to generate pulses at 480 nm wavelength, corresponding
to a photon energy of 2.58 eV. The spot sizes of the pump and
the probe beams at the sample were 500 mm and 100 mm,
respectively. The pump pulse energy was 1 mJ, corresponding to
a photon flux of 1.3  1015 photons per cm2 in the interaction
region. A computer-controlled delay stage was used in the pump
beam path to vary the time delay between the pump and probe
pulses. A time response of (110  5) fs (FWHM) in the present
experiment was inferred from a cross-correlation measurement
carried out on the bare ionic liquid sample.
The kinetic energy spectra of photoelectrons were measured
with the use of a time-of-flight (TOF) electron spectrometer
THEMIS 600 delivered by SPECS. The spectrometer is equipped
with a cylindrical multi-element electrostatic lens that maps
electrons emitted from the sample onto a detector positioned at
the end of the drift region. The lens can be operated in diﬀerent
modes, diﬀering in the electron acceptance angle, the spectral
energy range, and the energy resolution. In the drift mode
(DM), the electrostatic lenses are disabled and the spectrometer
performs as a classical drift tube with an acceptance angle
of 11, determined by the ratio of the detector aperture and the
spectrometer length. This mode was used to acquire steady-
state photoelectron spectra in a wide kinetic energy range. The
wide-angle mode (WAM) yields the highest acceptance angle
of 151, though the kinetic energy scale is limited to a certain
range around a predefined kinetic energy. This mode was used
for the acquisition of spectra with a high signal-to-noise ratio in
an energy range suﬃcient to reveal the spectral components of
XUV ionization from the ground state of the ruthenium
complex and from the transient states. The spectral energy
resolution was mainly determined by the HHG bandwidth
convoluted with the spectrometer resolution. An energy resolution
of 0.1 eV was derived from a calibrationmeasurement by recording
the XUV ionization spectrum of argon gas. The absolute binding
energies of the probed electronic states were inferred from
the measured kinetic energies of photoelectrons. The binding
energies will be given with respect to the Fermi level defined
from the energy calibration routine.
3 Results and discussion
3.1 Steady state PES study of bare ILs
The energy structure of the valence band of [EMIM][TfO] is
inferred from the steady-state XUV spectrum shown in Fig. 1,
recorded without application of the pump beam. The spectrum
exhibits a number of pronounced peaks that were fitted to
Gaussian profiles (see dashed lines). Using the previously
reported results of DFT calculations,11,15 one can assign some
of those features. The three peaks at 10.0, 11.5, and 14.9 eV
binding energies can be clearly attributed to the fluorine
2p orbitals of the TfO anion. The peak with the highest
amplitude, lying at 10.0 eV, was chosen as a reference to calibrate
the binding energy scale according to the corresponding litera-
ture value from ref. 12 and 15. Direct determination of the
absolute binding energy scale, e.g. by referencing to the Fermi
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eﬀect induced in ILs. This eﬀect originates from the accumula-
tion of positive charges at the IL surface due to the reduced
electric conductivity of the sample.31,32 The energy calibration
in the previous studies was commonly accomplished by refer-
encing the spectra, including the peak at 10.0 eV, to the
aliphatic carbon 1s state with a binding energy of 285.0 eV
relative to the Fermi level.14 Since the reference core states are
not accessible by means of XUV photons applied in this study,
the above mentioned peak of TfO was chosen here as the
reference. The peaks in the range of binding energies between
4 and 9 eV cannot be unambiguously assigned neither to the
anion nor cation states.33 However, the ionization potential of
the solvent, given by the minimum amount of energy required to
remove an electron from the solvent molecules, represents an
important characteristic. A large ionization potential is prefer-
able, so that an overlap with the solute’s HOMO is avoided,
leading to a better resolution of the solute spectral contributions
and a higher signal-to-noise ratio. Fig. 1b shows the magnified
spectral range of the highest occupied orbitals of [EMIM][TfO].
The onset of the occupied states is determined by the crossing
point of the horizontal line representing the noise level with the
straight inclined line describing the slope of the HOMO energy
peak in the [EMIM][TfO] spectrum. (Note the logarithmic vertical
scale in Fig. 1b.) By means of this procedure, an energy onset
value of 2.6 eV was found. This value needs to be considered
when analyzing the HOMO level position of the ruthenium
complex, as discussed in the following section.
3.2 Steady state PES study of [Ru(bpy)3]
2+ dissolved in ILs
The steady state spectrum of the [Ru(bpy)3]
2+ complex dissolved
in [EMIM][TfO] was recorded under the same experimental
conditions as those used in the study of the bare solvent.
A comparison between both measurements is presented in
Fig. 2. For a better visibility of the solute contributions, the
diﬀerence between the two steady state spectra is shown on the
right-hand side.
The contribution of the HOMO band of the dye to the
spectrum is apparent at a binding energy of 2.3 eV, and can
be assigned to the ruthenium t2g molecular orbital. Thus, it is
clearly separated from the IL contribution exhibiting the 2.6 eV
energy onset. Such a spectral composition is highly preferable
for time-resolved PES studies since it results in a high quality
of the transient signal, not suﬀering from an additional and
potentially strong background from solvent ionization. For the
[Ru(bpy)3]
2+ complex dissolved in water, a binding energy value
of 6.81 eV of the Ru(t2g) orbital can be found in the literature.
34
However, this number refers to the vacuum level as it is a
common procedure to define the absolute energy scale in water
jet experiments. Taking the spectrometer’s work function of
4.4 eV into account,30 the binding energy obtained in this work
is in good agreement with the literature value.
Adjacent to the dye HOMO band, a second, even stronger
double-peak contribution is apparent in the solute spectrum at
higher binding energies (Fig. 2b). This spectral region is attrib-
uted to ionization from the Cl 3p ground state of the counter ion
and from the ligand-donated p orbitals of [Ru(bpy)3]
2+.34 The
signal was fitted in this range to a sum of two Gaussian profiles
with maxima arising at binding energies of 4.2 eV and 5.3 eV,
respectively. A binding energy of 9.6 eV relative to the vacuum
level was previously reported for aqueous Cl 3p.34,35 Taking the
spectrometer’s work function into account, the peak at 5.3 eV can
be, thus, clearly assigned to the ionization of Cl. The assign-
ment of the peak at 4.2 eV to ionization from the ligand-donated
p orbitals of the metal complex is consistent with the previous
study, where this emission band was shown to lie between the
Ru(t2g) and the Cl
 energy peaks.34 For a related ruthenium
polypyridyl complex, DFT calculations revealed a relative band
oﬀset of 2 eV between the metal-center-localized t2g orbital and
the ligand-donated p orbitals.36 This value is close to the
present result, demonstrating the energy diﬀerence of 1.9 eV.
The ionization yield of [Ru(bpy)3]
2+ represents an important
issue, since it influences considerably the acquisition time
Fig. 1 Steady state XUV spectrum of the bare [EMIM][TfO]. Panel (a) shows
the entire recorded spectral range. The contributions of individual energy
peaks are represented by Gaussian profiles (dashed lines) obtained from
the fit. The pronounced contributions of the fluorine 2p orbitals of the TfO
anion are indicated by vertical dashed lines. In panel (b) the spectral range
encompassing the highest occupied orbitals is shown in greater detail on a
logarithmic scale.
Fig. 2 (a) Steady-state XUV spectra of photoelectrons recorded for the
bare IL (blue line) and for the 100 mM solution of [Ru(bpy)3]
2+ (yellow line),
plotted on a logarithmic scale. The emission peak from the [Ru(bpy)3]
2+
ground state arises at 2.3 eV binding energy. (b) The diﬀerence between
the two spectra shown in panel (a), revealing the emission spectrum of the
solute. Contributions from the Cl counter ion and from the t2g and p
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required to obtain suﬃcient statistic of the transient signal.
One should emphasize that the experiment was conducted
with a [Ru(bpy)3]
2+ concentration close to the solubility limit.
However, the solute contribution appears to be rather weak in
the emission spectra. Without knowledge of the ionization
cross sections of the solvent and the solute, it is diﬃcult to
draw any solid conclusion with regard to the absolute signal
amplitude and the actual concentration of the solute at
the surface. Further eﬀorts are needed to clarify the surface
composition compared to the bulk properties, and to develop
approaches enabling us to possibly enrich the concentration of
the metal complex at the surface.
3.3 Transient signal
Fig. 3 illustrates the photochemical cycle of [Ru(bpy)3]
2+. Optical
excitation leads to a charge transfer transition from the metal-
center-localized d orbital of the singlet ground state (1A1) to the
ligand-donated orbital of the excited metal-to-ligand charge-
transfer (1MLCT) state. The prepared excited singlet state under-
goes ultrafast intersystem crossing, leading to the formation of
the long-lived triplet 3MLCT state, with nearly unity quantum
yield. It is commonly accepted that this process occurs on a time
scale well below 100 fs,37,38 whereas much shorter transition
times of 15 fs39 have also been reported. From luminescence
measurements in liquid solutions, the radiative decay of 3MLCT
was found to exhibit a time constant on the order of 1 ms with an
overall quantum yield of 5%40,41 in H2O and 9%
41 in CH3CN.
The reason for the rather low quantum yield is the competing
non-radiative decay channel to the triplet metal-centered states
(3MC) via an eﬃcient internal conversion (IC) mechanism. For
[Ru(bpy)3]
2+, the 3MC state was found to be energetically higher
than the 3MLCT state.40,42,43 Therefore, the quenching of the
3MLCT luminescence via the 3MC state appears to be thermally
activated.44,45 However, the population of this intermediate state
remains negligible at all times due to the much higher relaxation
rate of 3MC to 1A1. Another simultaneously occurring energy
disposal mechanism is the internal vibrational relaxation (IVR)
within the complex. For the initially populated high vibrational
levels of the 3MLCT state, femtosecond fluorescence spectro-
scopy revealed their decay via IVR being completed within
300 fs.39,46 This value has been the subject of intense discussions,
since larger values of up to picoseconds have also been reported.37
At room temperature, the luminescence does not exhibit any
structure and originates from the thermally equilibrated excited
states. The luminescence band maximum lies at approximately
2 eV photon energy.40
The transient PES study was performed with a pump beam
of 480 nm wavelength, giving rise to the resonant excitation of
the 1MLCT state. The electron population distribution among
the transient states is probed by applying the 21st harmonic of
32 eV photon energy. The transient signal (TS) was derived by
subtracting the XUV spectra recorded at negative delay times as
a background from the pump–probe spectra. The color map
given in Fig. 4a presents the two-dimensional dependence of
the TS on the binding energy and the time delay.
The TS exhibits several distinct features which are first
discussed qualitatively below. A detailed analysis of the data
by using a global fit and the derivation of kinetic values and
binding energies of the involved states are presented in the next
section. In the vicinity of zero time delay (100 fs), the TS
exhibits a strong contribution at energies between 2 and 3.5 eV.
This feature can be unambiguously attributed to the cross-
correlation (CC) signal originating from the bare IL substrate.
Its temporal width is found to be 110 fs (FWHM), which
reproduces the value from pump–probe measurements on the
bare IL sample (see ESI,† S1) and depicts the time response of
the spectrometer throughout this work. The CC component
represents an unavoidable contribution to the TS. However, due
to its favorable sidewise appearance in the TS at higher binding
energies, a clear spectral separation of the sample-related TS
signal is achieved. This represents another important issue
which one needs to consider when choosing an IL as a solvent
for a transient PES experiment. In addition to the requirement
of large IL’s ionization potential in order to avoid the overlap
between the solvent and solute XUV spectra, the IL spectrum
shifted by one photon energy of the pump beam should not
coincide with the ionization signal from a transient state of
the solute.
The negative value of the TS at binding energies in the
vicinity of 2.3 eV, corresponding to the Ru t2g molecular orbital,
arises due to the depletion of the ground state of [Ru(bpy)3]
2+
caused by photo-excitation. The ground state depletion is
formed within the pump pulse duration and remains constant
over the pump–probe time interval shown in Fig. 4. Even on a
larger timescale of up to 2 ns (not shown here), no changes in
Fig. 3 The photochemical cycle of [Ru(bpy)3]
2+ depicted in a simplified
energy level diagram. Absorption of visible light promotes the Ru 4d electron
from the ground 1A1 state to the excited
1MLCT state, where it undergoes
ultrafast intersystem crossing into the 3MLCT state. The 3MLCT state decays
via two channels: non-radiatively via internal conversion to the 3MC state and
radiatively to the ground state with a time decay constant of up to 1 ms. IVR


















































This journal is© the Owner Societies 2016 Phys. Chem. Chem. Phys., 2016, 18, 28893--28900 | 28897
the negative TS signal could be observed. This characterizes the
long lifetime of molecular excitation, associated with a weak
relaxation to the ground-state configuration. Another long-lived
feature appears as a positive signal at binding energies larger
than 3 eV. Presumably, it is due to emission from a ligand-
donated p orbital of an excited metastable triplet state of the Ru
complex. Since this feature lies in the vicinity of the ground
state depletion, it needs to be considered in the global fit
analysis presented below.
In the range of binding energies below 1 eV, the TS exhibits a
more complex behavior. This spectral region encompasses the
excited states of [Ru(bpy)3]
2+ including the initially populated
1MLCT as well as the states involved in the subsequent relaxa-
tion dynamics. The signal onset is clearly shifted on the time
scale with respect to the CC peak determining zero time delay.
It indicates that this part of the TS originates from resonantly
populated states with lifetimes on the order or larger than the
CC duration. Particularly noteworthy is the spectral drift of the
component which is centered at approximately 0.2 eV at early
time delays and is shifted to 0.3 eV at time delays larger than
500 fs. From this spectral drift one can conclude that following
the initial excitation of the 1MLCT state, the early relaxation
dynamics involves a sequential population of a number of
states possessing diﬀerent binding energies. The spectral
decomposition of the TS is discussed in detail in Section 3.4.
Similar to the ground state depletion, this shifted spectral
component remains constant over the range of long time delays
applied in the experiment and, apparently, can be assigned to
the long-lived 3MLCT. Another proof of this assignment is given
by the diﬀerence in binding energy of 2.0 eV between the
3MLCT and the ground state, which fits well to the wavelength
of fluorescence originating from the thermally equilibrated
3MLCT excited state. It is important to note that this occurrence
is not self-evident since the PES and fluorescence spectroscopic
methods obey diﬀerent selection rules. The fluorescence signal
is defined by the overlap integral between the occupied vibra-
tional 3MLCT states and the ground state, which is not the case
for PES. However, since the thermal equilibrium is reached,
only a minor discrepancy is expected.
3.4 Kinetic model
The TS shown in Fig. 4 was analyzed in terms of a global fit. The
kinetic model implemented on the basis of previously
described relaxation channels has the form:




where P(t) denotes the photo-excitation rate of the 1MLCT state from
the ground state 1A1. The rate constants k1–3 characterize the
subsequent transitions to the hot and then cold 3MLCT state and
the decay of 3MLCTcold. As discussed above, this decay occurs either
through the direct recombination to the ground state or via the
population transfer to the 3MC state. Both dissipation channels are
much slower than the transitions between the MLCT states and,
therefore, a more detailed consideration of the 3MLCTcold decay
mechanism is not essential for the description of ultrafast electron
dynamics in the picosecond range considered in Fig. 4. Moreover,
the same nanosecond time constant was found for both the 3MLCT
decay and the ground state recovery.44 This suggests that the
constant k3 introduced above describes the relaxation rate from
3MLCTcold to the ground state. In the kinetic model, the triplet state
is divided into two components (3MLCThot and
3MLCTcold) to
account for the vibrational cooling within this state. This can be
seen as a simplified approach to take into account a finite number
of vibrational states with their specific binding energies and
relaxation rates.
The following system of diﬀerential equations describes the
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Fig. 4 2D color maps of the background-subtracted transient signal obtained for a 100 mM solution of [Ru(bpy)3]
2+ in [EMIM][TfO]. Panel (a) shows the
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The system of rate equations was solved numerically with
the initial condition that all the involved excited states are
unpopulated and only the ground state 1A1 is initially occupied.
The ionization signal from the individual states was calculated
by convoluting their transient population with the temporal
envelope of the XUV probe pulse. Hereby the probe step was
assumed to be non-saturated and the emission energy peaks
were considered to have Gaussian envelopes. For both pump
and probe pulses, Gaussian time envelopes were considered
with a constraint that their convolution yields the measured CC
of 110 fs width. Apart from the ionization yield from the four
states considered in the kinetic model, the CC signal as well as
the signal above 3 eV binding energy, denoted by Q0, were taken
into account in the numerical routine. The transition rates k1–3
and the emission spectra of transient states were obtained from
a global fit of the kinetic model results to the measured TS. The
fit yielded very good reproduction of the experimental data, as
can be seen from Fig. 4. The obtained values of fit parameters,
such as the binding energies Eb, the bandwidths DEb, and the
decay time constants td of the transient states, are summarized
in Table 1. The lifetime of (37  10) fs (inverse of the transition
rate k1) of the
1MLCT state is shorter than the time response of
110 fs in the present experiment. One should note that the
measurement of time constants considerably smaller than the
laser pulse duration is possible if the precise time zero is
known.47 In the present study, the time zero is inferred from
the global fit by taking simultaneously into account the CC
yield, which appears sidewise in the TS at higher binding
energies as discussed above. The error bars of the time constants
and binding energies reported in Table 1 were derived by the
global fit routine on the basis of the statistical scatter of data
points obtained from 65 individual delay scans. Additionally,
time traces as well as energy traces at specific time delays and
binding energies, respectively, are shown in Fig. S4 and S5 in the
ESI,† including the TS decomposition to individual contribu-
tions from the involved states obtained from the fit.
The initially populated 1MLCT state is found to lie at a
binding energy of (0.2  0.2) eV. The energy diﬀerence to
the 1A1 ground state is therefore given by 2.5 eV and matches
within the error estimate of the applied excitation photon
energy of 2.58 eV. This finding supports the assignment of this
spectral component to the singlet 1MLCT state. Its lifetime
given in Table 1 is very similar to the intersystem crossing time
constant that was reported by Bhasikuttan et al.37 However, the
much shorter decay time on the order of 15 fs reported in ref. 39
cannot be confirmed. One should note that the cross-correlation
width imposes limitations on the time resolution in the present
experiment, so that any rigorous conclusion on such a short
timescale appears to be diﬃcult.
The vibrational relaxation from the 3MLCThot to the
3MLCTcold was found to take place within 120 fs. Yoon et al.
obtained from time-resolved Raman spectroscopy a time con-
stant of 110 fs,38 which agrees well with our findings. Other
literature values mostly refer to the complete disappearance
of the signal from vibrationally hot states, and provide time
constants within 300 fs.39,46 The number provided in the present
work represents the inverse value of the fitted transition rate k2,
meaning that the amplitude of the hot state decreased by a factor
of 1/e. Considering a signal decrease by one order of magnitude,
one can recalculate a relaxation time of 280 fs, which is in good
agreement with the reported values. The present work reveals
that a total energy dissipation of approximately 0.6 eV occurs
within this time interval. Since in previous experiments a higher
photon energy of 3.1 eV was applied, even higher dissipation
values of 1.1 eV were found.39,46 Such a fast dissipation raised
the discussion to what extent the solvent environment influences
the intramolecular excited states dynamics. Cannizzo et al.39
argued that due to the fast progression of the energy dissipation,
a transfer to the solvent is unlikely and rather an energy transfer
from high-frequency modes to low-frequency modes takes place,
as reported for the case of bacteriorhodopsin.48 In contrast,
Damrauer et al.46 claimed that the intramolecular vibrational
relaxation is connected to solvent reorganization due to the
formation of an excited state exhibiting a large dipole moment.
The similarities between the reported values for commonly used
solvents (H2O in ref. 39 and CH3CN in ref. 45) and the present
value obtained for the IL environment indicate that solute–
solvent interactions are only of minor importance. However,
theoretical modeling of the electrostatic interactions in ILs remains
poor until today,49 preventing any valuable prediction of the
correlation strength between the solvent and the solute.
One should note that the found energy positions of the two
excited states (1MLCT, 3MLCThot) exhibit uncertainties because
of their broad and overlapping character as well as because of
the limited experimental temporal and spectral resolution.
Additional complication arises if one would consider that the
intersystem crossing and the intramolecular vibrational relaxa-
tion take place simultaneously, making the modeling much
more complex. However, the position of the long-lived 3MLCTcold
can be unambiguously determined from the TS at time delays
beyond 500 fs. In the description of the early-time dynamics, an
attempt was made to prove the validity of the three-state model
by omitting the intermediate 3MLCThot state. As a result the
fastest decay constant was found to be larger than 100 fs and,
therefore, the fit did not reproduce the spectral components at
the binding energies below 0.2 eV which evolve on a much
faster timescale. Since the ultrafast component could not be
adequately reproduced, the three-state model described above
was found to yield a better quantitative agreement. On the other
hand, introducing even more states in addition to the 3MLCThot
certainly would lead to more flexibility and better fit results on
the basis of the residual analysis. However, due to the above
Table 1 Lifetime constants (td), binding energies (Eb), and bandwidth (DEb)
of the 1MLCT, 3MLCTcold and
3MLCThot states obtained from the global fit
analysis of the transient signal with the use of eqn (1)
State Eb (eV) DEb (eV) td
1MLCT 0.2  0.2 1.2 (37  10) fs
3MLCThot 0.1  0.2 0.9 (120  20) fs
3MLCTcold 0.3  0.1 0.9 41 ns
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mentioned limitations, a more complex kinetic model with a
larger number of fit parameters would not yield a better under-
standing of the relaxation mechanisms.
4 Conclusion
The excited states dynamics of [Ru(bpy)3]
2+ dissolved in ILs
was investigated by means of time resolved photoelectron
spectroscopy. Hereby, the general applicability of ILs as solvents
was characterized in detail. The analysis of the bare ILs showed a
favorable ionization potential, enabling us to clearly separate the
HOMO state contributions of the solute from the solvent’s
features in the XUV photoemission spectrum. This makes
ILs beneficial if the valence band structure and dynamics of
diﬀerent samples need to be addressed. Steady state XUV spectra
revealed the HOMO band of the [Ru(bpy)3]
2+ molecule with the
absolute binding energy being very similar to those found
in aqueous solution. The transient signal of [Ru(bpy)3]
2+ was
analyzed by applying a global fit procedure. The kinetic model
included the intersystem crossing from the 1MLCT to the 3MLCT
state as well as the intramolecular vibrational relaxation within
the triplet state. The obtained transition rates were found to be
in good agreement with literature values and provided evidence
that the solvation dynamics has only a minor influence on the
ultrafast deactivation processes. The initially populated 1MLCT
state and the thermally relaxed 3MLCT state could be clearly
separated, whereas for the intermediate species the description
relies on the kinetic model used in the fit analysis.
Summarizing, this study demonstrates the potential of using
ILs as solvents. The particular problem arising from sample
evaporation, which needs to be overcome in PES experiments,
can be solved due to the extremely low vapor pressure of ILs. The
ultrafast photoemission spectroscopy applied here has proven to
be a powerful tool for exploring both the ultrafast electron
dynamics and the absolute binding energies of the involved
states. As a next step, more complex mechanisms such as the
electron transfer reaction between diﬀerent species could be
investigated, which represents a wide field of potential applica-
tions in photochemistry and photobiology.
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