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Abstract—The large-scale penetration of variable renewable
energy (VRE) and their generation uncertainties poses a major
challenge for the distribution system operator (DSO) to efficiently
determine the day-ahead real and reactive power distribution
locational marginal prices (DLMPs) and their underlying compo-
nents. In this paper, we propose a DLMP-based transactive day-
ahead market (DAM) model, that in addition to energy and losses,
determines prices for creating congestions and voltage violations
under peak-load and large-scale stochastic VRE penetration
conditions. To account for the VRE uncertainties and the effect
of their large-scale penetration on the DLMP components and
distributed energy resources’ (DERs) schedules, we propose
a novel data-driven probability efficient point (PEP) method
that computes the optimal total VRE generation at different
confidence (risk) levels to incorporate in the proposed transactive
DAM model. We perform a wide range of simulation studies on a
modified IEEE 69-node system to validate the proposed methods
and demonstrate the effect of peak load conditions, large-scale
VRE penetration, and inclusion of battery energy storage systems
(BESSs) on the resulting positive or negative real and reactive
power DLMPs and their components.
Index Terms—Transactive distribution market, uncertainty,
distribution locational marginal price, probability efficient point
I. NOMENCLATURE
i, t, w, s Index of node, time, segment, and sample
T,N Number of timeslots, nodes/lines
G,D,B,R Generation, demand, battery, renewable scripts
E,L, V, C Energy, loss, voltage, congestion superscripts
p, q, V, δ Real, reactive power injection, voltage, angle
P,Q,LP , LQ Real, reactive power flow, real, reactive losses
up¨q, dt¨u Immediate upstream node, downstream subtree
r, x Resistance, reactance
λ, µ, ρ Shadow price of energy, voltage, congestion
pi, γ, p¨qγ Probability, confidence level, γ-efficient point
u,v Realizations of a stochastic vector
U ,D Upstream, downstream matrices
O,Ω Objective function, DLMP
κ Reactive to real power ratio q{p
c, ζ, y Bid, value of lost load/generation, curtailment
z,M Binary variable, set of integer constraints
e, E Battery energy, state of charge
ˇ¨,ˆ¨ Indicates injection, extraction
˜¨, ¨, ¨ Indicates stochastic, lower, upper limit
II. INTRODUCTION
M. Nazif Faqiry, Lawryn Edmonds, and Hongyu Wu are with the depart-
ment of Electrical and Computer Engineering, Kansas State University.
W ITH the ever-increasing penetration of variable renew-able energy (VRE) generation and the emerging market
participation of other distributed energy resources (DERs)
such as price responsive loads (RLs), conventional generators
(CGs), and battery energy storage systems (BESSs), pricing
based on distribution locational marginal price (DLMP) has
acquired considerable research attention as the means to estab-
lish the true price of electricity in a transactive energy market
[1]–[5]. Distribution system operators (DSOs) are expected to
leverage the availability of services from DERs in a day-ahead
market (DAM) and capture value by optimizing for least cost
operation while respecting the distribution grid’s constraints
[6]. One of the key challenges for efficient energy transaction
mechanisms is designing them in a way to motivate active
participation of customers owning DERs [7]. A traditional way
to achieve this is based on locational marginal pricing (LMP)
currently practiced in the wholesale market.
Unfortunately, due to the lower reactance/resistance (x{r)
ratio in the distribution system, the LMP-based transmission
system DAM is not a suitable model in the distribution system
as it incorporates DC optimal power flow (DCOPF)–resulting
in LMPs that do not reflect system losses, voltage violations,
and distribution lines’ congestion. A more detailed pricing
model that reveals these additional components is required to
obtain real and reactive DLMPs and their components under
low and high level DER penetration that may yield reverse
power flow in a radial distribution grid. The existing literature
on DLMP pricing mostly focuses on production cost modeling
and excludes participation of the RLs and zero-marginal-
cost VREs while ignoring the uncertainty involved in their
generation. To the best of our knowledge, a detailed study
that accounts for the impact of large-scale VRE penetration
on the resulting component-wise positive or negative real and
reactive power DLMPs does not exist in the literature.
In this paper, we aim to address the aforementioned in-
adequacies. We develop a mixed integer linear programming
(MILP) model for the DSO’s transactive DAM considering
different types of DERs, including stochastic VRE genera-
tion, and compute DLMP values and its components. We
incorporate a detailed linearized power flow (LPF) to set up
linear constraints for the DAM social welfare maximization
problem. We decompose the DLMP into its energy, loss,
voltage violation, and congestion components by providing
comprehensive sensitivity analyses. To account for resource
availability due to uncertainty in VRE generation, we propose
the novel data-driven probability efficient point (PEP) method
to compute VRE generation amounts based on historical data
at different confidence or risk levels. Moreover, we provide
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2interesting results on the significance of reactive power pricing
and present component-wise details of positive and negative
DLMP components under different confidence levels in the
PEP method and high-scale VRE penetration.
A. Related Work
Several papers have attempted to introduce DLMP-based
pricing or its market models for the distribution system either
through the use of DCOPF or a variant of AC optimal
power flow (ACOPF). DCOPF-based DLMP formulations are
presented in [1], [8]–[10]. Because of the lower x{r ratio in
the distribution system, the use of DCOPF has been shown to
introduce significant errors [2]. Moreover, these formulations
lack inherent features to include losses, voltage violations,
and reactive power pricing that are required in a transactive
distribution market. References [1] and [9] propose DLMP-
based methods through quadratic programming and chance-
constrained mixed integer programming that use DCOPF to
define line congestions and alleviate it through dynamic tariffs.
In [8], the authors propose a transactive DAM model in
which the DSO interacts with the ISO and DERs in a local
distribution area to participate in demand response programs–
focusing more on the interaction of the market players while
assigning equal DLMPs to DERs. Reference [10] proposes two
benchmark pricing methodologies, namely DLMP and iterative
DLMP, for a congestion-free energy management of the dis-
tribution grid through aggregators that have contractual terms
with buildings to decide their reserve and energy schedules by
interacting and providing flexible demand to the DSO.
Recent studies that are related to our work, and model a
variant or approximation of ACOPF in the DLMP formulation
and determine one or more of its components, are reported
in [2]–[4]. In [2], a novel LPF method has been introduced
that derives energy and loss components of the DLMP while
disregarding voltage violation and congestion components,
participation of RLs, and the uncertainty in the VRE gen-
eration. In [3], a DAM model based on DLMP has been
proposed to manage congestion and provide voltage support
by using mixed-integer second-order-cone programming to
model ACOPF and determine binary variables such as feeder
configuration status and tap locations of shunt capacitors and
transformers. While only optimizing for least cost generation,
this study does not consider VRE, RLs, or BESS units with
temporal constraints. Similarly, in [4], authors use a trust-
region based solution methodology to obtain DLMP and its
constituents through a first-order approximation of the AC
power flow manifold model in [11] showing better perfor-
mance over [2], however, it does not study inclusion of BESSs
and large-scale penetration of stochastic VRE that may result
in reverse power flow and negative real and reactive DLMPs.
B. Technical Contributions
(i) We propose a complete DLMP-based transactive DAM
model for the DSO to schedule generation resources, including
VRE, reliably and economically. We derive and incorporate
two additional DLMP components, namely voltage violation
and congestion prices, and build upon the recent work in [2].
(ii) In the proposed transactive DAM, to account for the
uncertainty in the VRE generation, we implement a novel
data-driven MILP based on a large amount of historical VRE
data and then optimally solve PEPs without assuming any
probability distribution function.
(iii) We demonstrate, for the first time, the component-wise
significance of real and reactive power pricing in the proposed
DLMP-based transactive model and analyze the impact of
increasing VRE on individual DLMP components. We also
highlight novel observations on negative real and reactive
DLMP components under high VRE penetration.
We organize the rest of this paper as follows. In Section
III, we present the system model in three subsections. We
describe the transactive DAM problem formulation and the
DLMP decomposition in Section IV, present simulation results
in Section V, and conclude in Section VI.
III. SYSTEM MODEL
We assume a radial, symmetric, and balanced distribution
network. Similar to our previous work in [12], we index the
root node as 0 and order the rest of the system nodes from
1 to N . This allows us to devise the same index to lines and
nodes from 1 to N by excluding the root (substation) node.
It turns out that this way of indexing in a radial distribution
system greatly simplifies the presentation of the power flow
model and the sensitivity analyses. In Fig. 1, i is the node that
is connected to its immediate upstream node upiq and a set of
down-stream nodes dtiu. Line i is the line that connects node
upiq to i. All quantities related to line i are subscripted by
index i. For instance, line resistance, reactance, voltage drop,
and angle difference caused in voltage are denoted by ri, xi,
∆Vi, and ∆δi and real and reactive power flows and losses are
shown by Pi, Qi, LPi , and L
Q
i . Similarly, the real and reactive
power injections at node i are denoted by pi and qi.
Fig. 1. Radial branch with line i connecting bus upiq to i.
A. Power Flow Model
The real and reactive power injection at each node is mod-
eled by (1) with stochastic p˜Ri,t and q˜
R
i,t. Although load is also
stochastic in nature, we only consider the VRE generation’s
stochasticity. However, the PEP method introduced later can
be easily extended to account for the demand uncertainty.
pi,t “ pDi,t ´ pGi,t ´ pBi,t ´ p˜Ri,t (1a)
qi,t “ qDi,t ´ qGi,t ´ qBi,t ´ q˜Ri,t. (1b)
In the RHS of (1), pDi,t,q
D
i,t and p
G
i,t,q
G
i,t relate to constraints
given by the sets Dpxtq, Gpxtq [13]. The third term, pBi,t, qBi,t
3relates to BESS constraints in Section III.C. The fourth term,
p˜Ri,t, q˜
R
i,t, is determined by the PEP method in section III.B.
Gpxtq | Dpxtq
pGi,t “
ÿ
w
pGi,w,t | pDi,t “
ÿ
w
pDi,w,t (2)
0 ď pGi,w,t ď PGi,w | 0 ď pDi,w,t ď PDi,w (3)
PGi ď pGi,t ď PGi | PDi ď pDi,t ď PDi (4)
´ κGi ¨ pGi,t ď qGi,t ď κGi ¨ pGi,t | qDi,t “ κDi ¨ pDi,t. (5)
In (2), the sum of segment generation and load should equal
the total load and generation. The segment generation and load
has to lie within the given bounds (3) and the total real and
reactive power generation and load have to satisfy (4) and (5).
To establish the relationship between real and reactive power
injections in (1) with the node voltages and line losses, we
adopt the LPF method in [2] and modify it to serve our model.
We first derive the relationship between voltage and power
injections and then consider losses and congestion. Using the
indexing described earlier, we rewrite LPF, given by (6)-(7),
based on voltage drops and its angle differences. According
to Fig. 1, the power flow equations can be written as,
pPi ` LPi q ` jpQi ` LQi q “ V
2
upiq´VupiqVicosp∆δiqq´jVupiqVisinp∆δiqq
ri`xi .
(6)
Expanding (6) to real and imaginary components yield,
pPi ` LPi q “ ri¨
“
Vupiq
`
Vupiq´Vicosp∆δiq
˘‰
r2i`x2i `
xi¨
`
VupiqVisinp∆δiq
˘
r2i`x2i
pQi ` LQi q “ ´ ri¨
`
VupiqVisinp∆δiq
˘
r2i`x2i `
xi¨
“
Vupiq
`
Vupiq´Vicosp∆δiq
˘‰
r2i`x2i .
Assuming that ∆δi « 0 and |Vupiq| “ |Vi| “ 1p.u. (under
which sinp∆δiq “ ∆δi and cosp∆δiq “ 1) [2],
Pi ` LPi « rir2i ` x2i
¨ `Vupiq ´ Vi˘` xir2i ` x2i ¨ `∆δi˘ (7a)
Qi ` LQi «
ri
r2i ` x2i
¨ `∆δi˘` xi
r2i ` x2i
¨ `Vupiq ´ Vi˘. (7b)
Letting, ∆Vi “ pVupiq ´ Viq , Zri “ rir2i`x2i , and Z
x
i “ xir2i`x2i ,
(7) can be written in terms of ∆Vi and ∆δi,
Pi ` LPi “ Zri ¨∆Vi ` Zxi ¨∆δi (8a)
Qi ` LQi “ Zxi ¨∆Vi ´ Zri ¨∆δi. (8b)
In (8), power flow and loss in line i serving node i is given
by the voltage drop ∆Vi and the voltage angle difference ∆δi
in line i. In a more compact and general vector-matrix form,„
P` LP
Q` LQ

“ Z ¨
„
∆V
∆δ

. (9)
Here, Z “ “ Zr ZxZx ´Zr ‰ where Zr “
«
Zr1 ... 0
...
. . .
...
0 ... ZrN
ff
and Zx “«
Zx1 ... 0
...
. . .
...
0 ... ZxN
ff
are diagonal matrices. Note that, according to
the way lines and nodes are indexed, N shows the number
of nodes as well as the number of lines in a radial network,
hence, pP,LP , Q, LQ,∆Vi,∆δiq P RN , Z P Rp2Nˆ2Nq and
pZr,Zxq P RpNˆNq. Since Z is a square invertible matrix,
∆V and ∆δ is therefore given by the linear relation below.„
∆V
∆δ

“ Z´1 ¨
„
P` LP
Q` LQ

. (10)
The voltage magnitude at node i is given by the substation
voltage magnitude minus the total voltage drop from the
substation to node i (see Fig. 2), mathematically written as,
V “ V0 ´ U ¨∆V. (11)
Here, U P RpNˆNq is the upstream node-to-line incidence
matrix defined as,
rUsij “
"
1 if j P Upiq
0 otherwise.
(12)
where Upiq is the set of lines that connect node i to the
substation node. Letting ZV “ Z´1p1 : N, 1 : 2Nq and
replacing ∆V from (10), (11) can be rewritten as,
V “ V0 ´ U ZV
„
P` LP
Q` LQ

. (13)
where pV,V0q P RN and V0 “ rV0 . . . V0sT . In (13), the
magnitudes of node voltages are given in terms of line power
flows, line losses, and network structure in reference to the
substation node voltage. The node voltage magnitude can
ultimately be written as a function of power injections ppi, qiq,
line losses pLPi , LQi q, and other network parameters. Note that
Pi`LPi and Qi`LQi , as the ith element of the RHS of (13),
can be written as follows (see Fig. 1),
Pi ` LPi “ pi `
ÿ
kPdtiu
pPk ` LPk q ` LPi (14a)
Qi ` LQi “ qi `
ÿ
kPdtiu
pQk ` LQk q ` LQi . (14b)
In vector-matrix form, (14) can be written as,
P` LP “ D pp` LP q (15a)
Q` LQ “ D pq` LQq. (15b)
Here, D P RpNˆNq is the downstream node-to-node (as
well as line-to-line) incidence matrix including self (diagonal
elements) defined as follows,
rDsij “
"
1 if j P Dpiq or i “ j
0 otherwise.
(16)
Hence, by replacing (15) in (13) and with some modifications,
V “ V0 ´ U ZV
„ D 0
0 D
 „
p` LP
q` LQ

. (17)
By letting M “ rMpMqs “ U ZV rD 00 D s, (17) is written,
V “ V0 ´Mppp` LP q `Mqpq` LQq. (18)
where pMp,Mqq P RpNˆNq are network-related matri-
ces associated with real and reactive power injections and
losses. Note that, in reference to the substation voltage V0,
(18) computes the node voltages V, given node injections
pp,qq, line losses pLP ,LQq, and the network-related matrices
4pMp,Mqq. In section IV, (18) is used to set the voltage con-
straints of the DSO’s transactive DAM optimization problem.
The losses LPi and L
Q
i are given by the following relations,!
LPi , L
Q
i
)
“
"
ri
P 2i `Q2i
V 2i
, xi
P 2i `Q2i
V 2i
*
. (19)
The losses in (19) can be linearized using a first-order Taylor
series approximation by omitting the 2nd and higher terms [2],
LP pp,qq « LP pp˚,q˚q `ři BLPBpi ppi ´ pi˚ q `ři BLPBqi pqi ´ qi˚ q
(20a)
LQpp,qq « LQpp˚,q˚q `ři BLQBpi ppi ´ pi˚ q `ři BLQBqi pqi ´ qi˚ q.
(20b)
In (20), the solution pp˚,q˚q is a feasible power flow solution
that is obtained exogenously and set as the center point for
the Taylor series approximation. The linear approximations of
losses LP and LQ in (20) are used in (18) and the DSO’s
DAM optimization problem in section IV.
B. Probability Efficient Point (PEP) Method
The inclusion of VRE in the DAM typically entails a consid-
erable deviation between the forecast and the actual production
[14]. Due to the stochastic nature of the VRE generation,
DAM resource scheduling in a cost-efficient manner to meet
the nodal and system demand is a challenging task, especially
when the VRE generation does not follow a structured dis-
tribution. The PEP method [15], [16] can determine VRE
generation efficient points at certain confidence levels. The
novel and data-driven mathematical program [16] proposed
here solves the PEPs using historical VRE generation data
without assuming any probability distribution function. The
preliminaries of the PEP method are defined below [15], [16].
Suppose rp P R|R| is a stochastic vector, v, u P R|R| are two
realizations, and the probability distribution function Frpprpq of
the stochastic vector rp is Frppvq “ Prtv ě rpu.
Definition´ 1 : If, @vm P v and @um P u, vm ě um, then
v ě u. Similarly, if v ě u, then vm ě um.
Definition´ 2 : Let γ P p0, 1q. A point vγ P R|R| is called
γ-efficient point of Frp if Frppvγq ě γ and there is no u ď vγ ,
u ‰ vγ such that Frppuq ě γ.
According to Definition-2, if vγ is the γ-efficient point,
then Frppuq ě γ is equivalent to u ě vγ at a probability level
γ. That is, a probabilistic constraint Prpu ě rpq ě γ can be
converted to a deterministic constraint u ě vγ . The key to this
transformation is to calculate the PEP vγ based on historical
samples. Let S show the finite set of sample historical real-
izations of the stochastic vector rp “ prp1, . . . , rpm, . . . , rp|R|q
for |R| VRE sites in the distribution system. Let ps “
pps1, . . . , psm, . . . , ps|R|q show the sth sample of the historical
realizations of rp, where s P S. Let pis show the probability
of each scenario s, where pis “ Prpps “ rpq ą 0 andř
sPS pis “ 1. According to [15], the program solving PEP
can be formulated as the MILP in (21)-(22).
The objective function (21) is the element-wise sum of the
PEP vector vγ . Constraint (22a) ensures the total probability
of a set of “selected” samples is at least equal to γ. Constraint
(22b) guarantees that each element of the solution (vγm P vγ)
is higher than the corresponding element of the historical
data samples (psm P ps). This is ensured through the use of
binary variable ss which is equal to unity ‘1’ if all constraints
vγm ě psm,m “ 1, . . . , |R|, are met in the sth sample, and
zero otherwise. Note that, assigning the binary variable ss to
the whole vector ps respects the correlation between various
types of VRE in a historical samples.
Minimize
vγ1 ,...,v
γ
|R|
|R|ÿ
m“1
vγm (21)
Subject to:ÿ
sPS
pis ss ě γ, (22a)
vγm ě psm ss, m “ 1, . . . , |R|, s P S (22b)
s
s P t0, 1u|S|, (22c)
vγm P R`, m “ 1, . . . , |R| (22d)
The objective function (21) ensures a minimal solution is
picked from the selected samples and is referred to as the
PEP, vγ , the element-wise sum of which represents the total
optimal amount of system VRE generation at probability
level γ (confidence level α “ 1 ´ γ). By Definition-2, at a
confidence level α, the VRE at site m is expected to generate
an amount, vγm, that can be replaced with p˜
R
i,t in the power
balance equation, (1), to compute the DLMP values. It is
worth mentioning that, the proposed PEP method does not
guarantee a unique solution. However, given the randomness
of the historical samples, as is the case in our simulation, the
nonuniqueness may rarely become an issue. Nevertheless, if
it becomes an issue, one can find multiple PEP solutions and
use a scenario-based stochastic optimization method to solve
this problem [17].
C. DER with Temporal Constraints and Bidding Framework
DERs such as BESSs require additional temporal constraints
that must be satisfied during DAM scheduling. In this section,
we summarize the set of constraints, Bpxtq, that consider the
most necessary aspects of optimally operating a BESS. With
xt showing any variable at time t, Bpxtq is listed in (23).
The BESS unit’s state of charge (SOC) is given by (23a). A
small amount of its energy is dissipated due to self-discharge
(“leakage”), or during charging and discharging. These effects
are respectively accounted for using the scaling coefficients,
βi,t, qβi,t, and pβi,t, each of which lie in the interval p0, 1s. The
BESS unit’s SOC has to remain within SOC limits (23b). The
difference in extraction pBi,t and injection qpBi,t is modeled as
the net grid extraction pBi,t (23c). Both qpBi,t and pBi,t are bound
by the BESS charging and discharging power rates when the
unit is ‘ON’ and scheduled for charging (23d) or dishcarging
(23e). Other integer constraints, such as minimum number of
5consecutive charging/discharging hours, etc., are summarized
in (23f) (see our work in [13] for more details).
eBi,t “ βi,t eBi,t´1 `∆tppβi,t pBi,t´1 ´ qpBi,t´1qβi,t q (23a)
E i ď eBi,t ď E i (23b)
pBi,t “ pBi,t ´ qpBi,t (23c)
´ PBi qzi,t ď qpBi,t ď PBi qzi,t (23d)
´ PBi pzi,t ď pBi,t ď PBi pzi,t (23e)
Mi,t ď 0 (23f)
Similar to the wholesale market, participants place power
and monetary amount bids and offers in segments. A seller
participant, such as a CG at node i, offers tcGi,1,t, . . . , cGi,w,tu,
tpGi,1,t, . . . , pGi,w,tu at timeslot t. Likewise, a buyer partici-
pant, such as an RL, places bid and amount segments as
tcDi,1,t, . . . , cDi,w,tu, tpDi,1,t, . . . , pDi,w,tu at timeslot t. In light
of FERC’s recent rule on Electric Storage Participation in
Markets [18], we assume that BESS units participate by
bidding injection and extraction prices. Energy is traded at
the LMP with the wholesale and the VREs place zero-price
offers in accordance with current practices in the market.
IV. PROBLEM FORMULATION
A. DAM Optimization Problem
The DSO’s transactive DAM optimization problem can be
formulated as follows:
Minimize
xt
Oppxtq `Oqpxtq (24)
Subject to:
p0pxtq `ři `pipxtq ´ LPi pxtq˘ “ 0 (25a)
q0pxtq `ři `qipxtq ´ LQi pxtq˘ “ 0 (25b)
pipxtq “ pDi pxtq ´ pGi pxtq ´ pBi pxtq ´ vγi,t (25c)
qipxtq “ qDi pxtq ´ qGi pxtq ´ qBi pxtq ´ κRi vγi,t (25d)
1´  ď V pxtq ď 1`  (25e)
|Pipxtq|` |Qipxtq| ď
?
2Si (25f)
xt P
!
Gpxtq YDpxtq YRpxtq YBpxtq
)
(25g)
where xt P
 
pGi,w,t, p
D
i,w,t, p0,t, qpBi,t, pBi,t, qGi,w,t, q0,t, qDi,w,t(,
Oppxtq “
ÿ
i,w,t
cG,pi,w,t ¨ pGi,w,t ` λ0p ¨ p0,t `
ÿ
i,t
pcB,pi,t ¨ pBi,t
´
ÿ
i,t
qcB,pi,t ¨ qpBi,t ´ ÿ
i,wą1,t
cD,pi,w,t ¨ pDi,w,t `
ÿ
i,w,t
ζi,t ¨ yi,w,t
Oqpxtq “
ÿ
i,w,t
cG,qi,w,t ¨ qGi,w,t ` λ0p ¨ q0,t ´
ÿ
i,wą1,t
cD,qi,w,t ¨ qDi,w,t
The above optimization problem minimizes the objective
function in (24) by scheduling least cost generation and
wholesale supply, least cost energy extraction, and high value
energy injections and loads while reducing curtailments and
meeting grid and DER constraints in (25). The fifth term in
Oppxtq is modeled for w ą 1 to account only for demand
segments that place bids; we assume the first segment of
the demand as must-serve loads. The sixth term in Oppxtq
accounts for curtailments to achieve feasibility. Constraints
(25a)-(25d) pertain to the system and nodal power-balance-
equations. Note in (25a) and (25b) that the losses, LPi pxtq and
LQi pxtq, are given by the linearized constraints in (20). Con-
straints (25e) and (25f) enforce voltage limit bounds and the
line limit constraints respectively. To obtain congestion prices,
the quadratic line limit constraints rPipxtqs2`rQipxtqs2 ď S2i
are linearized as in (25f) using an outer approximation [19].
B. DLMP Decomposition
In (26), real and reactive power DLMPs, Ωp,i and Ωq,i,
at node i are defined as the sum of DLMP components,
ΩEp,i,Ω
L
p,i,Ω
V
p,i,Ω
C
p,i and Ω
E
q,i,Ω
L
q,i,Ω
V
q,i,Ω
C
q,i corresponding to
energy, loss, voltage violation, and congestion prices.
Ωp,i “ ΩEp,i ` ΩLp,i ` ΩVp,i ` ΩCp,i
“ `ΩEp,i˘` ˆΩEp,i ¨ÿ
j
BLPj
Bpi ` Ω
E
q,i ¨
ÿ
j
BLQj
Bpi
˙
`
ˆÿ
i1
`
µmini1 ´ µmaxi1
˘BVi1
Bpi
˙
`
ˆ ÿ
jPutiu
ρj
BSj
Bpi
˙
(26a)
Ωq,i “ ΩEq,i ` ΩLq,i ` ΩVq,i ` ΩCq,i
“ `ΩEq,i˘` ˆΩEq,i ¨ÿ
j
BLQj
Bqi ` Ω
E
p,i ¨
ÿ
j
BLPj
Bqi
˙
`
ˆÿ
i1
`
µmini1 ´ µmaxi1
˘BVi1
Bqi
˙
`
ˆ ÿ
jPutiu
ρj
BSj
Bqi
˙
(26b)
BLPj
Bpi “
ˆ
2Pj
BPj
Bpi ` 2Qj
BQj
Bpi
˙
¨ rj
V 2i
(27a)
BLPj
Bqi “
ˆ
2Pj
BPj
Bqi ` 2Qj
BQj
Bqi
˙
¨ rj
V 2i
(27b)
BLQj
Bpi “
ˆ
2Pj
BPj
Bpi ` 2Qj
BQj
Bpi
˙
¨ xj
V 2i
(27c)
BLQj
Bqi “
ˆ
2Pj
BPj
Bqi ` 2Qj
BQj
Bqi
˙
¨ xj
V 2i
(27d)
BPj
Bpi “ Dpj, iq `
ÿ
kPdpjq
Dpj, kqBL
P
k
Bpi (28a)
BPj
Bqi “
ÿ
kPdpjq
Dpj, kqBL
P
k
Bqi (28b)
BQj
Bpi “
ÿ
kPdpjq
Dpj, kqBL
Q
k
Bpi (28c)
BQj
Bqi “ Dpj, iq `
ÿ
kPdpjq
Dpj, kqBL
Q
k
Bqi (28d)
The energy component of the DLMPs, ΩEp ,Ω
E
q , are given
by the shadow prices of (25a) and (25b). These prices show
the marginal unit price that are typically, but not always, equal
6to the LMP pλ0p, λ0qq at the substation node.
The loss component of real and reactive power prices, ΩLp,i
and ΩLq,i, can be computed as follow. Assuming constant
voltage at node i in (19), the sensitivity of real and reactive
power losses on line j with respect to real and reactive
power injections at node i can be given by (27). Further
simplifications using (14) yields the line flow sensitivities in
(28). By replacing (28) in (27) and solving recursively, the
loss sensitivities
ř
j
BLPj
Bpi ,
ř
j
BLPj
Bqi ,
ř
j
BLQj
Bpi , and
ř
j
BLQj
Bqi can
be computed to obtain ΩLp,i and Ω
L
q,i, in (26).
The voltage violation prices, ΩVp,i and Ω
V
q,i, can be similarly
derived by finding BViBp1i and
BViBq1i according to (18) as,
BVi
Bp1i
“ ´Mppi, i1q ´
Nÿ
k“1
Mppi, kq ¨ BL
P
k
Bp1i
´
Nÿ
k“1
Mqpi, kq ¨ BL
Q
k
Bp1i
(29a)
BVi
Bq1i
“ ´Mqpi, i1q ´
Nÿ
k“1
Mqpi, kq ¨ BL
Q
k
Bq1i
´
Nÿ
k“1
Mppi, kq ¨ BL
P
k
Bq1i
(29b)
Hence, by using (29) and the shadow prices of (25e), µminj ,
µmaxj , the voltage violation components, Ω
V
p,i, Ω
V
q,i, in (26)
can be readily computed.
The congestion component prices, ΩCp,i, Ω
C
q,i, defined
in (26) are obtained by expanding (25f) into four sepa-
rate constraints ˘Pi ˘ Qi ď
?
2Si with shadow prices
tρ``, ρ´´, ρ`´, ρ´`u. By letting ρpp,qq,1 “ ρ`` ´ ρ´´ `
ρ`´ ´ ρ´`, and ρpp,qq,2 “ ρ`` ´ ρ´´ ´ ρ`´ ` ρ´`, the
congestion DLMP component can be written as,ÿ
jPutiu
ρj
BSj
Bpi “
Nÿ
j“1
Upi, jq ¨ ρp,1pjq ¨ BPjBpi
`
Nÿ
j“1
Upi, jq ¨ ρp,2pjq ¨ BQjBpi (30a)ÿ
jPutiu
ρj
BSj
Bqi “
Nÿ
j“1
Upi, jq ¨ ρq,2pjq ¨ BQjBqi
`
Nÿ
j“1
Upi, jq ¨ ρp,1pjq ¨ BPjBqi (30b)
By using (28) in (30), the real and reactive power congestion
prices, ΩCp,i and Ω
C
q,i, in (26) can be computed.
V. SIMULATION RESULTS
GAMS/CPLEX was used to program and simulate the
proposed MILP models on a modified IEEE 69-node system
as shown in Fig. 2. The total load demand in each node was
split into three segments of 50%, 25%, and 25%. The first
load segments were considered fixed without any bids. The
second and third segments were assumed price-responsive with
associated bid amounts randomly generated in the range [13.8,
28.1] and [10.3, 26.5] $/MWhr for real power and 30% of
these amounts for reactive power. The VREs were assumed
to bid 0 $/MWhr and the BESS was considered to sell at
extraction price of 25 $/MWhr and buy at injection price of
20 $/MWhr. An hourly LMP of a typical-day varying in the
range [16.45, 42.14] $/MWhr was considered at the substation
node. Western Wind and Solar Integration Study (WWSIS)
historical data set [20] for Wind and PV generation at four
different sites were used to implement the PEP method and
obtain the VRE generation at different confidence levels and
incorporate them into the DSO’s transactive DAM model. VRE
units located at close proximity were considered identical and
assigned the same set of historical data. A sample wind and
solar daily generation profiles of the WWSIS for 2013 along
with the computed PEPs, vα, at confidence levels α = 0.25
and 0.75 are shown in Fig. 3. As expected, with more α,
the PEP method returns more generation, as determined by
the historical data samples (ps) and the probability of their
occurence (pis). Note that, in this study we assume the DSO
knows these probabilities and the confidence levels a priori.
The VRE generation of additional sites can be thought as
additional layers to Fig. 3–coupled by the binary variable ss
at each timeslot. Hence, the DSO runs the data-driven PEP
method to determine the efficient points for the minimal VRE
generation in order to incorporate them into the DAM.
Fig. 2. Modified IEEE 69-node system with diverse DER.
Four Scenarios (I-IV), with 200% system load demand in
Scenarios I and II and 100% in Scenarios III and IV, were
simulated to show the effect of the VRE penetrations on real
and reactive power DLMPs and their components. In Scenario
I, no VRE penetration was considered. With K being a scaling
of the VRE output, 50 (K=1), 100 (K=2), and 200% (K=4)
VRE output penetrations at a confidence level of α = 0.75
were considered in scenarios II-IV. Fig. 4 shows these results
(left column for Ωp, right column for Ωq) at node 60 where
the majority of the system load is located. Here, the four
DLMP components are shown by bars. The algebraic sum
of the components (the DLMP) is shown by the red graph
with asterisks. The substation LMP is also added as the green
line graph with star markers. The blue bar graph shows the
energy component (ΩEp , Ω
E
q ) of the DLMP as the marginal
price of energy given by the Lagrange multipliers of (25a-b).
Typically, ΩEp and Ω
E
q are equal to the real and reactive LMP
(λ0p, λ
0
q) at the substation node if it serves the next unit of
energy (MWhr, MVARhr) as the marginal node. We define
MVARhr as the amount of MVARs served in an hour.
In Scenario I, due to high demand, a voltage violation
7Fig. 3. Sample historical wind (W) and PV generation daily profiles and the
PEP outcome at 25% (no marker) and 75% (with marker) confidence levels.
at node 64 and a congestion at line 2 causes the voltage and
congestion components of the DLMP (ΩVp,60, Ω
C
p,60 and Ω
V
q,60,
ΩCq,60) to appear during timeslots 16-18. These values show
the per unit price incurred to node 60 due to the participation
of its consumption in increasing the voltage violations and
power flow congestions of other nodes and lines in the system.
The loss components, ΩLp,60, Ω
L
q,60, are inherent and appear in
all timeslots as losses are unavoidable, i.e., injection of any
amount at a node incurs an inevitable transmission loss cost.
The marginal node cost shows the energy price component
(ΩEp , Ω
E
q ) given by the equilibrium point of the supply-demand
curve, which in this scenario happens to be the substation node
as the blue bar graphs (ΩEp,60, Ω
E
q,60) coincide with the green
line graphs with star markers (λ0p, λ
0
p).
By adding the VRE units (as in Fig. 2) in Scenario II (K=1
and α=0.75), the congestion prices, ΩCp,60 and Ω
C
q,60, and the
voltage violation prices, ΩVp,60 and Ω
V
q,60, during hours 16-18
completely vanish. This is because the deployment of the zero
marginal cost VRE units reinforce the grid by reducing the
power flow burden on line 1 and other lines, and by serving the
high demand at node 60 from nearby nodes (61-64), causing
lesser voltage drops and hence removing the congestion and
voltage violation prices. Notice that during timeslots 10-12, the
LMP (λ0p) does not coincide with the energy price (Ω
E
p,60).
This shows that the system’s real power demand has been
entirely satisfied by the VRE units’ generation. During these
hours, no real power is drawn from the substation node and
a load segment bid lower than λ0p has determined the energy
equilibrium price as the marginal unit. Note, however, that
this is not the case for ΩEq,60 and λ
0
q as we have set the VREs
to allow only up to 30% of their real power generation as
their reactive power output using inverters. Hence, the lack of
reactive power supply in the system requires MVAR injections
from the substation node resulting in equal λ0q and Ω
E
q,60.
In Scenario III, with more VRE penetration (K=2 and α =
0.75), no violations are seen. However, negative DLMP and
loss components are seen. Due to VRE generation curtailment
cost of $100/MWhr, a negative ΩEp,60 and Ω
L
p,60 are seen during
timeslots 10-12 where VRE is curtailed to achieve a feasible
solution. In other words, node 60 is being paid at the value
of lost VRE generation for consuming real power and for
causing losses (ΩLp,60= -$4.085 /MWhr). On the other hand,
ΩEq,60 and Ω
L
q,60 are positive during all timeslots except 10-12
for the loss component. This is because the system demand
for reactive power is high and VREs do not curtail reactive
power. The reactive power generation of VREs are based on its
inverter’s reactive power generation capability (set to 0-30% of
Fig. 4. Real and reactive DLMPs (DLMP-P, DLMP-Q) of node 60 (Ωp,60,
Ωq,60), their components (energy (ΩEp , Ω
E
q ), loss (Ω
L
p , Ω
L
q ), voltage violation
(ΩVp , Ω
V
q ), and congestion (Ω
C
p , Ω
C
q )), and LMPs (λ
0
p, λ
0
q) in Scenarios I-IV.
their real power generation for this study). As a result, during
timeslots 10-12, the reactive power consumption at node 60
is being rewarded at $3.40/MVARhr for the loss component
as it increases real power losses (27b) resulting in lesser VRE
curtailment and lower curtailment costs. Such intricate details
in reactive power consumption and component-wise pricing is
quite interesting, which to the best of our knowledge, has not
been studied in previous work.
In Scenario IV (K=4 and α=0.75), due to high VRE
penetration, high reverse power flows are seen causing several
nodes to violate the upper voltage limit. These effects are seen
as negative ΩVp,60 and Ω
V
q,60. As the largest sink, node 60 is
rewarded during hours 8-14 for its consumption–maintaining
a lower system voltage and avoiding further VRE curtailments
during timeslots 15-16. However, the consumption of reactive
power comes at a high price despite the reward of ΩVq,60. These
results indicate that while at times there maybe negative Ωp,
it might be unlikely to have negative Ωq . Depending on the
system’s reactive power supply and demand, the net DLMP
(Ωp`Ωq) could be positive or negative, even if Ωp is negative–
underlining the importance of reactive power pricing.
The effect of PEP on Ωp and Ωq of node 60 at differ-
ent confidence levels with low (K=1) and high (K=4) VRE
penetration is shown in Fig. 5. As expected, under both low
(solid lines) and high (dotted lines) VRE penetration, Ωp, Ωq
are mostly affected by the confidence levels during mid-day
8hours when there is high solar generation. At low penetration,
while increasing confidence levels decreases Ωp, it has no
effect on Ωq . At high penetration, high confidence levels do
not necessarily entail higher negative Ωp or Ωq . Network
constraint violations, mainly due to voltage and congestion, as
well as bidding and historical data samples in the PEP method
are the main factors that determine Ωp and Ωq .
Fig. 5. Real, reactive DLMPs (Ωp,60, Ωq,60) at different confidence levels.
Lastly, to show the effect of temporally-constrained DER on
Ωp and Ωq , Scenarios I and III were simulated with a BESS
located at node 2. Fig. 6 (left) shows the BESS’s real power
schedule (PB2 ), injection (cˇ
B,p
2 ) and extraction (cˆ
B,p
2 ) prices,
and Ωp,2 (Ωq,2 is skipped for clarity). Notice that, PB2 follows
the DLMP peak and valley. It charges when Ωp,2 is lower
than cˇB,p2 and discharges when it is higher than cˆ
B,p
2 . Fig.
6 (right) shows DLMPs before (Ωp,2, Ωq,2) and after (ΩBp,2,
ΩBq,2) adding the BESS in Scenario III. As seen, the BESS
charges during hours of highly negative Ωp,2 (preventing VRE
curtailments) and discharges during peak Ωp,2. Note that, the
BESS does not influence Ωq,2 as it does not generate reactive
power. These results suggest that reactive power pricing should
be treated separately from its real power counterpart.
Fig. 6. BESS charging and discharging schedule versus its bid and DLMP-P.
VI. CONCLUSIONS
A DLMP-based DAM that efficiently accounts for various
penetration scales of VRE while accounting for its uncertainty
through the data-driven PEP mehtod has been proposed.
DLMP components for energy, losses, voltage violation, and
congestion were derived through comprehensive sensitivity
analyses using reasonable approximations. The effect of VRE
penetrations, BESSs, and network constraints on DLMP com-
ponents under forward and reverse flow were explained. The
significance of reactive power pricing was demonstrated. The
proposed approach can be easily extended to unbalanced distri-
bution systems by adding a coupling constraint across phases
and specifying the maximum allowable power imbalance.
Additionally, forecasting tools could be leveraged and incor-
porated within the PEP method to add further efficiency [16].
Other aspects, such as sharing mechanisms to (re)distribute
DERs’ investment costs, revenues, etc., which upon allocation
mitigate voltage violations and congestions to several nodes
and lines, are further interesting research directions.
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SUPPLEMENTAL SIMULATIONS
This document includes some additional simulation results as supplement to those reported in
the manuscript.
Figure 1 shows simulation results for the base case reported as Scenario I in the manuscript.
Figure 2 represents simulation results for the case with K = 4 and α = 0.75, reported as Sce-
nario IV in the manuscript.
Each figure has been given a title to show what it depicts. The stair and horizontal black lines
in “Power flow” and “Node pu voltage” figures show line MVA and normal voltage operation
limits. All figures show quantities for 24 different timeslots. Load curtailments were only allowed
if enough supply was not available to meet the total demand of the fixed segments (i.e., the first
load segments). Hence, no curtailment has been observed in Scenario I (all load’s fixed first
segments were served). In Scenario IV, due to high VRE penetration, some VRE generation
have been curtailed as voltage violations do not allow further penetration. During mid-hours
some real power has been sold to the wholesale.
Figure 1: Simulation results under Scenario I.
1
Figure 2: Simulation results under Scenario IV.
2
