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Na literatura existem duas abordagens ao estudo do movimento dos uí-
dos: por um lado, a designada aproximação Euleriana, que consiste em de-
terminar e estudar as propriedades de certas quantidades físicas, tais como
a velocidade, pressão, etc. num determinado ponto xo x do espaço e num
determinado instante t; por outro lado, a aproximação Lagrangeana, onde o
uído é visto como um conjunto de partículas que partem de posições ini-
ciais e à medida que o tempo evolui descrevem trajetórias no plano ou no
espaço. Nesta perspetiva o movimento do uído é visto como um uxo de
homeomorsmos ou difeomorsmos sobre a região ocupada pelo uído.
Trabalhos recentes (cf. [2] ) revelam que, para certos uídos viscosos
incompressíveis, apesar das quantidades físicas Eulerianas serem determinís-
ticas, o movimento das partículas é intrinsecamente de natureza estocástica.
Assim, na sua descrição Lagrangeana devem ser considerados uxos estocásti-
cos denidos como soluções de equações diferenciais estocásticas, cujo drift é
o campo das velocidades denido como solução da equação de Navier-Stokes,
e o coeciente de difusão é proporcional à raiz quadrada da viscosidade.
Um dos problemas centrais em mecânica de uídos é o fenómeno da tur-
bulência, que do ponto de vista matemático passa pela compreensão do com-
portamento assimptótico dos uídos viscosos quando a viscosidade tende para
zero.
No contexto Euleriano, o estudo assimptótico das soluções da equação de
Navier-Stokes quando a viscosidade tende para zero é um problema clássico,
ainda não resolvido em dimensão três e em dimensão dois no caso de condi-
ções de fronteira de Dirichlet. Em domínios bidimensionais com condições de
fronteira periódicas ou de slip, está provado que a solução de Navier-Stokes
converge para a solução da equação de Euler, quando a viscosidade tende
para zero.
Neste trabalho é considerada a aproximação Lagrangeana estocástica para
uídos viscosos incompressíveis, e pretendemos estabelecer um teorema de
Schilder para o comportamento assimptótico de uxos estocásticos denidos
pelo campo das velocidades de Navier-Stokes, quando a viscosidade tende
para zero.
Note-se que estamos perante um uxo denido através da solução de uma
equação diferencial estocástica em que o drift, sendo solução da equação
de Navier-Stokes, não satisfaz a condição de Lipschitz. Por outro lado, o
ruído W considerado é um movimento Browniano em dimensão innita, mais
precisamente um Browniano cilíndrico (construído a partir de um número
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innito de movimentos Brownianos). Neste contexto irregular, a existência
e unicidade de uxo não decorre de métodos clássicos. É importante realçar
que na formulação do princípio dos grandes desvios, a existência e unicidade
de solução das equações envolvidas é um requisito fundamental.
Assim, no Capítulo 3 vamos usar os método desenvolvidos por [5], [18]
para provar a existência e unicidade de solução da equação diferencial esto-
cástica.
No Capítulo 4 estabelecemos o princípio dos grandes desvios. A técnica
utilizada para provar o princípio dos grandes desvios é a abordagem através
da convergência fraca desenvolvida por R. P. Dupuis e Ellis [8], com base no
princípio de Laplace. Estes métodos têm-se revelado altamente ecientes no
caso de equações com coecientes irregulares.
Nos dois primeiros capítulos da tese colecionamos os resultados clássicos
que julgamos relevantes para a compreensão do tópico estudado e necessários




In the literature there are two major approaches to the study of uid move-
ment: rstly, the designated Eulerian approach, which consists in determi-
ning and studying the properties of certain physical quantities such as speed,
pressure, etc. in a certain xed point x of space and a given time t; secondly,
the Lagrange approach, where the uid is seen as a collection of particles
that leave the initial position and as time progresses describe trajectories
in plane or space. In this perspective the uid motion is seen as a ow of
homeomorphisms or dieomorphisms on the region occupied by the uid.
Recent works (see [2]) show that, for certain imcompressible viscous uids,
despite the deterministic nature of the physical Eulerian quantities, the mo-
viment of particles is inherently stochastic in nature. Thus, in its Lagragian
description, stochastic ows as solutions of stochastic dierential equations
must be considered. In this case the drift the velocity eld dened as the so-
lution of Navier-Stokes equation, and the diusion coecient is proprotional
to the square root of the viscosity.
One of the central problems in uid mechanics is the phenomenon of
turbulence, which from a mathematical point of view, involves the unders-
tanding of the asymptotic behavior of viscous uids when the viscosity tends
to zero.
In Eulerian context, the asymptotic study of solutions of the Navier-
Stokes equation when the viscosity approaches zero is a classic problem,
still unsolved in three dimension and dimension two in the case of Dirich-
let boundary conditions. On bidimensional domain with periodic boundary
conditions, or slip is proven that the Navier-Stokes solution converges to the
solution of the Euler equation when the viscosity tends to zero.
In this work is considered the stochastic Lagrangian approach for incom-
pressible viscous uids, and aims to establish a Schilder's theorem for the
asymptotic behavior of stochastic ows dened by the Navier-Stokes eld of
velocities, when the viscosity tends to zero.
Note that we are dealing with a ow dened by the solution of a stochastic
dierential equation in which the drift, being the solution to the Navier-
Stokes equation, does not satisfy the Lipschitz condition. On the other hand,
the noise W considered is a innite dimensional Brownian motion, more
precisely a cylindrical Brownian. In this irregular context, the existence and
uniqueness of ow does not follow the classical methods.
It is noteworthy that in the formulation of the principle of large deviati-
ons, the existence and uniqueness of solution of the equations involved is a
fundamental requirement.
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Thus, in Chapter 3 we will use the method developed by [5], [18] to
prove the existence and uniqueness of solutions to the stochastic dierential
equation.
In chapter 4 we established the principle of large deviations. The techni-
que used to prove the principle of large deviations is the weak convergence
approach developed by Dupuis and Ellis [8], based on the principle of La-
place. These methods have been highly ecient in the case of equations with
irregular coecients.
In the rst two chapters of the thesis we have presented the classical
results that we consider relevant to the understanding of the topic studied
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1.1 Operadores de Hilbert-Schmidt e de classe traço
Operadores de Hilbert-Schmidt
Seja H um espaço de Hilbert separável, com norma |.| =
√
〈., .〉 . Con-
sideramos um operador linear A : H → H e representamos por A∗ o seu
adjunto.







Demonstração: Temos |Aek|2 =
∑∞






























Como a igualdade anterior é vericada para quaisquer duas bases ortonor-







Portanto o resultado (1) é consequência imediata de (2) e (3). 
Denição 1.2 Um operador linear A : H → H diz-se um operador de
Hilbert-Schmidt se para alguma base ortonormada {ek} de H ,
∑∞
k=1 |Aek|2 <









Nota: Pelo Teorema 1.1 a norma de Hilbert-Schmidt de um operador A está
bem denida, uma vez que não depende da escolha da base.
Teorema 1.3 Sejam A e B operadores de Hilbert-Schmidt então, as seguin-
tes armações vericam-se:
(i) ||A∗||HS = ||A||HS;
(ii) ||αA||HS = |α|||A||HS, α ∈ R;
(iii) ||A+B||HS ≤ ||A||HS + ||B||HS;





Demonstração: A propriedade (i) deduz-se diretamente do Teorema 1.1 e
(ii) resulta trivialmente da denição da norma.































|A∗ek|2 = |x|2||A∗||22 = |x|2||A||22.
Portanto, |Ax| ≤ |x|||A||HS. 
Vamos então denotar L(2)(H) como o espaço dos operadores de Hilbert-
Schmidt de H e por L(H) o espaço dos operadores lineares contínuos de H.
Nota: Pelo Teorema 1.3 (iv) temos L(2)(H) ⊂ L(H). Se H tem dimensão
nita, então L(2)(H) = L(H). Se H tem dimensão innita não é vericada a
igualdade. Por exemplo, o operador identidade I de H pertence a L(H) mas
não pertence a L(2)(H).
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Onde {ek} é uma base ortonormada de H.
Nota: É imediato que a série anterior converge, pois, 〈Aek, Bek〉 ≤
|Aek|2 + |Bek|2. Usando argumentos semelhantes aos do Teorema 1.1, te-
mos também que 〈A,B〉HS está bem denido.
Teorema 1.5 L(2)(H) com o produto interno 〈., .〉HS é um espaço de Hilbert.
Demonstração: Pelas alíneas (ii) e (iii) do Teorema 1.3 vericamos que
L(2)(H) é um espaço vetorial. Temos também que 〈A,A〉 = ||A||2HS. Portanto
só temos que demonstrar que L(2)(H) é completo.
Seja {An} uma sucessão de Cauchy em L(2)(H) então, pela alínea (iv) do
Teorema 1.3 a sucessão {Ak} é uma sucessão de Cauchy em L(H). Como
L(H) com a norma do operador é um espaço de Banach, existe A ∈ L(H) tal
que limn→∞ ||An−A|| = 0. Vamos ver que A ∈ L(2)(H) e que limn→∞ ||An−
A||HS = 0. Fixemos ε > 0, então para m, n sucientemente grandes ||An −
Am||HS < ε. Logo
s∑
k=1
|(An − Am)ek|2 ≤ ||An − Am||2HS < ε2
para qualquer s em, n sucientemente grandes. Como limn→∞ ||An−A|| = 0
fazemos m tender a innito obtendo
s∑
k=1
|(An − A)ek|2 ≤ ε2




|(A− An)ek|2 ≤ ε2 <∞.
Portanto, A − An ∈ L(2)(H), logo A = An + (A − An) ∈ L(2)(H) e como




Classe de operadores traço
Vamos agora introduzir algumas denições e teoremas necessários para
denir a classe dos operadores traço.
Denição 1.6 Um operador A : H → H diz-se compacto se a cada conjunto
limitado de H faz corresponder um conjunto cujo fecho é compacto.
Teorema 1.7 Seja A um operador compacto, então A é limitado.
Demonstração: Seja A um operador compacto, denotamos por B(0, 1) a bola
em H de centro 0 e raio 1. Temos:
||A|| = sup{|Au| : u ∈ H ∧ |u| ≤ 1} = sup{|Au| : u ∈ B(0, 1)}.
Como B(0, 1) é limitado e A é um operador compacto, o fecho de A(B(0, 1))
é compacto e portanto limitado. Logo ∃k ∈ R : ∀u ∈ B(0, 1), |Au| ≤ k.
Portanto ||A|| ≤ k.
Denição 1.8 Um operador compacto A de A : H → H diz-se operador de
classe traço se
∑∞




1.2 Medidas Gaussianas em espaços de Hibert
Dado um espaço de Hilbert H, representamos por B(H) a σ-álgebra gerada
pelos conjuntos abertos. Uma medida de probabilidade µ denida sobre
o espaço mensurável (H, B(H)) é denominada medida Gaussiana se para
h ∈ H existirem n ∈ R1 e q ≥ 0 tais que,
µ({x ∈ H; 〈h, x〉 ∈ A}) = N (n, q)(A), ∀A ∈ B(R1)
onde N (n, q)(·) denota a medida Gaussiana sobre (R1, B(R1)) de média n
e variância q :








Em particular, se µ for Gaussiana, os funcionais








estão bem denidos. Vamos agora ver que estes funcionais são contínuos,
para isso vamos introduzir o seguinte lema sobre medidas de probabilidade.
Lema 1.9 Seja ν uma medida de probabilidade em (H, B(H)). Vamos as-
sumir que para algum k ∈ N∫
H
|〈z, x〉|kν(dx) < +∞, ∀z ∈ H.
Então existe uma constante c > 0 tal que∣∣∣∣ ∫
H
〈h1, x〉...〈hk, x〉ν(dx)
∣∣∣∣ ≤ c|h1|...|hk|, h1...hk ∈ H.
Demonstração: Seja Un para n ∈ N o conjunto denido por
Un =
{
z ∈ H :
∫
H
|〈z, x〉|kν(dx) ≤ n
}
.
Por hipótese H =
⋃∞
n=1 Un. Como H é um espaço métrico completo e Un
são conjuntos fechados, pelo argumento de categoria de Baire, existe n0 ∈ N,
z0 ∈ Un0 e r0 > 0 tal que B(z0, r0) ⊂ Un0 . Logo∫
H
|〈z0 + y, x〉|kν(dx) ≤ n0, ∀y ∈ B(0, r0).
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Mas para qualquer y ∈ B(0, r0), temos∫
H
|〈y, x〉|kν(dx) ≤ 2k
∫
H
|〈z0 + y, x〉|kν(dx) + 2k
∫
H
|〈z0, x〉|kν(dx) ≤ 2k+1n0.
Assim, para qualquer z ∈ H diferente de 0 podemos aplicar a desigualdade
anterior a y = r0 z|Z| obtendo∫
H
|〈z, x〉|kν(dx) ≤ 2k+1n0|z|kr−k0 .
Pela desigualdade
|ξ1ξ2...ξk| ≤ |ξ1|k + |ξ2|k + ...+ |ξk|k ∀(ξ1, ξ2, ..., ξk) ∈ Rk,
constatamos que a transformação






Decorre do lema anterior que se µ é uma medida Gaussiana, então existe
um elemento m ∈ H e um operador linear Q, tal que∫
H
〈h, x〉µ(dx) = 〈m,h〉, ∀h ∈ H, (4)
∫
H
〈h1, x−m〉〈h2, x−m〉µ(dx) = 〈Qh1, h2〉, ∀h1, h2 ∈ H. (5)
Ao vetor m chamamos média e a Q o operador de covariância de µ. O




〈h, x−m〉2µ(dx) ≥ 0, h ∈ H,
também é não negativo. Resulta de (4) e (5) que o funcional característico
de uma medida Gaussiana µ com média m e operador de covariância Q,








Portanto µ̂ é unicamente determinado por m e Q. A medida Gaussiana de
média m e operador de covariância Q será denotada por N (m,Q).
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1.3 Processos Estocásticos
1.3.1 Processos com ltração
Vamos assumir que I = [0, T ] e que o espaço de probabilidade (Ω,F ,P) está
equipado com a família crescente de σ-álgebras {Ft}, t ∈ I, a qual chama-
mos ltração. Iremos designar por Ft+ a intersecção de todas as Fs onde
s < t. Uma ltração diz-se normal se:
(i) F0 contém todos os conjuntos A ∈ F tal que P(A) = 0;
(ii) Ft+ = Ft para qualquer t ∈ T .
Um processo X diz-se adaptado se para qualquer t ∈ I a variável aleató-
ria X(t) é Ft-mensurável.
X diz-se progressivamente mensurável se para cada t ∈ [0, T ] a aplicação
[0, t]× Ω→ E, (s, ω)→ X(s, ω)
é B([0, t])×Ft-mensurável. Representamos por F∞ a σ-álgebra de subcon-
juntos de [0,∞)× Ω, gerada pelos conjuntos da forma:
(s, t]× F, 0 ≤ s < t <∞, F ∈ Fs e {0} × F, F ∈ F.
Esta σ-álgebra diz-se σ-álgebra previsível e os seus elementos dizem-se con-
juntos previsíveis. A restrição de F∞ a [0, T ] × Ω vai ser denominada por
FT .
Uma aplicação mensurável denida no espaço ([0, T ]×Ω,FT ) com valores em
(E,B(E)) designa-se um processo previsível. Um processo previsível é ne-
cessariamente adaptado. Reciprocamente, referimos um resultado que indica
em que condições um processo adaptado é previsível (cf. [6]).
Teorema 1.10
As seguintes armações são verdadeiras:
(i) Um processo adaptado Φ com valores em L(U,H) tal que, para u ∈ U
e h ∈ H arbitrários o processo 〈Φ(t)u, h〉, t ≥ 0 tem trajetórias contínuas à
esquerda, é previsível.
(ii) Seja Φ um processo estocasticamente contínuo e adaptado no intervalo
[0, T ]. Então o processo Φ tem uma versão previsível em [0, T ].
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1.4 Processo de Wiener em dimensão innita
Denição 1.11 Seja U um espaço de Hilbert munido do produto interno
〈·, ·〉. Um processo estocástico W (t), t ≥ 0, com valores em U diz-se um
Q-processo de Wiener se:
(i) W (0) = 0,
(ii) W tem trajetórias contínuas,
(iii) W tem incrementos independentes,
(iv) A lei da variável aleatória W (t)−W (s) é N (0, (t− s)Q), t ≥ s ≥ 0,
onde Q é um operador traço não negativo em U , isto é, existe uma base
ortonormada completa {ek} em U e uma sequência de números reais não






Este operador Q é denominado operador de covariância.
Teorema 1.12 Seja W (t) um Q-processo de Wiener. Então vericam-se as
seguintes armações:
(i) W é um processo Gaussiano em U e
E(W (t)) = 0, Cov(W (t)) = tQ, t ≥ 0.










〈W (t), ej〉, j ∈ N
são movimentos Brownianos com valores reais mutuamente independentes
em (Ω,F ,P), e a série (1) é convergente.
Demonstração: Seja 0 < t1 < ... < tn e seja u1, ..., un ∈ U . Consideremos a










〈W (t2)−W (t1), uk〉
+...+ 〈W (tn)−W (tn−1), un〉.
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Como W tem incrementos independentes, Z é Gaussiana para qualquer es-
colha de u1, ..., un e obtemos (i).








[E(〈W (t)−W (s), ei〉〈W (s), ej〉)




s〈Qei, ej〉 = sδij.
Portanto, temos a independência de βi, i ∈ N. Para provar a representação






∣∣∣∣∣∣∣∣2 = t m∑
j=n
λj;
e relembrar que por denição
∑∞
j=1 λ <∞. 
Vamos agora generalizar a denição para processos de Wiener num es-
paço de Hilbert U , onde o operador de covariância Q não é de um operador
traço.
Seja W (t) um processo de Wiener num espaço de Hilbert U e Q o seu
operador de covariância. Então para cada a ∈ U podemos denir o processo
de Wiener com valores reais Wa(t), t ≥ 0, por:
Wa(t) = 〈W (t), a〉, t ≥ 0.
A transformação a→ Wa é linear de U para o espaço dos processos estocás-
ticos. É ainda contínua no seguinte sentido:
∀t ≤ 0, {an} ⊂ U, lim
n→∞
an = a⇒ lim
n→∞
E|Wa(t)−Wan(t)|2 = 0. (7)
Qualquer transformação linear a→ Wa satisfazendo (4) é chamada processo
de Wiener generalizado. Então, existe uma forma bilinear K(a, b), a, b ∈ U
e t > s > 0 tal que :
19
E[〈W (t), a〉〈W (s), b〉] =E[(〈W (t), a〉 − 〈W (s), a〉)〈W (s), b〉]
+E[〈W (s), a〉〈W (s), b〉]
=sE[〈W (1), a〉〈W (1), b〉] = sK(a, b).
A condição (4) implica queK é bilinear contínua em U , logo existe Q ∈ L(U),
tal que:
E[Wa(t)Wb(s)] = s〈Qa, b〉, t > s ≥ 0, a, b ∈ U. (8)
O operador Q chama-se covariância do processo de Wiener generalizado a→
Wa. Este operador é auto adjunto e denido positivo.
Dado um operador Q, é relativamente fácil construir um processo de Wiener
generalizado satisfazendo as condições mencionadas. De facto, seja {ej} uma
base ortonormada completa de U , {βj} uma sucessão de processos de Wiener




〈Q1/2ej, a〉βj, t ≥ 0, a ∈ U.
Como ∑
j∈N
|〈Q1/2ej, a〉|2 = |Q1/2a|2 <∞
para cada a ∈ U , então existe uma versão de Wa que é um processo de
Wiener.
Temos ainda que
E[〈W (t), a〉〈W (s), b〉] = s
∑
j∈N
〈Q1/2ej, a〉〈Q1/2ej, b〉 = s〈Qa, b〉.
Teorema 1.13 Seja U1 um espaço de Hilbert, tal que U0 = Q
1/2(U) está




Q1/2ejβj(t), t ≥ 0, (9)
dene um processo de Wiener com valores em U1. Além disso, se Q1 for a
covariância de W , então Q
1/2
1 (U1) e Q
1/2(U) são iguais.
Demonstração: Seja gj = Q1/2ej, j ∈ N , então {gj} forma uma base orto-






Consequentemente (6) dene um processo de Wiener em U1. Para a, b ∈ U1
temos:







〈gj, J∗a〉U0〈gj, J∗b〉U0 = 〈J∗a, J∗b〉U0 = 〈JJ∗a, b〉U1 ,
o que implica JJ∗ = Q1. Em particular,
|Q1/21 a|2U1 = 〈J
∗a, J∗a〉U1 = |J∗a|2U0 , a ∈ U1.
Então pela proposição A (ver Apêndice) aplicada a Q1/2 : U1 → U1 e
J : U0 → U1 temos Q1/21 (U1) = J(U0) = U0 e |Q
−1/2
1 u|U1 = |u|U0 , terminando
assim a demonstração. 
Então, admitindo um abuso de linguagem, podemos armar que um pro-
cesso de Wiener generalizado em U é um Q-processo de Wiener num espaço
de Hilbert maior U1.
Quando o operador Q é a identidade, diz-se que este processo é um processo
de Wiener cilíndrico ou movimento Browniano cilíndrico. Neste caso, temos
um processo de Wiener generalizado com valores num espaço de Hilbert U1,
tal que U0 = Q1/2(U) está "encaixado"em U1 pois o operador identidade
I : U0 → U0 não é um operador traço. Então denimos U1 como um es-
paço de Hilbert tal que I : U0 → U1 seja um operador de Hilbert-Schmidt, e
usamos este operador como o operador J do Teorema 1.13.
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1.5 Integral estocástico em dimensão innita
1.5.1 Denição do integral estocástico
Seja W (t) um Q-processo de Wiener em (Ω,F ,P) com valores num espaço
de Hilbert U . Recordamos que W (t) pode ser escrito na forma (6). Com
o intuito de simplicar a notação vamos supor que λk > 0 para qualquer
k ∈ N. Vamos também assumir que dada uma ltração {Ft}t≥0 em F ,
(i) W (t) é {Ft} - mensurável,
(ii) W (t+ h)−W (t) é independente de {Ft}, ∀h ≥ 0, ∀t ≥ 0,
E[W (t+ h)−W (t)|Ft] = E[W (t+ h)−W (t)].
Se um Q-processo de Wiener W satisfaz (i), dizemos que W é adaptado
a {Ft}, se também for satisfeita a condição (ii) dizemos que W é um Q -
processo de Wiener em relação a {Ft}.
Nota: Dado um processo estocástico X = {Xt : t ∈ T} com valores em
num espaço mensurável (H,Σ), a ltração natural é denida como
Ft = σ
({
X−1s (A) : s ≤ t, A ∈ Σ
})
.
Um processo estocástico é sempre adaptado relativamente à sua ltração na-
tural.
Vamos então denir o integral estocástico para processos elementares. Fi-
xemos T < ∞. Um processo φ(t), t ∈ [0, T ], com valores no espaço dos
operadores limitados de U → H, L = L(U,H), diz-se elementar se existir
uma sequência de tempos, 0 = t0 < t1 < ... < tk = T e uma sucessão
φ0, φ1, ..., φk de variáveis aleatórias com valores em L tomando um número
nito de valores tal que φm são {Ftm} mensuráveis e
φ(t) = φm, t ∈ (tm, tm+1], m = 0, 1, ..., k.






e representa-se por φ.W (t), t ∈ [0, T ]. Vamos agora relembrar o subspaço
U0 = Q








〈u, ek〉〈v, ek〉 = 〈Q−1/2u,Q−1/2v〉, u, v ∈ U0
é um espaço de Hilbert.
Consideramos o espaço dos operadores de Hilbert-Schmidt L0(2) = L(2)(U0, H)
de U0 para H. Relembramos que pelo Teorema 1.5, o espaço L0(2) também é









onde {gj}n∈N, com gj =
√
λjej, {ej}n∈N e {fj}n∈N são bases ortonormadas
de U0, U e H, respetivamente.


















, t ∈ [0, T ].
Teorema 1.14 Se um processo Φ é elementar e |||Φ|||T < ∞ então o pro-
cesso Φ.W é uma martingala contínua, de quadrado integrável com valores
em H e
E|Φ.W (t)|2 = |||Φ|||2t , 0 ≤ t ≤ T. (10)
Demonstração: Vamos mostrar que (10) é vericado para t = tm ≤ T .
Dene-se ζj = W (tj+1)−W (tj), j = 1, ...,m− 1. Então










Vamos focar-nos no termo E
∑m−1
j=1 |Φ(tj)ζj|2. Sabemos que a variável alea-
tória Φ∗(tj)fl é Ftj -mensurável, e ζj é uma variável aleatória independente
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E(|Q1/2Φ∗(tj)fl|2) = (tj+1 − tj)||Φ(tj)||2HS0 .















pois W tem incrementos independentes e média 0. 
Nota: Reparamos que tal como no caso de dimensão innita, o integral
estocástico é uma isometria do espaço dos processos elementares equipado
com a normal |||.|||T para o espaço M 2T (H) das martingalas com valores em
H.


















uma vez que W tem incrementos independentes e média 0.
Para estender a denição de integral estocástico a processos mais gerais
é conveniente interpretar estes processos como variáveis aleatórias, denidas
no espaço produto ΩT = [0, T ]×Ω, equipado com a σ-álgebra B([0, T ])×F .
O produto da medida de Lebesgue em [0, T ] e a medida de probabilidade P
denota-se por PT .
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Acontece que a σ-álgebra considerada não é adequada devido à não adap-
tabilidade dos processos considerados, portanto não pode ser utilizada. A
escolha correta é a σ-álgebra PT introduzida na Secção 2.3.1.. Iremos agora




Teorema 1.15 As seguintes armações são verdadeiras:
(i) Se uma aplicação Φ : ΩT → L, é L-previsível, então Φ também é L0(2)-
previsível. Em particular, os processos elementares são L0(2)-previsíveis.
(ii) Se Φ é um processo L0(2)-previsível tal que |||Φ|||T <∞, então existe uma
sucessão {Φn} de processos elementares tal que |||Φ − Φn|||T → 0 quando
n→∞.
Demonstração: Sejam {en}n∈N, {fn}n∈N bases ortonormadas de U e H res-
petivamente. Como os operadores
fk ⊗ ej.u = fk〈ej, u〉, u ∈ U, k, j ∈ N
são linearmente densos em L0(2) e para T ∈ L0(2) arbitrário,
〈fk ⊗ ej, T 〉L0
(2)
= λj〈Tej, fk〉H .
Pela proposição B do Apêndice, ca demonstrado (i).
Vamos agora considerar (ii). Como o espaço L é denso em L0(2) pela propo-
sição C do Apêndice existe uma sucessão {Φn}n∈N de processos elementares
L-previsíveis em [0, T ] tal que:
||Φ(t, ω)− Φn(t, ω)||HS0 ↓ 0,
para (t, ω) ∈ ΩT . Consequentemente |||Φ − Φn|||T ↓ 0. Então é suciente
demonstrar que para A ∈ PT arbitrário e para qualquer ε > 0 existe uma
soma nita Γ de conjuntos disjuntos da forma
(s, t]× F, 0 ≤ s < t < T, F ∈ Fs e {0} × F, F ∈ F0 (11)
tal que
PT{(A\Γ) ∪ (Γ\A)} < ε. (12)
Para mostrar este facto vamos denotar por K a família de todas as somas -
nitas de conjuntos da forma (11), com s ≤ t ≤ T . É fácil vericar que K é um
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π-sistema (ver Apêndice). Seja G a família de todos os conjuntos A ∈PT que
podem ser aproximados por elementos de K . Temos K ⊂ G e as condições
da Proposição D do Apêndice são vericadas. Portanto σ(K ) = PT = G . 
Podemos então estender a denição de integral estocástico a todos os pro-
cessos previsíveis com valores em L0(2) Φ em que |||Φ|||T <∞.
Até agora a construção do integral estocástico foi feita com base na suposição
de que o operador Q é de classe traço, só assim um Q-processo de Wiener
tem valores em U. Contudo, é possível estender a denição do integral es-
tocástico ao caso dos processos de Wiener generalizados, onde o operador
de covariância não é necessariamente de classe traço. Como anteriormente
iremos denotar U0 = Q1/2(U) com a norma induzida ||u||0 = ||Q−1/2(u)||,
u ∈ U0, e L0(2) = L(2)(U0, H).
Começamos por introduzir um teorema necessário para fazer a generaliza-
ção do integral estocástico a processos mais gerais.
Teorema 1.16 Seja Z uma variável aleatória com valores em U , média 0,
e covariância Q, e R um operador de Hilbert-Schmidt de U0 para H. Se




existe uma variável aleatória RZ tal que
lim
n→∞
E||RZ −RnZ||2HS0 = 0.
RZ é independente da escolha de {Rn}
Demonstração: A demonstração deste teorema é uma consequência direta
da identidade
E|SZ|2 = ||SQ1/2||2HS(U,H),
válida para operadores lineares limitados S : U → H. 
Estamos então em condições de generalizar a denição de integral estocástico.
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Seja Wa, a ∈ U, um processo de Wiener generalizado, com covariância
Q. Pelo Teorema 1.13, existe uma sucessão {βj} de processos de Wiener










dene um processo de Wiener num espaço de Hilbert U1 ⊃ U0 (com uma
inclusão de Hilbert-Schmidt). Se Φ ∈ L0(2) então as variáveis aleatórias





Portanto a construção do integral estocástico∫ t
0
Φ(s)dW (s), t ≥ 0
pode feita no caso em que o traço de Q não é nito. Basta ter em consideração
que as variáveis aleatórias da forma
Φtj(Wtj+1Wtj)
são denidas duma forma única quando Φtj ∈ L0(2).
De seguida, apresentamos três teoremas que constituem a base do cálculo
estocástico.
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1.5.2 Fórmula de Itô
Seja Φ um processo estocástico integrável em [0, T ] com valores em L0(2), ϕ
um processo previsível integrável em [0, T ] (no sentido de Bochner), P-quase
por toda a parte (
∫
Ω
||X(t, ω)||P(dω) <∞, t ∈ [0, T ]), e X(0) uma variável
aleatória F0-mensurável com valores em H. Então o seguinte processo






Φ(s)dW (s), t ∈ [0, T ]
está bem denido. Assumindo que a função F : [0, T ] × H → R e as suas
derivadas parciais Ft, Fx, Fxx são uniformemente contínuas em conjuntos li-
mitados de [0, T ]×H, temos o seguinte teorema:
Teorema 1.17 (Fórmula de Itô) Nas condições acima mencionadas temos
que, para qualquer t ∈ [0, T ],


















1.5.3 Teorema de Fubini
Seja (E,E ) um espaço mensurável e Φ : (t, ω, x)→ ϕ(t, ω, x) uma aplicação
mensurável de (ΩT×E,PT×B(E)) para (L0(2),B(L0(2))). Então para x ∈ E,
Φ(., ., x) é um processo previsível com valores em L0(2). Seja ainda µ uma
medida nita e positiva em (E,E ). Temos a seguinte versão estocástica do
Teorema de Fubini.
Teorema 1.18 (Teorema de Fubini) Assumindo que se vericam as condi-
ções acima mencionadas e supondo ainda que∫
E
|||Φ(., ., x)|||Tµ(dx) <∞,















1.5.4 Teorema de Girsanov
Teorema 1.19 (Teorema de Girsanov) SejaW (t) um Q-processo de Wiener
em relação à ltração {Ft} no espaço de probabilidade (Ω,F ,P) e Ψ um















Ŵ (t) = W (t)−
∫ t
0
Ψ(s)ds, t ∈ [0, T ],
é um Q-processo de Wiener em relação à ltração {Ft} no espaço de proba-














2 Princípio de Laplace
2.1 Introdução
Neste capítulo abordamos a teoria dos grandes desvios que se ocupa do es-
tudo assimptótico de determinadas esperanças.
Consideramos uma sucessão de variáveis aleatórias {Xn, ∈ N} denidas num
certo espaço de probabilidade (Ω,F ,P), tomando valores num espaço mé-
trico separável (X , d).
Em vez de uma sucessão, podemos partir de uma família de variáveis aleató-
rias {Xε, ε > 0}. As duas aproximações estão relacionadas tomando ε = 1
n
.
Começamos por apresentar um dos conceitos fundamentais nesta teoria
que é a noção de rate function.
Denição 2.1 Uma função I : X → [0,∞] diz-se rate function se para
cada M < ∞ o conjunto de nível {x ∈ X : I(x) ≤ M} for um subconjunto
compacto de X .
Podemos facilmente vericar que qualquer função com conjuntos de nível
compactos é automaticamente semicontínua inferiormente e, portanto, o seu
ínmo é atingido em qualquer conjunto não vazio.
Vamos introduzir o princípio dos grandes desvios.
Denição 2.2 Seja I uma rate function em X . Dizemos que uma sucessão
de variáveis aleatórias {Xn} satisfaz o princípio dos grandes desvios em X
com a rate function I se forem vericadas as seguintes condições:






logP{Xn ∈ F} ≤ − inf
x∈F
I(x).






logP{Xn ∈ G} ≥ − inf
x∈G
I(x).
Nota: Veremos mais tarde que se uma sucessão de variáveis aleatórias satis-
faz o princípio dos grandes desvios com uma rate function I, então essa rate
function é única.
Podemos exprimir o princípio dos grandes desvios formalmente pela expres-
são










Nem sempre é fácil ou possível analisar os limites considerados no princípio
dos grandes desvios, sendo muitas vezes mais simples avaliar o comporta-




onde h é qualquer função contínua e limitada de X para R. O estudo
assimptótico destas esperanças conduz-nos ao princípio de Laplace.
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2.2 Formulação equivalente
Nesta secção vamos introduzir o princípio de Laplace, baseado no estudo
do comportamento assimptótico de expressões do tipo (13) e provar a sua
equivalência com o princípio dos grandes desvios.
Denição 2.3 Seja I uma rate function em X . Dizemos que uma sucessão
{Xn} satisfaz o princípio de Laplace em X com uma rate function I, se





logE{exp[−nh(Xn)]} = − inf
x∈X
{h(x) + I(x)}.





logE{exp[−nh(Xn)]} ≤ − inf
x∈X
{h(x) + I(x)},






logE{exp[−nh(Xn)]} ≥ − inf
x∈X
{h(x) + I(x)}
para qualquer função contínua e limitada h.
Teorema 2.4 Seja {Xn} uma sucessão que satisfaz o princípio dos gran-
des desvios em X com uma rate function I. Então para todas as funções





logE{exp[−nh(Xn)]} = −infx∈X {h(x) + I(x)}.
Mais concretamente, temos as seguintes implicações:





logE{exp[−nh(Xn)]} ≤ −infx∈X {h(x) + I(x)}.





logE{exp[−nh(Xn)]} ≥ −infx∈X {h(x) + I(x)}.
Demonstração: (i) Como h é limitada existe um M ∈ (0,∞) tal que −M ≤
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h(x) ≤ M para qualquer x ∈ X . Seja N um inteiro positivo e j ∈
{1, 2, . . . , N} vamos considerar os conjuntos fechados da forma
FN,j =
{
x ∈X : −M + 2(j − 1)M
N






























































Agora vamos demonstrar (ii). Seja x um elemento arbitrário de X e ε > 0.
Se aplicarmos o limite inferior do princípio dos grandes desvios ao conjunto















≥ −h(x)− ε− inf
x∈G
{I(x)}
≥ −h(x)− I(x)− ε.









O resultado que vamos apresentar de seguida corresponde ao recíproco do
resultado expresso no teorema anterior.
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Teorema 2.5 O princípio de Laplace implica o princípio dos grandes desvios
com a mesma rate function. Mais precisamente, se I é uma rate function





logE{exp[−nh(Xn)]} = − inf
x∈X
{h(x) + I(x)}
é válido para qualquer função h contínua e limitada, então {Xn} satisfaz o
princípios dos grandes desvios em X com a mesma rate function I.
Demonstração: Seja I uma rate function em X , vamos assumir que para





logE{exp[−nh(Xn)]} = − inf
x∈X
{h(x) + I(x)}.
Vamos começar por provar que para cada conjunto fechado F , a sucessão





logP{Xn ∈ F} ≤ − inf
x∈F
I(x).




0 sex ∈ F
∞ sex ∈ F c
Seja d(x, F ) a distância de x a F . Para j ∈ N denimos
hj(x) = j(d(x, F ) ∧ 1).


















logE{exp[−nhj(Xn)]} = − inf
x∈X
{hj(x)+I(x)}
Completamos a demonstração referente ao limite superior do princípio dos









Como hj ≤ ϕ temos
inf
x∈X
{hj(x) + I(x)} ≤ inf
x∈X








{hj(x) + I(x)} ≤ inf
x∈F
I(x).





{hj(x) + I(x)} ≥ inf
x∈F
I(x).





logE{exp[−nh(Xn)]} = − inf
x∈X
{h(x) + I(x)}
podemos concluir, denindo h(x) = 0 para x ∈ X , que o ínmo da rate
function em X é zero.
Vamos então assumir que infx∈F I(x) > 0 (o caso em que infx∈F I(x) = 0 é
trivial). Supomos também que infx∈F I(x) <∞. Como hj = 0 em F ,
inf
x∈X






















{hj(x) + I(x)} ≥ inf
x∈F
I(x).





{hj(x) + I(x)} < inf
x∈F
I(x).
Então existe um subsucessão de j ∈ N e ε ∈ (0, 1
2
infx∈F I(x)) tal que, para
qualquer j pertencente à subsucessão,
inf
x∈F c
{hj(x) + I(x)} ≤ inf
x∈F
I(x)− 2ε.
Temos também que para cada j existe xj ∈ F c tal que
hj(xj) + I(xj) ≤ inf
x∈F
I(x)− ε.
Então d(xj, F ) → 0 em j, caso contrário hj(xj) = j(d(xj, F ) ∧ 1) → ∞,
o que contraria o facto de infx∈F I(x) < ∞. A convergência d(xj, F ) → 0
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implica que existe uma sucessão {yi} em F tal que d(xj, yj)→ 0. Usaremos
agora o facto que supj I(xj) ≤ infx∈F I(x) − ε. Como I tem conjuntos de
nível compactos, existe uma outra subsucessão e um ponto x∗ ∈ {x ∈ X :
I(x) ≤ infx∈F I(x) − ε} tal que d(xj, x∗) → 0. O facto que d(xj, yj) → 0
implica que d(yj, x∗) → 0. Mas como yj ∈ F para qualquer j ∈ N e F é
fechado, x∗ ∈ F e portanto I(x∗) ≥ infx∈F I(x). Isto contradiz o facto de
x∗ ∈ {x ∈ X : I(x) ≤ infx∈F I(x) − ε}. Esta contradição completa a de-
monstração.
Vamos agora demonstrar que o princípio de Laplace implica que se veri-
que o limite inferior do princípio dos grandes desvios.
Seja G um conjunto aberto. Se infx∈G I(x) = ∞ então o resultado está de-
monstrado. Vamos então assumir que infx∈G I(x) <∞. Seja x ∈ G e M > 0
tal que I(x) < M . Então existe δ > 0 tal que B(x, δ) = {y ∈ X : d(y, x) <








Esta função é contínua, limitada e satisfaz h(x) = 0, h(y) = M para y ∈
B(x, δ)c e 0 ≤ h(z) ≤M para qualquer z ∈X . Então temos que
E{exp[−nh(Xn)]}



































logP{Xn ∈ G} ≥ inf
x∈G
I(x),
cando assim completa a demonstração do teorema. 
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2.3 Resultados elementares
Nesta secção vamos ainda apresentar alguns resultados bem conhecidos mas
que julgamos relevantes para a compreensão do princípio dos grandes desvios.
Teorema 2.6 Unicidade da rate function - Seja {Xn} uma sucessão de va-
riáveis aleatórias satisfazendo o princípio dos grandes desvios em X com
duas rate functions I e J . Então I(ξ) = J(ξ) para qualquer ξ ∈X .
Demonstração: Denimos a função contínua e limitada hj como hj(x) =
j(d(x, ξ) ∧ 1) com ξ ∈ X e j ∈ N . Pelo Teorema 2.4, {Xn} satisfaz o























{hj(x) + J(x)} = J(ξ),
logo I(ξ) = J(ξ). 
Teorema 2.7 Princípio da contração - Sejam X e Y espaços métricos se-
paráveis, I uma rate function em X , e f : X → Y uma função contínua.
As seguintes proposições são verdadeiras:
(i) Para cada y ∈ Y
J(y) = inf{I(x) : x ∈ f−1(y)}
é uma rate function em Y .
(ii) Se {Xn} satisfaz o princípio de Laplace em X com uma rate function I,
então {f(Xn)} satisfaz o princípio de Laplace em Y com uma rate function
J .
Demonstração: (i) Seja M <∞ denimos os conjuntos de nível
Lj(M) = {y ∈ Y : J(y) ≤M} e Li(M) = {x ∈X : I(x) ≤M}.
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A denição de J implica que Lj(M) ⊃ f(Li(M)). Por outro lado, como
I é uma rate function, para cada y ∈ f(X ) o ínmo na denição de J é
atingido num determinado x pertencente ao conjunto fechado f−1(y). Então
Lj(M) ⊂ f(Li(M)), o que implica que Lj(M) = f(Li(M)). Como f é con-
tínua e os conjuntos de nível de I são compactos temos que, pela conclusão
anterior, os conjuntos de nível de J são compactos. Como J é não negativa,
temos que J é uma rate function em Y .
(ii) Para qualquer função contínua e limitada h : Y → R, a composição





logE{exp[−nh(f(Xn))]} = − inf
x∈X
{h(f(x))+I(f(x))} = − inf
y∈Y
{h(y)+J(y)}.
Como na demonstração da proposição (i) já tínhamos concluído que J é uma
rate function, a demonstração de (ii) está concluída. 
39
2.4 Entropia relativa e representação variacional do pro-
cesso de Wiener
A entropia relativa vai ter um papel importante na denição da rate function.
Seja (V,A) um espaço mensurável. Denimos por P(V ) o conjunto das
medidas de probabilidade em (V,A). Para P ∈ P(V ) a entropia relativa










no caso de Q ∈ P(V ) ser absolutamente contínua em relação a P , caso
contrário R(Q||P ) =∞.
Para t ∈ R denimos t− = −(t ∧ 0). Como s(log s)− é limitado para s ∈






































Vamos agora inserir um lema necessário para estabelecer uma formulação
variacional para o processo de Wiener.
Lema 2.8 Seja (V,A) um espaço mensurável e P , Q medidas de probabili-
dade sobre V . Então R(Q||P ) ≥ 0 e R(Q||P ) = 0 se e só se Q = P .
Demonstração: Para provar a não negatividade temos apenas de conside-
rar o caso em que R(Q||P ) <∞. Como s log s ≥ s− 1, existindo igualdade




















quando dQ/dP = 1, quase por toda a parte, ou seja, quando Q = P . 
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Teorema 2.9 Seja (V,A) um espaço mensurável, k : V → R uma função
mensurável limitada e P uma medida de probabilidade em V . Vericam-se
as seguintes proposições:













(ii) Seja Q0 uma medida de probabilidade em V absolutamente contínua em








então o ínmo na equação (11) é único e é atingido em Q0.









kdQ : Q ∈P(V ), R(Q||P ) <∞
}
.
Se R(Q||P ) <∞, então Q é absolutamente contínua em relação a P , como P
é absolutamente contínua em relação a Q0, então Q também é absolutamente









































Como R(Q||Q0) ≥ 0 e R(Q||Q0) = 0 se e só se Q = Q0, completamos, não
só a demonstração de (i), mas de (ii), pois o mínimo da representação vari-
acional é a atingido em Q0. 
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Terminamos esta secção com um resultado obtido em [1], relativo à repre-
sentação variacional de um processo de Wiener cilíndrico. Aqui, W∞ designa
o espaço de Wiener denido por Wt e A representa o conjuntos dos processos
estocásticos com valores no espaço de Cameron-Martin associado.
Lema 2.10 Seja F uma função mensurável limitada denida em W∞ com
valores reais, então temos que











3 Existência e unicidade de Fluxo Estocástico
Neste capítulo vamos denir uxos estocásticos para equações diferenciais
estocásticas com drift e coeciente de difusão irregulares em que o movi-
mento Browniano considerado é um movimento Browniano cilíndrico sobre
um espaço de Hilbert adequado. Em [2] é provada a existência de uxo fraco
(no sentido estocástico) para uma equação diferencial estocástica deste tipo,
onde o drift é solução da equação de Navier-Stokes. Neste trabalho estabe-
leceremos um teorema geral de existência e unicidade de solução forte (no
sentido estocástico). A noção de uxo que vamos apresentar corresponde a
uma generalização estocástica da noção de uxo (ver [18] ), denido quase
seguramente relativamente à medida de Lebesgue, introduzida por DiPerna
Lions [7], no contexto determinístico, para campos de velocidade em espaços
de Sobolev. O método utilizado em [7] consiste na utilização da equação
do transporte para provar a existência e unicidade do uxo. Os mesmos
resultados foram obtidos em [5] utilizando uma aproximação estritamente
Lagrangeana, em vez da equação do transporte. Em [18] é adotado este mé-
todo Lagrangeano para provar a existência e unicidade de uxo estocástico
para equações diferenciais estocásticas denidas através de um Browniano
em dimensão nita e coecientes irregulares independentes do tempo. Neste
trabalho seguimos métodos análogos aos considerados em [5], [18].
3.1 Formulação do problema
Sejam W k1t , W
k2
t , k1, k2 ∈ Z, movimentos Brownianos independentes com
valores em R, denidos sobre um espaço de probabilidade (Ω,F , P ). Consi-




W k1t ek1 +W
k2






, . . . )
onde ek1 = (. . . , 0, 0, 1, 0︸︷︷︸
posição k
, 0, 0, . . . ) e ek2 = (. . . , 0, 0, 0, 1︸︷︷︸
posição k
, 0, 0, . . . ) for-
mam uma base ortonormada de l2.
Este processo estocástico corresponde a um processo de Wiener cilíndrico
sobre o espaço de Hilbert l2. O operador de covariância Q é o operador iden-
tidade em l2. Uma vez que o operador identidade não é um operador traço,
pelo Teorema 1.13 sabemos queWt toma valores num espaço de Hilbert maior
que l2, mais precisamente Wt pode ser considerado como Q-processo de Wi-
ener num espaço de Hilbert l2∗, tal que l
2
∗ ⊃ l2 e a operação de inclusão de l2
em l2∗ seja um operador de Hilbert-Schmidt.
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Vamos denir Ft, , t ≤ T, como a σ-álgebra gerada por {Ws, s ≤ t}.
Nota: Daqui em diante a esperança E é tomada em relação à medida de
probabilidade P .
Consideremos a seguinte equação diferencial estocástica
dXt = u(Xt, t)dt+ σ(Xt)dWt, X0 = x, x ∈ T2 (15)
onde T2 corresponde ao toro bidimensional, o drift u ∈ L2 ((0, T ); H1(T2)) e
o coeciente de difusão σ está denido formalmente da seguinte forma:
σ(x) =
(
... , A1k(x) , B
1
k(x) , ...


















−k1 sin(k.x)|k|β , com k = (k1, k2) ∈ Z
2/{(0, 0)} e β > 3
Vamos vericar que para cada x ∈ T2, σ(x) está bem denido como um
operador de Hilbert-Schmidt de l2 em R2.
Introduzimos algumas notações. Dado h ∈ l2 representaremos por 〈σ(x), h〉
o campo vetorial em R2 correspondente a imagem de h por σ(x). Uma vez
que σ(x) pode formalmente ser identicada com a matriz (16), indicamos por
σi,·(x) a linha i e por σ·,j(x) a coluna j. Assim, podemos escrever
〈σ(x), h〉 = (〈σ1,·(x), h〉l2 , 〈σ2,·(x), h〉l2)
onde 〈·, ·〉l2 denota o produto interno usual em l2. No caso em que u, z são
dois vetores em R2, 〈u, z〉 representa o produto interno usual em R2.
Lema 3.1 Seja σ(x) denido em (16), então tem-se:













































que converge pois β > 3.
A demonstração da proposição (ii) sai do directamente do facto que, para

































Pelo Lema 3.1 (i) vericamos que tomando espaços de Hilbert adequados, o
coeciente de difusão da equação (15) pode ser considerado como um opera-
dor de Hilbert-Schmidt. Assim, o integral estocástico que aparece na equação
(15) está bem denido. Estamos perante uma equação diferencial estocástica
em R2, denida por um movimento Browniano em dimensão innita e drift
em L2((0, T );H1(T2)).
Vamos agora introduzir alguns lemas preliminares que utilizaremos mais
adiante.





















∣∣∣∣ (∂1A1k(x) ∂2A1k(x)∂1A2k(x) ∂2A2k(x)
) ∣∣∣∣2























|∂1A1k(x)|2 + |∂2A1k(x)|2 + |∂1A2k(x)|2 + |∂2A2k(x)|2
+ |∂1B1k(x)|2 + |∂2B1k(x)|2 + |∂1B2k(x)|2 + |∂2B2k(x)|2.
Como











































Que é uma série convergente

Vamos agora observar que para a equação (15) com o coeciente de difusão
(16) o integral de Itô coincide com o integral de Stratonovich (cf. [2]).










































































































































































































Denição 3.4 Seja Xt(ω, x) um processo estocástico denido em R+×Ω×T2
com valores em T2 . Diz-se que X é um uxo estocástico da equação (15)
quase por toda a parte se:
(A) Para x ∈ T2, t 7→ Xt(x) é um processo estocástico adaptado à ltra-





























dWs, ∀t ≥ 0.
(B) Para qualquer T ≥ 0 existe KT,u,σ > 0 tal que para qualquer ϕ ∈ L+,















Veremos mais tarde que para a equação diferencial estocástica (15) tem-se
KT,u,σ = 1.
Estamos então em condições de introduzir dois lemas que funcionaram como
a base para a demonstração da existência e unicidade.
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Lema 3.5 Sejam Xt(x) e X̂t(x) dois uxos estocásticos quase por toda a





























































Nota: As desigualdades D1 e D2 utilizadas na próxima demonstração encontram-
se no Apêndice.












































































|u(Xs, s)− û(Xs, s)|ds+ 2
∫ t
0
|û(Xs, s)− û(X̂s, s)|√
|Zs|2 + δ2
ds = I11(t) + I12(t).




























|u(x, t)− û(x, t)|.













































Para I2(t) temos que pela desigualdade de Burkholder-Davis-Gundy(
































































































































































































































Uma vez que I4(T ) é negativo pode ser desprezado.
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Então, existe R > 0 tal que∫
T2





















φ(ω, x)1A(ω)cdx = I1(ω) + I2(ω)
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2 − 1)1A(ω)cdx ≤ δ2(eM
2 − 1)|T2|
Para I1(ω), como Xt : T2 → T2 então existe R > 0 tal que |Xt| ≤ R



























Lema 3.7 Seja u ∈ L2
(
[0, T ]; H1(T2)
)
tal que div u = 0, e σ denido em
(16). Então existe un(x, t) ∈ L2
(
[0, T ]; C∞(T2)
)

























Demonstração: É uma consequência direta do Lema 3.1 denindo, σn =





Lema 3.8 Sejam σn = σ{|k|<n} e un(x, t) = u(x, t) ∗ %n(x) denidos no lema
anterior. Então, div un = 0 e div σn · j = 0.
Demonstração: A condição div σn · j = 0 é consequência da denição de σn
do Lema 3.1 (ii). Vamos vericar que div un = 0. Por hipótese div u = 0,
então














3.2 Existência e unicidade
Teorema 3.9 Sejam u ∈ L2
(
[0, T ]; H1(T2)
)
tal que div u = 0, e σ denido
em (16). Então existe um uxo estocástico Xt denido quase seguramente
nas varáveis ω e x que é solução da equação
dXt = u(Xt, t)dt+ σ(Xt)dWt, X0 = x (19)
no sentido da Denição 3.4, cuja constante
KT,b,σ = 1.
Demonstração: A demonstração está dividida em três partes.
Parte 1. Existência. Sejam un(x, t) e σn(x) denidos como no Lema 3.7 e
seja Xn tal que,
dXn,t = un(Xn,t, t)dt+ σn(Xn,t)dWt, Xn, 0 = x.















Este resultado será demonstrado posteriormente.








|Xn,t −Xm,t|qdx = 0. (21)
Como para t ∈ [0, T ], Xn,t : T2 → T2, existe R > 0 tal que E|Xn,T |2 < R.








Φn,m(ω, x)dx ≥ η
}
= 0, (22)












e aplicando o Lema 3.5 com







































|σn − σm|2 + C2 ≤ 2C1 + C2 ≤ C3,
onde C3 é uma constante independente de n, m.






para quaisquer n, m ∈ N.






















Φn,mdx ≥ η; ξn,m ≤M
}
= ∅.
Observando que para quaisquer mensuráveis A e B se verica P (A) ≤ P (A∩






Φn,m(ω, x)dx ≥ η
}
≤ P (ΩMn,m) + P (ξn,m > M) ≤ ε.
Portanto (22) verica-se. Designamos por Xt(ω, x) ∈ L2(Ω × T2;C[0, T ]) o
processo limite. Em particular, existe uma subsucessão Xnk tal que quase





∣∣Xnk,t(ω, x)−Xt(ω, x)∣∣ = 0.
Parte 2. Solução da equação. Vamos agora ver que Xt(ω, x) satisfaz a equa-





















































































Para I1(t) vamos denir F (x, t) = u(x, t). Pelo Teorema de Lusin, dado




onde m é a medida produto em T2 × [0, T ], tal que a restrição de F a Kε é











































dt = I11 + I12 + I13 + I14.













































































































|u(x, t)− un(x, t)|dt→ 0, n→∞,
pelo lema 3.7.

















|A1kek1 |2 + |A2kek1|2 + |B1kek2|2 + |B2kek2|2dt.









|A1kek1|2 + |A2kek1|2 + |B1kek2 |2 + |B2kek2|2dt→ 0, n→∞.










Colecionando todas estas estimativas, ca demonstrada a existência de
solução da equação diferencial (19).
Parte 3. Unicidade. Demonstração:(Unicidade) Sejam Xt(x) e X̂t(x) dois
uxos estocásticos quase por toda a parte de (19). Raciocinando como na











Como C é independente de δ, tomando δ → 0, obtemos
|Xt − X̂t|2 = 0.
Portanto provámos a unicidade. 
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que assumimos como verdadeira durante a demonstração.
Denimos

















onde div σ.l := ∂iσil. Temos o seguinte resultado:












Demonstração: Para efeitos de notação iremos ignorar os índices n nesta
demonstração.
Pelo Lema 3.3 temos equivalência entre o integral de Itô e o integral de Stra-
tonovich, então podemos escrever a equação (19) na forma de Stratonovich:
dX = u(X, t)dt+ σ(X) ◦ dWt, X0 = x.
Seja W lt a aproximação linearizada de Wt, temos a seguinte equação diferen-
cial ordinária
dXl = u(Xl, t)dt+ σ(Xl)W
l
tdt.











































ca então demonstrado (25) reescrevendo o integral de Stratonovich como
um integral de Itô.
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Vamos agora denir


























































Vamos agora provar que no limite ainda é vericada a mesma condição.
Lema 3.11 Seja Xt a solução da equação diferencial estocástica (19) e ϕ ∈






















Então, como Xn(x, t) → X(x, t) quase seguramente, |Xn(x, t)| ≤ R, para
R > 0 independente de n e ϕ é uniformemente contínua, pelo teorema da












4 Princípio de grandes desvios
Neste capítulo estamos interessados em estabelecer um princípio dos grandes
desvios para a família de variáveis aleatórias {Xε, ε > 0} denidas como
soluções das equações diferenciais estocásticas
dXεt (x) = u
ε (Xεt (x), t) dt+
√
εσ(Xεt (x))dWt (31)
onde o drift uε(x, t) : T2× [0, T ]→ R2 é solução da equação de Navier-Stokes
∂uε
∂t
+ (uε.∇)uε = ε∆uε +∇p
∇.uε = 0
uε(x, 0) = u0(x), u0 ∈ H1(T2).
(32)
Vamos usar a técnica desenvolvida em [8], a qual está baseada na representa-
ção variacionais de certos funcionais do processo Xε, na convergência em lei
do processo Xε, e ainda na equivalência entre o princípio dos grandes desvios
e o princípio de Laplace.
O pricípio dos grandes desvios que vamos provar indica que à medida
que ε → 0, o uxo de Navier-Stokes vai-se concentrando a uma velocidade







onde o campo das velocidades u é solução da equação de Euler
∂u
∂t
+ (u.∇)u = ∇p
∇.u = 0
u(x, 0) = u0(x), u0 ∈ H1(T2).
(34)
Começamos por investigar o comportamento assimptótico do drift da equação
(31) quando a viscosidade tende para zero.
Lema 4.1 Seja uε(x, t) solução da equação de Navier-Stokes (32). Então
uε(x, t) ∈ L2 ((0, T ); H1(T2)) ∩ C ([0, T ]; L2(T2)) e
||uε||L∞((0,T );H1(T2)) ≤ C, ||∂tuε||L∞((0,T );H−1(T2)) ≤ C (35)
onde C é uma constante independente de ε.
Demonstração: Seja uε a solução da equação de Navier stokes (32). Re-
cordamos que rotacional de uε está denido por wε = ∂1uε2 − ∂2uε2. Vamos
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2)− ∂2(∂21uε2 + ∂22uε2)
)
⇐⇒ ∂twε + ∂1(uε1∂1uε2 + uε2∂2uε2)− ∂2(uε1∂1uε2 + uε2∂2uε1)
= ε∆wε. (36)





























− (∂2uε1∂1uε1 + uε1∂1∂2uε1 + ∂2uε2∂2uε1 + uε2∂22uε1)
= uε.∇wε + ∂1uε1∂1uε2 + ∂1uε2∂2uε2 − ∂2uε1∂1uε1 − ∂2uε2∂2uε1
= uε.∇wε + ∂1uε1(∂1uε2 − ∂2uε1) + ∂2uε2(∂1uε2 − ∂2uε1)
= uε.∇wε +∇.uε(∂1uε2 − ∂2uε1) = uε.∇wε.
Então wε verica a seguinte equação com derivadas parciais
∂tw
ε + uε.∇wε = ε∆wε.

































Como∇.uε = 0 sabemos que existe uma função hε(t, x) tal que uε = (−∂2hε, ∂1hε).
Então
∆hε = wε. (37)
Pela teoria clássica das equações elípticas se wε ∈ L2(T2) tem-se h ∈ H2(T2)
e
||hε||H2(T2) ≤ C ′||wε||L2(T2) ≤ C,
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o que implica que
||uε||H1(T2) ≤ ||hε||H2(T2) ≤ C.
Portanto, a primeira expressão de (35) verica-se.
Para deduzir a segunda estimativa de (35) tomamos a derivada no tempo




Então, temos a estimativa
||∂thε(t)||L2(T2) 6 C||Gε(t)||H−2(T2) q.s. t ∈ (0, T ), (39)
ondeGε = div(−uε ωε)+ε4ωε. Pelas estimativas obtidas temos ||Gε(t)||H−2(Ω) 6
C e, portanto, a segunda expressão de (35) verica-se.

A existência e unicidade da familia de soluções da forma (31) é obtida notanto
que pelo lema 4.1 uε ∈ L2 ((0, T ); H1(T2)) para qualquer ε > 0 e portanto
podemos aplicar o Teorema 3.9
Convém referir que embora e equação de Euler corresponda à equação de
Navier-Stokes com o parâmetro da viscosidade igual a zero, a demonstração
de que as soluções da equação de Navier-Stokes convergem para as soluções
da equação de Euler, quando ε → 0, é um problema clássico em mecânica
de uídos. No entanto, no caso de um domínio bidimensional com condições
de fronteira periódicas, as estimativas uniformes obtidas no lema anterior
permitem provar esta convergência.
Lema 4.2 Sejam (uε), ε > 0, soluções da equação de Navier-Stokes (32),
então existe uma subsucessão de (uε) tal que
uε ⇀ u fracamente-* em L∞((0, T );H1(T2)), (40)
uε → u fortemente em L2(T2 × (0, T )) (41)
e a função limite u é solução da equação de Euler (34).
Demonstração: A convergência (40) é consequência imediata da primeira
estimativa em (35). A convergência (40) resulta das estimativas (35) e do
resultado de compacidade no Corolário 4 de [14]. Usando os resultados de
convergência (40) e (41) podemos passar ao limite a equação de Navier-
Stokes, no sentido das distribuições, obtendo a equação de Euler. 
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4.1 Rate function
Seja l2 o espaço de Hilbert das sucessões com valores em R com produto
interno usual 〈·, ·〉l2 e norma || · ||l2 considerado na Secção 4.1. Denimos H
como o espaço das funções absolutamente contínuas denidas em [0, T ] com
valores em l2 com o quadrado da derivada integrável, ou seja:




Designamos por A a classe de todos os processos h com valores em l2∗ previ-







Seja u solução da equação de Euler (34). Dada uma função h ∈ H,
consideramos a seguinte equação diferencial ordinária, usualmente referida
como equação de controle determinística:
















S : H→ C
(
[0, T ]; L2(T2)
)
h→ S(h) = Xht (x) (43)
onde Xht é solução da equação (42). O lema a seguir garante que a função S
está bem denida.
Lema 4.3 Dado h ∈ H, a equação (42) tem uma única solução Xht .
Demonstração: Começamos por reparar que o teorema de existência e unici-
dade, Teorema 3.9, aplica-se a qualquer equação cujo drift seja um campo de
vetores em L2 ((0, T ); H1(T2)) com divergência nula, e o coeciente de difu-














, ḣt〉 = 0.
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, ḣs〉 = 0. Para



































Através da função S denimos a função I : C
(









O nosso objetivo é vericar que I é uma rate function (cf. Denição 2.1).
Neste sentido, começamos por demonstrar dois lemas auxiliares.






Demonstração: Seja {Sn}n≥1 uma sucessão de elementos do conjunto {S(h) :
||h||H ≤ N}. Então existe uma sucessão {hn}n≥1 de elementos de {h :
||h||H ≤ N}, tal que Sn = S(hn). Como H munido da topologia fraca é
localmente compacto, existe uma subsucessão {hnk}nk≥1 que converge fraca-
mente para h∗ pertencente a {h : ||h||H ≤ N}.
Nota: De modo a simplicar a notação vamos omitir o k, isto é, usamos a
mesma notação para sucessões e subsucessões.
Vamos provar que a subsucessão {Sn}n≥1 = {S(hnk)}n≥1 tem uma subsuces-







|Xhnt −Xhmt |2dx = 0 (45)
onde Xhnt e X
hn
t são soluções de (42) com campos de velocidades u
hn(x, t) =













onde Φhn,hm = sup
[0,T ]

















Então podemos aplicar o Lema 3.5 escolhendo























||∇σ||HS||hs||l2 + |∇uh| = M1
Onde M1 é independente de hn pois {hn}n≥1 uma sucessão de elementos de
{h : ||h||H ≤ N}. Logo pelo lema 3.6 ∀M ≥ M1, e porque existe R > 0 tal
































| (〈σ1,·(x), hn − hm〉l2) , 〈σ2,·(x), hn − hm〉l2|
= 0.
Podemos escolher M ≥M1 ∨ 8R
2
ε
















Lema 4.5 A aplicação h 7→ S(h) é contínua sobre H munido da topologia
fraca.
Demonstração: A demonstração deste lema é análoga à demonstração do
Lema 4.4 tomando uma sucessão {hn}n≥1 de elementos de {h : ||h||H ≤ N}
que converge fracamante para h. 
Dispondo dos resultados obtidos nos dois lemas anteriores estamos agora
em condições de provar que I é uma rate function.
Lema 4.6 Vericam-se as seguintes proposições:




, se I(f) < ∞, então existe h0 ∈ H
tal que 2I(f) = ||h0||2H.





Demonstração: (i) Pela denição de I(f), existe uma sucessão {hn}n≥1 ⊂ H
tal que ||hn||2H ↘ 2I(f) e S(hn) = f . Seja N := supn ||hn||H, então existe
uma subsucessão {hnk} e h0 tal que hnk ⇀ h0 em BN . Então ||h0||2H ≤
lim inf
k→∞
||hnk ||2H = 2I(f). Pelo Lema 4.5 temos que S(h0) = f , portanto
2I(f) = ||h0||2H.
(ii) Para cada a <∞, temos que A := {f : I(f) ≤ a} ⊂ {S(h); ||h||2H ≤ 2a}.










. Por (i) podemos escolher hn ∈ B2a tal que S(hn) = fn.
Pela compacidade de B2a existe uma subsucessão {hnk} e h ∈ B2a tal que
hnk ⇀ h em B2a. Pelo Lema 4.5 temos que fnk = S(hnk) → S(h), logo
f = S(h) e A é fechado. 
4.2 Representação variacional
Como já referimos, para estabelecer o princípio dos grandes desvios neces-
sitamos de uma representação variacional de certos funcionais do processo
67
Xεt denido como solução da equação diferencial estocástica (31). Esta re-



















0 = x ∈ T2.
(47)
onde h ∈ A. Esta equação tem uma única solução forte Xε,ht e é usualmente
referida como a equação de controle estocástica.
Lema 4.7 Seja Xεt , ε > 0, a solução forte de (31). Então para qualquer fun-


















onde Xε,ht é solução de (47).
Demonstração: Como Xε é uma solução forte de (31), existe uma função





Xεt (x) = Φ
ε(W )(x, t), q.s. em T2 × [0, T ].



























































































































































Seja AN := {h ∈ A : ||h(ω)||H ≤ N q.s}. Dada uma família {hε, ε > 0} em
AN , denimos X
ε,hε
t como a solução da equação (47) com h

















Xε,hε0 = x, x ∈ T2.
(49)





, ε > 0}
tem uma subsucessão que converge em lei, quando ε→ 0.
Começamos por provar alguns lemas com o intuito de demonstrar que as leis





Lema 4.8 Sejam Xε,hεt , ε > 0, soluções de (49), então existe uma função












t (x+ z)|2 ≤ g(|z|).
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Demonstração: Seja Zεt (x) = |X
ε,hε
t (x) − X
ε,hε
t (x + z)|, σε(x) =
√
εσ(x) e













































































Dada uma função f denotamos f ∗(T ) := sup
t∈[0,T ]
|f(t)|. Tal como na demons-





















































































































Xhεt (x+ z), t
)
|.
















































































































































| ≤ C ′′1 .






I∗1 (T )dx ≤ C1.























onde C = C1 + C2 + C3 é independente de hε, ε.
Pela concavidade da função logaritmo e pelo facto de Xε,hεt ser limitado,


















































)( log(2) + C) ≤ g(|z|)→ 0, |z| → 0.

Lema 4.9 Sejam Xε,hεt , ε > 0, soluções de (49), então existe uma função












t (x)|2 ≤ f(|r|).




t (x) tal como na demonstração
do lema anterior existe R′ > 0 tal que |Zt(x)| ≤ R′. Aplicando a fórmula de
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I1(t) + I2(t) + I3(t).
Como [0, T ] é compacto o supremo em t é atingido. Então para I1(t), tal

















































































































||σ(x))||2HS = C2|r|. (54)
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Finalmente para I3(t), usando a desigualdade de Burkholder-Davis-Gundy,










































































|Xhεt+r(x)−Xhεt (x)|2 ≤ C|r|
1
2 ,




|Xhεt+r(x)−Xhεt (x)|2 ≤ f(|r|)→ 0, |r| → 0.

Vamos agora demonstrar três lemas que quando conjugados provam que as





denotar por P ε a lei de Xε,hεt , denida sobre a σ-álgebra de Borel do espaço
C([0, T ];L2(T2)).
Lema 4.10 Sejam ε > 0 e P ε a lei de Xε,hεt . Para qualquer η > 0 e M > 0,
existem δ1(η), δ2(η) > 0 tal que,
P ε
(





































































Kη) > 1− η.

Vamos agora ver que Kη é compacto em C([0, T ];L2(T2)). Começamos
por demonstrar o seguinte lema análogo ao Teorema de Ascoli-Arzelà.




onde S é um conjunto









, se forem satisfeitas as seguintes
condições:




t (x+z)−f εt (x)|2dx→ 0 quando |z| → 0
uniformemente em ε.





||f εt′ − f εt′′ ||L2(T2) = 0.
Demonstração: Começamos por observar que para t xo o conjunto
K ′ =
{
f εt ∈ L2(S) :
∫
T2
|f εt (x+ z)− f εt (x)|2 → 0 uniformemente
}
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é compacto em L2(T2). De facto este resultado é consequência do Critério
de compacidade de Riesz-Fréchet-Kolmogorov (ver Apêndice proposição E).
Então para t xo, a sucessão {f εt (.)} tem uma subsucessão convergente. Por
outro lado como [0, T ] é compacto, existe um subconjunto contável e denso,
{tn} ⊂ [0, T ] tal que, para qualquer δ > 0, existe um subconjunto nito





|t− tj| ≤ δ.
A demonstração da inequação anterior é a seguinte. A compacidade de [0, T ]
implica que este conjunto é totalmente limitado. Ou seja, para qualquer
γ > 0 existe um conjunto nito de pontos {tγn} pertencentes a [0, T ] tal que
para qualquer ponto de [0, T ] existe um ponto em {tγn} cuja distância entre
estes dois pontos é inferior a γ. Escolhendo γ = 1, 2−1, 3−1, . . . , e guardando
os respetivos conjuntos nitos {tγn}, obtemos a sucessão {tn} considerada na
desigualdade.
Aplicamos então o processo diagonal de escolha à sucessão {f εt (.)}, para
obtermos uma subsucessão {f εkt (.)} que converge simultaneamente para t =
t1, t2, . . . , tk, . . . . Pela equicontinuidade de {f εt (.)} existe, para cada δ > 0
um γ = γ(δ) > 0 tal que |t′ − t′′| ≤ γ, implica que ||f εt′ − f εt′′ ||L2(S) ≤ δ para




































t ||L2(S) → 0. 
Com recurso ao lema anterior estamos em condições de demonstrar a
compacidade de Kη.






Demonstração: Por denição de kη tomando r = 0 vericamos a condição
(i) do Lema 4.11 e tomando z = 0 vericamos a condição (ii) do Lema 4.11.

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Lema 4.13 As seguintes proposições são verdadeiras:




× C([0, T ]; l2∗) são
tight.
(ii) Existe um espaço de probabilidade (Ω̃, F̃ , P̃ ), uma sucessão de processos
estocásticos {(h̃ε, X̃ε,h̃εt , W̃ )} e um processo estocástico {(h,Xht ,W )} denidos





C([0, T ]; l2∗) tal que:
(a) {(h̃ε, X̃ε,h̃εt , W̃ )} tem a mesma lei que {(hε, X
ε,hε
t ,W )} para cada ε.




×C([0, T ]; l2∗)
quase seguramente relativamente a P , quando ε→ 0.
(c) Xh é solução da seguinte equação diferencial (42).
Demonstração: (i) Os Lemas 4.10 e 4.12 provam que as leis de (hε, Xε,hεt ,W )




× C([0, T ]; l2∗).
(ii) As existências de {(h̃ε, X̃ε,h̃εt , W̃ )} e {(h,Xht ,W )} e (a), (b) são con-
sequência direta de (i) pela aplicação do teorema de representação de Sko-
rohod. Para (c) reparando que W̃ tem a mesma lei que W , sabemos que W̃
é um Browniano em (Ω̃, F̃ , P̃ ). Seja φ denido como no Lema 4.7. Por (a) e
Xε,hε = Φ(W + hε) quase seguramente− P
temos que
X̃ε,hε = Φ(W̃ ε + h̃ε) quase seguramente− P̃ .
Então, pelo argumento da unicidade, X̃ε,h̃ε satisfaz a equação diferencial














































































Voltando a usar argumentos semelhantes aos usados na demonstração do






















Portanto, tomando o limite quando ε → 0, obtemos que (h,Xh) satisfaz a
equação (42). 
4.4 Teorema de Schilder
Estamos então em condições de demonstrar o resultado fundamental deste
capítulo.





com a rate function I(f).


































































ε(t ∧ τ εN).
Então hεN(t) ∈ AN e




















































































{g(f) + I(f)} − 2||g||∞(2||g||∞ + δ)
N
− δ
Fazendo então N →∞ e δ → 0 ca provada o limite inferior do princípio de
Laplace.
Limite superior do princípio de Laplace: Fixemos δ > 0. Devido ao facto de





g(f0) + I(f0) ≤ inf
f∈C([0,T ];L2(T2))
{g(f) + I(f)}+ δ.
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Então, escolhemos h0 ∈ H tal que 12 ||h0||
2
H = I(f0) e f0 = S(h0). Por (56) e


































||h0||2H ≤ g(f0) + I(f)
≤ inf
f∈C([0,T ];L2((T )2))
{g(f) + I(f)}+ δ.
Considerando δ → 0, obtemos o limite do princípio de Laplace. 
Teorema 4.15 Princípio dos grandes desvios: {Xε} satisfaz o princí-




com a rate function I(f).
Demonstração: A demonstração deste teorema sai diretamente do teorema
anterior e da equivalência entre o princípio de Laplace e o princípio dos gran-




Proposição A: Sejam E, E1 e E2 espaços de Hilbert e A1 : E1 → E, A2 :
E2 → E dois operadores lineares contínuos. Vamos denotar por A∗1 : E → E1
e por A∗2 : E → E2 os operadores adjuntos correspondentes
Então as seguintes armações são verdadeiras:
(i) A1(E1) ⊂ A2(E2) se e só se existir uma constante k > 0 tal que |A∗1h| ≤
k|A∗2| para qualquer h ∈ E,
(ii) Se |A∗1h| = |A∗2h| qualquer h ∈ E, então A1(E1) = A2(E2) e |A−11 h| =
|A−12 h| para qualquer h ∈ A1(E1).
A demonstração desta proposição pode ser encontrada em [6], página 429.
Proposição B: Seja K um espaço de Hilbert separável e K1 um subconjunto
linearmente denso de K. Se X : Ω → K for tal que para k ∈ K1 arbitrá-
rio, 〈k,X〉 é F -mensurável então X é uma variável aleatória de (Ω,F ) para
(K,B(K)).
Proposição C: Seja E um espaço métrico separável com uma métrica ρ e
seja X uma variável aleatória com valores em E. Então existe uma sucessão
{Xm} de variáveis aleatórias simples (tomando um numero nito de valores)
com valores em E, tal que para qualquer ω ∈ Ω, a sucessão {p(X(ω), Xm(ω))}
é monotonamente decrescente para 0.
Demonstração: Seja E0 = {ek}k∈N um subconjunto numerável e denso de
E. Para m ∈ N denimos para ω ∈ Ω,
pm(ω) = min{ρ(X(ω), ek), k = 1 . . .m}
km(ω) = min{k ≤ m : ρm(ω) = ρ(X(ω, ek)}
Xm(ω) = ekm(ω)
Obviamente Xm são variáveis aleatórias simples pois:
Xm(Ω) ⊂ {e1, e2, . . . , em}
Além disso, pela densidade de E0 a sucessão {ρm(ω) é monotonamente de-
crescente para 0 para qualquer ω ∈ Ω. Fica então demonstrada a proposição
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pois, ρm(ω) = ρ(X(ω,Xm(ω)).
Seja K uma coleção de subconjuntos de Ω. À mais pequena σ-álgebra em
Ω que contém K , (σ(K ), chamamos a σ-álgebra gerada por K .
Uma coleção K de subconjuntos de Ω diz-se ser um π-sistema se ∅ ∈ K e
se A, B ∈ K então A ∩B ∈ K .
Proposição D: Seja K um π-sistema, e seja G a mais pequena família
de subconjuntos de Ω tal que:
(i) K ⊂ G ,
(ii) A ∈ G , =⇒ Ac ∈ G
(iii) Ai ∈ G , ∀ i ∈ N, e An ∩ Am = ∅, ∀n 6= m, =⇒
⋃∞
n=1 An ∈ G .
Então G = σ(K ).
Demonstração: Como σ(K ) satisfaz (i), (ii) e (iii), temos que G ⊂ σ(K ).
Para provar a inclusão contrária basta mostrar que G é um π-sistema, pois
é fácil de ver que se um π-sistema satisfaz as condições (ii) e (iii), então é
uma σ-álgebra. Seja B ∈ G , denimos,
GB = {A ∈ G : A ∩B ∈ G }.
GB satisfaz (ii), pois se B ∈ G e A∩B ∈ G então A∩Bc = A∩(A∩B)c ∈ G .
Além disso é óbvio que GA satisfaz (iii), e se A ∈ K a condição (i) tam-
bém é satisfeita. Portanto, para A ∈ K , GA = G , e assim provamos que se
A ∈ K e se B ∈ G então A ∩ B ∈ G . Mas isto implica que K ⊂ GB, e
consequentemente GB = G para qualquer B ∈ G .
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Proposição E: (Critério de compacidade de Riesz-Fréchet-Kolmogorov).




||f(.− h)− f ||p = 0, uniformemente emf ∈ F
Então F é relativamente compacto em Lploc(Rn).
Proposição F: (Teorema de Lusin).
Seja
(
X,Σ, µ) um espaço de Radon mensurável e Y um espaço topológico
completamente separável, seja
f : X → Y
uma função mensurável. Dado ε > 0, para cada A ∈ Σ de medida nita,
existe um conjunto fechado E com µ(A/E) < ε tal que a restrição de f a E
é contínua. Se A for localmente compacto, podemos escolher E compacto e
encontrar uma função contínua fε : X → Y com suporte compacto coinci-
dente com f em E.
Proposição G:(Transformação Jacobiana)
Dada uma velocidade u(x, t), X(x, t) = (X1, X2, . . . , XN)t é a localização
para um determinado tempo t, de uma partícula do uído inicialmente co-




(x, t) = u(X(x, t), t), X(x, 0) = x (57)
dene uma família indexada no tempo de transformações com a seguinte in-
terpretação: um domínio inicial Γ ⊂ RN num uído evolui no tempo para
X(Γ, t) = {X(x, t) : x ∈ Γ}, com um vetor u tangente à trajetória da partí-
cula.
Consideramos o Jacobiano da transformação X(x, t),
J(x, t) = det(∇X(x, t)) (58)
onde ∇ =
[
(∂/∂x1), . . . , ∂/∂xN
]
. Vamos introduzir o seguinte lema sobre a
evolução no tempo do jacobiano:
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Lema 5.1 Seja X(x, t) denido pelo campo de velocidades regular u ∈ RN
como solução da equação (57). Então
dJ
dt
(x, t) = (div u)|X(x,t),t)J(x, t). (59)
demonstração: Devido à multi-linearidade do determinante nas colunas pu-




















onde Aji são os menores do elemento ∂X
i/∂xj da matriz ∇X. Os menores






onde δki = 1 se k = i e δ
k
















δki J = J div u.

Vamos introduzir algumas desigualdades.
Seja f uma função localmente integrável em Rd, a função de máximo local é








Desigualdade 1 (D1) Seja f ∈ L1loc(Rd) tal que ∇f ∈ L1loc(Rd). Então
existe Cd > 0 e um conjunto de medida nula A tal que para qualquer x, y ∈
Ac com |x− y| ≤ R,
|f(x)− f(y)| ≤ Cd|x− y|
(
MR|∇f |(x) +MR|∇f |(y)
)
.
Desigualdade 2 (D2) Seja f ∈ Lploc(Rd) com p > 1. Então para algum
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