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Kurzbeschreibung
In dieser Arbeit werden wichtige Aspekte einer kognitiven Architektur
fu¨r das Erlernen von Regelungsaufgaben beleuchtet. Dabei geht es pri-
ma¨r um die Merkmalsextraktion, das Reinforcement Learning und das
Lernmanagement im Rahmen des Wahrnehmungs-Handlungs-Zyklus.
Fu¨r die Merkmalsextraktion werden dabei mit Hilfe informationstheo-
retischer Gro¨ßen, wie der Transinformation, neue hybride Merkmalsex-
traktionsverfahren vorgestellt. Neuartig ist dabei der Ansatz, Merkma-
le zu suchen, die explizit mit den gemachten Fehlern eines lernenden
Systems verknu¨pft sind. Es wird gezeigt, dass diese residuumsbasier-
ten Ansa¨tze klassischen Methoden u¨berlegen sind. Es wird ebenfalls
untersucht, welche Scha¨tzverfahren fu¨r die Bestimmung der Transin-
formation im Sinne der Merkmalsextraktion geeignet sind.
Als Entscheidungsinstanz der Gesamtarchitektur werden aktuelle Re-
inforcement Learning Verfahren auf ihre Eignung fu¨r komplexe Anwen-
dungen hin untersucht. Dabei wird auch auf Probleme des Lernmana-
gements, wie das Explorations-Exploitations-Dilemma, das Stabilita¨ts-
Plastizita¨ts-Dilemma und das Rewarddekompositionsproblem einge-
gangen. Neue Beitra¨ge werden dabei in Form des Diﬀusionsbaum-
basiertes Reinforcement Learning und des SMILE-Algorithmus gelie-
fert. Ebenso wird eine Architekturerweiterung zum Organisieren der
Lernprozesse vorgeschlagen, welche im Kern um eine Prozesskarte an-
geordnet ist.
Der experimentelle Nachweis, dass das vorgestellte System die Lo¨sung
fu¨r reale Probleme erlernen kann, wird am herausfordernden Szenario
der intelligenten Feuerungsfu¨hrung erbracht. Dabei wird das Gesamt-
system zur Regelung eines mit Steinkohle gefeuerten Kraftwerks einge-
setzt, wobei Ergebnisse erzielt werden, die bisher existierende Systeme
und auch menschliche Experten u¨bertreﬀen.
Abstract
In this thesis, important aspects of a cognitive architecture for learning
control tasks are discussed. Highlighted are the topics of feature extrac-
tion, reinforcement learning and learning management in the context
of the perception-action-cycle.
The contributions in the ﬁeld of feature extraction utilize information-
theoretic measures such as mutual information to formulate new hybrid
feature extraction algorithms. Finding features that are explicitly linked
with the errors made by a learning system are the focus. It is shown this
approach based on residuals is superior to classical methods. Another
topic of interest is the estimation of mutual information in the context
of feature extraction.
State of the art reinforcement learning methods are investigated for
their suitability for challenging applications. This work addresses issues
of learning management, such as the exploration-exploitation dilemma,
the plasticity-stability dilemma and the reward decomposition problem.
New contributions are made in the form of the diﬀusion tree-based
reinforcement learning algorithm and the SMILE approach. Likewise,
an architectural extension is proposed to organize the learning process.
It uses a process map as the core piece to achieve this organization.
Experimental evidence that the proposed system can learn the solution
to real problems are demonstrated in the challenging scenario of intelli-
gent combustion control. The system is used to learn a control strategy
in a coal-ﬁred power plant. The achieved results surpass existing sys-
tems and human experts.
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KAPITEL 1. EINLEITUNG 1
1. Einleitung
Als im Februar 1996 Garry Kasparov ein Schachspiel verlor, ging die-
se Nachricht um die Welt. Es war nicht irgendein Schachspiel. Zum
ersten Mal hatte ein Computer, Deep Blue, gegen einen amtierenden
Schachweltmeister gewonnen. Ein Jahr spa¨ter gewann Deep Blue, gar
ein ganzes Match. Ein Computer, der bei etwas so Komplexen, wie
Schach, den Mensch schlagen konnte.
War damit der Informatik das Nachbilden und das U¨bertreﬀen mensch-
licher Intelligenz gelungen?
U¨ber die korrekte Antwort kann sicherlich gestritten werden, und das
wird es auch, je nach Disziplin mit sehr unterschiedlichen Erkla¨rungen.
Fu¨r diese Arbeit sollten aus dieser Diskussion die folgenden Argumente
in Betracht gezogen werden.
Der Computer war in der Lage, das Problem der optimalen Zu¨ge auf
dem Schachbrett besser zu lo¨sen als Kasparov. Fu¨r alles andere hatte
Deep Blue menschliche Helfer. Das Bewegen der Figuren wurde von
einem Menschen durchgefu¨hrt, die Zu¨ge von Kasparov wurden von ei-
nem Menschen wahrgenommen und in eine fu¨r Deep Blue versta¨ndliche
Form u¨bersetzt. Dinge die Kasparow allein erledigt hatte, Deep Blue
aber u¨berfordert ha¨tten.
Von diesen Aspekten, dem Wahrnehmen, dem Planen und dem Han-
deln, hat Deep Blue Kasparov im Planungsaspekt geschlagen. Das ist
sicher ein wichtiger Schritt, aber fu¨r ein wirklich intelligentes System
kann man nicht einzelne Teile losgelo¨st voneinander betrachten.
2Natu¨rlich ging die Entwicklung weiter. Mittlerweile fahren autonome
Autos erfolgreich durch Wu¨sten und Sta¨dte, Roboter helfen beim Ar-
beiten und Einkauf, die heimischen vier Wa¨nde werden zu Smarthomes
und komplexe Prozesse in der Industrie werden automatisch geregelt
- die Technik um uns herum wird klu¨ger, intelligenter. Sie u¨bertriﬀt
dabei zum Teil den Menschen, wenn auch bisher nur in engen Gren-
zen. In den meisten Fa¨llen ist das Ziel, dem Menschen zu helfen und
das Leben einfacher, bequemer und sicherer zu machen, oder vielleicht
auch u¨berhaupt mo¨glich zu machen, ohne dabei unno¨tigen Aufwand zu
verursachen.
Um diese Systeme alltagstauglich nutzen zu ko¨nnen, mu¨ssen sie nicht
nur einen bestimmten Aspekt lo¨sen, wie Deep Blue es tat, sondern
ein Gesamtsystem realisieren, welches vom Wahrnehmen u¨ber das Ent-
scheiden zum Handeln alle wichtigen Aspekte selbst lo¨st.
Ein solches Gesamtsystem ist Thema dieser Arbeit.
Entstanden ist diese Dissertation im Rahmen des SOFCOM-Projektes
im Fachgebiet fu¨r Neuroinformatik und Kognitive Robotik der Tech-
nischen Universita¨t Ilmenau. Das Akronym SOFCOM steht dabei fu¨r
Selbst-Optimierende Feuerungsfu¨hrung zur CO2-Emissions-Minderung
in Großindustriellen Kohlekraftwerken. In diesem Projekt geht es um
die Optimierung von Verbrennungsprozessen mit Hilfe eines intelligen-
ten Systems.
Es wird diskutiert, inwieweit sich ein solches System als kognitive Ar-
chitektur interpretieren la¨sst und die benannten Aspekte des Wahr-
nehmens, Planens und Handelns sich darauf abbilden lassen. In die-
sem Rahmen werden Beitra¨ge zum Lernen auf den Feldern der auto-
matischen Merkmalsextraktion, dem Reinforcement Learning und der
Adaptivita¨t des Gesamtsystems vorgestellt. Die Funktionalita¨t dieser
Gesamtarchitektur wird dabei an einem komplexen, herausfordernden
Beispiel, der Regelung einer Kohleverbrennung in einem Kraftwerk de-
monstriert.
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Die Arbeit wird dabei auf die folgenden Schwerpunkte eingehen:
  Kognitive Architektur
Die grundlegende Funktionalita¨t zur Realisierung eines intelligenten
Systems zur Problemlo¨sung wird dabei durch eine kognitive Archi-
tektur bereitgestellt, in welche das notwenige Wissen durch Exper-
tenvorgaben oder Lernprozesse eingekoppelt wird. Im Rahmen die-
ser Arbeit wird der subsymbolische, datengetriebene Wissenserwerb
im Rahmen des Wahrnehmungs-Handlungs-Zyklus fu¨r Automatisie-
rungsaufgaben betrachtet - dabei wird nicht aus einer biologisch ori-
entierten Herangehensweise gehandelt, sondern die ingenieurtechni-
sche Perspektive steht im Mittelpunkt. Dieser einschra¨nkende, spe-
zielle Blickwinkel auf die Problematik steht dabei nicht im Wider-
spruch zum Ziel eines Gesamtsystems, sondern stellt eine mo¨gliche
Herangehensweise dar.
Die zu beantwortenden Kernfragen fu¨r eine solche Architektur sind
dabei: Welche Informationen sind wichtig? Wie kann ein optimales
Verhalten eﬃzient erlernt werden? Wie organisiert man Lernprozesse
und Wissen geschickt, um lebenslang lernfa¨hig zu bleiben?
Im Rahmen der Arbeit werden in einzelnen Teilbereich auch immer
Probleme und Einschra¨nkungen benannt, die durch die gewa¨hlte Ar-
chitektur und die Methoden nicht zu beherrschen sind. Auf Basis
dieser Erkenntnisse wird diskutiert werden, welche Konsequenzen fu¨r
eine zuku¨nftige, weiterentwickelte Architektur zu ziehen sind.
  Automatische Merkmalsextraktion
Der erste bedeutsame Block in der Verarbeitung durch ein intelli-
gentes System ist die Wahrnehmung der Umwelt. Die Menge an ver-
fu¨gbaren Daten ist fu¨r reale Probleme oftmals wesentlich gro¨ßer als
die Menge an Informationen, die in den Daten enthalten ist. Daher
ist es von essentieller Bedeutung, dafu¨r zu sorgen, dass die Entschei-
dungsinstanzen innerhalb der kognitiven Architektur nur informa-
4tive Daten bekommen. Dies wird mittels der Merkmalsextraktion1
umgesetzt, wobei im Rahmen dieser Arbeit vorrangig auf informa-
tionstheoretische Konzepte zuru¨ckgegriﬀen wird. Die Transinforma-
tion und ihrer Bestimmung aus den Daten ist dabei von zentraler
Bedeutung. Die Kombination der Transinformation mit Filter- und
Wrapper-Verfahren fu¨hrt zu einer eﬃzienten Beurteilung von Ein-
gangskana¨len. Mit Einschra¨nkungen lassen sich die Verfahren auch
zur Auswahl von relevanten Aktionen nutzen und schließen somit den
Zyklus durch die Ausfu¨hrung einer Aktion. Der Sinn und Nutzen der
Merkmalsextraktion wird dabei fu¨r verschiedene Anwendungen bei-
spielhaft gezeigt.
  Reinforcement Learning
Bei der eigentlichen Planung und Entscheidungsﬁndung, manchmal
auch als Aktionsauswahl bezeichnet, steht das Reinforcement Lear-
ning im Mittelpunkt. Dabei werden verschiedene aktuelle Verfahren
untersucht, verglichen und zum Teil erweitert, um speziell mit dy-
namischen und hochdimensionalen Problemen, die nur unvollsta¨ndig
und verrauscht beobachtbar sind, umgehen zu ko¨nnen. Diese werden
auch anderen Alternativen, wie z.B. der klassischen Regelungstechnik
(MPC) oder probabilistischen Ansa¨tzen (BPC), gegenu¨bergestellt.
  Lernmanagement
Da sich die zu regelnden Prozesse mit der Zeit in ihrer Charakteris-
tik vera¨ndern ko¨nnen, ist es notwendig, Mechanismen zu realisieren,
die ein Adaptieren an die neue Situation erlauben. Dazu mu¨ssen be-
kannte Probleme, wie das Stabilita¨ts-Plastizita¨ts-Dilemma oder das
Exploration-Exploitation-Dilemma, behandelt werden. Hierzu wer-
den Beobachtungen und Erkenntnisse pra¨sentiert, die eine sinnvol-
le Organisation von Lernprozessen und Wissensrepra¨sentation er-
1Der Begriﬀ wird hier im Sinne der Signiﬁkanzanalyse als U¨berbegriﬀ fu¨r die au-
tomatische Auswahl und Transformation von relevanten Eingangsvariablen ver-
wendet.
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leichtern sollen. Diese Fragestellung steht außerhalb des eigentlichen
Wahrnehmungs-Handlungs-Zyklus und beeinﬂusst das System auf ei-
ner anderen Zeitskala.
  Intelligente Feuerungsfu¨hrung
Die Funktionalita¨t des Gesamtkonzepts soll dabei an einem kom-
plexen, herausfordernden Szenario, der intelligenten Fu¨hrung groß-
technischer Feuerungsprozesse, gezeigt werden. Die Anforderungen
in einem solchen Anwendungsfeld sind vielza¨hlig und werden im Fol-
genden genauer vorgestellt. Diese Arbeit stellt dabei die Lo¨sung die-
ses Ingenieurtechnischen Problem nicht in den Mittelpunkt, sondern
nutzt es als herausfordernden Demonstrator.
1.1. Anspruch der Arbeit
Schwerpunkt dieser Arbeit ist eine Architektur, welche in der Lage
ist, herausfordernde regelungstechnische Probleme zu lo¨sen. Dazu lernt
das System basierend auf Beobachtungen die Lo¨sung selbststa¨ndig und
passt diese an A¨nderungen im Prozess an.
Im Bereich der Merkmalsextraktion, welcher auch das Kernstu¨ck der
Arbeit darstellt, werden neue Algorithmen vorgestellt und untersucht,
die Vorteile gegenu¨ber existierenden Ansa¨tzen bieten. Die Untersuchun-
gen im Bereich des Reinforcement Learnings hingegen zielen darauf ab,
aktuelle Verfahren aus diesem Feld miteinander unter verschiedenen
Gesichtspunkten zu vergleichen und daraus eine Entscheidung u¨ber de-
ren Nutzbarkeit unter den gegebenen Umsta¨nden abzuleiten. Die Ver-
fahren aus der Merkmalsextraktion und die Reinforcement Learning
Ansa¨tze werden dann daraufhin untersucht, inwieweit sich Wissen wie-
derverwenden la¨sst oder ob es sinnvoller ist, bei A¨nderungen komplett
neu zu lernen. Zusa¨tzlich wird ein neuer Algorithmus vorgestellt, der
fu¨r kontinuierliche Aktionsra¨ume eine sinnvolle Erkundungsstrategie
6 1.2. SZENARIO
liefert. Auch auf das Problem der Rewarddekomposition wird einge-
gangen.
Schließlich wird im Sinne eines erweiterten Ausblicks aufgezeigt, wie
aus Sicht des Autors eine Weiterentwicklung der Architektur aussehen
ko¨nnte und welche Aspekte dabei im Mittelpunkt stehen sollten.
Im Anwendungsszenario der industriellen Feuerungsfu¨hrung wird nicht
nur die Funktionsweise des Gesamtsystems demonstriert, sondern da-
mit auch eine fortschrittliches System zur Wirkungsgradsteigerung
und Emissionsminderung bei der Kohleverbrennung vorgestellt, wel-
ches auch im Kontext der aktuellen Klimaschutzdebatte ein wichtiger
Beitrag ist.
1.2. Szenario
Als Demonstrator fu¨r das in dieser Arbeit vorgestellte System dient die
Regelung eines industriellen Steinkohleofens im Kraftwerk Tiefstack in
Hamburg. Das Kraftwerk dient der Strom- und Fernwa¨rmeerzeugung.
Das entwickelte System wird zur Regelung der Verbrennung eingesetzt.
Dabei wird gemahlene Kohle in den Ofen geblasen und entzu¨ndet. Die
stattﬁndende exotherme Reaktion der Umwandlung von Kohlenstoﬀ
und Sauerstoﬀ in Kohlendioxid setzt dabei die Energie frei, die die
Turbine des Kraftwerks antreibt. Die kontinuierliche Zufuhr der Kohle
erfolgt typischerweise aus einem Silo u¨ber eine Kohlemu¨hle. Die Menge
der zugefu¨hrten Kohle wird dabei durch den momentanen Energiebe-
darf bestimmt und ist in diesem Szenario gegeben. Damit verbleibt
die Luft als Aktionsgro¨ße um die Verbrennung zu beeinﬂussen. Das
beinhaltet nicht nur die Gesamtmenge der Luft, welche in direktem
Zusammenhang mit dem Wirkungsgrad, der Korrosion des Ofens und
der Kohlenmonoxidbildung steht, sondern auch die Verteilung der Luft
im Ofen. Informell ko¨nnte man sagen, dass die Luft dort sein muss,
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wo unverbrannter Kohlenstaub im Kessel ist. Dazu existieren Klappen
an verschiedenen Stellen des Kessels, mit denen die Luft in den Ofen
gebracht wird.
Diese Klappen beﬁnden sich typischerweise in einer Standardeinstel-
lung, die im Mittel fu¨r eine theoretisch gu¨nstige Verteilung der Luft
sorgen sollte und werden im Normalbetrieb nicht vera¨ndert. Das liegt
nicht daran, dass nicht bekannt wa¨re, dass eine sinnvolle Luftverteilung
vorteilhaft fu¨r die Verbrennung wa¨re, sondern vielmehr darin begru¨n-
det, dass fu¨r eine Regelung dieser Klappen kein ausreichendes Experten-
wissen vorhanden ist, und es sich schwierig gestaltet, Fu¨hrungsgro¨ßen
abzuleiten.
Die Verbrennung in einem 30 Meter hohen Ofen ist ein vergleichsweise
chaotischer Prozess. Physikalische Modelle stoßen bei dem Versuch die-
sen zu beschreiben an ihre Grenzen. Aufgrund der herrschenden Tem-
peratur und der Verschmutzung sind die notwendigen Messgro¨ßen nur
schwer oder gar nicht ermittelbar. Daher besteht meist nur das Bestre-
ben, die Verbrennung so zu betreiben, dass die Wa¨rme und Energie
erzeugt werden, die Grenzwerte nicht verletzt werden und eine direk-
te Gefa¨hrdung von Mensch und Umwelt ausgeschlossen ist. Dieses Ziel
wird mit den Standardeinstellungen erreicht. Die Suche nach einer op-
timalen Regelung bleibt somit eine große Herausforderung.
An dieser Stelle setzt die in dieser Arbeit vorgestellte Architektur an.
Basierend auf Beobachtungen soll gelernt werden, wie der Prozess bes-
ser geregelt werden kann.
Die folgenden Eigenschaften charakterisieren den Prozess na¨her:
  Die Beobachtungen (z.B. Flammenbilder) sind durch den Menschen
aufgrund fehlenden Expertenwissens schwer zu bewerten.
  Die Beobachtungen sind mit einer großen Unsicherheit belegt. Sen-
sorrauschen und fehlerhafte Messungen durch Verschmutzungen sind
eher die Regel als eine Ausnahme.
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  Es stehen riesige Datenmenge von vielen Messstellen in einem hoch-
dimensionalen Raum zur Verfu¨gung. Jedoch ist ha¨uﬁg unklar, inwie-
weit die entsprechenden Messungen hilfreiche Informationen fu¨r die
Lo¨sung des Problems enthalten.
  Etliche wichtige Prozessgro¨ßen ko¨nnen nicht direkt oder nur punkt-
fo¨rmig gemessen werden. Dies liegt an den Kosten fu¨r die Sensorik, an
der heißen und schmutzigen Einsatzumgebung, die herko¨mmliche Lo¨-
sungen fu¨r einen la¨ngerfristigen Einsatz scheitern lassen oder daran
dass die notwendigen Messeinrichtungen den Prozess selbst negativ
beeinﬂussen wu¨rden. Damit ergibt sich eine Menge von versteckten
Prozessgro¨ßen.
  Die Ziele einer Optimierung der Feuerung sind teilweise kon-
tra¨r zueinander. Es handelt sich eigentlich um Multikriterien-
Optimierungsproblem.
Warum wird dieses Szenario betrachtet?
  Es ist ein reales Problem. Natu¨rlich lassen sich Algorithmen und
Architekturen auch auf Spielbeispielen und Simulationen testen und
bewerten. Allerdings vereinfachen solche Modelle auch immer gewis-
se Teile des Problems. In der Realita¨t gibt es solche Vereinfachungen
nicht und somit verkompliziert sich die Gesamtaufgabe zusehends.
Ziel fu¨r das hier vorgestellte System ist der Einsatz fu¨r reale Anwen-
dungen.
  Es ist eine Herausforderung. Neben den oben auﬂisteten Eigenschaf-
ten des Problems ist auch anzumerken, dass es, aufgrund der Schwie-
rigkeit und Komplexita¨t, kaum Lo¨sungen fu¨r dieses Problem gibt.
  Eine erfolgreiche Lo¨sung fu¨r dieses Problem hat o¨kologischen und
o¨konomischen Nutzen. Eine Erho¨hung des Wirkungsgrads und Ver-
ringerung der Schadstoﬀe dient dem Umweltschutz. Gerade vor dem
Hintergrund der Klimaschutzziele und des Atomausstiegs sind die
Ergebnisse von hohem gesellschaftlichem Interesse.
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Abbildung 1.1.: Gesamtu¨bersicht fu¨r diese Arbeit. Der hier dargestellte
Wahrnehmungs-Handlungs-Zyklus wird durch eine kognitive Architektur
realisiert, deren einzelne Schwerpunkte in den nachfolgenden Kapiteln wie
in der Graﬁk gezeigt, diskutiert werden.
1.3. Gliederung und Leseleitfa¨den
Fu¨r den Leser ergeben sich mehrere sinnvolle Wege, sich diese Arbeit
ganz oder in Teilen zu erschließen. Die Strukturierung der Arbeit ist in
Abbildung 1.1 zu sehen.
Der geradlinige Weg fu¨hrt von der als Klammer dienenden Diskussion
kognitiver Architekturen in Kapitel 2, u¨ber die Methoden der Merk-
malsextraktion in Kapitel 3 als erste Stufe in einem Wahrnehmungs-
Handlungs-Zyklus, hin zu Reinforcement Learning Methoden als Ent-
scheidungsﬁnder eines kognitiven Systems im Kapitel 4. Die Organi-
sation des Lernens im Gesamtsystem ist Thema des 5. Kapitels. Ab-
schließend wird die Anwendung der vorgestellten Konzepte im Rahmen
der Regelung eines Kohlekraftwerks diskutiert. Mit all den gewonnenen
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Erkenntnissen werden dann in Kapitel 7 Erweiterungen und Weiter-
entwicklungen fu¨r die Gesamtarchitektur als auch einzelne Teilsysteme
skizziert, deren Umsetzung jedoch u¨ber die vorliegende Arbeit hinaus-
gehen wu¨rde.
Die Kapitel 2, 3 und 4 lassen sich jeweils auch einzeln weitestgehend oh-
ne die andere Abschnitte erschließen. Die Konzepte, die dort vorgestellt
werden, sind so abstrakt dargestellt, dass sie auch ohne den Kontext der
kognitiven Gesamtarchitektur oder des Anwendungsszenarios genutzt
werden ko¨nnen. Im speziellen betriﬀt dies die Merkmalsextraktionsver-
fahren in Kapitel 3. Diese ko¨nnen alternativ vollkommen losgelo¨st vom
Rest der Arbeit betrachtet werden. Die Diskussion des Lernmanage-
ments hingegen ergibt nur mit den Kapiteln 3 und 4 zusammen Sinn,
da dort regelma¨ßige Bezu¨ge hergestellt werden. Auch die Erweiterun-
gen der Architektur in Kapitel 7 erschließen sich nicht allein, da hier die
Konsequenzen aus allen vorangegangenen Kapiteln diskutiert werden.
Schließlich ergibt sich fu¨r den praktisch veranlagten Leser die Mo¨glich-
keit, die Anwendung in den Mittelpunkt zu stellen. Dazu kann nach
dieser Einleitung zu Kapitel 6 gesprungen werden. Von der Beschrei-
bung der Problematik im Kraftwerk und dem entwickelten Lo¨sungsan-
satz kann dann an den entsprechenden Stellen in die vorhergehenden
Kapitel zuru¨ckgebla¨ttert werden, um die Details der Lo¨sung zu ergru¨n-
den.
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2. Kognitive Architekturen
Viele Arbeiten im Bereich der ku¨nstlichen Intelligenz und des maschi-
nellen Lernens bescha¨ftigen sich mit wichtigen Teilproblemen, wie es
bereits in der Einfu¨hrung motiviert wurde. Jedoch ergeben viele Einzel-
teile noch keine Gesamtlo¨sung. Will man ein Problem, wie die Regelung
eines komplexen Prozesses, lo¨sen, mu¨ssen die Teilkonzepte im Rahmen
eines Systems zusammenarbeiten. Die Architektur der Gesamtlo¨sung
muss demnach das harmonische Miteinander aller Komponenten zur
Lo¨sung der gestellten Aufgabe realisieren. Denn einige Schwierigkeiten
ergeben sich erst durch das Zusammenspiel der Komponenten mitein-
ander und wu¨rden nicht betrachtet werden, wenn man die Teilprobleme
alle losgelo¨st betrachtet.
Da es fu¨r ein nutzbares intelligentes Gesamtsystem ein solches Zusam-
menspiel jedoch unerla¨sslich ist, wird in diesem Kapitel diskutiert, wel-
che Komponenten, Eigenschaften und Funktionen eine kognitive Archi-
tektur im Kontext bestimmter Aufgaben haben muss. Dazu wird der
Frage nachgegangen, was eine kognitive Architektur ist, in welche Klas-
sen sie typischerweise eingeteilt werden und welche Umsetzungen in der
Literatur existieren. Im Zusammenhang mit der Zielstellung dieser Ar-
beit, wird dann untersucht, welche Architekturen speziell im Feld der
Automatisierung von Interesse sind.
Folgt man der Vero¨ﬀentlichung von [Langley et al., 2009], welche ei-
ne gute U¨bersicht u¨ber aktuelle Fragen und Probleme im Bereich der
Kognitiven Architekturen gibt, kann man eine solche Architektur wie
folgt deﬁnieren:
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Deﬁnition 2.1
Kognitive Architektur
Eine kognitive Architektur stellt die grundlegende Funktionalita¨t fu¨r
die Realisierung eines intelligenten Systems bereit.
Andere Deﬁnitionen (z.B. [Mataric und Michaud, 2008] oder
[Arkin, 1998]) sprechen davon, dass eine solche Architektur eines
intelligenten Systems eine Ordnung von Komponenten und Interaktio-
nen zwischen diesen formuliert. Dabei beschra¨nkt eine solche Ordnung
die Mo¨glichkeiten, wie ein solches System die Problemlo¨sung angehen
kann.
Die Architektur bildet einen Rahmen mit elementaren Fa¨higkeiten in-
telligenter Agenten und Mechanismen zur Repra¨sentation und Verar-
beitung von Wissen. Die zugrundeliegende Infrastruktur dieses intelli-
genten Systems besteht dabei aus jenen Elementen, die in unterschied-
lichen Anwendungsszenarien und u¨ber die Zeit hinweg gleichbleiben.
[Langley et al., 2009] za¨hlt dazu folgende Funktionalita¨ten und Ele-
mente:
  Kurz- und Langzeitgeda¨chtnis zur Speicherung von Wissen
  Repra¨sentationsform vonWissen innerhalb der Geda¨chtnisstrukturen
  Funktionen, die u¨ber diesen Strukturen deﬁniert sind (z.B. Lernal-
gorithmen oder Anwendung von Wissen)
Das eigentliche Wissen, also der Inhalt des Geda¨chtnisses, wird nicht
durch die Architektur deﬁniert, sondern muss applikationsspeziﬁsch er-
worben werden. Dadurch ergibt sich ein ﬂexibles Konzept, mit welchem
kognitive Architekturen auf eine breite Zahl von Anwendungen hinzie-
len. In der Literatur werden sie mitunter als Gegenstu¨ck zu den Ex-
pertensystemen bezeichnet, welche bei ihrem Design immer auch das
konkrete Wissen mit einbeziehen.
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Man sollte beachten, dass viele intelligente Systeme, die nicht explizit
eine kognitive Architektur beschreiben, oftmals als eine solche interpre-
tiert werden ko¨nnen.
Ein oft genutztes Unterscheidungsmerkmal kognitiver Architekturen
ist dabei die Repra¨sentationsform des Wissens [Langley et al., 2009].
Man diﬀerenziert zwischen der symbolischen und der subsymboli-
schen Wissensrepra¨sentation. Symbolisches Wissen ist typischerweise
eng mit den klassischen Methoden der ku¨nstlichen Intelligenz ver-
knu¨pft - es werden Symbole, Auspra¨gungen und Operationen u¨ber
den Symbolen deﬁniert, die beispielsweise in sogenannten Ontologien
[Uschold und Gru¨ninger, 1996] repra¨sentiert und mittels logischer
Programmiersprachen manipuliert werden ko¨nnen. Dies Darstellungs-
form entspricht der “natu¨rlichen”Form von Wissen, die auch vom Men-
schen genutzt wird. Sie wird oft in kognitiven Architekturen verwendet,
die eine dem Menschen analoge Wissensverarbeitung simulieren und
implizieren oftmals einen Top-Down Ansatz.
Subsymbolische, oder auch konnektionistische, Ansa¨tze hingegen setz-
ten auf eine verteilte Repra¨sentation und arbeiten auf sich aus den Da-
ten ergebenden Mustern. Mit vergleichsweise einfachen Verarbeitungs-
regeln setzen diese subsymbolischen Repra¨sentationen oftmals biolo-
gisch inspirierte Ideen um, die der Neuronen und Synapsenstruktur im
Gehirn angena¨hert ist. Die datengetriebene Wissenakquisition impli-
ziert einen Bottom-Up Ansatz.
Natu¨rlich ist es oftmals nicht mo¨glich und auch nicht erwu¨nscht, sym-
bolisches und subsymbolisches Wissen strikt zu trennen. Damit ergeben
sich hybride Wissensrepra¨sentationen als Mischformen.
Die Art der Entscheidungsﬁndung wird ebenfalls als Un-
terscheidungsmerkmal genutzt. Dabei wird zwischen reak-
tiven [Kortenkamp und Simmons, 2008] und deliberativen
[Mataric und Michaud, 2008] Ansa¨tzen unterschieden. Reaktiv
bedeutet eine einfache Sensor-Aktor Kopplung nach dem aus der
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Biologie bekannten Reiz-Reaktion-Modell, was typischerweise sehr
schnelle Aktionen des Systems zula¨sst. Deliberativ hingegen beinhaltet
das Einscha¨tzen der Situation und die Entwicklung oder Anwendung
eines Plans zur Problemlo¨sung. Es ist eng mit dem sogenannten
Sense-Plan-Act Paradigma verbunden, welches das Problem funk-
tionsorientiert angeht. Praktisch ist auch hier eine klare Trennung
oftmals nicht mo¨glich und man erha¨lt hybride Mischformen, bei denen
beispielsweise die deliberative Ebene dafu¨r zusta¨ndig ist, verschie-
dene Verhaltensmuster zu aktivieren, nach denen auf der reaktiven
Ebene gehandelt wird. In der Robotik ﬁndet sich daneben noch ein
Konzept, welches auf Verhaltensmustern (engl. behaviour) basiert
[Mataric und Michaud, 2008]. Im Gegensatz zu den bisherigen
Ansa¨tzen wird dabei auf eine verteilte Entscheidungsﬁndung realisiert.
Parallel existierende Verhaltensmuster, welche einzelne Teilprobleme
lo¨sen und meist durch Expertenwissen zu deﬁnieren sind, werden durch
Interaktionen untereinander zu einem Gesamtsystem verwoben.
Funktionen kognitiver Architekturen
Neben der Repra¨sentationsform von Wissen in einer Architektur ist
natu¨rlich auch die Nutzung dieses Wissens von zentraler Bedeutung.
Dabei steht der Wahrnehmungs-Handlungs-Zyklus im Mittelpunkt. Im
ersten Schritt wird mittels der Sensorik die Umwelt wahrgenommen.
Basierend auf diesen Beobachtungen und dem internen Wissen (z.B. in
Form eines Modells) wird ein Plan formuliert, der zu einer Aktion fu¨hrt.
Diese Aktionen beeinﬂusst wiederum die Umwelt des intelligenten Sys-
tems. Diese Abfolge wiederholt sich zyklisch, wobei das System u¨ber
die Wahl der richtigen Aktionen seine Ziele erfu¨llt. In Abbildung 2.1 ist
ein gegenu¨ber Kapitel 1 erweiterter Wahrnehmungs-Handlungs-Zyklus
dargestellt, der versucht einen mo¨glichst umfassenden U¨berblick u¨ber
die Aufgaben und Funktionen einer kognitiven Architektur zu geben.
Der innere Ring der Darstellung entspricht dabei dem Wahrnehmungs-
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Abbildung 2.1.: Erweiterter Wahrnehmungs-Handlungs-Zyklus im Rahmen
von kognitiven Architekturen. Der mittlere Ring stellt dabei den grund-
legenden Wahrnehmungs-Handlungs-Zyklus dar. Die Umwelt wird mittels
wie auch immer gearteter Sensorik wahrgenommen. Diese Beobachtungen
werden dann zum Planen genutzt, wozu ein Modell zum Einsatz kom-
men kann. Basierend auf dem Plan wird eine Handlung ausgefu¨hrt, die
die Umgebung beeinﬂusst. Dies wird wieder beobachtet und der Zyklus
beginnt von neuem. Der a¨ußere Ring hingegen beschreibt detaillierter die
Aufgaben, die sich fu¨r eine kognitive Architektur direkt aus diesem Zyklus
ergeben. Der Kern der Darstellung beschreibt Aufgaben, die nur indirekt
auf den Wahrnehmungs-Handlungs-Zyklus abbildbar sind, sondern es wird
das interne Wissensmanagement der Architektur beschreiben.
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Handlungs-Zyklus, der a¨ußere Ring und der Kern der Darstellung hin-
gegen sind die Fa¨higkeiten und Aufgaben die [Langley et al., 2009]
einer kognitiven Architektur zuweist. Im a¨ußeren Ring sind die Fa¨hig-
keiten aufgelistet, die direkt auf den Wahrnehmungs-Handlungs-Zyklus
abbildbar sind.
Dies sind:
  Wahrnehmen und Situationseinscha¨tzung
Ein Agent muss seine Umwelt mittels seiner Sensorik wahrnehmen.
Das ko¨nnen einfache Punktmessungen, wie sie von einem Druck- oder
Sonarsensor stammen, sein. Auch komplexere Messungen wie Kame-
rabilder sind mo¨glich. Dabei mu¨ssen die Unzuverla¨ssigkeit und Un-
genauigkeit der Sensoren sowie mo¨glicherweise begrenzte Ressourcen
zur Verarbeitung beachtet werden. Diese Aspekte fu¨hren dabei in den
Bereich der selektiven Aufmerksamkeit.
Ebenfalls zu dieser Kategorie za¨hlen Zustandsscha¨tzer, die aktuel-
le Beobachtungen durch ihren zeitlichen Kontext anreichern. Durch
diesen Schritt ko¨nnen nicht nur Rauschen und fehlerhafte Messun-
gen korrigiert werden, sondern auch zeitliche Zusammenha¨nge erfasst
werden, die mehr als einen Beobachtungszyklus beno¨tigen.
Die Fusion mehrerer Sensoren und das Erweitern der Wahrnehmung
u¨ber einzelne Objekte hinaus auf Objektrelationen, soll die Gesamt-
situation des Agenten einscha¨tzen. Dies ist fu¨r die Nutzung eines
Modells von entscheidender Bedeutung. Diese komplexe Gesamtein-
scha¨tzung kann nur im Zusammenspiel mit der Erfassung und Kate-
gorisierung des Wahrgenommenen geschehen.
  Erfassung und Kategorisierung
Zwischen den wahrgenommenen Eindru¨cken und dem Wissen des
Agenten muss eine Verknu¨pfung hergestellt werden. Das kann ge-
schehen, indem die sensorischen Eindru¨cke nach typischen Mustern
durchforstet oder/und in Klassen eingeteilt, also kategorisiert, wer-
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den. Dazu muss die Architektur diese Muster und Klassen speichern
ko¨nnen und eine Relation zwischen den Mustern und Klassen deﬁ-
nieren z.B. u¨ber ein Konzept der A¨hnlichkeit zwischen Mustern.
  Vorhersage und U¨berwachung
Mittels eines Modells ko¨nnen Vorhersagen u¨ber Auswirkungen von
bestimmten Aktionen gemacht werden, die u¨ber den beschra¨nkten
Horizont eines einzelnen Durchlaufs des Zyklus hinausgehen. Damit
wird einerseits ein Planen ermo¨glicht und andererseits die U¨berwa-
chung eines Plans mo¨glich. Wenn die Umwelt sich anders verha¨lt als
erwartet, ist dies ein sicheres Zeichen dafu¨r, dass entweder der Plan
gea¨ndert werden muss, man spricht auch vom Planzusammenbruch,
oder das Modell schlecht ist. Beides sollte einen Adaptionsprozess
anstoßen.
  Problemlo¨sen und Planen
Wenn ein Modell zur Verfu¨gung steht, dass die Auswirkungen der
eigenen Aktionen abscha¨tzen kann, wird Planung mo¨glich. Ein sol-
cher Plan wird simuliert oder ausgefu¨hrt und bewertet, wie erfolg-
reich er ist. Gegebenenfalls kann der Plan auch angepasst werden.
Daher muss eine Architektur Komponenten besitzen, welche in der
Lage sind, einen Plan zu repra¨sentieren und zu speichern, z.B. als
Folge von Aktionen. Wa¨hrend Planung jenes beschreibt, was intern
im Agenten vorgeht, beschreibt Problemlo¨sungsfa¨higkeit zusa¨tzlich
solche Aspekte, die durch Interaktion mit der Umwelt zu einem Ziel
fu¨hren, beispielsweise durch Versuch und Irrtum.
  Entscheiden und Wa¨hlen
Wa¨hrend Planung und Problemlo¨sung eher abstrakte Entscheidun-
gen auf ho¨herer Ebene darstellen, gibt es meist auch die direkte
Kopplung von wahrgenommenen Mustern und Handlungen auf nied-
riger Ebene. Diese direkte Sensor-Aktor-Kopplung bildet die Grund-
lage fu¨r die meisten kognitiven Architekturen. Die ho¨heren Ebenen
zur Planung schra¨nken dazu beispielsweise die Mo¨glichkeiten der Ak-
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tionen ein oder geben Verhaltensmuster vor. Auch mu¨ssen Wider-
spru¨che oder Konﬂikte, die aus Pla¨nen ho¨here Ebenen herru¨hren,
aufgelo¨st werden, um eine Aktion durchfu¨hren zu ko¨nnen.
In fast allen Fa¨llen ist es wu¨nschenswert, dass der Agent in der Lage
ist, seine Entscheidungen aufgrund der gemachten Erfahrungen zu
verbessern.
  Ausfu¨hrung und Aktion
Um die getroﬀenen Entscheidungen zur Manipulation der Umwelt
durchfu¨hren zu ko¨nnen, muss die Architektur in der Lage sein, diese
als Aktionen (Bewegungsprimitive oder komplexere Aktionsfolgen)
zu repra¨sentieren und u¨ber die Aktuatorik ausfu¨hren.
  Interaktion und Kommunikation
Bestandteil der Umwelt, die manipuliert wird, ko¨nnen andere Agen-
ten oder Menschen sein, von denen Hilfe angefordert oder gar Wissen
transferiert werden kann. Dazu ist es notwendig, dass die Architektur
ihr Wissen transformieren und kommunizieren kann. Man kann dies
auch als eine komplexe Aufgabe interpretieren, die Wahrnehmung
(Was hat mein gegenu¨ber verstanden? Was mo¨chte er?), Planung
(Wie erkla¨re ich es ihm?) und Handlung (Meine Botschaft) erfordert,
wenn man den Gegenu¨ber als Teil der Umwelt ansieht.
Im Kern der Darstellung in Abbildung 2.1 ﬁndet man die Eigenschaf-
ten, die sich nicht explizit auf einzelne Bereiche im Wahrnehmungs-
Handlungs-Zyklus abbilden lassen.
  Erinnern, Lernen und Reﬂektieren
Die Fa¨higkeit zu lernen ist an vielen Stellen innerhalb der kognitiven
Architektur umsetzbar. So ko¨nnen Klassen fu¨r die Kategorisierung
gelernt werden, oder ein Modell zur Repra¨sentation der Umwelt, wie
auch optimale Aktionen fu¨r bestimmte Situationen. Daher fallen alle
Fragen, die sich mit dem
”
Welche Teile der Architektur lernen? Wann
lernt welcher Teil?, Wie beeintra¨chtigt dies die Handlungen der Ar-
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chitektur?“ bescha¨ftigen, in diese Kategorie. Ebenfalls von Interesse
sind Fragestellungen, die das Speichern, Abrufen und Abstrahieren
von Erfahrungen angeht, also die Organisation von Wissen innerhalb
der Architektur.
Sehr selten ﬁndet man auch Konzepte, in denen reﬂektiert wird. Es
geht dabei um das Finden von Erkla¨rungen und Rechtfertigungen,
warum bestimmte Handlungen ausgefu¨hrt wurden oder warum be-
stimmte andere kognitive Fa¨higkeiten, wie z.B. Planung an einer be-
stimmten Stelle, durchgefu¨hrt werden.
  Schlussfolgern und Meinungspﬂege1
Eng verwandt mit der Planung und dem Problemlo¨sen ist das
Schlussfolgern. Wa¨hrend die beiden erstgenannten Fa¨higkeiten direkt
zum Erreichen von Zielen eingesetzt werden, geht es beim Schlussfol-
gern um das Ableiten von neuem Wissen aus vorhandenem Wissen.
Man spricht dabei oft von Inferenz. Neues Wissen kann sich induktiv
(vom Speziellen zum Allgemeinen) oder deduktiv (vom Allgemeinen
zum Speziellen) ergeben.
Meinungspﬂege bezieht sich auf die interne Konsistenz des erlern-
ten Wissens. Gerade in vera¨nderlichen Umgebungen kann gelerntes
Wissen veralten und damit an Nutzen verlieren, da es Widerspru¨che
zwischen internem Weltbild und der Umwelt gibt. An dieser Stelle
muss sichergestellt werden, dass das Wissen des Agenten erneuert
wird.
Beim Schlussfolgern und bei der Meinungspﬂege handelt es sich wohl
um eine der gro¨ßten Herausforderungen im Kontext lernender Syste-
me und kognitiver Architekturen.
1In der englischsprachigen Literatur wird dies als belief maintance bezeichnet.
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2.1. Architekturen in der Automatisierung
Es existiert im Bereich der Kognitionswissenschaften eine Vielzahl von
verschiedenen Architekturkonzepten. In [Langley et al., 2009] werden
mehr als 15 kognitive Architekturen vorgestellt, die sich in ihrer Art,
Wissen zu repra¨sentieren und zu verwenden, unterscheiden.
Dies beginnt bei bekannten Vertretern wie die ACT-R Ar-
chitektur (Abku¨rzung fu¨r: Adaptive control of thought-
rational)[Anderson et al., 2004] bis hin zu modernen Ansa¨tzen
wie die Architektur CLARION (Abku¨rzung fu¨r: Connectionist
Learning with Adoptive Rule Induction ON-line) [Sun et al., 2001].
Der Fokus bei diesen Architekturen liegt darauf, das menschliche
Denken im Gehirn zu modellieren. Die verwendeten Module un-
terscheiden sich deutlich, wie auch die Repra¨sentation von Wissen
vielfa¨ltig realisiert wird, z.B. durch Chunks und Produktionsregeln
[Anderson et al., 2004] als symbolische Repra¨sentationen oder Akti-
vierungswahrscheinlichkeiten und neuronale Netze als subsymbolische
Vertreter [Sun et al., 2001]. Das Lernen erfolgt durch Ansa¨tze wie Re-
inforcement Learning oder das Erstellen neuer Produktionsregeln basie-
rend auf Methoden der Pra¨dikatenlogik. Die mo¨glichen Kombinationen
sind endlos und jede einzelne Architektur bra¨uchte etliche Seiten, um
hier die Grundkonzepte darzulegen.
Schaut man stattdessen in den riesigen Bereich der Automatisierungs-
und Regelungstechnik, z.B. in das einen aktuellen U¨berblick bieten-
de
”
Springer Handbook of Automation“ [Nof, 2009], stellt man fest,
dass der Begriﬀ der Architektur fast ausschließlich im Sinne der
Softwarearchitektur, dem softwaretechnischen Rahmen fu¨r die Imple-
mentierung einer Automatisierungslo¨sung, verwendet wird. Auch den
Wahrnehmungs-Handlungs-Zyklus ﬁndet man kaum als solchen.
Lo¨st man sich jedoch von den Begriﬀen, stellt man fest, dass hier
u¨ber die gleichen Dinge geredet wird. Jeder geschlossene Regelkreis
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entspricht dem Wahrnehmungs-Handlungs-Zyklus. Ein einfacher PID-
Regler realisiert eine Sensor-Aktor-Kopplung, die basierend auf der ak-
tuellen Regelabweichung (Wahrnehmung) eine Stellgro¨ße berechnet und
auf die Regelstrecke angewendet wird (Handlung). Wissen u¨ber das
Problem ist dabei in den Konstanten des Reglers, die zur Berechnung
der Stellgro¨ße verwendet werden, gespeichert. Ein oﬀener Regelkreis,
also eine Regelstrecke ohne Ru¨ckkopplung, kann als einmaliger Durch-
lauf des Wahrnehmungs-Handlungs-Zyklus betrachtet werden. Basie-
rend auf einer initialen Beobachtung werden ein Plan und die zugeho¨ri-
gen Aktionen ausgefu¨hrt. Ein Beispiel dafu¨r sind medizinische, automa-
tische Operationsroboter, bei denen basierend auf einer Aufnahme eines
entsprechend ﬁxierten Patienten ein Eingriﬀ und die dazu notwendige
Roboterbewegung geplant und durchgefu¨hrt werden [Troccaz, 2009].
Auch der Begriﬀ einer hybriden Regelung entspricht einer Kopplung
von reaktiven Komponenten auf einer problemnahen Ebene mit ei-
ner deliberativen (meist u¨berwachenden) Komponente auf symbolischer
Ebene - also der Deﬁnition einer hybriden Architektur. Decision Sup-
port Systeme werden mit einer Problembeschreibung konfrontiert und
bestimmen auf Basis von Modellwissen einen Lo¨sungsvorschlag, der
u¨ber eine Benutzerschnittstelle dem Menschen pra¨sentiert wird. Dies
sind alles Aspekte, die auch in der Beschreibung der kognitiven Archi-
tekturen Platz fanden.
Im Feld der Robotik und damit der Steuerarchitekturen fu¨r Roboter fu¨-
gen sich die beiden Welten von Automatisierung und Kognitionswissen-
schaften am ehesten zusammen. Dort ﬁndet man das klassische Sense-
Plan-Act Paradigma [Arkin, 1998], rein reaktive Systeme, die Wis-
sen ausschließlich subsymbolisch repra¨sentieren wie die Subsumption-
Architecture [Brooks, 1986] und auch hybride Ansa¨tze, wie die 3T-
Architektur [Bonasso et al., 1997]. In der 3T Architektur setzt die
unterste Ebene ein reaktives Verhalten um, in dem direkte sensomo-
trische Verhaltensweisen realisiert werden. Die oberste Ebene ist ein
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deliberativer, abstrakter Planer, der die Ziele des Roboters verwaltet
und ihr Erreichen plant. Die mittlere Schicht dazwischen dient als Ver-
mittler zwischen dem abstrakten Plan und dem reaktiven Verhalten.
Dazu wird der Plan zerlegt und durch Verhaltensfolgen modelliert, die
dann in der unteren Schicht zur Anwendung gebracht werden.
Sehr weit in Richtung der klassischen kognitiven Architekturen geht
dabei die Verwendung des PolyScheme Modells in der Mensch-Roboter-
Interaktion [Trafton et al., 2005], welche eine gewisse Verwandt-
schaft zur oben erwa¨hnten ACT-R Familie aufweist, allerdings im Ge-
gensatz zur Deﬁnition von kognitiven Architekturen ebenfalls gewisse
Anforderungen an das Wissen selbst stellt.
Eine konkrete Architektur, die zur Regelung komplexer Prozess im Be-
reich der Automatisierungstechnik zum Einsatz kommt, konnte jedoch
nicht gefunden werden.
2.2. Verwendete Systemarchitektur
Bei dem in dieser Arbeit vorgestellten System handelt es sich um eine
hybride Architektur, die jedoch sehr stark in Richtung der subsym-
bolischen Wissensverarbeitung ausgelenkt ist. Dies ergibt sich aus der
Tatsache, dass fu¨r komplexe Regelungsaufgaben oftmals nur unzurei-
chendes, unscharfes oder gar falsches Symbolwissen vorhanden ist. Da-
her wird als Basis von der Pra¨misse ausgegangen, dass Wissen durch
Beobachtung des Prozesses erlernt werden muss. Symbolisches Wissen
wird erst auf der Ebene des Lernmanagements einbezogen. Bei der Fra-
ge nach einem reaktiven oder deliberativen Verhalten wird hier auf
verschiedene Verfahren des Reinforcement Learnings eingegangen, die
sich als Hybridverfahren einstufen lassen.
Die Komponenten der Architektur lehnen sich dabei sehr nah an den am
Anfang des Kapitels diskutierten Wahrnehmungs-Handlungs-Zyklus an
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und entsprechen damit einer funktionsorientierten Architektur. Was die
aufgeza¨hlten Fa¨higkeiten und Funktionen angeht, kann im Rahmen die-
ser Arbeit nur eine Untermenge sinnvoll betrachtet werden.
  Wahrnehmung, Erfassung, Kategorisierung und Situations-
einscha¨tzung
Diese Aspekte werden vor allem unter dem Gesichtspunkt der Viel-
zahl verschiedener Sensoren betrachtet, die alle ein riesiges Datenvo-
lumen produzieren. Allerdings sind nicht alle Daten informativ fu¨r die
Zielstellung des Systems. Vielmehr ko¨nnen sich unnu¨tze Daten ne-
gativ auswirken, indem sie Rechenkapazita¨t belegen und Sto¨rungen
einbringen. Daher muss eine Kategorisierung verschiedener Kana¨le
vorgenommen werden, ob diese fu¨r bestimmte Aufgaben relevant sind
oder nicht. Die Methoden dazu werden in Kapitel 3 vorgestellt. Der
Frage, was beachtet werden muss, wenn sich der Informationsgehalt
im Laufe der Zeit a¨ndert (z.B. durch Verschmutzung von Sensoren
oder andere Prozessdynamiken) wird in Kapitel 5 nachgegangen.
Dies wird den umfangreichsten Beitrag dieser Arbeit darstellen, da
hier neue Ansa¨tze und Algorithmen vorgestellt werden. Dies kann
auch mit folgendem Zitat aus [Langley et al., 2009] im Abschnitt
Open issues in cognitive architectures (Seite 15) motiviert werden:
”
Most architectures emphasize the generation of solutions to pro-
blems or the execution of actions, but categorization and understan-
ding are also crucial aspects of cognition, and we need increased
attention to these abilities.“
  Vorhersage und U¨berwachung
Diese Funktionen werden im Rahmen der Dissertation nicht explizit
betrachtet, ﬁnden sich jedoch implizit wieder. So wird beispielsweise
eine steigende Abweichung zwischen Vorhersagen des Modells und
den Beobachtungen genutzt, um neue Modelle zu lernen (Kapitel 5).
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Eine U¨berwachung kann dadurch realisiert werden, dass Sensorkana¨-
le deren Informationsgehalt schwindet, u¨berpru¨ft werden. Entweder
ru¨hrt dieser Informationsverlust vom Verschleiß des Sensors her oder
durch A¨nderungen im Prozess selbst.
  Problemlo¨sen, Planen, Entscheiden und Wa¨hlen
Im Rahmen der hier eingesetzten Architektur wurde der Fokus auf
moderne Reinforcement Learning Verfahren gelegt. Dabei werden so-
wohl Verfahren betrachtet, die ein explizites Modell des Prozesses
verwenden, als auch ein modellfreies Verfahren. Gemein ist allen Re-
inforcement Learning Verfahren, dass sie eine implizite Planung rea-
lisieren. Implizit bedeutet in diesem Zusammenhang, dass sie nicht
eine fertige Abfolge von Aktionen festlegen, sondern in der akku-
mulierter Belohnung (z.B. in Form einer Action-Value-Function, vgl.
Kapitel 4) diese Aktionsfolge kodiert ist. Im Kapitel 6 werden im
Kontext der Anwendung Vergleiche mit anderen Ansa¨tzen zur Pla-
nung und Entscheidung - namentlich der Modellpra¨diktiven Rege-
lung und einer wahrscheinlichkeitsbasierten Modellierung auf Basis
von Faktorgraphen - vorgenommen.
  Ausfu¨hrung und Aktion
Die Aktuatorik zur Beeinﬂussung der Umwelt wird als inverses Pro-
blem zur Sensorik aufgefasst. Daher wird auch hier die Frage gestellt,
welche der Aktionsmo¨glichkeiten, die dem System zur Verfu¨gung ste-
hen, auch zielfu¨hrend zur Lo¨sung der bestehenden Aufgabe beitragen.
Dies wird daher ebenfalls in Kapitel 3 angesprochen.
  Erinnern und Lernen
Lernverfahren, und damit auch die Problematik des Erinnerns und
Vergessens, sind fu¨r alle Teile der Architektur von Bedeutung, wenn
man es mit dynamisch vera¨nderlichen Umgebungen zu tun hat, die
den Erwerb neuen Wissens und die Formulierung neuer Strategien
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erfordern. Die sich daraus ergebenden Abha¨ngigkeiten und Lernme-
chanismen werden im Kapitel 5 vorgestellt.
  Reﬂektieren, Schlussfolgern, Meinungspﬂege, Kommunika-
tion und Interaktion
Diese Aspekte werden im Rahmen dieser Arbeit nicht weiter ver-
tieft, was der subsymbolischen Herangehensweise geschuldet ist. Die-
se Funktionen erfordern eine symbolische Repra¨sentation des Wis-
sens. Eine Kopplung zwischen der Symbolik und ihrer subsymbo-
lischen Repra¨sentation ist explizit nicht Bestandteil dieser Arbeit,
daher werden diese Aspekt nur im Ausblick in Kapitel 7 angespro-
chen.
Die na¨chsten drei Kapitel beschreiben die benannten Aspekte ausfu¨hr-
lich, wa¨hrend danach in Kapitel 6 die funktionierende Gesamtarchitek-
tur am Beispielszenario der intelligenten Feuerungsfu¨hrung vorgestellt
wird. Danach wird in Form einer kritischen Wertung darauf eingegan-
gen, welche Aspekte in zuku¨nftigen Arbeiten in den Mittelpunkt ru¨cken
sollten.
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3. Merkmalsextraktion
Der erste Schritt beim Durchlaufen des Wahrnehmungs-Handlungs-
Zyklus besteht, wie der Name bereits sagt, im Wahrnehmen der Umwelt
mittels der verfu¨gbaren Sensorik. In der Fu¨lle der gemessenen Daten
ﬁnden sich Informationen, welche fu¨r die aktuelle Aufgabe von Rele-
vanz sind und solche, die weniger hilfreich sind. Damit die Vorhersage-,
Planungs- und Problemlo¨sungsinstanzen nicht in der Datenﬂut ertrin-
ken, besteht die Notwendigkeit die Daten vorher zu bewerten.
In komplexeren Systemen ko¨nnte dazu ein Kategorisierungssystem zum
Einsatz kommen, welches versucht, den Sensorinformationen semanti-
sche Klassen zuzuordnen. Bei der in dieser Arbeit betrachteten rein
datengetriebenen Arbeitsweise jedoch, reduziert sich das Problem auf
die Frage, ob bestimmte wahrgenommene Daten fu¨r eines oder mehre-
re der zu lo¨senden Teilprobleme von Wichtigkeit sind. Im Bereich des
Maschinellen Lernens wird diese Fragestellung als Merkmalsextrakti-
onsproblem oder auch Signiﬁkanzanalyse bezeichnet.
Der weitere Aufbau dieses Kapitels ist dabei wie folgt. Zuna¨chst sollen
die unterschiedlichen Klassen von Signiﬁkanzanalysetechniken vorge-
stellt werden, wobei klar wird, dass ein geeignetes Kriterium zur Mes-
sung von Relevanz von Merkmalen notwendig ist. Die Transinformati-
on ist ein solches und wird, da sie von zentraler Bedeutung im weite-
ren Verlauf des Kapitels ist, ausfu¨hrlich theoretisch vorgestellt. Danach
folgen Untersuchungen, wie die Transinformation praktisch bestimmt
werden kann. Unter Verwendung dieses Kriteriums werden dann neue
Algorithmen vorgestellt, die eine schnelle Merkmalsauswahl erlauben.
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Abbildung 3.1.: Einteilung der Merkmalsextraktionsverfahren. Links die
Merkmalsselektionsverfahren, welche eine bina¨re Entscheidung u¨ber die
Weiterverwendung der Eingangsvariablen treﬀen und rechts die Transfor-
mationsverfahren, welche basierend auf einem funktionalen Zusammen-
hang neue Kana¨le aus den Eingangsvariablen berechnen.
Die beschriebenen Methoden werden dann auf das eng verwandte Feld
der Aktionsraumauswahl u¨bertragen. Schließen wird dieses Kapitel mit
einer U¨bersicht u¨ber Anwendungsszenarien, in denen die hier entwickel-
ten Methoden erfolgreich eingesetzt werden konnten.
Merkmalsselektion und Merkmalstransformation
Die Verfahren zur Merkmalsextraktion werden in zwei Gruppen unter-
teilt. Einerseits handelt es sich dabei um Merkmalsselektionsverfahren,
welche eine bina¨re Entscheidung treﬀen, ob eine bestimmte Eingangs-
variable von Nutzen ist oder nicht. Andererseits gibt es die Merkmal-
stransformationsverfahren, welche versuchen die Eingangskana¨le antei-
lig so zu vermischen, dass die Information in wenigen neuen Kana¨len
gebu¨ndelt werden kann. Schematisch werden diese Ansa¨tze in Abbil-
dung 3.1 dargestellt.
Beide Paradigmen haben ihre Daseinsberechtigung. [Torkkola, 2002]
argumentiert, dass die Selektionstechniken zwar die leichtere Entschei-
dung zu treﬀen haben, na¨mlich nur ob ein Kanal relevant ist oder nicht,
als die Transformationsansa¨tze, welche konkret den Anteil bestimmen
mu¨ssen, mit dem ein Kanal Relevanz zeigt. Trotzdem haben die Trans-
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formationsverfahren durch die kontinuierlichen Anteile den Charme,
dass hier klassische Optimierungsverfahren wie beispielsweise Gradien-
tenverfahren einfach angewandt werden ko¨nnen. Die diskrete Selektion
hingegen ist auch in der Optimierungstheorie schwieriger zu handha-
ben, da der Raum, in dem optimiert wird, Unstetigkeiten und unde-
ﬁnierte Bereiche aufweist. Daher postuliert Torkkola, dass unter der
Bedingung der Existenz eines geeigneten Optimierungskriteriums, die
Merkmalstransformation das einfachere Problem ist.
Ein weiterer Aspekt bei der Unterscheidung zwischen Selektion und
Transformation ist die intrinsische Dimension der Daten. Diese, meist
unbekannte, Gro¨ße gibt an, wie viele Eingangskana¨le zur Lo¨sung eines
Problems minimal beno¨tigt werden. Ist diese Zahl sehr niedrig, ist es
oft einfacher, die wichtigen Kana¨le zu selektieren, wa¨hrend die Trans-
formation bei einer hohen intrinsischen Dimension die Information aus
vielen Kana¨len eﬀektiv komprimiert.
Von einem praktischen Standpunkt aus gesehen, ist diese Diskussion al-
lerdings unerheblich, da oftmals beide Ansa¨tze miteinander kombiniert
werden. Daher werden in dieser Arbeit auch beide Gruppen betrachtet,
wobei mit der Selektion begonnen werden soll.
3.1. Merkmalsselektionstechniken
Ziel der Selektion ist es, eine minimale hinreichende Merkmalsmenge
zu ﬁnden. Dazu wird eine mo¨glichst kleine Teilmenge der Eingangs-
variablen gesucht, die mo¨glichst dieselbe Aussagekraft haben soll, wie
die Menge aller Eingangsvariablen. Dazu werden irrelevante Variablen
ausgeschlossen und relevante Variablen genutzt. Irrelevante Kana¨le sind
dabei solche, die nicht fu¨r das zu lo¨sende Approximations- oder Klas-
siﬁkationsproblem nu¨tzlich sind. Die relevanten Variablen gibt es in
starker und schwacher Auspra¨gung. Stark bedeutet in diesem Zusam-
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menhang, dass die Nutzung eines solchen Kanals immer bei der Er-
fu¨llung der Aufgabe hilft. Schwach relevante Kana¨le hingegen fu¨h-
ren nur unter bestimmten Umsta¨nden zu einer Verbesserung des Er-
gebnisses - so zum Beispiel bei redundanten Kana¨len oder abha¨n-
gigen Kana¨len, wie beim XOR-Problem. Mehr zu dieser Einteilung
und den Problemen mit schwach relevanten Kana¨len ﬁndet man in
[Guyon und Elisseeff, 2003].
Formal kann die Selektion als Suche im diskreten Raum der Merkmale
angesehen werden. Folgt man [Langley, 1994], gibt es vier entschei-
dende Eigenschaften einer Merkmalsselektionstechnik:
1. Startpunkt der Suche im Suchraum (z.B. leere Merkmalsstartmenge
oder vollsta¨ndige Merkmalsstartmenge)
2. Suchstrategie (z.B. Hinzufu¨gen eines neuen Merkmals oder zufa¨lli-
ges Raten einer Merkmalsmenge)
3. Evaluierungskriterium fu¨r einen Punkt im Suchraum (z.B. Transin-
formation der Kana¨le zum Ziel)
4. Haltekriterium fu¨r das Ende der Suche (z.B. festgelegte Merkmals-
zahl oder Approximationsgu¨te eines neuronalen Netzes)
Die Kriterien eins und zwei sind dabei algorithmenspeziﬁsch, wa¨hrend
der vierte Punkt entweder durch den Algorithmus deﬁniert ist oder
sich aus der Anwendung ergibt. Von fundamentaler Bedeutung ist je-
doch der dritte Punkt, da das Evaluierungskriterium zwei Wege auf-
zeigt, na¨mlich die sogenannten Filteransa¨tze und die Wrapperverfahren
(deutsch einhu¨llende Ansa¨tze) [Kohavi und John, 1997]. Diese sollen
nun na¨her betrachtet werden.
Deﬁnition 3.1
Filterverfahren
Die Bewertung der Eingangsvariablen erfolgt unabha¨ngig vom ver-
wendeten lernenden System auf Basis eines deﬁnierten Relevanzkri-
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teriums. Die Bildung der Merkmalsteilmenge erfolgt mit Hilfe der er-
mittelten Rangfolge der Eingangskana¨le.
Urspru¨nglich entstammen die Filterverfahren aus der Statistik, dem
Data Mining und der Informationstheorie. Ein typischer Vertreter ist
dabei die Verwendung des Korrelationskoeﬃzienten als Relevanzkrite-
rium. Dabei wird im einfachsten Fall zwischen jeder Eingangsvariablen
Xi und der Zielgro¨ße Y die Korrelation bestimmt. Diese Korrelations-
koeﬃzienten ko¨nnen dann betragsma¨ßig sortiert und eine Auswahl der
relevantesten Kana¨le getroﬀen werden. Andere Relevanzkriterien sind
ebenfalls denkbar. Im Abschnitt 3.2 werden Gro¨ßen aus der Informati-
onstheorie Verwendung ﬁnden.
Deﬁnition 3.2
Wrapperverfahren
Ein beliebiger Funktionsapproximator (Black Box) wird mit unter-
schiedlichen Merkmalsteilmengen trainiert. Die Fehlerrate des resul-
tierenden Approximators wird benutzt, um die Nu¨tzlichkeit der aktu-
ell ausgewa¨hlten Merkmalsmenge zu bewerten.
Wrapperverfahren schlagen nach einer deﬁnierten Suchstrategie Kom-
binationen von Variablen vor und trainieren damit einen Approximator.
Dessen Ergebnis und resultierender Fehler wird genutzt, um neue Varia-
blenkombinationen zu bestimmen. Eine vollsta¨ndige Suche ist oft nicht
mo¨glich, da das Problem NP-schwer ist. Deshalb sind hier eﬃziente,
approximierende Suchstrategien notwendig. Ein sehr einfaches Beispiel
ist dabei die sequentielle Vorwa¨rtssuche (Sequential Foward Selection)
[Reunanen, 2006], die in Abschnitt 3.4 vorgestellt wird.
In ju¨ngerer Zeit [Guyon und Elisseeff, 2003] wurde eine weitere,
dritte Kategorie eingefu¨hrt, die Embeddedverfahren (deutsch eingebet-
tete Ansa¨tze). Es handelt sich dabei um Ansa¨tze, die zuvor zur Klasse
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der Wrapperverfahren geza¨hlt wurden und viele Eigenschaften mit die-
sen teilen.
Deﬁnition 3.3
Embeddedverfahren
Ein spezieller Approximator wird mit allen vorhandenen Merkmalen
trainiert. Aus der Struktur des resultierenden Approximators wird auf
die Nu¨tzlichkeit der einzelnen Merkmale geschlossen.
Eingebettete Verfahren sind immer an eine spezielle Architektur ei-
nes Klassiﬁkators oder Approximators gekoppelt, da sie die Auswahl
der Merkmale auf Basis speziﬁscher Eigenschaften der Lernverfah-
ren treﬀen. Sie entstammen daher ausnahmslos dem Bereich des Ma-
schinellen Lernens. Beispiele dazu umfassen den Optimal Brain Da-
mage Ansatz fu¨r mehrschichtige Vorwa¨rtsnetze [Le Cun et al., 1990],
Random Forest auf Basis von Klassiﬁkations- und Regressionsba¨u-
men [Breiman, 2001], Automatic Relevance Determination im Zu-
sammenhang mit Bayes Neural Networks [Neal, 1996] und den Re-
cursive Feature Elimination Ansatz fu¨r Support Vector Machines
[Guyon et al., 2002].
Diese dritte Gruppe von Verfahren wird im weiteren Verlauf dieser Ar-
beit nicht na¨her betrachtet. Fu¨r die weiteren Aussagen, die in diesem
Abschnitt getroﬀen werden, ko¨nnen sie vereinfachend als Teil der Wrap-
perverfahren angesehen werden.
Vor- und Nachteile der Ansa¨tze
Betrachtet man die Gruppe der Filteransa¨tze, so la¨sst sich feststellen,
dass sie unabha¨ngig vom verwendeten Lernalgorithmus sind. Die Aus-
wahl erfolgt nur u¨ber die statistische Relevanz. Dies ist sowohl ein Vor-
teil als auch ein Nachteil. Im Allgemeinen sind Filteransa¨tze schneller
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als Wrapperansa¨tze, da die zeitaufwendigen Operationen nicht die Be-
stimmung der Relevanzkriterien sind1. Vielmehr erfordert das Training
von Funktionsapproximatoren und deren Bewertung eine Vielzahl von
Operationen. Dieses aufwendige Training ist bei Wrappern mindestens
einmal, meist jedoch sehr viel ha¨uﬁger notwendig. Daher sind Filteran-
sa¨tze auch bei einer großen Anzahl von Eingangsvariablen nutzbar.
Zwar langsamer in der Berechnung, bieten die einhu¨llenden Verfahren
jedoch den Vorteil, dass sie nicht ausschließlich die statistische Relevanz
betrachten, sondern die Nu¨tzlichkeit fu¨r den konkreten Approximati-
onsalgorithmus. Nu¨tzlichkeit beschreibt dabei den konkreten Gewinn
bei der Minimierung des Approximations- oder Klassiﬁkationsfehlers,
und ist damit die praktisch entscheidendere Gro¨ße.
Nu¨tzlichkeit und Relevanz sind dabei nicht immer gleich. Es ko¨nnen
zwei Fa¨lle unterschieden werden:
1. Die Relevanz eines Kanals ist gro¨ßer als seine Nu¨tzlichkeit.
Dies ist dann der Fall, wenn der Bias des Klassiﬁkators verhindert,
dass alle Informationen des Eingangskanals auch genutzt werden
ko¨nnen. Man stelle sich einen linearen Klassiﬁkator (z.B. Single
Layer Perceptron) vor, fu¨r den eine Eingangsgro¨ße nicht nu¨tzlich ist,
falls sie nur einen nichtlinearen Zusammenhang entha¨lt. Je nach ge-
wa¨hltem Relevanzkriterium wird dieser aber durch die statistischen
Maße erkannt und als relevant eingestuft.
2. Die Relevanz ist kleiner als die Nu¨tzlichkeit.
Wenn ein Kanal durch hohes Rauschen und redundante Informa-
tionen nur eine niedrige Relevanz durch ein Filterverfahren zu-
gewiesen bekommt, kann dieser sich trotzdem als nu¨tzlich erwei-
sen, in dem er z.B. die numerische Stabilita¨t erho¨ht oder die Ge-
neralisierungsfa¨higkeit verbessert. Dieses Verhalten wird auch in
[Kohavi und John, 1997] beschrieben und na¨her untersucht.
1Es lassen sich auch Gegenbeispiele mit sehr komplexen Relevanzkriterien ﬁnden,
fu¨r die diese Aussage nicht wahr ist.
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Der Wunsch ist es daher, die Nu¨tzlichkeit der Eingangskana¨le zu ken-
nen. Jedoch scheitert dies meist an einem zu großen Berechnungsauf-
wand. Ein Weg, der in dieser Arbeit beschritten werden soll, propagiert
die Kombination beider Ansa¨tze, um mit vertretbarem Aufwand die
Nu¨tzlichkeit von Kana¨len zu bestimmen.
Dazu ist es notwendig, beide Seiten der Medaille na¨her zu beleuchten.
Die na¨chsten beiden Abschnitte werden ein umfassendes Relevanzkri-
terium, die aus der Informationstheorie stammende Transinformation,
deﬁnieren und aufzeigen, wie sie berechnet werden kann. Danach wird
dieses Konzept zur Formulierung eﬀektiver Suchstrategie angewendet.
3.2. Grundlagen aus der Informationstheorie
In diesem Abschnitt soll der Begriﬀ der Information mit Hilfe der
Konzepte aus der Informationstheorie mathematisch deﬁniert werden.
Typischerweise wird nicht die Information selbst ausformuliert, son-
dern, um der notwendigen Breite gerecht zu werden, die zwei wichti-
gen Begriﬀe Entropie und Transinformation. Beide zusammengenom-
men entspricht am ehesten dem intuitiven Versta¨ndnis von Informati-
on. Der Ursprung dieser Konzepte sind dabei die Arbeiten von Shan-
non [Shannon, 1948]. Die nachfolgenden Deﬁnitionen basieren auf
[Cover und Thomas, 2006].
Entropie ist ein Maß fu¨r die Unsicherheit u¨ber eine diskrete Zufallsva-
riable. Weniger formal kann man sie auch als Maß fu¨r die U¨berraschung
sehen, die erwartet wird, wenn man die Auspra¨gung der Variable be-
obachtet.
Deﬁnition 3.4
Entropie
Sei X eine diskrete Zufallsvariable mit der Wahrscheinlichkeitsfunk-
tion p(x) = Prob(X = x) wobei x aus der Menge der mo¨glichen
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Auspra¨gungen fu¨r die Zufallsvariable stammt. Dann ist die Entropie
H(X) dieser Zufallsvariable deﬁniert als
H(X) = −
∑
x
p(x) log p(x).
Die Art der Basis des verwendeten Logarithmus ist funktional uner-
heblich, jedoch wird im weiteren Verlauf der Arbeit immer vom Loga-
rithmus zur Basis 2 ausgegangen. Dies erlaubt die Verwendung von Bit
als Maßeinheit fu¨r die Information. Die Entropie ist immer ein nichtne-
gativer Wert. Die Entropie ist genau dann 0, wenn keine Unsicherheit
u¨ber die Zufallsvariable besteht. Falls es genau eine Auspra¨gung der
Zufallsvariable gibt, die mit Wahrscheinlichkeit p(x1) = 1 auftritt ent-
ha¨lt diese Variable keine Information. Die Entropie ist maximal, wenn
alle mo¨glichen Auspra¨gungen gleich wahrscheinlich sind. Das heißt, die
Messung einer Auspra¨gung ist am informativsten, falls alle Auspra¨gun-
gen mit gleicher Wahrscheinlichkeit auftreten oder, anders formuliert,
die Unsicherheit u¨ber die Variable am ho¨chsten ist. Die Entropie ent-
spricht dann H(X) = log |X|, wobei |X| die Anzahl der Auspra¨gungen
von X angibt.
Die Entropiedeﬁnition nach Shannon ist ein Spezialfall der Re´nyi-
Entropie [Renyi, 1961].
Deﬁnition 3.5
Re´nyi-Entropie
Die Re´nyi-Entropie der Ordnung α ist dabei deﬁniert als
Hα(X) =
1
1− α
∑
x
log p(x)α,
wobei α > 0 gelten muss.
36 3.2. GRUNDLAGEN AUS DER INFORMATIONSTHEORIE
Fu¨r den Spezialfall von α = 1 kann mittels Grenzwertbetrachtung
gezeigt werden, dass dies der Deﬁnition nach Shannon entspricht
[Renyi, 1961]. Im Rahmen dieser Arbeit wird ebenfalls die Ordnung
α = 2 von Interesse sein, welche auch als Korrelationsentropie bezeich-
net wird.
Das Konzept der Entropie kann auf zwei Zufallsvariablen X und Y
erweitert werden.
Deﬁnition 3.6
Verbundentropie
Die Verbundentropie H(X,Y ) gibt die Unsicherheit u¨ber X und Y an
und ist als
H(X,Y ) = −
∑
x
∑
y
p(x, y) log p(x, y)
deﬁniert.
Analog zur bedingten Wahrscheinlichkeit in der Stochastik la¨sst sich
die bedingte Entropie deﬁnieren.
Deﬁnition 3.7
Bedingte Entropie
Die bedingte Entropie H(X|Y ) gibt die verbleibende Unsicherheit
u¨ber X an falls die Auspra¨gung der Zufallsvariablen Y bekannt ist
H(X|Y ) = −
∑
x
∑
y
p(x, y) log p(x|y).
Dabei gilt, dass die Kenntnis einer zusa¨tzlichen Variable die Unsicher-
heit niemals erho¨hen kann. Falls Y keine Informationen u¨ber X entha¨lt,
verringert sich die Unsicherheit nicht. Daher gilt
H(X|Y ) ≤ H(X).
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Die eben benannte Verringerung der Unsicherheit u¨ber die Variable X
durch Kenntnis der Variable Y ist dabei die Information, die Y u¨ber
X entha¨lt.
Deﬁnition 3.8
Transinformation
Damit ergibt sich eine erste Deﬁnition der Transinformation (engl.
Mutual Information) I(X;Y ) wie folgt
I(X;Y ) = H(X)−H(X|Y )
= H(X) +H(Y )−H(X,Y )
Daraus lassen sich folgende Eigenschaften ableiten:
  Die Transinformation ist nicht negativ. I(X;Y ) ≥ 0.
  Die Transinformation ist maximal, wenn X vollsta¨ndig durch Kennt-
nis von Y erkla¨rt wird. Sie entspricht dann der Entropie von X.
  Die Transinformation ist symmetrisch. Wenn Y Informationen u¨ber
X entha¨lt, so gilt umgekehrt auch, dass X Information u¨ber Y ent-
ha¨lt. Daraus folgt
I(X;Y ) = H(Y )−H(Y |X).
Graﬁsch werden diese Zusammenha¨nge in Abbildung 3.2 als Venn-
Diagramm und als Kanaldarstellung verdeutlicht.
Durch Einsetzen der Deﬁnitionen 3.4 und 3.7 in die Gleichung fu¨r die
Transinformation ergibt sich unter Anwendung der Logarithmengesetze
folgende Form:
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(a) (b)
Abbildung 3.2.: (a) Zusammenha¨nge von Entropie und Transinformation
als Venndiagramm. Die Entropie u¨ber die Zufallsvariable X ist als kreisfo¨r-
mige Menge links dargestellt, analog dazu die Entropie der Zufallsvariable
Y auf der rechten Seite. Die Vereinigung beider Mengen bildet die Verbun-
dentropie u¨ber X und Y , wa¨hrend der Teil, den beide Variablen gemein
haben, durch den Schnitt der Mengen darstellt ist. (b) Derselbe Zusam-
menhang als Kanaldarstellung wie sie Nachrichtentechnik verbreitetet ist.
Ein Teil der von der Merkmal X ausgesendeten Information ﬁndet sich
auch im Ziel Y wieder, dies ist die Transinformation. Allerdings gibt es
auch Teile von X, die nichts u¨ber Y aussagen (H(X|Y )) und es gibt Teile
des Ziels Y , die nicht durch Merkmal X erkla¨rt werden ko¨nnen (H(Y |X)).
I(X;Y ) = H(X)−H(X|Y )
= −
∑
x
p(x) log p(x) +
∑
x
∑
y
p(x, y) log p(x|y)
= −
∑
x
∑
y
p(x, y) log p(x) +
∑
x
∑
y
p(x, y) log p(x|y)
=
∑
x
∑
y
p(x, y) log
p(x|y)
p(x)
=
∑
x
∑
y
p(x, y) log
p(x, y)
p(x)p(y)
.
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Dieses Ergebnis entspricht der Kullback-Leibler Divergenz (KLD)
[Kullback, 1959] zwischen der Verbundverteilung p(x, y) und dem
Produkt ihrer Marginale p(x)p(y). Die Kullback-Leibler Divergenz wird
oft als Distanzmaß zwischen Verteilungen betrachtet, auch wenn es sich
nicht um ein echtes Distanzmaß handelt, da sie nicht die Eigenschaften
der Symmetrie und der Dreiecksungleichung erfu¨llt.
Allerdings la¨sst sich daraus folgende zusa¨tzliche Eigenschaft der Trans-
information ableiten:
  Die Transinformation ist genau dann null wenn X und Y unabha¨ngig
voneinander sind. X und Y sind statistisch unabha¨ngig, wenn gilt
p(x, y) = p(x)p(y). In diesem Fall wird der Teilterm, von dem der
Logarithmus zu berechnen ist, genau 1 und der Logarithmus von 1
ist immer 0.
Ein weiterer Vorteil der Sichtweise als Kullback-Leibler Divergenz ist
die einfach U¨bertragbarkeit auf kontinuierliche Zufallsvariablen
Deﬁnition 3.9
Transinformation fu¨r kontinuierliche Variablen
I(X;Y ) =
∫
x
∫
y
p(x, y) log
p(x, y)
p(x)p(y)
dydx.
Alle zuvor genannten Eigenschaften der Transinformation behalten hier
ihre Gu¨ltigkeit - was beispielsweise fu¨r den Entropiebegriﬀ nicht der Fall
ist. Bei Erweiterung der Entropie auf kontinuierliche Variablen, was als
diﬀerentielle Entropie bezeichnet wird, ist die Eigenschaft der Nichtne-
gativita¨t nicht mehr gewa¨hrleistet. Daher ist im kontinuierlichen Fall
die KLD-Formulierung von entscheidender Bedeutung.
Das Konzept der Transinformation la¨sst sich auch auf mehrere Varia-
blen erweitern.
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Deﬁnition 3.10
Verbundtransinformation
Bei der Verbundtransinformation wird gemessen, wie viel Information
eine Menge von Variablen X1, X2, ..., Xn u¨ber eine andere Variable Y
enthalten
I(X1, ..., Xn;Y ) =
∫
x
∫
y
p(x1, ..., xn, y) log
p(x1, ..., xn, y)
p(x1, ..., xn)p(y)
dydx.
Merkmalsselektion aus Sicht der Informationstheorie
In Abschnitt 3.1 wurde bereits informal die minimale hinreichende
Merkmalsmenge eingefu¨hrt. Mit den in diesem Abschnitt vorgestellten
Konzepten kann dies nun auch formal deﬁniert werden.
Deﬁnition 3.11
Minimale hinreichende Merkmalsmenge
Die Merkmalsselektion sucht nach einer Menge S, welche dieselben In-
formationen u¨ber das Ziel Y entha¨lt, wie die Menge aller verfu¨gbaren
Informationen X. Diese wird als hinreichende Merkmalsmenge be-
zeichnet. Die minimale hinreichende Merkmalsmenge S∗ entha¨lt eine
Anzahl von Merkmalen die kleiner gleich jeder anderen hinreichenden
Merkmalsmenge ist.
I(X;Y ) = I(S∗;Y ) mit |S∗| → min
Zusammengefasst la¨sst sich feststellen, dass mit dem Konzept der
Transinformation gemessen werden kann, wie viel Information eine
(oder mehrere) Variable(n) u¨ber eine andere entha¨lt. Dabei ist das
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Konzept der Information nicht beschra¨nkt auf lineare Zusammen-
ha¨nge, wie beispielsweise der Korrelationskoeﬃzient oder die Fisher-
Diskriminante, sondern erfasst jegliche Zusammenha¨nge in den Vertei-
lungen. Dies ist im Sinne der Merkmalsextraktion eine herausragende
Eigenschaft.
Doch so erfreulich die theoretischen Eigenschaften der Transinformati-
on sind, gibt es beim praktischen Einsatz ein Problem. Um die Trans-
information berechnen zu ko¨nnen, werden die Wahrscheinlichkeitsver-
teilungen p(x), p(y) und p(x, y) beno¨tigt. Diese sind jedoch nur in den
seltensten Fa¨llen bekannt. Sie mu¨ssen daher aus den verfu¨gbaren Daten
gescha¨tzt werden. Welche Methoden und Ansa¨tze dazu existieren, und
welche Probleme bei der Scha¨tzung auftreten ko¨nnen, wird im na¨chsten
Abschnitt na¨her ero¨rtert.
3.3. Scha¨tzung der Transinformation
Die Berechnung der Transinformation kann fu¨r praktische Probleme
meist nur approximativ erfolgen, da die wahren Verteilungen der Da-
ten nicht bekannt sind. In diesem Abschnitt sollen verschiede Ver-
fahren zur Scha¨tzung der Transinformation vorgestellt, systematisiert
und verglichen werden. Dabei wird besonderes Augenmerk auf die
Tauglichkeit zur Merkmalsselektion gelegt. Es werden in diesem Ab-
schnitt auch Ergebnisse aus der Bachelorarbeit von Robert Kalten-
ha¨user [Kaltenha¨user, 2010] und der Praktikumsarbeit von Saurabh
Verma verwendet. Diese wurden direkt vom Autor der vorliegenden
Arbeit betreut und die Ergebnisse wurden in einer gemeinsamen Pu-
blikation vero¨ﬀentlicht [Schaffernicht et al., 2010].
Aus der Literatur heraus ko¨nnen drei verschiedene Gruppen von Me-
thoden abgeleitet werden. Diese sind in Abbildung 3.3 dargestellt. Es
handelt sich dabei um die Gruppe der Verfahren, welche direkt die
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Abbildung 3.3.: Systematisierung der Verfahren zur Scha¨tzung der Trans-
information. In jeder der drei Gruppen lassen sich auch weitere Verfahren
einordnen, die auch in diesem Abschnitt zumindest erwa¨hnt werden. Als
konkrete Verfahren sind nur jene benannt, die im Rahmen dieser Arbeit
auch na¨her untersucht wurden.
Wahrscheinlichkeitsverteilungen scha¨tzen, um solche Ansa¨tze, die das
Wahrscheinlichkeitsverteilungsverha¨ltnis scha¨tzen und andere Metho-
den, die auf der entropiebasierten Formulierung der Transinformation
aufsetzen.
3.3.1. Verfahren zur Scha¨tzung der Transinformation
mittels direkter
Wahrscheinlichkeitsdichtescha¨tzung
Die Grundidee der Verfahren dieser Gruppe besteht darin, dass die
notwendigen Verteilungen p(x), p(y) und p(x, y) direkt aus den Daten
gescha¨tzt werden. Die Umsetzung dieses intuitiven Ansatzes wird ty-
pischerweise entweder mittels Histogrammen oder einer Kerneldichte-
scha¨tzung durchgefu¨hrt.
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Histogrammbasierte Methoden
Histogramme sind die einfachste Form zur Scha¨tzung der Wahrschein-
lichkeitsverteilung, welche hierbei durch diskrete Fa¨cher approximiert
wird. Jede Achse unterteilt man in eine Anzahl i von nichtu¨berlappen-
den Fa¨chern der Breite wi und bestimmt die Anzahl ni der Beobachtun-
gen, die in dieses Fach fallen. Um daraus die Wahrscheinlichkeitsdichte
p(x) zu bestimmen, wird diese Anzahl durch die Breite der Fa¨cher und
die Gesamtzahl der Beobachtungen N geteilt.
Deﬁnition 3.12
Histogrammbasierte Wahrscheinlichkeit
Die Wahrscheinlichkeit fu¨r eine Auspra¨gung p(x) die innerhalb des
Faches i auftritt, ist konstant u¨ber die gesamte Breite des Faches und
ergibt sich als
pi =
ni
Nwi
.
Dabei gilt
∫
p(x)dx = 1.
Die Verbundwahrscheinlichkeit p(x, y) la¨sst sich ebenfalls auf diese Art
undWeise berechnen. Dazu werden die Fa¨cher in der zweidimensionalen
XY-Ebene deﬁniert und obige Formel angewendet. Damit ergibt sich
pij =
nij
Nwiwj
. Die Randverteilungen p(x) und p(y) lassen sich daraus
durch einfache Marginalisierung bestimmen.
Deﬁnition 3.13
Histogrammbasierte Transinformation
Die Transinformationsberechnung ergibt sich als
I(X;Y ) =
∑
i
∑
j
Pij log
(
Pij
PiPj
)
.
Dabei ist Pi = pi · wi (Pj analog) und Pij = pij · wi · wj .
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Die Transinformation wird hierbei nicht mehr u¨ber die einzelnen Daten-
punkte bestimmt, sondern u¨ber die diskrete Verteilung in den Fa¨chern
des Histogramms.
Verbleibt die Frage nach der Wahl der Breite der Fa¨cher wi und damit
auch nach der Anzahl der Fa¨cher. Werden die Fa¨cher zu breit gewa¨hlt,
ko¨nnen die Eigenschaften der zugrundeliegenden Verteilung nicht genau
genug approximiert werden, die Scha¨tzung wa¨re dann u¨bergeneralisiert
und man spricht von einem hohen Bias-Fehler. Im gegenteiligen Fall,
der Wahl zu kleiner Fachbreiten, wu¨rden viele leere oder nur spa¨rlich
besetzte Fa¨cher auftreten und geringe A¨nderungen in der Datenbasis
ko¨nnte die Approximation der Verteilung deutlich a¨ndern. Dies wird
als Overﬁtting bzw. Varianzfehler bezeichnet. Die korrekte Wahl der
Breite ist demnach entscheidend, allerdings auch nicht trivial. Zur Be-
handlung dieses Bias-Varianz-Dilemmas2 [Bishop, 2006] gibt es in der
Literatur verschiedene Ansa¨tze. Nachfolgend werde einige wichtige Ver-
fahren vorgestellt im Kontext der Histogramme vorgestellt.
Histogramme mit einheitlicher Fachgro¨ße Zuna¨chst werden Fa¨l-
le betrachtet in denen es einheitliche Fachgro¨ßen gibt. Eine umfas-
sende U¨bersicht u¨ber Regeln zur Wahl der Fachbreite ﬁndet sich in
[Scott, 1992]. Zu den bekanntesten Ansa¨tzen za¨hlen Sturges Regel
[Sturges, 1926], welche die erste publizierte Abscha¨tzung war. Die Re-
gel bestimmt dabei die Anzahl der zu verwendenden Fa¨cher k aus der
sich die Breite dann ableiten la¨sst:
2Das Problem des Bias-Varianz Dilemmas tritt nicht nur im Zusammenhang mit
der Wahl der Fachbreite auf, sondern bei vielen Verfahren des Maschinellen Ler-
nens, bei denen die Komplexita¨t des lernenden Systems manipuliert wird. Ein
zu einfaches System fu¨hrt zu einem Bias-Fehler, diese Einschra¨nkung ist system-
seitig. Ein zu komplexes System variiert zu stark, da nicht genug Datenmaterial
als Lernbeispiele zur Verfu¨gung stehen, um alle wichtigen Kombinationen abzu-
decken. Diese Einschra¨nkung ist dateninduziert. Wenn im weiteren Verlauf der
Arbeit vom Bias gesprochen wird, sind immer die Einschra¨nkungen des Systems
gemeint.
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k = 1 + log2(N)
Diese Regel ﬁndet weit verbreitete Anwendung auch in vielen Sta-
tistiksoftwarepaketen, allerdings gibt es Einschra¨nkungen zu beachten
[Scott, 2009]. Einerseits geht die Herleitung der Formel von normal-
verteilten Daten aus und andererseits funktioniert sie nur bei klei-
nen Datenmengen N < 100 zufriedenstellend. Fu¨r das erste Problem
existieren Erweiterung wie beispielsweise Doanes Regel [Doane, 1976],
die Zusatzterme fu¨r die Nichtgaußhaftigkeit der Verteilung einfu¨hren.
Fu¨r das zweite Problem wird zumeist auf moderne Regeln verwiesen,
etwa die Freedman-Diaconis Regel [Freedman und Diaconis, 1981],
die Terrel-Scott Regel [Terrell und Scott, 1985] und die Regel nach
Scott [Scott, 1979]. Fu¨r die letztgenannte Regel gibt es Untersuchun-
gen, die zeigen, dass diese den Integrated Mean Square Error zwischen
Approximation und wahrer Verteilung minimiert [Scott, 1992].
Deﬁnition 3.14
Regel nach Scott
Die optimale Fachbreite w berechnet sich nach
w ≈ 3.49σN−1/3.
N gibt dabei die Anzahl der verfu¨gbaren Datenpunkte an und σ
deren Standardabweichung.
Fu¨r die Hintergru¨nde und eine Herleitung wird hier auf die Literatur
verwiesen [Scott, 1979]. Ein eindimensionales Beispiel zur Scha¨tzung
mit Histogrammen ist in Abbildung 3.4 gezeigt.
Ensemble von Histogrammen mit einheitlicher Fachgro¨ße Soge-
nannte Ensemble Methoden basieren auf der einfachen Annahme,
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(a) (b)
Abbildung 3.4.: Beispiel fu¨r die Verwendung von Histogrammen zur Ap-
proximation der Wahrscheinlichkeitsdichte. Aus der originalen, bimoda-
len Verteilung (schwarz gestrichelt dargestellt) wurden Beispiele (schwarze
Rhomben) gezogen. Auf Basis dieser Beispiele wird dann die Verteilung
approximiert. (a) Hier wurde mittels der Regel von Scott die Breite der
Fa¨cher bestimmt, woraus drei Fa¨cher resultieren. Das Resultat erha¨lt die
Bimodalita¨t der originalen Verteilung. (b) Histogramm mit unno¨tig vie-
len Fa¨chern. Die Charakteristik der Verteilung la¨sst sich kaum aus dem
Histogramm ablesen.
dass durch Kombination von mehreren Ergebnissen unter bestimm-
ten Bedingungen ein besseres Gesamtergebnis erreicht werden kann.
Dabei ko¨nnen systematische Einschra¨nkungen (Bias) der Einzelergeb-
nisse u¨berwunden und die Generalisierungsfa¨higkeit erho¨ht werden
[Dietterich, 2000].
U¨bertra¨gt man dieses Konzept auf die Bestimmung der Transinforma-
tion mittels Histogrammen ergibt sich die Hoﬀnung, dass Fehler, wel-
che durch die falsche Wahl der Fachbreite entstehen, verringert werden
ko¨nnen. Dazu wird die Transinformation mehrmals mit unterschied-
licher Fachbreite berechnet und daraus ein Mittelwert bestimmt. Es
wird dabei auf die Regel von Scott (Deﬁnition 3.14) und einen Para-
meter λ zuru¨ckgegriﬀen, um die Gro¨ße des Ensembles n zu bestimmen.
Dazu sei kScott die Zahl der Fa¨cher, die fu¨r die Daten mittels der Re-
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gel von Scott bestimmt wurden. Alle ganzzahligen Werte im Intervall
[kScott/λ , kScott · λ	] entsprechen einer Bestimmung der Transinfor-
mation mit der jeweiligen Anzahl an Fa¨chern.
Deﬁnition 3.15
Transinformation mit einem Ensemble von Histogrammen
Die Transinformation I(X;Y ) ergibt sich als Mittelwert der un-
terschiedlichen Transinformationsberechnungen Ii(X;Y ) mit unter-
schiedlichen Fachbreiten nach Deﬁnition 3.13
I(X;Y ) =
1
n
n∑
i=1
Ii(X;Y )
Die Anzahl der Histogramme n ist dabei abha¨ngig von der berechneten
Zahl nach Scott kScott, welche datenabha¨ngig ist, sowie dem Parameter
λ. In Untersuchungen hat sich gezeigt, das 1 < λ ≤ 2 ausreichend
ist [Kaltenha¨user, 2010]. Gro¨ßere Werte bewirken kaum A¨nderungen
am Ergebnis, erho¨hen aber deutlich den Rechenaufwand.
Histogramme mit unterschiedlicher Fachgro¨ße Eine andere Heran-
gehensweise erlaubt unterschiedlich große Fachgro¨ßen abha¨ngig von der
lokalen Datenverteilung. Dabei werden an Stellen mit wenigen Daten-
punkten breite Fa¨cher, also eine gro¨bere Auﬂo¨sung, angestrebt, und
umgekehrt in Bereichen mit vielen Datenpunkten werden die Fa¨cher
schmaler und damit die Auﬂo¨sung der Approximation genauer.
Der bekannteste Ansatz aus dieser Gruppe stellt der in
[Fraser und Swinney, 1986] vorgestellte Algorithmus dar. Dar-
an orientieren sich alle weiteren Entwicklungen, wie beispielsweise
[Darbellay und Vajda, 1999] oder [Cellucci et al., 2005].
Die Grundidee dieser Algorithmen besteht darin, nicht alle Fa¨cher
gleich breit zu gestalten, wie es bisher der Fall war, sondern die Fa¨cher
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sollen alle anna¨hernd dieselbe Wahrscheinlichkeit haben bzw. innerhalb
der Fa¨cher sollen die Daten mo¨glichst gleichverteilt sein.
Dabei werden in [Fraser und Swinney, 1986] die Achsen rekursiv in
zwei Ha¨lften mit der gleichen Anzahl an Datenpunkten unterteilt, so-
lange bis sich nur noch gleichverteilte Daten innerhalb eines jeden Fa-
ches beﬁnden. Dieses Kriterium der Gleichverteilung wird dabei typi-
scherweise mit Hilfe eines χ2-Tests u¨berpru¨ft. Motiviert wird dieses Ab-
bruchkriterium dadurch, dass die Fachrepra¨sentation selbst auch einer
Gleichverteilung u¨ber der Fachbreite entspricht.
In der originalen Vero¨ﬀentlichung werden dabei immer alle Fa¨cher
gleichzeitig geteilt, im Endergebnis erha¨lt man also 2i Fa¨cher auf jeder
Achse. [Darbellay und Vajda, 1999] entscha¨rft dieses Vorgehen, in
dem die weitere Unterteilung nicht von allen Fa¨chern einer Achse ab-
ha¨ngig gemacht wird, sondern vom Inhalt eines Faches selbst. Trotzdem
bleibt es hier bei einem rekursiven Vorgehen.
Eine nicht rekursive Erweiterung stellt [Cellucci et al., 2005] vor.
Hier wird die Partitionierung im Voraus berechnet, wobei als Krite-
rium die gleiche Anzahl an Datenpunkten pro Fach zugrunde gelegt
wird.
Deﬁnition 3.16
Anzahl von Fa¨chern nach Celluci
Die Anzahl der verwendeten Fa¨cher k ergibt sich nach
k =
⌊√
N
5
⌋
.
N gibt dabei die Anzahl der verfu¨gbaren Datenpunkte an.
Die Idee ist dabei, dass in jedem Fach mindestens fu¨nf Datenpunkte lie-
gen sollen - die Zahl fu¨nf leitet sich dabei aus dem Cochrane-Kriterium
[Cochran, 1954] her. Die Quadratwurzel ist damit zu erkla¨ren, dass
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diese fu¨nf Beispiele pro Fach im Verbundraum gelten sollen und daher
in den Randverteilungen entsprechend die quadratische Menge aufwei-
sen mu¨ssen. Die Aufteilung der Fa¨cher wird dann auf den Randvertei-
lungen so durchgefu¨hrt, dass in jedem Fach N/k Datenpunkte liegen.
Sollten in jedem Fach exakt dieselbe Anzahl von Datenpunkten liegen,
N also ein Vielfaches von k sein, kann die Transinformation wie folgt
berechnet werden
I(X;Y ) =
∑
i
∑
j
Pij log(25Pij).
Ist dies nicht der Fall, kommt zur Berechnung wieder Deﬁnition 3.13
zur Anwendung, in welcher auch Pij deﬁniert wird.
Fazit Praktisch leicht umzusetzen, stellen Histogramme eine einfache
Option zur Scha¨tzung der Verteilungen dar. Jedoch verbleibt hier im-
mer das Problem, dass es an den U¨berga¨ngen von einem Fach zum
anderen Unstetigkeiten gibt. Gerade in den Fa¨llen, in denen viele Da-
tenpunkte nahe den Fachgrenzen liegen, vera¨ndert beispielsweise ei-
ne geringfu¨gige Verschiebung des Mittelpunkts aller Fa¨cher die Wahr-
scheinlichkeitsscha¨tzung deutlich. Eine andere Mo¨glichkeit zur robus-
ten, kontinuierlichen Scha¨tzung der Verteilungsdichte wird als na¨chstes
vorgestellt.
Kerneldichtescha¨tzungsbasierte Methoden
Ein anderer Ansatz zur Bestimmung der Wahrscheinlichkeitsdichten ist
die Scha¨tzung mittels Kernelmethoden. Dazu werden Kernelfunktionen
an die Positionen der Datenpunkte gelegt. Diese werden dann u¨berla-
gert und normiert, um die Wahrscheinlichkeitsverteilung zu scha¨tzen.
Man kann sich diese Scha¨tzung als Potentialfeld vorstellen, welches
durch die Datenpunkte aufgespannt wird.
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Wa¨hrend beim Histogramm einfach das Fach hochgeza¨hlt wird, in dem
sich der Datenpunkt beﬁndet, beru¨cksichtigt dies nicht die Lage der
Punkte innerhalb des Fachs. Man ko¨nnte die Kernelidee auch so inter-
pretieren, dass nun jeder Datenpunkt sein eigenes Fach deﬁniert und an
allen Stellen innerhalb eines gewissen Umkreises um den Datenpunkt
hochgeza¨hlt wird. Die Scha¨tzung der Verteilung wa¨re dann also eine
Summe von Rechtecken (Fa¨chern) in die jeder Punkt der Datenver-
teilung mit genau einem Rechteck eingeht. In [Silverman, 1986] wird
dies auch als Naive Estimator bezeichnet.
Deﬁnition 3.17
Kerneldichtescha¨tzung
Allgemein ergibt sich die Wahrscheinlichkeitsdichte p(x) als
p(x) =
1
Nh
∑
n∈N
K
(
x− xn
h
)
.
N gibt dabei die Anzahl der verfu¨gbaren Datenpunkte an,K ist die ge-
wa¨hlte Kernelfunktion und h der entsprechende Bandweiteparameter.
xn sind hier bei die n Positionen an denen sich die Kernelmittelpunkte
beﬁnden, in diesem Zusammenhang also die gegebenen Datenpunkte.
Fu¨r diesen einfachen Fall des Naive Esitmators wu¨rde man als Kernel-
funktion ein entsprechendes Rechteck wa¨hlen
KRechteck(x) =
⎧⎨
⎩
1
2 falls |x| < 1
0 sonst
Dieser Kernel wird auch als uniformer Kernel bezeichnet. Es gibt da-
bei ein Vielzahl anderer Kernel, so beispielsweise den Dreieckskernel,
den Cosinuskern oder den Epanechnikovkern. Fu¨r alle Kernelfunktio-
nen mu¨ssen dabei zwei Eigenschaften erfu¨llt sein.
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1. Die Kernelfunktion muss immer nichtnegativ sein.
K(x) ≥ 0, ∀x ∈ [−∞,∞]
2. Das Integral der Fla¨che der Kernelfunktion muss eins ergeben.∫∞
−∞K(x)dx = 1
Praktisch gern eingesetzt wird der Gaußkernel. Er ist deﬁniert als
KGauss(x) =
1√
2π
exp−
1
2x
2
.
Deﬁnition 3.18
Kerneldichtescha¨tzung mit Gausskern
Verwendet man nun diesen Gaußkern in der Deﬁnition der Kernel-
dichtescha¨tzung (3.17), so erha¨lt man
p(x) =
1
N
∑
n∈N
1√
2πh
exp
(
− (x− xn)
2
2h2
)
.
N gibt dabei die Anzahl der verfu¨gbaren Datenpunkte an, h der
entsprechende Bandweiteparameter und xn die Position des n-ten
Datenpunktes.
Dies la¨sst sich wie folgt auf die zweidimensionale Verbundverteilung
p(x, y) u¨bertragen:
p(x, y) =
1
N
∑
n∈N
1
2πh2
exp
(
− (x− xn)
2 + (y − yn)2
2h2
)
.
Der Parameter h gibt dabei die Breite des Kernels an. Es handelt
sich hierbei um das A¨quivalent zur Fachbreite bei den Histogramm-
verfahren. Auch hierzu existieren Regeln die eine sinnvolle Wahl er-
mo¨glichen. Fu¨r den Gaußkern ist dies beispielsweise die Regel aus
[Silverman, 1986].
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Deﬁnition 3.19
Gausskernelbandbreite nach Silverman
Die optimale Bandbreite fu¨r einen Gaußkern h berechnet sich nach
h = σ
(
4
d+ 2
) 1
d+4
N−
1
d+4
N gibt dabei die Anzahl der verfu¨gbaren Datenpunkte an, σ ist deren
Standardabweichung und d die Dimensionalita¨t der Daten.
Auch diese Regel beruht, wie die Regel von Scott (3.14), auf dem
Ansatz, den Integrated Mean Square Error zwischen Approximati-
on und wahrer Verteilung zu minimieren. Eine U¨bersicht zu anderen
Mo¨glichkeiten zur datengetriebenen Bandbreiteauswahl ﬁndet sich in
[Turlach, 1993]. Es existieren auch Verfahren mit variablen Band-
breiteparametern, allerdings werden diese aufgrund des damit verbun-
denen Rechenaufwands normalerweise nicht bei der Kerneldichtescha¨t-
zung eingesetzt [Moon et al., 1995].
Zu beachten ist hierbei, dass diese Kernbandbreite nur einmal fu¨r die
Verbundverteilung, also mit d = 2, bestimmt wird und dann so auch fu¨r
die Randverteilungen p(x) und p(y) verwendet wird. Dies steht im Wi-
derspruch zur Fachbreite bei den Histogrammen, in der jede Dimension
einzeln eine optimale Breite erhalten kann.
Nun ko¨nnte die Transinformation mittels der Kerneldichtescha¨tzung
berechnet werden. [Moon et al., 1995] zeigt dabei, dass mittels der
Kerneldichtescha¨tzung unter Verwendung eines Gaußkerns bessere Er-
gebnisse erzielt werden, als das adaptive Histogramm-Verfahren aus
[Fraser und Swinney, 1986].
Allerdings erfordert dieses Vorgehen eine numerische Integration der
Integrale zur Berechnung der Transinformation (Deﬁnition 3.9), wel-
che aufwendig ist. Praktisch macht man sich allerdings zunutze, dass
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die Transinformation auf dem Mittelwert u¨ber der Verteilung basiert.
Dieser Mittelwert wird dabei u¨ber die gegebenen Datenpunkte approxi-
miert. Dadurch mu¨ssen nicht die vollsta¨ndigen Verteilungen berechnet
werden, sondern nur an den gegebenen Datenpunkten. Dieses Vorgehen
ﬁndet sich in [Steuer et al., 2002] und in abgewandelter Form auch in
[Principe et al., 2000]. Die Approximation ergibt sich als
Iˆ(X;Y ) =
1
N
∑
log2
p(xn, yn)
p(xn)p(yn)
.
Wie zu erkennen ist, wird hierbei wiederum nur u¨ber die Kernel an den
gegebenen Datenpunkten summiert, zur Berechnung wird die Formel
entsprechend Deﬁnition 3.18 eingesetzt.
Ein Beispiel fu¨r einen Kerneldichtescha¨tzung und die Problematik der
Bandbreitescha¨tzung ist in Abbildung 3.5 gezeigt.
3.3.2. Verfahren zur Scha¨tzung der Transinformation
mittels Wahrscheinlichkeitsverha¨ltnisscha¨tzung
Durch die Verrechnung (Produkt- und Quotientenbildung) der drei ge-
scha¨tzten Einzelwahrscheinlichkeiten p(x), p(y) und p(x, y) wird der
Fehler der Approximation unter Umsta¨nden versta¨rkt. Daher wurde
in [Suzuki et al., 2008a] und [Suzuki et al., 2008b] vorgeschlagen, das
Wahrscheinlichkeitsverteilungsverha¨ltnis p(x,y)p(x)p(y) direkt zu scha¨tzen.
Grundidee ist dabei, dass das Wahrscheinlichkeitsverha¨ltnis
ω(x, y) =
p(x, y)
p(x) p(y)
als Linearkombination von Basisfunktionen ϕ(x, y) auszudru¨cken. Diese
Basisfunktionen ko¨nnen dabei frei gewa¨hlt werden, es ko¨nnen also auch
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Abbildung 3.5.: (a) Beispiel fu¨r eine Kerneldichtescha¨tzung in 2D bei ei-
ner Kreisfo¨rmigen Verteilung der Datenpunkte (Punktewolke im oberen
Teil). Das dargestellte Gebirge ist dabei die U¨berlagerung der Gaußkerne,
die an jedem dieser Datenpunkte liegen. (b)-(d) Zeigt eine Kerneldich-
tescha¨tzung im eindimensionalen Fall. Es wird dieselbe Verteilung wie in
Abbildung 3.4 verwendet. U¨ber jedem gezogenen Datenpunkt werden die
Gaußkerne (blaue Kurven) platziert. Die Mittelwertkurve dieser Kerne (ro-
te Kurve) ist dann das Ergebnis der Scha¨tzung. Fu¨r (b) ist h = 1, 5, was
nahe der Silverman-Regel liegt. Die Verteilung kann mittels der 20 Punkte
einigermaßen gut approximiert werden. In (c) wurde h = 3 gewa¨hlt, und
es zeigt sich, dass die Gla¨ttung zu groß ist, als dass die Charakteristik
der Verteilung erhalten bliebe. Bei (d) ist mit h = 0.3 die Generalisierung
hingegen nur unzureichend gegeben, es existieren zu viele Extrempunkte
im Funktionsverlauf der Scha¨tzung.
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wieder Kernelfunktionen zum Einsatz kommen. Jedoch sind die Ker-
neleigenschaften hier keine notwendigen Eigenschaften, die diese Basis-
funktionen erfu¨llen mu¨ssen.
Das approximierte Wahrscheinlichkeitsverha¨ltnis ωˆ(x, y) wird somit als
ωˆα(x, y) := α
Tϕ(x, y)
dargestellt.
Als Basisfunktionen werden wieder Gaußkerne (siehe Deﬁnition 3.18)
verwendet. Ihre Positionierung im Raum erfolgt jedoch vergleichsweise
aufwendig durch ein Kreuzvalidierungsverfahren. Basierend auf den Da-
tenpunkten wird dann der Vektor α ermittelt, der die linearen Anteile
der Basisfunktionen am Dichteverha¨ltnis darstellt. Die beiden vorge-
schlagenen Mo¨glichkeiten dies zu tun, basieren auf der Optimierung
entweder der Maximum Likelihood oder des quadratischen Fehlers.
Der erste Ansatz sucht nach der wahrscheinlichsten Kombination der
Basisfunktionen, die mittels eines Expectation-Maximization Algorith-
mus bestimmt wird [Suzuki et al., 2008a]. Der zweite Ansatz mini-
miert den quadratischen Fehlers zwischen Approximation und wahrem
Quotienten [Suzuki et al., 2008b]. In dieser Arbeit wird dem zweiten
Vorschlag gefolgt, da diese Formulierung dem Integrated Mean Squa-
re Error der Dichteverha¨ltnisse entspricht, und somit eine Analogie zu
den Kriterien der Regel von Scott(3.14) und auch der Bandbreite nach
Silverman(3.19) darstellt.
Das Finden der Linearkombinationen α wird durch Minimierung der
folgenden Kostenfunktion J0 realisiert.
J0(α) =
1
2
∫
x
∫
y
(ωˆα(x, y)− ω(x, y))2p(x) p(y) dx dy.
Diese Gleichung beschreibt den Abstand der Scha¨tzung des Wahr-
scheinlichkeitsverha¨ltnisses vom wahren Verha¨ltnis als gewichteter,
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quadratischer Fehler. Da fu¨r die Berechnung von J0 jedoch das rea-
le Verteilungsverha¨ltnis bekannt sein mu¨sste, welches bestimmt werden
soll, wird stattdessen folgende Approximation der Kostenfunktion ver-
wendet:
Jˆ(α) =
∑
(x,y)∈Z
ωˆα(x, y)
2
2N2
−
∑
(x,y)∈Z
ωˆα(x, y)
N
Folgt man dabei der nicht-trivialen Herleitung in
[Suzuki et al., 2008b], welche hier nicht wiedergegeben werden
soll, geschieht dies durch
α =
⎛
⎝ 1
N2
N∑
i,j=1
(
ϕ(xi, yj)ϕ(xi, yj)
T
)
+ λIb
⎞
⎠−1 1
N
N∑
i=1
ϕ(xi, yi).
Dabei entspricht b der Anzahl der Basisfunktion, Ib ist die b-
dimensionale Einheitsmatrix und λ ein Regularisierungsparameter.
Wie bereits beschrieben werden die Basisfunktionen per Kreuzva-
lidierung ermittelt. Dieses Verfahren ermo¨glicht es weiterhin, zu-
sa¨tzliche Parameter zu scha¨tzen, namentlich die Regularisierung λ
oder den Bandbreiteparameter h fu¨r die Basisfunktionen. Fu¨r die
Wahl der Anzahl der zu verwendenden Basisfunktionen wird in
[Suzuki et al., 2008b] 200 empfohlen, oder entsprechend weniger, fu¨r
den Fall, dass weniger als 200 Datenpunkte zur Verfu¨gung stehen.
Die Kreuzvalidierung erfolgt, indem die Kostenfunktion J0 fu¨r r dis-
junkte Teilmengen der Daten berechnet wird. Das Mittel daraus ist ein
Maß fu¨r die Gu¨te der gewa¨hlten Parameterkonstellation von Basisfunk-
tionen und Regularisierung. Dies wird fu¨r alle Kandidatenfunktionen
wiederholt. Je niedriger der Wert der Kostenfunktion, desto besser ist
die Gu¨te der Approximation.
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Durch die notwendige Kreuzvalidierung handelt sich bei diesem Ver-
fahren auch um den aufwendigsten, der hier vorgestellten Vertreter zur
Scha¨tzung der Transinformation.
3.3.3. Andere Scha¨tzmethoden
Es gibt weitere Ansa¨tze zur Scha¨tzung der Transinformation, wel-
chen gemein ist, dass sie nicht auf der Kullback-Leibler-Divergenz
Formulierung beruhen, sondern auf der originalen Formulierung
u¨ber die Entropie. Beispiele sind dabei die Edgeworth-basierte
Scha¨tzung [Van Hulle, 2005] oder das Na¨chste-Nachbar-Verfahren
[Kraskov et al., 2004]. Bei letzterem Verfahren handelt es sich um den
aktuellen de facto Standard zur Scha¨tzung von Transinformation und
daher soll dieses etwas na¨her betrachtet werden.
Die Grundidee des Na¨chsten-Nachbar-Verfahrens besteht darin fu¨r je-
den Punkt die Anzahl von Nachbarn in jeder Dimensionen zu za¨hlen,
und mittels dieser Information auf die Entropie und dadurch auf die
Transinformation zu schließen. Graﬁsch ist diese Idee in Abbildung 3.6
angedeutet.
Dabei basiert die Formulierung des Na¨chsten-Nachbar-
Ansatzes auf dem Kozachenko-Leonenko Scha¨tzer fu¨r Entropie
[Kozachenko und Leonenko, 1987].
Deﬁnition 3.20
Na¨chster-Nachbar-Scha¨tzer fu¨r Entropie
Die Scha¨tzung der Entropie erfolgt dabei nach folgender Formel
H(X) = − 1
N
N∑
i=1
ψ(nx(i))− 1
k
+ ψ(N) + log cdx +
dx
N
N∑
i=1
log 
(i).
Die Summe wird dabei u¨ber alle N Datenpunkte gebildet. Dabei
ist k die Anzahl der verwendeten Na¨chsten-Nachbarn, also ein frei-
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Abbildung 3.6.: Grundidee des Na¨chsten-Nachbar Verfahrens. Fu¨r Punkt i
wird der na¨chste Nachbar bestimmt. Dieser deﬁniert nun fu¨r jede Dimensi-
on einen Schlauch ex/y(i) fu¨r den bestimmt wird, wie viele andere Punkte
sich innerhalb dieses Schlauches beﬁnden. Damit ergibt sich nx(i) = 1
und ny(i) = 4. Dies kann dann in Gleichung 3.21 eingesetzt werden und
wird fu¨r jeden Datenpunkt wiederholt, was der Summe in der Gleichung
entspricht. Darstellung in Anlehnung an [Kraskov et al., 2004].
er Parameter. Dieser Parameter spannt damit den Schlauch auf,
in dem benachbarte Punkte nx geza¨hlt werden. dx ist die Dimen-
sionalita¨t der Zufallsgro¨ße X und cx das Volumen der Einheitsku-
gel im dx-dimensionalen Raum. ψ ist dabei die Digammafunktion
mit ψ(x) = Γ(x)
−1
dΓ(x)/dx. Die Berechnung erfolgt rekursiv nach
ψ(x+ 1) = ψ(x) + 1/x bei ψ(1) = γ, wobei γ die Euler-Mascheroni
Konstante ist. Weiterhin bezeichnet 
(i) die Maximumsdistanz von
Punkt i zu seinem k-ten Nachbarn.
Die Herleitung dieser Formel ist sehr umfangreich und kann
in [Kozachenko und Leonenko, 1987] und [Kraskov et al., 2004]
nachgelesen werden. Eine intuitive Interpretation dieses mathemati-
schen Zusammenhangs ist dabei leider nicht mo¨glich.
Die Idee aus [Kraskov et al., 2004] besteht nun darin, diese Entropie-
scha¨tzung auf die VerbundentropieH(X,Y ) zu erweitern und dies dann
zur Berechnung der Transinformation nach Deﬁnition 3.8 (I(X;Y ) =
H(X) + H(Y ) − H(X,Y )) zu verwenden. Dabei wurde darauf Wert
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gelegt, dass die Approximationsfehler der drei Teilterme sich mo¨glichst
aufheben und so eine genauere Gesamtscha¨tzung ermo¨glichen.
Deﬁnition 3.21
Na¨chster-Nachbar-Scha¨tzer fu¨r Transinformation
Die Scha¨tzung der Transinformation nach [Kraskov et al., 2004] er-
gibt sich als
I(X;Y ) = ψ(k)− 1
k
− 1
N
N∑
i=1
[ψ(nx(i)) + ψ(ny(i))] + ψ(N).
Neu sind hierbei die Gro¨ßen nx und ny. Diese Za¨hlen die Anzahl
von Punkten, die innerhalb eines Schlauches um den aktuellen
Datenpunkte herum liegen. Die Breite des Schlauches wird dabei
durch die Na¨chsten-Nachbarn in dieser Dimension deﬁniert. Zur
Verdeutlichung sei noch einmal auf Abbildung 3.6 verwiesen.
3.3.4. Verbundtransinformation
Bisher wurde nur auf die Frage eingegangen, inwieweit sich die Transin-
formation zwischen einem Eingangskanal und den Zielwerten scha¨tzen
la¨sst. Allerdings ist es oft notwendig, gerade bei Beru¨cksichtigung von
Redundanzen, die Frage zu stellen, welche Information mehrere Ein-
gangskana¨le u¨ber das Ziel haben. Dazu wurde bereits die Verbundtrans-
information deﬁniert (siehe Deﬁnition 3.10).
Bei der U¨bertragung der vorgestellten Scha¨tzverfahren auf diese
ho¨herdimensionale Problematik gibt es ein Hindernis, fu¨r welches
der Begriﬀ Fluch der Dimensionalita¨t von Bellmann gepra¨gt wurde
[Bellman, 1957]. Es beschreibt die Problematik, dass das Hinzufu¨-
gen einer Dimension in einem mathematischen Raum dazu fu¨hrt, dass
das Volumen dieses Raumes exponentiell wa¨chst. Fu¨r die Scha¨tzung
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von Wahrscheinlichkeiten bedeutet dies, dass exponentiell mehr Daten-
punkte einer Verteilung beno¨tigt werden. Wenn fu¨r ein Histogramm
im Mittel fu¨nf Datenpunkte in jedem Fach liegen sollen und pro Di-
mension zehn Fa¨cher existieren, wa¨ren fu¨r den eindimensionalen Fall
50 Datenpunkte ausreichend. Fu¨r den vierdimensionalen Fall beno¨tigt
man bereits 50000 Datenpunkte und verallgemeinert 10d ·5 Punkte um
dieselbe Abdeckung zu erreichen.
Praktisch stehen nur selten hinreichend viele Datenpunkte zur Verfu¨-
gung und es kommt damit zu spa¨rlichen Verteilungen der Datenpunk-
te, die eine korrekte Scha¨tzung der zugrundeliegenden Wahrscheinlich-
keitsverteilung nicht nur erschweren sondern oft ganz unmo¨glich ma-
chen. Diese Problem betriﬀt sowohl die histogrammbasierten Verfahren,
die Kerneldichtescha¨tzung wie auch die Wahrscheinlichkeitsverha¨ltnis-
scha¨tzung. Die entropiebasierten Scha¨tzer aus Abschnitt 3.3.3 sind nach
den Aussagen in [Van Hulle, 2005] und [Kraskov et al., 2004] dies-
bezu¨glich etwas resistenter, haben aber grundsa¨tzlich mit demselben
Problem zu ka¨mpfen.
Es existieren jedoch auch Approximationsverfahren, die auf Basis nied-
rig dimensionaler Transinformationsscha¨tzung auf die Verbundtransin-
formation schließen. Ein solches Verfahren im Kontext der Merkmals-
selektion wurde in [Battiti, 1994] vorgestellt. Bei diesem Mutual In-
formation for Feature Selection (MIFS) Verfahren wird auf die paar-
weise Transinformation zwischen den Eingangsvariablen untereinander
zuru¨ckgegriﬀen. Auch zu diesem Verfahren existieren Erweiterungen,
deren Bestreben es ist, die Approximation zu verbessern, so zum Bei-
spiel [Kwak und Choi, 1999] oder [Estevez et al., 2009]. Allerdings
wird in dieser Arbeit der originale Ansatz von Battiti betrachtet.
Der Algorithmus berechnet dazu fu¨r jedes Merkmal einen sogenann-
ten MIFS-Wert. Dieser entspricht der Transinformation zwischen einer
Eingangsvariable und dem Ziel abzu¨glich der Summe u¨ber alle paarwei-
sen Transinformationswerte zwischen dem Kandidatenmerkmal X und
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allen bereits gewa¨hlten Eingangskana¨len S. In dieser Summe stecken
damit die paarweisen Redundanzen der Merkmale untereinander.
Deﬁnition 3.22
Mutual Information for Feature Selection
Der MIFS-Wert nach [Battiti, 1994] ergibt sich als
MIFS(X) = I(X;Y )− β
∑
S∈Subset
I(X;S).
S bezeichnet dabei eine Eingangsvariable, die bereits gewa¨hlt wurde
und sich demzufolge in der Auswahlmenge beﬁndet. β ist ein freier
Parameter und gibt den Einﬂuss der bereits gewa¨hlten Auswahlmenge
an. Er gewichtet den Einﬂuss der redundanten Informationen.
Die Merkmalsselektion la¨uft dann nach dem einfachen Rankingprinzip
mit einer Vorwa¨rtssuchstrategie ab. Es wird fu¨r jeden Eingangskanal
der MIFS-Wert berechnet und das Merkmal mit dem ho¨chsten Wert
wird der Auswahlmenge hinzugefu¨gt. Danach beginnt eine neue Runde
zur Berechnung des MIFS-Wertes, da sich der zweite Teil des Terms mit
dem neugewa¨hlten Merkmal gea¨ndert hat. Wird der Parameter β = 0
gesetzt erha¨lt man die klassische Merkmalsauswahl bei der nachein-
ander jeweils das Merkmal mit der maximalen Transinformation zum
Ziel gewa¨hlt wird. Typischerweise wird 0.1 ≤ β ≤ 0.3 gewa¨hlt. Eine
Darstellung als Pseudocode erfolgt in Algorithmus 1.
3.3.5. Experimentelle Untersuchungen
Ziel dieses Abschnittes ist es, die verschiedenen Verfahren, die in den
vorangegangenen Abschnitten vorgestellt wurden, zu untersuchen, um
Aussagen u¨ber ihre Tauglichkeit im Rahmen der Merkmalsauswahl zu
treﬀen. Dazu werden zwei Aspekte betrachtet: Erstens die Approxi-
mationsgu¨te der Transinformation, wobei hier die Experimente aus
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Algorithmus 1 MI for Feature Selection(X,Y, β)
Eingabe: Datensatz von Beobachtungen X, die entsprechenden Labels Y ,
Redundanzwichtungsfaktor β
Ausgabe: Merkmalsteilmenge S
S ← ∅ {Initiale Merkmalsmenge sei leer.}
repeat
for ∀xi ∈ X \ S do
m(xi) = I(xi;Y )− β ∑
s∈S
I(xi; s)
end for
S ← S ∪ argmax
xi
(m) {Aufnahme des besten Merkmals in die Auswahl-
menge}
until max(m) ≤ 0 oder |S| hat festgelegte Anzahl erreicht
[Khan et al., 2007] nachvollzogen und um neue Verfahren erweitert
wurden. Der zweite Aspekt bescha¨ftigt sich mit der Nu¨tzlichkeit fu¨r
den Merkmalsselektionsprozess.
Approximationsgu¨te
In [Khan et al., 2007] wurden verschiedene Verfahren zur Transin-
formationsscha¨tzung miteinander experimentell verglichen. Besonderes
Augenmerk legten die Autoren dabei auf die Eignung fu¨r den Fall das
nur wenige, verrauschte Daten zur Scha¨tzung zur Verfu¨gung stehen.
Dazu wurden drei Funktionen (linear, quadratisch und trigonometrisch-
periodisch) deﬁniert, fu¨r welche die wahre Transinformation analytisch
berechnet werden kann. Wie diese wahre Transinformation bestimmt
werden kann, ist ausfu¨hrlich im Anhang von [Khan et al., 2007] be-
schrieben. Die Grundidee leitet sich daraus ab, dass fu¨r einen einfachen
gegebenen funktionalen Zusammenhang, die wahren Entropien H(Y )
und H(Y |X) analytisch (im linearen Fall) oder durch numerische In-
tegration (im quadratischen und periodischen Fall) bestimmt werden
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Abbildung 3.7.: Funktionen mit denen die Scha¨tzung der Transinfor-
mation getestet wurde. Erste Spalte (a) und (d) linear, zweite Spalte
(b) und (e) quadratischer Zusammenhang und dritte Spalte (c) und (f)
trigonometrisch-periodisch. Obere Zeile (a)-(c) 10% Rauschen. Untere Zei-
le (d)-(f) 50% Rauschen.
kann.
Von diesen wurden dann verrauschte Beispiele gezogen, welche den Ver-
fahren als Eingaben dienten. Die Zusammenha¨nge sind in Abbildung
3.7 gezeigt.
Die untersuchten Verfahren waren dabei die Kerneldichtescha¨tzung,
der Histogrammansatz von Cellucci (beide siehe Abschnitt 3.3.1), der
Na¨chster-Nachbar Ansatz (siehe Abschnitt 3.3.3), sowie die Edgeworth
Erweiterung von [Van Hulle, 2005] und andere Spielarten der adap-
tiven Histogramme. Das Ergebnis dieser Untersuchungen zeigte zwei
u¨berlegene Verfahren, namentlich den Na¨chsten-Nachbar Ansatz bei
wenig verrauschten Daten und die Kerneldichtescha¨tzung bei sta¨rker
verrauschten Daten.
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Abha¨ngigkeit linear quadratisch periodisch
σ/σS 0.1 0.5 0.1 0.5 0.1 0.5
Histogramm 1.49 0.82 0.90 0.67 0.96 0.57
Cellucci 1.07 0.53 0.55 0.31 0.58 0.38
Ensemble 1.40 0.81 0.90 0.67 0.92 0.54
KDE 1.49 0.85 0.97 0.73 1.05 0.58
LSMI 2.40 0.85 1.50 0.73 1.29 0.450
KNN 2.25 0.77 1.84 0.77 1.72 0.64
Wahre MI 2.31 0.80 1.98 0.79 1.70 0.53
Tabelle 3.1.: Transinformation bei N=100 Datenpunkten. Fett dargestellt
ist das fu¨r jede Spalte am na¨chsten zur wahren Transinformation liegende
Ergebnis.
Diese Untersuchungen wurden im Rahmen der Bachelorarbeit von Ro-
bert Kaltenha¨user [Kaltenha¨user, 2010] nachvollzogen und um das
Ensemble von Histogrammen (siehe Abschnitt 3.3.1) und das Least
Squares Mutual Information Verfahren (siehe Abschnitt 3.3.2) erwei-
tert. Ein Ausschnitt aus den Ergebnissen ist in den Tabellen 3.1 und
3.2 dargestellt.
Im Wesentlichen wurden dabei die Ergebnisse von [Khan et al., 2007]
besta¨tigt. Bei den Testdaten der drei Funktionen mit wenig Rauschen
(σRauschen/σSignal = 0.1) kam der Na¨chste-Nachbar-Ansatz zu den
besten Ergebnissen. Bei starkem Rauschen (σRauschen/σSignal = 0.5)
konnte bei wenigen Datenpunkten das Ensembleverfahren seine Sta¨rken
ausspielen, wa¨hrend die Kerneldichtescha¨tzung bei vielen Datenpunk-
ten und viel Rauschen u¨berzeugte. Aber auch der Na¨chste-Nachbar
Ansatz kam zu sehr guten Ergebnissen.
Eine abschließende Empfehlung zu geben, welches das zu bevorzugende
Verfahren ist, gestaltet sich schwierig. Zwei der besten Verfahren, die
Kerneldichtescha¨tzung und der Na¨chste-Nachbar-Ansatz, stellen na¨m-
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Abha¨ngigkeit linear quadratisch periodisch
σ/σS 0.1 0.5 0.1 0.5 0.1 0.5
Histogramm 2.20 0.85 1.75 0.83 1.59 0.57
Cellucci 2.19 0.85 1.73 0.80 1.68 0.60
Ensemble 2.16 0.85 1.70 0.83 1.55 0.57
KDE 2.07 0.82 1.50 0.79 1.45 0.53
LSMI 3.83 0.83 2.08 0.71 2.11 0.46
KNN 2.32 0.80 1.99 0.79 1.71 0.53
Wahre MI 2.31 0.80 1.98 0.79 1.70 0.53
Tabelle 3.2.: Transinformation bei N=10000 Datenpunkten. Fett dargestellt
ist das fu¨r jede Spalte am na¨chsten zur wahren Transinformation liegende
Ergebnis.
lich zwei Extrema im Sinne des Bias-Varianz-Dilemmas dar. Wa¨hrend
der Na¨chste-Nachbar Ansatz so gut wie keinen Bias aufweist, zeigt sich
bei Versuchen mit viel Rauschen, dass hier die Tendenz zur U¨beran-
passung gegeben ist. Umgekehrt neigen Kerneldichtescha¨tzer zu einem
hohen Bias [Rajagopalan et al., 1997], was sich in Fehlern bei ge-
ringem Rauschen niederschla¨gt. Jedoch zeigt dieser Scha¨tzer eine gute
Generalisierung, wenn es um Daten mit viel Rauschen geht.
Auch darf nicht außer Acht gelassen werden, dass beide Verfahren je
einen Parameter besitzen, der es ermo¨glicht diese Extrema aufzuwei-
chen. So fu¨hrt beim Na¨chsten-Nachbar Ansatz die Verwendung von
mehr Nachbarn zu einer besseren Generalisierung, wa¨hrend die Wahl
einer sehr schmalen Kernelbandbreite h bei der Kerneldichtescha¨tzung
den Bias verringert. Jedoch zeigt sich, dass dies sich immer auch zu
Ungunsten der Approximationsgu¨te niederschlagen kann.
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Ergebnisse im Rahmen der Merkmalsselektion
Jedoch ist fu¨r eine erfolgreiche Merkmalsselektion der korrekte Wert
der Transinformation nur zweitrangig. Wichtiger ist bei den Auswahl-
verfahren, dass die approximierten Transinformationswerte im korrek-
ten Verha¨ltnis zueinander stehen. Die Arbeitshypothese fu¨r die durch-
gefu¨hrten Untersuchungen war dabei, dass sich im Verha¨ltnis der ge-
scha¨tzten Werte eventuelle systematische Fehler aufheben und somit
auch Verfahren, welche nicht die genausten Approximationen der Trans-
information erreichen, nu¨tzlich fu¨r die Merkmalsselektion sein ko¨nnen.
Sollte diese Hypothese falsch sein, mu¨sste sich ein qualitativ a¨hnliches
Bild wie in den vorangegangenen Experimenten ergeben. Das heißt, es
mu¨ssten klare Vorteile fu¨r die Kerneldichtescha¨tzung und das Na¨chste-
Nachbar-Verfahren erkennbar sein.
Diese Hypothese wurde wie folgt getestet. Fu¨r mehre-
re Datensa¨tze aus dem UCI Machine Learning Repository
[Asuncion und Newman, 2007] wurden mit den vorgestellten
Verfahren die Transinformation gescha¨tzt, wobei die MIFS Approxi-
mation (3.22) zum Einsatz kam. Beim Na¨chsten-Nachbar-Ansatz (3.21)
wurde zusa¨tzlich die origina¨re Verbundtransinformation bestimmt,
da die Literatur hier Vorteile fu¨r dieses Verfahren sieht. Basierend
auf diesem MIFS Ranking bzw. der Verbundtransinformation (mittels
einer Vorwa¨rtsstrategie, wie in [Kwak und Choi, 2002] beschrieben)
wurden dann die m besten Merkmale ausgewa¨hlt. Zusa¨tzlich zu den
beschriebenen Verfahren wurde eine zufa¨llige Auswahl von Merkmalen
aufgenommen und bewertet, wobei diese u¨ber zehn Versuche gemittelt
wurden.
Mit Hilfe eines einfachen Na¨chsten-Nachbar-Klassiﬁkators und Kreuz-
validierung wurde dann die Klassiﬁkationsgu¨te in Form der Balanced
Error Rate3 bestimmt. Diese dient dabei als Maß fu¨r die Gu¨te der Merk-
3Diese ergibt sich als BER = 1
2
(
FN
FN+TP
+ FP
FP+TN
)
. Dabei ist FN die Anzahl
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Abbildung 3.8.: Schematische Darstellung des Ablauf der Untersuchung.
Im ersten Block werden die Transinformationswerte bzw. die MIFS-Werte
(welche die bereits gewa¨hlten Merkmale mit beachtet, daher die Ru¨ckkopp-
lung im Bild) bestimmt - wa¨hrend danach die eigentliche Auswahl statt-
ﬁndet. Mit den gewa¨hlten Merkmalen kann dann ein Klassiﬁkator trainiert
werden. Dessen ﬁnaler Fehler, der u¨ber Kreuzvalidierung bestimmt wird,
dient zur Bewertung der Gu¨te der selektierten Merkmale.
malsselektion. Schematisch ist der Ablauf in Abbildung 3.8 zu sehen.
Zahlenma¨ßig sind die Ergebnisse in Tabelle 3.3 dargestellt.
Das Auftreten von gleichen Fehlerraten ist ein Zeichen dafu¨r, dass dann
von den unterschiedlichen Methoden dieselben Merkmale wa¨hrend des
Selektionsprozesses ausgewa¨hlt wurden. Dies bedeutet allerdings nicht,
dass diese Merkmale auch in derselben Reihenfolge hinzugefu¨gt wur-
den. Was man in der Tabelle erkennen kann, ist, dass jedes Verfahren
mindestens einmal das beste Ergebnis erzielt. Allerdings ist auch jede
Methode auf anderen Datensa¨tzen mitunter deutlich schlechter als an-
dere Ansa¨tze, aber immer besser als die zufa¨llige Merkmalsselektion mit
Ausnahme des Cellucci-Histogramm Ansatzes beim Hearts Datensatz,
welches eine schlechtere Lo¨sung anbot, als die zufa¨llig gewa¨hlte.
falsch negativ klassiﬁzierter Beispiele, FP die Zahl falsch positiver Beispiele
und analog dazu sind TP und TN die korrekten Ergebnisse fu¨r die Positiv- und
Negativklasse.
68 3.3. SCHA¨TZUNG DER TRANSINFORMATION
Methode IS GC BC PK HR
Histogramm 0.099 0.379 0.046 0.16 0.368
Ensemble 0.119 0.379 0.046 0.16 0.375
Celluci 0.101 0.36 0.0639 0.092 0.455
KDE 0.119 0.369 0.0463 0.158 0.375
LSMI 0.082 0.369 0.0548 0.136 0.362
KNN 0.113 0.396 0.0632 0.068 0.407
KNNJ 0.143 0.387 0.0775 0.163 0.351
Zufall 0.227 0.436 0.0854 0.162 0.415
Tabelle 3.3.: Ergebnisse der Experimente. Dargestellt ist die Balanced Er-
ror Rate fu¨r die Auswahl von m = 8 Merkmalen und einem 1-Na¨chster-
Nachbar Klassiﬁkator. Fett hervorgehoben sind die jeweils besten Er-
gebnisse pro Datensatz in jeder Spalte. Die verwendeten Abku¨rzungen
fu¨r die Verfahren stehen dabei fu¨r: KDE - Kerneldichtescha¨tzung, LS-
MI - Least Squares Mutual Information / Wahrscheinlichkeitsverha¨ltnis-
scha¨tzung, KNN - Na¨chster-Nachbar Scha¨tzer, KNNJ - Na¨chster-Nachbar
Scha¨tzer fu¨r Verbundtransinformation. Die Abku¨rzungen in der Kopfzei-
le benennen den verwendeten Datensatz: IS - Ionosphere, GC - german
Credit, BC - breast cancer, PK - Parkinsion, HR - Hearts.
Tabelle 3.4 zeigt den Sachverhalt als Rangliste der Verfahren. Formu-
liert man basierend auf dieser Tabelle eine Funktion, welche den Rang
eines Verfahrens fu¨r die unterschiedlichen Datensa¨tze aufsummiert, so
la¨sst sich damit eine vorsichtige Abscha¨tzung der Brauchbarkeit der
Verfahren erreichen. Dieses Ergebnis ist in Tabelle 3.5 dargestellt. Da-
bei fa¨llt auf, dass beispielsweise sowohl das Ensemble von Histogram-
men, als auch die adaptiven Histogrammfa¨cher nach Celluci schlechter
abschneiden, als die einfache Form mit der Fachbreitenwahl nach Scott.
Am schlechtesten abgeschnitten hat der Na¨chste-Nachbar Ansatz zur
direkten Verbundtransinformationsberechnung - ein Ansatz von dem
nach diesen Ergebnissen eher abzuraten ist. Auch die Variante des
Na¨chsten-Nachbar Ansatzes, welcher mittels MIFS die Merkmalsselek-
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IS GC BC PK HT
1 LMSI Celluci Hist/Ens KNN KNNJ
KDE
2 Hist KDE / LMSI - Celluci LSMI
3 Celluci - - LSMI Hist
4 KNN Hist/Ens LSMI KDE KDE/Ens
5 Ens/KDE - KNN Hist/Ens -
6 - KNNJ Celluci - KNN
7 KNNJ K-NN KNNJ KNNJ Celluci
Tabelle 3.4.: Rangliste der Scha¨tzverfahren basierend auf Tabelle 3.3. Die
benutzten Abku¨rzungen entsprechen ebenfalls denen aus der vorhergehen-
den Tabelle (Tab. 3.3).
tion durchfu¨hrt, fa¨llt trotz exzellenter Approximationsgu¨ten hinter die
anderen Verfahren zuru¨ck. Andererseits zeigt sich im Least Squares
Scha¨tzer ein gutes Verfahren zur Merkmalsselektion, auch wenn die Er-
gebnisse bei der Approximationsgu¨te durchwachsen waren (siehe Tabel-
le 3.1 und 3.2). Sowohl die einfache Histogramm-Scha¨tzung als auch die
Kerneldichtescha¨tzung konnten bei der Merkmalsselektion u¨berzeugen.
Um einen Einﬂuss des Bias des verwendeten Na¨chsten-Nachbar Klassi-
ﬁkators auszuschließen, wurden die Untersuchungen mit einem ma¨chti-
geren Klassiﬁkator, einem mehrschichtigen neuronalen Netz wiederholt.
Hierbei zeigten sich sehr a¨hnliche Ergebnisse. Die Eingangs aufgestellte
Hypothese, dass der absolute Approximationsfehler bei der Scha¨tzung
der Transinformation zweitrangig ist, muss als zutreﬀend gewertet wer-
den, da sich doch ein ga¨nzlich anderes Bild als bei der Approximati-
onsgu¨te ergibt.
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Verfahren Punkte
1 Least Squares Mutual Information 12
2 Histogramm 15
3 Kerneldichtescha¨tzung 16
4 Ensemble von Histogrammen 19
Celluci 19
6 Na¨chster Nachbar Klassiﬁkator 23
7 Verbundtransinformation mit k-NN 28
Tabelle 3.5.: Summe u¨ber die erzielten Ra¨nge der Scha¨tzverfahren, welche
in Tabelle 3.4 erzielt wurden. Eine geringere Punktzahl ist dabei besser.
3.3.6. Schlussfolgerungen
Welches Scha¨tzverfahren zur Bestimmung der Transinformation sollte
im Rahmen der Merkmalsselektion verwendet werden?
Wie die Ausfu¨hrungen gezeigt haben, gibt es nicht ein u¨berlegenes Ver-
fahren, sondern die optimale Wahl ist problemabha¨ngig. Dieses empi-
rische Ergebnis ko¨nnte man unter Umsta¨nden als Auspra¨gung des No-
Free-Lunch-Theorems [Wolpert, 1996] interpretieren, d.h. dass gemit-
telt u¨ber die Menge aller mo¨glichen Datenverteilungen, die Verfahren
ohne Verwendung von Apriori-Informationen alle gleich gut abschnei-
den.
Sofern also die Mo¨glichkeit gegeben ist, kann mittels einer Kreuzvalidie-
rung das beste Verfahren gewa¨hlt werden. Allerdings rechtfertigt der zu
erwartende Gewinn in den meisten Fa¨llen wohl nicht den notwendigen
Aufwand fu¨r diese Auswahl.
Die Empfehlung, die aus den Untersuchungen abgeleitet wird, ist es, den
Kerneldichtescha¨tzer zu verwenden. Dies motiviert sich durch sehr gute
Ergebnisse sowohl beim Approximieren der wahren Transinformation,
als auch der Merkmalsselektion. Weiterhin handelt es sich um ein, im
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Vergleich zur LSMI, einfaches Verfahren, so dass hier das Argument
von Occam’s Razor zu Gunsten des Kerneldichtescha¨tzers angebracht
werden ko¨nnte.
Nach dieser Wahl der Kerneldichtescha¨tzung als geeignetes Instrument
zur Scha¨tzung der Transinformation soll nun im weiteren Verlauf dis-
kutiert werden, an welcher Stelle diese Gro¨ße sinnvoll zur Merkmalsse-
lektion eingesetzt werden kann.
3.4. Transinformation und Wrapper-Verfahren
Bisher wurde die Transinformation als einfaches Relevanzkriterium ver-
wendet, um damit ein Merkmalsranking durchzufu¨hren. Dabei wur-
den bereits einfach Mo¨glichkeiten angesprochen die Verbundtransin-
formation zu beru¨cksichtigen [Battiti, 1994] [Kwak und Choi, 1999].
Es existieren jedoch etliche weitere Ansa¨tze, die die Transinforma-
tion oder verwandte Spielarten im Rahmen eines Filterfahrens zur
Merkmalsselektion zu nutzen. Eine U¨bersicht dazu ﬁndet man in
[Torkkola, 2006]. Jedoch haben alle hier betrachteten Ansa¨tze den
Nachteil, dass sie ausschließlich die Relevanz eines Merkmals in Be-
tracht ziehen. Um die Nu¨tzlichkeit, wie in Abschnitt 3.1 diskutiert, zu
bestimmen, sind Filteransa¨tze ungeeignet. Zu diesem Zweck mu¨ssen
Wrapper Verfahren verwendet werden.
Eine umfassende U¨bersicht zu Verfahren die mittels einer de-
ﬁnierten Suchstrategie nach geeigneten Merkmalsteilmengen su-
chen, wird in [Reunanen, 2006] gegeben. Man unterscheidet da-
bei zwischen deterministischen und stochastischen Suchstrategien.
In letztere Gruppe za¨hlen ha¨uﬁg Heuristiken zur globalen Suche
auf diskreten Ra¨umen, wie man sie auch aus der mathemati-
schen Optimierung kennt. Dazu za¨hlen evolutiona¨ren Algorithmen
[Vafaie und Jong, 1992] [Yang und Honavar, 1998], Simulated An-
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nealing [Debuse und Rayward-Smith, 1997] und andere. Da der Re-
chenaufwand bei solchen global optimierenden Verfahren ungleich ho¨-
her ist, werden in der Praxis oft deterministische Suchstrategien ver-
wendet.
Sequentielle Suche
Die bekanntesten Vertreter hierbei sind die sequentielle Vorwa¨rts-
(SFS) sowie die sequentielle Ru¨ckwa¨rtssuche (SBS) [Reunanen, 2006].
Bei der Vorwa¨rtssuche wird dabei mit einer leeren Teilmenge gestartet,
und es werden alle Merkmale einzeln als Eingabe fu¨r einen Klassiﬁkator
verwendet. Das Merkmal, welches zum Klassiﬁkator mit dem gerings-
ten Fehler fu¨hrt, wird dauerhaft in die Teilmenge der ausgewa¨hlten
Merkmale aufgenommen. Dann wiederholt sich das Vorgehen mit allen
verbleibenden Merkmalen. Diese werden einzeln den bereits gewa¨hlten
Merkmalen hinzugefu¨gt und in die Auswahlmenge aufgenommen, falls
damit der geringste Fehler erzielt wurde. Dies wird solange wiederholt,
bis entweder der Klassiﬁkationsfehler des Netzes nicht mehr geringer
wird oder eine vorgegebene Anzahl von Merkmalen ausgewa¨hlt wurde.
Analog dazu funktioniert die Ru¨ckwa¨rtssuche. Hierbei wird mit einer
vollsta¨ndigen Merkmalsmenge begonnen und diese schrittweise um je-
weils ein Merkmal reduziert bis ein Minimum des Klassiﬁkationsfehlers
erreicht wurde. Ein Schritt der sequentiellen Vorwa¨rtssuche (SFS) ist
als Pseudocode in Algorithmus 2 gegeben.
Erweiterungen, wie die Einbeziehung von mehreren Merkmalen pro
Suchschritt oder die Kombination von Vorwa¨rts- und Ru¨ckwa¨rtsschrit-
ten (sogenannte Floating Search Ansa¨tze), machen die Verfahren ﬂe-
xibler, da sie den Suchraum vergro¨ßern. Jedoch geht dies immer auf
Kosten der Rechenzeit, da diese Flexibilita¨t durch zusa¨tzliche Trai-
ningsvorga¨nge erkauft wird.
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Algorithmus 2 SFS(X,Y, S, C,ES)
Eingabe: Datensatz von Beobachtungen X, die entsprechenden Labels Y ,
die Menge bereits gewa¨hlter Merkmale S und die Menge alle Kandidaten C
(fu¨r die klassische Vorwa¨rtssuche gilt, dass C alle Merkmale entha¨lt, die nicht
in S sind) und der Approximationsfehler ES , der mit der Auswahlmenge S
erzielt wurde
Ausgabe: Merkmal cbest welches der Auswahlmenge S hinzugefu¨gt wird,
sowie der erzielte minimale Approximationsfehler Ebest
for ∀ci ∈ C do
Ei = TrainClassifier(X,Y, S ∪ ci)
end for
if ∃Ei ∈ E;Ei + ε < ES then
cbest = argmin
ci
(E)
Ebest = min(E)
else
cbest = ∅
end if
In den beiden einfachen Algorithmen ist es notwendig (und zeitauf-
wendig), mehrmals einen Klassiﬁkator zu trainieren, um den Klassi-
ﬁkationsfehler, also die Nu¨tzlichkeit, bewerten zu ko¨nnen. Im ersten
Durchlauf wird fu¨r jedes Merkmal ein Klassiﬁkator trainiert, also n-
mal. Im zweiten Durchlauf wird fu¨r jedes nichtgewa¨hlte Merkmal zu-
sammen mit dem gewa¨hlten Merkmal ein Klassiﬁkator trainiert, also
(n − 1)-mal. Diese Folge kann bis zur Auswahl des letzten Merkmals
fortgesetzt werden, wo nur noch einmal ein Netz zu trainieren wa¨re.
Natu¨rlich endet der Algorithmus typischerweise fru¨her, nach Auswahl
von nsub Merkmalen. Die Anzahl der Trainingsvorga¨nge TV ergibt sich
als
TV =
nsub∑
i=0
(n− i) , n >= nsub.
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Um eine explizite Formulierung des Sachverhalts zu erhalten, bietet sich
die Schreibweise als arithmetische Reihe an
TV = n(nsub)− n
2
sub − nsub
2
, n >= nsub
Man sieht, dass die Anzahl dieser Trainingsvorga¨nge in einem quadra-
tischen Zusammenhang zur Gesamtzahl der Merkmale und der Zahl zu
wa¨hlender Merkmale steht. Daher besteht das Bestreben, diese Anzahl
zu verringern, ohne dass dabei der Suchraum wesentlich eingeschra¨nkt
wird.
Zu diesem Zweck wird versucht, Techniken der Filterverfahren mit de-
nen der Wrapperverfahren zu kombinieren. Dies wird dann in Teilen
der Literatur als Hybridverfahren bezeichnet. Dazu wird beispielsweise
mittels der Transinformation eine Vorauswahl relevanter Merkmale ge-
troﬀen, welche dann mittels eines Wrappersuchverfahrens auf ihre Nu¨tz-
lichkeit hin untersucht werden [Van Dijck und Van Hulle, 2006], es
werden Boosting-inspirierte Techniken zur Merkmalsselektion hier ein-
geordnet [Das, 2001], oder es werden Merkmale basierend auf ihrer Re-
levanz bestimmt durch Markov Blanket Filter ausgewa¨hlt, wa¨hrend per
Wrapperverfahren die Qualita¨t der unterschiedlich großen Teilmengen
des Filterschrittes bewertet wird [Xing et al., 2001].
Der Grundgedanke bei allen Verfahren ist es, die Vorteile von Filtern
und Wrappern zu kombinieren. Dazu werden Filtertechniken eingesetzt
um mit einer cleveren Suchstrategie, mo¨glichst die Menge der Trainings-
vorga¨nge zu reduzieren, aber es wird das lernende System mit einbezo-
gen um die gewu¨nschten Aussagen u¨ber die Nu¨tzlichkeit zu erhalten.
Basierend auf dieser Pra¨misse der Hybridverfahren werden im folgenden
Algorithmen entwickelt, welche versuchen mittels informationstheore-
tischer Maße die Suche zu steuern und die Menge der zu bewertenden
Merkmalsteilmengen verringern, ohne auf die Aussagen u¨ber die Nu¨tz-
lichkeit von Merkmalen zu verzichten.
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Dieses Vorgehen kann auch mit dem No-Free-Lunch Theorem
[Wolpert, 1996] fu¨r Optimierung [Wolpert und Macready, 1997]
motiviert werden. Stark vereinfacht sagt dieses Theorem, dass alle vor-
wissenfreien Suchverfahren gemittelt u¨ber die Menge aller mo¨glichen
Kostenfunktionen gleich gut sind. Daher ist es notwendig Vorwissen
einzubringen. Im Merkmalsselektionsszenario entspricht der Wrapper
dabei dem Suchverfahren, welche die ﬁnale Bewertung der Nu¨tzlichkeit
vornehmen kann, wa¨hrend die Filterkomponente versucht, Struktur aus
den Daten als Vorwissen einzubringen.
3.5. Auswahl mit Chow-Liu Ba¨umen
Die grundlegende Idee des hier entwickelten Verfahrens besteht darin
einen Wrapper eine Vorwa¨rtsselektion durchfu¨hren zu lassen. Anstatt
jedoch alle Merkmale fu¨r einen Selektionsschritt in Betracht zu zie-
hen, werden nur vorausgewa¨hlte Merkmale betrachtet. Der sogenannte
Chow-Liu Baum u¨ber den Daten wird dazu verwendet diese Vorauswahl
sinnvoll zu treﬀen und dirigiert somit die Suche.
Das Hauptproblem beim Verwenden von Wrapperverfahren sind die
ha¨uﬁgen Trainingsvorga¨nge. Ziel in dieser Arbeit ist es, die Anzahl der
Trainingsvorga¨nge zu reduzieren, ohne dabei auf gute Kandidaten zu
verzichten.
Als erstes werden die Chow-Liu Ba¨ume eingefu¨hrt. Danach wird ge-
zeigt, inwieweit sich dies fu¨r eine Vorwa¨rtsauswahl eignet und die theo-
retischen Vorteile dieser Strukturierung werden diskutiert. Dann wird
erla¨utert, warum eine U¨bertragung auf die Ru¨ckwa¨rtssuche schwierig
ist, bevor die Aussagen dieses Abschnittes mit Experimenten belegt
werden.
Wenn im Folgenden von (Verbund-)Verteilungen die Rede ist, sind da-
bei im Kontext der Merkmalsselektion immer die Verteilungen der Da-
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tenpunkte gemeint, wobei jedes Merkmal eine Dimension des Gesamt-
merkmalraums aufspannt.
3.5.1. Chow-Liu Ba¨ume
Die Chow-Liu Ba¨ume (Chow-Liu tree - CLT) wurden urspru¨nglich als
generative Klassiﬁkatoren entwickelt. Fu¨r jede Klasse eines Klassiﬁka-
tionsproblems wurde die Verteilung der Beispiele approximiert. Fu¨r die
komplette Verbundverteilung wird eine geeignete Approximation dieser
Verteilung gesucht. Dies steht in engem Zusammenhang mit dem bereits
diskutierten Fluch der Dimensionalita¨t, wonach hochdimensionale Ver-
teilungen aufgrund spa¨rlicher Daten nur unzureichend dargestellt wer-
den. Genau diese Approximation liefert der CLT. In der Anwendungs-
phase wird dann die Wahrscheinlichkeit des zu klassiﬁzierenden Bei-
spiels fu¨r alle Ba¨ume bestimmt, und die Klasse des Baumes mit der ma-
ximalen Wahrscheinlichkeit entspricht der Klassiﬁkationsantwort. Man
kann sich dies vereinfacht analog zu einem Hidden Markov Modell zur
Klassiﬁkation vorstellen - jedoch ohne zeitliche Zusammenha¨nge.
Chow-Liu Ba¨ume wurden entwickelt, um Verbundverteilungen eﬀek-
tiv durch einen Abha¨ngigkeitsbaum erster Ordnung repra¨sentieren und
approximieren zu ko¨nnen. [Chow und Liu, 1968] entwickelten dazu ein
Verfahren, welches eine Verbundverteilung als Produkt von zweidimen-
sionalen bedingten Wahrscheinlichkeiten ausdru¨ckt. Wird dieser Zu-
sammenhang als graﬁsches Modell interpretiert, erha¨lt man die namens-
gebende Baumstruktur. Es wurde dabei gezeigt, dass ein Chow-Liu
Baum dabei auch die optimale Baumstruktur darstellt, also den Ap-
proximationsfehler zur wahren Verbundverteilung im Sinne eines Ma-
ximum Likelihood Scha¨tzers minimiert.
Deﬁnition 3.23
Chow-Liu Baum
Um eine k-dimensionale Verteilung X zu approximieren, wird ein
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Baum mit k − 1 Verbindungen bedingter Wahrscheinlichkeiten kon-
struiert. Maximiert dieser Baum dabei die Summe der logarithmischen
Wahrscheinlichkeiten fu¨r jedes gegebene Beispiel, so heißt dieser Baum
Chow-Liu Baum.
TChowLiu = argmax
T
N∑
i=1
log T (xi)
Dabei ist T (xi) die durch den Baum T approximierte Wahrschein-
lichkeit des Beispiels xi mit 1 ≤ i ≤ N .
Wichtig ist dabei, dass zwar die allgemeine Struktur des Baumes festge-
legt wird, also die Zusammenha¨nge zwischen den Variablen, allerdings
kann die Wurzel des Baumes frei gewa¨hlt werden - jeder Knoten, ein
Merkmal im Sinne der Merkmalsselektion, ist ein potentieller Wurzel-
knoten. Die Auswahl eines bestimmten Knotens hat keinen Einﬂuss
auf die Approximationsgu¨te des CLT. Ein Beispiel fu¨r einen solchen
Chow-Liu Baum ist in Abbildung 3.9 gezeigt.
Fu¨r den hier eingefu¨hrten Algorithmus wird nur die Struktur des Bau-
mes, also welche Merkmale an welchen anderen Merkmalen ha¨ngen, von
Bedeutung sein, nicht aber die Verteilungen oder die Wahrscheinlich-
keiten, die sich fu¨r konkrete Beispiele ergeben.
Ermittlung des Chow-Liu Baumes
Der Algorithmus zur Erstellung eines solchen Chow-Liu Baumes folgt
dabei drei Schritten, die anschließend erla¨utert werden:
1. Berechnung einer Transinformationsmatrix. Diese entha¨lt alle paar-
weisen Transinformationen zwischen allen Merkmalen.
2. Berechnung des maximalen Spannbaums u¨ber dieser Transinforma-
tionsmatrix.
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Abbildung 3.9.: Beispiel fu¨r zwei mo¨gliche Baumdar-
stellungen der fu¨nfdimensionalen Verteilung P (x) =
P (x1, x2 . . . x5). Links wird die Verbundverteilung als P (x) =
P (x3)P (x4|x3)P (x5|x3)P (x2|x3)P (x1|x2) dargestellt, rechts dagegen
als P (x) = P (x2)P (x1|x2)P (x3|x2)P (x4|x3)P (x5|x3). Beide Ba¨ume
unterscheiden sich nur durch den unterschiedlichen Wurzelknoten, ihre
Approximation der Verbundverteilung ist a¨quivalent. Nach den aktuellen
Arbeiten im Bereich graphischer Modelle [Bishop, 2006], mu¨ssten diese
Graphen gerichtet (Pfeile von der Wurzel weg) dargestellt werden, da
es sich um bedingte Verteilungen handelt. Praktisch wird jedoch meist
die Verbundverteilung (ungerichtet) gespeichert und die Konditionierung
erfolgt beim Berechnen der Wahrscheinlichkeiten fu¨r konkrete Beispiele.
3. Berechnung der bedingten Wahrscheinlichkeitsverteilungen fu¨r jede
Kante des Spannbaumes.
Zur Aufstellung der Transinformationsmatrix werden alle paarweisen
Werte der Transinformation zwischen allen Merkmalen berechnet. Die
Hauptdiagonale (Transinformation einer Variablen zu sich selbst - also
ihre Entropie) wird weggelassen. Aufgrund der Symmetrie der Transin-
formation ist es ausreichend, entweder die obere oder die untere Drei-
ecksmatrix zu bestimmen. Daraus folgt, dass bei einer k-dimensionalen
Verteilung k
2−k
2 Transinformationsberechnungen durchzufu¨hren sind.
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Dazu ko¨nnen alle in Abschnitt 3.3 vorgestellten Verfahren eingesetzt
werden. Im Rahmen dieser Arbeit wurde die Kerneldichtescha¨tzung
verwendet.
Fu¨r den zweiten Schritt wird diese Transinformationsmatrix als Adja-
zenzmatrix eines ungerichteten Graphen interpretiert. Dabei entspricht
jedes Merkmal einem Knoten V in diesem vollvermaschten Graphen G,
wa¨hrend die Kanten E zwischen den Knoten entsprechend der Trans-
information zwischen beiden Merkmalen gewichtet werden.
Deﬁnition 3.24
Maximaler Spannbaum MST
Ein Spannbaum ist ein Teilgraph von G, der alle Knoten V entha¨lt
und dessen Kanten einen Baum (zusammenha¨ngend, aber keine Krei-
se) bilden. Ein Spannbaum ist maximal, falls die Summe u¨ber alle
Gewichte der Kanten E dabei gro¨ßer oder gleich der Summe jedes an-
deren Spannbaums u¨ber demselben zusammenha¨ngenden, ungerichte-
ten Graphen G ist.
Eine Mo¨glichkeit zur Berechnung des maximalen Spannbaums
ist dabei eine modiﬁzierte Version des Algorithmus von Kruskal
[Kruskal, 1956]. Dieser Algorithmus tut nichts anderes, als immer
wieder unter den nicht gewa¨hlten Kanten jene mit dem ho¨chsten Ge-
wicht auszuwa¨hlen, die keinen Kreis mit den schon gewa¨hlten Kanten
bildet. Wenn keine Kante mehr diese Bedingung erfu¨llt, terminiert der
Algorithmus und die Struktur der gewa¨hlten Kanten ist dann der ma-
ximale Spannbaum4.
4Sollte die Berechnung des maximalen Spannbaums von zeitkritischer Bedeutung
sein, kann auch der Algorithmus von Prim [Prim, 1957] verwendet werden. Die-
ser ist eﬃzienter als Kruskals Ansatz, allerdings nur bei Nutzung von Fibonacci-
Heaps als Datenstruktur. Im Rahmen der hier anvisierten Nutzung zur Merk-
malsselektion ist der Algorithmus von Kruskal ausreichend, da die Berechnung
des Spannbaums nur einen kleinen Bruchteil der Gesamtrechenzeit ausmacht.
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Der erhaltene Spannbaum ist der gesuchte Chow-Liu Baum. Um damit
eine Approximation der Verbundverteilung durchzufu¨hren, ist es zu-
sa¨tzlich notwendig, die einzelnen bedingten Wahrscheinlichkeiten, die
eine Kante in dem Baum bilden, zu bestimmen und zu speichern. Fu¨r
die Merkmalsselektionsproblematik ist jedoch die Struktur entschei-
dend, und die eigentlichen Wahrscheinlichkeiten ko¨nnen vernachla¨ssigt
werden. Der dritte Schritt bei der Erstellung eines Chow-Liu Baumes
kann daher in diesem Kontext, trotz der einfachen Realisierung, u¨ber-
gangen werden. In der Pseudocodedarstellung von Algorithmus 3 sind
alle Schritte angegeben.
Algorithmus 3 Chow-Liu Baum(X)
Eingabe: Datensatz von Beobachtungen X mit Dimensionalita¨t k aus Do-
ma¨ne K
Algorithmus MST, welcher den maximalen Spannbaum u¨ber einer Adjazenz-
matrix bestimmt
Ausgabe: Chow-Liu Baum T
Berechne alle Randverteilungen Pu, Puv mit u, v ∈ K {z.B. mit Kerneldich-
tescha¨tzung}
Berechne alle paarweisen Transinformationsgro¨ßen Iuv mit u, v ∈ K
ET = MST({Iuv})
Tuv ← Puv fu¨r uv ∈ ET
Fu¨r den formalen Nachweis, warum dies zu einer optimalen Approxi-
mation fu¨hrt, sei hier auf die Ausfu¨hrungen in [Chow und Liu, 1968]
verwiesen. Intuitiv kann man sich aber u¨berlegen, dass die maxima-
le Spannbaumsuche die Gesamtmenge an Transinformation zwischen
den Variablen maximiert, d.h. der Informationsverlust, der durch das
Weglassen von Kanten zwangsla¨uﬁg entsteht, wird minimiert.
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3.5.2. Vorwa¨rtsauswahl mit Chow-Liu Ba¨umen
In diesem Abschnitt soll nun erla¨utert werden, wie die eben eingefu¨hrte
Struktur des Chow-Liu Baumes in der Merkmalsselektion genutzt wer-
den kann. Dazu wird der CLT in den Rahmen einer Vorwa¨rtsauswahl
eingepasst.
Zuerst muss gekla¨rt werden, u¨ber welchen Daten der Baum erstellt
wird. Zusa¨tzlich zu den Eingangsvariablen wird der Zielwert, also die
Klasseninformation oder der zu approximierende Funktionswert, als ei-
ne weitere Eingangsgro¨ße interpretiert. Damit scha¨tzt man die Ver-
bundverteilung u¨ber P (X1, X2, · · · , Xk, Y ). Als Festlegung wird dann
der Knoten, der die Variable Y repra¨sentiert, als Wurzelknoten diesen
Baumes betrachtet. Von dieser Wurzel beginnend wird nun die Vor-
wa¨rtssuche gestartet. Dabei kommt der Standardalgorithmus zur se-
quentiellen Vorwa¨rtssuche (siehe Abschnitt 3.4) zum Einsatz - mit der
entscheidenden A¨nderung, dass nicht mehr alle nichtgewa¨hlten Varia-
blen in jedem Schritt als Kandidaten zur Verfu¨gung stehen, sondern
diese Kandidatenmenge u¨ber die berechnete Baumstruktur ausgewa¨hlt
wird.
Konkret bedeutet dies, dass im ersten Schritt nur jene Variablen als
Addition zur Merkmalsmenge in Betracht kommen, die direkt an der
Wurzel des Baumes ha¨ngen. Diese werden einzeln mit dem gewa¨hlten
Lernalgorithmus ausprobiert und das Merkmal, welches den geringsten
Fehler erzeugt, wird dauerhaft ausgewa¨hlt. Danach wird die Menge der
Kandidatenvariablen fu¨r den na¨chsten Schritt aktualisiert. Dazu wird
das ausgewa¨hlte Merkmal aus dieser Menge entfernt und alle Kinder
dieses Merkmals im Chow-Liu Baum werden der Kandidatenmenge hin-
zugefu¨gt. Des Weiteren werden alle Merkmale, deren Hinzunahme keine
Auswirkung auf den Fehler haben, ebenfalls aus der Kandidatenmen-
ge gelo¨scht und deren Kinder hinzugefu¨gt. Dieses Schema wird solange
wiederholt, bis alle Knoten, und damit Merkmale, durchlaufen wurden
und entweder als unwichtig oder relevant eingestuft wurden.
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Algorithmus 4Merkmalsauswahl mit Chow-Liu Ba¨umen(X,Y )
Eingabe: Datensatz von Beobachtungen X und die entsprechenden Labels
Y
Ausgabe: Merkmalsteilmenge S
Z ← X ∪ Y
T ← Chow-Liu Baum(Z)
N ← Node(Y ) {Beginne mit Wurzelknoten Y als Startpunkt der Suche}
S ← ∅ {Initiale Merkmalsmenge sei leer.}
repeat
C ← children(N) {Alle Kinder der Suchknotenmenge sind Kandidaten}
c ← SFS(S,C,X, Y )
S ← S ∪ cbest {Aufnahme des besten Merkmals in die Auswahlmenge}
N ← N ∪ cbest ∪ cunimportant {Aufnahme der besten und unwichtigen
Merkmale in die Suchknotenmenge}
until cbest = ∅ AND cunimportant = ∅
Eine graﬁsche Darstellung der Selektion ist in Abbildung 3.10 an einem
Beispiel zu sehen. Zu Beginn sind alle Merkmale und die Labelinfor-
mationen gegeben. In Schritt 1 wird daraus der Chow-Liu Baum kon-
struiert. Die eigentliche Merkmalsselektion beginnt in Schritt 2 mit der
Wurzel als Suchknotenmenge (gestrichelt). Alle Kinder der Wurzel sind
damit Kandidaten fu¨r die Wrapper-Vorwa¨rtssuche (gepunktet). Merk-
mal x2 sei das beste Merkmal gewesen, und wird damit in Schritt 3
in die Merkmalsmenge und die Suchknotenmenge aufgenommen, damit
wird auch die Kandidatenmenge aktualisiert. Bei der na¨chsten Wrap-
persuche (Schritt 4) u¨ber x1, x3, x4 und x5 wird x1 als besten Merkmal
identiﬁziert und x3 sowie x5 als unwichtig eingestuft (durchgezogen).
Die Kinder aller drei Knoten werden der Kandidatenmenge hinzuge-
fu¨gt. Im letzten Suchschritt u¨ber x4 und x6 wird x6 ausgewa¨hlt und
x4 als unwichtig erkannt. Damit sind alle Knoten abgearbeitet und die
Merkmalsselektion ist abgeschlossen.
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Abbildung 3.10.: Ablauf der Merkmalsselektion mittels eines Chow-Liu
Baumes. Die Erla¨uterung des Ablaufs ﬁndet sich im Text auf der neben-
stehenden Seite.
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3.5.3. Diskussion
Dieser Abschnitt wird die Frage kla¨ren, welche Vorteile sich durch die
Nutzung der Chow-Liu Ba¨ume ergibt. Dabei ha¨ngt die Struktur des
sich ergebenden Baumes von den Zusammenha¨ngen in den Daten ab.
Fu¨r die erste U¨berlegung wird angenommen, dass alle Merkmale
x1, x2, · · · , xk statistisch unabha¨ngig voneinander seien. Das bedeutet,
dass sich in den Eingangsvariablen keine Redundanzen beﬁnden. Eine
Teilmenge dieser Merkmale xp, ..., xq enthalte Informationen u¨ber die
Labelinformation y. Fu¨r die Transinformation bedeutet dies, dass alle
Werte zwischen den Merkmalen untereinander und zum Ziel nahe null
liegen, außer fu¨r die informationstragenden Variablen xp, ..., xq und dem
Ziel y. Um die in Deﬁnition 3.23 benannte Gleichung zu maximieren,
ist es notwendig, dass alle Verbindungen zwischen xp, ..., xq sowie y Teil
des Spannbaumes werden. Als Folge ha¨ngen alle relevanten Variablen
an der Wurzel des Baumes. Im Rahmen der Vorwa¨rtssuche wu¨rden die-
se sukzessive ausgewa¨hlt werden. Alle anderen, irrelevanten Merkmale
ha¨ngen jeweils an einem zufa¨lligen Knoten - die Transinformationswer-
te, die u¨ber den Daten gescha¨tzt werden sind auch bei Unabha¨ngigkeit
nie exakt null.
Der Vorteil gegenu¨ber der klassischen Vorwa¨rtsauswahl ist dabei, dass
zu Beginn nicht alle Merkmale probiert werden mu¨ssen, sondern nur
jene mit hoher Relevanz getestet werden. Trotzdem werden die irrele-
vanten Merkmale auf ihre Nu¨tzlichkeit hin untersucht, jedoch erst im
spa¨teren Teil der Abarbeitung. Fu¨r eine Verbildlichung sein auf Schritt
2 in Abbildung 3.10 verwiesen, wenn man annimmt, dass die Merkmale
x2, x4 und x5 relevant sind und die anderen irrelevant. Somit werden zu
Beginn nur die relevanten Merkmale einbezogen, erst in den weiteren
Schritten 3-5, werden sukzessive die irrelevanten Kandidaten einbezo-
gen.
Nehmen wir zwei vollkommen redundante Merkmale xr und xs mit auf,
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ko¨nnen wir dies wie folgt formulieren:
I(Xr;Y ) ≈ I(Xs;Y ) ≈ I(Xr, Xs;Y ).
Die Information, die jedes der beiden Merkmale zum Ziel entha¨lt, ist
dieselbe die beide Merkmale zusammen zum Ziel enthalten. Umgekehrt
ausgedru¨ckt, ist die Transinformation zwischen den beiden Variablen
mindestens so groß, wie die der Variablen zur Labelinformation.
I(Xr;Xs) ≥ I(Xr;Y ) ≈ I(Xs;Y )
Die Gleichheit ist dabei auch nur gegeben, falls Y sich vollsta¨ndig durch
Xr erkla¨ren la¨sst. Fu¨r die Konstruktion des Chow-Liu Baumes bedeu-
tet dies, dass die Verbindung zwischen den beiden Variablen Xr und
Xs Bestandteil des Baumes sein muss, um die Summe u¨ber die Ge-
wichte zu maximieren. Daraus folgt dann auch, dass nur noch eine der
beiden Variablen an die Wurzel geha¨ngt werden kann, da sich sonst ein
Kreis ergeben wu¨rde. Diese Argumentation la¨sst sich einfach auch auf
mehrere redundante Variable u¨bertragen.
Diese Eigenschaft ist aus Sicht der Systemidentiﬁkation ein Vorteil,
da aus der Perspektive der Wurzel alle Merkmale, die untereinander
redundant sind, sich in einem Zweig des Baumes beﬁnden - wobei das
informativste Feature dieses Zweiges mit der Wurzel verbunden ist.
Fu¨r zwei Merkmale, die zwar teilweise redundant sind I(Xt;Xu) >
I(Xt;Y ), aber trotzdem neue Informationen enthalten I(Xt;Y ) <
I(Xt, Xu;Y ), ist es notwendig einen solchen Zweig mit redundanten
Merkmale ebenfalls in die Vorwa¨rtssuche mit einzubeziehen.
Degenerierte Ba¨ume
Es gibt zwei Extrema von Ba¨umen, die entstehen ko¨nnen und im Sinne
der Merkmalsselektion mit Chow-Liu Ba¨umen als degeneriert aufgefasst
werden. Diese sind graﬁsch in Abbildung 3.11 dargestellt.
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Abbildung 3.11.: Degenerierte Chow-Liu Ba¨ume. Links: Alle Knoten ha¨n-
gen an der Wurzel. Es gibt durch den Chow-Liu Baum keinen Vorteil
verglichen mit der Standardvorwa¨rtsauswahl. Rechts: Alle Knoten ha¨ngen
in einem Zweig des Baumes. Dies fu¨hrt zu einer minimalen Menge von
Trainingsvorga¨ngen.
1. Alle Knoten der Variablen ha¨ngen direkt am Wurzelknoten Y . Da-
bei handelt es sich um die schlechtmo¨glichste Struktur des Baumes,
denn die Ausfu¨hrung des Algorithmus entspricht nun der sequen-
tiellen Vorwa¨rtssuche. Eine Einschra¨nkung der Kandidatenmenge
wird nicht vorgenommen. In dieser Form gilt der in Abschnitt 3.4
benannte quadratische Zusammenhang zwischen Eingangsvariablen
und der Anzahl der Trainingsvorga¨nge.
2. Alle Knoten bilden einen Pfad bis zum einzigen Blatt des Baumes.
Diese Struktur fu¨hrt dazu, dass jedes Merkmal einzeln gepru¨ft wird
und entweder zum Merkmalssatz hinzugefu¨gt wird, oder endgu¨ltig
abgelehnt wird, bevor das na¨chste Merkmal betrachtet wird. Dar-
aus ergibt sich ein direkter linearer Zusammenhang zur Anzahl der
Eingangsvariablen.
Die Struktur von realen Datensa¨tzen liegt zwischen diesen beiden Ex-
trema. Fu¨r verschiedene Datensa¨tze der UCI Machine Learning Reposi-
tory [Asuncion und Newman, 2007] wurde die durchschnittliche Zahl
von Kindern der Nichtblattknoten c des Chow-Liu Baumes bestimmt.
Falls c = n wu¨rde dies Extremum 1 bedeuten, falls c = 1 wu¨rde dies
dem zweiten degenerierten Baum entsprechen. Fu¨r die Datensa¨tze er-
gaben sich dabei Zahlen von 1.61 ≤ c ≤ 2.63. Der Versuch hier einen
konkreten logarithmischen Zusammenhang hineinzuinterpretieren, er-
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wies sich als schwierig. Dies liegt daran, dass die Struktur des Baumes
ausschließlich von den in den Daten gegebenen Zusammenha¨ngen ab-
geleitet wird und nicht von der Anzahl der Dimensionen und damit der
Eingangsvariablen. Daher ist eine rigorose Analyse der Laufzeit leider
nicht mo¨glich. Nichtsdestotrotz zeigt sich, dass die Anzahl der Trai-
ningsvorga¨nge im Mittel in der Gro¨ßenordnung O(n log n) bewegen,
wie man es bei einer Baumstruktur erwarten wu¨rde.
3.5.4. Ru¨ckwa¨rtssauswahl mit Chow-Liu Ba¨umen
Die sich ergebende Frage ist, ob dieses Verfahren auch auf das Problem
der Ru¨ckwa¨rtssuche u¨bertragbar ist. Um dieses zu erreichen, wa¨re es
notwendig die Baumstruktur, welche die Suche dirigiert, so zu vera¨n-
dern, dass nicht mehr die informativsten Verbindungen die Kandidaten
bestimmen, sondern die uninformativsten. Im Idealfall mu¨ssten also
alle u¨ber das Ziel unaussagekra¨ftigen Merkmale direkt an der Wurzel
ha¨ngen.
Um dieses zu erreichen, kann man den Algorithmus zur Bestimmung des
Chow-Liu Baumes so modiﬁzieren, dass statt dem maximalen Spann-
baum nach dem minimalen Spannbaum gesucht wird. Der entstehende
Baum (welcher dann kein CLT mehr ist), strukturiert die Variablen
dann so, dass nur noch minimale Information in der Gesamtstruktur
enthalten ist. Theoretisch erlaubt dieses Konstrukt der Uninformation,
schnell die uninformativen Merkmale im Rahmen einer Ru¨ckwa¨rtsaus-
wahl aus der Gesamtmenge zu eliminieren. Dazu ko¨nnen alle Argumen-
te analog zur Vorwa¨rtsvariante angebracht werden.
Leider erwies sich in den praktischen Untersuchungen, dass die Ru¨ck-
wa¨rtssuche nicht praktikabel ist. Das liegt daran, dass der minimale
Spannbaum auf allen Testdatensa¨tzen ein degenerierter Baum ist. In
jedem Datensatz fand sich eine Variable, welche zu fast allen ande-
ren Knoten minimale Information entha¨lt. Zur Bildung des minimalen
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Spannbaums werden damit alle anderen Knoten inklusive der Wurzel
an diese Variable geha¨ngt.
Als Folge hat die Wurzel genau ein Kind - den uninformativen Knoten,
der im ersten Schritt auch eliminiert wird. Allerdings gibt es danach
keine weitere Struktur, die das Verfahren ausnutzen kann. Dadurch,
dass alle anderen Knoten an diesem einem Zentrum ha¨ngen, kann der
Algorithmus nur nach dem klassischen, und damit teuren, Ru¨ckwa¨rts-
suchverfahren vorgehen. Somit erweist sich die Ru¨ckwa¨rtsvariante der
Merkmalsauswahl mit Chow-Liu Ba¨umen als unsinnig. Dabei ist zu
betonen, dass es sich nicht um ein Problem im Algorithmus handelt,
sondern in der Struktur der Daten. Ein einzelner Knoten der keine In-
formationen u¨ber andere Knoten entha¨lt fu¨hrt zur degenerierten Baum-
struktur.
Da in allen durch gefu¨hrten Experimenten wurde ein solcher Knoten
gefunden wurde, muss die Idee der Ru¨ckwa¨rtssuche verworfen werden.
3.5.5. Experimente
Um das vorgestellte Verfahren zu untersuchen, wurden auf meh-
reren Datensa¨tzen aus dem UCI Machine Learning Repository
[Asuncion und Newman, 2007] die Merkmalsselektion und anschlie-
ßend eine Klassiﬁkation durchgefu¨hrt. Verglichen werden dabei eine
Klassiﬁkation ohne jegliche Merkmalsauswahl, die sequentielle Vor-
wa¨rtssuche (Algorithmus 2) als reines Wrapperverfahren, MIFS (Algo-
rithmus 1) als Vertreter der Filterverfahren sowie der eben vorgestellte
Ansatz der Merkmalsauswahl mit Chow-Liu Ba¨umen (Algorithmus 4).
Als Klassiﬁkatoren kamen dabei sowohl ein 3-Na¨chster-Nachbar Klassi-
ﬁkator (Tabelle 3.6) als auch ein Multi-Layer Perceptron (Tabelle 3.7)
mit zwei verborgenen Schichten mit 20 bzw. 10 Neuronen zum Einsatz.
Fu¨r die eigentliche Merkmalsauswahl wurde eine dreifache Kreuzvali-
dierung benutzt um eine U¨beranpassung wa¨hrend der Merkmalsselekti-
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on zu vermeiden [Reunanen, 2003], wa¨hrend fu¨r die eigentliche Klassi-
ﬁkationsbewertung eine zehnfache Kreuzvalidierung verwendet wurde.
Von Interesse ist dabei allerdings nicht nur das Klassiﬁkationsergebnis,
sondern auch die Anzahl der verwendeten Trainingsvorga¨nge, da ein
Ziel in der Verringerung dieser liegt, ohne schlechtere Klassiﬁkationser-
gebnisse zu erzielen.
Betrachtet man die in den Tabellen dargestellten Ergebnisse, fa¨llt zu-
erst auf, dass das Multi-Layer Perceptron schlechtere Ergebnisse liefert,
als der Na¨chste-Nachbar-Klassiﬁkator. Dies ist darauf zuru¨ckzufu¨hren,
dass keine explizite Modellselektion und Optimierung der Parameter
durchgefu¨hrt wurde. Jedoch ist der damit induzierte Bias fu¨r den Ver-
gleich der Merkmalsselektionstechniken derselbe, was die Ergebnisse
innerhalb einer Tabelle vergleichbar macht - und damit auch die Pro-
blematik der Nu¨tzlichkeit einbringt.
Eine weitere Beobachtung, die sich aus beiden Tabellen ergibt, ist, dass
die Zahl der durchgefu¨hrten Trainingsvorga¨nge beim CLT-Verfahren
deutlich unter der der einfachen Vorwa¨rtsauswahl liegt. Die theoretische
Verringerung dieser Trainingszyklen la¨sst sich also auch praktisch beob-
achten. Die Klassiﬁkationsergebnisse liegen dabei beim MLP gleichauf
mit denen der umfangreicheren Vorwa¨rtssuche und sind in einem Fall
signiﬁkant besser, wa¨hrend beim Na¨chsten-Nachbar Klassiﬁkator auch
schlechtere Ergebnisse zustande kommen. A¨hnlich wenig eindeutig er-
gibt sich das Bild im Vergleich zum MIFS-Filterverfahren.
Die Gesamtzahl der ausgewa¨hlten Merkmale divergiert signiﬁkant ohne
eine klare Aussage treﬀen zu ko¨nnen, dass die CLT basierte Auswahl im-
mer mehr oder weniger Merkmale als die Vorwa¨rtssuche ergeben wu¨rde.
Daher kann zusammenfassend nur festgestellt werden, dass die Verwen-
dung des Chow-Liu Baumes die Zahl der beno¨tigten Trainingszyklen
vermindert und die Qualita¨t der Auswahl in derselben Gro¨ßenordnung
wie die Vergleichsverfahren liegt.
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Die Verwendung der Transinformation zur Merkmalsselektion erfolgt
hierbei nur mittelbar - na¨mlich zur Konstruktion der Baumstruktur.
Bei der eigentlichen Selektion spielen die berechneten Werte auch keine
Rolle mehr, nur in der Struktur sind diese indirekt abgebildet. Im na¨chs-
ten Abschnitt soll daher der Frage nachgegangen werden, inwieweit
die Transinformation direkt in den Selektionsprozess integriert werden
kann.
3.6. Auswahl mit Residual Mutual Information
In diesem Abschnitt sollen Verfahren vorgestellt werden, die die Kom-
bination von Filter- und Wrapper-Merkmalsselektionstechniken reali-
sieren, in dem Aussagen u¨ber den Informationsgehalt im Residuum
eines Klassiﬁkators getroﬀen werden. Die Idee ist dabei, dass im Resi-
duum Informationen stecken, die verwendet werden ko¨nnen, um weitere
Merkmale zu wa¨hlen. Verbal gesprochen stecken darin alle vom Funk-
tionsapproximator gemachten Fehler. Gesucht werden nun Merkmale
die in Zusammenhang mit diesen Fehlern stehen, damit diese genutzt
werden ko¨nnen, um den gemachten Fehler zu verringern.
Dabei wird der Begriﬀ des Residuums analog zur Numerischen Mathe-
matik verwendet.
Deﬁnition 3.25
Residuum
Als Residuum wird die Abweichung vom gewu¨nschten, realen Ergebnis
bezeichnet, welche entsteht, wenn ein Funktionsapproximator verwen-
det wird. Sei f(x) = t die organale Funktion und fˆ(x) = y die ermit-
telte Approximation beispielsweise realisiert mittels eines neuronalen
Netzes. Dann ergibt sich das Residuum r als
r = f(x)− fˆ(x) = t− y.
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Man beachte, dass im Gegensatz zum Approximationsfehler, das Vor-
zeichen eine Rolle spielt und daher auch keine mittleren Residuen oder
a¨hnliches gebildet werden. Im Sinne dieser Deﬁnition werden Klassiﬁ-
kationsprobleme als Spezialfall des Approximationsproblems interpre-
tiert.
Es werden drei unterschiedliche Algorithmen vorgestellt, die die Merk-
malsauswahl mittels des Residuums durchfu¨hren. Diese werden dann
ausfu¨hrlich diskutiert und experimentell untersucht.
3.6.1. Algorithmen zur Residual Mutual Information
Die ersten beiden Algorithmen wurden gemeinsam mit Christoph Mo¨l-
ler in seiner Diplomarbeit [Mo¨ller, 2009] entwickelt und spa¨ter vero¨f-
fentlicht [Schaffernicht et al., 2009a].
Der Ausgangspunkt fu¨r die beiden Verfahren ist jeweils derselbe. Zuerst
werden alle Transinformationswerte zwischen den Eingangsvariablen
X1, X2, ..., Xn und der Zielgro¨ße Y berechnet. Das Merkmal mit der
gro¨ßten Transinformation wird verwendet, um damit den Funktionsap-
proximator zu trainieren. Dieser wird ausgewertet und das Residuum
bestimmt. Nun wird eine neue Rangliste von Transinformationswerten
erstellt, allerdings nicht mehr von den Variablen zum Ziel, sondern zwi-
schen Merkmalen und dem Residuum. Der beste Eingangskanal wird
wieder hinzugefu¨gt, und die Prozedur wiederholt sich.
1. Beginne mit einer leeren Merkmalsteilmenge und setze fu¨r den ers-
ten Schritt das Residuum gleich den Zielwerten5.
2. Berechne die Transinformation zwischen jedem nichtgewa¨hltem
Merkmal und dem Residuum.
5Genauer gesagt entspricht dies dem Residuum zwischen dem Ziel und einem Ap-
proximator mit der Ausgabe von null.
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Algorithmus 5 S = RMI.1 (X,Y )
Eingabe: Datensatz von Beobachtungen X und die entsprechenden Labels
Y
Ausgabe: Menge von gewa¨hlten Merkmalen S und den letzten Klassiﬁkator
S ← ∅ {Starte mit leerer Merkmalsmenge}
R ← Y {Residuen entsprechen den Zielwerten}
while Abbruchkriterium nicht erfu¨llt do
Xmax = argmax
Xi
[I(Xi;R)]
S ← S ∪Xmax
X ← X \Xmax
Classiﬁer ← TrainClassifier(S, Y )
Prediction ← ApplyClassifier (Classiﬁer, S)
R ← Y− Prediction
end while
3. Bestimme jenes Merkmal mit dem maximalen Transinformations-
wert.
4. Fu¨ge dieses Merkmal der Menge ausgewa¨hlter Merkmale hinzu.
5. Trainiere einen neuen Approximator.
6. Berechne das neue Residuum zwischen der aktuellen Approximation
und dem Zielwert und gehe zu Schritt 2 - falls nicht das Abbruch-
kriterium erfu¨llt ist.
Eine formalere Beschreibung in Pseudocode ist in Algorithmus 5 gege-
ben.
Als Abbruchkriterien kommen dabei eine bestimme Anzahl von gewa¨hl-
ten Merkmalen, der verbleibende Fehler des Klassiﬁkators oder auch das
Unterschreiten einer Schranke bei der maximalen, berechneten Trans-
information in Betracht.
Von entscheidender Bedeutung bei diesem Algorithmus ist die Tatsa-
che, dass der Klassiﬁkator in jedem Schritt wieder verworfen wird und
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mit den neuen Merkmalen eine komplett neue Instanz trainiert wird.
Dies erscheint im ersten Moment etwas unintuitiv, da auf diese Wei-
se der Klassiﬁkator, der zum Erzeugen des Residuums benutzt wurde,
verworfen wird. Welche Argumente dafu¨r sprechen, wird in Abschnitt
3.6.2 na¨her erla¨utert.
Jedoch fu¨hrt diese U¨berlegung zur zweiten Variante des Algorithmus,
welche sich dadurch unterscheidet, dass anstatt den Klassiﬁkator im-
mer zu verwerfen, einfach ein neuer Klassiﬁkator angeha¨ngt wird. Dieser
erha¨lt als Eingabe das Klassiﬁkationsergebnis der vorhergehenden Stu-
fe der Kaskade sowie das residuumbasiert neu gewa¨hlte Merkmal und
kann darauf basierend seine Entscheidung fa¨llen. Dargestellt ist die-
ser Ansatz in Abbildung 3.12. Vom Vorgehen sind dabei Parallelen zu
Cascade-Correlation Netzen [Fahlman und Lebiere, 1990] oder der
Neuronalen Hauptkomponentenanalyse nach Sanger [Sanger, 1989] zu
erkennen. Es wird mit jedem Merkmal eine neue Stufe in der Verarbei-
tungsstruktur hinzugefu¨gt.
Der Pseudocode ist in Algorithmus 6 dargestellt.
3.6.2. Diskussion
Oﬀensichtlicher Vorteil der Verfahrensweise mit den RMI Algorithmen
ist die Reduktion der Trainingsvorga¨nge. Fu¨r jedes ausgewa¨hlte Merk-
mal wird nur noch ein einziges Mal ein Trainingsvorgang durchgefu¨hrt.
Die Laufzeitkomplexita¨t der Trainingsvorga¨nge ist linear und liegt da-
mit in O(n).
Doch es bleibt die Frage zu kla¨ren, warum das Residuum und warum
speziell die Information, die in den Variablen u¨ber das Residuum steckt,
nu¨tzlich fu¨r die Merkmalsselektion ist.
Erstens steckt im Residuum all jenes, was durch die bisher ausgewa¨hl-
ten Merkmale in Kombination mit dem gewa¨hlten Klassiﬁkator noch
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Abbildung 3.12.: Schematische Darstellung des RMI2 Algorithmus, die von
links oben nach rechts unten zu lesen. Es wird die Auswahl des dritten
Merkmals gezeigt. Im ersten Schritt wurde das Merkmal F1 gewa¨hlt und
mit nur diesem Merkmal ein neuronales Netz mit den Trainingswerten T
gelernt. Im zweiten Durchlauf des Algorithmus wurde Merkmal F2 gewa¨hlt
und ein Netz trainiert, welches als Eingaben das Merkmal F2 und die Aus-
gabe des letzten Netzes erha¨lt. Die Ausgabe Y (II) wird benutzt, um das
Residuum R(II) zu bestimmen. Zwischen diesem und allen nicht gewa¨hlten
Merkmalen F3 . . . Fn wird dann die Transinformation (MI) bestimmt und
damit das na¨chste Merkmal mit dem ho¨chsten Wert hinzugefu¨gt. Gestri-
chelt ist der Fortgang des Algorithmus angedeutet.
nicht erkla¨rt werden kann. Diese intuitive Idee la¨sst sich auch formal
sehr leicht zeigen. Unter der Deﬁnition, dass das Residuum R alles vom
Ziel Y umfasst, was von den gewa¨hlten Merkmalen S nicht erkla¨rt wer-
den kann, ergibt sich
H(Y )− I(S;Y ) + IBiasV erlust = H(R).
Da H(Y ) konstant ist und fu¨r ein redundantes Merkmal xi gilt
I(S;Y ) = I(S∪xi;Y ) folgt auch, dass H(R) sich bei Hinzunahme eines
redundanten Merkmals nicht a¨ndern kann. Eine komplett redundante
Variable tra¨gt daher auch keine Informationen u¨ber das Residuum in
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Algorithmus 6 S = RMI.2 (X,Y )
Eingabe: Datensatz von Beobachtungen X und die entsprechenden Labels
Y
Ausgabe: Menge von gewa¨hlten Merkmalen S und die Klassiﬁkatorkaskade
S ← ∅ {Starte mit leerer Merkmalsmenge}
R0 ← Y {Menge aller Merkmale aus X}
j ← 1
while Abbruchkriterium nicht erfu¨llt do
Xmax = argmax
Xi
[I(Xi;Rj−1)]
S ← S ∪Xmax
X ← X \Xmax
Classiﬁerj ← TrainClassifier(Predicitionj−1, Xmax, Y )
Predictionj ← ApplyClassifier (Classiﬁerj , S)
Rj ← Y− Predictionj
j ← j + 1
end while
sich.
Daraus folgt ebenfalls, dass eine informative Variable xj , die nicht red-
undant ist (also gilt I(S;Y ) < I(S∪xj ;Y )), dassH(R|S) > H(R|S∪xj)
ist. Das heißt, dass diese Verringerung des Residuums auch durch eine
Berechnung von I(X;R) als Auswahlkriterium erfolgen kann.
Anders interpretiert bedeutet dies, dass falls eine Eingangsvariable In-
formationen u¨ber das Residuum entha¨lt, dann stecken in dieser Variable
oﬀensichtlich Informationen, die eingesetzt werden ko¨nnen, um dieses
Residuum zu verringern.
Ein weiterer Vorteil, der sich in diesem Verfahren ergibt, ist, dass sich
der Bias des verwendeten Approximators im Residuum widerspiegelt.
Die bisherigen U¨berlegungen haben stillschweigend vorausgesetzt, dass
der verwendete Approximator keinen Bias besitzt (IBiasV erlust = 0),
was allerdings vor dem Hintergrund des Bias-Varianz Dilemmas eher
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unwahrscheinlich ist.
Daher muss davon ausgegangen werden, dass die Information, die in
einer Merkmalsteilmenge S steckt, nur teilweise vom Approximator
umgesetzt werden kann. Das bedeutet, dass ein Teil der Information
verloren geht I(S;Y ) = Inutzbar + IBiasV erlust. Allerdings spiegelt sich
dieser Verlust, der durch Einschra¨nkungen des verwendeten Klassiﬁka-
tors zustande kommt, auch im Residuum wieder. Das Residuum entha¨lt
also nicht nur die fehlenden Informationen in den gewa¨hlten Merkma-
len, sondern es beinhaltet alles, was der eingesetzte Klassiﬁkator unter
Verwendung der Merkmale nicht erkla¨ren kann. Dies fu¨hrt dazu, dass
ein redundanter Kanal unter Umsta¨nden gewa¨hlt wird, falls durch die
Redundanz der Biasfehler reduziert wird.
Man kann zusammenfassend sagen, dass die Verwendung der Residual
Mutual Information den Vorteil hat, dass die Redundanzproblematik
in diesem Verfahren implizit gelo¨st wird.
Allerdings wurde im Rahmen von Experimenten eine entscheidende,
systematische Limitierung der kaskadierten Variante des Algorithmus
(RMI.2) festgestellt. Auf den ersten Blick erscheint das Vorgehen sehr
intuitiv mit jedem neuen Merkmal einfach die Entscheidung des vor-
hergehenden Klassiﬁkators zu verbessern. Auf den zweiten Blick wird
jedoch oﬀensichtlich, dass in jeder Stufe des Klassiﬁkators nur eine zwei-
dimensionale Entscheidungsﬂa¨che zur Verfu¨gung steht. Durch die Kas-
kade entsteht somit eine Reihe von ineinander geschachtelten Klassi-
ﬁkatoren. Damit sind rechentechnischen Anforderungen natu¨rlich ge-
ringer als in einem monolithischen n-dimensionalen Gesamtentschei-
dungsraum, allerdings wird damit auch die Menge der Lo¨sungen auf
einen Unterraum beschra¨nkt.
Wesentlich drastischere Auswirkung hat diese Einschra¨nkung bei der
Verwendung von Klassiﬁkatoren, die ausschließlich die Klassenentschei-
dung ausgeben, wie der einfache Na¨chste-Nachbar Klassiﬁkator. Damit
erha¨lt die na¨chste Entscheidungsstufe der Kaskade den Wert 0 oder 1
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Abbildung 3.13.: Probleme mit der kaskadierten Variante der Residual Mu-
tual Information. (a) Diskreter Klassiﬁkator (z.B. Na¨chster Nachbar). Der
Abstand zweier Beispiele aus derselben Klasse dIN ist immer kleiner gleich
dem Abstand zu jedem Beispiel aus der anderen Klasse dBTW . Daher kann
unter Verwendung dieses einen neuen Merkmals keine A¨nderung der Klas-
senzugeho¨rigkeit herbeigefu¨hrt werden. (b) Kontinuierlicher Klassiﬁkator
mit expliziter Klassiﬁkationsschwelle (z.B. neuronales Netz mit einer ande-
ren Ausgabefunktion als der Stufenfunktion). Hier entsteht diese Problem
nicht, da der Ausgang der letzten Kaskadenstufe nicht nur Extremwerte
annimmt und der Abstand von Beispielen unterschiedlicher Klassen dBTW
kleiner sein kann als der na¨chste Innerklassennachbar dIN .
zusammen mit dem neu ausgewa¨hlten Merkmal, welches auch auf das
Intervall [0, 1] skaliert ist. Damit dominiert die Entscheidung der vor-
hergehenden Stufe immer das neue Merkmal, da die Distanz zu einem
Beispiel der anderen Klasse immer gro¨ßer gleich 1 ist, wa¨hrend die Di-
stanz zu allen Nachbarn der eigenen Klasse immer kleiner gleich 1 ist.
Daher kann die in der ersten Stufe der Kaskade getroﬀene Entscheidung
nie mehr korrigiert werden. Dargestellt ist dieses Problem in Abbildung
3.13.
Man ko¨nnte dieses Problem umgehen, indem man hier eine variable
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Skalierung des neuen Merkmals zula¨sst. Allerdings bedeutet dies, dass
neue Hyperparameter wa¨hrend des Lernens gescha¨tzt werden mu¨ssen.
Ebenfalls denkbar wa¨re die Verwendung von speziellen Distanzmaßen,
die dieses Problem umgehen. Die einfache intuitive Lo¨sung ist damit
allerdings immer nicht mehr gegeben. Daher wird empfohlen, dieses
Verfahren nicht mit solchen diskreten Klassiﬁkator zu kombinieren.
Im Falle eines kontinuierlichen Funktionsapproximators oder eines
Klassiﬁkators, der eine Klassenentscheidung basierend auf einem konti-
nuierlichen Wert (z.B. Abstand zu einer Trenngerade) triﬀt und diesen
Wert der na¨chsten Kaskadenstufe zur Verfu¨gung stellt, stellt dieses Ver-
halten jedoch kein Problem dar.
3.6.3. Gewichtete Residual Mutual Information
Bisher wurde das Residuum auf der Ebene der Merkmale betrachtet
- allerdings kann man sich auch eine andere Anwendung vorstellen,
die in diesem Abschnitt diskutiert werden soll. Diese Idee wurde in
[Schaffernicht und Gross, 2011] vero¨ﬀentlicht.
Die gedankliche Grundidee ist dabei a¨hnlich dem AdaBoost-
Algorithmus [Freund und Schapire, 1995]: Beispiele, die bisher
falsch klassiﬁziert werden, dominieren die Selektion neuer Merkmale,
im Gegensatz zu Beispielen, die korrekt klassiﬁziert werden.
Dazu existiert in der Literatur der Begriﬀ der gewichteten Transinfor-
mation [Guiasu, 1977], dort wird diese als
wI(X;Y ) =
∫
x
∫
y
w(x, y)p(x, y) log
p(x, y)
p(x)p(y)
dydx
deﬁniert. Fu¨r die hier vorgestellte Umsetzung entspricht das Gewicht,
dem betragsma¨ßigen Residuum, also dem Fehler, der fu¨r das jeweilige
Beispiel px,y gemacht wird.
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Deﬁnition 3.26
Residuumsgewichtete Transinformation
Damit ergibt sich fu¨r die mittels des Residuums gewichtete Transin-
formation folgende Berechnungsvorschrift:
rI(X;Y ) =
∫
x
∫
y
|r(x, y)| p(x, y) log p(x, y)
p(x)p(y)
dydx.
Fu¨r die bina¨re Klassiﬁkation ergibt sich dazu eine einfache Umsetzung,
welche einen Spezialfall darstellt. Alle Beispiele, denen die korrekte
Klasse zu geordnet wurde, ﬁnden keine Verwendung, um die Trans-
information fu¨r den na¨chsten Schritt zu berechnen. Korrekt klassiﬁ-
ziert bedeutet nichts anderes als ein Residuum von null und daher ein
entsprechendes Gewicht, wa¨hrend alle Fehlklassiﬁkationen im gleichen
Verha¨ltnis einen Fehler machen und daher auch dasselbe Residuum und
damit dasselbe Gewicht erhalten.
Etwas diﬃziler gestaltet sich das Problem im Rahmen einer Approxi-
mationsaufgabe. Hier muss jedes Beispiel mit einem kontinuierlichen
Wert gewichtet werden, welcher durch das Residuum geliefert wird. Ei-
ne Normierung dieser Gewichte ist nicht zwingend erforderlich, da das
korrekte Verha¨ltnis bei der Berechnung der gewichteten Transinforma-
tion ausreichend ist.
Eine Pseudocodedarstellung zur Merkmalsselektion mittels der gewich-
teten Transinformation ist unter Algorithmus 7 zu ﬁnden.
Auch hier lassen sich die zwei Hauptargumente zur Verwendung des Re-
siduums wieder einbringen. Erstens werden Redundanzen durch dieses
Verfahren implizit beru¨cksichtigt. Alle Beispiele, zu denen in den be-
reits gewa¨hlten Kana¨len Informationen vorliegen, werden ein geringes
Residuum aufweisen und damit kaum in die Berechnung des na¨chs-
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Algorithmus 7 S = wRMI (X,Y )
Eingabe: Datensatz von Beobachtungen X und die entsprechenden Labels
Y
Ausgabe: Menge von gewa¨hlten Merkmalen S und der ﬁnale Klassiﬁkator
S ← ∅
R ← 1
r(x, y) = 1; ∀(x, y)
while Abbruchkriterium nicht erfu¨llt do
Xmax = argmax
Xi
[∫
x
∫
y
|r(xi, y)| p(xi, y) log p(xi,y)p(xi)p(y)dydxi
]
S ← S ∪Xmax
X ← X \Xmax
Classiﬁer ← TrainClassifier(S, Y )
r(x, y) =ApplyClassifier(Classiﬁer, x)− y
end while
ten Merkmals einbezogen. Die redundanten Kana¨le ko¨nnen demzufolge
auch keinen hohen Wert fu¨r die gewichtete Transinformation erreichen.
Zweitens wird auch der Bias des verwendeten Approximators beru¨ck-
sichtigt, da ein nu¨tzlicher Kanal Informationen u¨ber die Beispiele ent-
ha¨lt, die aufgrund des Biasfehlers noch nicht korrekt gelernt wurden.
3.6.4. Experimente
Um die bisher gewonnenen Erkenntnisse u¨ber die Verfahren zu besta¨ti-
gen und zu vertiefen, wurden auch hier Experimente durchgefu¨hrt. Um
die Konsistenz der Ergebnisse zu gewa¨hrleisten, folgen diese Untersu-
chungen dem bereits in Abschnitt 3.5.5 vorgestellten Schema. Auch die
Ergebnistabellen dieses Abschnitts werden hier fortgeschrieben.
Auﬀa¨llig ist hierbei die Anzahl der durchlaufenen Trainingszyklen fu¨r
den jeweiligen Klassiﬁkator. Diese ist immer nur einen Durchlauf ho¨her,
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als die Anzahl der ausgewa¨hlten Merkmale und damit deutlich geringer
als bei der einfachen Vorwa¨rtsauswahl oder der Auswahl u¨ber Chow-
Liu Ba¨ume. Das heißt, dem Ziel, diese Zahl so niedrig wie mo¨glich zu
halten, ist man hier na¨her gekommen. Leidet darunter die Qualita¨t der
Auswahl?
Betrachtet man Tabelle 3.8, so fa¨llt auf, dass der Na¨chste-Nachbar Klas-
siﬁkator in Kombination mit der RMI1 Methode durchweg die schlech-
testen Ergebnisse erzielt (RMI2 wurde aus den weiter oben diskutier-
ten Gru¨nde nicht mit aufgenommen). Bei der Verwendung eines mehr-
schichtigen Vorwa¨rtsnetzes tritt diese Dissonanz jedoch nicht zutage
(siehe Tabelle 3.9). Dieses Verhalten liegt darin begru¨ndet, dass der
Na¨chste-Nachbar Ansatz, im Gegensatz zum globalen Funktionsappro-
ximator eines MLPs, auf lokalen Nachbarschaften basiert.
Bei der Verwendung von lokalen Nachbarschaften vera¨ndert sich in je-
dem Schritt, in dem eine neue Dimension hinzugenommen wird, diese
Nachbarschaft, was unter Umsta¨nden auch wieder zu einer Verschlech-
terung des Ergebnisses fu¨hren kann. Zwei Beispiele gleicher Klasse, die
auf einer zweidimensionalen Ebene direkt nebeneinander lagen, sind
unter Umsta¨nden im 3D-Raum weit voneinander entfernt, da sie un-
terschiedliche Ho¨hen haben. Die Auswahl dieser Ho¨hendimension er-
folgte allerdings nur unter dem Gesichtspunkt der Beispiele, welche
falsch klassiﬁziert wurden - nicht danach, dass diese neue Dimension
durch neue Nachbarschaftsverha¨ltnisse eventuell mehr Fehler produzie-
ren ko¨nnte. Daher muss man nach diesen Experimenten von der Ver-
wendung des RMI1 und auch des RMI2 Verfahrens mit lokalen Klassi-
ﬁkatoren abraten.
Fu¨r einen globalen Approximator hingegen reduziert sich das Problem
darauf den Unterraum ohne die neue Variable wiederzuﬁnden, um eine
Verschlechterung zu vermeiden. Im den Experimenten mit dem MLP
als Klassiﬁkator zeigt sich, dass das Verfahren konkurrenzfa¨hig ist. Der
RMI.2 Ansatz erreicht zwar teilweise bessere Ergebnisse als die Refe-
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renzverfahren, bleibt aber immer hinter den anderen beiden residuums-
basierten Verfahren zuru¨ck.
Die Verwendung der gewichteten Transinformation erzielt durchweg gu-
te bis sehr gute Ergebnisse, auch die Problematik der lokalen Klassiﬁ-
katoren tritt hier nicht zu Tage.
Daher ergibt sich als Empfehlung aus diesem Abschnitt, das Verfahren
mit der gewichteten Transinformation einzusetzen - es verwendet nur
sehr wenige Trainingsvorga¨nge und erreicht Ergebnisse, die auf Augen-
ho¨he mit den anderen Verfahren liegen oder besser sind.
3.7. Merkmalstransformation
Bisher wurden Verfahren dargestellt, die mittels der Transinformati-
on und verwandter Konzepte eine Auswahl von Merkmalen triﬀt. Al-
lerdings kann es, wie schon zu Beginn des Kapitels bemerkt, sinnvoll
sein, Merkmale zu transformieren. Dies ist insbesondere dann der Fall,
wenn in den Eingangskana¨len davon ausgegangen werden kann, dass es
zwischen den Kana¨len nachbarschaftliche Beziehungen gibt und die in-
formationstragenden Elemente nicht in wenigen Variablen akkumuliert
sind, sondern sich u¨ber viele Kana¨le verteilen.
Dies ist beispielsweise bei Bildern der Fall, wenn jede Pixelposition
als Eingangsvariable aufgefasst wird. Die Pixel stehen in Beziehung
zueinander und erst eine gewisse Menge an Pixeln ermo¨glicht es, den
Bildinhalt zu erschließen. Das Auswa¨hlen einzelner Pixel als relevante
Kana¨le ist oftmals wenig sinnvoll.
Trotzdem soll, gerade bei Bildern, die Zahl der Merkmale deutlich ver-
ringert werden. Dazu werden die Bilder
”
verlustbehaftet komprimiert“,
in dem alle fu¨r die Aufgabe irrelevanten Teile weggelassen werden. Das
klassische Beispiel fu¨r eine solche Merkmalstransformation ist dabei
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die Hauptkomponentenanalyse (Principal Component Analysis - PCA,
auch Karhunen-Love Transformation)[Pearson, 1901], ein Standard-
verfahren aus der multivariaten Statistik.
Bei diesem Verfahren werden die Raumrichtungen, in denen die gro¨ßten
Varianzen der Daten auftreten, gesucht und mit deren Hilfe ein neues,
orthogonales Basissystem aufgespannt. Jede zusa¨tzliche Raumrichtung
tra¨gt weniger zum Gesamtvarianzgehalt der Daten bei, und daher wer-
den zum Zwecke der Dimensionsreduktion jene Achsen mit geringen Va-
rianzen weggelassen. Praktisch kann dies u¨ber die Eigenwertzerlegung
der Datenkovarianzmatrix erfolgen oder mit neuronalen Approximati-
onstechniken [Sanger, 1989]. Die eigentliche Merkmalstransformation
erfolgt dann durch die lineare Projektion der Daten in das neue Basis-
system. Als Folge dieses Vorgehens sind die Daten dort dekorreliert.
Um auch nichtlineare Zusammenha¨nge entﬂechten zu ko¨nnen, gibt es
auch nichtlineare Erweiterungen z.B. basierend auf autoassoziativen,
mehrschichtigen neuronalen Netzwerken [Kramer, 1991] oder auf der
Transformation im Kernelraum [Scho¨lkopf et al., 1998].
Diese Transformation, linear als auch nichtlinear, basiert auf der Grun-
dannahme, dass die Varianz in den Daten auch der relevanten Informa-
tion entspricht. Diese Annahme ist problematisch, falls Rauschen die
Ursache fu¨r die hohe Varianz ist und zumindest suboptimal fu¨r jene
Fa¨lle, in denen zusa¨tzliche Informationen zur Verfu¨gung stehen, denn
bei der klassischen Hauptkomponentenanalyse handelt es sich um ein
unu¨berwachtes Verfahren.
Natu¨rlich gibt es auch andere Transformationsverfahren, die andere
Kriterien anstelle der Varianz optimieren. Zu den bekanntesten geho¨-
ren die Unabha¨ngige Komponentenanalyse (Independent Component
Analysis - ICA) [Hyva¨rinen et al., 2001], welche versucht, statisch
unabha¨ngige Datenrichtungen zu ﬁnden, oder die Nichtnegative Ma-
trixfaktorisierung (NMF) [Lee und Seung, 2000], welche nur positive
Komponenten zula¨sst, da es in vielen Anwendungen keine gute Begru¨n-
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dung fu¨r negative Komponenten (z.B. Negativbilder) gibt. Auch diese
Verfahren sind dabei unu¨berwacht.
Mo¨chte man allerdings ein Klassiﬁkationsproblem lo¨sen, ermo¨glicht
das Vorhandensein von Zielwerten, die Transformation auf das fu¨r
die Klassiﬁkation Wesentliche auszurichten. Die bekannteste Version
ist dabei die Lineare Diskriminanzanalyse (LDA), welche auf dem
Fisher-Kriterium basiert [Fisher, 1936]. Dabei wird jene Transforma-
tion gesucht, die die beste lineare Trennbarkeit der Klassen ermo¨glicht
[Fukunaga, 1990]. Dies fu¨hrt in vielen Fa¨llen zu besseren Klassiﬁka-
tionsergebnissen als unu¨berwachte Verfahren. Dennoch ko¨nnen auch
Szenarien konstruiert werden, in denen die PCA gu¨nstigere Ergebnisse
liefert [Martinez und Kak, 2001].
Im weiteren Verlauf soll nun ein a¨hnliches, ebenfalls u¨berwacht lernen-
des Verfahren na¨her beleuchtet werden. Dieses nutzt jedoch anstelle
des Fisher-Kriteriums die quadratische Transinformation und wurde
in [Torkkola, 2003] vorgestellt. Hierbei wird vorher festgelegt, wie
hochdimensional der Unterraum sein soll, in den die Daten transfor-
miert werden. Dieser Unterraum wird im Gesamtdatenraum dann mit-
tels eines Gradientenverfahrens solange gedreht, bis die Quadratische
Transinformation ein lokales Maximum erreicht.
Der generelle Ablauf dieses Ansatzes, der Transinformationsmaximie-
rung (TIM), wird in Abbildung 3.14 gezeigt.
3.7.1. Quadratische Transinformation
Die Formulierung der Quadratischen Transinformation basiert dabei
auf der Korrelationsentropie (siehe Re´nyi-Entropie Def. 3.5)
H2(X) = − log
∑
x
p(x)2.
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Abbildung 3.14.: Genereller Ablauf der Transinformationsmaximierung.
Die gegebenen hochdimensionalen Eingangsdaten X werden, mittels einer
Transformation T und deren ParameterW in einen niedrigdimensionaleren
Raum u¨berfu¨hrt. Mit den transformierten Datenpunkten Z kann nun ein
Klassiﬁkator/Approximator trainiert werden. Um die in den transformier-
ten Daten enthaltene Information zu den Zielwerten Y zu maximieren,
muss die Transformation schrittweise angepasst werden. Dazu wird der
momentane Informationsgehalt I2 bestimmt, und dieser nach den Para-
metern der Transformation abgeleitet. Nach Anpassung der Parameter W
kann erneut die Transformation der Ausgangsdaten durchgefu¨hrt werden,
welche nun einen ho¨heren Informationsgehalt besitzt. Sobald die Optimie-
rung konvergiert und der Parametersatz sich nicht mehr a¨ndert, kann in
die Anwendungsphase u¨bergegangen werden, in der nur noch die Trans-
formation der Daten stattﬁndet, bevor diese an das nachfolgende Modul
weitergereicht werden.
Die Kombination dieser Formulierung mit der Kerneldichtescha¨tzeung
(siehe Abschnitt 3.3.1 und Def. 3.17) ermo¨glicht es die Scha¨tzung als
reine Summe paarweiser Interaktionen zu formulieren. Dies war ein
fundamentales Ergebnis aus [Principe et al., 2000], welches erst die
von Principe propagierte Form des informationstheoretischen Lernens
ermo¨glichte. Basierend auf diesem Ansatz wurde in [Torkkola, 2003]
eine quadratische Form der Transinformation abgeleitet.
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Deﬁnition 3.27
Quadratische Transinformation
Die Quadratische Transinformation nach Torkkola ist deﬁniert als
I2(X;Y ) =
∫
x
∫
y
(p(x, y)− p(x)p(y))2dydx.
Ohne hier auf die Details eingehen zu wollen, ist die Idee dabei wie bei
der Kullback-Leibler Formulierung (Def. 3.9) den
”
Abstand“ zwischen
der Verbundverteilung und dem Produkt der Marginale zu bestimmen,
denn dieses Divergenzmaß wird als Grad der (Un-)Abha¨ngigkeit der
beiden Variablen betrachtet (siehe auch der Diskussion zu diesem The-
ma in Abschnitt 3.2). Die quadratische Form a¨hnelt dabei rein formal
der euklidischen Distanz zwischen p(x, y) und p(x)p(y), nur dass es sich
um Verteilungen und nicht um Punkte im Raum handelt. Es handelt
sich dabei auch nicht um ein Distanzmaß sondern nur um ein Diver-
genzmaß und bei der Herleitung werden zum Teil Konstanten vernach-
la¨ssigt. Fu¨r Details sei auf [Torkkola, 2003] und die Referenzen dort
in Abschnitt 4.1 verwiesen.
Die Formel 3.27 wird nicht direkt berechnet, sondern unter Anwendung
der binomischen Formel ausmultipliziert
I2(X;Y ) =
∫
x
∫
y
p(x, y)2dydx︸ ︷︷ ︸
VIN
+
∫
x
∫
y
(p(x)p(y))2dydx︸ ︷︷ ︸
VALL
− 2
∫
x
∫
y
p(x, y)p(x)p(y)dydx︸ ︷︷ ︸
VBTW
= VIN + VALL − 2VBTW
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Dieser Schritt erlaubt es, die markierten Teilterme einzeln zu berechnen
und ermo¨glicht spa¨ter eine graﬁsche Interpretation des Ansatzes, was
dann auch die Bedeutung der Bezeichner klarmacht. Eine notwendige
Einschra¨nkung, die an dieser Stelle gemacht wird, ist es, dass die Ein-
gangsvariablen zwar kontinuierliche Wertebereiche haben du¨rfen, fu¨r
die Zielwerte wurden jedoch noch diskrete Verteilungen, also Klassen-
informationen zugelassen. Somit sind alle Integrale u¨ber y als Summe
aufzufassen
I2(X;Y ) =
∫
x
∑
y
p(x, y)2dx+
∫
x
∑
y
(p(x)p(y))2dx
−
∫
x
∑
y
p(x, y)p(x)p(y)dx.
Damit muss der komplizierte Teil der Dichtescha¨tzung nur im eindi-
mensionalen Fall durchgefu¨hrt werden. Im Falle von kontinuierlichen
Zielwerten, beispielsweise bei Approximationsaufgaben, kann im ein-
fachsten Fall eine Diskretisierung mit Histogrammen geschehen (siehe
Abschnitt 3.3).
3.7.2. Transinformationsmaximierung
Die Idee dieses Ansatzes besteht darin, Raumrichtungen zu suchen, in
denen sich die maximale Information (im Sinne der informationstheore-
tischen Deﬁnition) u¨ber das Ziel beﬁndet. Als Maß fu¨r diese Menge an
Information dient die eben eingefu¨hrte Quadratische Transinformation.
Zur Maximierung dieser kommt nun ein iteratives Gradientenverfahren
zum Einsatz.
Die Transformation selbst kann dabei eine klassisch lineare Transforma-
tion (wie bei z.B. PCA oder LDA) sein. Allerdings lassen sich in diesem
112 3.7. MERKMALSTRANSFORMATION
Framework auch sehr einfach nichtlineare Transformationen einbrin-
gen. Torkkola selbst nutzte hierbei neuronale Netze mit radialen Basis-
funktionen [Torkkola, 2003] oder einfachen Multi-Layer Perceptrons
[Torkkola, 2001]. Im Rahmen der Diplomarbeit von Ronny Niegow-
ski [Niegowski, 2007] wurden in diesem Zusammenhang auch mit par-
tiell rekurrenten Elman-Netzen experimentiert.
Fu¨r alle Mo¨glichkeiten der Transformation T gilt, dass sie einen Satz
von ParameternW beinhalten, welche die Transformation steuern. Dies
sind z.B. die Matrixeintra¨ge bei der linearen Transformation oder die
Gewichte eines neuronalen Netzes. Diese werden nun schrittweise an-
gepasst, so dass sie in Richtung der relevanten Merkmale zeigen. Dazu
ergibt sich folgende Aktualisierungsregel
W (t+ 1) = W (t) + η
∂I2
∂W
,
wobei η die Lernrate ist. Die Information zwischen Eingangskana¨len
und Zielen I2 wird nach den Parametern der Transformation W abge-
leitet. Dazu ist es notwendig, die Transformation durchzufu¨hren, also
die Samples xi in den neuen (Unter-)raum abzubilden. In diesem Raum
werden die transformierten Beispiele mit zi bezeichnet. Fu¨r diese Bei-
spiele zi kann die Transinformation I2(Z;Y ) berechnet werden. Die
Notwendigkeit der Durchfu¨hrung dieses Zwischenschritts la¨sst es zu,
die Aktualisierungsgleichung umzuschreiben:
W (t+ 1) = W (t) + η
∂I2
∂W
= W (t) + η
∑
zi
∂I2
∂zi
∂zi
∂W
.
Durch diese Aufsplittung wird erreicht, dass die Berechnung der Gradi-
enteninformation aus den Datenbeispielen ∂I2∂zi unabha¨ngig von der An-
passung der Parameter der verwendeten Transformation ∂zi∂W ist, d.h.
der zweite Teil ist transformationsspeziﬁsch.
KAPITEL 3. MERKMALSEXTRAKTION 113
Fu¨r die Gradientenberechnung kann man nach obigen U¨berlegungen
auch folgendes Schreiben
∂I2
∂zi
=
∂VIN
∂zi
+
∂VALL
∂zi
− 2∂VBTW
∂zi
.
Um diesen Ausdruck berechnen zu ko¨nnen, wird die Verteilung p(y) ge-
braucht, welche als diskret angenommen wird und damit unproblema-
tisch ist, sowie die Verteilungen p(y, z) und p(z). Fu¨r deren Berechnung
kommt wieder der Ansatz der Kerneldichtescha¨tzung, wie in Abschnitt
3.3.1 erla¨utert, zum Einsatz. Fu¨r die Details sei an dieser Stelle auf
Anhang A.1 verwiesen.
Das Interessante an dieser Darstellung ist, dass sie eine Interpretation
als Potentialfeld erlaubt, z.B. wie physikalische Teilchen, die sich gegen-
seitig anziehen und abstoßen. Dabei steht VALL fu¨r alle Interaktionen,
die zwischen allen Teilchen wirken, VIN fu¨r Interaktionen, die zwischen
Teilchen derselben Klasse wirken und VBTW beschreibt die Interak-
tionen, die zwischen Teilchen unterschiedlicher Klassen wirken. Bildet
man die partiellen Ableitungen dieser Potentiale erha¨lt man Informa-
tionskra¨fte, die anzeigen, in welche Richtung sich die Teilchen bewegen
mu¨ssten um das Potential zu maximieren. Siehe dazu auch Abbildung
3.15.
Fu¨r die Datenpunkte sagt dies aus, wo sie sich hinbewegen mu¨ssten, um
die Quadratische Transinformation zur Klasseninformation zu maxi-
mieren. Dieses Wissen wird genutzt, um die Transformationsparameter
zu aktualisieren. Fu¨r den Fall einer linearen Transformation
zi = W
Txi
ergibt sich die Ableitung dieser Informationskra¨fte nach den Parame-
tern der Matrix W als
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Abbildung 3.15.: Die Bilder zeigen die einzelnen wirkenden Teilkra¨fte und
die resultierende Gesamtkraft. (a) ∂VIN
∂zi
Alle Beispiel derselben Klasse
ziehen sich untereinander an. (b) ∂VALL
∂zi
Alle Beispiele ziehen sich an. (c)
∂VBTW
∂zi
Beispiele verschiedener Klassen stoßen sich ab und (d) als Summe
der Teilkra¨fte ∂I
2
∂zi
= ∂VIN
∂zi
+ ∂VALL
∂zi
−2 ∂VBTW
∂zi
. Quelle: [Niegowski, 2007].
∂zi
∂W
= xTi .
W ist dabei eine |X| × d (Anzahl der Eingangsvariablen und gewa¨hlte
Unterraumdimensionalita¨t).
Die Initialisierung dieser Matrix zu Beginn des Algorithmus kann da-
bei auf unterschiedliche Arten erfolgen. Die einfachste Form wa¨re eine
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Algorithmus 8 Transinformationsmaximierungsschritt
Eingabe: Datensatz von Beobachtungen X und die entsprechenden
Labels Y , sowie die momentane Transformationsmatrix Wt
Ausgabe: Neue Transformationsmatrix Wt+1
Z = g(W,X) = WTX // Durchfu¨hren der Transformation g auf den
Originaldaten
∂I2
∂zi
= ∂VIN∂zi +
∂VALL
∂zi
−2∂VBTW∂zi //Bestimmung der Informationskra¨fte
∂zi
∂W = x
T
i // Gradientenupdate fu¨r die lineare Transformation
W ‘t+1 = Wt + α
∂I
∂W = wt + α
∑N
i=1
∂I
∂zi
∂zi
∂W //Aktualisierungsschritt
Wt+1 = GramSchmidt(W
‘
t+1) //Orthonormalisierung fu¨r W
TW =
I
zufa¨llige Initialisierung. Allerdings fu¨hrt dies schnell zu lokalen Maxi-
ma, die unerwu¨nscht sind (siehe Abbildung 3.16). Dies kann vermieden
werden, indem die Unterraumsuche mit dem Ergebnis eines anderen
Verfahrens, wie der PCA oder LDA, initialisiert wird.
Damit kann nun der Ablauf der Transinformationsmaximierung als Al-
gorithmus 8 formuliert werden, eine graﬁsche Interpretation ist in Ab-
bildung 3.14 gezeigt.
Wichtig ist, dass neben den bisher besprochenen Schritten nach dem
Aktualisieren der Transformationsmatrix ein Orthonormalisierungs-
schritt eingefu¨gt wird. Dazu wird ein Standard Gram-Schmidt Algo-
rithmus verwendet. Dies fu¨hrt dazu, dass der Projektionsunterraumdi-
mensionen senkrecht aufeinander stehen und dass fu¨r die MatrixW gilt
WTW = I.
Fu¨r die Laufzeit des Algorithmus von entscheidender Bedeutung sind
dabei die Anzahl der zur Verfu¨gung stehenden Trainingsbeispiele und
die Berechnung der Informationskra¨fte daraus. Daher wird von Tork-
kola vorgeschlagen, bei gro¨ßeren Datenmengen fu¨r jeden Durchlauf nur
eine zufa¨llig gezogene Teilmenge zu betrachten. Dabei muss sicherge-
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Abbildung 3.16.: Bildbeispiel aus dem Szenario der intelligenten Feuerungs-
fu¨hrung (Kapitel 6. (Links) Beispielhafte Aufnahme aus einem Verbren-
nungsofen. (Mitte) Lokales Maximum welches eine sinnvolle Transfor-
mationsmaske darstellt. Der Zusatzschritt zur Gla¨ttung mittels eines 2D-
Filters wurde wa¨hrend des Lernens durchgefu¨hrt. (Rechts) Unnu¨tzes lo-
kales Maximum an dem der Algorithmus terminierte. Dabei kam die Filte-
rung nicht zum Einsatz. Die Darstellung ist dabei analog einer Eigenraum-
darstellung bei der Hauptkomponentenanalyse. Allerdings wird hier nicht
die Varianz im Bild gezeigt, sondern der Informationsgehalt. Dargestellt
ist die erste Dimension (analog der ersten Hauptkomponente) des neuen
Unterraums. Beide Ergebnisse wurden mit zufa¨lliger Startinitialisierung in
einem Eingaberaum der Gro¨ße 40x32 Pixel erzeugt. Weiße Pixel kodieren
positive Werte, schwarze analog negative Werte, wa¨hrend graue Pixel na-
he null sind. Das Vorzeichen sagt dabei nichts u¨ber die Wichtigkeit, daher
sind sowohl schwarze als auch weiße Gebiete von Interesse, wa¨hrend die
grauen Werte unwichtig sind.
stellt werden, dass die Klassen auch anteilig in der gezogenen Unter-
menge korrekt repra¨sentiert sind. Dieses Vorgehen erho¨ht die Anzahl
der Maximierungsschritt bis zur Konvergenz etwas, verringert aber die
Laufzeit deutlich.
Anwendung auf Bilddaten
Bei der Anwendung der Transinformationsmaximierung (TIM) auf
Bilddaten entsteht ein Problem. Bilder, bei denen jeder Pixel als einzel-
ner Eingangskanal aufgefasst wird, bilden einen riesigen Eingaberaum.
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Dies sprengt schnell den Rahmen der verfu¨gbaren Rechenzeit zur Be-
stimmung der Transformation und erho¨ht drastisch die Chance in un-
gu¨nstigen lokalen Maxima wa¨hrend des Lernens zu terminieren.
Allerdings widerspricht die Annahme unabha¨ngiger Eingangskana¨le der
Nachbarschaftsbeziehung von Pixeln im Bild. Benachbarte Pixel zeigen
ha¨uﬁg auch a¨hnliche Informationen. Um diesen Zusammenhang wa¨h-
rend des Lernprozesses nutzen zu ko¨nnen, wurde untersucht, inwieweit
das Einbringen einer zusa¨tzlichen Information dabei hilft, lokale Mini-
ma zu vermeiden.
Das Einbringen dieser Nachbarschaft erfolgt u¨ber die Verwendung eines
Gaußﬁlters, der genutzt wird um die TransformationsmatrixW nach je-
dem Aktualisierungsschritt, aber vor der Orthonormalisierung, zu gla¨t-
ten. Im Falle eines Bildes entsprechen die Spalten der Transformations-
matrix Bildmasken (analog sind die Eigenvektoren als A¨quivalent bei
einer Hauptkomponentenanalyse zu sehen) und somit wird in diesem
Fall auch ein 2D-Gaussﬁlter eingesetzt. Fu¨r Daten die einen anderen
Zusammenhang vermuten lassen, kann hier natu¨rlich variiert werden,
beispielsweise beim Powerspektrum einer diskreten Fouriertransforma-
tion, wo man einen Zusammenhang benachbarter Frequenzen erwarten
kann. In diesem Fall wa¨re ein eindimensionaler Gaußﬁlter zu wa¨hlen.
Ein Beispiel aus dem Szenario der intelligenten Feuerungsfu¨hrung (Ka-
pitel 6) ist in Abbildung 3.16 gezeigt. Die mittlere Darstellung ist ein
Ergebnis, welches unter Verwendung des Gaußﬁlters erzielt wurde, wa¨h-
rend das rechte Ergebnis ohne diesen zusa¨tzlichen Gla¨ttungsschritt aus-
kommen musste.
3.7.3. Untersuchungen
Zuerst wurde auf ku¨nstlich erzeugten Daten untersucht, inwieweit die
Dimensionalita¨t des Zielraums Einﬂuss auf das Ergebnis haben. Jeweils
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untersetzt wurde dies mit Untersuchungen an Bildmaterial aus dem
Feuerungsfu¨hrungsszenario.
Grundsa¨tzlich schwierig sind hier Aussagen zu bringen, welchen quan-
titativen Vorteil das jeweilige Verfahren bringt, da dieser nicht direkt
bestimmbar ist. Man ko¨nnte zwar direkt statistische Werte (Varianzen,
Transinformation, etc.) u¨ber den transformierten Daten ausrechnen -
allerdings ist dies nicht gerechtfertigt, da die Verfahren alle unterschied-
liche Optimierungskriterien benutzen und daher nicht fair zu verglei-
chen sind. Es bleibt nur der Weg u¨ber das Training eines Klassiﬁka-
tors/Approximators und der Bestimmung des resultierenden Fehlers.
Die Schwierigkeit hierin ist wieder, dass unklar bleibt, in welchem Aus-
maß ein lernendes System eine suboptimale Transformation kompensie-
ren kann. Daher wird hier auf die qualitativen Ergebnisse wertgelegt.
Ein Vielzahl weiterer Experimente und Auswertungen zum Vergleich
PCA, LDA und TIM ﬁnden sich in [Niegowski, 2007], dabei auch vie-
le quantitative Angaben, die jedoch unter Beru¨cksichtigung des Eben-
gesagten kritisch betrachtet werden mu¨ssen.
Dies ist beispielsweise die Dimensionalita¨t der transformierten Daten.
Hier zeigen die Untersuchungen, dass das Verfahren nach weniger Ite-
rationen terminierte, je ho¨herdimensional der Raum war. Dieses Ver-
halten la¨sst sich darauf zuru¨ckfu¨hren, dass mit zunehmendem Volu-
men des Raumes auch die Menge an lokalen Optima drastisch steigt,
der Gradientenabstieg dort ha¨ngenbleibt und man in jedem Lauf zu
unterschiedlichen Ergebnissen kommt. Bei sehr wenigen Dimensionen
erreicht man hingegen stabil gleiche Ergebnisse.
Dabei handelt es sich wieder um eine Auspra¨gung des Problems der ho-
hen Dimensionalita¨t, denn die Berechnung der Quadratischen Transin-
formation ﬁndet im Unterraum nach der Transformation statt. Daher
ist die Zieldimensionalita¨t d eine entscheidende Gro¨ße. Je mehr Da-
tenpunkte zur Verfu¨gung stehen, desto eher werden auch in ho¨herdi-
mensionalen Ra¨umen stabile Ergebnisse gefunden. Als Beispiel lag die
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Schwelle bei einem vierdimensionalen Zielraum Dimensionen unter Ver-
wendung von 1400 Bildern der Gro¨ße 32x40. Bei verdoppelter Anzahl
von Bildern lag die Schwelle bis zu der stabile Resultate erzielt wurden
bei fu¨nf Dimensionen. Im Falle der Bilddaten la¨sst sich dies um eine
weitere Dimension erho¨hen, wenn der oben angesprochene, zusa¨tzliche
Schritt der Gaußﬁlterung eingebracht wird.
Daraus la¨sst sich der Schluss ableiten, dass eine niedrige Zieldimensi-
on bevorzugt werden sollte. Diese Aussage la¨sst sich durch eine weite-
re Beobachtung untersetzen. Es wurde untersucht, inwieweit sich die
resultierenden Klassiﬁkations- bzw. Approximationsprobleme in einem
durch Transinformationsmaximierung erzeugten Unterraum besser lo¨-
sen lassen, als beispielsweise durch PCA Unterra¨ume. In Tabelle 3.10
zeigt sich, dass die Transinformationsmaximierung der PCA u¨berlegen
ist, wenn die Gro¨ße der Unterraumdimension dy sehr klein ist. Mit zu-
nehmender Dimensionalita¨t gleichen sich die Approximationsfehler im
PCA und TIM Unterraum an. Das heißt, der praktische Vorteil, den
das komplexere Verfahren der Transinformationsmaximierung bietet,
la¨sst sich nur bei sehr geringer Dimensionalita¨t des neuen Unterraums
erreichen.
Ein weiterer Eﬀekt, der hierbei eine Rolle spielt, ist die Anzahl der
diskreten Klassen, die der Zielwert Y vorgibt. Je gro¨ßer diese Zahl
ist, desto langsamer konvergiert das gesamte Verfahren. Die gezogene
Schlussfolgerung ist, dass in hinreichend niedrigdimensionalen Ra¨umen,
die lineare Transformation mittels Transinformationsmaximierung der
LDA und PCA u¨berlegen ist, wenn auch auf Kosten einer ho¨heren Re-
chenzeit.
Das Verfahren kann leicht auf nichtlineare Transformationen u¨bertra-
gen werden, indem die Ableitung ∂zi∂W z.B. mittels des Backpropagation-
Algorithmus in ein neuronales Netz propagiert wird [Torkkola, 2001].
Dies kann zu besseren Ergebnissen fu¨hren. Allerdings mu¨sste man die
Vergleiche ebenso mit nichtlinearen Varianten der PCA und verwand-
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Fehler fu¨r CO Fehler fu¨r O2 Fehler fu¨r NOx
dy PCA TIM PCA TIM PCA TIM
1 3.11 3.07 0.90 0.24 28.88 25.99
2 3.33 2.43 0.25 0.29 35.50 25.00
3 4.07 2.66 0.22 0.28 27.65 30.26
Tabelle 3.10.: Beispiel aus dem Feuerungsfu¨hrungsszenario. Nach der
Durchfu¨hrung einer Hauptkomponentenanalyse (PCA) bzw. Transinfor-
mationsmaximierung (TIM) und einer Dimensionsreduktion auf dy wird
versucht, verschiedene Gro¨ßen (Kohlenmonoxid, Restsauerstoﬀ und Koh-
lendioxid) mittels eines Multi-Layer Perceptrons zu scha¨tzen. Der resultie-
rende mittlere quadratische Approximationsfehler fu¨r die Vorhersage der
Gro¨ßen ist in der Tabelle angegeben.
ter Verfahren durchfu¨hren um belastbare Aussagen zu erhalten, was im
Rahmen dieser Arbeit jedoch nicht getan wurde
Fazit aus Sicht der Anwendung war jedoch, dass die lineare Transin-
formationsmaximierung im Fall einer mo¨glichst großen Kompression
der Daten auf sehr wenige Dimensionen der Hauptkomponentenanaly-
sis und Linearen Diskriminanzanalyse vorzuziehen ist, da im Mittel die
Approximationsergebnisse besser und damit die Nu¨tzlichkeit ho¨her ist.
3.8. Merkmalsextraktion fu¨r Aktionsra¨ume
Bisher bewegten sich die Ausfu¨hrungen am Beginn des Wahrnehmungs-
Handlungs-Zyklus. Im Sinne einer kognitiven Architektur stehen die
auszufu¨hrenden Aktionen des Agenten am anderen Ende. Methodisch
liegen sie allerdings sehr nah bei der Merkmalsextraktion, und daher
soll an dieser Stelle auf das Problem der Aktionsraumauswahl na¨her
eingegangen werden. Es geht dabei darum, einen gegebenen Aktions-
raum, also die Menge aller Aktionsmo¨glichkeiten aufgespannt u¨ber allen
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beeinﬂussbaren Stellgro¨ßen, auf relevante und wesentliche Aktionen zu
reduzieren. Die Intention dahinter ist dabei dieselbe, wie bei der Merk-
malsextraktion - den Raum der Mo¨glichkeiten einzuschra¨nken, um den
Suchraum fu¨r Lernverfahren zu verkleinern und somit schneller gute
Lo¨sungen des Problems zu ﬁnden.
Auf den ersten Blick scheint es sich dabei um die gleiche Aufgabenstel-
lung wie bei der Merkmalsextraktion zu handeln, und somit sind auch
die in diesem Kapitel vorgestellten Methoden hier genauso anwend-
bar. Die Unterschiede sind dabei praktischer Natur. Wa¨hrend es bei
der Merkmalsselektion problemlos mo¨glich ist, oﬄine auf einem Daten-
satz die Relevanz der Eingangsvariablen zu unterschiedlichen Zielen zu
bestimmen, erfordert dies auf der Aktionsseite auch immer ein Durch-
fu¨hren von Aktionen. Dies kann sich insofern als schwierig erweisen,
dass meist eine Aktion mehrere Zielgro¨ßen beeinﬂusst und dies nicht
in jedem Fall fu¨r jedes Ziel unabha¨ngig bewertet werden kann, wie bei
der Merkmalsextraktion.
Falls dies im Anwendungsszenario durchfu¨hrbar ist, ko¨nnen dazu Ex-
perimente durchgefu¨hrt werden, um die notwendigen Daten zu ge-
winnen. Wie solche Experimente anzulegen sind, um mo¨glichst aus-
sagekra¨ftige Daten zu erhalten, sei hier auf das Feld optimalen Ver-
suchsplanung verwiesen, so zum Beispiel [Kleppmann, 2006] oder
[Montgomery, 2004].
Wenn genu¨gend Daten zur Verfu¨gung stehen, ko¨nnen die bisher bespro-
chenen Verfahren oder andere Selektionsverfahren verwendet werden,
um entweder Aktionen auszuwa¨hlen oder sie zu transformieren.
Die Selektion ist dabei verha¨ltnisma¨ßig einfach zu handhaben: Eine
Stellgro¨ße, die keinen messbaren Einﬂuss auf den Prozess und damit
die Zielgro¨ßen hat, ist irrelevant und kann damit aus dem Gesamtakti-
onsraum entfernt werden. Gleiches gilt fu¨r eine Aktion, welche zu einer
zweiten Aktion exakt dasselbe Verhalten zeigt, also redundant ist.
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Was aber bedeutet eine Transformation des Aktionsraums? Man kann
Verfahren wie beispielsweise die Hauptkomponentenanalyse anwenden,
allerdings muss hier dann von Anwendungsfall zu Anwendungsfall kri-
tisch hinterfragt werden, was in diesem Zusammenhang die Hauptkom-
ponenten bedeuten. Problem an den unu¨berwachten Verfahren ist, dass
hierbei nicht beachtet wird, ob Stellgro¨ßen einen Einﬂuss auf das Ziel
haben, sondern nur die Varianz und Frequenz der Benutzung einer Stell-
gro¨ße eine Rolle spielt.
Will man die Zielgro¨ße mit einbeziehen, entsteht etwas, dass als paral-
lele Makroaktion bezeichnet werden soll. Man denke hierbei an das Bei-
spiel eines bremsenden Zuges. Jeder Wagon besitzt eine eigene Bremse,
stellt also eine eigene Dimension im Aktionsraum dar. Soll der Zug
anhalten, dann bremsen alle Wagons, fa¨hrt er an, sollten alle Brem-
sen gelo¨st sein. Zumeist macht es wenig Sinn, dass nur einzelne Wagen
bremsen und andere nicht. Der Zugfu¨hrer wird daher in den meisten
Fa¨llen alle Bremsen parallel beta¨tigen, und nicht jede einzeln. Diese
Aktion, Bremsen, ist dann eine Abstraktion des realen Stellraums. Die
Umsetzung, dass durch die Aktion Bremsen alle vorhandenen Brems-
systeme aktiviert werden, entspricht der parallelen Makroaktion und
damit einer Transformation im Aktionsraum.
Formaler beschrieben wird die Komplexaktion A in eine Kombination
aus Basisaktionen b1, ..., bn u¨bersetzt. Im einfachen Fall einer linearen
Transformation ko¨nnte man schreiben A = w1b1 + w2b2 + ... + wnbn.
Dabei sei
∑n
i=1 wi = 1. Natu¨rlich ist es auch mo¨glich, dass der Raum
der Komplexaktion mehrdimensional ist, dann ergibt sich in Matrix-
schreibweise folgende Form: A = WTB. In den Parametern W steckt
der Zusammenhang zwischen den Basisaktionen, z.B. Bremsen bedeu-
tet, dass wenn Bremse A gedru¨ckt wird auch Bremse B im gleichen
Verha¨ltnis beta¨tigt werden muss. Um aus der gewa¨hlten Komplexak-
tion auf die Basisaktionen zu schließen muss also B = W−1A gelo¨st
werden.
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Allerdings ergibt sich hier bereits das erste Problem. In dieser Form gibt
es mehrere Mo¨glichkeiten das Gesamtziel zu erreichen, da die Gleichung
unterbestimmt ist. Dies liegt daran, dass die abstrakte Aktion weniger
Stellmo¨glichkeiten hat, als der komplette Stellraum. Daher gibt es ei-
nige Nebenbedingungen zu beachten, die bei der Bestimmung von W
einzuhalten sind. Dies ko¨nnen beispielsweise Nichtnegativita¨tbedingun-
gen sein (keiner der Wagons außer der Lok besitzt einen Antrieb, kann
also
”
negativ bremsen“) oder Bedingungen, die sich aus Vorwissen erge-
ben (Um ungleichma¨ßige Abnutzung zu vermeiden, sollten alle Wagons
mit a¨hnlicher Sta¨rke bremsen).
Um dieses Problem sinnvoll zu lo¨sen, ist es daher notwendig Experten-
wissen zur Formulierung dieser Nebenbedingungen einzubringen.
3.9. Einordnung und verwandte Arbeiten
Zu allen in diesem Abschnitt vorgestellten Methoden und Untersuchun-
gen wurden eigene wissenschaftliche Ergebnisse publiziert. Dies umfasst
die Untersuchungen zur Scha¨tzung der Transinformation zur Merk-
malsselektion [Schaffernicht et al., 2010] (Abschnitt 3.3), die Merk-
malsauswahl mit Chow-Liu Ba¨umen [Schaffernicht et al., 2007]
(Abschnitt 3.5, die Verfahren zur Verwendung des Residuums
[Schaffernicht et al., 2009a] [Schaffernicht und Gross, 2011]
(Abschnitt 3.6) und auch die Merkmalstransformation fu¨r Bilddaten
[Schaffernicht et al., 2009c] (Abschnitt 3.7).
Nachdem die Methoden inhaltlich vorgestellt und mit Experimenten
untersetzt wurden, verbleibt die Frage, wie sich diese Neuerungen in das
Gesamtgefu¨ge der Forschung in diesem Feld einordnen. Dabei erhebt
dieser Abschnitt nicht den Anspruch auf Vollsta¨ndigkeit, da das Feld
der automatischen Merkmalsselektion in sta¨ndiger Bewegung ist und
immer neue Spielarten vero¨ﬀentlicht werden. Zum Einstieg in das Feld
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werden [Guyon und Elisseeff, 2003], [Kohavi und John, 1997] und
[Koller und Sahami, 1996] empfohlen. Fu¨r eine grundsa¨tzliche und
aktuelle U¨bersicht zur Merkmalsextraktion sei auf [Guyon et al., 2006]
verwiesen. Dort wird neben den Grundlagen auf aktuelle Weiterent-
wicklungen und Benchmarks auf verschiedenen ku¨nstlichen Datensa¨t-
zen eingegangen.
Der erste Themenkomplex zur eigentlichen Scha¨tzung der Transinfor-
mation ﬁndet sich kaum im Feld der Merkmalsextraktion. Diese Pro-
blematik wird zumeist in der Statistik und der Informationstheorie
(z.B. IEEE Transactions on Information Theory) abgehandelt, jedoch
auch oft in Zusammenhang mit dem Neurocomputing (viele Vero¨ﬀent-
lichungen ﬁnden sich in der Neural Computation). Eine gute U¨ber-
sicht zur Problematik ist in [Khan et al., 2007] gegeben. Verschiede-
ne Verfahren werden in [Paninski, 2003], [Kraskov et al., 2004] oder
[Bonachela et al., 2008] vorgestellt, wobei jeweils Wert auf die Be-
handlung der statistischen Fehler und des Bias gelegt wird. Der Stan-
dard in der Machine Learning Community ist dabei die von Kraskov
vorgestellte und auch in Abschnitt 3.3 diskutierte Na¨chste-Nachbar Me-
thode.
Diese Arbeit liefert in diesem Bereich keinen eigenen Beitrag, sondern
u¨bertra¨gt die Problematik explizit auf das Problem der Merkmalsex-
traktion, was bisher nicht in dieser Form getan wurde. Es gibt zwar Ver-
o¨ﬀentlichungen wie [Fleuret, 2004] oder [Chow und Huang, 2005],
welche explizit eine Transinformationsbestimmung fu¨r die Merkmalsse-
lektion vornehmen, allerdings nicht wirklich den Vergleich mit anderen
Methoden angehen. Zudem sind vorgestellten Methoden speziell auf das
Auswahlverfahren zugeschnitten und lassen sich daher nur schwer auf
andere Ansa¨tze u¨bertragen.
Im Bereich der Hybridansa¨tze zur Kombination von Filter- und Wrap-
per Ansa¨tzen gibt es eine Vielzahl von Arbeiten, die darauf abzie-
len durch eine clevere Kombination beider Paradigmen eine schnel-
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le und nu¨tzliche Auswahl zu treﬀen. In [Estevez et al., 2009] wird
mit der Normalized mutual information feature selection eine Wei-
terentwicklung des MIFS-Ansatzes vorgestellt, welcher dann mit ei-
nem genetischen Algorithmus zum GAMIFS Hybridverfahren kom-
biniert wird. Innerhalb der genetischen Suche wird der Mutations-
operator dabei durch die Transinformation kontrolliert. Ebenfalls eng
verwandt ist der Markov Blanket Enhanced Genetic Algorithm An-
satz von [Zhu et al., 2007], bei welchem die genetischen Operato-
ren durch Approximation von Markov Blankets [Pearl, 1988] mit-
tels Transinformation gesteuert werden. Ebenfalls eine Kombinati-
on von Transinformation und evolutiona¨ren Algorithmen wird in
[Van Dijck und Van Hulle, 2006] vorgestellt, wobei hier der sim-
pelste Fall angenommen wird, indem mittels der Transinformation eine
Vorauswahl der Merkmalen stattﬁndet und der Suchalgorithmus den
verringerten Suchraum erforscht.
Ein Verfahren, dass Verwandtschaft zur hier vorgestellten Auswahl mit
Chow-Liu Ba¨umen hat, wird in [Sebban und Nock, 2002] vorgestellt.
Dort wird ein minimaler Spannbaum basierend auf der geometrischen
Nachbarschaft der Daten und der quadratischen Entropie berechnet.
Die resultierende Struktur triﬀt dann Aussagen daru¨ber, ob die Hin-
zunahme eines Merkmals zu einer Erho¨hung der Klassendiskriminanz
(a¨hnlich wie bei Klassiﬁkationsba¨umen [Breiman, 2001]) fu¨hrt. Dies
wird dann im Rahmen einer Vorwa¨rtssuche auf Basis der Baumstruk-
tur realisiert.
Andere Hybridansa¨tze, die nicht zwingend auf informationstheoreti-
schen Methoden basieren, aber denselben Gedanken verfolgen, werden
beispielsweise in [Somol et al., 2006] vorgestellt. Dort wird die Bhat-
tacharyya Distanz [Bhattacharyya, 1943] als Filterkriterium ver-
wendet, um die Vorauswahl im Rahmen einer ﬂießenden Vorwa¨rts-
suche (Floating Search [Reunanen, 2006]) durchzufu¨hren. Interessant
an diesem Ansatz ist die Existenz eines Hybridisierungsfaktors, der es
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erlaubt, den Einﬂuss von Filter und Wrapperkomponente zu steuern.
[Souza et al., 2005] kombiniert ein Wrapperbasisverfahren (dabei ko¨n-
nen unterschiedliche Methoden angewendet werden, solange sie gewis-
sen Kriterien genu¨gen) mit einer simplen stochastischen Filterkompo-
nente und kann darauf basierend den Vorteil von Hybridansa¨tzen de-
monstrieren.
In [Leung und Hung, 2010] wird argumentiert, dass selbst die Kom-
bination von Filter und Wrapperansa¨tzen nicht ausreichend ist, um ge-
nerelle Aussagen zu treﬀen, denn implizit ist die Merkmalsauswahl klar
am benutzten Approximator ausgerichtet. Daher schlagen die Auto-
ren vor, mehrere Filter mit multiplen Wrappern zu kombinieren. Dabei
ko¨nnen verschiedene Verfahren eingebracht werden, so auch jene, die in
dieser Arbeit vorgestellt wurden.
Was die Verwendung des Residuums zur Merkmalsauswahl angeht,
konnten in der Literatur keine verwandten Ansa¨tze gefunden werden,
die diese Idee ebenfalls verfolgen. Daher kann dieser Ansatz als neuartig
eingestuft werden.
Was den Bereich der Merkmalstransformation angeht, so gibt es hier
weit weniger Entwicklungen. In der praktischen Anwendung hat die
klassische Hauptkomponentenanalyse [Pearson, 1901] nach wie vor
einen sehr hohen Stellenwert. So nutzt beispielsweise der Sieger das Fea-
ture Selection Contest [Neal und Zhang, 2006], welcher auch im Rah-
men von [Guyon et al., 2006] beschrieben wurde, als ersten Schritt eine
Hauptkomponentenanalyse. Auf den transformierten Merkmalen wur-
den dann mittels Bayes Neural Networks oder Dirichlet Diﬀusion Trees
die Merkmale bestimmt. Ebenfalls sehr popula¨r sind natu¨rlich die Un-
abha¨ngige Komponentenanalyse (ICA) [Hyva¨rinen et al., 2001], die
nichtnegative Matrixfaktorisierung [Lee und Seung, 2000] als auch die
lineare Diskriminanzanalyse [Fukunaga, 1990], sowie deren Spielar-
ten. Die vielen Vero¨ﬀentlichungen in den letzten Jahren bis 2010 mo-
diﬁzieren diese Basisansa¨tze zumeist durch eine kleine A¨nderung des
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Optimierungskriteriums oder durch neue Algorithmen, die das jeweili-
ge Optimierungsziel eﬃzienter oder auf anderen Wegen erreichen.
Die Verwendung des Informationtheoretic Learning (ITL) Frame-
works von [Principe et al., 2000] ist eher die Ausnahme. Dieses ist
in der Lage, gezielte Transformation auf Zielgro¨ßen vorzunehmen
[Torkkola, 2003] (wie auch in diesem Kapitel vorgestellt), oder ande-
re Verfahren, wie zum Beispiel die ICA, zu emulieren. Auch informati-
onserhaltende Transformation in niedrigere Dimensionen sind mo¨glich
[Vera et al., 2010]. Inwieweit sich das sinnvoll als Merkmalstransfor-
mation nutzen la¨sst, ha¨ngt dabei von der Anwendung und dem ge-
nutzten Optimierungskriterium ab. Der Beitrag dieser Arbeit betriﬀt
hierbei klar den Umgang mit Nachbarschaftsbeziehungen in den Daten,
wie es bei Bilddaten der Fall ist.
3.10. Praktische Anwendungen
Um zu zeigen, dass die in diesem Kapitel dargestellten Ansa¨tze auch
praktisch von Nutzen sind, sollen hier kurz ein paar Anwendungssze-
narien skizziert werden, in denen hier vorgestellte Verfahren zur Merk-
malsselektion zur Anwendung kamen. Diese entstammen dem Bereich
der Mensch-Maschine-Kommunikation und der intelligenten Regelung
und sind detaillierter im Anhang der Arbeit beschrieben.
3.10.1. Scha¨tzung von Nutzerinteresse aus
Bewegungstrajektorien
In diesem Anwendungsszenario, wie es in der Diplomarbeit von
Antje Ober6 [Ober, 2007] und einer resultierenden Vero¨ﬀentlichung
6Autor ist kein direkter Betreuer dieser Arbeit, sondern wurde nur beim Problem
der Merkmalsselektion hinzugezogen.
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[Mu¨ller et al., 2008] vorgestellt wurde, geht es um eine mobile Ro-
boterplattform zur Mensch-Maschine-Interaktion. Eine der wichtigs-
ten Entscheidungen, die ein solcher Roboter zu fa¨llen hat, ist es, ob
und wann er einen Interaktionsvorgang mit einer Person starten soll.
Es ist nicht zweckdienlich alle Leute anzusprechen, sondern nur jene,
die einer Interaktion nicht abgeneigt sind. Es wurde daher untersucht,
inwieweit aus Trajektoriendaten dieses Interaktionsinteresse gescha¨tzt
werden kann. Laser-, Sonar- und Kameradaten werden in einem Per-
sonentracker geeignet fusioniert und zu Trajektorien verknu¨pft. In de-
ren Verarbeitung ergibt sich ein breites Spektrum an mo¨glichen Re-
pra¨sentationsformen, was Referenzsystem, Koordinatensysteme, Samp-
lingstrategien und Hauptkomponentenanalyse angeht. Dieser potenti-
ell sehr große Merkmalsraum wurde nun mit einem Merkmalsranking
basierend auf dem MIFS Algorithmus (siehe Deﬁnition 3.22) und der
direkten Scha¨tzung der Verbundtransinformation untersucht um fest-
zulegen, welche Form der Vorverarbeitung fu¨r das Ziel der Nutzerinter-
essenscha¨tzung die beste ist.
Mittels der Merkmalsextraktion wurden eine geeignete Koordinati-
ontransformation und Merkmalstransformation durchgefu¨hrt, die das
beste Klassiﬁkationsergebnis zur Nutzeraufmerksamkeit ermo¨glichte.
Hauptsa¨chlich half dabei, dass viele redundante Kana¨le in den unter-
schiedlichen Darstellungsformen reduziert werden konnten. Mehr De-
tails ﬁnden sich dazu in Anhang B.1.
3.10.2. Scha¨tzung von Emotionen aus Gesichtsbildern
Ein weiteres Szenario, in welchem ein einfaches Merkmalsranking zur
Anwendung kam, um geeignete Vorverarbeitungsschritte zu bestim-
men, kommt ebenfalls aus der Mensch-Maschine-Interaktion. Im Rah-
men der Arbeiten von Christian Martin7, wurden dazu in Bildern Ge-
7Bisher nicht vero¨ﬀentlicht - Der Autor dieser Arbeit wurde zur Merkmalsauswahl
hinzugezogen.
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sichter gesucht und mittels eines Active-Appearance Modells (AAM)
[Cootes et al., 1998] verfolgt. Dieses AAM besteht aus zwei Teilen,
einem Formmodell und einem Appearancemodell. Das Formmodell ist
dabei ein Graph, der einzelne markante Punkte des Gesichts in Rela-
tion zueinander bringt, wa¨hrend das Appearancemodell das Aussehen
in Form von Grauwerten modelliert. Diese Modellinformationen wer-
den typischerweise einer Hauptkomponentenanalyse unterzogen, und
das Gesicht mit Pose und Mimik als Projektionsparameter beschrie-
ben. Durch Variation des Formmodells (Anzahl und Anordnung der
Knoten) und der verwendeten Projektion (Anzahl verwendeter Haupt-
komponenten bzw. alternative Unterraumtransformationen wie unab-
ha¨ngige Komponentenanalyse oder nichtnegative Matrixfaktorisierung)
ergibt sich auch hier ein sehr hochdimensionaler Merkmalsraum.
Einerseits wurde versucht mittels 10 Form- und 20 Appearanceparame-
tern die Gesichter einer von sechs Basisklassen zuzuordnen. Dieses Pro-
blem lies sich mit einem Multi-Layer Perceptron mit zwei Hiddenschich-
ten lo¨sen. Mittels der Merkmalsselektion basierend auf MIFS, konnte
die releavanten Parameter auf 8 eingegrenz werden und die Problem-
lo¨sung war mit einem einfacheren Netz mit nur einer Hiddenschicht
mo¨glich.
Zum zweiten wurde eine Modellselektion durchgefu¨hrt, um einen nied-
rigdimensionalen Raum zu ﬁnden, in dem eine Kohonenkarte (SOFM)
trainiert wurde. Ziel war es zu untersuchen, ob sich auf einer solchen
SOFM die in der Literatur benannten psychologischen Emotionsmodel-
le wieder ﬁnden lassen. Es wurden verschiedene Repra¨sentationsformen
in PCA und ICA Komponenten der Form- und Appearancemodelle un-
tersucht. Dabei fanden sich Repra¨sentationsformen mit rund 6-8 Para-
metern, in denen sich die Gesichter auf der SOFM a¨hnlich gruppierten,
das die Basisemotionen topologisch trennbar wurden.
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3.10.3. Audiobasierte Nutzermodellierung
In der Diplomarbeit von Tobias Pru¨ger8 [Pru¨ger, 2008] wurde un-
tersucht, inwieweit sich mittels Methoden des maschinellen Lernens
Nutzereigenschaften auf Basis von Sprachsignalen scha¨tzen lassen. Ge-
scha¨tzt werden sollte dabei an Hand der Stimme wer der Nutzer ist,
der emotionale Zustand des Nutzers (sechs Basisemotionen) und sein
Stresszustand (physische und psychische Anspannung).
Dazu werden aus dem Sprachsignal eine Vielzahl von Merkmalen extra-
hiert, darunter die Grundfrequenz, MFCC (Mel Frequency Ceptral Co-
eﬃcents), Formanten und weitere. Diese Vielzahl an mo¨glichen Merk-
malen sollte auf die wichtigen Merkmale reduziert werden. Urspru¨ng-
lich sollte die Merkmalsauswahl mit einer einfachen Vorwa¨rtssuche (sie-
he Abschnitt 3.4) durchgefu¨hrt werden. Eine vorsichtige Abscha¨tzung
zeigte jedoch, dass der verfu¨gbare Zeitrahmen deutlich gesprengt wer-
den wu¨rde. Daher wurde die Auswahl mit Chow-Liu Ba¨umen 3.5 als
schnellerer Ansatz verwendet.
Aus den urspru¨nglich 300 Kana¨len wurden 13 als nu¨tzlich fu¨r die Emo-
tionserkennung angesehen, fu¨r die Sprecheridentiﬁkation waren etwas
mehr 50 Kana¨le ausgewa¨hlt worden. Erst durch diese deutliche Reduk-
tion war eine sinnvolle Klassiﬁkation u¨berhaupt mo¨glich. Einen tieferen
Einblick in dieses Thema gewa¨hrt der Anhang B.2.
3.10.4. Pra¨diktion des Schnittregisterfehlers einer
Druckmaschine
Beim Schneiden der bedruckten Papierbahnen einer Buchdruckmaschi-
ne muss das Schnittmesser, welches am Ende die einzelnen Seiten zu-
rechtschneidet, kontinuierlich angepasst werden. Wird dies nicht getan,
8Autor ist kein direkter Betreuer dieser Arbeit, sondern wurde nur beim Problem
der Merkmalsselektion hinzugezogen.
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kommt es mit der Zeit zu Verschiebungen auf der Papierbahn und die
Seiten du¨rfen nicht an beliebiger Stelle zertrennt werden. Dieser soge-
nannte Schnittregisterfehler soll mo¨glichst gering gehalten werden. Im
Rahmen der Diplomarbeit von Christoph Mo¨ller [Mo¨ller, 2009] wur-
de untersucht, inwieweit ein nichtlineares neuronales Modell in der Lage
ist diesen Fehler aufgrund von Sensoren entlang der Druckmaschine vor-
hersagen. Es sollte mittels einer Signiﬁkanzanalyse untersucht werden,
welche Sensoren notwendig sind und welche Sensoren der Testmaschine
aufgrund von irrelevanten oder redundanten Informationen weggelas-
sen werden ko¨nnen. Dazu kam wieder die einfache Merkmalsbewertung
und auch die Residual Mutual Information (Abschnitt 3.6) zum Ein-
satz. Schlussendlich konnten rund zwei Drittel der original verfu¨gbaren
Sensoren vernachla¨ssigt werden. Ausfu¨hrlichere Informationen ﬁnden
sich in Anhang B.3.
3.10.5. Feuerungsfu¨hrung in einem Kohlekraftwerk
Eine Vielzahl von Sensoren und Kameras erzeugen in einem Kraftwerk
Daten. Um mit diesen sinnvoll eine solche Anlage regeln zu ko¨nnen,
muss die Anzahl der betrachteten Dimensionen auch hier drastisch re-
duziert werden. Dazu kommt fu¨r die Bild- und die Spektraldaten die
MMI aus Abschnitt 3.7 zum Einsatz, deren Ergebnisse nachfolgend zu-
sammen mit allen anderen Kana¨len einer MIFS unterworfen wird. Auf
dem solchermaßen reduzierten Datensatz wird dann ein Regler gelernt.
Dieser entscheidet dann die Stelleingriﬀe. Der Stellraum wurde dabei
auch mit den in Abschnitt 3.8 vorgestellten Methoden untersucht. De-
taillierter wird dieses Szenario und die darin erzielten Ergebnisse in
Kapitel 6 ero¨rtert, da es die kognitive Gesamtarchitektur dieser Arbeit
exemplarisch umsetzt.
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Transinformation X X X X X
Verbundtransinformation/MIFS X X X X
Auswahl mit Chow-Liu Ba¨umen X X
Residual Mutual Information X
Transinformationsmaximierung X
Aktionsraumauswahl X
Tabelle 3.11.: U¨bersicht u¨ber die Anwendung der vorgestellten Verfahren
in unterschiedlichen Szenarien.
Zusammenfassung
Mit den hier aufgezeigten Anwendungen wird deutlich, dass die Pro-
blematik der Merkmalsselektion in vielen Feldern von Bedeutung ist
und genutzt werden kann. In Tabelle 3.11 werden die Szenarien und die
verwendeten Ansa¨tze noch einmal tabellarisch zusammengefasst.
3.11. Fazit
In diesem Kapitel wurde diskutiert, wie im Rahmen der Gesamtarchi-
tektur wichtige Informationen von unwichtigen getrennt werden ko¨n-
nen. Dazu ko¨nnen Informationskana¨le entweder im Rahmen eines Se-
lektionsprozess ausgewa¨hlt oder durch eine sinnvolle Transformation
komprimiert werden. Als zentrales Bewertungskriterium kam die Trans-
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information zum Einsatz, welche, wie gezeigt wurde, auf unterschied-
lichen Wegen aus den Daten gescha¨tzt werden kann. Mit Hilfe dieser
Gro¨ße wurden dann neue Verfahren zur schnellen Merkmalsselektion
eingefu¨hrt, wobei Chow-Liu Ba¨ume oder Informationen im Residuum
zum Einsatz kamen. Ebenfalls ﬁndet die Transinformation Anwendung
bei der Transinformationsmaximierung, welche speziell fu¨r Bilddaten
untersucht und erweitert wurde. Die Methodiken wurden dann auf das
analoge Problem der Aktionsraumselektion u¨bertragen. Eine Samm-
lung von Anwendungen zeigt den vielfa¨ltigen Nutzen der Ansa¨tze im
praktischen Einsatz.
Nachdem der Informationsﬂuss auf wesentliche Teile reduziert wurde,
ko¨nnen mit Hilfe der informativen Daten die eigentlichen Planungs-,
Entscheidungs- und Problemlo¨sungsinstanzen ihre Arbeit aufnehmen.
Wie dies im Rahmen der hier vorgestellten Architektur geschieht, wird
im na¨chsten Kapitel diskutiert.
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4. Reinforcement Learning
Im Zentrum eines intelligenten Systems steht immer eine Instanz, der
das Fa¨llen von Entscheidungen obliegt. Diese Entscheidung kann dabei
beispielsweise reaktiv basierend auf den gemachten Beobachtungen ab-
geleitet werden oder teil eines Plans sein. Es existiert eine Vielzahl von
Paradigmen, die geeignet sind, solche Entscheidungen zu treﬀen. Fu¨r
den hier betrachteten Ansatz einer datengetriebenen, lernenden Archi-
tektur engt sich das Spektrum der Mo¨glichkeit zwar bereits ein, aber
dennoch ist es nicht mo¨glich, alle Varianten umfassend zu betrachten.
Daher wird sich der weitere Verlauf dieses Kapitels auf eine Variante
der Entscheidungsﬁndung beschra¨nkten: das Reinforcement Learning.
Dazu wird ein Abriss des Grundprinzips und aktueller Entwicklungen
gegeben, bevor drei Vertreter na¨her vorgestellt und untersucht werden.
Diese werden untereinander verglichen und gewertet, und im Anwen-
dungsszenario anderen Paradigmen gegenu¨ber gestellt.
Grundlagen des Reinforcement Learnings
Das Standardwerk im Bereich des Reinforcement Learning (RL)
[Sutton und Barto, 1998] deﬁniert:
Deﬁnition 4.1
Reinforcement Learning
Reinforcement Learning bescha¨ftigt sich damit eine Entscheidungs-
strategie (Policy) zu lernen, welche Aktionen ein Agent in einem be-
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stimmten Zustand auszufu¨hren hat, um eine akkumulierte numerische
Belohnung, das sogenannte Reinforcement, zu maximieren.
Um dieses Ziel zu erreichen, interagiert der Agent (die Planungs- und
Entscheidungsinstanz im Sinne der kognitiven Architektur) mit seiner
Umgebung. Er nimmt den aktuellen Zustand wahr und wa¨hlt aus einer
Menge von Aktionen eine aus, die er durchfu¨hrt. Nach der Aktionsaus-
fu¨hrung erha¨lt der Agent eine Belohnung oder Bestrafung in Form eines
Reinforcement-Signals, welches auch als Reward bezeichnet wird. Das
Ziel des Agenten besteht darin, die Summe u¨ber alle Rewards zu ma-
ximieren. Dazu beno¨tigt der Agent Wissen daru¨ber, welcher Zustand
mit seinen Aktionsfolgen die maximale Belohnung verspricht. Da dieses
Wissen apriori meist nicht zur Verfu¨gung steht, muss der Agent durch
Versuch und Irrtum diese Zusammenha¨nge selbst erlernen. Dieser Er-
werb von neuem Wissen wird als Exploration bezeichnet, wa¨hrend das
Durchfu¨hren von bekannten Aktionen zur Maximierung der Belohnung
als Exploitation bekannt ist.
Typischerweise wird das Reinforcement Learning Problem als Markov-
Entscheidungsprozess (Markov Decision Process, MDP) aufgefasst. Da-
zu muss die Markov-Eigenschaft gewa¨hrleistet sein, welche besagt, dass
der neue Zustand st+1 nur vom aktuellen Zustand st und der darin
ausgefu¨hrten Aktion at abha¨ngt.
Deﬁnition 4.2
Bestandteile eines Reinforcement Learning Systems
Die Umgebung in der der Agent operiert, sei deﬁniert durch eine Men-
ge von Zusta¨nde S und einer Menge von durchfu¨hrbaren Aktionen A.
Dann ergibt sich seine Handlungsvorschrift, die sogenannte Policy Π,
als Abbildung des Zustandes auf eine Aktion Π : S → A. Weiterhin
notwendig ist das Rewardsignal R welches in jedem Zustand vergeben
wird.
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Das formale MDP eines Reinforcement Problems ist als 4-Tupel deﬁ-
niert:
MDP = (S,A,Patst,st+1 ,Rst) (4.1)
  S ist die Menge aller mo¨glichen Zusta¨nde.
  A ist die Menge aller mo¨glichen Aktionen. Bei bestimmten Proble-
men kann die Menge verfu¨gbarer Aktionen vom Zustand st abha¨n-
gig sein.
  Patst,st+1 ist die Transitionswahrscheinlichkeit, mit der man unter
Ausfu¨hrung von Aktion at in Zustand st im Zustand st+1 landet.
  Rst ist der Reward, den der Agent in Zustand st erha¨lt. Hier ist
auch denkbar, dass der Reward nicht nur vom Zustand, sondern
auch von der gewa¨hlten Aktion at abha¨ngig ist.
In Abbildung 4.1 werden die benannten Elemente in Relation zueinan-
der gezeigt.
Das Ziel des Systems ist dabei, die Summe aller zuku¨nftigen Rewards
zu maximieren
R = rt+1 + rt+2 + rt+3 + . . . . (4.2)
Dieses Optimierungskriterium sorgt fu¨r eine implizite Planung bei Re-
inforcement Learning Verfahren. Anstatt nur gierig die na¨chste beste
Aktion auszufu¨hren, ermo¨glicht diese Formulierung, dass eine momen-
tan schlechte Aktion ausgefu¨hrt wird, die langfristig jedoch zu einem
ho¨heren Gesamtreward fu¨hrt.
Oftmals unterscheidet man zwischen episodischen und fortlaufenden
Problemen. Episodische Probleme haben dabei einen wohldeﬁnierten
Endpunkt, z.B. das Erreichen einer bestimmten Zelle in einer Gridwelt
oder das Ende eines Spiel. Fortlaufende Probleme arbeiten hingegen
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Abbildung 4.1.: U¨bersicht der Bestandteile eines Reinforcement Learning
Systems. Der Agent beobachtet seinen aktuellen Zustand st und den er-
haltenen Reward rt. Mit Hilfe der Policy (Strategie) Π wird fu¨r den
Zustand eine Aktion at ausgewa¨hlt und ausgefu¨hrt, was zu einem neu-
en Zustand st+1 und Reward rt+1 fu¨hrt. Mittels der Rewardinformati-
on wird wa¨hrend des Lernens die Policy angepasst. Die Abbildung ist an
[Sutton und Barto, 1998] angelehnt.
auf unbestimmt lange Zeit und ﬁnden sich in vielen Regelungsanwen-
dungen. Das Problem an diesem potentiell unendlichen Zeithorizont
ist, dass die in Gleichung 4.2 benannte Summe unendlich groß werden
ko¨nnte und damit die Optimierung erschwert oder unmo¨glich gemacht
wird. Praktisch umgangen wird dies durch die Einfu¨hrung eines Diskon-
tierungsfaktors γ ∈ [0, 1), der ferner in der Zukunft liegenden Rewards
eine geringere Bedeutung zuweist.
R = rt+1 + γrt+2 + γ
2rt+3 + . . . =
∞∑
t=0
γtrt+1
Dieses Konzept der Abwertung zuku¨nftiger Einﬂu¨sse ﬁndet sich sehr
ha¨uﬁg in o¨konomischen Konzepten wieder, im Bereich des Maschinel-
len Lernens ist dieses Vorgehen eher ungewo¨hnlich. Allerdings ist so ei-
ne geschlossene Darstellung des Gesamtrewards als geometrische Reihe
mo¨glich und damit die Anwendung der verschiedenen Lo¨sungskonzepte.
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Reinforcement Learning Verfahren versuchen fu¨r das MDP eine re-
wardmaximierende Policy zu ﬁnden. Einteilen lassen sich die Ansa¨t-
ze in zwei großen Klassen - die Policy Iteration Algorithmen und
die Policy Search Algorithmen. Die erste Gruppe ist jene, die das
”
klassische“ Reinforcement Learning umfasst. So bescha¨ftigt sich bei-
spielsweise Sutton und Bartos Reinforcement Learning Standardwerk
[Sutton und Barto, 1998] fast ausschließlich mit der Policy Iterati-
on.
Beide Paradigmen lassen sich einfach voneinander unterscheiden. Die
Policy Search Ansa¨tze suchen direkt nach einer geeigneten Handlungs-
vorschrift. Hinter dem Begriﬀ der Policy Search verbergen sich oftmals
aus der Mathematik stammende Optimierungsverfahren, welche im Pa-
rameterraum der Policy nach der besten Strategie suchen.
Im Gegensatz dazu gehen Policy Iteration Ansa¨tze den Weg u¨ber ei-
ne Approximation der (Action-)Value-Funktion. Die Value-Funktion V
(oder Q-Funktion fu¨r Aktions-Zustands-Paare) entspricht dabei dem
zu erwartenden zuku¨nftigen Gesamtreward fu¨r einen Zustand. Die Po-
licy Iteration besteht aus zwei Teilen, welche alternierend wiederholt
werden. Zum einen ist dies der Schritt der Policy Evaluation (Strate-
giebewertung), welche versucht, eine Bewertung einer gegebenen Poli-
cy in Form der erwa¨hnten Value-Funktion zu ermitteln. Zum anderen
existiert der Schritt des Policy Improvements (Strategieverbesserung),
welches auf Basis einer gegebenen Bewertungsfunktion die Policy ver-
bessert. Hierbei gibt es in vielen Verfahren keine explizite Repra¨senta-
tion der Policy in Form einer direkten Abbildung von Zusta¨nden auf
Aktionen. Vielmehr wird fu¨r jeden Zustand anhand der Value-Funktion
auf die Policy geschlossen (z.B. in dem die Aktion ausgefu¨hrt wird, die
zum Zustand mit dem ho¨chsten Value fu¨hrt).
Eine Kombination beider Ansa¨tze existiert ebenfalls, es handelt sich
dabei um sogenannte Actor-Critic Methoden. Diese kombinieren die
Strategiebewertung in Form eines Kritikers mit einem Aktor, einer di-
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Abbildung 4.2.: Systematisierung der unterschiedlichen Reinforcement
Learning Spielarten. Im linken Zweig beﬁnden sich jene Verfahren, die zum
Finden der optimalen Policy das Konstrukt einer (Action-)Value Function
verwenden, die explizit die zu erwartende zuku¨nftige Belohnung kodiert.
Dazu za¨hlen das klassische Dynamic Programming, wie es urspru¨nglich von
Bellmann genutzt wurde, stochastische Monte-Carlo-Methoden und die
weitverbeiteten Temporal Diﬀerence Methoden. Der rechte Zweig fasst das
Problem hingegen als direktes Optimierungsproblem im Raum aller mo¨g-
lichen Policies auf, wobei hier zwischen lokaler Optimierung, die auf Gra-
dientenverfahren basieren, und globaler Optimierung unterschieden wird.
Einen Mittelweg dazwischen beschreiten die sogenannten Actor-Critic Me-
thoden, da sie Methoden aus den beiden anderen Zweigen verwenden.
rekten Policyrepra¨sentation, welche auf Basis des Kritikers lernt.
Graﬁsch ist diese Einteilung auch in Abbildung 4.2 dargestellt.
Fu¨r die Verwendung in der angestrebten kognitiven Architektur wurden
drei unterschiedliche Ansa¨tze ausgewa¨hlt und untersucht. Sie sollen in
den nachfolgenden Abschnitten kurz vorgestellt werden. Aus dem Be-
reich der Policy Iteration werden das Neural Fitted Q-Iteration (NFQ)
Verfahren [Riedmiller, 2005] [Hafner, 2009] und das Reinforcement
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Learning mit Gauß’schen Prozessen (RLGP) [Kuß, 2006] betrachtet,
aus dem Bereich der Policy Search Algorithmen wird das Cooperati-
ve Synapse Neuroevolution (CoSYNE) Verfahren [Gomez et al., 2008]
untersucht. Dabei existieren fu¨r das NFQ Verfahren auch Erweiterun-
gen [Hafner, 2009], die es in den Bereich der Actor-Critic Verfahren
u¨berfu¨hren und dort zu einem sehr nahen Verwandten des Action De-
pendent Heuristic Dynamic Programming (ADHDP) [Si et al., 2004]
macht, so das auch diese Gruppe Beachtung ﬁndet.
4.1. Neural Fitted Q-Iteration
Neural Fitted Q-Iteration ist ein Value-Iteration Verfahren, welches
in [Riedmiller, 2005] vorgestellt wurde. Die grundlegende Idee da-
bei ist, mittels eines neuronalen Netzes die Zustandsaktionsfunktion
(Q-Funktion) bei einer geringen Zahl an Beobachtungen zu approxi-
mieren.
Deﬁnition 4.3
Q-Funktion
Die Q-Funktion gibt an, wie hoch der erwartete zuku¨nftige Gesam-
treward ist, wenn in Zustand st die Aktion at ausgefu¨hrt wird. Der
zuku¨nftige Gesamtreward wird dabei als Erwartungswert der diskon-
tierten Summe repra¨sentiert. Der Diskontierungsfaktor 0 ≤ γ < 1
wichtet fern in der Zukunft liegende Belohnungen weniger stark als
zeitliche na¨here liegende Rewards r.
Qπ(s, a) = E
(
γ0r(st, at) + γ
1r(st+1, at+1) + γ
2r(st+2, at+2) + . . .
)
Qπ(s, a) = E (r(st, at) + γQ
π(st+1, at+1))
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Die beste Aktion kann somit ausgewa¨hlt werden, in dem die Aktion
gesucht wird, welchen den maximalen Q-Wert hat.
Dabei wird in der Basisvariante davon ausgegangen, dass der Zustands-
raum kontinuierlich ist und die Aktionen diskret repra¨sentiert werden.
Es handelt sich beim NFQ Ansatz um ein sogenanntes modellfreies
oder direktes Verfahren, da die Transitionswahrscheinlichkeiten Patst,st+1
nicht gelernt werden.
Das Verfahren alterniert dabei zwischen zwei Modi. Einerseits gibt es
einen Interaktionsmodus, in welchem der Agent seine Umgebung beob-
achtet, manipuliert und die Auswirkungen protokolliert. Andererseits
gibt es eine Lernphase, in der der Agent mittels der protokollierten
Beobachtungen sein Wissen, also die durch ein neuronale Netz appro-
ximierte Q-Funktion, aktualisiert.
Als neuronales Netz kommt ein klassisches Multi-Layer Perceptron
zum Einsatz, welches mit R-Prop [Riedmiller und Braun, 1993] trai-
niert wird. Versuche mit dem klassischen Backpropagation-Algorithmus
und der Levenberg-Marquardt Variante [Zell, 1994] zeigten, dass
die Verwendung des einfachen Backpropagation-Algorithmus aufgrund
schlechterer Konvergenzeigenschaften ungu¨nstig ist und nur bei der
Verwendung von R-Prop oder dem Levenberg-Marquardt Algorithmus
zuverla¨ssig zufriedenstellende Ergebnisse erreicht wurden.
Die Erfahrungen, die wa¨hrend der Interaktionsphase gemacht werden,
sind als Datentupel D = (s, a, s′, r) gespeichert. Dies entspricht dem
aktuellen Zustand s, der ausgefu¨hrten Aktion a, dem erreichten Fol-
gezustand s′ und dem erzielten Reward r. Dabei wird wa¨hrend dieser
Interaktion on policy agiert, also in jedem Zustand die bestmo¨gliche
bisher bekannte Aktion ausgewa¨hlt. Das Wissen, welches die bestmo¨g-
liche Aktion ist, ist im neuronale Netz gespeichert. Die Aktionsauswahl
erfolgt dadurch, dass dem Netz der aktuelle Zustand sowie alle mo¨g-
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lichen Aktionen als Eingaben pra¨sentiert werden. Dabei wird fu¨r jede
Aktion der zu erwartende Reward mit Hilfe des Netzes gescha¨tzt. Jene
Aktion, die den maximalen Q-Wert am Ausgang des Netzes erzeugt,
wird zur Ausfu¨hrung ausgewa¨hlt. Allerdings ko¨nnen an dieser Stelle, je
nach gewa¨hlter Explorationsstrategie, auch andere Aktionen bestimmt
werden, beispielsweise nach der 
-greedy Strategie1.
Beim Wechsel in die Lernphase muss basierend auf den gespeicherten
Datentupeln zuerst die zu lernende Q-Funktion ermittelt werden. Dazu
wird mittels des neuronalen Netzes fu¨r jedes Datentupel der zu erwar-
tende Gesamtreward ti bestimmt.
ti = ri + γmax
a
Qˆ(s′i, a)
Mit der Information T = (ti, si, ai) kann nun das Netz trainiert werden,
wobei Zustand und Aktion am Eingang angelegt werden (s, a) und der
gescha¨tzte Gesamtreward t am Ausgang ausgegeben werden soll. Als
Ergebnis erha¨lt man eine Approximation der Q-Funktion durch das
Netz, wa¨hrend die gesammelte Datenbasis ein implizites Modell fu¨r die
Zustandsu¨berga¨nge darstellt. Die Scha¨tzung von Qˆ(s′i, a) wird dabei
vom neuronalen Netz geliefert und stellt somit die Q-Funktion vor der
Aktualisierung dar.
Der gesamte NFQ-Algorithmus ergibt sich nun aus dem zyklischen
Wechsel der Interaktions- und der Lernphase.
NFQ fu¨r kontinuierliche Aktionsra¨ume
Soll der vorgestellte Apparat auch auf kontinuierliche Aktionsra¨ume
ausgeweitet werden, so entfa¨llt die Mo¨glichkeit des Durchprobierens
der Aktionen. Man ko¨nnte natu¨rlich ein Gitter auf dem Aktionsraum
1Fu¨r eine Diskussion von Explorationsstrategien sei auf Abschnitt 5.2 verwiesen.
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deﬁnieren, an dessen Stu¨tzstellen Aktionen vom Netz bewertet werden,
aber das entspricht einer Diskretisierung des Aktionsraums. Die Alter-
native hierzu ist, die Information nach der besten Aktion dem Netz
selbst zu entnehmen, indem der Q-Wert am Ausgang durch das Netz
nach der Aktion abgeleitet wird, formell also die partielle Ableitung
von Q(s, a) nach a: ∂Q(s,a)∂a . Realisiert wird dies durch das mathemati-
sche Geru¨st des Backpropagation-Algorithmus oder seiner Verwandten.
Damit la¨sst sich nun ein Gradientenaufstieg zur besten Aktionen durch-
fu¨hren. Vorgestellt und ausfu¨hrlich diskutiert wird diese als Generalized
NFQ bezeichnete Erweiterung in [Hafner, 2009].
Das Problem dieses Ansatzes ist, dass der Gradientenaufstieg natu¨rlich
nur das lokale Maximum ﬁnden kann. Es ist notwendig, mehrere Opti-
mierungsla¨ufe von unterschiedlichen Startpunkten zu initialisieren und
das beste Ergebnis zu verwenden. Allerdings ist gerade das Zuru¨ckpro-
pagieren ein durchaus zeitkritischer Vorgang, der bei Echtzeitanwen-
dungen problematisch werden kann.
Um dies zu umgehen, wird in [Hafner, 2009] Neural Fitted Q-Iteration
with Continuous Actions (NFQCA) vorgestellt. Dabei handelt es sich
um eine Aktor-Kritik Architektur, in der das bisherige Netz zur Appro-
ximation der Q-Funktion bestehen bleibt (und als Kritiknetz bezeichnet
wird) wa¨hrend die beste Aktion nicht mehr durch Probieren oder die
Gradientensuche bestimmt wird, sondern in einem eigenen Netz, dem
sogenannten Aktor- oder Strategienetz, gespeichert ist.
Mit diesem zusa¨tzlichen Aktornetz vereinfacht sich die Suche nach der
besten Aktion in der Interaktionsphase zu einer einmaligen Anfrage an
das Netz, welches als Eingabe den Zustand s erha¨lt und die Aktion a
ausgibt. Man erreicht also eine direkte Sensor-Aktor-Kopplung. Um die-
ses Netz zu trainieren, wird die Information aus dem Kritiknetz genutzt.
Das heißt in der Lernphase wird wie bisher das Kritiknetz mittels der
generierten Datentupel bestimmt. Sobald dieser Prozess abgeschlossen
ist, beginnt die Phase zum Trainieren des Aktornetzes.
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Dazu wird im Kritiknetz die partielle Ableitung nach der Aktion be-
rechnet und zwar nicht nur fu¨r einen Zustand, sondern fu¨r alle Zusta¨nde
aus den Trainingsdaten T . Diese Information wird dann genutzt, um
das Aktornetz zu adaptieren, welches die Aktionsinformation fest spei-
chert, anstatt sie in jedem Zustand neu zu suchen, wie es bei beim oben
beschriebenen Generalized NFQ der Fall ist. Dazu wird die partielle Ab-
leitung nun mit der Ausgabe des Aktors fu¨r den betreﬀenden Zustand
multipliziert. Mittels der Kettenregel la¨sst sich der Zusammenhang fu¨r
einen Zustand s also wie folgt beschreiben:
∂Q(s, a)
∂wAktor
=
∂Q(s, a)
∂a
· ∂a
∂wAktor
.
Hafner verwendet zum Training des Aktors auch wieder den RProp-
Algorithmus, wobei theoretisch auch jeder andere Trainingsalgorithmus
eigesetzt werden ko¨nnte.
Graﬁsch ist ein solches Aktor-Kritik System in Abbildung 4.3 skizziert.
Der resultierende Algorithmus a¨hnelt dabei sehr stark dem Action-
dependent Heuristic Dynamic Programming (ADHDP) (manchmal
auch als Neural Dynamic Programming bezeichnet) [Si et al., 2004],
welches exakt dieselbe Struktur und anna¨hernd die gleiche Kostenfunk-
tion zum Training des Aktors verwendet. Weitere Details, gerade zur
Verwandtschaft von NFQ und ADHDP, ﬁnden sich in der Diplomarbeit
von Christian Vollmer [Vollmer, 2009].
In der Dissertation von Hafner [Hafner, 2009] werden verschiedene
regelungstechnische Anwendungen pra¨sentiert, die mittels NFQ gelernt
und geregelt wurden. Diese unterscheiden sich von herko¨mmlichen Re-
inforcement Learning Benchmarks zum Teil deutlich, da die klassischen
Benchmarks oftmals sehr allgemein gehaltenen sind und nur selten
die Anforderungen realer regelungstechnischer Probleme widerspiegeln.
Spezielles Augenmerk wurde dabei auf die Behandlung externer Fu¨h-
rungsgro¨ßen gelegt, da diese typischerweise kaum betrachtet werden.
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Abbildung 4.3.: U¨bersicht der Bestandteile eines Reinforcement Learning
Systems basierend auf der Aktor-Kritik Formulierung des NFQ Algorith-
mus. Durchgezogene Linien vermitteln den Informationsﬂuss wa¨hrend ei-
nes Zyklus in der Interaktionsphase. Gestrichelt angedeutet sind die Zu-
sammenha¨nge wa¨hrend der Lernphase. Fu¨r den Fall des klassischen NFQs
fa¨llt das Aktornetz im Agenten weg. Stattdessen werden mo¨gliche Aktio-
nen zusammen mit dem aktuellen Zustand dem Kritiknetz pra¨sentiert. Die
Aktion mit der ho¨chsten Ausgabe wird dann als Aktion ausgewa¨hlt.
Diese beinhalten die Regelung von Gleichstrommotoren fu¨r RoboCup-
Roboter (siehe auch [Riedmiller et al., 2009]) sowie ein Vielzahl von
Simulation fu¨r die Regelung von Heizspiralen, Autopiloten oder akti-
ven Schwingungsda¨mpfern. Dabei werden auch die Auswirkungen von
Rauschen und nichtdirekt beobachtbare A¨nderungen im Problem be-
trachtet.
In [Riedmiller et al., 2007] wird die Verwendung von NFQ fu¨r ein au-
tonomes Auto beschrieben, aber auch zur Regelung von Mu¨llverbren-
nungsanlagen fand das Verfahren Verwendung [Steege et al., 2010].
Auch in vielen anderen Publikationen, die mit klassischen Benchmarks,
wie dem Stabbalance oder dem MountainCar Problem, arbeiten, ﬁndet
sich mittlerweile recht ha¨uﬁg das NFQ-Verfahren als Referenzverfahren.
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Daher sollten Untersuchungen im Bereich des Reinforcement Learnings
auch dieses de facto Standardlernverfahren mit beru¨cksichtigen.
4.2. Gauß’sche Prozesse fu¨r RL
Im Bereich des maschinellen Lernens haben in den letzten
Jahren Gauß’sche Prozesse (GP) an Popularita¨t gewonnen
[Rasmussen und Williams, 2005]. Sie dienen dabei nicht nur
als einfacher Funktionsapproximator, sondern geben zusa¨tzlich
auch eine Konﬁdenz u¨ber die Sicherheit der Scha¨tzung mit an.
Dies wird auch im Bereich des Reinforcement Learnings genutzt
[Kuß, 2006], [Engel et al., 2003], [Rasmussen und Kuss, 2004],
[Deisenroth et al., 2008]. Die Verfahren fallen dabei in die Gruppe
des sogenannten Bayesian Reinforcement Learnings, wobei es dar-
um geht Konzepte aus der probabilistischen Modellierung fu¨r das
Reinforcement Learning zu verwenden.
Im Kern sind Gauß’sche Prozesse Funktionsapproximatoren, die im
Rahmen des Reinforcement Learnings eingesetzt werden, um beispiels-
weise das Prozessmodell oder die Q-Funktion zu approximieren. Die
GPs ko¨nnten theoretisch durch jeden beliebigen Funktionsapproxima-
tor ersetzt werden. Der theoretische Vorteil der Verwendung von GPs
gegenu¨ber anderen Approximatoren liegt dabei in der expliziten sto-
chastischen Beschreibung des Approximators und in der Fa¨higkeit im-
plizit eine Konﬁdenzaussage u¨ber die gescha¨tzten Werte abzuleiten.
Die mathematischen Grundlagen und Hintergru¨nde zu den Gauß’schen
Prozessen werden im Anhang A.2 beschrieben. Die Verwendungsmo¨g-
lichkeiten dieses Approximators als Prozessmodells oder als Repra¨sen-
tation der Q-Funktion soll kurz diskutiert werden.
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Gauß’sche Prozesse als Prozessmodell
Falls ein Modell des zu regelnden Systems zur Verfu¨gung steht, ko¨nnen
viele modellbasierte Verfahren problemlos eine geeignete Policy ﬁnden.
Diese nutzten die im Modell gespeicherten Information um Aktionsfol-
gen zu simulieren und ko¨nnen somit eine optimale Policy ﬁnden. In einer
realen Anwendung ist es oftmals nicht mo¨glich direkt u¨ber la¨ngere Zeit
mit dem Prozess zu interagieren, da ein solches Vorgehen mit hohen
moneta¨ren oder zeitlichen Kosten behaftet ist oder sicherheitskritisch
sein ko¨nnte und man damit auf Modelle angewiesen ist.
Ein solches Modell aus den Daten zu lernen ist Thema im Bereich der
Modellidentiﬁkation. Gauß’sche Prozesse sind dabei eine Mo¨glichkeit
dies zu tun. Das heißt, es wird die Transitionsfunktion Patst,st+1 (sie-
he Deﬁnition 4.2) mittels einem oder mehreren Gauß’schen Prozessen
approximiert. Dabei wird ein Gauß’scher Prozess pro Dimension des
Zustandsraums beno¨tigt.
Diese Anwendung Gauß’scher Prozesse erfolgt direkt auf den ge-
machten Beobachtungen und wird mit den Standardmethoden wie
sie in [Rasmussen und Williams, 2005], [Deisenroth, 2009] und
[Kuß, 2006] beschrieben werden, realisiert. Dazu wird aus den i Be-
obachtungen der funktionelle Zusammenhang st+1 = f(st, at) genutzt,
um fu¨r unbekannte Zustands-Aktionspaare (s˜t, a˜t) den Folgezustand
s˜t+1 zu approximieren. Eingesetzt in das mathematische Geru¨st aus
Anhang A.2 ergibt sich:
E(s˜t+1|X,Y, [s˜t, a˜t]) = K([s˜t, a˜t] , X)K(X,X)−1Y T .
Dabei ist X die Matrix in der alle beobachteten Zustands-
Aktionspaare X =
[
(s1t , a
1
t )
T , (s2t , a
2
t )
T , . . . , (sit, a
i
t)
T
]
stehen und Y =[
s1t+1, s
2
t+1, . . . , s
i
t+1
]
der Vektor mit den zugeho¨rigen Folgezusta¨nden
ist. K ist die verwendete Kovarianzfunktion und der Erwartungswert
E(s˜t+1|X,Y, [s˜t, a˜t]) ist die gesuchte Approximation des Folgezustands.
KAPITEL 4. REINFORCEMENT LEARNING 149
In der Literatur wurde dieser Ansatz neben den klassischen Szenari-
en, wie beim MountainCar oder Stabbalanceproblem [Kuß, 2006], bei-
spielsweise zur Modellierung eines Zeppelins genutzt [Ko et al., 2007].
Abseits des Reinforcement Learnings kommen Gauß’sche Prozes-
se in verwandten Ansa¨tzen der Systemidentiﬁkation zum Einsatz:
zum Beispiel zur Modellierung inverser Kinematik bei Roboterarmen
[Nguyen-Tuong et al., 2008] oder auch in der Feuerungsfu¨hrung im
Kontext modellpra¨diktiver Regelungen [Grancharova et al., 2008].
In [Jung und Stone, 2010] wird darauf hingewiesen, dass, aufgrund
des Fluch der Dimensionalita¨t, diese Verfahren nur in einem hinrei-
chend niedrigdimensionalen Zustandsraum funktionieren.
Gauß’sche Prozesse als Value-Approximatoren
Die zweite Mo¨glichkeit Gauß’sche Prozesse im Rahmen des Rein-
forcement Learnings einzusetzen, besteht darin, mittels des GPs die
(Aktions-)Wertefunktion (z.B. Q-Funktion) zu approximieren. Dies ent-
spricht dem Zweck des Multi-Layer Perceptrons beim NFQ-Verfahren.
Dazu ist es notwendig, sogenannte Supportpunkte [Kuß, 2006] zu de-
ﬁnieren, an denen die Q-Werte bekannt sind2. Alle anderen Punkte im
kontinuierlichen Zustands-Aktions-Raum werden per Interpolation mit
dem GP gescha¨tzt. Diese Supportpunkte im Zustandsraum entsprechen
der Matrix X (wie weiter oben), die Q-Werte an den diesen Support-
punkten dem Vektor Y .
E(Q˜t+1|X,Y, [s˜t, a˜t]) = K([s˜t, a˜t] , X)K(X,X)−1Y T .
Standardma¨ßig erfolgt die Wahl der Supportpunkte in [Kuß, 2006]
mo¨glichst in einer Gitterstruktur u¨ber dem Zustands-Aktions-Raum.
2Berechnet werden diese mit den klassischen Formeln fu¨r das Q-Learning wa¨h-
rend der Agent mit seiner Umwelt interagiert. Siehe Deﬁnition 4.3 und
[Sutton und Barto, 1998]
150 4.2. GAUSS’SCHE PROZESSE FU¨R RL
Die Entscheidung welche der Beobachtungen als Supportpunkte ver-
wendet werden, ist dabei von großer Wichtigkeit, da jeder zusa¨tzliche
Supportpunkt den Rechenaufwand deutlich erho¨ht und die Zahl der
notwendigen Supportpunkte zur Approximation der Q-Funktion expo-
nentiell mit der Dimensionalita¨t des Zustand-Aktions-Raums wachsen
mu¨sste. Man sto¨ßt hier bei ho¨herdimensionalen Problemen schnell an
die Grenzen der praktisch realisierbaren Berechenbarkeit.
Ebenfalls problematisch ist das Finden der optimalen Policy unter einer
gegeben Value Funktion (policy improvement). Wie auch beim NFQ fu¨r
kontinuierliche Aktionsra¨ume ist bei der Verwendung von Gauß’schen
Prozessen das Finden der besten Aktion ein nichtkonvexes Optimie-
rungsproblem, welches beispielsweise mit einem Gradientenverfahren
gelo¨st wird. Es besteht daher auch hier die Gefahr in einem lokalen
Optimum ha¨ngen zu bleiben.
Neben der reinen Scha¨tzung der (Action-)Value-Funktion kann die Kon-
ﬁdenzaussage, also die Varianz u¨ber Q˜t+1, genutzt werden. Die Berech-
nungsvorschrift ﬁndet sich in Anhang A.2 (Gleichung A.21). So lassen
sich intuitiv Explorationsstrategien formulieren, welche darauf abzie-
len, die Unsicherheit u¨ber die Scha¨tzung der Q-Funktion zur verringern.
Siehe dazu z.B. [Jung und Stone, 2010].
Die Verwendung von Gauß’schen Prozessen zur Value-Approximation
wird in der Dissertation von Kuss jedoch sehr kritisch gesehen:
”
In general it must be questioned whether a Gaussian process [...]is well
suited for representing the value function [...]“ - [Kuß, 2006], Seite 155
Als Gru¨nde werden angefu¨hrt, dass die Value Funktion oftmals insta-
tiona¨r ist, wa¨hrend der Gauß’sche Prozess nur stationa¨re Funktionen
approximieren kann, und die Menge der beno¨tigten Datenpunkte sehr
groß ist, um eine sinnvolle Approximation zu erhalten. Gerade in hoch-
dimensionalen Zustands-Aktions-Ra¨umen wird dies zu einem schwer
beherrschbaren Problem. Dieses zweite Problem zeigte sich auch in den
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Abbildung 4.4.: U¨bersicht der Bestandteile eines Reinforcement Learning
Systems mit denen beiden Einsatzmo¨glichkeiten Gauß’scher Prozesse. Ei-
nerseits kann damit die Value Funktion approximiert werden, als Bestand-
teil des RL Agenten selbst. Andererseits ergibt sich die Option Gauß’sche
Prozesse als Systemmodell zu verwenden. Und schließlich ko¨nnen beide
Varianten kombiniert werden.
durchgefu¨hrten Experimenten, welche in Abschnitt 4.4 vorgestellt und
diskutiert werden.
In [Deisenroth, 2009] wird das kombinierte Framework beider GP
Anwendungen als Gaussian Process Dynamic Programming (GPDP)
vorgestellt und um eine explizite Onlinevariante (Active Learning
GPDP) erweitert. Allerdings bleibt auch hier das Problem großer Zu-
standsra¨ume ungelo¨st.
Zusammenfassend sind beide Optionen zur Verwendung von
Gauß’schen Prozessen in Abbildung 4.4 dargestellt.
4.3. Cooperative Synapse Neuroevolution
Cooperative Synapse Neuroevolution (CoSYNE) wurde in
[Gomez et al., 2006] und [Gomez et al., 2008] als Verfahren vor-
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gestellt, das speziell bei komplexen Regelungsaufgaben Sta¨rken
aufweist.
Es ist in direkter Linie verwandt zu Neuroevolution of Augmen-
ting Topologies (NEAT) [Stanley und Miikkulainen, 2002]
und Symbiotic Adaptive Neuro-Evolution (SANE)
[Moriarty und Miikkulainen, 1996] und stellt in diesem Stamm-
baum die modernste Form neuroevolutiona¨ren Reinforcement Lear-
nings dar.
Die Grundidee ist hierbei die Policy durch ein rekurrentes neurona-
les Netz zu approximieren. Diesse Netz dient, anders als beim NFQ-
Verfahren oder den Gauß’schen Prozessen, nicht zur Approximation
einer Q-Funktion, sondern es handelt sich um ein Aktornetz, also den
Regler selbst. Es ﬁndet eine direkte Abbildung des Zustands st auf die
auszufu¨hrende Aktion at statt.
Die Verwendung eines rekurrenten Netzes soll hier ein praktisches Pro-
blem umgehen. Oftmals ist es in der Praxis so, dass der wahrgenomme-
ne Zustand nicht die Markov-Eigenschaft erfu¨llt. Man hat es also nicht
mit einem MDP, wie in Deﬁnition 4.2 beschrieben, zu tun, sondern mit
einem Partially Observable MDP (POMDP). Fu¨r diese Problemklas-
se ist die Konvergenz der meisten Reinforcement Learning Verfahren
nicht gesichert und die Mehrdeutigkeiten ko¨nnen das erzielte Ergebnis
beeintra¨chtigen.
Daher wird versucht, dieses Problem unter Hinzunahme zeitlicher Kon-
textinformationen zu umgehen. Dies kann explizit durch einen Zu-
standsscha¨tzer geschehen, der die aktuellen Beobachtungen mit Hilfe
von a¨lteren Informationen in einen Zustand umwandelt. Dies wa¨re im
Wahrnehmungs-Handlungs-Zyklus Bestandteil der Situationseinscha¨t-
zung. Einen zweiten Weg stellen rekurrenten Netze dar, welche implizit
den zeitlichen Kontext durch Ru¨ckkopplungen beachten und zur Ent-
scheidungsﬁndung nutzen. Dieser Weg wird beim CoSYNE Ansatz be-
schritten, als Regler kommen vollsta¨ndig rekurrente Neuronale Netze
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Abbildung 4.5.: (Links)Rekurrentes neuronales Netz, welches als Aktor-
netz fungiert, und die Kodierung als Individuum im Rahmen der evolu-
tiona¨ren Optimierung. Eine Spalte entspricht einem kompletten Netz, eine
Zeile der Subpopulation aller verfu¨gbaren Werte fu¨r ein spezielles Gewicht
des Netzes. Abbildung nach [Gomez et al., 2008]. (Rechts) Abstrakter
Suchraum aufgespannt u¨ber die beiden Parametern p (z.B. Gewichte im
neuronalen Netz). Die Ho¨henlinien repra¨sentieren die Gu¨te der Qualita¨t.
Die momentanen Policies Πact werden evolutiona¨ren Operationen unter-
zogen, die zur Bewegung im Raum fu¨hren und mit der Zeit zur optimalen
Policy Πopt konvergieren. Abbildung angelehnt an [Hellwig, 2009].
zum Einsatz. Die Struktur des Netzes und seine Kodierung muss vor
dem Lernprozess ausgewa¨hlt werden. Dargestellt ist dies im linken Teil
von Abbildung 4.5.
Der Lernprozess unterscheidet sich von den bisher besprochenen Ver-
fahren und la¨uft wie folgt ab:
1. Erzeugen einer initialen Menge (Population) von Netzen
2. Bewerten der aktuell vorhandenen Netze
3. Erzeugen einer neuen Generation von verbesserten Netzen durch
Anwendung evolutiona¨rer Operatoren auf die aktuell vorhandenen
Netze
4. Falls das Abbruchkriterium nicht erfu¨llt ist, weiter mit Schritt 2.
In Schritt 1 werden entweder zufa¨llige Strategien oder mit Vorwissen
kodierte Netze verwendet um eine Anzahl von Handlungsstrategien zu
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Abbildung 4.6.: Prinzipieller Ablauf der evolutiona¨ren Suche des CoSYNE-
Algorithmus.
erhalten. In diesen Teilnetzen sollten mo¨glichst verschiedene Teilstrate-
gien enthalten sein, um einen mo¨glichst großen Suchraum abzudecken.
Der problematische Teil eines solchen Neuroevolutionsverfahrens ist,
dass immer eine ganze Population von rekurrenten Netzen, bewertet
werden muss, um die Gu¨te der Policy zu bestimmen (Schritt 2). Dies
ist in realen Anwendungen typischerweise nicht mo¨glich, da der Zeit-
aufwand immens ist. Daher muss die Bewertung, die Bestimmung der
Fitness, auf anderem Weg erfolgen. Typischerweise kommen dazu Mo-
delle zum Einsatz.
Eine Beschreibung der beim CoSYNE zur Optimierung vewendeten
evolutiona¨ren Operatoren wird in Anhang A.3 gegeben.
Als Abbruchkriterium sind verschiedene Optionen realisierbar. Das
reicht von einer festen Anzahl von Iterationsschritten, u¨ber einen Min-
destwert bei der Bewertung, den die beste Policy u¨bertreﬀen muss, bis
hin zur Konvergenz des Lernverfahrens.
Eine visuelle Interpretation der Suche im Parameterraum ist im linken
Teil von Abbildung 4.5 zu sehen, der Ablauf als solches ist in Abbildung
4.6.
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Bei solchen Verfahren, die explizit ein Modell verwenden, besteht jedoch
immer die Gefahr, dass der Regler das Modell erlernt und nicht das rea-
le Problem. Normalerweise gibt es aber eine deutliche Diskrepanz zwi-
schen Modell und realem Problem, was einen u¨berangepassten Regler
(Stichwort Overﬁtting) fu¨r den realen Einsatz untauglich macht. Um
dieses Problem zu mildern, wird in dieser Arbeit auf eine Idee aus dem
Bereich des Ensemble Learnings [Dietterich, 2000] zuru¨ckgegriﬀen.
Dazu werden mehrere Modelle verwendet, um die Fitnessfunktion zu
berechnen, statt auf ein Modell beschra¨nkt zu bleiben. Die Bewertung
eines Reglers erfolgt dann als Mittelwert u¨ber die Einzelbewertungen
auf den Modellen.
Um die notwendige Diversita¨t der Modelle zu erreichen, kann hier auf
die u¨blichen Methoden zuru¨ckgegriﬀen werden. Beispielsweise sind das
die Verwendung unterschiedlicher Modelltypen (einfache Multi-Layer
Perceptrons, probabilistische Faktorgraphenbeschreibungen, vgl. Kapi-
tel 6, oder auch die oben beschriebenen Gauß’schen Prozesse), Pra¨-
sentation unterschiedlicher Muster wa¨hrend der Lernphase (z.B. durch
Bagging) oder unterschiedlichen Initialisierungen bei der Modellidenti-
ﬁkation.
Nachteil an diesem Vorgehen ist natu¨rlich der drastisch erho¨hte Rechen-
aufwand, der durch die notwendige Erstellung zusa¨tzlicher Modelle ent-
steht und die notwendigen mehrfachen Bewertungsla¨ufe der Individuen
auf den verschiedenen Modellen.
Zusammenfassend ist zu sagen, dass CoSYNE als Policy Search Ver-
fahren einen Weg beno¨tigt, Strategien/Policies zu bewerten. Dies kann
entweder am Problem selbst geschehen, wenn sich dies schnell und kos-
tengu¨nstig realisieren la¨sst, oder muss an Hand eines oder mehrerer
Modelle erfolgen. Vorteilhaft bei diesem Verfahren ist die Verwendung
von rekurrenten Netzen, welche eine implizite Behandlung unbekannter,
zeitlicher Zusammenha¨nge erlauben.
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Abbildung 4.7.: U¨bersicht der Bestandteile eines Reinforcement Learning
Systems basierend auf dem CoSYNE Algorithmus. Der Agent besteht in
diesem Fall nur aus dem Aktornetz. Dieses wird wird mittels evolutiona¨rer
Suche aus einer Population von Policies bestimmt. Die Bewertung dieser
Policies erfolgt dabei entweder am realer Prozess mit dem beobachteten
Reward oder unter Verwendung eines (oder mehrere Modelle) und einer
daru¨ber deﬁnierten Rewardfunktion. Gute Individuen werden weiter ent-
wickelt, schlechte Individuen werden aussortiert. Dieser Lernzyklus kann
bei Verwendung eines Modells oﬄine erfolgen.
4.4. Vergleichende Untersuchungen
Um die Eigenschaften der verschiedenen Ansa¨tze miteinander verglei-
chen zu ko¨nnen, wurden die Verfahren Tests unterzogen. Dazu kamen
zwei Testumgebungen zum Einsatz. Einerseits handelt es sich dabei
um das wohlbekannte MountainCar Problem, welches auch schon von
[Sutton und Barto, 1998] als Benchmark verwendet wurde. Anderer-
seits wurde ein spezieller Simulator eingesetzt, der die Probleme und
Eigenheiten, die im Kontext der Feuerungsfu¨hrung (vgl. Kapitel 6) auf-
treten, beru¨cksichtigt. Die Untersuchungen wurden dabei teilweise von
Christian Barth in dessen Diplomarbeit [Barth, 2008] durchgefu¨hrt.
KAPITEL 4. REINFORCEMENT LEARNING 157
4.4.1. Mountain Car
Beim sogenannten Mountain Car Problem handelt es sich um ein klas-
sisches Problem aus der Literatur des Reinforcement Learnings, siehe
[Moore und Atkeson, 1995] und [Sutton und Barto, 1998]. Dabei
soll ein Fahrzeug in einer zweidimensionalen Welt aus einem Tal her-
aus einen Hu¨gel erklimmen. Der Anstieg ist allerdings so steil, dass
die Beschleunigung des Fahrzeugs nicht ausreichend ist, um den An-
stieg direkt zu u¨berwinden. Daher scheitern klassische Ansa¨tze, die die
Regelabweichung gierig behandeln, an dieser Aufgabe. Stattdessen ist
es notwendig, mit dem Fahrzeug auf der gegenu¨berliegenden Talsei-
te Schwung zu holen und somit durch Aufschaukeln eine ausreichende
Beschleunigung zu erreichen.
Fu¨r die mathematischen Details der Simulation und genaue Deﬁnitio-
nen fu¨r den verwendeten Zustands-Aktionsraum und die Rewardfunk-
tion, sei auf Anhang C verwiesen.
Es handelt sich dabei um ein episodisches Problem, der Versuch endet
normalerweise, sobald der Agent sein Ziel erreicht hat. Das Ziel ist hier-
bei das Erreichen einer festgelegten Position an der der Agent stehen
bleibt, also eine Geschwindigkeit von null hat. Zu beachten ist dabei,
dass hier ein verzo¨gerter Reward verwendet wird. Das bedeutet, dass
der Agent nur eine Belohnung erha¨lt, wenn er sein Ziel erreicht hat bzw.
ihm sehr nahe gekommen ist. An anderen Orten und mit unpassenden
Geschwindigkeiten erha¨lt der Agent einen negativen Reward.
Dieses Szenario wurde in dieser Form untersucht, um einerseits bei ei-
nem einfachen, u¨berschaubaren und bekannten Benchmark die Verfah-
ren auf ihre Anfa¨lligkeit gegenu¨ber Rauschen zu vergleichen. Anderer-
seits wurde die Problematik des verzo¨gerten Rewards, welcher nur sehr
nah an der eigentlichen Zielposition vergeben wurde, mit Hinblick auf
die intelligente Feuerungsfu¨hrung gewa¨hlt. Dort gibt es zwar dauerhaft
einen Reward, aussagekra¨ftig ist dieser allerdings auch nur in der Um-
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gebung des Ziels. Zusa¨tzlich versta¨rkt dieser Art der Rewardvergabe
das Rauschproblem, da durch Rauschen hervorgerufene Abweichungen
sich damit eher im Reward bemerkbar macht.
Experimente
In [Barth, 2008] wurden NFQ, GP und auch der Aktor-Kritik-
Ansatz des Action-Dependent Heuristic Dynamic Programming
[Si et al., 2004] untersucht. Jedoch zeigte sich dort, dass der Aktor-
Kritik-Ansatz nicht zuverla¨ssig eine brauchbare Lo¨sung erzielen. Die
Varianz in den Ergebnissen zwischen einzelnen Versuchen war sehr
hoch, in einigen Fa¨llen wurde keine sinnvolle Policy gelernt. Dadurch,
dass selbst fu¨r das einfache MoutainCar-Problem die Suche nach einer
stabilen Lo¨sung so schwierig war, wurde dieses Verfahren verworfen.
Stattdessen wurde in dieser Arbeit das CoSYNE-Verfahren aufgegrif-
fen und dem NFQ-Verfahren sowie dem Reinforcement Learning mit
Gauß’schen Prozessen gegenu¨bergestellt.
Die Untersuchungen zum Rauschen beinhalteten ein Verrauschen des
Systemzustands als auch des vergebenen Rewards. Die Varianz des Rau-
schens war dabei auf 10% des jeweiligen Gro¨ße festgesetzt. Verglichen
wurde dies mit einem geringerem Rauschen (Varianz von 3%) und ohne
Rauschen (Varianz von 0%).
Die Ausgangsdaten fu¨r alle drei Verfahren waren dabei 1000 Zustands-
Aktionsfolgen, die zum Lernen verwendet werden konnten. Der Ver-
suchsaufbau fu¨r die drei Verfahren war dabei:
  NFQ: Es wurde ein Multi-Layer Perceptron mit einer Hiddenschicht
mit fu¨nf Neuronen als Approximator der Q-Funktion verwendet.
  Gauß’sche Prozesse: Aus den Trainingsdaten wurde ein Prozessmo-
dell GP gelernt und damit dann ein Value GP trainiert. Dabei wurde
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die Sta¨rke des Rauschens jeweils auch fu¨r den Hyperparameter σ
(siehe Anhang A.2) auf die wahre Gro¨ße gesetzt.
  CoSYNE: Es wurde als Aktor ein vollsta¨ndig rekurrentes Netz mit
3 Hiddenneuronen verwendet (entspricht damit anna¨hernd der Zahl
freier Parameter beim NFQ-Verfahren).
Die Bewertung wurde u¨ber dabei u¨ber fu¨nf Versuche gemittelt und ist in
Abbildung 4.8 gezeigt. Jeder Versuch bestand dabei aus 100 Aktionen
die der Agent nach Abschluss des Lernens durchgefu¨hrt hat.
Verhalten bei Rauschen
Die Ergebnisse zeigen fu¨r das NFQ-Verfahren und den CoSYNE-Ansatz
einen klaren Zusammenhang zwischen der Sta¨rke des Rauschens und
des mittleren Rewards, der durch die Agenten erreicht wird. Die Un-
terschiede in der Qualita¨t der Ergebnisse beider Verfahren ist dabei
nicht signiﬁkant. Allerdings ist der Berechnungsaufwand fu¨r das NFQ-
Verfahren deutlich geringer, als fu¨r das Neuroevolutionsverfahren. Das
Rauschen fu¨hrt bei beiden Algorithmen dazu, dass der Wagen um das
Ziel herum nicht wirklich stillgehalten wird, sondern immer in leichter
Bewegung bleibt und damit auch geringere Rewards erha¨lt.
Im Gegensatz dazu proﬁtiert der Algorithmus mit den Gauß’schen Pro-
zessen deutlich von einem leichten Rauschen. Interessanterweise gene-
ralisiert das Verfahren erst beim Vorhandensein von Rauschen sehr gut,
ohne Rauschen liegt die erzeugt Policy hinter den anderen beiden An-
sa¨tzen. Bei vorhandenem Rauschens war das Verfahren in der Lage den
Wagen genau an der Zielposition zu halten und somit einen hohen Re-
ward zu akkumulieren. Allerdings muss auch darauf hingewiesen wer-
den, das die Gauß’schen Prozesse hier Zusatzinformationen in Form der
Sta¨rke des Rauschens hatten. La¨sst man dieses Apriori-Wissen weg und
scha¨tzt die Sta¨rke des Rauschens als Hyperparameter, erho¨ht sich die
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Abbildung 4.8.: Der mittlere Reward des jeweiligen Reinforcement Lear-
ning Agenten gemittelt u¨ber 5 Versuche. Maximaler Reward ist dabei 1,
was bedeuten wu¨rden, dass der Agent bereits im Ziel gestartet wa¨re und
sich dort die ganze Zeit befand. Das Minimum ist -0.1 was bedeuten wu¨r-
de, dass der Agent wa¨hrend der Episode nie in der Na¨he des Ziels war
und somit auch keinen ho¨heren Reward erhalten hat. Je la¨nger der Agent
beno¨tigt sein Ziel zu erreichen, desto geringer fa¨llt der mittlere Reward
aus. Beim GP Verfahren sind zwei Ergebnisse gezeigt. Einmal unter Ver-
wendung der Information u¨ber das Rauschen (hinten, hellgrau) und einmal
mit Scha¨tzung dieses Wertes (vorn, dunkelgrau).
Rechenzeit deutlich und die Ergebnisse verschlechtern sich, liegen aber
noch u¨ber den beiden anderen Verfahren.
Qualitativ sehr a¨hnliche Ergebnisse wurden in einem modiﬁzierten Ver-
such erzielt. Dabei war die Start- und auch Zielposition ein und dieselbe
Stelle des Hanges. Der Agent musste nur lernen, das Fahrzeug gegen
die Schwerkraft zu halten. Alle oben aufgeza¨hlten Zusammenha¨nge zwi-
schen Rauschen und Reward ließen sich auch hier wiederﬁnden.
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4.4.2. Kraftwerkssimulator
Im Rahmen der Untersuchung im Hinblick auf das Kernanwendungs-
feld, der intelligenten Feuerungsfu¨hrung, wurde auf einen Simulator zu-
ru¨ckgegriﬀen, welcher qualitativ die Herausforderungen in einem Kohle-
kraftwerk beschreibt. Dabei wird ein Verbrennungsofen mit einem nicht
beobachtbaren Kohlezustrom simuliert. Aus diesem und der Stellgro¨-
ße Luftzufuhr ergeben sich dann Kenngro¨ßen, wie Ofentemperatur und
Schadstoﬀausstoß.
Der simulierte Ofen besteht aus u¨bereinanderliegenden Ebenen. Jede
Ebene wird aus einer Kohlemu¨hle gespeist und beinhaltet zwei Bren-
ner (links und rechts). Wie die Kohle zwischen links und rechts ver-
teilt ist, ist unbekannt. Allerdings muss die Luft, welches die relevante
Stellgro¨ße ist, fu¨r optimale Ergebnisse im gleichen Verha¨ltnis verteilt
werden. Ablesen la¨sst sich die Gu¨te indirekt aus den Temperaturen,
die an den Brennern herrschen, jedoch ist dieser indirekte Schluss nicht
immer eindeutig. Daher handelt es sich hier um einen Problem, welches
nur teilweise beobachtbar ist. Die Rewardfunktion setzt sich aus drei
Elementen (Restsauerstoﬀ, Kohlenmonoxid und Stickoxide) zusammen,
die minimiert werden sollen, sich aber zum Teil kontra¨r zueinander ver-
halten.
Eine detaillierte Beschreibung des Simulators inklusive des mathema-
tischen Modells ﬁndet sich in Anhang C.
Dieses Szenario ist dabei nichtepisodisch, dass heißt es gibt keinen de-
ﬁnierten Endzustand, bei dessen Erreichen der Versuch beendet wird,
sondern der Verbrennungsprozess muss kontinuierlich geregelt werden.
Die wesentlichen Herausforderungen in diesem Szenario sind die unvoll-
sta¨ndige Beobachtbarkeit wichtiger Prozessgro¨ßen, stark nichtlineare
Zusammenha¨nge zwischen Aktionen und den daraus resultierenden Zu-
standsu¨berga¨ngen und damit einer komplizierten Q-Funktion, sowie der
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Einﬂuss verschiedener Sto¨rgro¨ßen (Messrauschen, systematische Sto¨-
rungen und langsame zeitliche A¨nderungen, die Verschmutzungen si-
mulieren). Alle diese Schwierigkeiten wurden bewußt in dieser Form im
Simulator integriert, um mo¨glichst gut die Probleme bei der Feuerungs-
fu¨hrung nachbilden zu ko¨nnen und setzen diese Szenario damit von den
klassischen Benchmarks ab.
Experimente
Fu¨r die Verfahren wurden folgende Randbedingungen gewa¨hlt:
  NFQ: Es wurde ein Multi-Layer Perceptron mit zwei Hiddenschichten
mit je fu¨nf Neuronen als Approximator der Q-Funktion verwendet.
  Gauß’sche Prozesse: Es wurde nur ein Gauß’scher Prozess fu¨r die
Q-Werte gelernt, es kam kein Prozessmodell zum Einsatz. Dieser Va-
lue GP wurde durch bis zu 10000 Supportpunkte im Zustandsraum
approximiert. Die Hyperparameter fu¨r das Rauschen wurden vorge-
geben.
  CoSYNE: Es wurde als Aktor ein vollsta¨ndig rekurrentes Netz mit
6 Hiddenneuronen verwendet (entspricht damit anna¨hernd der Zahl
freier Parameter beim NFQ-Verfahren).
Auch hier lag das Hauptaugenmerk auf den unterschiedlichen Sto¨run-
gen, die den Prozess verkomplizieren. Dazu wurde das Sensorrauschen
in drei Stufen betrachtet (0%, 3% und 10% Rauschsta¨rke).
Zusa¨tzlich wurden weitere Sto¨rungen(Verschmutzungen, systematische
Sto¨rungen, etc.), wie sie in Anhang C.2 beschrieben werden, hinzuge-
nommen um das Problem zu erschweren.
Die einzelnen Untersuchungen sollen hier nicht detailliert wiedergege-
ben werden (man ﬁndet diese in [Funkquist et al., 2009] und teilweise
in [Barth, 2008] sowie [Hellwig, 2009]), sondern vielmehr werden die
Ergebnisse und Schlussfolgerungen zusammengefassend dargestellt:
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  Neural Fitted Q-Iteration
Das NFQ-Verfahren erreichte durchweg gute Ergebnisse, die auch bei
Experimenten mit allen Sto¨rungen signiﬁkant besser sind, als wenn
keine Regelung eingesetzt wu¨rde. Allerdings tendierte der Agent in
einigen Experimenten mit vielen Sto¨rungen zu einer U¨bergeneralisie-
rung, d.h. die ausgewa¨hlten Aktionen blieben fu¨r benachbarte Zu-
sta¨nde gleich, auch wenn unterschiedliche Aktionen zu besseren Er-
gebnisse gefu¨hrt ha¨tten. Auch bei Verwendung eines gro¨ßeren neuro-
nalen Netzes ließ sich dieser Eﬀekt beobachten, und steht vermutlich
in Zusammenhang mit den Mehrdeutigkeiten des Problems.
Auﬀa¨llig ist, dass das Verfahren bereits mit vergleichsweise weni-
gen Beobachtungen zu seinen guten Ergebnissen kommt. Es ist im
Vergleich mit den beiden anderen Verfahren klar das schnellste und
dateneﬃzienteste Verfahren.
  Die Gauß’schen Prozesse scheiterten in diesem Szenario. Der durch
die gelernten Policies akkumulierte Reward, lag nicht nur deutlich
unter dem der beiden anderen Verfahren, sondern war in vielen Fa¨llen
schlechter als das Ausfu¨hren einer festen Aktion (keine Regelung).
Der Grund liegt in der hohen Dimensionalita¨t des Eingaberaums. Um
eine nutzbare Approximation der Q-Funktion zu erhalten, war eine
relative feine Abdeckung mit Supportpunkten notwendig. Dies fu¨hrt
zwangsla¨uﬁg zu sehr großen Matrizen, welche in jedem Schritt inver-
tiert und multipliziert werden mu¨ssen und somit schnell an praktische
Grenzen der Hardware stoßen.
Daher wurde die Anzahl der Supportpunkte begrenzt. Jedoch war
es mit dieser begrenzten Anzahl von Supportpunkten nicht mo¨glich
die Q-Funktion sinnvoll zu approximieren. Auch eine Optimierung
der Hyperparameter, also beispielsweise die Anpassung des gescha¨tz-
ten Rauschens in den Beobachtungen, brachte keine Verbesserung.
Die Scha¨tzung lief an den meisten Stellen des spa¨rlich besetzten Zu-
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standsaktionsraums auf den Mittelwert hinaus, was bei der Regelung
der neutralen Aktion entspricht.
Es zeigte sich, dass die in Abschnitt 4.2 gea¨ußerten Bedenken, was
komplexere Szenarien angeht, gerechtfertigt sind.
  Der neuroevolutiona¨re CoSYNE-Ansatz erzielte im Sinne des erreich-
ten Rewards die besten Ergebnisse. Auch unter dem Einﬂuss aller
Sto¨rungen konnte eine gute Policy gefunden werden, die auch mit
den Mehrdeutigkeiten des Problems umgehen konnte. Die Verminde-
rung des Rewards in verrauschten Eperimenten war etwas geringer
als beim NFQ-Verfahren. Dabei erwiesen sich die Ergebnisse als kon-
sistent, was die Wahl verschiedener Lernparameter (z.B. Mutations-
und Rekombinationswahrscheinlichkeit) angeht.
Bei Versuchen, die nicht den Simulator selbst als Bewertung fu¨r die
Policies verwendeten, sondern ein Prozessmodell (ebenfalls ein rekur-
renten neuronales Netzes, welches per Evolutionsstrategie trainiert
wurde) benutzten, ergaben sich sehr a¨hnliche, geringfu¨gig schlechter
Ergebnisse.
Der no¨tige Rechenaufwand liegt zwischen den beiden anderen An-
sa¨tzen. Die Evolutionszyklen sind schneller als die Berechnung der
Wahrscheinlichkeiten fu¨r die Gauß’schen Prozesse, ko¨nnen aber nicht
mit dem Training des einzelnen neuronalen Netzes des NFQ mithal-
ten. Zu dem wurde hier, wie auch beim Lernen mit den Gauß’schen
Prozessen, keine Zeit beru¨cksichtigt, die fu¨r das Training von Model-
len notwendig ist.
Als Fazit aus diesen Untersuchungen ist mitzunehmen, dass die
Gauß’schen Prozesse sich nicht problemlos auf komplexe Aufgaben
u¨bertragen lassen und daher im Rahmen dieser Arbeit nicht weiterver-
folgt wurden. Sowohl das NFQ-Verfahren, als auch der CoSYNE-Ansatz
erzielten zufriedenstellende Ergebnisse. Auch wenn die Ergebnisse des
NFQ im Sinne des akkumulierten Rewards etwas schlechter ausfallen,
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wird dies durch schnelles Lernen mit wenigen Daten kompensiert. Falls
Rechenzeit unproblematisch ist, kann auch das CoSYNE-Verfahren ver-
wendet werden.
4.5. Vergleiche in der Literatur
Hier soll kurz auf vergleichende Untersuchungen aus der Literatur und
deren Ergebnisse eingegangen werden, soweit diese die betrachteten
Verfahren oder nahe Verwandte betreﬀen.
In [Deisenroth, 2009] ﬁndet sich ein Vergleich zwischen NFQ (Ab-
schnitt 4.1) und GPDP (Abschnitt 4.2). Anhand eines Pendelauf-
schwingproblems werden hier Qualita¨t der Lo¨sung und Rechenaufwand
verglichen. Dabei bleiben die Ergebnisse der GP-Variante knapp hinter
denen des NFQ-Verfahrens zuru¨ck. Das gilt sowohl fu¨r den akkumulier-
ten Reward, als auch die notwendige Rechenzeit, wobei beachtet werden
muss, dass hierbei fu¨r das GPDP bereits Optimierungen fu¨r den GP
zur Approximation der Q-Funktion verwendet wurden.
In [Gomez et al., 2008] wird anhand eines Stabbalanceproblems Co-
SYNE (Abschnitt 4.3) gegen verschiedene Verfahren verglichen. Dazu
za¨hlen viele Evolutionsansa¨tze, wie auch klassische Reinforcement Lear-
ning Methoden darunter Q-Learning with MLP (QMLP), welches dem
NFQ vom Verfahren nahe kommt, ohne Wert auf eine eﬃziente Daten-
verarbeitung zu legen. Dabei erreicht das QMPLP Verfahren unter den
verglichenen Value Function Methoden die besten Ergebnisse. Diese lie-
gen auf gleichem Niveau mit dem CoSYNE Ansatz. Es wird auch ein
Vergleich der Rechenzeit durchgefu¨hrt, allerdings sind die Aussagen zu
QMLP nicht auf das NFQ-Verfahren u¨bertragbar, da QMLP wesentlich
ineﬃzienter ist als der NFQ-Ansatz. Das Szenario wurde dann auf ein
Problem mit zwei Pendeln erweitert. Das CoSYNE Verfahren erzielt
hier mit großem Vorsprung die besten Ergebnisse. Allerdings bleibt un-
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klar, wie stark dieses spezielle Szenario auf die Sta¨rken von CoSYNE
anspielt und warum die anderen Verfahren so deutlich zuru¨ckfallen.
In [Taylor et al., 2006] und [Whiteson et al., 2009] wird bema¨ngelt,
dass es nur wenige Arbeiten gibt, die die grundlegend unterschiedlichen
Ansa¨tze des Temporal Diﬀerence (TD) Learnings (siehe Abbildung 4.2)
und der Neuroevolutionsverfahren rigoros vergleichen. In den Publika-
tionen werden SARSA als Vertreter des TD-Learnings und NEAT, ein
Vorla¨ufer und enger Verwandter von CoSYNE, verglichen. Dazu kom-
men das Mountain Car Szenario und das Keepaway Szenario aus dem
RoboCup zum Einsatz. Die wesentliche Erkenntnis, die die Autoren aus
ihren Ergebnissen ableiten, ist, dass im Falle eines vollsta¨ndig beobacht-
baren MDPs, die TD-Learning Ansa¨tze schneller und zuverla¨ssiger gute
Ergebnisse erzielen. Im Falle von nur teilweise beobachtbaren POMD-
Ps jedoch, kehrt sich dieses Verha¨ltnis um. Die Neuroevolutionsverfah-
ren verhalten sich hierbei signiﬁkant robuster. Allerdings verlieren auch
diese ihren Vorteil, falls auch die beobachteten Rewards nicht eindeutig
sind.
Diese Ergebnisse aus der Literatur stehen in keinem Widerspruch zu
den hier experimentell gewonnen Ergebnissen, sondern besta¨tigen diese
und vervollsta¨ndigen das Gesamtbild.
4.6. Fazit
Als prinzipielle Aussage aus diesem Abschnitt ist mitzunehmen, dass
Reinforcement Learning Ansa¨tze eine formidable Mo¨glichkeit darstel-
len, ein Regelungsproblem in seinem Kern zu lernen und zu lo¨sen. Wel-
che konkreten Ansa¨tze fu¨r spezielle Probleme die besten Ergebnisse
liefern, kann auf der anderen Seite nicht apriori festgestellt werden.
Fu¨r den Anwendungskontext der in dieser Arbeit prima¨r behan-
delt wird, erzielte das CoSYNE-Verfahren vielversprechenden Er-
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gebnisse, wobei auch die Familie der NFQ-Ansa¨tze sehr gut Er-
gebnisse lieferte. Klare Deﬁzite zeigten sich bei auf Gauß’schen
Prozessen basierten Verfahren fu¨r ho¨herdimensionale Problemfa¨lle,
hier schla¨gt der von Bellman thematisierte Fluch der hohen Di-
mensionalita¨t [Bellman, 1957] am deutlichsten zu. Zwar existie-
ren in der Literatur (z.B. [Snelson und Ghahramani, 2006] oder
[Jung und Stone, 2010]) auch Ansa¨tze dieses Problem im Kontext
der Gauß’schen Prozesse zu lindern, jedoch erfordert dies eine intensive
Auseinandersetzung mit den Details der Gauß’schen Prozesse, was nicht
Thema dieser Arbeit sein soll. Als Fazit verbleibt, dass die Gauß’schen
Prozesse zwar großes Potential im Umgang mit verrauschten Daten be-
sitzen, allerdings schwierig in der Handhabung sind. Auch die verglei-
chenden Untersuchungen aus der Literatur besta¨tigen den hier gewon-
nen Eindruck u¨ber die Sta¨rken und Schwa¨chen der einzelnen Verfahren.
Trotzdem soll hier nicht der Eindruck erweckt werden, dass Reinforce-
ment Learning das einzig ada¨quate Mittel sei, um die Entscheidungs-
ﬁndung im Rahmen der kognitiven Architektur durchzufu¨hren. Es gibt
eine Unzahl an weiteren Alternativen aus anderen Feldern. Ein paar we-
nige davon werden in Kapitel 6 vorgestellt und im Kontext der realen
Anwendungen in einem Kohlekraftwerk mit dem CoSYNE-Algorithmus
verglichen.
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5. Lernmanagement
Betrachtet man die in den bisherigen Kapiteln vorgestellten Kom-
ponenten der Gesamtarchitektur, so sind bereits alle Bausteine zum
Durchlaufen eines Wahrnehmungs-Handlungs-Zyklus vorhanden. Je-
doch kann das System nur mit einer statischen Umgebung arbeiten.
Sobald sich die Randbedingungen a¨ndern, nutzt das bisher erworbe-
ne Wissen der Merkmalsextraktion oder des Reinforcement Learning
Agenten weniger oder ist im schlimmsten Fall vollkommen unbrauch-
bar. Da die Annahme einer statischen Umgebung fu¨r viele Realweltan-
wendungen illusorisch ist, muss demzufolge eine Mo¨glichkeit gefunden
werden, besta¨ndig und ﬂexibel auf A¨nderungen reagieren zu ko¨nnen
und neues Wissen zu lernen.
Dazu wird auf die Aspekte des Stabilita¨ts-Plastizita¨ts-Dilemmas einge-
gangen, welches die Problematik zwischen Lernen und Vergessen the-
matisiert. Ebenfalls von Bedeutung ist die Frage nach einem Kom-
promiss zwischen dem Ausnutzen vorhandenen Wissens und dem Er-
werb neuen Wissens, welches als Explorations-Exploitations-Dilemma
bekannt ist. Diese beiden Aspekte werden in Bezug auf die in Kapi-
tel 3 und 4 vorgestellten Teilsysteme diskutiert. Schlussendlich wird
diskutiert, wie das Lernen im Falle von mehreren Agenten durch Re-
warddekomposition beschleunigt werden kann.
170 5.1. STABILITA¨TS-PLASTIZITA¨TS-DILEMMA
5.1. Stabilita¨ts-Plastizita¨ts-Dilemma
In Szenarien in denen sich die Randbedingungen a¨ndern, ist es notwen-
dig, sich durch kontinuierliche oder zumindest regelma¨ßige Lernzyklen
an diese Vera¨nderungen anzupassen. Dabei ergeben sich zwei extreme
Mo¨glichkeiten, die sich aus dem Stabilita¨ts-Plastizita¨ts-Dilemma ablei-
ten.
Deﬁnition 5.1
Stabilita¨ts-Plastizita¨ts-Dilemma
Als Stabilita¨t wird die Fa¨higkeit der Verwendung von altem Wissen
bezeichnet. Plastizita¨t steht fu¨r die Fa¨higkeit eines Systems neue Zu-
sammenha¨nge zu Erlernen. Aus der Problematik eines Geda¨chtnisses
mit beschra¨nkter Gro¨ße bzw. der Schwierigkeit in riesigen Wissensba-
sen eﬃzient die richtige Antwort zu ﬁnden, ergibt sich das Stabilita¨ts-
Plastizita¨ts-Dilemma. Wann kann altes Wissen verworfen,
”
vergessen“
werden um Platz fu¨r neues Wissen zu machen? Wie kann verhindert
werden, dass der Erwerb neuen Wissens, das Verwerfen nu¨tzlichen al-
ten Wissens erfordert?
Einerseits wa¨re es denkbar, das kognitive System komplett neu zu trai-
nieren und alles bisher Gelernte zu ignorieren1. Ein solches Vorgehen
ist nicht nur ineﬃzient, sondern auch im Vorbild der Natur nicht wie-
derzuﬁnden. Eventuell ist ein komplettes Neutraining eines komplexen
kognitiven Systems auch langsamer, als die A¨nderungen der Umgebung
stattﬁnden.
Andererseits, keine A¨nderungen zuzulassen, lo¨ste das Problem auch
nicht. Der Versuch, jede neue Beobachtung dem Gesamtwissen hin-
zuzufu¨gen, erweist sich ebenfalls als schwierig. Nicht nur physikalische
1Wobei sich allerdings durchaus Abha¨ngigkeiten durch eine teilweise gemeinsam
genutzte Datenbasis ergeben ko¨nnen.
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Limitierungen des Systems (Speicher, Rechenkapazita¨t), sondern auch
Komplexita¨t des Gesamtprozesses beschra¨nken, was eﬀektiv erlernbar
ist.
Ein weiterer wichtiger Aspekt ist, ob der Arbeitspunkt des Systems
ein beobachtbarer Zustand ist oder dieser von versteckten Variablen
abha¨ngt, und wie vielfa¨ltig dieser Arbeitspunkt ist. Gibt es nur sehr
wenige unterschiedliche Zusta¨nde und lassen sich diese auch noch ein-
fach erkennen, dann spricht nichts dagegen, eine Art Datenbank zu
nutzen, in der fu¨r den momentanen Arbeitspunkt der korrekte Regler
nachgeschlagen wird.
Jedoch ist es fu¨r viele Anwendungen so, dass die Zahl der Randbedin-
gungen und Zusammenha¨nge unu¨berschaubar groß und sehr komplex
sind, als das sich fu¨r jede A¨nderung eine eigene Lo¨sung vorhalten ließe.
Auch das Problem, den korrekten Zustand zu erkennen, kann sich fu¨r
verschiedene Probleme schwierig gestalten. Dann ist ein einfaches Wie-
derverwenden bekannter Lo¨sungen ebenfalls problembehaftet. So bleibt
in vielen Fa¨llen nur die Lo¨sung des Neulernens und Anpassens.
Daher stellt sich die zentrale Frage: Wie kann das bisherige Vorwissen
beim Adaptieren das Systems an die neue Situation genutzt werden?
Diskutiert werden soll dies an zwei Aspekten, die bisher in dieser Arbeit
besprochen wurden. Dabei geht es um die Merkmalsextraktionsverfah-
ren aus Kapitel 3 und das Reinforcement Learning aus Kapitel 4.
Natu¨rlich ko¨nnen nur in Ausnahmefa¨llen einzelne Teilaspekte einer ko-
gnitiven Architektur unabha¨ngig von anderen nachtrainiert werden. So
ist es beispielsweise nicht mo¨glich, die Merkmalsextraktion zu a¨ndern,
ohne dass die Planungs- und Entscheidungsinstanz dahinter angepasst
wird. Auch eine Anpassung mo¨glicher Aktionen macht nur Sinn, wenn
die Entscheidungsebene mit diesen neuen Mo¨glichkeiten konfrontiert
wird. Umgekehrt ist es allerdings sehr wohl mo¨glich, die Planungsin-
stanz neu zu lernen, ohne dass die Merkmalsextraktion angepasst wer-
den muss.
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Im Rahmen der Architektur muss klar sein, welche Elemente von wel-
chen anderen Elementen abha¨ngen. Ebenso muss sichergestellt werden,
dass, wenn eine Komponente einen Lernprozess initialisiert, alle abha¨n-
gigen anderen Teile geeignet darauf reagieren, beispielsweise durch eine
eigene Neuadaption.
5.1.1. Lebenslanges Lernen fu¨r
Merkmalsextraktionsverfahren
Im Rahmen der Problematik aus Kapitel 3 ergibt sich die Frage, ob alle
gewa¨hlten Merkmale immer noch relevant bzw. nu¨tzlich fu¨r das Pro-
blem sin. Oder gibt es vielleicht alte oder neue Kana¨le, die momentan
wichtiger sind? Ein einfaches Szenario dazu wa¨re der Ausfall eines wich-
tigen Sensors. Die damit assoziierten Variablen wu¨rden ihre Relevanz
verlieren und sollten damit nicht weiter in einen Lernprozess einbezo-
gen werden. Im Gegenzug sollte ein zweiter Sensor, der bisher nicht
betrachtet wurde, da er nur redundante Daten lieferte, jetzt natu¨rlich
als Informationsquelle genutzt werden.
Merkmalsselektion
Mo¨gliche Strategien mu¨ssen nach der Klasse der Merkmalsextraktions-
verfahren unterschieden werden. Fu¨r Filterverfahren ergibt sich hier
eigentlich nur die Mo¨glichkeit der Neuberechnung des Relevanzwertes.
Eine Nutzung vorhandenen Wissens kann erfolgen, indem nicht nur die
aktuellen Werte betrachtet werden, sondern bisherige Relevanzwerte
mit Beru¨cksichtigung ﬁnden. Realisiert werden kann dies beispielsweise
durch eine zeitliche Tiefpassﬁlterung.
Fu¨r Wrapper, und auch die ausfu¨hrlich diskutierten Hybridverfah-
ren mit Filter- und Wrapperanteilen, ergibt sich die Option, die bis-
her gewa¨hlten Merkmale als Startmenge zu verwenden und ausgehend
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von diesen eine lokale Suche zu realisieren. Eine einfache Realisie-
rung einer solchen lokalen Suche stellt die sogenannte Ersetzungssuche
[Reunanen, 2006] dar. Dazu werden ausgehend von einer nicht lee-
ren Startmenge (hier also die bisher verwendeten Merkmale) Merkmale
einzeln ausgetauscht. Die bereits in Abschnitt 3.4 vorgestellte Floa-
ting Search Strategie realisiert dies durch abwechselndes Ausfu¨hren von
Vorwa¨rts- und Ru¨ckwa¨rtssuchschritten.
Die Verfahren, welche auf dem Residuum als Auswahlkriterium basie-
ren (siehe Abschnitt 3.6), ko¨nnen ebenfalls mit der vorherausgewa¨hlten
Merkmalsmenge neugestartet werden. Dieses Vorgehen realisiert aller-
dings wiederum nur eine Vorwa¨rtsauswahl, zum Entfernen nun irre-
levanter Kana¨le ist eine Form der Ru¨ckwa¨rtssuche notwendig. Hierzu
ko¨nnen sinnvollerweise Embedded-Verfahren, wie Optimal Brain Da-
mage [Le Cun et al., 1990] bei neuronalen Netzen, eingesetzt werden.
Embedded Verfahren realisieren eine Ru¨ckwa¨rtssuche, die explizit die
Nu¨tzlichkeit in Betracht zieht und aufgrund des Startens auf einer fu¨r
gut befundenen Merkmalsmenge eﬃzient realisierbar ist. Auf dieser so
reduzierten Auswahlmenge, genauer gesagt u¨ber dem Residuum der fu¨r
das Embedded Verfahren verwendeten neuronalen Netzes ko¨nnen dann
direkt die Methoden angewendet werden.
Fu¨r das Chow-Liu Baum Verfahren (siehe Abschnitt 3.5) ergibt sich
leider keine einfache Vorgehensweise, wie Wissen aus vorhergehenden
Schritten u¨bernommen werden kann. Die Struktur des Chow-Liu Bau-
mes a¨ndert sich unter Umsta¨nden deutlich. Daher ist es nicht mo¨glich,
zufa¨llig verteilte Knoten (die bereits gewa¨hlten Merkmale) sinnvoll fu¨r
eine eﬀektive Suche zu nutzen. Insofern eignet sich dieses Verfahren
nicht fu¨r ein adaptives Gesamtsystem, es sei denn, ein komplettes Neu-
training ist durchfu¨hrbar.
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Merkmalstransformation
Detaillierte Untersuchungen in Hinblick auf die Adaptivita¨t wurden
fu¨r die in Abschnitt 3.7 vorgestellte Transinformationsbasierte Merk-
malstransformation durchgefu¨hrt. Diese Untersuchungen wurden in
[Schaffernicht et al., 2009c] publiziert. Ziel der Untersuchungen war
es, zu evaluieren, wie stark die extrahierten Merkmale u¨ber der Zeit
vera¨nderlich sind.
Fu¨r die Transformationsmatrix W (siehe Abschnitt 3.7), welche den
ho¨chsten Informationsgehalt erzielt, gibt es unendlich viele korrekte
Lo¨sung selbst fu¨r den Fall, dass es ein eindeutiges Minimum existiert.
Die Matrix kann mit einem beliebigen Skalar ungleich null multipliziert
werden, ohne dass sich der Informationsgehalt a¨ndert. Der Orthonor-
malisierungsschritt im Algorithmus 8 reduziert die Menge der gu¨ltigen
Lo¨sungen durch die Projektion auf den Hypereinheitskreis auf zwei.
Dabei handelt es sich um W ∗ und −W ∗, welche sich nur durch das
Vorzeichen unterscheiden. Ein solches Verhalten ist nicht unbedingt er-
wu¨nscht, wenn genau zwei gegensa¨tzliche Matrizen die Lo¨sung darstel-
len und zwischen zwei Optimierungsla¨ufen diese unterschiedlichen Er-
gebnisse erzielt werden, da nachfolgende Instanzen im Wahrnehmungs-
Handlungs-Zyklus sich darauf einstellen mu¨ssen.
Im Falle eines stationa¨ren Prozesses kann dieses Problem auf einfa-
che Weise umgangen werden. Dazu kann mittels eines geeigneten A¨hn-
lichkeitsmaßes das Ergebnis des letzten Optimierungslaufes walt mit
dem neuen Ergebnis wneu und −wneu verglichen werden und einfach
das a¨hnlichere Ergebnis akzeptiert werden. Fu¨r instationa¨re Prozes-
se gestaltet sich das Deﬁnieren von sinnvollen A¨hnlichkeitsmaßen und
Schwellwerten jedoch meistens schwierig.
Der vielleicht oﬀensichtlichste Ansatzpunkt ist die Initialisierung des
Optimierungsprozesses. Anstelle eines zufa¨lligen Startpunktes oder der
Hauptkomponenten einer PCA ist es natu¨rlich mo¨glich, das vorherge-
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hende Ergebnis der Optimierung als Ausgangspunkt zu nutzen. Wenn
die A¨nderung des Prozesses langsam genug ist, sollte sich auch in
den Ergebnissen der Transinformationsmaximierung eine langsame Ver-
schiebung der relevanten Areale ergeben. Insbesondere fu¨r den Fall vie-
ler lokaler Minima, was in der Praxis recht ha¨uﬁg der Fall ist, sorgt
eine solche Startbedingung fu¨r das Finden eines nahegelegenen, neuen
lokalen Optimums.
Fu¨r die Umsetzung der Adaptivita¨t ergeben sich mehrere Mo¨glichkei-
ten auf verschiedenen Zeitskalen. Eine Option ist es, den aktuellen Fil-
ter nach wenigen Messungen zu aktualisieren. Die dazu notwendigen
Techniken werden in [Torkkola, 2003](Anhang A) beschrieben. Da-
bei wird nicht die gesamte gesammelte Datenmenge verwendet, son-
dern nur eine kleine Untermenge fu¨r einzelne Aktualisierungsschritte
genutzt. Im Extremfall bedeutet dies die Verwendung von zwei Daten-
punkten. Torkkola zieht diese zufa¨llig aus allen Daten, im Sinne einer
Online-Anwendung wa¨ren dies die letzten Beobachtungen. Fu¨r diese
wird dann einfach ein Adaptionsschritt (Algorithmus 8) ausgefu¨hrt.
Jedoch fu¨hrt dieser Ansatz fu¨r Anwendungen mit sehr stark verrausch-
ten Daten zu dem Problem, dass der Filter versucht, sich an das Rau-
schen anzupassen, anstatt an die zugrundeliegende Prozessa¨nderung. In
diesem Fall scheint daher ein Mittelweg sinnvoll zu sein, bei welchem
erst eine gewisse Menge an Daten gesammelt wird, um dann eine Aktua-
lisierung mit diesen durchzufu¨hren (Batch Update). Dabei muss auch
darauf geachtet werden, dass die ausgewa¨hlte Trainingsmenge auch re-
pra¨sentativ fu¨r die Datenverteilung ist, da sonst im Rahmen der Opti-
mierung Lo¨sungen bevorzugt werden, die eine schlechte Generalisierung
aufweisen.
Im Rahmen der Feuerungsfu¨hrungsanwendung in einem Kohlekraft-
werk interessieren hauptsa¨chlich die langsamen A¨nderungen im Prozess
durch die A¨nderung der Kohlesorte und der Verschmutzung im Ofen.
Natu¨rlich gibt es auch hier A¨nderungen auf schnelleren Zeitskalen, diese
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sind allerdings durch das starke Rauschen kaum zu detektieren.
Fu¨r die hier gezeigten Experimente wurde eine ta¨gliche Aktualisierung
durchgefu¨hrt, es kamen a¨hnliche Daten wie auch schon fu¨r die Expe-
rimente in Abschnitt 3.7.3 zum Einsatz. Dazu standen jeweils die fu¨nf
letzten Tage als Trainingsdaten zur Verfu¨gung. Fu¨r acht aufeinander-
folgende Tage wurden diese Daten genutzt, um eine Hauptkomponen-
tenanalyse (PCA), eine lineare Diskriminanzanalyse (LDA) und eine
Transinformationsmaximierung (TIM) zu berechnen. Fu¨r die TIM wur-
den dabei drei unterschiedliche Initialisierungen verwendet. Dies waren
erstens die Eigenﬂames einer PCA, die u¨ber dem gesamten Zeitraum
berechnet wurde, und in einer realen Anwendung nicht zur Verfu¨gung
stehen wu¨rden. Zum Zweiten wurde das PCA-Ergebnis auf den aktu-
ell verfu¨gbaren Daten als Startpunkt verwendet. Im dritten Fall wurde
das letzte Ergebnis der Transinformationsmaximierung verwendet, als
Ausgangspunkt der Optimierung verwendet.
Ein Teil der Ergebnisse sind in Abbildung 5.1 gezeigt. Die Ergebnisse
der PCA (obere Reihe) sind u¨ber die acht Tage am stabilsten, da die
Varianz in den Daten sehr a¨hnlich ist. Nur zwischen Tag zwei und drei
ist das angesprochene Problem des verdrehten Vorzeichens aufgetreten.
Demgegenu¨ber zeigt die LDA fu¨r jeden Tag sehr unterschiedliche Er-
gebnisse fu¨r jeden Tag. Die Ergebnisse der Transinformationsmaximie-
rung, welche die PCA als Initialisierung verwenden, schwanken eben-
falls fu¨r jeden Tag. Verwendet man jedoch das vorhergehende Ergebnis
als Startpunkt, ergeben sich nur geringfu¨gige A¨nderungen. Die erziel-
ten QMI-Werte (siehe Deﬁnition 3.27) fu¨r die Lo¨sungen liegen dabei
zahlenma¨ßig sehr nah beieinander, was dafu¨r spricht, dass das Problem
mehrere a¨hnliche lokale Minima aufweist. Durch die Verwendung des
vorhergehenden Ergebnisses kann allerdings ein sehr a¨hnliches Mini-
mum gefunden werden.
Wenn u¨ber den zu regelnden Prozess Vorwissen vorhanden ist, welches
vermuten la¨sst, dass der Prozess sich nicht sprunghaft grundlegend
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Abbildung 5.1.: Jede Zeile zeigt fu¨r jeweils ein Verfahren die erste Dimen-
sion des neuen Unterraums, jede Spalte entspricht einem Tag an dem ein
Neutraining durchgefu¨hrt wurde. Fu¨r die LDA und TIM wurden die Stick-
oxide als Zielgro¨ßen verwendet. Erste Zeile: konventionelle PCA. Zwei-
te Zeile: Lineare Diskriminanzanalyse. Dritte Zeile: TIM, welche mit ei-
ner dem tagesaktuellen PCA-Ergebnis aus erste Zeile initialisiert wurden.
Vierte Zeile: TIM, welche mit einer PCA u¨ber dem Gesamtzeitraum in-
itialisiert wurde. Diese Starttransformation wurde dabei u¨ber alle Tage des
Experiments berechnet. Fu¨nfte Zeile: TIM, welche mit dem vorhergehen-
den Ergebnis initialisiert wurde. Von Interesse sind dabei die A¨nderungen
von links nach rechts, bei denen mo¨glichst wenig sprunghafte A¨nderungen
gewu¨nscht sind.
a¨ndert, dann scheint eine solche Initialisierung sinnvoll. Wenn solche
sprunghaften A¨nderungen jedoch regelma¨ßig auftreten, fu¨hrt die Initia-
lisierung mit dem vorhergehenden Ergebnis mo¨glicherweise zu deutlich
schlechteren Ergebnissen, da die guten Lo¨sungen fu¨r die neuen Daten
mo¨glicherweise nicht mehr in der Umgebung des alten Ergebnisses lie-
gen.
Unter Beru¨cksichtigung dieser Erkenntnisse wird im Rahmen der hier
verwendeten Architektur das letzte Ergebnis als Ausgangspunkt der
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neuen Suche verwendet, da neben den oben besprochenen Eigenschaft
anzumerken ist, dass das Verfahren wesentlich schneller konvergiert und
somit potentiell o¨fter ein Nachtraining stattﬁnden kann.
5.1.2. Lebenslanges Lernen fu¨r Reinforcement Learning
Strategien
In diesem Abschnitt soll diskutiert werden, ob und falls ja, wie, Wis-
sen im Rahmen des Reinforcement Learnings wiederverwendet kann.
Dazu werden die in Kapitel 4 vorgestellten Verfahren Neural Fitted
Q-Iteration (NFQ) (Abschnitt 4.1) und Cooperative Synapse Neuroe-
volution (CoSYNE) (Abschnitt 4.3) bezu¨glich ihres Verhaltens bei A¨n-
derungen des zu optimierenden Problems hin untersucht. Es wird hier-
bei auf Ergebnisse aus den Diplomarbeiten [Barth, 2008] fu¨r das NFQ
Verfahren und [Hellwig, 2009] fu¨r das CoSYNE Verfahren zuru¨ckge-
griﬀen.
Es wurde der bereits in Kapitel 4 verwendete und in Anhang C erla¨u-
terte Simulator des Kraftwerks und das MountainCar Szenarios ver-
wendet.
Beide Ansa¨tze sammeln Beobachtungen fu¨r den Lernprozess. NFQ tut
dies in Form von Tupeln, die direkt zum Training der neuronalen Ap-
proximation der Q-Funktion verwendet werden. Der CoSYNE Ansatz
benutzt die Daten, um sein(e) Modell(e) zu adaptieren, welche benutzt
werden, um die Regler zu bewerten.
Im Sinne des Stabilita¨ts-Plastizita¨ts-Dilemmas wa¨re das stabile Ex-
trem, das Netz oder den Regler nicht zu vera¨ndern. Dies fu¨hrt, je nach
A¨nderung des Prozesses, zu einer deutlichen Verschlechterung, und das
Ergebnis kann schlechter sein, als wenn auf jegliche Regelung verzichtet
wird. Das plastische Extrem hingegen bedeutet ein komplettes Neutrai-
ning des Agenten, wodurch kein Wissen u¨bernommen wird.
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Die grundsa¨tzliche Frage hierbei ist, ob sich das Verwenden vorheriger
Ergebnisse und damit eine Wissensbewahrung positiv auf Lernergeb-
nisse und -geschwindigkeit auswirkt.
Wiederverwendung von Wissen beim NFQ-Ansatz
Bei diesem Versuch wird wieder die Umgebung des MountainCar-
Simulators verwendet. Es wurden zuerst 1000 Zustandsu¨berga¨nge zu-
fa¨llig durchgefu¨hrt und basierend auf den gesammelten Datentupeln
eine Policy gelernt. Danach wurde die Masse des Fahrzeugs gea¨ndert,
welche entscheidend fu¨r das Verhalten des Fahrzeugs ist. Dabei wur-
de einmal die Masse verdoppelt und einmal halbiert. Mit diesen ge-
a¨nderten Randbedingungen wurden weitere 1000 Simulationsschritte
durchgefu¨hrt, davon die Ha¨lfte gema¨ß der bisher gelernten Policy und
die andere Ha¨lfte zufa¨llig, also oﬀ-policy. Fu¨r die Untersuchungen hier
wurde die zweite Adaptationsrunde nach der Massea¨nderung einfach
mit den in der ersten Runde bestimmten Parametern gestartet. Eine
exemplarische Untersuchung ist in Abbildung 5.2 gezeigt.
Das NFQ-Verfahren kommt bereits nach wenigen Episoden zu seiner in-
itialen Policy. Nach einem Massewechsel beno¨tigt das System aber la¨n-
ger. In den durchgefu¨hrten Experimenten dauerte es zwischen andert-
halb und zweimal so viele Episoden, um sich auf die neuen Gegebenhei-
ten einzustellen im Vergleich zu einem komplett neuen NFQ-Agenten,
der ausschließlich das neue Problem mit halbierte Masse lernen sollte.
Dieser erreicht den maximalen Reward in einem a¨hnlichen Zeitrahmen,
wie fu¨r die initiale Policy gebraucht wurde.
Diese Beobachtung konnte auch im Kraftwerkssimulator gemacht wer-
den. Die dort relevante A¨nderung ist die Kohlesorte, welche aufgrund
unterschiedlicher chemischer Zusammensetzungen A¨nderung im Brenn-
wert und dem Schadstoﬀausstoß nach sich zieht. Auch hier dauerte das
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Abbildung 5.2.: Mittlerer Reward des NFQ Ansatz im MountainCar Sze-
nario. Nach 50 Episoden wurde die Masse des Wagens halbiert. Der ho¨here
durchschnittliche Reward der im Bereich von 51-100 Iterationen erreicht
wird, kommt durch das leichtere Fahrzeug zustande, da in dem Fall nur ein
sehr geringes Aufschwingen notwendig ist und das Ziel schneller erreicht
werden kann. Im ersten Teil wird das (niedrigere) Endniveau nach rund
10 Episoden erreicht. Nach der A¨nderung der Masse ist deutlich der Ein-
bruch der Belohnung zu erkennen. Nach rund 20 Schritten wird das neue
erreichbare Belohnungsniveau erreicht.
Adaptieren eines vorhandenen Reglers la¨nger als das komplette Neuer-
lernen.
Oﬀensichtlich ist es bei diesen Experimenten der Fall, dass die alte
Regelstrategie aufgrund der A¨nderungen kaum auf das neue Problem
u¨bertragen werden kann. Vielmehr erscheint es so, dass ein gewisser
Aufwand betrieben werden muss, das alte Wissen zu verlernen. Der er-
zielte Gesamtreward ist in beiden Fa¨llen nicht signiﬁkant unterschied-
lich, auch wenn auf dem Kraftwerkssimulator ein leichter Trend zu
besseren Ergebnissen beim Wiederverwenden sichtbar war. Vermutlich
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ha¨ngt dies mit einer besseren Optimierung im lokalen Bereich zusam-
men. Der Trainingszeitaufwand war jedoch, wie oben bereits erwa¨hnt,
ho¨her.
Zusammenfassend kann gesagt werden, dass man sich durch das Wei-
terlernen des bestehenden Reglers nichts zersto¨rt. Jedoch steht bringt
es auch keine oﬀensichtlichen Vorteile, gegenu¨ber einem Neutraining,
allerdings wird im Mittel mehr Zeit beno¨tigt. Diese Ergebnisse ent-
sprechen somit dem Ergebnis aus dem vorangegangenen Abschnitt zur
Merkmalsextraktion, nur mit dem Unterschied, dass der Aufwand sich
umgekehrt hat. Daher kann bei NFQ-Agenten grundsa¨tzlich ein Neu-
training durchgefu¨hrt werden.
Wiederverwendung von Wissen beim CoSYNE-Verfahren
Beginnt man dabei mit einer neuen zufa¨lligen Startpopulation wird kein
Wissen u¨bernommen. Die einfachste Idee wa¨re an dieser Stelle, statt der
zufa¨lligen Population die Population des letzten Optimierungslaufes zu
nutzen und von diesem zu starten. Dies entspricht der Strategie, die bei
der Transinformationsmaximierung umgesetzt wurde.
Leider fu¨hrt dies hier nur bedingt zum Erfolg. Der Lernprozess wird ge-
stoppt, wenn das Ergebnis des besten Reglers sich u¨ber mehrere Schrit-
te nicht mehr verbessert. Implizit fu¨hrt das “U¨berleben des Sta¨rksten”
Prinzip zu einer zunehmenden Homogenisierung der Population. Die
genetische Vielfalt verringert sich, da nur die Spezialisten u¨berleben.
Wenn bestimmte Aspekte nicht mehr in einer Population vorhanden
sind, kann diese nur per Mutation wieder eingebracht werden. Da-
mit helfen aber die Schritte der Rekombination und Koevolution nicht
mehr.
Daher wurde untersucht, inwieweit eine Vermischung von Individuen
aus dem letzten Lernprozess und zufa¨lligen Individuen oder Individuen
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aus la¨nger zuru¨ckliegenden Populationen sich auswirken. Das Einbrin-
gen zufa¨lliger oder a¨lterer Individuen erho¨ht die genetische Vielfalt, was
den Suchraum fu¨r die Optimierung vergro¨ßert. Um zu verhindern, dass
die Ergebnisse der letzten Population nach wenigen Schritten ausster-
ben oder den zufa¨lligen neuen Individuen diese Schicksal widerfa¨hrt,
wurden 50 Prozent der letzten Population u¨bernommen und die ande-
ren 50 Prozent durch zufa¨llige Individuen ersetzt. Bei Versuchen, die
eine einfache Optimierung einer Funktion zum Ziel hatten, als auch
beim Massewechsel im MountainCar Szenario, fu¨hrte diese Kombinati-
on, verglichen mit einer rein zufa¨lligen Population und einer vollsta¨n-
digen Population aus dem vorhergehenden Lernzyklus, am schnellsten
zu den gewu¨nschten Ergebnissen. Dieser Vorsprung betrug dabei bis zu
50 Prozent der beno¨tigten Evolutionszyklen.
Jedoch zeigte sich, dass mit zunehmender Komplexita¨t des Problems,
beispielsweise im Kraftwerkssimulator, dieser Geschwindigkeitsvorteil
dahin schmolz. Bei solchen herausfordernden Szenarien war am Ende
kein signiﬁkanter Unterschied in der erreichten Leistung oder der Lern-
geschwindigkeit zwischen den unterschiedlichen Initialisierungsstrategi-
en erkennbar.
Damit ergibt sich fu¨r das CoSYNE-Verfahren der Ansatz, dass die
Startpopulation gemischt werden sollte und sowohl zufa¨llige neue Indi-
viduen, fu¨r die genetische Vielfalt, als auch vorhergehende Ergebnisse
einﬂießen sollten. Fu¨r den Fall, dass bekannt ist, dass die Prozessa¨nde-
rungen nicht zu groß sind, kann die Mutationsrate fu¨r die Individuen,
die u¨bernommen wurden erho¨ht werden um die Suche in der lokalen
Nachbarschaft der alten Lo¨sung zu verbessern.
5.1.3. Fazit
Die Ergebnisse der Untersuchungen in diesem Abschnitt waren in gewis-
ser Weise ernu¨chternd in dem Sinne, als dass es oftmals keinen wesent-
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lichen Unterschied macht, ob Vorwissen eingebracht wird oder nicht.
Anscheinend sind in dem untersuchten Szenario des Kraftwerks die A¨n-
derungen so gravierend, dass das Vorwissen keinen hilfreichen Beitrag
leistet. In einfacheren Szenarien hingegen konnten positive Aspekte be-
obachtet werden.
Auch wurde hier nicht untersucht, inwieweit a¨ltere Lo¨sungen, die vor
dem letzten Ergebnis erzielt wurden, gewinnbringend in den Lernpro-
zess eingebracht werden ko¨nnen. Dazu ist es notwendig, die bisherigen
Ergebnisse in Relation zueinander zu setzen, das aktuelle Problem zu
identiﬁzieren und zu entscheiden welche Informationen genutzt werden
sollten. Wie dies beispielsweise mit Hilfe einer Prozesskarte funktionie-
ren ko¨nnte, wird im Sinne der Erweiterungen in Kapitel 7 ero¨rtert.
5.2. Exploration-Exploitation-Dilemma
Eine große Herausforderung fu¨r jedes System, welches sich an a¨ndernde
Randbedingungen anpassen muss, ist die Frage, wie sehr und wann das
System vom gelernten optimalen Verhalten abweichen darf und muss.
Denn wenn sich die Umwelt vera¨ndert, ist der bisherige Aktionsplan
nicht mehr zwangsweise der beste. Um eine bessere Aktionsfolge zu
ﬁnden, ist es jedoch notwendig, andere Aktionen auszuprobieren, was
in sich ein riskanter Vorgang ist. Formal la¨sst sich dies als Explorations-
Exploitations-Dilemma (EED) beschreiben, was oft im Zusammenhang
mit Reinforcement Learning Verfahren diskutiert wird.
Deﬁnition 5.2
Explorations-Exploitations-Dilemma
Exploration bezeichnet die Suche nach neuem Wissen, d.h. es gibt kei-
ne oder kaum Informationen u¨ber die langfristigen Auswirkungen der
Aktion, wa¨hrend Exploitation die Nutzung von vorhandenem Wissen
beschreibt, d.h. der langfristige Reward bei Ausfu¨hrung dieser Aktion
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ist sicher gewinnbringend. Das Dilemma entsteht nun dadurch, dass
ohne Exploration keine Verbesserung entstehen kann. Allerdings kann
jeder Schritt der zur Exploration genutzt wird, deutlich schlechtere
Ergebnisse erzielen, als wenn vorhandenes Wissen ausgenutzt worden
wa¨re. Daher ist ein Kompromiss zwischen der Suche nach neuem, bes-
seren Wissen und dem Nutzen vorhandenen Wissens notwendig.
Praktisch am weitesten verbreitete Ansa¨tze sind heuristischer Natur,
welche in [Thrun, 1992] systematisiert sind. Die bekanntesten Stra-
tegien sind dabei die 
-greedy Auswahl und die Boltzmann-Auswahl.
Bei der 
-greedy Strategie wird einfach an jedem Entscheidungspunkt
mit Wahrscheinlichkeit 
 eine zufa¨llige Aktion ausgewa¨hlt, wa¨hrend
mit Wahrscheinlichkeit 1 − 
 die beste bekannte Aktion durchgefu¨hrt
wird. Die Boltzmann-Auswahl kann als Erweiterung betrachtet wer-
den, bei der 
 nicht fest ist, sondern die zu Beginn sehr große Wahr-
scheinlichkeit 
 wird u¨ber den Fortgang das Lernprozesses verrin-
gert. Diese Verringerung erfolgt dabei nach dem Temperaturabku¨h-
lungsschema, wodurch die Aktionsauswahl einer Boltzmann-Verteilung
[Sutton und Barto, 1998] folgt. Erweiterungen dieser Heuristiken
beziehen zusa¨tzlich Information u¨ber die Zusta¨nde mit ein, beispielswei-
se die letztmalige Ausfu¨hrung bestimmter Aktionen und Gesamtha¨u-
ﬁgkeit der Ausfu¨hrung. In [Wiering und Schmidhuber, 1998] formu-
liert man gar aus diesen beiden Faktoren eine Rewardfunktion fu¨r ein
neues Reinforcement Learning Problem zur Lo¨sung des Dilemmas.
Fu¨r einfache akademische Szenarien existieren da-
zu Untersuchungen und Beweise so zum Beispiel in
[Berry und Fristedt, 1985], [Narendra und Thathachar, 1989]
und [Strehl und Littman, 2005]. Jedoch sind die behandelten
Probleme alle diskreter Natur. Die in den Vero¨ﬀentlichungen aus
den Erkenntnissen abgeleiteten Algorithmen haben sehr harte Ein-
schra¨nkungen und werden daher kaum eingesetzt. Es existieren
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viele Untersuchungen aus dem Bereich des Bayes’schen Reinforce-
ment Learnings [Poupart et al., 2006], dem Lernen mit Gauß’schen
Prozessen [Krause und Guestrin, 2007] der Informationstheo-
rie [Iwata et al., 2004], und Erweiterung von 
-greedy und Softmax
[Tokic und Palm, 2011] die versuchen mit unterschiedlichen Kriterien
dem Explorations-Exploitations-Dilemma Herr zu werden.
Fu¨r die Anwendung in kontinuierlichen Aktionsra¨umen, also nicht auf
einer endlichen Anzahl von mo¨glichen Aktionen, sondern mit unendlich
vielen Optionen ergeben sich zusa¨tzliche Schwierigkeiten. Das 
−greedy
A¨quivalent ist die Gauß-Exploration. Hierbei wird die beste Aktion um
ein normalverteiltes Rauschen modiﬁziert, die Standardabweichung der
Gaußverteilung σ steuert dabei analog zum 
 das Maß an Exploration.
Jedoch kann dieses Verfahren zu Oszillation und im schlimmsten Fall
zur Divergenz fu¨hren [Peters und Schaal, 2008], so dass das Verfah-
ren nie zu einer optimalen Policy ﬁndet.
Sampling-basierte Methoden bieten eine intuitive Mo¨glichkeit, die
Verteilung u¨ber kontinuierlichen Aktionsra¨umen darzustellen. Da-
bei repra¨sentieren durchgefu¨hrte Aktionen Datenpunkte im Akti-
onsraum und formen a¨hnlich zur Kerneldichtescha¨tzung (siehe Ab-
schnitt 3.3.1) eine Verteilung u¨ber die zu wa¨hlende Aktion. Einfache
Sampling-Schemata werden in [Kearns et al., 2002], [Atkeson, 2007]
und [Ross et al., 2008] vorgestellt. Man kann sich den Ablauf verein-
facht so vorstellen, dass immer, falls eine ausgefu¨hrte Aktion einen bes-
seren langfristigen Reward erreicht, diese Aktion als Sample gespeichert
wird und somit die Wahrscheinlichkeitsverteilung in Richtung der bes-
seren Aktion verschiebt. Schlechtere Aktionen werden nicht aufgenom-
men und beeinﬂussen die Verteilung nicht.
Im Rahmen dieser Arbeit wurde versucht, diese Sampling Methoden
dahingehend zu erweitern, dass durch eine geeignete Struktur das
Explorations-Exploitations-Dilemma behandelt werden kann.
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5.2.1. Diﬀusionsbaum-basiertes Reinforcement Learning
Die Grundidee dieser unter anderem im Rahmen von [Vollmer, 2009]
und [Vollmer et al., 2010] entwickelten Variante des Reinforcement
Learnings basiert auf der Idee der Sampling-basierten Ansa¨tze, versucht
jedoch explizit durch eine geeignete Struktur in der Repra¨sentation eine
Lo¨sung des Explorations-Exploitations-Dilemmas herbeizufu¨hren.
Dabei wird fu¨r jeden Zustand die Explorationsgeschichte in einem lo-
kalen Baum gespeichert. Zur Aktionsauswahl wird dieser Baum traver-
siert, wobei das Folgen bestehender Teile des Baums der Exploitati-
on entspricht und analog das Bilden eines neuen Astes der Explorati-
on. Die verwendete Struktur ist dabei von den sogenannten Dirichlet-
Diﬀusionsba¨umen abgeleitet, die daher als erstes kurz charakterisiert
werden sollen. Danach wird diskutiert, wie dieser Baum verwendet wird,
um die Exploration zu steuern.
Dirichlet-Diﬀusionsba¨ume
Dirichlet-Diﬀusionsba¨ume wurden von Neal zur Dichtescha¨tzung
und als Clusterverfahren vorgestellt [Neal, 2003]. Spa¨ter wur-
den die Ba¨ume auch erfolgreich zur Merkmalsselektion eingesetzt
[Neal und Zhang, 2006]. Im Folgenden soll dabei nicht auf alle De-
tails der Dirichlet-Diﬀusionsba¨ume eingegangen werden, sondern nur
auf ihre Konstruktion, da das hier vorgestellte Diﬀusionsbaum-basiertes
Verfahren diesen Konstruktionsprozess ausnutzt.
Ein solcher Baum entsteht dabei durch das sequentielle Ziehen von
Beispielen/Partikeln. Die folgende Erla¨uterung wird inhaltlich von Ab-
bildung 5.3 begleitet. Im ersten Schritt wird ein Beispiel an zufa¨lliger
Stelle im Raum (z.B. der Aktionsraum) initialisiert. Fu¨r eine Anzahl
von Zeitschritten diﬀundiert das Partikel nun nach einem Brown’schen
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Bewegungsmuster2 umher. Der u¨ber die Zeit zuru¨ckgelegte Pfad wird
gespeichert und bildet die erste Komponente des Baumes (Abbildung
5.3 Links). Der Endpunkt ist die ausgewa¨hlte Aktion. Wird nun ein
zweites Beispiel gezogen, wird dies an derselben Stelle initialisiert, wie
das erste Beispiel. Nach der Initialisierung folgt es dem Pfad des ers-
ten Beispiels3. Zu einem zufa¨llig bestimmten Zeitpunkt Td divergiert
das neue Beispiel nun vom Pfad seines Vorga¨ngers und legt die restli-
che Zeit seinen Weg mittels der Brown’schen Bewegung zuru¨ck. Damit
ergibt sich ein Zweig im Baum, der den neuen Pfad repra¨sentiert (Abbil-
dung 5.3 Mitte). Der Zeitpunkt dieser Divergenz steuert den Ausgleich
zwischen Exploration und Exploitation. Ein drittes Beispiel folgt zu Be-
ginn wieder dem gemeinschaftlichen Pfad von dem es nach einer zufa¨llig
gewa¨hlten Zeit abweicht. Interessant wird es, falls das dritte Partikel
vorher an einen Verzweigung im Baum kommt, dann muss entspre-
chend einer zu deﬁnierenden Wahrscheinlichkeitsverteilung entschieden
werden, welchem Pfad das Partikel folgt. Es folgt dann weiter dem ge-
wa¨hlten Ast, von welchem es spa¨ter explorativ abweicht (Abbildung 5.3
Rechts). Welche Kriterien fu¨r den Divergenzzeitpunkt und dem Folgen
welches Astes in Betracht kommen, wird im na¨chsten Schritt diskutiert.
Um Diﬀusionsba¨um beispielsweise zum Clustern einzusetzen ist es dar-
u¨ber hinaus notwendig die korrekte Baumstruktur aus gegebenen Da-
ten zu lernen. Die kann mittels des Metropolis-Hastings-Algorithmus
realisiert werden [Neal, 2003]. Zur Behandlung des EED sind die hier
2Die Position wird zufa¨llig um das Ergebnis eines Ziehens aus einer Normalver-
teilung mit dem Mittelwert null und einer gegebenen Varianz vera¨ndert. Die
Zeitentwicklung kann daher auch als Gauß’scher Prozess betrachtet werden.
3Die Grundidee ist, dass man einfach den Pfad geht, den schon andere gegangen
sind. Mathematisch gesehen spricht man auch von der Po´lya Verteilung. Dabei
wird das aus der Stochastik bekannte Urnenexperiment so modiﬁziert, dass nach
dem Ziehen einer Kugel n weitere Kugeln der gleichen Farbe zuru¨ck in die Urne
gelegt werden. Das bedeutet, wenn man eine weiße Kugel gezogen hat, wird diese
und weitere weiße Kugeln in die Urne zuru¨ckgelegt und die Wahrscheinlichkeit
wieder Weiß zu ziehen, steigt. Vorgestellt wurde sie in [Po´lya, 1930] und ist in
Standardwerken zu Wahrscheinlichkeitsverteilungen zu ﬁnden.
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Abbildung 5.3.: Entstehung eines Dirichlet-Diﬀusionsbaums. (Links) Das
erste Partikel bewegt sich fu¨r mehrere Zeitschritte (entlang der Y-Achse)
nach einer Brown’schen Bewegung. Seine Endposition ist das Ergebnis der
Ziehung, beispielsweise die ausgewa¨hlte Aktion im Aktionsraum A. (Mit-
te) Das zweite Beispiel folgt dem ersten Pfad bis zu einem Divergenzzeit-
punkt t, ab welchem dem es abweicht und einen neuen Teilpfad generiert.
(Rechts) Beim Ziehen eines dritten Beispiels folgt dieses vorhergehenden
Pfaden bis es selbst wieder verzweigt. Sollte es an eine Verzweigung des
Weges gelangen, muss es sich fu¨r einen Richtung entscheiden.
dargestellten Schritte jedoch ausreichend.
Neben der reinen Struktur des Baumes, welche aus der Wurzel, den Pfa-
den, den Verzeigungspunkten und den Bla¨ttern, also den Endpunkten,
besteht, werden zusa¨tzliche Informationen beno¨tigt. Dazu wird Erstens
ein Za¨hler eingefu¨hrt, der angibt, wie oft ein bestimmter Pfad bereits
benutzt wurde. Zweitens wird fu¨r jedes Segment der maximal erreich-
te Q-Wert (siehe Deﬁnition 4.3) angegeben. Ein Segment ist dabei ein
Baumabschnitt zwischen zwei charakteristischen Punkten. Bei diesen
charakteristischen Punkten des Baumes handelt es sich um den Start-
punkt, alle Verzweigungspunkte und alle Endpunkte.
KAPITEL 5. LERNMANAGEMENT 189
Algorithmus
Der Algorithmus baut fu¨r jeden Zustand einen solchen Baum auf. Die-
ser dient dazu eine intelligente Samplingstrategie zu implementieren.
Die Entscheidungsﬁndung entspricht dann einem Diﬀusionsprozess in
diesem Baum. Bei den ersten Aktionen in einem Zustand soll im Sin-
ne der Exploration fru¨h vom Pfad des bisherigen Baums abgewichen
werden, um andere Punkte im Aktionsraum zu erreichen und auszu-
probieren. Spa¨ter soll den guten Pfaden mo¨glichst lange gefolgt werden
und nur noch lokal um diese Aktionen herum exploriert werden. Wich-
tig anzumerken ist, dass wenn von der Zeit t gesprochen wird, keine
Aktionen des Agenten gemeint sind, sondern eine interne ’Mikrozeit’
die nur den Diﬀusionsprozess zur Aktionsauswahl betriﬀt.
In Abbildung 5.3, die einen mo¨glichen Baum zeigt, ist die Abszisse
mit A bezeichnet und stellt den kontinuierlichen Aktionsraum dar. Die
Aktionsauswahl erfolgt einfach in dem ein Wert auf dieser Achse aus-
gewa¨hlt (sampling) und dann vom Agenten ausgefu¨hrt wird. Nach der
Auswahl und Durchfu¨hrung der Aktion wird der Q-Wert bestimmt (sie-
he Abschnitt 4.1) und im Baum an diesem Pfad gespeichert. Visualisiert
mit einem einfachen Beispiel wird dies in Abbildung 5.4.
Besucht der Agent zum ersten Mal einen Zustand, existiert noch kein
Baum4 und wird ein Partikel zufa¨llig im Aktionsraum eingefu¨gt und
folgt einer Brown’schen Bewegung. Die Aktionsauswahl ist also zufa¨l-
lig. Existiert bereits ein Baum, wird als erstes der Divergenzzeitpunkt
Td berechnet. Td ergibt sich als Funktion in Abha¨ngigkeit der Anzahl
der Besuche in diesem Zustand. Je o¨fter der Zustand bereits besucht
wurde, desto spa¨ter das Sampling vom Pfad abweicht. Dahinter steht
die Idee, dass je spa¨ter die Diﬀusion stattﬁndet, desto weniger weicht die
ausgewa¨hlte Aktion von bisherigen Aktionen ab. Die Anzahl gewa¨hlter
Aktionen ist als Za¨hler z in den Segmenten des Baumes kodiert.
4Es wa¨re allerdings mo¨glich hier einen Baum durch einen Experten vorzugeben
und so Vorwissen einzubringen.
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Abbildung 5.4.: Diese Abbildung zeigt beispielhaft die ersten drei Schritte
beim Explorieren mit Diﬀusionsbaum-basiertem Reinforcement Learning.
Es existieren zwei Zusta¨nde (A,B) und ein kontinuierlicher Aktionsraum.
Bestimmte Aktionen a0 fu¨hren zu einem Wechsel des Zustands, andere
Aktionen a1 fu¨hren zum Verbleiben im aktuellen Zustand. Fu¨r dieses Bei-
spiel werden keine Aussagen u¨ber den Reward gemacht, der u¨ber diesem
Aktionsraum deﬁniert ist. In Schritt 1 beﬁndet sich der Agent in Zustand
A und es existiert noch kein Baum, daher wird zufa¨llig ein Pfad gezogen
und die Aktion an dessen Ende ausgefu¨hrt. Dies fu¨hrt zu einem Verblei-
ben in Zustand A und zu Schritt 2. Fu¨r den vorhandenen Baum wird nun
ein Divergenzzeitpunkt bestimmt. Bis zu diesem folgt die Aktionsauswahl
dem alten Pfad, danach wird ein neuer Pfad erzeugt. Je spa¨ter diese Di-
vergenz stattﬁndet, desto weniger weit weicht die ausgewa¨hlte Aktion im
Mittel ab. Die gefundene Aktion fu¨hrt den Agenten in Zustand B, fu¨r den
in Schritt 3 begonnen wird, einen eigenen Baum zu erzeugen.
Deﬁnition 5.3
Divergenzwahrscheinlichkeit
Die Wahrscheinlichkeit zum Zeitpunkt t zu divergieren ist
p(t)dt =
γ/(Tmax − t)dt
z
.
z ist dabei der Za¨hler wie oft der aktuelle Ast des Baums bereits be-
schritten wurde, Tmax der Endzeitpunkt des Diﬀusionsprozesses und
γ ein freier Parameter.
KAPITEL 5. LERNMANAGEMENT 191
Mittels γ kann das allgemeine Verhalten des Explorationsprozesses ge-
steuert werden, große Werte fo¨rdern ein sehr exploratives Verhalten,
wa¨hrend sehr kleine Werte schneller zu einer Exploitation fu¨hren. Dies
entspricht funktionell dem Abku¨hlungsparameter bei der Boltzmann-
auswahl. Der Term 1/(Tmax − t) sorgt fu¨r die strenge Monotonie, da
mit dem Ende des Diﬀusionsprozesses t → Tmax geht. Praktisch be-
deutet dies, dass die Wahrscheinlichkeit zu divergieren steigt, je la¨nger
der Partikel dem Baum folgt. Mathematische Techniken um aus einer
solchen Verteilung eﬃzient Beispiele zu ziehen, werden in [Neal, 2003]
vorgestellt.
Wichtig ist, dass die Wahrscheinlichkeit p, zu einem Zeitpunkt t zu di-
vergieren, eine streng monoton steigende Funktion ist. Hintergru¨nde zu
dieser Bedingung und alternative Funktionen werden in [Neal, 2003]
und [Vollmer, 2009] diskutiert.
Bis zum Zeitpunkt Td folgt das Sample damit dem schon gegebenen
Baum, danach geht es seinen eigenen Weg in Form einer Brown’schen
Bewegung. Solange es dem Baum folgt, ist das Verhalten an Verzwei-
gungen wichtig. Anstatt wie in den urspru¨nglichen Arbeiten der Po´lya-
Verteilung zu folgen, kommen hier die beobachteten Q-Werte ins Spiel.
Im einfachsten Fall wird der Weg gewa¨hlt, in dessen Segment der bisher
ho¨chste Q-Wert beobachtet wurde.
Diese Auswahl fu¨hrt unter Umsta¨nden zu einer sehr fokussierten Ex-
ploration um den bisher beobachteten maximalen Q-Wert. Um dies zu
umgehen, gibt es zwei Mo¨glichkeiten. Entweder man fu¨hrt auch an die-
ser Stelle eine probabilistische Auswahl, beispielweise 
-greedy basiert,
ein, oder man erho¨ht den weiter oben angesprochenen γ-Faktor. Ers-
terer Ansatz bringt mit sich, dass es neue Parameter gibt, allerdings
kann so das Explorationsverhalten modularisiert werden. Der zweite
Weg hingegen erho¨ht einfach die Wahrscheinlichkeit, dass der Pfad di-
vergiert bevor man an eine Abzweigung kommt.
Dieses gesamte Vorgehen fu¨hrt dazu, dass am Anfang ha¨uﬁg fru¨h vom
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Pfad abgewichen wird und damit eine Exploration des Aktionsraumes
stattﬁndet. Mit zunehmender Beobachtungsdauer wird immer spa¨ter
divergiert und damit nur noch sehr eng um die bisherigen Pfade ex-
ploriert. Die Verzweigungsregel fu¨hrt dazu, dass dieses eingeschra¨nkte
Explorieren um jene Zweige herum stattﬁndet, die einen großen Q-Wert
als Belohnung versprechen.
Experimente
Um die prinzipielle Funktionalita¨t des hier vorgestellten Ansatzes zu
zeigen, wurden zwei Szenarien untersucht. Einerseits ist dies ein Grid-
weltszenario der Gro¨ße 5x5 und andererseits wurde ein Pendel simuliert,
welches in aufrechter Position stabilisiert werden sollte. Dabei wurden
andere Szenarien gewa¨hlt, als die bisherigen Untersuchungen, da hier
die prinzipielle Funktionsweise nachgewiesen wird.
In der Gitterwelt bestand die Aufgabe des Agenten darin, einen Ziel-
punkt anzufahren. Damit ergeben sich automatisch diskrete Zusta¨n-
de als zweidimensionale Gitterposition. Die diskreten Aktionen links,
rechts, oben und unten, wie sie fu¨r Bewegungen in Gitterwelten ty-
pisch sind, wurden auf einen kontinuierlichen Aktionsraum von null bis
eins projiziert. Das heißt, die Aktion links wird im Intervall [0, 0.25)
ausgefu¨hrt, rechts im Intervall von [0.25, 0.5) und so weiter.
Dies erscheint zuna¨chst unsinnig, hat aber fu¨r die Experimente den
Eﬀekt, dass der Aktionsraum an den Intervallu¨berga¨ngen zwischen
den Aktionen unstetig ist, was fu¨r Sampling-basierte Verfahren eine
große Herausforderung ist, da bei der Scha¨tzung der Wahrscheinlich-
keit mit Partikeln immer eine Form der Interpolation zur Anwendung
kommt. Damit lassen sich Verteilungen nahe eines solchen U¨bergangs
nur schwer repra¨sentieren.
Ein positiver Reward wird fu¨r das Erreichen des Ziels vergeben. Von In-
teresse ist hierbei die Anzahl der Schritte, die der Agent zum Erreichen
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des Zielzustandes in einer Episode beno¨tigt. Die Ergebnisse wurden
dabei u¨ber zehn Versuche gemittelt.
Verglichen wurde der neue Ansatz mit einfachem Random Sampling-
basiertem Reinforcement Learning (RSQL) [Atkeson, 2007] und ein-
fachem Q-Lernen [Sutton und Barto, 1998]. Das einfache Q-Lernen
ist hier klar im Vorteil, da es nur die vier diskreten Aktionen benutzt
und somit als Vergleich fu¨r die wesentlich herausfordernden kontinu-
ierlichen Aktionsra¨ume dient. Das RSQL basiert auf dem Ziehen einer
zufa¨lligen Aktion, die mit Wahrscheinlichkeit p ausgefu¨hrt wird. Mit
Wahrscheinlichkeit 1−p wird dagegen die bisher beste zufa¨llige Aktion
ausgefu¨hrt. Die Bewertung der Aktion erfolgt dabei u¨ber den Q-Wert.
Die Wahrscheinlichkeit p beginnt dabei bei 1 und nimmt wa¨hrend des
Lernens kontinuierlich ab. Damit ist dieses Verfahren ein einfaches, in-
tuitives Sampling-basiertes Verfahren.
In Abbildung 5.5 sind die Resultate abgetragen. Erwartungsgema¨ß
erreicht das nur auf diskreten Aktionen operierende Q-Lernen am
schnellsten das Ziel. Fu¨r die beiden samplingbasierten Verfahren ergibt
sich eine langsamere Konvergenz. Der Diﬀusionsbaumansatz ist jedoch
deutlich schneller als der einfache RSRL-Ansatz. Betrachtet man die
entstehenden Ba¨ume na¨her, so fa¨llt auf, dass diese den Bereich der kor-
rekten Aktion deutlich schneller und zielgerichteter ausgewa¨hlt werden,
als beim einfachen Sampling, welches nicht auf die Historieninformation
des Baumes zuru¨ckgreifen kann. Stattdessen zieht RSQL vergleichswei-
se ha¨uﬁg Aktionen, die nicht in die richtige Richtung fu¨hren.
Beim zweiten Szenario, dem Balancieren eines umgekehrten Pendels
[Doya, 2000], geht es darum, dieses mo¨glichst lange mittels eines Dreh-
motors in einem aufrechten Zustand zu halten. Der Zustandsraum ist
zweidimensional und besteht aus der Position des Pendels als Winkel
zwischen 0 und 360 Grad und der Winkelgeschwindigkeit des Pendels
zwischen ±10 rads . Fu¨r die Experimente wurde der Zustandsraum in 41
Intervalle unterteilt. Der Aktionsraum wird u¨ber die Winkelbeschleu-
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Abbildung 5.5.: (Links) Ergebnisse fu¨r das Gitterweltszenario. Auf der
Abszisse sind die Episoden abgetragen, die das System gelernt hat. Die
Ordinate zeigt die durchschnittliche Anzahl der Schritte, die der Agent
zum Erreichen des Zielzustandes beno¨tigt. (Rechts) Ergebnisse fu¨r das
Pendel. Es sind die Anzahl der Episoden gegen die Zeit, die das Pendel
stabilisiert werden kann, aufgetragen. QL bezeichnet dabei das einfache
Q-Learning, RSQL das Random Sampling Q-Learning und DTL das Dif-
fusionsbaumbasierte Reinforcement Learning.
nigung deﬁniert, die zwischen ±10Nm liegt und kontinuierlich ist.
In Abbildung 5.5 kann man sehen, dass der Diﬀusionsbaum-basierte
Ansatz schneller das Pendel la¨nger aufrecht halten kann. Auch hier zeigt
sich, dass durch den Baum die Region, in denen das Pendel senkrecht
gehalten wird und der Reward somit hoch ist, sehr intensiv gesampelt
wird, wa¨hrend das RSQL seine Aktionen weniger zielgerichtet auswa¨hlt
und so langsamer konvergiert.
Fu¨r wesentlich ausfu¨hrlichere Experimente und Diskussion verschiede-
ner Varianten dieser Idee sei [Vollmer, 2009] verwiesen.
Fazit
Im Rahmen dieser Arbeit wurde ein neuer Algorithmus entwickelt, der
es ermo¨glicht, die Explorationsstrategie fu¨r kontinuierliche Aktionsra¨u-
me explizit in einer Baumstruktur zu repra¨sentieren. Eine Behandlung
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des Explorations-Exploitations-Dilemmas wird u¨ber diesen Baum ge-
steuert. Es konnte in Experimenten gezeigt werden, dass dieser Samp-
lingansatz Vorteile gegenu¨ber klassischer Exploration mit Samplings-
trategien hat.
Der hier vorgestellte Ansatz hat allerdings die wesentliche Einschra¨n-
kung, dass er nur fu¨r diskrete Zustandsra¨ume funktioniert, da jeder
Zustand einen eigenen Baum besitzt, der die Explorationsinformatio-
nen speichert. Neben dem Speicherplatzbedarf ergibt sich fu¨r praktische
Probleme die Frage nach kontinuierlichen Zustandsra¨umen. Will man
dieses Verfahren ohne Diskretisierung auf kontinuierliche Zustands-
ra¨ume u¨bertragen, mu¨ssen Lo¨sungen gefunden werden, um entweder
zwischen vorhandenen Ba¨umen interpolieren zu ko¨nnen oder aber die
Baumstruktur muss so erweitert werden, dass auch die Zustandsinfor-
mation implizit als Teil der Baums und des Diﬀusionsprozesses verwen-
det wird.
Ebenfalls von Interesse fu¨r Arbeiten in dieser Richtung ist die Frage
nach einem Pruning, also dem Ausdu¨nnen des Baums. Die Plastizita¨t
des Verfahrens im Laufe der Zeit immer mehr und die Partikel folgen
dann nur noch dem Baum. Um sich also auf neue Situationen einstellen
zu ko¨nnen, ist es notwendig den Baum nicht zu groß werden zu lassen,
so dass auch wieder explorative Aktionen durchgefu¨hrt werden.
Die genannten Problematiken wurde im Rahmen dieser Arbeit jedoch
nicht weiterverfolgt, sollen allerdings als Impuls fu¨r zuku¨nftige Arbeiten
verstanden werden. Fu¨r praktische Anwendungen im Kraftwerk (siehe
Kapitel 6) erwies sich das hier vorgestellte Verfahren jedoch als noch zu
wenig praxistauglich und wurde daher nicht benutzt. Stattdessen wird
dort wieder auf die einfachen, zu Beginn dieses Abschnittes vorgestell-
ten Verfahren, wie die 
-greedy Strategie zuru¨ckgegriﬀen.
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5.3. Rewarddekomposition
Ein weiterer interessanter Aspekt ist, dass sich oftmals komplexe Auf-
gaben in einfachere Teilaufgaben zerlegen lassen. Ob diese Zerlegung
dabei durch Experten vorgenommen wird oder aus den Daten gelernt
wird, sei fu¨r diese Arbeit unerheblich. Die Idee dahinter ist, dass die-
se Teilprobleme sich einzeln leichter lo¨sen lassen, anstatt die Sum-
me der Probleme einem Monolithen zu u¨berlassen. Diese Teilaufga-
ben ko¨nnen dann im Sinne eines kooperativen Multiagentensystems
[Jennings, 1994] angegangen werden, wobei jeder Agent mit der Lo¨-
sung eines solchen Teilproblems zur Gesamtlo¨sung beitra¨gt. Wenn dabei
von Multiagentensystemen gesprochen wird, geht es hier nur um den
Teilaspekt der Problemlo¨sung und nicht um multiple Instanzen der ge-
samten kognitiven Architektur, welche miteinander interagieren.
Ein praktisches Problem entsteht, wenn die Teilagenten ihr Verhalten
lernen sollen, als Ru¨ckkopplung aber nur eine Gesamtbewertung fu¨r
das vollsta¨ndige Problem vorliegt. Weiter unter wird gezeigt, dass die-
se Gesamtbewertung bei direkter Verwendung das Finden einer guten
Lo¨sung unter Umsta¨nden unmo¨glich macht.
Wenn jeder Agent nur den gesamten Reward bekommt, spiegelt sich
darin nicht seine wirkliche Leistung wieder. So wird eventuell ein Agent,
der ein schlechtes Verhalten aufweist, belohnt, wenn alle anderen Agen-
ten hohe Rewards erzielen. Umgekehrt wird ein Agent mit einer guten
Policy bestraft, nur weil alle anderen Agenten eine schlechte Aktion
ausgefu¨hrt haben.
Daher ist es notwendig, die Gesamtbewertung leistungsgerecht zwischen
den Teilproblemlo¨sern aufzuteilen. In der Literatur wird diese Aufgabe
als Rewardddekompositionsproblem oder Structural Credit Assignment
Problem bezeichnet.
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Deﬁnition 5.4
Rewarddekomposition
Ziel der Rewarddekomposition ist es, einen beobachteten globalen Re-
ward RGesamt so auf die n kooperativen Agenten zu verteilen, dass
die lokalen, agentenspeziﬁschen Rewards Ri dem Leistungsanteil des
Agenten am Gesamtreward entsprechen.
Die Summe dieser Einzelrewards ergibt den Gesamtreward
RGesamt = R1 +R2 + ...+Rn.
Die hier vorgestellten Untersuchungen basieren dabei auf der Diplom-
arbeit von Markus Eisenbach [Eisenbach, 2009].
5.3.1. Experimentelles Szenario
Wenn man das Feuerungsfu¨hrungsproblem (siehe Einleitung bzw. Ka-
pitel 6) betrachtet, la¨sst sich durch Expertenwissen eine einfache Unter-
teilung ermitteln. Jede Brennerebene, die durch zwei Brenner mit ge-
meinsamer Kohlezufuhr gekennzeichnet ist, la¨sst sich als eigener Agent
auﬀassen, der die Luftzufuhr fu¨r seine Ebene kontrolliert. Trotzdem
la¨sst sich nur ein gemeinsamer Reward fu¨r den gesamten Ofen deﬁnie-
ren, da die Abgase und der Wirkungsgrad nur fu¨r den Kessel als Ganzes
bestimmt werden ko¨nnen.
Um ein besseres Versta¨ndnis fu¨r die Problematik zu erhalten, wur-
de das Problem auf ein a¨hnliches Szenario u¨bertragen, welches jedoch
in diskreten Zustandsaktionsra¨umen deﬁniert ist. Bei diesem Szenario
handelt es sich um Agenten in jeweils einer eigenen Gridwelt. Jeder
Gridwelt ist das A¨quivalent zur Regelung einer Brennerebene und die
Zielposition fu¨r den Agenten innerhalb der Gridwelt entspricht der ge-
suchten Luftverteilung. Dargestellt ist diese Idee in Abbildung 5.6.
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Abbildung 5.6.: Gridweltszenario fu¨r die Rewarddekomposition. Drei Agen-
ten agieren in ihrer eigenen Gridwelt und mu¨ssen ihr markierte Zielposition
erreichen. Als Information u¨ber ihre Leistung bekommen sie aber nur die
Summe u¨ber die Rewards aller Agenten und kennen ihren wahren lokalen
Reward nicht.
Im einfachsten Fall mu¨ssen die Agenten unabha¨ngig voneinander zu
ihrem Ziel ﬁnden. Als Belohnungsinformation erhalten sie allerdings
nur die Summe u¨ber die Rewards der einzelnen Agenten. Diese ergibt
sich fu¨r den einzelnen Agenten aus 10−‖Ziel − Position‖L1. Je na¨her
ein Agent am Ziel ist, desto ho¨her ist der Reward.
Typischerweise ist es jedoch so, dass die Agenten sich gegenseitig be-
einﬂussen. Die eingestellte Luftverteilung auf einer Ebene des Ofens
vera¨ndert die optimale Luftverteilung in den Ebenen daru¨ber und dar-
unter. Dieses Pha¨nomen wird dadurch modelliert, dass die Position des
Agenten auf einer Ebene, das Ziel fu¨r einen Agenten auf einer anderen
Ebene vera¨ndert. Dargestellt und erla¨utert ist dies in Abbildung 5.7.
5.3.2. Ansa¨tze zur Rewarddekomposition
Das allgemeine Vorgehen zur Lo¨sung des Rewarddekompositionspro-
blems beinhaltet die Zerlegung des globalen Rewards fu¨r jeden Agen-
ten einzeln in einen lokalen Reward. Dieser lokale Reward ist dabei
fu¨r jeden Agenten die Repra¨sentation seines Anteils am Gesamtreward.
Dieses Umrechnen des globalen Rewards wird auch als Reward Shaping
bezeichnet.
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Abbildung 5.7.: Beispiel mit vier Agenten, die voneinander abha¨ngige Ziel-
positionen besitzen. Dabei deﬁniert sich das aktuelle Ziel eines Agenten,
aus der um 90 Grad im Uhrzeigersinn gedrehten Position seines Vorga¨n-
gers. Die hier dargestellte Variante mit einem Kreis von Abha¨ngigkeiten ist
dabei das komplexeste Szenario, das betrachtet wurde. Die triviale Lo¨sung
ergibt sich, sobald alle Agenten das mittlere Gitterfeld ansteuern. Falls die-
ses Feld entfernt wird, ergeben sich eine Zahl anderer optimaler Lo¨sungen.
Das Erlernen dieser ist nur mittels eines zerlegten Rewards mo¨glich. Eine
einfachere Variante des Problems stellt eine Kette von Abha¨ngigkeiten dar,
bei der der erste Agent ein fest vorgegebenes Ziel hat.
Alle Algorithmen folgen dabei einem einheitlichen Ablauf.
1. Alle Agenten fu¨hren eine zufa¨llige oder der Policy folgende Aktion
aus.
2. Alle Agenten beobachten den gemeinsamen globalen Reward rglobal.
3. Aus dem globalen Reward berechnet jeder Agent fu¨r seinen aktuel-
len Zustand einen lokalen Reward rlocal. Ansa¨tze hierzu werden im
Folgenden vorgestellt.
4. Der berechnete lokale Reward zusammen mit der Aktion und dem
Zustand wird der Trainingsdatenbank hinzugefu¨gt (z.B. beim NFQ
200 5.3. REWARDDEKOMPOSITION
oder CoSYNE-Verfahren, siehe Kapitel 4) oder direkt zum Aktua-
lisieren der Policy verwendet (z.B. einfaches Q-Learning). Danach
beginnt wieder Schritt 1.
Deﬁnition 5.5
Eigenschaften des lokalen Rewards
Der berechnete lokale Reward sollte zwei Eigenschaften erfu¨llen.
1. Rewardskalierbarkeit: Der errechnete lokale Reward muss dem
wahren lokalen Reward entsprechen. Die einzigen zula¨ssigen A¨n-
derungen sind dabei eine feste Translation (Addition mit dem glei-
chen Wert fu¨r alle Agenten) und/oder eine feste Skalierung (Mul-
tiplikation mit einem Wert).
2. Rewardreproduzierbarkeit: Der lokale Reward muss fu¨r die
gleichen Zustandsaktionspaare fu¨r den Agenten einen Markovent-
scheidungsprozess darstellen.
Die Eigenschaften leiten sich aus den Ergebnissen aus
[Chang et al., 2003] ab. Die erste Eigenschaft sagt nichts ande-
res, als dass die optimale Lo¨sung auch mit einem skalierten Reward
gefunden wird. Die zweite Eigenschaft bedeutet, dass der Einﬂuss
der anderen Agenten auf den lokalen Reward ausgeschlossen werden
muss. Dies wird bei der Verwendung des globalen Rewards nicht
gewa¨hrleistet, und fu¨hrt somit zu Problemen beim Lernen.
Algorithmen zur Bestimmung des lokalen Rewards
Es wurden fu¨nf Algorithmen zur Rewarddekomposition verglichen.
Vier davon entstammen aus der Literatur [Panait und Luke, 2005],
[Chang et al., 2003] und [Marthi, 2007], wa¨hrend das SMILE Verfah-
ren eine Eigenentwicklung darstellt, die im Rahmen einer Diplomarbeit
[Eisenbach, 2009] ausfu¨hrlich untersucht wurde.
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1. Maximum u¨ber die Historie der Rewards
Eine der einfachsten Varianten, einen solchen lokalen Reward fu¨r
jeden Zustand zu ermitteln, ist das Maximum u¨ber alle bisher be-
obachteten globalen Rewards des Zustands als lokalen Reward zu
verwenden.
rlocal (s
′) ← max (rlocal (s′) , rglobal)
Die Idee dahinter ist, dass u¨ber hinreichend viele Beobachtungen
alle anderen Agenten ebenfalls ihren maximalen Reward beobach-
ten. Dadurch, dass immer der Maximalwert u¨bernommen wird, bil-
det sich damit ein fu¨r alle Zusta¨nde gleicher Oﬀset, der der Summe
der maximalen Rewards aller anderen Agenten entspricht (siehe Re-
wardskalierbarkeit). Dadurch verbleiben als einzige Einﬂussgro¨ßen
fu¨r den lokalen Reward eines Zustands die eigenen Aktionen des
Agenten.
Der Nachteil dieses Ansatzes wird klar, sobald die beobachteten
Rewards verrauscht sind und damit die Annahme, dass die unter-
schiedlichen Werte nur durch die eigenen Aktionen induziert sind,
hinfa¨llig ist. Ebenfalls problematisch sind A¨nderungen im vergebe-
nen Reward, wenn der gleiche maximale Reward in einem anderen
Zustand vergeben wird. Das Maximum kann nicht vergessen werden
und somit ist in der Repra¨sentation des ermittelten lokalen Rewards
die bisherige Lo¨sung genauso gut wie die neue Lo¨sung.
2. Mittelwert u¨ber die Historie der Rewards
Basierend auf demselben Grundgedanken kann das Maximum u¨ber
die beobachteten Rewards durch den Mittelwert u¨ber die Beobach-
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tungen ersetzt werden.
rlocal (s
′) ← rlocal (s
′) · count (s′) + rglobal
count (s′) + 1
count (s′) ← count (s′) + 1
Damit wird der lokale Reward um die Summe der Mittelwerte der
anderen Agenten verschoben und die Variation in jedem Zustand
ergibt sich durch die eigenen Aktionen.
Der wesentliche Unterschied ist, dass damit auch auf Vera¨nderun-
gen in der Rewardfunktion und Sto¨rungen wie Rauschen gehand-
habt werden ko¨nnen. Allerdings ist dieser Ansatz langsamer, was
das Lernen angeht, da fu¨r die Scha¨tzung des Mittelwerts mehrere
Beobachtungen notwendig sind, wa¨hrend beim Maximum im besten
Fall eine einzige Beobachtung reicht.
3. Kalman-Filter u¨ber die Historie der Rewards
In [Chang et al., 2003] wird die Idee des zweiten Ansatzes erwei-
tert. Es wird dabei ein Kalmanﬁlter eingesetzt, um den Mittelwert
u¨ber die globalen Rewards zu scha¨tzen.
μ (s′) ← μ (s′) + σ (s
′) · (rglobal − μ (s′))
σ (s′) + σrglobal
(5.1)
σ (s′) ← σ (s′) ·
(
1− σ (s
′)
σ (s′) + σrglobal
)
(5.2)
rlocal (s
′) ← μ (s′) (5.3)
σrglobal ist dabei ein Hyperparameter, der Aussagen u¨ber die Un-
sicherheit beim globalen Reward zula¨sst. Je kleiner diese Varianz
gewa¨hlt wird, desto schneller konvergiert das Verfahren, ist dann
aber anfa¨lliger gegenu¨ber Rauschen.
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In [Chang et al., 2003] wird vorgeschlagen, nicht nur den eigenen
Anteil am Gesamtreward zu scha¨tzen, sondern auch den Anteil der
anderen Agenten an diesem. Dieser Wert wird mit einem weiteren
Kalmanﬁlter gescha¨tzt und als erstes vom globalen Reward abge-
zogen. Mit diesem oﬀsetbereinigten Reward, berechnet dann der
Kalmanﬁlter zur lokalen Rewardscha¨tzung das Ergebnis.
Dieser zusa¨tzliche Schritt sorgt fu¨r eine schnellere Konvergenz, da
durch die wechselseitige Scha¨tzung des eigenen Anteils und des An-
teils der anderen Agenten das Problem der Skalierung eliminiert
wird. Der Preis dafu¨r ist ein erho¨hter Rechenaufwand und die Ge-
fahr von Oszillationen durch eine ungu¨nstige Initialisierung der bei-
den wechselwirkenden Kalmanﬁlter.
4. SMILE - Kombination der bisherigen Algorithmen
Das SMILE-Verfahren (Shaping Rewards with Multi layered average
for Independent Local Reward Estimation) basiert auf der Beobach-
tung, dass Maximum- und Mittelwertansatz jeweils an Szenarien
scheitern, die das jeweils andere Verfahren problemlos lo¨sen kann
(siehe dazu die nachfolgenden Experimente). Daher wurde versucht,
die Vorteile beider Ansa¨tze zu kombinieren. Ausfu¨hrlich untersucht
wurde das Verfahren in [Eisenbach, 2009].
Das Maximumsverfahren operiert immer mit ho¨chsten beobachteten
Reward, wa¨hrend der Mittelwert u¨ber die Rewards normalerweise
unter diesem Wert liegt. Die Idee bei SMILE besteht darin, mit
einem Wert zu arbeiten, der zwischen diesen beiden Grenzen liegt.
Dazu wird zuerst der mittlere globale Reward pro Zustand mittels
eines Kalmanﬁlters gescha¨tzt. Danach werden alle Werte betrach-
tet, die gro¨ßer als der Mittelwert sind und u¨ber dieser ’besseren’
Ha¨lfte der Rewards ein neuer Mittelwert berechnet. Diese Reduk-
tion der relevanten Rewards um die Ha¨lfte kann theoretisch weiter
wiederholt werden. Jeder dieser berechneten Mittelwerte erfu¨llt die
204 5.3. REWARDDEKOMPOSITION
Eigenschaften aus Deﬁnition 5.5. Verwendet man keine Mittelung
der oberen Ha¨lfte, entspricht dies dem einfachen Mittelwertverfah-
ren. Wiederholt man die Mittelung der jeweils oberen Ha¨lfte der be-
obachteten Rewardwerte hinreichend oft, verha¨lt sich der gescha¨tzte
lokale Reward wie beim Maximumsverfahren, da nach einer Anzahl
Halbierungen als der bessere Reward nur noch das Maximum ver-
bleibt.
In den Experimenten wurde immer der Mittelwert u¨ber den Wer-
ten, die gro¨ßer sind als das Mittel u¨ber alle Rewards, verwendet.
Zusa¨tzliche Stufen der Mittelung zeigten kein anderes Verhalten,
beno¨tigen allerdings zusa¨tzliche Rechenoperationen.
Nachteilig bei diesem Vorgehen ist, dass hier die beobachteten glo-
balen Rewards gespeichert werden mu¨ssen, um die zusa¨tzlichen Mit-
telwerte der ’besseren’ Ha¨lfte ermitteln zu ko¨nnen.
5. Rewardkombination u¨ber ein Gleichungssystem
Dieses Verfahren aus [Marthi, 2007] unterscheidet sich von den an-
deren Ansa¨tzen dadurch, dass Kommunikation zwischen den Agen-
ten notwendig ist. Dabei wird die Deﬁnition 5.5 direkt umgesetzt,
in dem der globale Reward in jedem Schritt mit den Zusta¨nden
s′1, . . . , s
′
n der n Agenten als Gleichung der Form
rglobal = rlocal (s
′
1) + rlocal (s
′
2) + . . .+ rlocal (s
′
n)
gespeichert wird. Diese Gleichung besitzt einen skalaren Wert rglobal
und n Unbekannte. Es existieren dabei insgesamt k = |S1|+. . .+|Sn|
Unbekannte, je eine pro Zustand eines Agenten.
Wenn genu¨gend dieser Gleichungen gesammelt wurden, kann das
Gleichungssystem (GLS) im Sinne des minimalen quadratischen
Fehlers nach den rlocal (s
′
i) aufgelo¨st werden. Man erha¨lt als Lo¨sung
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des GLS fu¨r jeden Agenten eine Tabelle, in der fu¨r jeden beobach-
teten Zustand der gescha¨tzte lokale Reward steht.
Dazu ist es notwendig, dass an einer Stelle im System die einzelnen
Zusta¨nde der beteiligten Agenten zusammengefu¨hrt werden. Dies
war fu¨r die bisher vorgestellten Verfahren nicht erforderlich. Auch
wird der lokale Reward nicht in jedem Schritt sofort berechnet, son-
dern sobald genu¨gend (neue) Gleichungen aufgestellt wurden. In
den Experimenten wurde nach jeder Episode ein solches GLS ge-
lo¨st. Bei einer großen Zahl von Gleichungen ist die Lo¨sung des GLS
aufwa¨ndig, was die Rechenzeit angeht. Daher muss hier eine sinn-
volle Obergrenze von Gleichungen deﬁniert werden, und es ist eine
Strategie notwendig, alte Gleichungen zu ersetzen, d.h. das Verges-
sen im Sinne des Stabilita¨ts-Plastizita¨ts-Dilemmas muss arrangiert
werden. In dieser Arbeit wurde ein mo¨glichst gleichha¨uﬁges Auftre-
ten jeder Zustandsvariablen im Gleichungssystem angestrebt.
5.3.3. Experimente
Die vorgestellten Algorithmen wurden auf unterschiedliche Eigenschaf-
ten hin untersucht. Im ersten Experiment wurde die prinzipielle Funk-
tionsweise mit drei Agenten in je einer eigenen 5x5 Gitterwelt (siehe
Abbildung 5.6) mit festem Ziel und ohne Rauschen untersucht. Die Re-
sultate in Abbildung 5.8 zeigen einerseits, dass die Verwendung des glo-
balen Rewards nicht zur optimalen Policy fu¨hrt. Andererseits erreichen
alle hier vorgestellten Algorithmen die optimale Handlungsvorschrift.
Auﬀa¨llig ist dabei, dass der Ansatz mit dem GLS genauso schnell zum
Ziel kommt, wie wenn die korrekten lokalen Rewards bekannt wa¨ren,
welche zum Vergleich in einem Test ebenfalls zum Lernen verwendet
wurden. Hier ko¨nnen die Sta¨rken, die die Kommunikation einbringt,
voll ausgescho¨pft werden.
Folgende Fragestellungen wurden mit weiteren Untersuchungen unter-
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Abbildung 5.8.: Experimentelle Untersuchungen des Rewarddekompositi-
onsproblems. (Links) Initiales Szenario mit drei Agenten auf 5x5 Gittern
mit festem Ziel. (Rechts) Experiment mit 4 Agenten auf dem 5x5 Git-
ter deren Ziel jeweils von der Position ihres Vorga¨ngers abha¨ngt (siehe
Abbildung 5.7).
setzt. Detaillierte Untersuchungen und Diagramme zu allen Ergebnissen
ﬁnden sich in [Eisenbach, 2009].
Fragestellung: Skalierung der Algorithmen
Die Anzahl der Agenten wurde von drei auf bis zu 100 Agenten er-
ho¨ht. Die Ergebnisse unterschieden sich, von den beno¨tigten Epi-
soden zum Lernen abgesehen, nicht vom Basisszenario. Das Glei-
chungssystem kann auch hier mit dem unbekannten lokalen Reward
konkurrieren.
Zum Zweiten wurde das Gitter von 5x5 auf die Gro¨ße 20x20 erho¨ht.
Hier fa¨llt das Gleichungssystem zuru¨ck, da nun wesentlich mehr Glei-
chungen gesammelt werden mu¨ssen, bevor der gro¨ßere individuel-
le Zustandsraum fu¨r die einzelnen Agenten abgedeckt werden kann.
Stattdessen ist hier das Maximumsverfahren in der Lage am schnells-
ten die beste Lo¨sung zu ﬁnden.
Fragestellung: Sto¨rungen in der Rewardfunktion
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Dabei wurde einerseits das globale Rewardsignal mit einem normal-
verteilten Rauschen verschiedener Sta¨rken beaufschlagt. Alle Verfah-
ren außer dem Maximumsansatz konnten das Problem trotzdem noch
lo¨sen. Die maximale Sto¨rung durch das Rauschen tritt dabei nur sehr
selten auf und fu¨hrt dann zu einer Sto¨rung, die der Maximumsansatz
nicht mehr ausgleichen kann.
Des Weiteren wurde ein deterministisches Rauschen eingebracht, wel-
ches durch einen zusa¨tzlichen, nichtlernenden Agenten mit fester,
nichtoptimaler Policy repra¨sentiert wurde. Hier kamen alle Algorith-
men a¨hnlich schnell zur korrekten Lo¨sung. Das Maximumsverfahren
funktioniert hier, da die maximale Sto¨rung, anders als bei einer Nor-
malverteilung, eine feste Gro¨ße ist, die auch regelma¨ßig erreicht wird.
  Fragestellung: A¨nderungen in der Zielposition der Agenten
Wie bereits in Abbildung 5.7 gezeigt, lag ein Schwerpunkt auf der
Frage, wie das System mit A¨nderungen der Ziele umgehen kann.
Diese Frage ist natu¨rlich auch mit den fru¨her in diesem Kapitel
diskutierten Themen des Stabilita¨ts-Plastizita¨ts-Dilemmas und des
Explorations-Exploitations-Dilemmas verknu¨pft.
Dazu wurde der Reward betrachtet, der erzielt wurde, wenn die Ziele
zufa¨llig u¨ber die Zeit wechseln. Dieses Problem konnte vom Maxi-
mumsverfahren nicht gelo¨st werden, da es nicht vergessen kann, was
bisher Ziele mit bisherigem Reward waren. Am Ende sind dabei alle
Zusta¨nde gleich gut, der wahre Reward kann nicht gescha¨tzt wer-
den. Die anderen Ansa¨tze kamen mit dem Problem zurecht, wobei
SMILE und der Kalmanﬁlteransatz sehr gut funktionierten, wa¨hrend
der GLS Ansatz nur ein niedrigeres Rewardniveau erreichte. Dies ist
darin begru¨ndet, dass es eine Weile dauert, bis die aktuellen Zusam-
menha¨nge in den Gleichungen hinreichend repra¨sentiert sind. Die-
ser Vorgang dauert la¨nger als die Anpassung der Mittelwerte beim
Kalmanﬁlter- oder SMILE-Ansatz.
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Fu¨r den Fall der vera¨nderlichen Ziele in Abha¨ngigkeit von den ande-
ren Agenten ergibt sich ein anderes Bild. Hier ist es notwendig, dass
die Agenten kooperativ zu einem gemeinsamen Ziel ﬁnden. Daher
ist der wahre lokale Reward allein nicht mehr ausreichend, um eines
der Optima zu ﬁnden, da es sich bei dieser Aufgabe um ein partiell
beobachtbares Problem handelt. Die vorgestellten Verfahren ko¨nnen
aufgrund des Rewardstabilita¨tskriteriums die Problematik abmildern
und sind in der Lage eine Lo¨sung zu ﬁnden.
Im rechten Teil der Abbildung 5.8 ist der Rewardverlauf gezeigt. Alle
Rewarddekompositionsverfahren erreichen ein besseres Ergebnis als
unter Verwendung des globalen Rewards oder des realen, nichtbeob-
achtbaren lokalen Rewards. Jedoch erreicht das Maximumsverfahren
nicht das Optimum und auch das Durchschnittsverfahren konvergiert
sehr langsam. SMILE, das GLS Verfahren und der Kalmanﬁlteran-
satz erreichen die optimale Policy fu¨r alle Agenten, wobei SMILE we-
sentlich schneller zu guten Ergebnissen kommt als die anderen beiden
Ansa¨tze.
5.3.4. Fazit
Die Zerlegung in Teilprobleme kann die Lo¨sung komplexer Aufgaben
vereinfachen, wenn sichergestellt ist, dass die Teilproblemlo¨sungen auch
richtig bewertet werden ko¨nnen. Von den hier untersuchten Algorith-
men bieten sich dazu der Gleichungssystemansatz oder bei sich a¨ndern-
den Zielen und Abha¨ngigkeiten das SMILE-Verfahren besonders an.
Fu¨r die reale Anwendung im Szenario der Feuerungsfu¨hrung verblei-
ben allerdings oﬀene Probleme. Dies ist einerseits, dass diese Reward-
dekompositionsalgorithmen nur online durch Interaktion mit dem Pro-
zess lernen ko¨nnen und viele Interaktionen notwendig sind, um die Zu-
sammenha¨nge zu lernen, was zeit- und kosten intensiv ist. Zum zweiten
verbleibt im realen Prozess die Problematik der Bewertung. Wie in Ka-
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pitel 6 noch diskutiert werden wird, ist die Bewertung der Algorithmen
eine schwierige und zeitaufwendige Angelegenheit. Im Kontext der Re-
warddekomposition fehlen im Kraftwerk, anders als bei dem Gridwelt-
beispiel, Informationen zu den realen lokalen Rewards. Dies erschwert
die Bewertung der Ergebnisse wesentlich, da nicht veriﬁziert werden
kann, ob die gefundene Lo¨sung korrekt ist - und die Bewertung ob die
Aufteilung nu¨tzlich ist, kann ebenfalls nur am Prozess selbst ermittelt
werden.
Daher bleibt zu sagen, dass die hier durchgefu¨hrten Untersuchungen
klar den Vorteil einer Rewarddekomposition zeigen, fu¨r den realen Ein-
satz in einer kognitiven Architektur ohne Expertenwissen jedoch zurzeit
noch nicht geeignet sind. In Kapitel 7 werden hierzu jedoch U¨berle-
gungen vorgestellt, welche Erweiterungen notwendig sind, um diesen
Teilaspekt sinnvoll in der Gesamtarchitektur zu nutzen.
5.4. Zusammenfassung
In diesem Abschnitt wurde diskutiert, inwieweit es sinnvoll ist, bei ei-
nem zyklischen Neutraining von einzelnen Aspekten der Architektur
”
altes“ Vorwissen einﬂießen zu lassen. In den Untersuchungen hat sich
gezeigt, dass das Einbringen alten Wissens ein zweischneidiges Schwert
ist. Solange sicher gestellt ist, dass die A¨nderungen, die erlernt werden
mu¨ssen, in der Na¨he der alten Lo¨sung liegen, erweist es sich als nu¨tzlich,
dieses alte Wissen zu verwenden. Sind die A¨nderung jedoch gro¨ßer, kann
sich das Einbringen des Vorwissens auch negativ auswirken, da unter
Umsta¨nden ein Verlern- oder Vergessensprozess notwendig ist. In den
untersuchten Szenarien hat das Einbringen von Vorwissen sehr a¨hnliche
Ergebnisse erbracht, wie das komplette Erneuern des Wissens.
In diesem Sinne muss abgewogen werden, ob der potentielle Nutzen,
Vorwissen einzubringen, gro¨ßer ist, als der potentielle Schaden, den
210 5.4. ZUSAMMENFASSUNG
dieses Vorgehen anrichten kann. Dafu¨r ist jedoch wieder Vorwissen not-
wendig, welches rein datengetrieben schwer zu erlangen ist.
Auch die Option, einzelne Komponenten abzuspeichern und bei Bedarf
einfach wieder ins Geda¨chtnis zuru¨ckzurufen ohne explizit zu lernen,
wurde hier zuna¨chst ausgeklammert, da dafu¨r eine sichere Erkennung
und Zuordnung des Systemzustands zum gespeicherten Wissen not-
wendig ist. Rein datengetrieben ist dies fu¨r reale Anwendungen oftmals
schwer zu realisieren. Entweder ist ein gutmu¨tiges Problem, bei dem
sich die Systemzusta¨nde beispielsweise Clustern lassen, notwendig oder
aber symbolisches Wissen wird beno¨tigt.
Das Verha¨ltnis von Exploration zum Finden besserer Lo¨sungen und
Ausnutzen vorhandenen Wissens zum Erzielen guter Ergebnisse wur-
de diskutiert. In diesem Zusammenhang wurde ein neuer Algorithmus
vorgeschlagen, der im Falle von kontinuierlichen Aktionen eine gezielte
Exploration zum Erlangen von neuem Wissen umsetzt. Allerdings muss
ganz klar gesagt werden, dass dieser Ansatz noch weiter explorativ ent-
wickelt werden muss, bevor er auch fu¨r reale Probleme in Betracht
kommt.
Als dritter Schwerpunkt dieses Kapitels wurde das Thema der Re-
warddekomposition behandelt. Eine Aufteilung eines Gesamtproblems
in einzelne Teilfragestellungen kann das Finden von Lo¨sungen stark
vereinfachen und beschleunigen. Allerdings ist dazu notwendig, dass
quantiﬁziert werden kann, welche Teillo¨sung welchen Anteil am Ge-
samtergebnis hat. Dazu wurden existierende Ansa¨tze aus der Literatur
verglichen und in einem neuen Verfahren verschmolzen, um dieses Pro-
blem zu lo¨sen.
Die Ergebnisse in diesem Kapitel zeigen an vielen Stellen vielverspre-
chende Ansa¨tze, allerdings die vorgestellten Elemente nicht ohne weite-
res in die Gesamtarchitektur zu integrieren. Daher wird in im Kapitel
7 auf Erweiterungen eingegangen, die notwendig sind, um die hier dis-
kutierten Aspekte wirklich behandeln zu ko¨nnen.
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6. Intelligente
Feuerungsfu¨hrung
Das Zusammenspiel aller Komponenten, die in den bisherigen Kapiteln
vorgestellt wurden, soll nun an einem komplexen und herausfordernden
Anwendungsszenario gezeigt werden. Dabei wird etwas na¨her auf das
Anwendungsszenario eingegangen, bevor die konkrete Umsetzung der
Teilkomponenten erla¨utert wird. Vergleichende Untersuchungen und ei-
ne Einordnung in den Stand der Technik runden dieses Kapitel ab.
6.1. Anwendungsszenario
Fossile Brennstoﬀe stellt noch immer eine sehr wichtige Kom-
ponente zur Strom- und Wa¨rmeerzeugung in Deutschland dar.
Nach Angaben des Bundesministeriums fu¨r Wirtschaft und Tech-
nologie betrug 2009 der Anteil von Kohle am Energiemix 43,2%,
dabei entfallen auf Steinkohle 17,6% und auf Braunkohle 25,6%
[Wirtschaftsministerium, 2010]. Auch wenn dieser Anteil ru¨ckla¨u-
ﬁg ist, so wird man auf absehbare Zeit nicht auf Kohle verzichten ko¨n-
nen.
Im Sinne des Klimaschutzes und den damit verbundenen Klimazielen
lohnt es sich, einen genaueren Blick auf die Kohleverbrennung zu wer-
fen. Bei der Verbrennung entstehen an Abgasen prima¨r Kohlendioxid,
Schwefeloxide, Stickoxide und Kohlenmonoxid. Letzteres entsteht bei
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einer unvollsta¨ndigen Verbrennung, wenn nicht genug Sauerstoﬀ im
Ofen ist um Kohlendioxid zu bilden. Die entstehenden Stickoxide und
Schwefeloxide ha¨ngen vor allem von der Zusammensetzung der ver-
brannten Kohle ab und Kohlendioxid ist das unvermeidbare Endpro-
dukt der Verbrennung.
Die Erforschung sogenannter CO2 freier Kraftwerke
1 steckt noch in den
Kinderschuhen und wird fru¨hestens in einigen Jahren oder Jahrzehnten
großﬂa¨chig eingesetzt werden ko¨nnen [Metz et al., 2005].
Allerdings gibt es auch in konventionellen Kraftwerken Mo¨glichkeiten,
positiv auf die Verbrennung einzuwirken [Flynn, 2003]. Jedoch werden
diese nur unzureichend genutzt, da oftmals nur eine suboptimale Fahr-
weise des Prozesses mit Hand und PID-Reglern stattﬁndet und auch an
vielen Stellen das notwendige Wissen, wie fu¨r ein gegebenes Kraftwerk
die optimale Regelungsstrategie aussieht, nicht vorhanden ist. Auch die
Verwendung von CFD (Computational Fluid Dynamics) Simulationen
hat in der Praxis nur wenig Einﬂuss. Des Weiteren besteht das Problem,
dass viele wichtige Gro¨ßen des Prozesses nur prozessfern, punktfo¨rmig
und/oder gar nicht direkt messbar sind.
Hier soll nun gezeigt werden, dass das Problem der Regelung ei-
nes industriellen Großkraftwerks mittels eines lernenden Systems, wel-
ches eine Implementierung der in dieser Arbeit vorgestellten Archi-
tektur ist, angegangen werden kann. Dieses wurde im Rahmen des
SOFCOM-Projekts entwickelt, welches in Zusammenarbeit mit der Po-
witec GmbH, Vattenfall R&D und Vattenfall Heat Hamburg durch-
gefu¨hrt wurde. Alle der hier aufgezeigten praktischen Umsetzungen
und Ergebnisse sind in Kooperation mit den Projektpartnern erarbeitet
worden.
1Bei diesen CCS-Verfahren (Carbon Capture and Storage) wird das Kohlendioxid
mit unterschiedlichen, wirkungsgradreduzierenden Ansa¨tzen abgeschieden und
muss dann anderweitig, z.B. Untertage, gelagert werden.
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Abbildung 6.1.: Das Kraftwerk Tiefstack in Hamburg. (Links) Bild des
Kraftwerks. (Rechts) schematische Darstellung des Kessels mit den zur
Verfu¨gung stehenden Stellgro¨ßen.
Die Anlage
Alle Untersuchungen wurden im Kraftwerk Tiefstack in Hamburg
durchgefu¨hrt. Dieses Steinkohlekraftwerk aus dem Jahr 1993 dient pri-
ma¨r der Grundversorgung mit Fernwa¨rme, wobei es knapp die Ha¨lfte
des Bedarfs im Hamburger Fernwa¨rmenetz deckt, und sekunda¨r der
Stromerzeugung. In zwei Kesseln mit je sechs Brennern wird Kohle
verbrannt, die eine Turbine antreiben. Die maximale Gesamtleistung
bei der Wa¨rmeproduktion betra¨gt 285 Megawatt plus 205 Megawatt
Stromerzeugung. Fu¨r die Untersuchungen mit dem System basierend
auf der kognitiven Architektur wurde einer der beiden Kessel verwen-
det.
Abbildung 6.1 zeigt das Kraftwerk sowie eine schematische Darstellung
des Aufbaus eines Kessels und der Kohlezufu¨hrung.
Ziele
Folgende Ziele sollten durch die Regelung mittels des in dieser Arbeit
entwickelten lernenden Systems erreicht werden:
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1. Verminderung des Schadstoﬀausstoßes
Verringerung der Stickoxide um 4-6% und Verringerung des Koh-
lenmonoxids um 5-10 mg/Nm3
2. Erho¨hung des Wirkungsgrades
Reduktion des Lambda-Wertes von 1,24 auf unter 1,16. Lambdawer-
te geben das Verha¨ltnis zwischen der verwendeten Luft und der fu¨r
eine vollsta¨ndige (sto¨chiometrische) Verbrennung notwendigen Luft-
menge an und werden als Maß fu¨r den Wirkungsgrad genutzt. Zuviel
Luft bedeutet, dass die u¨berschu¨ssige Luft unno¨tigerweise mit er-
hitzt werden muss, was einer Wirkungsgradreduzierung entspricht.
Zu wenig Luft bedeutet erho¨hte Korrosionsgefahr des Ofens sowie
eine teilweise unvollsta¨ndige Verbrennung, welche sich im Ausstoß
von Kohlenmonoxid widerspiegelt.
3. Erho¨hung der Aschequalita¨t
Verringerung des Anteils von Unverbranntem in der Asche. Liegt
dieser Anteil unter eine Schwelle, kann die Asche an die Gipsindus-
trie verkauft werden, liegt sie daru¨ber muss sie entsorgt werden.
4. Einhaltung sicherheitsrelevanter Grenzwerte
Weder die Lernprozesse noch die eigentliche Regelung du¨rfen den
Betrieb der Anlage gefa¨hrden.
5. Scha¨tzung von Prozessgro¨ßen
Online-Scha¨tzung von schwer messbaren Gro¨ßen bzw. dem unter
Punkt 3 genannten Unverbranntem in der Asche.
Diese Ziele sind dabei zum Teil kontra¨r zueinander. Eine Verringerung
der Gesamtluftmenge erho¨ht zwar den Wirkungsgrad, gleichzeitig er-
ho¨hen sich jedoch die Gefahr der Kohlenmonoxidbildung und die Kor-
rosion der Kesselwand.
Wichtigste Zielgro¨ße ist dabei die Last, also die Auslastung der Turbi-
ne. Je nach Nachfrage im lokalen Fernwa¨rmenetz und den Preisen an
der Strombo¨rse ergeben sich hier unterschiedliche Anforderungen. Diese
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schwanken auf Basis vieler Faktoren z.B. nach Jahreszeit (im Sommer
wird weniger Wa¨rme beno¨tigt als im Winter), Wetter (Wind verringert
den Strompreis, da Windkraftanlagen dann Strom ins Netz einspeisen
ko¨nnen) oder Tageszeit (morgens und in den Abendstunden besteht der
ho¨chste Fernwa¨rmebedarf, wa¨hrend er nachts deutlich zuru¨ckgeht).
Ein der Schwierigkeiten ergibt sich im Kraftwerk Tiefstack konstrukti-
onsbedingt. Die sechs Brenner pro Kessel sind auf drei Ebenen verteilt.
Jede Ebene mit zwei Brennern wird dabei von einer Kohlemu¨hle ge-
speist. Hinter der Mu¨hle beﬁndet sich ein Y-Rohr, welches die Vertei-
lung auf die zwei Brenner vornimmt, wobei eine 50/50 Verteilung erhoﬀt
wird. Aufgrund technischer Randbedingungen ist es nicht mo¨glich, die
tatsa¨chlichen Massestro¨me zu messen. Allerdings zeigen stichprobenar-
tige Untersuchungen und Erfahrungswerte der Anlagenfahrer, dass es
hier durchaus zu anderen Verteilungen kommt.
Um diese Ungleichgewichte auszugleichen ist es notwendig die
(Sekunda¨r-)Lu¨fte entsprechend zu regeln. Dieser Zusammenhang ist
dem lernenden System nicht bekannt - allerdings sollte sich im gelern-
ten Verhalten des Systems eine entsprechende Luftanpassung zwischen
den Brennern einer Ebene widerspiegeln.
Sensorik und Aktuatorik
Jedes Kraftwerk wird durch ein Distributed Control System (DCS) ge-
regelt. Dieses hat Zugriﬀ auf Standardsensorik zur Temperatur- und
Druckmessung im Kessel sowie Kennzahl zum Dampf, der Turbine und
den Mu¨hlenzuﬂu¨ssen. Es realisiert Stelleingriﬀe durch die Anlagenfah-
rer auf der Basis von PID-Reglern. Die wesentlichen Aktuatoren, die
hier betrachtet werden, sind dabei die Luftstro¨me. Diese beeinﬂussen
den Verbrennungsprozess wesentlich und werden durch verschiedene
Klappen im Ofen manipuliert.
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Das hier vorgestellte intelligente System setzt dabei auf dem Distributed
Control System direkt auf. Alle Stelleingriﬀe die das kognitive System
beschließt, werden als neue Sollgro¨ßen an das DCS weitergereicht. Mit-
tels konventioneller PID-Regler werden diese dann umgesetzt.
Die Realisierung des intelligenten Systems als Erweiterung zum beste-
henden System zu betrachten hat zwei Gru¨nde. Einerseits wird so eine
einfache Nachru¨stbarkeit bestehender Kraftwerke gewa¨hrleistet und an-
dererseits dient dies als zweites Sicherheitsnetz. Das heißt, hier ko¨nnen
potentiell gefa¨hrlich Aktionen einer Instanz des entwickelten Systems
hart unterbunden werden.
Als Stellgro¨ßen sind hierbei verschiedene Klappeneinstellungen vorhan-
den, die die Luftzufuhr im Ofen steuern. Diese werden als Mantel- und
Stufenluft bezeichnet, manchmal ﬁndet man dafu¨r auch die Begriﬀe
Sekunda¨r- und Tertia¨rluft. Die Prima¨rluft ist dabei die Transportluft,
mit der die Kohle in den Ofen geblasen wird. Dargestellt sind die Stell-
gro¨ßen exemplarisch in Abbildung 6.1. Damit ergeben sich pro Ebene
vier Stellgro¨ßen. Dies sind die Gesamtluftmenge auf der Ebene, die Ver-
teilung zwischen rechtem und linkem Brenner sowie die Verteilung zwi-
schen Stufen- und Mantelluft pro Seite. Damit ergibt sich fu¨r den Kessel
in Tiefstack ein zwo¨lfdimensionaler, kontinuierlicher Aktionsraum.
Als Besonderheit wurden am Ofen sechs CCD Kameras der Firma Po-
witec installiert. Diese beobachten direkt jeweils einen Brennermund,
jene Zone durch die der Kohlenstaub eingeblasen wird und sich dann
entzu¨ndet. Das Kamerasystem und der entsprechende Blick in den Ofen
sind in Abbildung 6.2 dargestellt. Diese Spezialanfertigungen sind auf
den dauerhaften Einsatz in Kraftwerken optimiert. Dazu geho¨ren ent-
sprechende Ku¨hl- und Reinigungssysteme. Neben den Grauwertbildern
(siehe auch Abbildung 3.16) liefert die Kamera auch Grauwertspektren
die hochfrequent u¨ber ausgewa¨hlten Bildausschnitten ermittelt werden.
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Abbildung 6.2.: Feuerraumlanze der Firma Powitec zur Kamerau¨berwa-
chung des Kessels. (Links) Schematische Darstellung einer Feuerraum-
lanze. (Rechts) Kamerasystem welches an einem Kessel installiert ist.
Der gro¨ßte Teil der Apparatur dient der Ku¨hlung und Reinigung der ei-
gentlichen Kamera.
Randbedingungen
Die durch den Betreiber geforderten Randbedingungen, die einzuhal-
ten waren und, was den Luftanteil angeht, u¨ber das DCS erzwungen
wurden, sind:
Der globale Lambdawert fu¨r den gesamten Kessel muss immer gro¨ßer
als 1.15 sein.
Fu¨r jeden einzelnen Brenner muss der Lambdawert gro¨ßer gleich 0.8
sein.
Das Kohlenmonoxid in der Abluft muss kleiner als 30 mg/Nm3 sein.
Simulator
Nicht alle notwendigen Untersuchungen und Experimente ko¨nnen am
realen Kessel durchgefu¨hrt werden, da dies neben sicherheitstechnischen
Herausforderungen weder zeitlich noch kostentechnisch beherrschbar
wa¨re. Daher wurde eine Simulatonsumgebung entwickelt, die stark ver-
einfacht die grundlegende Charakteristik nachbildet. Dieser Simulator
basiert auf den Beobachtungen im Kraftwerk und wird im Anhang C.2
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Abbildung 6.3.: Darstellung des Wahrnehmungs-Handlungs-Zyklus im Sin-
ne der Regelung eines Kraftwerks.
beschrieben. Aus dieser Beschreibung kann der geneigte Leser sich eben-
falls ein besseres Bild u¨ber die Vorga¨nge im Kraftwerk machen - auf
einige Begriﬀe und Eﬀekte im Zusammenhang mit Kraftwerken wird
dort na¨her eingegangen.
6.2. Implementierung der Architektur
Als erster Schritt soll der in Kapitel 2 vorgestellte abstrakte
Wahrnehmungs-Handlungs-Zyklus auf das Problem der Feuerungsfu¨h-
rung u¨bertragen werden. Die geschieht graﬁsch in Abbildung 6.3. Die
drei dargestellten Kernaspekte der Wahrnehmung, Entscheidungsﬁn-
dung und des Lernmanagements sollen in ihrer konkreten Umsetzung
nun na¨her beleuchtet werden.
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6.2.1. Merkmals- und Aktionsauswahl im Kraftwerk
Die Aspekte der Wahrnehmung betreﬀen hierbei die Kamera und Sens-
ordaten sowie die Aussagen daru¨ber, welche dieser sensorischen Wahr-
nehmungen Zusammenha¨nge zu den Zielgro¨ßen zeigen.
Auf der Seite der Aktuatorik kommen, wie in Abschnitt 3.8 beschrie-
ben, die Techniken der Merkmalsauswahl auch auf der Aktionsseite zum
Einsatz. Jedoch musste bei den Experimenten und deren Auswertung
festgestellt werden, dass keine Aktionsdimensionen ausgeschlossen wer-
den konnten. Alle mo¨glichen Aktionen zeigten deutlichen Einﬂuss auf
den Verbrennungsprozess ohne dabei oﬀensichtlich redundantes Verhal-
ten auszuweisen. Im Rahmen der Aktionsraumselektion konnte daher
keine Verringerung erzielt werden.
Auch Untersuchungen zur Aktionsraumtransformation, wie sie ausfu¨hr-
lich in der Diplomarbeit von Martin Reinhardt [Reinhardt, 2007]
durchgefu¨hrt wurden, erbrachten keine nennenswerten Erfolge in Bezug
auf das Finden von entkoppelten oder Makroaktionen. Daher wurde im
Rahmen des SOFOCM-Projektes der vollsta¨ndige zwo¨lfdimensionale,
kontinuierliche Aktionsraum genutzt.
Fu¨r die Merkmalsextraktion wurde das in Abbildung 6.4 dargestellte
Schema implementiert. Zuerst werden die Kamerabilder und die Spek-
tren einer Merkmalstransformation unterzogen. Dabei kommt das in
Abschnitt 3.7 vorgestellte Verfahren zur Transinformationsmaximie-
rung zum Einsatz. Hierbei werden die hochdimensionalen Bilder und
Spektren auf sehr niedrigdimensionale (maximal drei Dimensionen je
Zielgro¨ße), informative Kana¨le komprimiert. Dabei werden mehrere
Zielgro¨ßen verwendet, darunter Stickoxide, Kohlenmonoxid oder der
Restsauerstoﬀgehalt.
Die Berechnung dieser Transformationsmatrizen ist verha¨ltnisma¨ßig
aufwendig, was diese Komponente im Sinne eines adaptiven, nach-
trainierenden Systems zu einer rechentechnisch teuren Angelegenheit
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Abbildung 6.4.: Darstellung der im Kraftwerk verwendeten Merkmalsex-
traktionsverfahren. Die von der Kamera kommenden Bild- und Spektral-
daten werden einer Merkmalstransformation unterzogen. Die dabei ver-
wendete Transinformationsmaximierung extrahiert dabei relevante Gro¨-
ßen, die informativ in Hinblick auf Zielgro¨ßen, wie die Stickoxide oder den
Restsauerstoﬀ sind. Die so extrahierten Merkmale werden danach zusam-
men mit anderen Messgro¨ßen aus dem Regelsystem des Kraftwerks (DCS)
einer einfachen Transinformationsbasierten Merkmalsauswahl unterzogen.
macht. Daher wurde fu¨r die nachfolgende Instanz, die Merkmalsselek-
tion, ein vergleichsweise wenig anspruchsvolles Verfahren gewa¨hlt. Die
transformierten Merkmale aus den Kameradaten werden dazu mit den
Daten aus dem DCS kombiniert und einer redundanzberu¨cksichtigen-
den MIFS Auswahl (siehe Deﬁnition 3.22) unterzogen.
6.2.2. Entscheidungsﬁndung im Kraftwerk
Mit den so ausgewa¨hlten Merkmalen wird dann ein Entscheidungssys-
tem gelernt. Neben dem in dieser Arbeit besprochenen Reinforcement
Learning Ansatz des CoSyNE (siehe Abschnitt 4.3) wurden zwei an-
dere Verfahren im Kraftwerk zum Einsatz gebracht. Dies ist einerseits
ein klassischer Ansatz aus der Regelungstechnik, die Modellpra¨diktive
Regelung, als nichtlineare Variante mit einem Multilayer Perceptron
als Modell sowie ein probabilistisches Verfahren basierend auf Faktor-
graphen und Bayes’scher Inferenz auf diesen. Diese beiden alternativen
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Verfahren sollen hier nur ganz kurz skizziert werden, die angegebe-
nen Quellen ko¨nnen zur Vertiefung genutzt werden. Sie wurden dabei
im Rahmen des SOFCOM-Projektes [Funkquist et al., 2011] von den
Projektpartnern entwickelt.
Modellpra¨diktive Regelung
Der Ansatz der modellpra¨diktiven Regelung (Model Pre-
dictive Control MPC) [Ogunnaike und Ray, 1994],
[Camacho und Bordons Alba, 2004] ist ein weitverbreiteter Ansatz
in der Regelung industrieller Prozesse. Dabei wird ein mathematisches
Prozessmodell verwendet um die Auswirkungen zuku¨nftiger Aktionen
zu simulieren. Basierend auf diesen Simulationen kann dann die
beste Aktion ausgewa¨hlt werden, die den Prozess in den gewu¨nschten
Zustand fu¨hrt. Welcher Art die verwendeten Modelle dabei sind, ist
ﬂexibel. Von klassischen linearen Modellen, u¨ber neuronale Netze bis
hin zu Gauß’schen Prozessen ist alles mo¨glich.
Fu¨r die hier durchgefu¨hrten Untersuchungen kamen einerseits ein li-
neares Modell, genauer gesagt eine Linearisierung um den aktuellen
Arbeitspunkt herum, wie auch eine einfache nichtlineare Variante mit
einem neuronalen Vorwa¨rtsnetz zum Einsatz.
Hierbei muss jedoch einschra¨nkend gesagt werden, dass fu¨r diese nicht-
lineare MPC Variante nur durch Experten gewa¨hlte Merkmale verwen-
det wurden, eine automatische Selektion der Modellkana¨le wurde nicht
durchgefu¨hrt. Diese Einschra¨nkung wurde gewa¨hlt, da dieses System
den Stand der Forschung ohne die Erkenntnisse dieser Arbeit und des
Projekts darstellt.
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Probabilistische Prozessregelung
Eine weitere untersuchte Alternative basiert auf der expliziten Formu-
lierung der Wahrscheinlichkeiten in Form eines graphischen Modells
[Bishop, 2006], [Jordan, 1998]. Reale industrielle Prozesse unterlie-
gen oftmals großen Unsicherheiten und sind nur partiell beobachtbar.
Mit der expliziten Modellierung der Wahrscheinlichkeiten sollte dieser
Tatsache Rechnung getragen werden. In der Praxis besteht der ers-
te Schritt bei diesem Ansatz darin, aus den Beobachtungen Verbund-
verteilungen aller Zustands-, Aktions- und Zielgro¨ßen zu bestimmen.
Natu¨rlich kann dabei keine vollsta¨ndige Verbundverteilung aller Gro¨-
ßen abgeleitet werden, da dies an der hohen Dimensionalita¨t scheitert2.
Stattdessen wurden mittels Expertenwissen sinnvolle Unterra¨ume zur
Berechnung der Wahrscheinlichkeiten ausgewa¨hlt.
Mittels beobachteten Zustandsu¨berga¨ngen, a¨hnlich wie der Datenba-
sis fu¨r das NFQ Verfahren aus Abschnitt 4.1, werden dann Verteilun-
gen gescha¨tzt. Dabei kamen als Repra¨sentation fu¨r die Verteilungen
Gauß’sche Mischverteilungen zum Einsatz. Vereinfacht kann man sich
vorstellen, dass diese Verteilungen ein Modell formen, das z.B. den Zu-
sammenhang zwischen der Links-Rechts-Luftverteilung und den Stick-
oxiden darstellt. Basierend darauf kann berechnet werden mit welcher
Wahrscheinlichkeit, welche Menge Stickoxide bei einer Aktion zu erwar-
ten ist oder umgekehrt welche Stickoxidemission von welcher Aktion
ausgelo¨st wurde.
Diese Informationen, die in den Verteilungen repra¨sentiert sind, werden
dann u¨ber sogenannte Faktorgraphen [Kschischang et al., 2001] ver-
bunden. Mittels Inferenzprozessen basierend auf message passing Algo-
rithmen, wie beispielsweise dem Sum-product Algorithmus wird dann
eine Folge von Stelleingriﬀen berechnet, die mit der ho¨chsten Wahr-
scheinlichkeit zum Ziel fu¨hren.
2Siehe dazu auch die Diskussion in Kapitel 4
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Dazu wird ein gewu¨nschtes Endergebnis, z.B. die Emission und der
Wirkungsgrad, festgelegt und das System berechnet dann eine Folge
von Aktionen, z.B. Luftverteilungen, deren Anwendung mit der ho¨chs-
ten Wahrscheinlichkeit zu diesem Endergebnis fu¨hren. Das Modell wird
dabei mit aktuellen Sensorbeobachtungen gefu¨ttert und mit neuen Be-
obachtungen ko¨nnen neue Aktionsfolgen inferiert werden.
Neuroevolutiona¨re Prozessregelung
Der verwendete Neuroevolutiona¨re Ansatz Cooperative Synapse Neuro-
evolution (CoSyNE) wird ausfu¨hrlich in Abschnitt 4.3 diskutiert. Leider
konnte im Rahmen des Projekts nur ein Reinforcement Learning Ver-
fahren im realen Kraftwerk untersucht wurden, auch die Verwendung
des NFQ-Algorithmus (siehe Abschnitt 4.1) in einem Kraftwerk3 wa¨re
sehr interessant gewesen. Die Entscheidung zugunsten des CoSYNE-
Algorithmus ist damit zu begru¨nden, das einerseits auch geringfu¨gig
bessere Strategien u¨ber die Zeit deutliche Auswirkungen auf den Wir-
kungsgrad und die Emissionen haben. Andererseits steht im Kraftwerk
genu¨gend Rechentechnik zur Verfu¨gung, so dass der zusa¨tzliche Re-
chenaufwand zur Modellbildung und zum Training des Verfahrens nicht
u¨berma¨ßig ins Gewicht fa¨llt.
Visualisiert wird das verwendete System in Abbildung 6.5. Die Bewer-
tung der Population von neuronalen rekurrenten Netzen, wird mittels
gelernter Modelle der Zusammenha¨nge im Kraftwerk durchgefu¨hrt. Als
Modelle ko¨nnen verschiedene Ansa¨tze genutzt werden, darunter ver-
schiedene neuronale Netze, Gauß’sche Prozesse oder die u¨ber die Fak-
torgraphen repra¨sentierten graphischen Modelle. Um ein Overﬁtting
auf das Modell zu vermeiden, ist es mo¨glich, die Fitness nicht nur auf
einem Modell zu bestimmen, sondern auf mehreren und diese dann zu
3Was auch fu¨r bestimmte Aspekte in der Mu¨llverbrennung getan wurde
[Steege et al., 2010]
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kombinieren. Solange die Modelle genug Diversita¨t aufweisen, wird da-
durch die Generalisierung verbessert. Jedoch geht dies stark zu Lasten
der Rechenzeit, da einerseits zusa¨tzliche Modelle gelernt werden mu¨ssen
und andererseits die Regler mit den Modellen bewertet werden.
Daher wurde in der Umsetzung in Tiefstack nur eine Sorte von Model-
len verwendet. Dabei handelt es sich um rekurrente neuronale Netze,
die basierend auf den gemachten Observationen gelernt werden. Diese
Netze sind vollverschaltet und verha¨ltnisma¨ßig klein, mit weniger als 20
Hiddenneuronen. Fu¨r das Training dieser rekurrenten Modelle werden
ebenfalls die im Abschnitt 4.3 besprochenen evolutiona¨ren Techniken
verwendet.
Mit Hilfe dieser Modelle werden die einzelnen Regler der aktuellen Po-
pulation bewertet und danach den evolutiona¨ren Operatoren unterwor-
fen. Als Gro¨ße der Population wurde eine Anzahl von 20 bis 50 In-
dividuen verwendet, wobei eine ho¨here Anzahl gut fu¨r die genetische
Vielfalt der Population ist, allerdings auf Kosten der Rechenzeit geht.
Die verwendete Reward- bzw. Fitnessfunktion beinhaltet Terme zum
Wirkungsgrad, welcher maximiert werden soll, sowie die Emission von
Stickoxiden und Kohlenmonoxid, welche minimiert werden sollen. Nach
Abschluss der evolutiona¨ren Suche wird der aktuell bestbewertete, ﬁt-
teste Regler dann im Kraftwerk aktiv geschaltet.
6.2.3. Lernmanagment im Kraftwerk
Das Gesamtsystem lief und la¨uft noch immer rund um die Uhr im Kraft-
werk. Aufgrund der sich ergebenden A¨nderungen im Verbrennungspro-
zess durch Kohlewechsel, Verschmutzung des Kessels und a¨hnlicher Pro-
bleme, ist es notwendig, dass das Gesamtsystem sich regelma¨ßig den
gea¨nderten Randbedingungen anpasst. Daher werden hier Teile der in
Kapitel 5 besprochenen Aspekte des Lernmanagments umgesetzt.
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Abbildung 6.5.: Darstellung der im Kraftwerk verwendeten Konﬁguration
fu¨r das CoSYNE Verfahren. Der oben dargestellte Zyklus ist das Trai-
ning und ﬁndet in einem dafu¨r reservierten Rechner statt. Der untere Teil
zeigt den Regelkreis im Kraftwerk und die Verbindungen zwischen beiden
Systemen.
Es wird dabei kein kontinuierliches Lernen umgesetzt, sondern das Sys-
tem wird in einem Zyklus von 12 Stunden aktualisiert. Wa¨hrend die-
ser Phase von 12 Stunden werden keine A¨nderungen am Regler vorge-
nommen, im Hintergrund ﬁnden allerdings rechenaufwendigen Prozesse
statt.
Einerseits werden neue Daten gesammelt, indem alle Beobachtungen
gespeichert werden und andererseits die einzelnen Teile des Systems
nacheinander aktualisiert werden. Dazu werden die gesammelten Da-
ten verwendet. Natu¨rlich kommen dabei nicht alle jemals gemachten
Beobachtungen zum Einsatz, sondern nur aus den letzten Tagen und
Wochen. Welche Teile aus dem Datenfundus verwendet werden, ist da-
bei Teil der Merkmalsextraktion.
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Die Aktualisierung erfolgt dabei entsprechend des Datenﬂusses im Sys-
tem. Begonnen wird mit der Merkmalstransformation, welche neu be-
rechnet wird. Dabei werden, wie in Abschnitt 5.1.1 ausgefu¨hrt, die letz-
ten Transformationsparameter als Startpunkt verwendet. Danach wird
die Auswahl der Merkmale erneuert, bevor die Entscheidungsinstanz
neu ermittelt wird.
Basierend auf den neuen Transformationen und ausgewa¨hlten Kana¨len
werden die Daten benutzt, um die Modelle und damit auch die Regler
zu aktualisieren. Fu¨r die CoSYNE Regler werden komplett neue Po-
pulationen in jedem Zyklus verwendet, basierend auf den in Abschnitt
5.1.2 dargestellten Ergebnissen. Am Ende des Zyklus ersetzt der neue
Regler, bspw. das beste Netz der CoSYNE-Population, den aktuellen
Regler im realen Kraftwerk.
6.3. Untersuchungen
Die Bewertung der Qualita¨t der Merkmalsextraktionsverfahren erweist
sich in der praktischen Anwendung als schwierig. Dies hat mehrere
Gru¨nde. Einerseits existiert in diesem Zusammenhang nur sehr ein-
geschra¨nktes Expertenwissen, andererseits kann nur das Gesamtsystem
quantitativ bewertet werden. Aussagen, welche Komponenten, welchen
Beitrag liefern, sind nur mit extrem aufwa¨ndigen Experimenten zu er-
mitteln. Dies liegt allerdings nicht unbedingt im Sinne des Betreibers,
fu¨r den die durch das System erzielten Verbesserungen im Vordergrund
stehen.
Speziell fu¨r die mit der Kamera aufgenommenen Bilder und Spektren
gibt nur sehr fundamentales Expertenwissen. Beispielsweise korreliert
die Helligkeit der Flamme mit Temperatur. Was jedoch Zusammen-
ha¨nge zu den Zielgro¨ßen, wie den Stickoxiden oder dem Restsauerstoﬀ
angeht, gibt es bislang keine verwertbaren Erkenntnisse.
KAPITEL 6. INTELLIGENTE FEUERUNGSFU¨HRUNG 227
Bei der Merkmalstransformation der Bilder entsprechen die ermittelten
informativen Teile des Bildes der Zone im Ofen, in der der eingeblasene
Kohlestaub entzu¨ndet wird. Daher erscheint es durchaus sinnvoll, dass
hier auch Informationen in Bezug auf die Zielgro¨ßen enthalten sind.
Bei den Spektren ließen sich auch reproduzierbare Filter erzeugen, bei-
spielsweise einen Gaußfo¨rmigen Filter im Frequenzbereich der fu¨r Stick-
oxide sein Maximum bei rund 80 Hz hat. Ob es dafu¨r plausible Gru¨nde
gibt, konnten die Verfahrenstechniker im Kraftwerk nicht beantworten.
Fu¨r die eigentlichen Regler stellte sich fu¨r das Modellpra¨diktive Re-
gelverfahren mit Linearisierung um den Arbeitspunkt bereits auf dem
Simulator recht schnell heraus, dass es, a¨hnlich wie das Reinforcement
Learning mit Gauß’schen Prozessen (siehe Abschnitt 4.2) nicht in der
Lage ist, das Problem sinnvoll zu behandeln. Daher wurden am En-
de im Kraftwerk nur vier Varianten einer ausfu¨hrlichen Untersuchung
unterzogen:
1. Basissystem: Ohne Verbesserungen durch ein spezielles Regelsystem
wird hier nur das System des Kraftwerkherstellers eingesetzt. Da-
zu kommen auch ha¨ndische Einstellungen der Anlagenfahrer. Diese
sind allerdings gerade was die Lufteinstellungen angeht sehr selten.
Es handelt sich damit um den Standardkraftwerkbetrieb und ist die
Vergleichsgrundlage fu¨r die anderen Verfahren.
2. Modellpra¨diktives Regelsystem (MPC): Dieses basiert auf durch
Experten gewa¨hlten Eingangskana¨len und einem Multilayer-
Perceptron als neuronales Netz fu¨r einen nichtlinearen modellpra¨-
diktiven Ansatz. Das Modell wird regelma¨ßig nach trainiert.
3. Vorgestelltes System mit automatischer Merkmalsextraktion und
dem CoSYNE Neuroevolutionsverfahren als Regler: Die Modelle zur
Ermittlung der Fitnessfunktion werden regelma¨ßig nachtrainiert.
Dieses System ist in der Durchfu¨hrungsphase sehr schnell, beno¨tigt
allerdings viel Trainingszeit.
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4. Vorgestelltes System mit automatischer Merkmalsextraktion und
dem probabilistischen Ansatz u¨ber Faktorgraphen als Regler: Die
gesammelten Daten werden genutzt, um regelma¨ßig die Verteilun-
gen zu aktualisieren, auf deren Basis die Stellgro¨ßen inferiert wer-
den. Der Inferenzprozess ist vergleichsweise langsam und begrenzt
die Zahl der Stelleingriﬀe auf einen pro Minute. Allerdings entfa¨llt
der Trainingsaufwand fu¨r den Regler selbst.
Diese vier Alternativen wurden ausfu¨hrlichen Untersuchungen im
Kraftwerk unterzogen.
Das Durchfu¨hren von Experimenten im realen Kraftwerk und vielmehr
das sinnvolle Auswerten der Ergebnisse stellt eine große Herausforde-
rung dar. Dies liegt daran, dass fu¨r die einzelnen Regler nie gleiche
Randbedingungen geschaﬀen werden ko¨nnen. Durch den Tagesbetrieb
ist es unmo¨glich, die gleichen Lastverha¨ltnisse und Kohlesorten u¨ber
den notwendigen Zeitraum zu garantieren. Daher besteht nur die Chan-
ce, u¨ber einen hinreichend großen Zeitraum sicherzustellen, dass alle
Regler mo¨glichst a¨hnliche Randbedingungen beobachtet und zu regeln
hatten.
Die Experimente wurden im ganz normalen Betrieb des Kraftwerks
durchgefu¨hrt. Dabei traten regelma¨ßig Lastwechsel auf, und es ergaben
sich Wechsel in der Kohlesorte. Jedes der Verfahren wurde fu¨r eine Zeit-
scheibe von 10 Stunden aktiviert, danach kam das na¨chste Verfahren
fu¨r 10 Stunden an die Reihe. Nach dem Wechsel des Regelansatzes wur-
den die ersten 30 Minuten aus der Betrachtung ausgeschlossen um Pro-
zessa¨nderungen, die durch den Reglerwechsel entstehen, auszuschließen.
Ebenfalls ausgeschlossen wurden je nach Verfahren eventuelle Explora-
tionszeiten, welche maximal weitere anderthalb Stunden ausmachten.
Alle anormalen Betriebszusta¨nde, Zeiten in denen Anlagenfahrer das
System deaktiviert hatten oder die Lastanforderung weniger als 30 Pro-
zent betrug, wurden fu¨r die Bewertung gleichfalls ignoriert. Um eine
Vergleichbarkeit der Daten zu garantieren, wurden alle Vergleiche fu¨r
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einzelne Kohlesorte ausgewertet. Durch die Deﬁnition von Lastklassen
und Klassen fu¨r das Luftbrennstoﬀverha¨ltnis wurde der Einﬂuss ver-
schiedener Lastanforderungen minimiert.
In einem ersten, zweiwo¨chigen Test wurden die Systeme ohne Adapiti-
vita¨t untersucht. Dabei wurde die generelle Anwendbarkeit der Ansa¨tze
nachgewiesen und verbliebene Sicherheitsbedenken der Betreiber zer-
streut. Die Testphase fu¨r das vollsta¨ndige System dauert dann u¨ber
mehrere Monate an, unterbrochen von einer Revision des Ofens. Bei ei-
ner solchen Revision, welche typischerweise einmal ja¨hrlich stattﬁndet,
wird der Kessel komplett gesa¨ubert, was zu drastisch anderen Eigen-
schaften fu¨hrt.
Pro Kohlesorte wurde ausgewertet, welche Auswirkungen die un-
tersuchten Systeme auf die Stickoxide, den Wirkungsgrad, welcher
im Restsauerstoﬀ repra¨sentiert ist, und den Kohlenmonoxidausstoß
haben. Fu¨r eine Kohlesorte sind die Stickoxidemissionen beispiel-
haft in Abbildung 6.6 dargestellt. Gleiche Auswertungen wurden fu¨r
13 Kohlesorten durchgefu¨hrt. In gleicher Weise fand dies auch mit
den interessanten Gro¨ßen Kohlenmonoxid und Restsauerstoﬀ statt.
Fu¨r detaillierte Betrachtungen sei auf [Funkquist et al., 2009] und
[Funkquist et al., 2011] verwiesen.
Ohne hier auf die Ergebnisse fu¨r einzelne Kohlesorten oder Prozess-
zusta¨nde eingehen zu wollen, wurden die Ergebnisse in Abbildung 6.7
zusammengefasst. Dazu wurden die einzelnen Einsparungen gewichtet
nach der beobachteten Zeit gemittelt.
Das erzeugte Kohlenmonoxid liegt in allen Fa¨llen deutlich unter den
gesetzlichen Grenzwerten und schwankt auch nur minimal (unter ei-
nem Promille). Es stehen im Vergleich zum ungeregelten System ge-
legentliche Kohlenmonoxidspitzen, die durch die starke Verringerung
des Sauerstoﬀs bei schnellen Wechseln nicht sofort ausgeglichen werden
ko¨nnen. Keines der Systeme stellt liegt hier außerhalb der Vorgaben.
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Abbildung 6.6.: Darstellung des Stickoxids bei der Verbrennung eines ein-
zelnen Kohletyps. Im oberen Diagramm ist der Stickoxidgehalt gegenu¨ber
den Restsauerstoﬀklassen aufgetragen. Darunter ist die Zeit aufgetragen,
die der Prozess in den einzelnen Zusta¨nden verbrachte. Man kann so bei-
spielsweise erkennen, dass ein Restsauerstoﬀgehalt von mehr als 4 Pro-
zent nur sehr selten erreicht wurde, und daher die Aussagen mit deutlich
gro¨ßerer Unsicherheit behaftet sind. Man kann erkennen, dass die Stick-
oxidproduktion fu¨r das Reinforcement Learning System (CoSYNE) und
das probabilistische System (Bayes) deutlich unter dem ungeregelten Fall
liegt. Der modellpra¨diktive Ansatz (MPC) fa¨llt hier hingegen zuru¨ck.
Beim erzeugten Stickoxid stellt sich ein anderes Bild dar. Im Vergleich
zum ungeregelten Szenario ko¨nnen alle drei Systeme eine Verringerung
erzielen. Der Stickoxidanteil ist dabei extrem vom Kohletyp abha¨n-
gig. Je nach Sorte schwankt der Ausstoß zwischen 400 mg/Nm3 und
1100 mg/Nm3. Im Falle von geringeren Konzentrationen ist der Ge-
winn durch das System sehr gering (wenige mg/Nm3), bei hohen Kon-
zentration kann die Reduktion je nach Sauerstoﬀgehalt auch mehr als
100 mg/Nm3 betragen, der Einﬂuss des Sauerstoﬀs wurde bei dieser
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Abbildung 6.7.: Darstellung der Verbesserungen der Systeme im Vergleich
zum ungeregelten Fall. Oben ist der Anstieg des Kohlenmonoxids darge-
stellt. Die Mitte zeigt die Reduktion der Stickoxide, wa¨hrend ganz unten
die Reduktion des Restsauerstoﬀs dargestellt ist. Die Reduktion des Rest-
sauerstoﬀs entspricht dabei einer Wirkungsgradsteigerung.
Betrachtung bewusst heraus gerechnet. Daher liegt die reale Stickoxid-
verminderung ho¨her als die hier dargestellten, gewichtet gemittelten
20 mg/Nm3. Das Reinforcement Learning System liegt dabei gleich
auf mit dem MPC Ansatz, wa¨hrend der probabilistische Regler noch
einmal signiﬁkant besser ist.
Fu¨r die wichtigste Gro¨ße ergibt sich ein a¨hnliches Bild. Die Restsau-
erstoﬀreduktion und damit die Wirkungsgradsteigerung gelingen dem
probabilistischen Regler am besten. Die Einsparungen des CoSYNE-
Systems sind geringer, dicht gefolgt vom MPC Ansatz.
Die erzielten Ergebnisse zeigen, dass das Bayessystem mit dem pro-
babilistischen Verfahren die konsistentesten Ergebnisse erzielt wurden.
Daher ﬁndet dieses Verfahren mittlerweile Daueranwendung im Kraft-
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werk Tiefstack. Betrachtet man die Ergebnisse genauer, wird klar, dass
das CoSYNE-Verfahren nicht strikt schlechter ist, sondern deutlicher
schwankt.
So zeigten Untersuchungen, dass bei manchen Kohlesorten das neuro-
evolutiona¨re System nicht wesentlich besser war, als der ungeregelte
Zustand, es bei anderen allerdings das Bayessystem um mehr als das
Doppelte u¨bertraf. Die Verbesserungen, die fu¨r die einzelnen Kohle-
sorten erzielt wurden, schwankten zum Teil sehr stark. Worauf diese
Schwankungen zuru¨ckzufu¨hren sind, konnte nicht abschließend gekla¨rt
werden. Jedoch liegt die Vermutung nahe, dass das Problem nicht bei
der evolutiona¨ren Optimierung des Reglers selbst zu suchen ist, sondern
in den Modellen, die zur Bewertung der Regler eingesetzt werden. Die
starke rechentechnische Beanspruchung durch dieses Verfahren, machte
es nicht mo¨glich, hier weitergehende Ansa¨tze, wie die Mittelung u¨ber
mehrere Modelle, im Kraftwerk umzusetzen.
Der probabilistische Regler kommt relativ konsistent zu Verbesserungen
des Verbrennungsprozesses unabha¨ngig von der Kohlesorte. Auch der
modellpra¨diktive Ansatz weißt diese Konsistenz auf, ist allerdings in
den Untersuchungen immer schlechter als das probabilistische System.
Auch hier la¨sst sich wieder das Bias-Varianz-Dilemma als Interpretati-
on einbringen. Das probabilistische System entspricht dabei einem ho¨-
heren Bias. Die Varianz der Ergebnisse ist gering und er erreicht nicht
immer die besten Ergebnisse. Der Gegenpol dazu ist das neuroevolutio-
na¨re Verfahren, welches sehr unterschiedliche Ergebnisse erreicht, und
dabei den Bayes’schen Ansatz zum Teil deutlich u¨bertriﬀt. Ursache da-
fu¨r sind die große Zahl freier Parameter die sowohl im Regler selbst
als auch in den zum Training verwendeten Modellen zu ﬁnden sind.
Die Ergebnisse zeigen, dass alles Fu¨r oder Wider zusammengenommen,
der probabilistische Ansatz die besseren Generalisierungseigenschaften
aufweist.
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6.4. Einordnung
Das hier entwickelte System wurde bereits in verschiedenen Beitra¨-
gen vorgestellt: [Rosner et al., 2008], [Schaffernicht et al., 2009b],
[Funkquist et al., 2009] und [Funkquist et al., 2011]. Es handelt
sich dabei um eine Weiterentwicklung von anderen lernenden Ansa¨tzen
zur intelligenten Feuerungsfu¨hrung, wie sie in [Stephan et al., 2001]
und [Stephan et al., 2004] vorgestellt werden.
Das Alleinstellungsmerkmal des hier vorgestellten Systems ist, dass es
im Dauereinsatz ein kommerziell genutztes, mittelgroßes Kraftwerk er-
folgreich regelt.
Aus der Sicht des maschinellen Lernens konnte gezeigt werden, dass die
Ansa¨tze in der Lage sind, ein solch herausforderndes Problem wie die
Regelung eines Verbrennungsprozesses zu bewa¨ltigen und dabei nicht
nur den Wirkungsgrad zu verbessern und damit den Schadstoﬀausstoß
zu verringern, sondern auch das Wissen der menschlichen Experten
erweitern kann.
Es gibt in der Literatur nur sehr wenige Arbeiten, die sich mit diesem
Szenario und der Anwendung bescha¨ftigen. Und jene die es tun gehen
nur sehr selten u¨ber Simulationen oder oﬄine Anwendungen hinaus.
Beim Lesen der Quellen ist teilweise Vorsicht angebracht, was die Ver-
wendung verschiedener Begriﬄichkeiten angeht. Da hier Verfahrens-
techniker, Regelungstechniker, Informatiker und andere unterschiedli-
che Formulierungen nutzen oder dieselben Worte unterschiedliche Be-
deutungen in unterschiedlichen Zu¨nften haben4.
In [Grancharova et al., 2008] wird mittels Gauß’scher Prozesse ein
Prozessmodell fu¨r die Verbrennung eines Kohleofens gelernt und
mittels MPC zum Regeln eines simulierten Kessels genutzt. In
4Sehr ha¨uﬁg ist von
”
intelligenten Systemen“ die Rede, wenn auch nur ein Fuzzy-
Regler oder ein neuronales Netz verwendet wird. Das bedeutet nicht, dass dort
adaptive oder selbstorganisierende Komponenten Verwendung ﬁnden.
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[Mu¨hlhaus et al., 1999] wird ein neuronales Prozessmodell fu¨r die Pro-
gnose von Stickoxiden diskutiert. Dazu werden mittels Expertenwissen
Eingabegro¨ßen deﬁniert und mittels statischer Gro¨ßen im Sinne einer
Merkmalsselektion angepasst. Basierend auf dem invertierten Modell5
wurden dann oﬄine Regeln extrahiert, die die Regeln verbessern sollten.
Es wird von vielen Schwierigkeiten berichtet, die sich auf den Arbeits-
punkt des Prozesses, nichtbeobachtbare Gro¨ßen, wie die Kohlequalita¨t,
und a¨hnliches beziehen. Die erzielten Ergebnisse werden nicht quanti-
ﬁziert.
Auch bieten Firmen, wie ABB6 oder Rockwell Automation7, kommer-
zielle Systeme zur Regelung von Kraftwerken an. Allerdings existie-
ren dazu kaum wissenschaftliche Vero¨ﬀentlichungen. Aus den diversen
Broschu¨ren kann, jedoch ohne die Details zu kennen, entnommen wer-
den, dass die Standardsysteme entweder mit klassischen PID-Reglern,
Fuzzy-Reglern oder als modernste Variante mit Modellpra¨diktiven Reg-
lern arbeiten.
Einzig im Feld der Flammenbildverarbeitung gibt es eine Zahl
an Publikationen, die versuchen Informationen aus Kameraauf-
nahmen von Flammen zu ziehen [Docquier und Candel, 2002].
Dazu kommen typischerweise spezielle System, wie Farbpyro-
metrie [Lu et al., 2005] [Zipser et al., 2006] oder Infrarotkameras
[Marques und Jorge, 2000] [Cignoli et al., 2001] zum Einsatz. Die
Flammenformanalyse [Bastiaans et al., 2005] ist nach wie vor nicht
in der Lage Zusta¨nde des Verbrennungsprozesses zu beschreiben. Daher
gibt es ebenfalls Vero¨ﬀentlichungen die die Verwendung von Eigenﬂa-
mes [Stephan et al., 2001] [Schmid et al., 2006] propagieren.
Wesentlich mehr Publikationen sind in verwandten Gebieten zu ﬁn-
den. Dazu za¨hlen die Mu¨llverbrennung, die Zementherstellung und die
5Es ist nicht klar, wie das Modell invertiert wurde oder welche Struktur das Netz
aufweist.
6http://www.abb.de/
7http://www.rockwellautomation.com/solutions/combustioncontrol/
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Papier- und Pappherstellung, welche sich alle mit Verbrennungspro-
zessen in großen O¨fen bescha¨ftigen. Die Herausforderungen in die-
sen Feldern sind sehr a¨hnlich zu denen in einem Kohlekraftwerk.
Auch dort stellen Modellpra¨diktive Ansa¨tze den Stand der Technik
dar, in [Stadler et al., 2011] wird ein aktuelles System fu¨r Zement-
werke vorgestellt. Die Regelung einzelner Komponenten wird disku-
tiert, beispielsweise die Modellierung der Mu¨hlen mit neuronalen Net-
zen [Topalov und Kaynak, 2004] oder Fuzzy-Regler fu¨r die Roste
[Wardana, 2004]. Eine grundlegende U¨bersicht fu¨r die Mu¨llverbren-
nung wird in [Go¨rner, 2003] gegeben, viele Untersuchungen mit neu-
ronalen Netzen als Zustandsscha¨tzer und als MPC Modellkomponente
ﬁndet man in [Mu¨ller, 2000].
Aus Sicht der Kraftwerkstechnik ist das in dieser Arbeit vorgestellte
System mit seiner automatischen Merkmalsextraktion und adaptiven
Regelung eines der fortschrittlichsten Regelungssysteme fu¨r Kraftwer-
ke zur Schadstoﬀminderung und Eﬃzienzsteigerung, welches vergleichs-
weise einfach in existierende Anlagen integriert werden kann und ad-
aptiv eine saubere Verbrennung in Steinkohlekesseln erzielt.
6.5. Fazit
Ein kognitives, datengetriebenes Regelungssystem, welches zweimal
ta¨glich Adaptionszyklen vornimmt, wurde im Hamburger Steinkohle-
kraftwerk Tiefstack implementiert, untersucht und beﬁndet sich seit-
dem im Dauereinsatz.
Das Gesamtsystem erzielt durch die Verwendung der adaptiven Ansa¨tze
dieselbe Leistung mit wesentlich weniger Kohle und bei einem geringe-
ren Schadstoﬀausstoß im Vergleich zur konventionellen Regelung. Fu¨r
einen Kessel in Tiefstack erzielt das System durch Eﬀekte, wie geringe-
ren Restsauerstoﬀ, weniger Gebla¨seeinsatz und verringertem Spru¨hwas-
serbedarf, eine Gesamtersparnis von rund 1800 Tonnen Kohle pro Jahr.
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Dies entspricht etwa 4500 Tonnen Kohlendioxid, die weniger freigesetzt
werden. Dazu kommen weitere, schwer zu quantiﬁzierende Eﬀekte, wie
die Mo¨glichkeit den Kessel la¨nger unter Volllast zu betreiben bevor eine
Revision notwendig wird, die eine weitere indirekte Eﬃzienzsteigerung
darstellen.
Als solches konnte gezeigt werden, dass die in dieser Arbeit diskutierten
Methoden und Strukturen eines kognitiven Systems in der Lage sind,
ein komplexes Problem, wie die Steinkohleverbrennung, dauerhaft zu
regeln und dadurch bessere Ergebnisse zu erzielen als alle bisherigen
im Einsatz beﬁndlichen Systeme zur Feuerungsfu¨hrung.
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7. Erweiterung der Architektur
Im Kapitel 6 konnte gezeigt werden, dass die in dieser Arbeit vorgestell-
ten Methoden in der Lage sind, ein solch komplexes Problem, wie die
Regelung eines industriellen Verbrennungsofens, erfolgreich zu lo¨sen.
Trotzdem verbleiben Probleme und die Frage, ob es nicht noch besser
ginge. Natu¨rlich bietet diese Arbeit, speziell wurde es bereits im Ka-
pitel 5 angesprochen, etliche lose Enden an denen neue Entwicklungen
sich anschließen ko¨nnen und mu¨ssen.
Dieses Kapitel soll genutzt werden, um zu skizzieren, welche Elemente
in einer erweiterten Version einer solchen kognitiven Architektur Ein-
gang ﬁnden mu¨ssen, um einen wesentlichen Sprung vorwa¨rts zu machen.
Von den drei auf dem Wahrnehmungs-Handlungs-Zyklus basierenden
Kerngebieten dieser Arbeit zu Fragen der Wahrnehmung (Kapitel 3),
der Entscheidungsﬁndung (Kapitel 4) und dem Lernmanagement (Ka-
pitel 5), fa¨llt dem letztgenannten vermutlich das gro¨ßte Potential zu.
Doch sollen vorher kurz die beiden anderen Aspekte diskutiert werden.
Im Bereich der Merkmalsextraktion gibt es seit wenigen Jah-
ren versta¨rkt den Drang zum Finden kausaler Abha¨ngigkeiten,
[Aliferis et al., 2010] gibt hier einen U¨berblick. Alle in dieser Arbeit
diskutierten Ansa¨tze basieren auf verschiedenen statistischen Abha¨n-
gigkeiten, sagen aber nichts u¨ber Ursache und Wirkung aus. Wenn es
gelingt, Variablen zu identiﬁzieren, die kausal die Ursache fu¨r ande-
re Variablen und Zielgro¨ßen sind, ist diese Information bedeutender
als die Relevanz und die Nu¨tzlichkeit. Wenn in der na¨chsten Zeit Ver-
fahren entwickelt werden, die diese kausalen Abha¨ngigkeiten erkennen
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ko¨nnen, erschließen sich dadurch vollkommen neueWege, was die Wahr-
nehmung und Modellbildung in einer kognitiven Architektur angehen,
da dadurch Wissen u¨ber Ursache und Wirkung von Entscheidungen in
den Lernprozessen genutzt werden kann.
Fu¨r die datenbasierte Entscheidungsﬁndung wird es auch in Zukunft
weitere interessante Ansa¨tze im Bereich des Reinforcement Learnings,
in der probabilistischen Modellierung und der Regelungstechnik geben.
Allerdings sollten sich diese relativ einfach in die vorhandene Struktur
integrieren lassen und keine wesentlichen A¨nderungen in der Architek-
tur erfordern. Auch ist das Potential fu¨r wirkliche Verbesserungen in
diesem Kern eher gering, da fragwu¨rdig ist, wie viel besser beispiels-
weise ein neues Reinforcement Learning Verfahren sein wu¨rde. Die Be-
schra¨nkung liegt weniger in den Lernverfahren selbst, als vielmehr im
intelligenten Management des Lernens.
Im Kapitel 5 wurden dazu zwar wichtige Aspekte beleuchtet, allerdings
bleiben aus den Untersuchungen Fragen oﬀen. Die hier vorgeschlagene
Erweiterung der Architektur fu¨hrt dazu einen zweiten Wahrnehmungs-
Handlungs-Zyklus ein, dessen Aufgabe die Verbesserung des regelnden
Systems ist. Dieser gruppiert sich dabei um die zentrale Idee einer
Prozesskarte. Der bisher in dieser Arbeit diskutierte intelligente Reg-
ler wird im Weiteren als Regel-Zyklus bezeichnet, die Erweiterung als
Management-Zyklus.
Die notwendigen Elemente einer erweiterten Architektur sind in Abbil-
dung 7.1 gezeigt. Die Pfeile in dieser Graﬁk stellen den Datenﬂuss in der
Architektur dar. Die Rauten symbolisieren eine Kontrolle oder Manipu-
lation eines Blocks durch eine Managementfunktion. Im oberen linken
Bereich ist der Wahrnehmungs-Handlungs-Zyklus zu sehen, welcher den
Prozess regelt und an vielen Stellen dieser Arbeit ausfu¨hrlicher beleuch-
tet wurde. Neu ist die zweite Ebene, welche sich mit der Organisation
des Lernens und der Kopplung zum menschlichen Nutzer bescha¨ftigt.
Dazu existiert ein zweites Wahrnehmungsmodul, welches durchaus Er-
KAPITEL 7. ERWEITERUNG DER ARCHITEKTUR 239
kenntnisse aus der Wahrnehmung des Prozessregelkreises nutzen kann,
aber einen anderen Fokus hat und beispielsweise die Auswirkungen der
Regelung beachten muss. Die Informationen ko¨nnen dann genutzt wer-
den, um den Prozesszustand zu identiﬁzieren und zu kategorisieren.
Diese Information kann dann auf der zentralen Prozesskarte eingetra-
gen werden, zusammen mit Informationen u¨ber die zur Regelung ver-
wendeten Algorithmen. Die mit Wissenspﬂege markierte Instanz dient
dazu, die Karte im Sinne eines lebenslangen Lernens zu pﬂegen und
muss entscheiden, welches Wissen wie gespeichert wird und was verges-
sen werden kann. Schließlich existiert auch hier eine Handlungsinstanz,
deren Aufgabe das Training der Elemente im Regel-Zyklus zu koordi-
nieren. Zusa¨tzlich wird ein Modul beno¨tigt, welches die Kommunikation
zwischen dem System und dem Nutzer ermo¨glicht. Einerseits wird dabei
der Prozesszustand mit Hilfe der Karte charakterisiert und dem Nutzer
nahe gebracht. Andererseits muss es die Eingaben des Menschen in-
terpretieren und ggf. nutzen, um den Prozess mit diesem Zusatzwissen
besser charakterisieren zu ko¨nnen.
Abbildung 7.1.: Die hier dargestellte erweiterte Architektur wird im Text
ausfu¨hrlich erla¨utert und diskutiert.
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Bezogen auf die in Kapitel 2 benannten Eigenschaften kognitiver Ar-
chitekturen, sollte dieser zweite Zyklus zum Management des Lernens
folgendes leisten:
  Wahrnehmung, Erfassung, Kategorisierung und Situations-
einscha¨tzung
Der Prozess muss grob kategorisiert werden. Das heißt, auf einer lang-
sameren Zeitskala als die der eigentlichen Regelung, muss versucht
werden, vera¨nderliche Randbedingungen zu erfassen. Dazu werden
auch hier Sensorbeobachtungen benutzt, allerdings nicht direkte zur
Regelung, sondern zur Identiﬁkation des u¨bergeordneten Prozesszu-
standes beispielsweise im Sinne des Arbeitspunktes.
Des Weiteren ist es notwendig, dass das System in der Lage ist, die-
se Prozesszusta¨nde in Relation zueinander zu bringen. Diese ko¨nnen
temporaler Natur sein (Welcher Prozesszustand folgt am wahrschein-
lichstem dem jetzigen Zustand?) oder auf A¨hnlichkeiten basierend
(Im welchem Zustand reagiert der Prozess auf Regeleingriﬀe auf sehr
a¨hnliche Art und Weise?).
Die Idee besteht darin, eine Art Karte des Prozesses zu entwickeln,
die solche Relationen kodiert. Typischerweise wird dies eine topolo-
gische, graphbasierte Karte sein, da je nach Art der Relationen eine
Metrik schwierig zu ﬁnden oder zu lernen sein wird. An den einzelnen
Prozesszusta¨nden auf einer solchen Karte ko¨nnten dann Informatio-
nen u¨ber die verwendeten Algorithmen und Regler ha¨ngen, die bisher
in diesem oder a¨hnlichen Zusta¨nden die besten Ergebnisse erzielt ha-
ben.
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Abbildung 7.2.: Prozesskarte zur Organisation des Wissens und Lernens.
Der abstrakte Prozesszustandsraum wird dabei durch ein vorgelagertes
System (Wahrnehmung/Kategorisierung) aufgespannt. In diesem werden
einzelne Prozesszusta¨nde ablegt und mit Information zu den in diesem
Zustand verwendeten Regel-Zyklen versehen. Dazu za¨hlen beispielsweise
die verwendeten Merkmale und Merkmalstransformationen, die neuronalen
Netze fu¨r die Entscheidungsﬁndung oder auch eine Bewertung der Leistung
des Systems. Die zu lo¨senden Fragen sind dabei: Wie kann mit dieser Karte
navigiert werden? Bestimmte Zusta¨nde sind mo¨glicherweise wu¨nschenswer-
ter als andere. Wie kann eine solche Karte (kontinuierlich) gelernt werden?
Wie ko¨nnen Information benachbarter Zusta¨nde wiederverwendet werden?
Wie kann auf Basis der Informationen der Karte und der Position auf ihr,
auf die durchzufu¨hrenden Aktionen geschlossen werden?
Eine solche Prozesskarte wird in Abbildung 7.2 veranschaulicht und
erla¨utert.
Zusa¨tzlich ist es im Sinne der Situationseinscha¨tzung notwendig, dass
die Leistung des eigentlichen Regelsystems u¨berwacht wird. Es muss
eine automatisierte Bewertung der Leistung des momentan verwen-
deten Regel-Zyklus durch die Management-Instanz erfolgen ko¨nnen.
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  Vorhersage und U¨berwachung
Im Optimalfall erkennt das System, wo auf der Prozesskarte man
sich beﬁndet, und es kann auf Basis der Karte Vorhersagen machen,
wie der Prozess sich weiterentwickeln ko¨nnte. Basierend auf dieser
Information muss dann bewertet werden, ob die aktuelle eingesetzt
Instanz des Regel-Zyklus zufriedenstellende Ergebnisse erzielt und ob
dies auch in der Zukunft der Fall sein wird.
  Problemlo¨sen, Planen, Entscheiden und Wa¨hlen
Die wesentlichen Entscheidungen, die zu treﬀen sind, betreﬀen den
Regel-Zyklus. Falls die Leistung eines Reglers sich verschlechtert, ist
zu entscheiden, was getan werden muss. Optionen beinhalten das
Neutraining des Regelsystems, des Ersetzen des Regelsystems durch
eine andere Instanz, die aufgrund der Karteninformationen als bes-
ser geeignet erscheint, um mit dem momentanen Zustand umzuge-
hen, oder das Erlernen eines vollkommen neuen Reglers. Ebenfalls
von Bedeutung ist die Frage, was mit dem alten Regler zu tun ist.
Soll dieser gelo¨scht werden oder entha¨lt er wichtige Information, die
weitergenutzt werden ko¨nnen. Falls dem so ist, kann der Regler abge-
speichert und wiederverwendet werden oder einem Informationspool
hinzugefu¨gt werden, welcher in Form von Vorwissen beim Training
neuer Regler verwendet werden kann.
  Ausfu¨hrung und Aktion
Der Management-Zyklus greift nicht selbst auf den zu regelnden Pro-
zess zu, sondern alle Aktionen beeinﬂussen die Komponenten des
Regel-Zyklus. Konkrete Aktionen wa¨ren dabei das Ein- und Aus-
schalten von Komponenten, das Austauschen von Teilen oder das
Anstoßen eines Adaptionsvorgangs unter ausgewa¨hlten Parametern
(Auswahl der Trainingsbeispiele, Auswahl des Algorithmus zum Ler-
nen, der Explorationsstrategie usw.).
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  Erinnern und Lernen
Da eine Kategorisierung des Prozesses selten durch Expertenwissen
umfassend realisierbar ist, muss die Karte mit ihren Elementen ge-
lernt werden. Dadurch ko¨nnen neue, unbekannte Prozesszusta¨nde er-
fasst werden. Auch ist eine sinnvolle Strukturierung der Karte von
Aufgabe zu Aufgabe unterschiedlich zu wa¨hlen. Wichtig ist, dass an
dieser Stelle auch das Wissen strukturiert werden muss. Somit sind
Operationen auf dieser Prozesskarte notwendig, die es erlauben, Orte
zusammen zufassen oder auch zu vergessen, wenn sich Informationen
als redundant oder unnu¨tz erweist.
Einen anderen Aspekt, der nicht zwingend mit einer solchen Pro-
zesskarte verknu¨pft ist, stellt die automatische Problemdekomposi-
tion dar. Ziel ist dabei das Gesamtproblem automatisch in kleinere
Teilprobleme zu zerlegen. Die Lo¨sungen fu¨r die einzelnen Teilpro-
bleme lassen sich einfacher und schneller Finden als fu¨r das kom-
plexe Gesamtproblem (siehe Abschnitt 5.3). Mit dem Wissen u¨ber
die Beziehungen der einzelnen Teile zueinander kann dann aus den
einzelnen Teillo¨sungen eine Gesamtlo¨sung formuliert werden. Mo¨gli-
che Ansa¨tze solche Zerlegungen zu ﬁnden, umfassen einerseits die
in Kapitel 3 beschriebenen Methoden zur Transinformation, die
oben benannten kausalen Abha¨ngigkeiten (z.B. Granger-Kausalita¨t
[Granger, 1969]), ICA basierte Ansa¨tze [Hyva¨rinen et al., 2010]
oder evolutiona¨re Ansa¨tze [Khare et al., 2005]. Dass sich solche zer-
legten Probleme auch bei ausschließlichem Vorhandensein von Ge-
samtbewertungen lernen lassen, wurde bereits in Abschnitt 5.3 dieser
Arbeit gezeigt.
  Kommunikation und Interaktion, Schlussfolgern
Eine solche Prozesskarte bietet zudem den Vorteil, dass hier eine sinn-
volle Schnittstelle vom gelernten subsymbolischen Wissen zu symbo-
lischen Repra¨sentationen des Problems gefunden werden kann und
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somit auch die Kommunikation und Interaktion mit menschlichen
Nutzern erleichtert oder gar erst ermo¨glicht wird.
So kann ein menschlicher Experte Regionen auf der Karte markieren
und mit Zusatzinformationen versehen, ob es sich dabei beispielsweise
um normale Betriebszusta¨nde handelt oder ob ein Sto¨rfall eingetreten
ist.
Der wesentlich Sprung jedoch, der mit der vorgestellten erweiterten
Architektur zu machen wa¨re, ist das Loslo¨sen vom rein datengetrie-
benen Paradigma. Durch das Einbringen von symbolischem Wissen
auf einem Top-Down-Pfad und einer zu entwickelnden Schnittstel-
le zwischen der symbolischen und subsymbolischen Repra¨sentation
lassen sich zwei wesentliche Verbesserungen erzielen.
Einerseits wird es dadurch mo¨glich, menschliches Expertenwissen di-
rekt in das System einzukoppeln und diese Informationen beim Ler-
nen zu nutzen. Die Hindernisse einer rein datengetriebenen Adapti-
vita¨t, wurden am Ende von Kapitel 5 umrissen.
Andererseits kann mit einer solchen Schnittstelle Wissen aus dem
System ausgegeben und analysiert werden. An vielen Stellen stellt
die subsymbolische Repra¨sentation ein Hindernis dar, da (dem Lai-
en) kaum zu erkla¨ren ist, warum das System zu dieser oder jener
Entscheidung gekommen ist. Wenn diese Information in Symbole ver-
packt und versta¨ndlich gemacht werden kann, erho¨ht das natu¨rlich
auch die Akzeptanz bei den Nutzern. Insbesondere bei sicherheits-
kritischen Realweltanwendungen ist dies ein wesentlicher Aspekt.
Eine Umsetzung dieser hier vorgeschlagenen erweiterten Architektur
wu¨rde die Anpassungsfa¨higkeit des Systems deutlich erho¨hen und eine
leichte U¨bertragung auf viele verschiedene Anwendungsgebiete erlau-
ben. Dies bleibt allerdings zuku¨nftigen Forschungsprojekten vorbehal-
ten.
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8. Zusammenfassung
In dieser Arbeit wurde eine kognitive Architektur zur Lo¨sung komple-
xer Probleme aus dem Bereich der Automatisierung vorgestellt. Das
Hauptaugenmerk lag dabei auf dem Erlernen einer solchen Lo¨sung aus
Daten und den dafu¨r notwendigen Adaptionsvorga¨ngen und dem Lern-
management innerhalb der Architektur.
Die zwei wesentlichen Fragen, auf die dabei eingegangen wurde, sind:
1. Wie kann gelernt werden, welche Beobachtungskana¨le, wie Senso-
ren, oder welche Aktionsmo¨glichkeiten, im Sinne von Aktuatoren,
wichtig und zur Lo¨sung des Problems nu¨tzlich sind?
Dazu wurden neue hybride Filter-Wrapper Verfahren entwickelt,
welche darauf abzielen, mittels Transinformation eine gerichtete Su-
che nach sinnvollen Merkmalen durchzufu¨hren. Im Vergleich zu exis-
tierenden Arbeiten auf dem Gebiet, wird die Transinformation dabei
auf neue, innovative Art und Weise verwendet.
Da die Transinformation immer aus den Daten gescha¨tzt wer-
den muss, bestand der erste Schritt darin, zu untersuchen, welche
Scha¨tzverfahren fu¨r Transinformation im Kontext der Merkmals-
extraktion genutzt werden sollten. Der Neuheitswert ist dabei der
Fokus auf die Anwendung im Merkmalsextraktionsbereich.
Die Untersuchungen zeigten, dass die korrekte Scha¨tzung der Trans-
information hierbei zweitrangig ist. Wichtiger ist, dass die Relation
der ermittelten Werte zueinander korrekt ist. Dies triﬀt auf die un-
tersuchten Verfahren zu, da die Scha¨tzfehler der Verfahren zumeist
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systematischer Natur sind und sich in der Relation zueinander nicht
widerspiegeln. Insofern konnte fu¨r die Scha¨tzung der Transinforma-
tion kein bestes Verfahren identiﬁziert werden, jedoch wird aufgrund
verschiedener gu¨nstiger Eigenschaften die Kerneldichtescha¨tzung als
zu bevorzugendes Verfahren eingestuft.
Verwendet wurde die so gescha¨tzte Transinformation in zwei neuen
Algorithmen. Einerseits wurden damit Chow-Liu Ba¨ume konstru-
iert, welche es ermo¨glichen die Suche nach nu¨tzlichen Merkmalen
zielgerichteter und damit schneller durchzufu¨hren.
Andererseits wurde die Transinformation zwischen den verfu¨gbaren
Kana¨len und dem verbleibendem Fehler eines lernenden Systems
verwendet. Diese residuumsbasierten Familie von Algorithmen fo-
kussiert dabei auf Informationen, die helfen diesen Fehler zu ver-
ringern. Es konnte experimentell gezeigt werden, dass diese neuen
Algorithmen klassischen Verfahren in Geschwindigkeit und Gu¨te der
Auswahl klar u¨berlegen sind. Abschließend wurden Anwendungsbei-
spiele vorgestellt, in denen die Merkmalsextraktionsverfahren ge-
winnbringend eingesetzt wurden.
2. Wie kann gelernt werden, die korrekte Entscheidung fu¨r eine gege-
bene Situation zu fa¨llen?
Im Rahmen dieser Arbeit wurden fu¨r die Entscheidungsﬁndung ak-
tuelle Reinforcement Learning Verfahren miteinander verglichen.
Im Mittelpunkt stand dabei die Tauglichkeit fu¨r Herausforderun-
gen, wie sie im Szenario der intelligenten Feuerungsfu¨hrung zu ﬁn-
den sind. Dabei erwiesen sich Ansa¨tze, die auf Gauß’schen Pro-
zessen basieren, als ungeeignet, wa¨hrend die NFQ- und CoSYNE-
Lernverfahren mit den Problemen umgehen konnten. Fu¨r die Rege-
lung des Kohlekraftwerks wurde dabei schlussendlich das CoSYNE-
Verfahren umgesetzt, da die verwendeten rekurrenten neuronalen
Netze implizit leichter mit dem Problem unvollsta¨ndiger Zustands-
informationen umgehen ko¨nnen.
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Ebenfalls diskutiert wurden in diesem Kontext die Probleme des
Explorations-Exploitations-Dilemmas und der Rewarddekompositi-
on beim Reinforcement Learning.
Fu¨r das EED wurde dabei Wert auf kontinuierliche Aktionsra¨ume
gelegt und mit dem Diﬀusionsbaum-basierten Reinforcement Lear-
ning ein Algorithmus vorgeschlagen, der implizit durch einen Diﬀu-
sionsbaum zwischen Exploration und Ausnutzung des vorhandenen
Wissens abwa¨gen kann. Experimentell wurde hier gezeigt, dass die-
ser Ansatz dem vergleichbaren Sampling-basierten Q-Lernen u¨ber-
legen ist.
Die Rewarddekomposition wurde in einem anspruchsvollen, koope-
rativen Szenario betrachtet. Dafu¨r wurden Verfahren aus der Litera-
tur gegen das neuentwickelte SMILE Konzept verglichen. Das vor-
gestellte SMILE Verfahren konnte die untersuchten Szenarien gut
lo¨sen und speziell fu¨r den Fall gegenseitiger Beeinﬂussung durch die
einzelnen Teilsysteme, gelang es, die Vergleichsverfahren hinter sich
zu lassen.
Diese wissenschaftlichen Beitra¨ge zu einzelnen Teilaspekten des Lernens
im Rahmen eines intelligenten Systems wurden am Beispiel der indus-
triellen Feuerungsfu¨hrung in einem Steinkohlekraftwerk zusammenge-
setzt und als funktionsfa¨higes Gesamtsystem zur adaptiven Regelung
betrieben. Das entwickelte System konnte fu¨r das Kraftwerk Tiefstack
in Hamburg eine Verbesserung erreichen, die dem menschlichen Anla-
genfahrer und anderen Automatisierungsansa¨tzen weit u¨berlegen ist,
den Wirkungsgrad bei der Verbrennung erho¨ht, die Emissionen redu-
ziert und somit einen wichtigen Beitrag zum Klimaschutz liefert.
Es konnte fu¨r dieses herausfordernde Szenario gezeigt werden, dass das
Erlernen komplexer Zusammenha¨nge und die zyklische Anpassung an
neue Gegebenheiten mit den in dieser Arbeit vorgestellten Methoden
nicht nur mo¨glich, sondern auch lohnenswert ist.
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Alle hier diskutierten Konzepte sind dabei nicht als reine Automatisie-
rungslo¨sungen zu betrachten, sondern ko¨nnen ebenfalls in der Robo-
tik, in der Mensch-Maschine-Kommunikation und verwandten Feldern
eingesetzt werden. Speziell fu¨r die Merkmalsextraktionsverfahren wur-
de diese U¨bertragbarkeit auch schon im Rahmen der vorangegangenen
Kapitel gezeigt.
Im Sinne der kritischen Reﬂexion wurde zum Schluss der Arbeit auf
sinnvolle Erweiterung im Gesamtkonzept eingegangen. Die Kernpunk-
te dieser Erweiterungen betreﬀen dabei eine Struktur zum Steuern des
Lernens, die Systematisierung des Erlernten und eine Einbindung sym-
bolischer Informationen um eine Mensch-Maschine-Kommunikation zu
erleichtern. Diese erweiterte Architektur, die dort skizziert wird, bietet
eine Vielzahl spannender wissenschaftlicher Fragestellung, deren Lo¨-
sung sicherlich viele zuku¨nftige Arbeiten fu¨llen wird.
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A. Algorithmische Details
In diesem Anhang sind algorithmische und mathematische Details zu
einzelnen Verfahren zu ﬁnden, welche aus Gru¨nden der U¨bersichtlich-
keit und Relevanz nicht in den entsprechenden Kapiteln zu ﬁnden sind.
A.1. Transinformationsmaximierung
Die in Abschnitt 3.7 vorgestellte Transinformationsmaximierung ist
nicht vollsta¨ndig hergeleitet worden. Der Vollsta¨ndigkeit halber wird
dies hier nachgeholt. Ausgangspunkt sei folgende Gleichung zur Ablei-
tung der Quadratischen Transinformation I2 nach zi:
∂I2
∂zi
=
∂VIN
∂zi
+
∂VALL
∂zi
− 2∂VBTW
∂zi
. (A.1)
Dabei entsprachen die drei Teilterme folgenden Ausdru¨cken:
VIN =
∑
y
∫
z
p(y, z)dz (A.2)
VALL =
∑
y
∫
z
P (y)2p(z)2dz (A.3)
VBTW =
∑
y
∫
z
p(y, z)P (c)p(z)dz (A.4)
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Um die unbekannten Wahrscheinlichkeitsdichteverteilungen p(z) ein-
fach bestimmen zu ko¨nnen, werden diese gescha¨tzt. Dafu¨r greift Tork-
kola auf die Kerneldichtescha¨tzung (siehe Abschnitt 3.3.1) zuru¨ck. Der
verwendete Gaußkernel G sei wie folgt deﬁniert:
G(z,Σ) =
1
(2π)
d
2 |Σ| 12
exp
(
−1
2
zTΣ−1z
)
(A.5)
Die Schreibweise des Bandbreitenparameters Σ als Matrix la¨sst eine
unterschiedliche Kernelbreite in jeder Dimension zu, allerdings wird
dies vereinfacht, indem nur ein einziger Parameter σ verwendet wird,
der fu¨r alle Dimension gleichermaßen gilt: Σ = σ2E. E steht dabei fu¨r
die Einheitsmatrix.
Damit ergibt sich:
p(z) =
1
N
N∑
i=1
G(z− zi, σ2E) (A.6)
Es seien die Daten fu¨r die weitere Betrachtung in Ny diskrete Klassen
eingeteilt und es sei jedem Datenpunkt im transformierten Raum zi
genau eine Klasse cyi zugeordnet.
Unter der Hypothese, dass in Klasse yp genau Jp Datenpunkte der Out-
putdatenmenge Z fallen, ko¨nnen unter Annahme einer Gleichverteilung
die a priori Klassenwahrscheinlichkeiten mit P (yp) =
Jp
N angegeben
werden. Die Wahrscheinlichkeitsdichte jeder Klasse yp wird damit mit-
tels Kerneldichtescha¨tzung als
p(z|yp) = 1
Jp
Jp∑
j=1
G(z− zpj , σ2E) (A.7)
deﬁniert.
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Beno¨tigt wird jedoch die Verbundwahrscheinlichkeit p(y, z) =
p(z|y)P (y), welche jetzt mit
p(y, z) =
1
N
Jp∑
j=1
G(z− zpj , σ2E) (A.8)
fu¨r alle Klassen p = 1, ..., Ny berechnet werden kann. Da die gesamte
Dichte u¨ber allen Daten nichts anderes als die Summe u¨ber die einzelnen
Verbundwahrscheinlichkeiten je Klasse ist, ergibt sich hierfu¨r:
p(z) =
Ny∑
p=1
p(yp, z)
=
1
N
Ny∑
p=1
Jp∑
j=1
G(z− zpj , σ2E)
=
1
N
N∑
i=1
G(z− zi, σ2E). (A.9)
Außerdem ist folgender Zusammenhang bezu¨glich des Produkts zweier
Kernel relevant:
∫
Z
G(z− zk, σ2I)G(z− zj , σ2E)dz = G(zk − zj , 2σ2E)
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Setzt man dies nun in die Formeln fu¨r VIN ,VALL und VBTW ein, ergibt
sich daraus:
VIN (yi, zi) =
Ny∑
p=1
∫
z
p(yp, z)
2dz
=
1
N2
Ny∑
p=1
Jp∑
k=1
Jp∑
l=1
G(zpk − zpl, 2σ2E) (A.10)
VALL(yi, zi) =
Ny∑
p=1
∫
z
P (yp)
2p(z)2dz
=
1
N2
⎛
⎝Ny∑
p=1
(
Jp
N
)2⎞⎠ Jp∑
k=1
Jp∑
l=1
G(zk − zl, 2σ2E) (A.11)
VBTW (yi, zi) =
Ny∑
p=1
∫
z
p(yp, z)P (yp)p(z)dz
=
1
N2
Ny∑
p=1
Jp
N
Jp∑
j=1
N∑
k=1
G(zpj − zk, 2σ2E). (A.12)
Die Summe mit der Za¨hlvariablen p summiert dabei immer u¨ber die
Klassen auf, wa¨hrend die Za¨hlvariablen k und l die paarweise Interak-
tion zwischen je zwei Kernels darstellen.
Diese Teilgleichungen werden von Torkkola und Principe
[Torkkola, 2003] [Principe et al., 2000] als Informationspoten-
tiale bezeichnet und a¨hnlich zu physikaschen Potentialen interpretiert
(Erla¨uterung siehe Abschnitt 3.7). Aus diesen Informationspotentialen
ergeben sich durch Ableitung der Kernel G nach der Kettenregel A.13
die sogenannten Informationskra¨fte.
∂
∂zi
G(zi − zj , 2σ2E) = G(zi − zj , 2σ2E)zi − zj
2σ2
(A.13)
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Fu¨r die drei einzelnen Informationskra¨fte sehen die Ableitungen wie
folgt aus:
∂
∂zyi
VIN =
1
N2σ2
∑
k=1
JyG(zyk − zyi, 2σ2E)(zyi − zyk) (A.14)
∂
∂zyi
VALL =
1
N2σ2
⎛
⎝Ny∑
p=1
(
Jp
N
)2⎞⎠ N∑
k=1
G(zk − zi, 2σ2E)(zi − zk)
(A.15)
∂
∂zyi
VBTW =
1
N2σ2
Ny∑
p=1
Jp + Jy
2N
Jp∑
j=1
G(zpj − zyi, 2σ2E)(zyi − zyj).
(A.16)
Dabei wurde hier der U¨bersichtlichkeit halber nach zyi abgeleitet, statt
nach zi. Die einzige A¨nderung ist dabei der Wegfall der Summe u¨ber
die Klassen.
Die letzten drei angegebenen Formeln ko¨nnen mit den vorhandenen
Daten ausgerechnet werden und dann fu¨r den Term I2zi in Abschnitt 3.7
eingesetzt werden.
A.2. Grundlagen fu¨r Gauß’sche Prozesse
Dieser Abschnitt vervollsta¨ndigt die Ausfu¨hrungen in Abschnitt 4.2.
Die Notation orientiert sich dabei am Standardwerk fu¨r Gauß’sche Pro-
zesse [Rasmussen und Williams, 2005].
Sei eine Menge von Basisfunktionen Φ1, ...,Φn gegeben, die mit
den Gewichten w1, ..., wn linear u¨berlagert werden. Man kann hier
an ein neuronales Netz mit radialen Basisfunktionen (RBF-Netz)
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[Moody und Darken, 1989] denken. Die Basisfunktionen sind Gauß-
funktionen, welche distanzbasiert aktiviert werden. Die gewichtete li-
neare U¨berlagerung ﬁndet in der zweiten Schicht des Netzes statt. Be-
trachtet man die Gewichte w1, ..., wn nun nicht als skalare Werte, son-
dern als normalverteilte Zufallsvariablen1 mit Mittelwert und Varianz
so erha¨lt man einen Gauß’schen Prozess. Die Basisfunktion kann da-
bei ein beliebiger Mercer-Kernel (also symmetrisch positiv semideﬁnit)
sein und wird hier auch als Kovarianzfunktion bezeichnet. Im Rahmen
dieser Arbeit wird ausschließlich der Gaußkernel verwendet.
Formal nach [Rasmussen und Williams, 2005] deﬁniert sind
Gauß’sche Prozesse wie folgt:
Deﬁnition A.1
Gauss’scher Prozess
Ein stochastischer Prozess2 wird als Gauß’scher Prozess bezeichnet,
wenn alle Realisierungen u¨ber die Zufallswerte des Prozesses normal-
verteilt sind.
f(x) ∼ GP (E {f(x)} , k(x, x′)) (A.17)
Ein Gauß’scher Prozesses GP , der eine Funktion f dargestellt,
besteht aus zwei Komponenten: der Mittelwertfunktion E {f(x)} und
der Kovarianzfunktion k(x, x′).
Diese Normalverteilung der Zufallswerte des Prozesses ermo¨glicht in
vielen Fa¨llen das Ableiten einer geschlossenen Lo¨sung, was sie fu¨r viele
Anwendungen attraktiv macht. Man kann sich die Gauß’schen Prozesse
1Der Name der Gauß’schen Prozesse ru¨hrt aus diesem Fakt her, nicht aus der
Verwendung des Gaußkernels im Eingaberaum.
2Im Sinne Kolmogorovs sind stochastische Prozesse eine zeitlich geordnete Folge
von Zufallswerten. Im zeitdiskreten Fall wird dies oft auch als Zeitreihe bezeich-
net.
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in diesem Zusammenhang auch als Verteilung u¨ber Funktionen statt
u¨ber einzelne Zufallsvariablen vorstellen.
Fu¨r praktische Zwecke wird angenommen, dass der Mittelwert der zu
approximierenden Funktion null ist, also E {f(x)} = 0. Die kann immer
dadurch erreicht werden, dass die zu approximierende Funktion durch
eine Skalierung mittelwertfrei gemacht wird.
Das Problem der Funktionsapproximation sei wie folgt formal beschrie-
ben. Wenn die Matrix X die Position der gegebenen Stu¨tzstellen angibt
und der (mittelwertfreie) Vektor Y den zugeho¨rigen Funktionswert an-
gibt, so sind fu¨r die Punkte X˜ die zugeho¨rigen Funktionswerte Y˜ ge-
sucht. Eingesetzt in die Deﬁnition A.1 ergibt sich
[
Y
Y˜
]
∼ N
(
0,
[
K(X,X) K(X, X˜)
K(X˜,X) K(X˜, X˜)
])
. (A.18)
K(X,X) ist dabei die Matrix, in der alle Datenpunkte zueinander die
Kernel- bzw. Kovarianzfunktion k(x, x′) = e−
1
2 |x−x′|2 auswerten. Durch
den symmetrischen Kernel ergibt sich eine positiv semideﬁnite Matrix,
welche die Kovarianzen der Datenpunkte untereinander repra¨sentiert.
Unter Verwendung der aus der Stochastik bekannten Gesetzma¨ßigkei-
ten3 ko¨nnen die gesuchten Funktionswerte Y˜ wie folgt berechnet werden
E(Y˜ |X,Y, X˜) = K(X˜,X)K(X,X)−1Y T . (A.19)
Neben dem eigentlichen Scha¨tzwert bieten die Gauß’schen Prozesse den
Vorteil, dass zusa¨tzliche eine Konﬁdenzaussage in Form der Varianz
getroﬀen werden kann:
3Fu¨r die komplette Herleitung sei auf [Rasmussen und Williams, 2005] Kapitel 2
und 3 verwiesen.
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var(Y˜ |X,Y, X˜) = var(Y˜ |X, X˜) (A.20)
= K(X˜, X˜)−K(X˜,X)K(X,X)−1K(X, X˜) (A.21)
Wichtig ist in diesem Zusammenhang allerdings, dass die berechnete
Varianz nur auf der Verteilung der bekannten Datenpunkte basiert, aber
nicht die Stochastizita¨t der Daten selbst beru¨cksichtigt. Dies bedeutet,
dass in Gegenden des Funktionsraums, in dem sich viele Datenpunkte
beﬁnden, einer ho¨here Konﬁdenz, also eine geringere Varianz, ermittelt
wird, als an Orten mit einer geringeren Dichte von Datenpunkten. Die
maximale Unsicherheit herrscht an den Orten, in deren Umgebung keine
Datenpunkte liegen.
Das Rauschen in den Daten, also die Unsicherheit u¨ber den Funktions-
wert an einer festen Stelle im Raum, wird vielmehr als Eingangsgro¨ße
fu¨r das Verfahren beno¨tigt. Dieser Hyperparamter muss dabei sinnvoll
gescha¨tzt werden. Diese maximale Unsicherheit entspricht nicht einer
beliebig großen Varianz, sondern wird apriori u¨ber den Term K(X˜, X˜)
deﬁniert. Exemplarisch werden diese Aussagen in Abbildung A.1 am
Beispiel einer Funktionsapproximation gezeigt.
In den bisherigen Formeln tritt dieses Rauschen bisher nicht auf, es
wurde von rauschfreien Daten ausgegangen. Die einzige notwendige A¨n-
derung fu¨r den Fall, dass Rauschen in den Daten enthalten ist, ergibt
sich bei der Kovarianzfunktion zwischen alle bekannten Datenpunkte
X. Fu¨r ein angenommenes normalverteiltes Rauschen mit Varianz σ2
ergibt sich
cov(Y ) = K(X,X) + σ2I. (A.22)
I ist dabei die Einheitsmatrix. Die Varianz in den Daten muss vorher-
gescha¨tzt werden oder kann im Rahmen einer Maximum-Likelihood-
Scha¨tzung als Hyperparameter optimiert werden.
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Abbildung A.1.: Approximation eines Funktionsverlaufs durch einen
Gauß’schen Prozess. Die Datenpunkte sind die gegebenen Funktionswerte
f(x) = (−1,−2, 3) an den Stelle x = (1, 2, 5), mit deren Hilfe die Ap-
proximation durchgefu¨hrt werden soll. Die durchgezogene Linie stellt den
resultierenden Funktionsverlauf dar. Der Schlauch um diese Funktion her-
um, stellt die einfache Varianz dar. An den drei Punkten, an denen Da-
ten vorhanden sind, geht diese Varianz gegen null, weiter entfernt wird
sie maximal. Man sieht, dass eine Extrapolation u¨ber die Datenpunkte
hinaus verfahrensbedingt immer gegen null gezogen wird. Dies ist immer
dann korrekt, wenn die Funktion mittelwertfrei ist. Links: Hier werden
die Daten als rauschfrei angenommen. Der Funktionswert fu¨r x = 3 ist
f(x) = −0.91. Rechts: Mit denselben drei Punkten wird unter Annahme
eines Rauschen von σ > 0 dieser Funktionsverlauf gescha¨tzt. Neben einem
geringfu¨gig anderen Verlauf (f(x = 3) = −0.82) ist deutlich zu erkennen,
dass auch an den gegebenen Punkten eine Restunsicherheit verbleibt.
Vom rechentechnischen Aufwand sind die Kernelmatrizen am inter-
essantesten, welche eine zusa¨tzliche Spalte und Zeile fu¨r jeden Daten-
punkt haben. Die MatrixK(X,X) kann dabei vorberechnet (und inver-
tiert) werden, die Matrizen K(X˜, X˜), K(X˜,X) und K(X, X˜) hingegen
mu¨ssen bei jeder Approximation neu berechnet werden. Dies kann je
nach Anwendung sehr oft vorkommen und muss entsprechend beim
Systemdesign beachtet werden.
Fu¨r einen umfassenderen U¨berblick zu den Gauß’schen Prozessen sei auf
[Rasmussen und Williams, 2005] verwiesen, da hier nicht umfassend
auf die mathematischen Hintergru¨nde eingegangen werden kann.
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A.3. Evolutiona¨re Operatoren im CoSYNE
Diese Ausfu¨hrungen zum evolutiona¨ren Training im CoSYNE Algorith-
mus beziehen sich auf Abschnitt 4.3 dieser Arbeit.
Normalerweise gestaltet sich das Training rekurrenter Netze als
sehr schwierig. Man beschra¨nkt sich entweder auf festgelegte re-
kurrente Verbindungen, sogenannte partiell rekurrente Netze wie
beispielsweise das Elman-Netz, oder muss langwierige Trainingsme-
thoden wie zum Beispiel Backpropagation through Time (BPTT)
[Rumelhart et al., 1986] einsetzen. An dieser Stelle bieten die Neu-
roevolutionsverfahren eine sinnvolle Alternative.
Bei CoSYNE wird die evolutiona¨re Optimierung ausschließlich zur
Parameteroptimierung (also den Gewichten im Netzwerk) verwendet,
nicht aber zur Strukturoptimierung (z.B. Anzahl der Neuronen). Daher
werden die Gewichte eines rekurrenten Netzes als Individuen kodiert,
dargestellt ist dies in Abbildung 4.5.
Um die Gewichte des Netzes so anzupassen, dass es die Abbildung von
Zustand auf Aktionen lernt, wird sich verschiedener Mechanismen be-
dient. Wichtigster Bestandteil ist die Deﬁnition einer sogenannten Fit-
nessfunktion. Diese bewertet die Qualita¨t einer gefundenen Lo¨sung bei-
spielsweise in Form eines Fehlermaßes oder einer Funktion des erzielten
Rewards. Nach dem
”
U¨berleben der Sta¨rksten“ Prinzip werden gute
Lo¨sungen von schlechten Lo¨sungen getrennt. Die so ausgewa¨hlten gu-
ten Lo¨sungen werden mittels evolutiona¨rer Operatoren manipuliert um
noch bessere Lo¨sungen zu ﬁnden und bilden eine neue Population. Die-
se Evolutionsschritte werden wiederholt, bis die beste Lo¨sung gefunden
wurde.
Als evolutiona¨re Operatoren kommen dabei Mutation, Rekombinati-
on und Coevolution zum Einsatz. Eine graﬁsche Interpretation diser
Operationen ist in Abbildung A.2 gezeigt.
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  Mutation ist dabei die zufa¨llige Vera¨nderung eines Gewichtes des
Netzwerks. Jedes Gewicht des neuronalen Netzes wird dabei mit ei-
ner bestimmten Wahrscheinlichkeit pmut mutiert. Im CoSYNE Fra-
mework wird dies realisiert, in dem auf das aktuelle Gewicht eine
Standard-Cauchy-verteilte Zufallsvariable addiert wird
wneu = walt + C (A.23)
Die Wahrscheinlichkeitsdichte der Standard-Cauchy-Verteilung ist
wie folgt deﬁniert:
f(x) =
1
(1 + x2)π
(A.24)
Diese Verteilung ist der Normalverteilung recht a¨hnlich, allerdings
ist die Wahrscheinlichkeit fu¨r extreme Auspra¨gungen wesentlich gro¨-
ßer. Das heißt, gegenu¨ber einer Normalverteilung werden gro¨ßere Ge-
wichtsa¨nderungen bevorzugt und man spricht auch von einer super-
gaußfo¨rmigen Verteilung.
  Bei der Rekombination werden zufa¨llige gewa¨hlte Elemente aus zwei
Netzwerken miteinander getauscht. Die Auwahl dieser beiden Netz-
werke erfolgt stochastisch, wobei die Wahrscheinlichkeit zur Rekom-
bination ausgewa¨hlt zu werden proportional zur Fitness ist (U¨berle-
ben der Sta¨rksten). Nach der Auswahl beider Eltern, werden zufa¨llige
Crossoverpunkte bestimmt, die angeben, welche Gewichte zwischen
den beiden Eltern ausgetauscht werden. Mehr zu Crossoverpunkten
und deren Auswahl ﬁndet sich z.B. in [Nissen, 1997].
  Der Begriﬀ der Koevolution ist in der Literatur zu evolutiona¨ren
Algorithmen nicht eindeutig abgrenzbar. Im Sinne des CoSYNE-
Algorithmus wird darunter das Vertauschen eines Gewichtes u¨ber
mehrere oder alle Individuen der Population verstanden. Angedeutet
werden diese Operationen in Abbildung A.2. Die Bestimmung welche
Gewichte hier untereinander vertauscht werden wird wieder zufa¨llig
bestimmt. In [Gomez et al., 2008] werden verschiedene Verteilungen
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Abbildung A.2.: U¨bersicht u¨ber die drei von CoSYNE verwendeten Evolu-
tionsschritte. Die dargestellten Vektoren enthalten realwertige Netzwerk-
gewichte: Eine Spalte entspricht einem Individuum; die graﬁsche Interpre-
tation ist in Abbildung 4.5 gezeigt. Links: Rekombination von zwei Indivi-
duen. Mitte: Mutation zufa¨llig ausgewa¨hlter Netzwerkgewichte. Rechts:
Co-Evolutiona¨rer Austausch von Gewichten innerhalb derselben Subpo-
pulation (Zeile). Die Auswahl der zu permutierenden Gewichte erfolgt ﬁt-
nessgesteuert.
vorgeschlagen, wie dies erfolgen kann. Im einfachsten Fall wird dies
u¨ber eine feste Wahrscheinlichkeit pcoev fu¨r ein Individuum realsiert.
Fu¨r detaillierte Erla¨uterung und Spielarten evolutiona¨ren Operato-
ren, genetischer Algorithmen und Evolutionsstrategien sei auf eines
der zahlreichen Werke zu diesem Themenkomplex verwiesen, zum Bei-
spiel [Nissen, 1997]. Der Einﬂuss verschiedener Parameter, wie z.B. die
Mutations- und Koevolutionswahrscheinlichkeiten, auf das CoSYNE-
Verfahren wurden in der Diplomarbeit [Hellwig, 2009] ausfu¨hrlich un-
tersucht.
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B. Beispiele zur
Merkmalsextraktion
Hier sollen die in Abschnitt 3.10 angesprochenen Beispiele etwas ver-
tiefend vorgestellt werden.
B.1. Scha¨tzung von Nutzerinteresse
Im Rahmen der Entwicklung intelligenter Serviceroboter, beispiels-
weise fu¨r den Einsatz als Informationsdienstleister in Bauma¨rkten
[Gross et al., 2009] oder anderen o¨ﬀentlichen Ra¨umen, ist es von ent-
scheidender Bedeutung, wie der Roboter auf sich und sein Angebot
aufmerksam machen kann. Weder scheint ein regungsloses Verharren
des Roboters angebracht, dann ko¨nnte man ein einfaches Infoterminal
benutzen, noch sollte er sich auf jede Person stu¨rzen, die er ﬁnden kann.
Vielmehr ist ein smartes,
”
natu¨rliches“ Verhalten gewu¨nscht. Um ent-
scheiden zu ko¨nne, ob ein Nutzer Interesse an einer Interaktion mit dem
Roboter hat, muss er versuchen, basierend auf seinen Beobachtungen,
die Intentionen eines potentiellen Interaktionspartners zu scha¨tzen.
Es wurde dazu untersucht, inwieweit die Trajektorie einer Person ge-
nutzt werden kann, um diese Entscheidung zu treﬀen. Fu¨r die Daten-
gewinnung wurde der Roboter HOROS [Scheidig et al., 2006] verwen-
det. Dabei werden u¨ber einen Personentracker [Martin et al., 2006],
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Abbildung B.1.: U¨bersicht des Systems zur Scha¨tzung des Nutzerinteresses.
(a) Wahl eines Referenzsystems (abha¨ngig vom Szenario), (b) Transfor-
mation der Personenposition in ein geeignetes Koordinatensystem, (c) Ab-
tasten der Trajektorie, (d) eventuelle Dimensionsreduktion mittels Haupt-
komponentenanalyse, (e) Merkmalsselektion und (f) Klassiﬁkator.
welcher auf Sonar-, Laser- und Audiodaten operiert, Trajektorien aufge-
zeichnet. Wa¨hrend der Datenaufzeichnung oﬀerierte der Roboter Spei-
sepla¨ne, Kinoprogramm und a¨hnliche Informationen den Passanten
im wohlfrequentierten Eingangsbereich eines Universita¨tsgeba¨udes. Da-
nach wurde mittels Fragebo¨gen die Meinung der Passanten erfragt, um
herauszuﬁnden, warum oder warum nicht sie mit dem Roboter intera-
gierten.
Mit den so gewonnenen Daten, kann ein automatisches Erkennungs-
system trainiert werden, welches nur noch Leute anspricht, die einer
Interaktion nicht grundsa¨tzlich abgeneigt sind. Die Architektur dieses
Erkennungssystems ist in Abbildung B.1 gezeigt.
Dabei sind mehrere Stufen von Interesse. Zu allererst ist von entschei-
dender Bedeutung, die Wahl eines geeigneten Referenzsystems. Damit
ist die kontextuelle Einbindung des Roboters in seine Umgebung ge-
meint, also ob nur die Trajektorie selbst betrachtet wird oder diese in
Relation zum Roboter, zu Tu¨ren und anderen interessanten Objekten
der Umgebung. Weitere Vorverarbeitungsschritte sind mo¨glich, aller-
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dings nicht notwendig. So stellt sich beispielsweise die Frage nach ei-
nem geeigneten Koordinatensystem oder nach einem Resampling der
Trajektorie in ra¨umlich oder zeitlich a¨quidistanten Punkten. Ebenfalls
ist eine Dimensionsreduktion mittels einer PCA mo¨glich.
Um aus dieser Vielzahl mo¨glicher Repra¨sentationsformen fu¨r die Tra-
jektorie jene Kodierung und Vorverarbeitung auszuwa¨hlen, die fu¨r die
gestellte Aufgabe, also das Erkennen des Nutzerinteresses, von Rele-
vanz sind, wurde eine Merkmalsselektion durchgefu¨hrt. Zur Anwendung
kamen hierbei die in Kapitel 3 besprochenen Verfahren der (Verbund-
)Transinformation. Im Ergebnis wurde dabei festgestellt, dass etliche
Kana¨le (beispielsweise die X und Y Koordinaten zu unterschiedlichen
Zeitpunkten) redundante oder unnu¨tze Informationen enthalten und
demzufolge vernachla¨ssigt werden ko¨nnen. Auch nach Anwendung der
Hauptkomponentenanalyse konnte etliche der entstandenen neuen Di-
mensionen eliminiert werden. Hier handelt sich um ein typisches Bei-
spiel dafu¨r, dass die PCA aufgrund des unu¨berwachten Anpassens, kei-
nen wesentlichen Gewinn erzielt.
Die besten Ergebnisse wurden mit einem zweischichtigen neuronalen
Netz und acht ausgewa¨hlten Merkmalen (keine PCA Transformation)
erzielt und lagen bei 17,5% Fehlerrate. Das ist zwar noch bei weitem
nicht die gewu¨nschte Gu¨te, jedoch besser als mit anderen Repra¨sen-
tationsformen (z.B. PCA und Rohdaten). Und schließlich verbleibt die
Frage ob man nur auf der Trajektorie basierend auf das Nutzerinteresse
schließen kann.
An den Arbeiten zu diesem Thema waren neben dem Autor dieser
Arbeit Antje Ober, Steﬀen Mu¨ller, Sven Hellbach, Andrea Scheidig und
Horst-Michael Groß beteiligt.
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B.2. Audiobasierte Nutzermodellierung
Sprache als Mittel der zwischenmenschlichen Kommunikation entha¨lt
wesentlich mehr als nur die gesprochenen Worte und den sich daraus
ergebenden Kontext. Vielmehr kann man anhand des Geho¨rten auf Ge-
schlecht, Alter und z.B. die Stimmungslage des Gegenu¨bers schließen.
Im Rahmen der Diplomarbeit von Tobias Pru¨ger [Pru¨ger, 2008] wur-
de untersucht, inwieweit ein automatisches System aus Sprachdaten auf
Stimmungslage und Stresslevel schließen kann und gegebenenfalls eine
Sprecheridentiﬁkation vornehmen kann.
Folgt man [Paeschke, 2003] so lassen sich zum Beispiel die Stimmun-
gen durch Sprechgeschwindigkeit, Stimmlage, Stimmumfang, Lautsta¨r-
ke und Grundfrequenzverhalten auseinanderhalten. Ebenso bei Unter-
suchungen zum Thema Stress la¨sst sich der Zustand auf Grundfre-
quenz, Geschwindigkeit und Signalenergie abbilden. Hier sollten geeig-
nete Merkmale jedoch datenbasiert gelernt werden.
Das mit Mikrophonen aufgenommene Sprachsignal wird danach
im ersten Schritt einer adaptiven Rauschunterdru¨ckung unterzogen
[Bru¨ckmann et al., 2007] und in Sprache bzw. Nicht-Sprache unter-
teilt. Danach werden aus dem Signal 370 Merkmale extrahiert, darun-
ter die Grundfrequenz, MFCC (Mel Frequency Ceptral Coeﬃcents),
Formanten, statistische Momente und andere. Mit diesen Merkma-
len wurde dann eine Signiﬁkanzanalyse durchgefu¨hrt um das Problem
auf die nu¨tzlichen Kana¨le zu reduzieren. In dem reduzierten Raum
wurden dann mittels neuronalen Netzen und Maximum-Likelihood-
Klassiﬁkatoren versucht die Stimmungen und der Stresszustand zu
scha¨tzen. Der Gesamtablauf ist in Abbildung B.2 zu sehen.
Fu¨r die Signiﬁkanzanalyse kam das Verfahren mit Chow-Liu-Ba¨umen
zum Einsatz. Urspru¨nglich war geplant, dass eine einfache Vorwa¨rtss-
elektion verwendet wird. Es sollte na¨mlich auf jeden Fall ein Wrapper
zum Einsatz kommen, um die Nu¨tzlichkeit der Merkmale zu behandeln.
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Abbildung B.2.: Allgemeiner Aufbau das Klassiﬁkationssystems fu¨r Spra-
che. Nach der Rauschunterdru¨ckung und der Sprache/Nicht-Sprache Klas-
siﬁkation werden Frikative (Reibelaut, sto¨rende Konsonanten wie z.B. f,s,z)
entfernt. Danach werden aus dem Sprachframe, dem Spektrum und dem
Cepstrum (informell Spektrum des logarithmierten Spektrums) verschiede-
ne Merkmale extrahiert. Aus diesen werden statistische Momente, Maxima,
Minima, zeitliche A¨nderungen usw. gebildet. Diese Menge an Merkmalen
wurden dann mit dem Chow-Liu-Baum Verfahren reduziert und zur Klas-
siﬁkation verwendet. Das Bild basiert auf [Pru¨ger, 2008].
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Der diskutierte quadratische Zusammenhang zur Anzahl der betrachte-
ten Kana¨le macht, dies jedoch unmo¨glich. Statt gescha¨tzter, mehrerer
Wochen konnte mit der Chow-Liu Baum Methode die Auswahl in zwei
Tagen abgeschlossen werden.
Bei der Aufgabe der Emotionserkennenung wurden u¨ber mehrere Ver-
suche/Datensa¨tze gemittelt durchschnittlich 13 Merkmale ausgewa¨hlt,
wobei beispielsweise Minimum und Median der Grundfrequenz regel-
ma¨ßig gewa¨hlt wurden. Bei Untersuchungen zur Sprecheridentiﬁkati-
on wurden wesentlich mehr Merkmale gewa¨hlt (57 Stu¨ck) wobei hier
hauptsa¨chlich Mittelwerte und Maxima der Formant, MFCCs und
Grundfrequenz als nu¨tzlich eingestuft wurden.
Mit den so trainierten Klassiﬁkatoren konnte die Emotionserkennung in
rund 70-80% der Fa¨lle (Sprecherabha¨ngig, Leave-one-out Kreuzvalidie-
rung) die korrekte Stimmung erkennen. Bei der Stresserkennung waren
die Ergebnisse deutlich besser (bis zu 90% korrekte Klassiﬁkation), al-
lerdings die Datenbasis auch wesentlich kleiner. Fu¨r die Untersuchungen
zur Sprecheridentiﬁkation wurden 7 Sprecher trainiert und in rund 53%
auch die korrekte 1-aus-7 Auswahl getroﬀen.
B.3. Pra¨diktion des Schnittregisterfehlers
Bei großen industriellen Buchdruckmaschinen wird der Seiteninhalt auf
eine Papierbahn gedruckt, welche danach getrocknet, gefaltet und zu-
rechtgeschnitten wird. Der prinzipielle Aufbau einer solchen Maschine
ist in Abbildung B.3 dargestellt. Dies geschieht bei sehr großen Ge-
schwindigkeiten, so dass viele Abla¨ufe vollautomatisiert sind. Ein Pro-
blem, dass hierbei auftritt, ist der sogenannte Rollenwechsel. Es han-
delt sich dabei um den Fall, dass eine Papierrolle zu Ende geht und
durch eine neue ersetzt werden muss. Dazu werden alte und neue Pa-
pierbahn u¨bereinander geklebt um einen kontinuierlichen Druckbetrieb
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Abbildung B.3.: Allgemeiner Aufbau einer Illustrationsdruckmaschine.
Links wird das Papier von den Rollen abgewickelt, bevor es in der Druck-
einheit bedruckt wird. Danach folgt Trockner, Ku¨hlung und im letzten
Block eine Wiederbefeuchtung, sowie ein La¨ngsschnitt. Danach wird die
Bahn u¨ber Versatzstangen gefaltet bevor sie in der Falzeinheit vom Mes-
serkopf in Seiten geschnitten wird. Das Bild ist aus [Mo¨ller, 2009] ent-
nommen.
zu gewa¨hrleisten. Jedoch birgt dieses Vorgehen das Problem, dass die-
ses U¨bereinanderkleben den Druckvorgang sto¨rt. Ganz speziell geht es
hierbei um den Schneidevorgang am Ende des Vorgangs. Die Seiten
du¨rfen nicht an beliebiger Stelle zerschnitten werden, sondern nur an
speziellen Stellen (zwischen den Seiteninhalten) gekennzeichnet durch
das Schnittmarken. Alles was einen zu großen Schnittregisterfehler auf-
weist, muss aussortiert werden.
Dieser Fehler muss also nach einem Rollenwechsel schnellstmo¨glich eli-
miniert werden, um die unvermeidbare Menge an Makulaturexemplaren
zu minimieren. Dazu existieren lineare Bahnlaufmodelle, welche basie-
rend auf physikalischen Modellen versuchen den Fehler vorherzusagen.
Zum Vergleich dazu wurde im Rahmen dieses Projekts untersucht, in-
wieweit eine Signiﬁkanzanalyse und eine Modellierung durch ein neu-
ronales Netz Vorteile bringen. Dabei geht es nicht um die eigentliche
Regelung, sondern nur um die Systemidentiﬁkation/-modellierung.
Als Datenmaterial standen 312 Aufzeichnungen (jeweils mit bis zu 6000
einzelnen Datenpunkten) in 29 Kana¨len/Sensoren von Rollenwechseln
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zur Verfu¨gung. Dabei wurde mit einem zusa¨tzlichen Sensor am Schnitt-
messer der Schnittregisterfehler bestimmt und stellt damit die Grund-
wahrheit zur Verfu¨gung. Die Daten wurden dann einer Normalisierung,
einer Totzeitbereinigung und einer Tiefpassﬁlterung unterzogen.
Neben dem Training eines neuronalen Modelles mit allen verfu¨gbaren
Eingangskana¨len, wurden mit unterschiedlichen Methoden informati-
ve Merkmale ausgewa¨hlt. Dazu kam der lineare Korrelationskoeﬃzient
(6 ausgewa¨hlte Kana¨le) zum Einsatz, wie auch die Transinformation
(ebenfalls 6 ausgewa¨hlte Kana¨le) und die Verfahren zur Residual Mu-
tual Information in den Varianten 1 (10 ausgewa¨hlte Kana¨le) und 2 (12
ausgewa¨hlte Kana¨le).
Dabei erwies sich die Residual Mutual Information allen anderen Ansa¨t-
zen als deutlich u¨berlegen, wobei als Bewertungskriterium eine virtuell1
korrigierte Anzahl von Ma¨ngelexemplaren pro Rollenwechsel verwen-
det wurde. Mit einer Korrektur durch ein neuronales Netz ohne eine
Merkmalsselektion unter Verwendung aller 29 Kana¨le konnten 69% der
Rollenwechsel korrigiert werden, unter Verwendung des Residual Mu-
tual Information Verfahrens lag die Korrekturquote bei immerhin 86%
unter Verwendung von nur 10 Merkmalen.
Damit konnte gezeigt werden, dass erstens die Modellierung durch ein
neuronales Netz der linearen Modellierung u¨berlegen ist2 und zweitens
die Verwendung der Merkmalsselektion einen wesentlichen Schritt zur
Verbesserung der Modellqualita¨t darstellt.
Dieses Szenario wurde im Rahmen der Diplomarbeit [Mo¨ller, 2009]
untersucht.
1Es wurde nicht geregelt, sondern eine optimale Korrektur unter Verwendung des
Netzwerkmodells angenommen.
2Genaue Zahlen zu nennen ist leider nicht mo¨glich, da die Scha¨tzung u¨ber das
lineare Bahnlaufmodell extern durch gefu¨hrt wurde und dabei keine Trennung
zwischen Trainings- und Testdaten vorgenommen wurde.
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C. Simulationsumgebungen
Es sollen kurz die zentralen Zusammenha¨nge der in dieser Arbeit ver-
wendeten Simulatoren beschrieben werden.
C.1. Mountain Car
Hierbei handelt es sich um einen klassischen Benchmark aus der
Reinforcement Learning Literatur: [Moore und Atkeson, 1995] und
[Sutton und Barto, 1998].
Der grundlegende Aufbau des Szenarios ist in Abbildung C.1 gezeigt.
Der Zustandsraum S ist zweidimensional und besteht aus den kontinu-
ierlichen Werten Position x und Geschwindigkeit v des Fahrzeugs. Der
Aktionsraum A ist eindimensional und beschreibt die auf den Wagen
wirkende Kraft. Diese ist so beschra¨nkt, dass es nicht mo¨glich ist, den
Anstieg der Umgebung aus dem Stand zu bezwingen. Die Zustands-
u¨bergangsfunktion P ist deterministisch und berechnet sich nach den
unten aufgefu¨hrten Formeln. Die Rewardfunktion R ist so gestaltet,
dass es nur in direkter Umgebung um den Zielort bei einer Geschwin-
digkeit nahe Null einen positiven Reward gibt. Modelliert wird dieser
durch eine Normalverteilung im Zustandsraum mit einem Mittelwert
von μx = 0.6 und μv = 0 mit den Varianzen σx = 0.1 und σv = 0.2. Al-
le anderen Geschwindigkeits-Positions-Paare werden mit einem Reward
von R = −0.1 bestraft.
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Abbildung C.1.: MountainCar-Umgebung. Der Wagen muss auf die Zielpo-
sition gebracht werden und dort anhalten. Die Markierung zeigt dabei die
Zielposition an, bei der es eine Belohnung gibt.
Die Umgebung ist durch folgende Gleichung deﬁniert
H(x) =
⎧⎨
⎩x
2 + x, wenn x < 0
x√
1+5x2
, wenn x ≥ 0
(C.1)
dabei ist H(x) die Ho¨he an der Position x. Die Darstellung dieser Um-
gebung ist in Abbildung C.1 zu ﬁnden.
Begrenzt ist das System wie folgt.
  Position −1 ≤ x ≤ 1
  Geschwindigkeit −2 ≤ x˙ ≤ 2
  einwirkende Kraft −4 ≤ F ≤ 4
  Abtastrate von 0.2s
Das Randproblem, also wenn der Wagen u¨ber Positionsbeschra¨nkung
hinausfahren wu¨rde, wurde so gehandhabt, als ob dort eine Wand wa¨re.
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Das heißt, dass die Position beibehalten und die Geschwindigkeit auf
null gesetzt wurde.
Ein Simulationsschritt mit Δt = 0.2 berechnet sich wie folgt:
x′ = x+ x˙Δt+ x¨
Δt2
2
(C.2)
x˙′ = x˙+ x¨Δt (C.3)
wobei:
x¨ =
F
M
√
1 + (H ′(x))2
− gH
′(x)
1 + (H ′(x))2
(C.4)
M ist in Gleichung C.4 die Masse des Fahrzeugs mit einem Wert von
1 und g die Fallbeschleunigung von 9.81. H ′(x) ist der Anstieg der
Umgebung mit H ′(x) = ddxH(x). Bei der Geschwindigkeit wird hier
statt v x˙ geschrieben und die Beschleunigung entsprechend als x¨, um
die physikalischen Zusammenha¨nge hier einfacher darzustellen.
C.2. Kraftwerksimulator
Fu¨r die in Kapitel 6 vorgestellte Anwendung war es notwendig,
einen Simulator zu verwenden, der die Besonderheiten der Re-
gelung eines kohlegefeuerten Ofens zumindest qualitativ nachbil-
det. Entwickelt wurde der verwendete Simulator im Rahmen des
SOFCOM Projektes [Rosner et al., 2008], [Funkquist et al., 2009],
[Funkquist et al., 2011] von der Powitec GmbH und Vattenfall R&D.
C.2.1. Simulation einer Brennerebene
Die Simulation einer einzelnen Brennerebene, von denen es je nach Gro¨-
ße des Kraftwerks unterschiedlich viele geben kann, ist die kleinste sinn-
volle Einheit, in der das Verbrennungsproblem simuliert und geregelt
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werden kann. Eine Brennerebene besteht dabei aus zwei Brennern, die
von einer einzelnen Kohlemu¨hle gespeist werden. Der Simulator be-
rechnet daraus das Abgasgemisch, welches neben Schadstoﬀen, die mi-
nimiert werden sollen, auch unverbrauchten Sauerstoﬀ (Rest-O2) ent-
ha¨lt.
Die wichtigste Gro¨ße fu¨r diese Simulation ist der sogenannte Lambda-
Faktor λ. Er gibt das Verha¨ltnis von Sauerstoﬀ zu Kohle fu¨r einen Bren-
ner an. In der Theorie wa¨re ein Verha¨ltnis von einem Kohlenstoﬀatom
zu zwei Sauerstoﬀatomen anzustreben um daraus ein Kohlendixoidmo-
leku¨l zu bilden. Dies wu¨rde λ = 1 entsprechen. Ist weniger Sauerstoﬀ
vorhanden (λ < 1) fu¨hrt dies zu unvollsta¨ndigem Verbrennen und damit
zu Kohlenmonoxid. Mehr Sauerstoﬀ (λ > 1) bedeutet, dass wa¨hrend
der Verbrennung der u¨berza¨hlige Sauerstoﬀ mit erhitzt wu¨rde, was ei-
ner Eﬃzienzminderung gleich kommt. Allerdings schu¨tzt u¨berza¨hliger
Sauerstoﬀ den Ofen vor Korrosion, so dass praktisch gesehen, fu¨r ein
Kohlekraftwerk Werte von rund λ = 1.15 als untere Schranke normal
sind. Diesen Wert nach oben zu begrenzen, liegt im Interesse eines ho-
hen Wirkungsgrades.
λlinks =
vLuftMLuft
vKohleMKohle
vLuft ist ein Wert zwischen 0 und 1 und gibt das Verha¨ltnis der Ver-
teilung zwischen linkem und rechtem Brenner an. MLuft gibt dabei die
Gesamtmenge an Luft fu¨r beide Brenner an und unterliegt einer syste-
matischen Fluktuation, welche durch den Vorerhitzer, welcher die Trag-
luft erhitzt, entsteht. Analog dazu ﬁnden sich im Nenner des Bruchs
dieselben Gro¨ßen auf die Kohle bezogen. U¨bertragen auf den zweiten
Brenner ergibt sich
λrechts =
(1− vLuft)MLuft
(1− vKohle)MKohle .
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Daraus ko¨nnen nun die relevanten Gro¨ßen berechnet werden. Dazu ge-
ho¨ren die Temperatur T und der Sauerstoﬀgehalt MO2, sowie davon
abgeleitet der Kohlenmonoxid- (MCO) und Stickoxidanteil (MNOX).
Tlinks = max(300, θ(λlinks))− c+ F (C.5)
MO2,links = max(0, 21− 21
λlinks
(C.6)
MCO,links = ψ(MO2,links) (C.7)
MNOX,links = vLuftMLuftϕ(Tlinks +
1800
c
) (C.8)
Die Gro¨ße c ist dabei ein Faktor, der die ﬂu¨chtigen Bestandteile be-
schreibt und von der Kohlesorte abha¨ngig ist. F steht fu¨r den Grad
der Verschmutzung (Fouling) im Ofen. Die Funktionen ψ, ϕ und θ wer-
den auf Basis von Spline-interpolierten Stu¨tzstellen berechnet. Diese
Funktionen sind dabei unter Beachtung der physikalischen Zusammen-
ha¨nge und des realen, beobachtbaren Verhaltens im Kraftwerk gewa¨hlt
worden. Die Werte der verwendeten Stu¨tzpunkte kann dabei aus der
Tabelle C.1 abgelesen werden.
Die bisher berechneten Werte dienen als interner Prozesszustand, und
ko¨nnen nicht direkt beobachtet werden. Als Beobachtungen werden
vom Simulator folgende Gro¨ßen berechnet:
Tlinks,gemessen = Tlinks ∗
(
1− D
100
)
+ σT (C.9)
MO2,gemessen =
1
2
(MO2,links +MO2,rechts)σO2 (C.10)
MCO,gemessen =
1
2
(MCO,links +MCO,rechts)σCO (C.11)
MNOX,gemessen =
1
2
(MNOX,links +MNOX,rechts)σNOX (C.12)
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MO2 in Prozent 0 1 3 5 7 10
ψ(MO2) in mg/m
3 600 200 30 15 8 5
Tabelle C.1.: Stu¨tzstellen fu¨r die Funktion ψ. Diese Funktion modelliert den
Zusammenhang zwischen dem Sauerstoﬀgehalt im Ofen und dem resultie-
renden Kohlenmonoxid. Je weniger u¨berschu¨ssiger Sauerstoﬀ vorhanden
ist, desto gro¨ßer ist die Gefahr, dass statt Kohlendioxid Kohlenmonoxid
entsteht.
T in  C 200 500 1000 1200 1400
ϕ(T ) in mg/m3 0 0 100 200 500
Tabelle C.2.: Stu¨tzstellen fu¨r die Funktion ϕ. Diese Funktion modelliert den
Zusammenhang zwischen der Flammentemperatur im Ofen und dem resul-
tierenden Stickoxidausstoß. Je heißer der Ofen ist, desto mehr Stickoxide
entstehen bei der Verbrennung.
λ 0 0.3 0.6 0.8 0.95 1.0 1.05 1.2 2.0
θ(λ) 100 100 200 600 1350 1400 1340 1130 700
Tabelle C.3.: Stu¨tzstellen fu¨r die Funktion θ (angegeben in Grad Celcius) .
Diese Funktion modelliert den Zusammenhang zwischen dem Kohle-Luft
Verha¨ltnis und der Flammentemperatur im Ofen. Die Verbrennung ist am
heißesten, wenn das Verha¨ltnis genau 1:1 ist. Bei einem U¨berschuss von
Kohle oder Sauerstoﬀ ist die Temperatur geringer.
D steht hierbei fu¨r die Verschmutzung des Sensors zur Temperaturmes-
sung: je gro¨ßer der Verschmutzungsgrad, desto gro¨ßer wird der Fehler
zur echten Temperatur. Die verschiedenen σ-Terme stellen normalver-
teiltes Rauschen dar. Die gemessenen Gro¨ßen fu¨r Sauerstoﬀ MO2, Koh-
lenmonoxid MCO und Stickoxide MNOX sind nicht am einzelnen Bren-
ner, sondern nur fu¨r die gesamte Ebene bestimmbar.
Die eigentliche Schwierigkeit ist die Mehrdeutigkeit des Prozesses.
Wenn die beobachtete Temperatur niedrig ist, kann dies zwei Gru¨n-
de haben. Entweder ist zu viel Luft, als Aktionsgro¨ße, am Brenner
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oder zu viel Kohle, welche nicht messbar ist. Je nach Ursache sind
zwei zueinander gegensa¨tzliche Aktionen notwendig. Die Erho¨hung des
Zustandsraums um die Stickoxid-, Kohlenmonoxid- und Restsauerstoﬀ-
information lo¨st diese teilweise auf.
Die eben benannten Gro¨ßen bilden den Zustandsraum S. Der Akti-
onsraum A ist eindimensional und beschreibt die Luftverteilung vLuft
zwischen dem linken und rechten Brenner. Die Zustandsu¨bergangsfunk-
tion P ist deterministisch und berechnet sich nach den aufgefu¨hrten
Formeln. Zu beachten ist hierbei, dass hier nicht versucht wird den ei-
gentlichen Verbrennungsprozess zu modellieren. Dazu wa¨ren komplexe
Diﬀerentialgleichungssysteme als Zustandsu¨bergangsmodell notwendig.
Stattdessen wird nur das typische Verhalten simuliert, welches im Kern
auf der nicht beobachtbaren Kohleverteilung vKohle und der Luftver-
teilung vLuft basiert.
Die Rewardfunktion R ist so gestaltet, dass mo¨glichst die Schadstoﬀe
(Stickoxid und Kohlenmonoxid) reduziert werden und der Wirkungs-
grad maximiert werden soll. Als Kenngro¨ße des Wirkungsgrades dient
hierbei der Restsauerstoﬀ, welcher auch minimiert werden muss.
RNOX = −max
(
0,
NOX − 950
15
)
(C.13)
RCO = −max
(
0,
CO − 45
20
)
(C.14)
RO2 = −O2 (C.15)
Rkombiniert = RNOX +RCO +RO2 (C.16)
Ein beispielhafte Erla¨uterung der Gro¨ßen ﬁndet sich in Abbildung C.2.
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Abbildung C.2.: Darstellung der wichtigsten Gro¨ßen im Kraftwerksimu-
lator. Links sind die beobachtbaren Gro¨ßen aufgetragen. Restsauerstoﬀ,
Stickoxide und Kohlenmonoxid (O2, NOX und CO) sind die Gro¨ßen aus
denen sich der Reward ableitet. Die Temperatur wird fu¨r die linke als auch
die rechte Ha¨lfte des Ofens gemessen. Rechts oben ist die Stellgro¨ße Luft-
verteilung gezeigt, welche im besten Fall der unebkannten Kohleverteilung
(darunter) entspricht. Darunter beﬁnden sich verschiedene Sto¨rgro¨ßen, wel-
che das Problem erschweren. Dabei handelt es sich um andere Kohlesorten
(gea¨nderte Verbrennungseigenschaften), Anbackungen im Ofen (A¨nderun-
gen im Prozess) und Verschmutzung der Sensoren (A¨nderung der Wahr-
nehmung), welche durch Sa¨uberungszyklen ein Sa¨gezahnproﬁl haben, und
eine systematische Sto¨rung (Vorerhitzer), welche den Luftstrom vera¨ndert.
Um das Problem zu verkomplizieren, ko¨nnen weitere Ebenen hinzugefu¨gt
werden. Dabei bleiben die Sto¨rungen und die Schadstoﬀe gleich (diese gel-
ten global fu¨r den gesamten Ofen), wa¨hrend Temperatur-, Luft- und Koh-
leverteilungen als neue Gro¨ßen fu¨r die zusa¨tzliche Ebene hinzukommen.
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C.2.2. Simulation mehrerer Brennerebenen
Die Dimensionalita¨t des Problems kann beliebig erweitert werden. Jede
simulierte zusa¨tzliche Brennerebene erho¨ht den Zustandsraum um die
Dimension zwei und den Aktionsraum um eine Dimension. Die Erwei-
terung des Zustandsraums sind dabei die Temperaturen auf der neuen
Ebene, wieder jeweils links und rechts. Zusa¨tzlich gibt es eine neue,
nicht beobachtbare Gro¨ße, die Kohleverteilung auf dieser Ebene. Als
Stellgro¨ße kommt die Verteilung der Luft auf der neuen Ebene hinzu.
Zusa¨tzliche Ebenen erschweren das Gesamtproblem damit deutlich.
Die Berechnung des Restsauerstoﬀs, des Kohlenmonoxids und der Stick-
oxide (Gleichung C.10 bis C.12) wird erweitert durch eine einfache Sum-
mierung u¨ber alle Ebenen. Dies resultiert aus der Tatsache, dass diese
Gro¨ßen erst im Abgas am Schornstein bestimmt werden ko¨nnen. Real
auftretende, komplexe Wechselwirkungen zwischen den einzelnen Ebe-
nen werden nicht modelliert.
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