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Abstract Suppose X is a multivariate diffusion process that is observed discretely in
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the process, consistent with the observations. We derive a novel Markov Chain Monte
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extension of the linear guided proposals introduced in Schauer et al. (2017). We illus-
trate the efficiency of our method on both the Lorenz system and a partially observed
integrated diffusion model.
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1. Introduction
SupposeX is a diffusion process with dynamics governed by the stochastic differential equation
(SDE)
dXt = b(t,Xt) dt+ σ(t,Xt) dWt. (1.1)
Here, b : R+ × Rd → Rd and σ : R+ × Rd → Rd×d′ are the drift and dispersion coefficient
respectively. The process W is a vector valued process in Rd′ consisting of independent Brow-
nian motions. It is assumed that the required conditions for existence of a strong solution are
satisfied (Cf. Karatzas and Shreve (1991)). We assume that we observe the process partially
at a finite set of observation times with additive noise. More precisely, we assume observation
times 0 = t0 < t1 < · · · < tn and observations
Vi = LiXti + ηi, i = 0, . . . , n, (1.2)
where Li is a mi× d-matrix and ηi ∼ Nmi(0,Σi) are independent random variables, indepen-
dent of the diffusion process X.
Let D denote the set of observations, i.e. D = {Vi, i = 0, . . . , n}. We assume that b,
σ and {Σi, i = 0, . . . , n} are known, so that there is no need for parameter estimation.
Instead, we focus on the smoothing problem, which consists of reconstructing the path {Xt, t ∈
[0, T ]} based on D. The problem of recovering unobserved states in a dynamical system has
been studied by many authors in case of either “discrete dynamics–discrete observations” or
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“continuous dynamics–continuous observations”. Here, we deal with the hybrid case where we
assume “continuous dynamics-discrete observations”.
1.1. Related work
If the diffusion process is fully observed at all times {ti, 0 ≤ i ≤ n} without noise, then the
smoothing problem reduces to the sampling of n independent diffusion bridges. This problem
has attracted considerable attention over the past two decades, see for instance Eraker (2001),
Elerian et al. (2001), Durham and Gallant (2002), Clark (1990), Bladt et al. (2016), Beskos
et al. (2008), Hairer et al. (2009), Bayer and Schoenmakers (2013), Lin et al. (2010)), Beskos
et al. (2006), Delyon and Hu (2006), Lindstro¨m (2012), Schauer et al. (2017) and Whit-
aker et al. (2017). In the general case however, the connecting bridges cannot be sampled
independently between adjacent observation times. In fact, at time t ∈ (ti−1, ti) the process
X, conditioned on D, depends on all future conditionings Vi, . . . , Vn. To resolve this problem,
subsequent simulation of bridges on overlapping intervals has been proposed by Golightly and
Wilkinson (2008), Fuchs (2013) and van der Meulen and Schauer (2017b).
Sa¨rkka¨ and Sottinen (2008) considered filtering (instead of smoothing) of diffusions under
the assumption that the dispersion coefficient is only allowed to depend on time. If the diffusion
can be transformed to unit diffusion coefficient, then filtering can also be accomplished using
the exact algorithm for simulation of diffusions, as introduced by Beskos and Roberts (2005).
This algorithm forms the basis for the methods presented in Fearnhead et al. (2008) and
Olsson and Stro¨jby (2011). Various solutions to the filtering and smoothing problem are
further discussed in Sa¨rkka¨ and Sarmavuori (2013). Key to the proposed algorithms therein
is the assumption that the distribution of Xt, conditional on the data D can be approximated
by the normal distribution.
1.2. Approach
For i < j set X(i:j) = {Xt, t ∈ (ti, tj)}. In van der Meulen and Schauer (2017b) the following
Markov Chain Monte Carlo (MCMC) scheme was proposed for smoothing:
1. Initialise X(0:n).
2. For i = 1, . . . , n/2, sample bridges X(2i−2:2i), conditional on X2i−2, V2i−1, X2i.
3. For i = 1, . . . , n/2−1, sample bridges X(2i−1:2i+1), conditional on X2i−1, V2i and X2i+1.
Sample X(0:1) conditional on V0 and X1. Sample X(n−1:n) conditional on Vn and Xn−1.
(assuming n is even; the case n being even can be dealt with similarly). In this paper we build
upon this work and show that it is computationally just as easy to work with larger blocks
of overlapping intervals. The most extreme case consists of a single block that consists of the
complete path (Xt, t ∈ [0, tn]). Assume that X admits smooth transition densities p. That
is, for s < τ , P(s,x)(Xτ ∈ dy) = p(s, x; τ, y) dy. The starting point we take is theorem 2.3.4
from Marchand (2012). For this result the theory of initial enlargement of filtrations is used
to derive the SDE for the process X at time t ∈ (ti−1, ti), conditioned on Vi, . . . , Vn while
assuming that ηi ≡ 0 for all i. From this result it is easily derived that when there is nonzero
noise on the observations, the SDE for the conditioned process is given by
dX?t = b(t,X
?
t ) dt+ a(t,X
?
t )r(t,X
?
t ) dt+ σ(t,X
?
t ) dWt, X
?
ti−1 = xti−1 .
2
Here a(t, x) = σ(t, x)σ(t, x)′. Furthermore, r(t, x) = D log ρ(t, x) (the column vector contain-
ing all partial derivatives of log ρ(t, x) with respect to x), where ρ is defined by
ρ(t, x) =
∫
p(t, x; ti, ξi)
n∏
j=i
p(tj , ξj ; tj+1, ξj+1)qj(vj − Ljξj) dξi · · · dξn, (1.3)
with qj denoting the density of the N(0,Σj) distribution. Since p is only known in closed form
in very specific instances, ρ is intractable and hence it is not possible to simulate directly from
X?. The key idea in Schauer et al. (2017), which adressed the simpler problem of diffusion
bridge simulation, is to replace the unknown transition density p by a tractable transition
density p˜ of another diffusion process. Next, one simulates from the process which satisfies
the SDE
dX◦t = b(t,X
◦
t ) dt+ a(t,X
◦
t )r˜(t,X
◦
t ) dt+ σ(t,X
◦
t ) dWt, X
◦
ti−1 = xti−1 , (1.4)
where r˜(t, x) = D log ρ˜(t, x) and ρ˜(t, x) is defined as ρ(t, x) with the transition densities p˜
replacing p. If the laws of the processes X◦ and X? are absolutely continuous, then one can
simulate from X◦ instead of X? and correct for the discrepancy between these processes by the
Radon-Nikodym derivative of their induces laws on C([0, tn]). As the SDE for X
◦ is obtained
from the SDE for X by superimposing a guiding term, these are called guided proposals
(“proposal” as the process X◦ is actually used as a proposal in a Metropolis-Hastings step).
While this approach is conceptually clear, it is far from straightforward how to evaluate r˜
and the Radon-Nikodym derivative efficiently. It is the purpose of this paper to show how this
can be done in case p˜ is the transition density of a linear process X˜, i.e. a process satisfying
the SDE
dX˜t =
(
β˜(t) + B˜(t)X˜t
)
dt+ σ˜(t) dWt. (1.5)
Intuitively, the drift and dispersion of X˜ should be chosen such that X˜ is similar to X in areas
visited by the true conditional process. With this choice it turns out that the computations
consist of
• solving 2 systems of ordinary differential equations backwards in time;
• iteratively simulating forward X◦ and computing the Radon-Nikodym derivative be-
tween the laws of X? and X◦
Here, the first step only needs to be executed once and is akin to the updating equations in
Kalman filtering. In the second step we use the Metropolis-Hastings algorithm in which we
update the driving Wiener increments of the smoothed path using a preconditioned Crank-
Nicolson scheme (Cf. Cotter et al. (2013) and Beskos et al. (2008)). These rather simple
steps, together with its general applicability, are appealing in our opinion. We illustrate the
effectiveness of our approach in a couple of benchmark examples.
We believe the proposed algorithm has a number of attractive properties:
1. It is a computationally simple algorithm that provides a unified approach to smoothing
of both hypo-elliptic and uniformly elliptic diffusions.
2. It allows for taking into account nonlinearities in the drift efficiently.
3. It allows the dispersion coefficient to be state-dependent.
4. The algorithm targets the exact smoothing distribution and does not use the Normal
approximation in its derivation.
Regarding the final point, we derive our algorithm in continuous time, but ultimately in any
implementation the SDE for X◦ needs to be discretised. However, choosing the mesh-width
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for the discretization can be controlled by the user. We additionally give an adaptive MCMC
scheme for tuning B˜, β˜ and σ˜. Although we present our work in the context of smoothing, we
believe our results also offer great potential for filtering problems and fixed-lag smoothing. In
case (static) parameters appear in the drift and/or dispersion coefficient, these can either be
estimated using a data-augmentation approach or an approach where a joint update on these
parameters and the smoothed path is used. Compared to Sa¨rkka¨ and Sarmavuori (2013), we do
not need approximations using the normal distribution. However, our approach is presently
restricted to observations scheme (1.2), whereas Sa¨rkka¨ and Sarmavuori (2013) allow for
nonlinearities in the observation equation.
1.3. Outline
In section 2 we consider the case of two future conditionings. Here we first review key concepts
from Schauer et al. (2017) and van der Meulen and Schauer (2017b) in subsction 2.1. The
backward differential equations that are key to the derived algorithm are subsequently derived
in subsections 2.2 and 2.3. In section 3 we show how the general case of n future conditionings
can be obtained from the results for n = 2. We provide an intuitive explanation for the derived
formulas in section 4. Next, the backward differential equations are used in the definition of our
smoothing algorithm in section 5. In subsection 5.1 we comment on the choice of the auxiliary
process X˜. We conclude with numerical examples in section 6. The appendix contains a few
implementational details.
2. Two future conditionings
In this section we consider the smoothing problem where n = 2 and X0 is fully observed.
Hence, assume observations at times 0, S and T (where 0 < S < T ) with V0 = X0, VS =
LSXS + ηS and VT = LTXT + ηT . Suppose ΣS and ΣT are the covariance matrices of ηS
and ηT respectively. Assume LS ∈ RmS×d and LT ∈ RmT×d. The process X, conditioned on
(VS , VT ) satisfies the SDE
dX?t = b(t,X
?
t ) dt+ a(t,X
?
t )r(t,X
?
t ) dt+ σ(t,X
?
t ) dWt, X
?
0 = x0,
where r(t, x) = D log ρ(t, x). Here, r(t, x) is obtained from (1.3)
ρ(t, x) =
{∫
p(t, x;S, ξS)p(S, ξS ;T, ξT )ϕ(vS − LSξT ; ΣS)ϕ(vT − LT ξT ; ΣT ) dξS dξT t ∈ [0, S]∫
p(t, x;T, ξT )ϕ(vT − LT ξT ; ΣT ) dξT t ∈ (S, T ]
,
where ϕ(y; Σ) denotes the density of the N(0,Σ) distribution, evaluated at y.
2.1. Recap guided proposals
Here we recap the fundamentals from Schauer et al. (2017) and van der Meulen and Schauer
(2017b), applied to the setting of two future conditionings. The guided proposal X◦ is defined
as in (1.4):
dX◦t = b(t,X
◦
t ) dt+ a(t,X
◦
t )r˜(t,X
◦
t ) dt+ σ(t,X
◦
t ) dWt, X
◦
0 = x0,
where r˜(t, x) = D log ρ˜(t, x) and ρ˜(t, x) is defined as ρ(t, x), but with p replaced by the transi-
tion densities p˜ of the linear process in (1.5). Throughout, we adopt the following assumption.
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Assumption 2.1. There exists a strong solution for the SDE for X◦, as defined in (1.4) (in
the sense of definition V.10.9 of Rogers and Williams (2000)) jointly measurable with respect
to starting point and path W ∈ Rd′ .
Deviations of X◦ from X? can be corrected by their likelihood ratio, provided the laws of
X◦ and X? (considered as Borel measures on C[0, T ]) are absolutely continuous. We denote
the laws of X? and X◦ viewed as measures on the space C([0, T ],Rd) of continuous functions
from [0, T ] to Rd equipped with its Borel-σ-algebra by P? and P◦ respectively. By theorem
3.3 in van der Meulen and Schauer (2017b), under boundedness and smoothness assumptions
on the drift coefficient b and dispersion coefficient σ, P? is absolutely continuous with respect
to P◦ and
dP?
dP◦
(X◦) =
ρ˜(0, x0)
ρ(0, x0)
Ψ(X◦), (2.1)
where
Ψ(X◦) = exp
(∫ T
0
G(s,X◦s ) ds
)
. (2.2)
Here
G(s, x) = (b(s, x)− b˜(s, x))′r˜(s, x)
− 1
2
tr
(
[a(s, x)− a˜(s)]
[
H˜(s)− r˜(s, x)r˜(s, x)′
])
,
(2.3)
with a˜(s) = σ˜(s)σ˜(s)′ and
H˜(s) = −D2 log ρ˜(s, x)
(it turns out that H˜ does not depend on x). Here D2ijf(x) = ∂
2f(x)/(∂xi∂xj). We conclude
that computing X◦ and the Radon-Nikodym derivative requires evaluation of both r˜(s, x) and
H˜(s). As we will derive in section 2.3 the crux to their efficient computation is the existence
of a process ν(s) such that r˜(s, x) = H˜(s)(ν(s)− x) in case X˜ is a linear process.
2.1.1. Small noise on the observations
We assume nonzero noise on the observations. If there would be no noise, then absolute
continuity of P? with respect to P◦ is not automatic. Suppose for example that the diffusion is
elliptic, i.e. for all (t, x) ∈ R×Rd and y ∈ Rd there exists an ε > 0 such that y′a(t, x)y ≥ ε‖y‖2.
In case LT = I and ΣT = 0 (the diffusion is fully observed at time T without noise), then
absolute continuity requires a˜ to be chosen such that the relation a˜(T ) = a(T, xT ) is satisfied
(Cf. theorem 1 Schauer et al. (2017)). For the hypo-elliptic case, no results have appeared in
the literature yet and this is part of ongoing research.
2.2. Differential equations for evaluating r˜ and H˜
For evaluating the guiding term and the likelihood ratio tractable expressions for r˜ and H˜ are
needed. In this section we derive these expressions. To this end, define Φ to be the solution to
dΦ(t) = B˜(t)Φ(t) dt, Φ(0) = I
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and set Φ(t, s) = Φ(t)Φ(s)−1. Define
Υ(t) =
Cov
([
(η′S , η
′
T
]′)
=
[
ΣS 0mS×mT
0mT×mS ΣT
]
t ∈ [0, S]
Cov (ηT ) = ΣT t ∈ (S, T ]
,
L˜(t) =

[
LSΦ(S, t)1[0,S](t)
LTΦ(T, t)
]
t ∈ [0, S]
LTΦ(T, t) t ∈ (S, T ]
(2.4)
and
µ(t) =
∫ T
t
L˜(τ)β˜(τ) dτ, t ∈ [0, T ].
Note that µ(t) ∈ RmT for t ∈ (S, T ], while µ(t) ∈ RmS+mT when t ∈ [0, S]. Finally, let xobs
be defined by
xobs(t) =

[
v′S v
′
T
]′
t ∈ [0, S]
vT t ∈ (S, T ]
.
Note the similar structure for Υ(t), L˜(t) and xobs(t) when t is either in [0, S] or (S, T ].
Throughout we assume
Assumption 2.2. For t ∈ [0, T ]
M˜(t) =
(∫ T
t
L˜(τ)a˜(τ)L˜(τ)′ dτ + Υ(t)
)−1
.
exists.
The following theorem expresses both r˜ and H˜ in terms of these quantities.
Theorem 2.3. If assumption 2.2 holds then for all t ∈ [0, T ],
H˜(t) = L˜(t)′M˜(t)L˜(t) (2.5)
r˜(t, x) = L˜(t)′M˜(t)
(
xobs(t)− µ(t)− L˜(t)x
)
. (2.6)
Proof. The expressions for t ∈ [0, S] follow from extending lemma 2.5 in van der Meulen and
Schauer (2017b) to the case where not necessarily ΣT = 0 and LT = I. The expressions for
t ∈ (S, T ] follow from equation (4.1) in van der Meulen and Schauer (2017b).
For all t ∈ [0, T ] and x ∈ Rd, r˜(t, x) ∈ Rd and H˜(t) ∈ Rd×d. However, the dimensions of
L˜(t), M˜(t), µ(t) and xobs(t) depend on whether t ∈ [0, S] or t ∈ (S, T ]. Clearly, on [0, S],
where we have to take into account two future conditionings, the matrices become bigger. As
an example, M˜(t) is of dimension (mS + mT ) × (mS + mT ) if t ∈ [0, S], but of dimension
mT ×mT for t ∈ (S, T ].
Define
M˜†(t) = M˜(t)−1.
Note that M˜†(t) is always well defined because of assumption 2.2. Evaluation of r˜(t, x) and
H˜(t) appears numerically cumbersome, in particular due to the inverse appearing in the
definition of M˜ . However, the following lemma shows that these quantities can be computed
by solving three backward differential equations.
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Lemma 2.4. For t ∈ (S, T ]
dL˜(t) = −L˜(t)B˜(t) dt, L˜(T ) = LT (2.7)
dM˜†(t) = −L˜(t)a˜(t)L˜(t)′ dt, M˜†(T ) = ΣT (2.8)
dµ(t) = −L˜(t)β˜(t) dt, µ(T ) = 0. (2.9)
For t ∈ [0, S] these equations hold as well, with
L˜(S) =
[
0mS×d
L˜(S+)
]
, M˜†(S) =
[
ΣS 0mS×mT
0mT×mS M˜
†(S+)
]
, µ(S) =
[
0mS×d
µ(S+)
]
. (2.10)
Proof. These equations follow directly from their definitions upon differentiation. The rela-
tions in (2.10) can be verified by evaluating L˜(t) for both t = S and t = S+ (and similarly
for M˜†(t) and µ(t)).
Therefore, we first solve the backward differential equation for L˜(t) on (S, T ], use (2.10) to
obtain S˜, and next solve backwards the differential equation on [0, S]. Then the equations for
M˜†(t) and µ(t) can be solved in the same way.
Remark 2.5. The value of theorem 2.3 lies in recognition of the structure on both H˜ and
r˜, something which was not noticed in van der Meulen and Schauer (2017b). The theorem
shows that both quantities can be written in a unified way on both [0, S] and (S, T ]. The key
to this is the proper definition of L˜ (including the indicator).
Remark 2.6. Suppose LT = I and ΣT = 0. For t ∈ (S, T ] we have that M˜(t) exists if and
only if
∫ T
t
Φ(T, t)a˜(τ)Φ(T, t)′ dτ is invertible. This matrix is the controllability Grammian.
Systems theory provides sufficient conditions for controllability. In case a˜(t) is not invertible,
then M˜(t) exists if and only if the pair of functions (B˜, σ˜) is controllable on [t, T ] for any
t ∈ [0, T ) (Cf. section 5.6 in Karatzas and Shreve (1991)).
Remark 2.7. Suppose LS = I and ΣS = 0. This corresponds to the case where the diffusion
is fully observed at time S without noise. By the Markov property, the pulling term should
only depend on vS (which is then in fact xS) and not on vT . To verify this, first note that we
can write
M˜†(t) =
[
A C
C ′ D
]
,
where for t ∈ [0, S)
A =
∫ S
t
LSΦ(S, τ)a˜(τ)Φ(S, τ)
′ dτ
C =
∫ S
t
LSΦ(S, τ)a˜(τ)Φ(T, τ)
′L′T dτ = AΦ(T, S)
′L′T
D =
∫ T
t
LTΦ(T, τ)a˜(τ)Φ(T, τ)
′L′T dτ.
Now assume LS = I and A is invertible. Then we have
L˜(t) =
[
LS
LTΦ(T, S)
]
Φ(S, t) =
[
I
C ′A−1
]
Φ(S, t).
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Let Z = (D − C ′A−1C)−1. Using the formula for the inverse of a block matrix, we get
H˜(t) = Φ(S, t)′
[
I A−1C
] [A−1 +A−1CZC ′A−1 −A−1CZ
−ZC ′A−1 Z
] [
I
C ′A−1
]
Φ(S, t)
= Φ(S, t)′A−1Φ(S, t) =
(∫ S
t
Φ(t, τ)a˜(τ)Φ(t, τ)′ dτ
)−1
This is exactly as in lemma 6 of Schauer et al. (2017).
2.3. Differential equations in constant dimension for evaluating r˜ and H˜
As seen in the previous subsection, the backward differential equations in lemma 2.4 are on
[0, S] in a higher dimension than on (S, T ]. In case we extend to multiple future observations,
the dimension will increase further; the dimension on the segment closest to zero being largest.
It turns out that another set of backward differential equations can be derived, which is of
constant dimension d (the dimension of the state space of the diffusion) over the whole interval
[0, T ]. This property is maintained when multiple future conditionings are taken into account:
the recursion is always in dimension d on [0, tn]. This yields large computational savings. Key
to this other recursion is the following assumption, which we assume to hold throughout in
this subsection. For a matrix A denote its null-space by N (A).
Assumption 2.8. For all t ∈ [0, T ], N (L˜(t)) = {0}.
From (2.4) it follows that this is essentially an assumption for t ∈ (S, T ] only, as for t ∈ [0, S]
it can be ensured to hold by choice of B˜(t). The assumption implies that N (H˜(t)) = {0} and
henceforth that the process defined by H˜†(t) = H˜(t)−1 exists on (S, T ]. This in turn implies
that r˜ can be written as
r˜(t, x) = H˜(t)(ν(t)− x),
where
ν(t) = H˜†(t)L˜(t)′M˜(t) (xobs(t)− µ(t)) .
The following two lemmas show recursions for both H˜†(t) and ν(t).
Lemma 2.9. For t ∈ (S, T ],
dH˜†(t)
dt
= B˜(t)H˜†(t) + H˜†(t)B˜(t)′ − a˜(t), H˜†(T ) = (L′TΣ−1T LT )−1 . (2.11)
On [0, S] the same differential equation holds, where H˜†(S) can be obtained from H˜†(S+)
from the relation
H˜†(S) = H˜†(S+)− H˜†(S+)L′S
(
ΣS + LSH˜
†(S+)L′S
)−1
LSH˜
†(S+) (2.12)
Proof. The derivation of the differential equation is the same whether we consider t ∈ [0, S]
or t ∈ (S, T ]. Differentiating (2.5) gives
dH˜(t)
dt
=
(
d
dt
L˜(t)
)′
M˜(t)L˜(t) + L˜(t)′
(
d
dt
M˜(t)
)
L˜(t) + L˜(t)′M˜(t)
d
dt
L˜(t)
= −B˜(t)′L˜(t)′M˜(t)L˜(t) + L˜(t)′
(
d
dt
M˜(t)
)
L˜(t)− L˜(t)′M˜(t)L˜(t)B˜(t)
= −B˜(t)′H˜(t)− H˜(t)B˜(t) + L˜(t)′
(
d
dt
M˜(t)
)
L˜(t).
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Here we use (2.7) at the first equality. We have
dM˜(t)
dt
= −M˜(t)
(
d
dt
M˜†(t)
)
M˜(t) = M˜(t)L˜(t)a˜(t)L˜(t)′M˜(t). (2.13)
This gives
L˜(t)′
dM˜(t)
dt
L˜(t) = H˜(t)a˜(t)H˜(t).
Hence we get
dH˜†(t)
dt
= −H˜†(t)
(
d
dt
H˜(t)
)
H˜†(t)
= H˜†(t)B˜(t)′ + B˜(t)H˜†(t)− a˜(t).
(2.14)
The result now follows from substituting (2.8) and the definition of H˜†(t).
To derive (2.12), first note that
H˜(S) =
[
LS
LTΦ(T, S)
]′
M˜(S)
[
LS
LTΦ(T, S)
]
=
[
LS
LTΦ(T, S)
]′ [
ΣS 0
0 M˜(S+)
]−1 [
LS
LTΦ(T, S)
]
= L′SΣ
−1
S LS + H˜(S+).
The stated expression now follows from Woodbury’s formula.
Lemma 2.10. For t ∈ (S, T ],
dν(t)
dt
= B˜(t)ν(t) + β˜(t), ν(T ) = (L′TΣ
−1
T LT )
−1L′TΣ
−1
T vT . (2.15)
On [0, S] the same differential equation holds, where ν(S) can be obtained from ν(S+) from
the relation
ν(S) = H˜†(S)
(
L′SΣ
−1
S vS + H˜(S+)ν(S+)
)
. (2.16)
Proof. The derivation of the differential equation is the same whether we consider t ∈ [0, S]
or t ∈ (S, T ]. We have, using (2.11), (2.13) and (2.7)
d
dt
(
H˜†(t)L˜(t)′M˜(t)
)
= B˜(t)H˜†(t)L˜(t)′M˜(t).
Using (2.9) we get
d
dt
(xobs(t)− µ(t)) = L˜(t)β˜(t).
The previous two equations together yield
d
dt
ν(t) = B˜(t)H˜†(t)L˜(t)′M˜(t) (xobs(t)− µ(t)) + H˜†(t)L˜(t)′M˜(t)L˜(t)β˜(t)
= B˜(t)ν(t) + β˜(t).
The value of ν(T ) follows from H˜†(T ) = (L′TΣ
−1
T LT )
−1, L˜(T ) = LT , M˜(T ) = Σ−1T , xobs(T ) =
vT and µ(T ) = 0.
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To obtain the expression for ν(S), note that
ν(S) = H˜†(S)L˜′SM˜(S) (xobs(S)− µ(S))
= H˜†(S)
[
LS
L˜(S+)
] [
ΣS 0
0 M˜(S+)
]−1([
vS
xobs(S+)
]
−
[
0∫ T
s
LTΦ(T, τ)β˜(τ) dτ
])
= H˜†(S)
(
L′SΣ
−1
S vS + L˜(S+)M˜(S+) (xobs(S+)− µ(S+))
)
= H˜†(S)
(
L′SΣ
−1
S vS + H˜(S+)ν(S+)
)
.
Remark 2.11. We investigate the behaviour of H˜†(S) and ν(S) when the noise level tends
to zero. Assume LSH˜
†(S+)L′S is invertible. Then it follows from (2.12) that the expression
for H˜†(S) is also well defined when ‖Σ‖ → 0. Moreover, when Σ = 0 we have
LSH˜
†(S) = LSH˜†(S+)− LSH˜†(S+)L′S
(
LSH˜
†(S+)L′S
)−1
LSH˜
†(S+) = 0.
To investigate the limiting behaviour of ν(S), we write
LSν(S) = LSH˜
†(S)L′SΣ
−1
S vS + LSH˜
†(S)H˜(S+)ν(S+).
The second term on the right-hand-side is easily seen to tend to zero when ‖ΣS‖ → 0. For
deriving the limit of the first term on the right-hand-side we define C = LSH˜
†(S+)L′SΣ
−1
S
and rewrite
LSH˜
†(S)L′SΣ
−1
S = LSH˜
†(S+)L′SΣ
−1
S
− LSH˜†(S+)L′S
(
ΣS + LSH˜
†(S+)L′SΣ
−1
S ΣS
)−1
LSH˜
†(S+)L′SΣ
−1
S
= C − C(I + C)−1C = (I + C−1)−1 ,
where we used Woodbury’s formula at the final equality. Now
C−1 = ΣS
(
LSH˜
†(S+)L′S
)−1
→ 0, when ‖ΣS‖ → 0.
This implies that LSH˜
†(S)L′SΣ
−1
S → I. Combining these results we obtain that
LSν(S)→ vS , when ‖ΣS‖ → 0.
In particular, if we have full observations at time S, i.e. LS = I, then H˜
†(S) → 0 and
ν(S)→ vS if ‖ΣS‖ → 0. As a consequence, in case of full observations and no noise, we recover
the full observation without noise case (in this simpler setting, the differential equations for
ν and H˜† were derived in van der Meulen and Schauer (2017c)). However, in the general case
where LS is not of full rank, we need that det ΣS 6= 0 to obtain the value of ν(S) from ν(S+).
3. Multiple future conditionings
The results of subsection 2.2 can be generalised to the case where we condition on future
incomplete observations Vi = vi at times ti (1 ≤ i ≤ n). Suppose t ∈ (ti−1, ti], then we have
Υ(t) = diag(Σi, . . . ,Σn)
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L˜(t) =

LiΦ(ti, t)1[0,ti](t)
Li+1Φ(ti+1, t)1[0,ti+1](t)
· · ·
LnΦ(tn, t)1[0,tn](t)

µ(t) =
∫ tn
t
L˜(τ)β˜(τ) dτ.
The differential equations of lemma 2.4 are still valid. The relations in (2.10) can be generalised
to
L˜(ti) =
[
0mi×d
L˜(ti+)
]
M˜†(ti) = diag(Σ1, . . . ,Σi, M˜†(ti+)) µ(ti) =
[
0mi×d
µ(ti+)
]
. (3.1)
The results from subsection 2.3 can also be generalised. It is easily seen that equations
(2.11) and (2.15) hold in general. The transitions at observation times ti are exactly as in
lemmas 2.9 and 2.10. They are given in section 5.
4. Understanding the backward scheme
Here, we provide some intuition on the backward scheme for H˜†(t) and ν(t). Denote X˜ti by
X˜i. Using “Bayesian notation”, we have
p(X˜i | Vi, . . . , Vn) ∝ p(Vi | X˜i, Vi+1, . . . , Vn)p(X˜i | Vi+1, . . . , Vn)
= p(Vi | X˜i)p(X˜i | Vi+1, . . . , Vn)
which is valid for all i = 0, . . . , n− 1. Now clearly
Vi | X˜i ∼ N(LiX˜i,Σi)
X˜i | Vi+1, . . . , Vn ∼ N(ν(ti+), H˜†(ti+))
From these laws, we find that X˜i | Vi, . . . , Vn is normally distributed with mean ν(ti) and
covariance matrix H˜†(ti) and their values can indeed be obtained from equations (2.12) and
(2.16).
For i = n, which yields ν(tn) and H˜
†(tn), note that
p(X˜n | Vn) ∝ p(Vn | X˜n)p(X˜n).
From this expression we find that if we assume p(X˜n) ∝ 1 (the improper uniform prior), then
X˜n | Vn = vn ∼ N
(
ν(tn), H˜
†(tn)
)
(4.1)
with
H˜†(tn) =
(
L′nΣ
−1
n Ln
)−1
and ν(tn) = H˜
†(tn)L′nΣ
−1
n vn.
This corresponds exactly to the initialisation H˜†(tn+) = 0 and ν(tn+) = 0 (using equations
(2.12) and (2.16)).
In case we assume X˜n to have the N(κ,C)-distribution, we obtain (4.1) with
H˜†(tn) =
(
L′nΣ
−1
n Ln + C
−1)−1
ν(tn) = H˜
†(tn)
(
L′nΣ
−1
n vn + C
−1κ
)
.
(4.2)
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Again, these values can be obtained from the update equations (2.12) and (2.16); this time
by defining
ν(tn+) = κ and H˜
†(tn+) = C. (4.3)
This choice is particularly relevant in case L′nΣ
−1
n Ln is not invertible, as taking C
−1 6= 0
ensures existence of H˜†(t) and henceforth has a regularising effect.
One way to view (4.3), is by imagining the inclusion of an artificial observation immediately
after the time of the last observation. Denote this time by tn+. Now suppose at time tn+ we
have the observation Vn+ satisfying Vn+ = κ + ηn+, where ηn+ ∼ N(0, C). This corresponds
to fully observing the process at time tn+ with value κ with N(0, C)-noise superimposed. This
extra artificial observation Vn+ regularises the case of partial observations as it always ensures
that the final (real albeit artificial) observation is fully observed with noise. In this way it is
ensured that assumption 2.8 is satisfied on the “interval” including the last observation.
We will choose κ = 0 and C−1 = εId, where ε ∈ [0,∞). In case the final observation is
fully observed, one can take ε = 0, else a small value can be taken.
5. A novel smoothing algorithm
In this section we use the differential equations for H˜† and ν derived in section 2.3 to derive
an algorithm for continuous-discrete smoothing of diffusions. The algorithm assumes the ad-
dition of an artificial observation Vn+ ∼ N(0, ε−1I) as explained in section 4. Furthermore,
a preconditioned Crank-Nicolson scheme is used (Cf. Cotter et al. (2013) and Beskos et al.
(2008)). Recall that assumption 2.1 ensures the existence of a measurable map g such that
X◦ = g(X0,W ), where W is a Wiener process in Rd
′
.
We propose the following algorithm:
Algorithm 5.1. Choose a regularisation parameter ε ≥ 0 and a persistence parameter λ ∈
[0, 1). Denote the number of MCMC iterations by N .
1. Initialise
H˜†(tn) =
(
L′nΣ
−1
n Ln + εI
)−1
ν(tn) = H˜
†(tn)L′nΣ
−1
n vn.
2. For i = n− 1 to 0
(a) For t ∈ (ti, ti+1], backwards solve the ordinary differential equations
dH˜†(t)
dt
= B˜(t)H˜†(t) + H˜†(t)B˜(t)′ − a˜(t),
dν(t)
dt
= B˜(t)ν(t) + β˜(t).
(b) Compute
H˜†(ti) = H˜†(ti+)− H˜†(ti+)L′i
(
Σi + LiH˜
†(ti+)L′i
)−1
LiH˜
†(ti+),
ν(ti) = H˜
†(ti)
(
L′iΣ
−1
i vi + H˜(ti+)ν(ti+)
)
.
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3. Sample X0 ∼ N
(
ν(0), H˜†(0)
)
and a Wiener process Z on [0, tn]. Simulate the guided
proposal X◦ = g(X0, Z), i.e.
dX◦t =
(
b(t,X◦t ) + a(t,X
◦
t )H˜(t)(ν(t)−X◦t )
)
dt+ σ(t,X◦t ) dZt.
Initialise X by defining X = (X◦t , t ∈ [0, tn]).
4. Repeat N times
(a) Propose a new value for X◦0 as follows
X◦0 = ν(0) +
√
λ(X0 − ν(0)) +
√
1− λZ,
with Z ∼ N(0, H˜†(0)). Sample independently a Wiener process W and set
Z◦ =
√
λZ +
√
1− λW.
Compute
X◦ = g(X◦0 , Z
◦).
(b) Compute
A = Ψ(X◦)Ψ(X)−1,
where Ψ is as defined in (2.2). Draw U ∼ U(0, 1). If U < A then set X = X◦ and
Z = Z◦.
In steps (1) and (2) H˜†(t) and ν(t) are calculated for t ∈ [t0, tn]; the formulas follow
directly from lemmas 2.9 and 2.10. Once these have been calculated and stored (on a fine grid),
the remainder of the algorithm consists of steps where first the driving Wiener increments
of X◦ are perturbed, then the process X◦ is simulated forward and finally the acceptance
probability is evaluated. After “burnin”, the sample paths generated by this algorithm are
from the smoothing distribution.
Lemma 5.2. Algorithm 5.1 targets the distribution of (Xt, t ∈ [0, tn]), conditional on the
observations D.
Proof. We use “Bayesian notation”. Write X(0:n] = (Xt, t ∈ (0, tn]) and X[0:n] = (Xt, t ∈
[0, tn]) The target density can be factorised as
p(X[0:n] | D) = p(X(0:n] | X0, D)p(X0 | D).
The proposal X◦[0:n] is defined by
q(X◦[0:n] | X[0:n], D) = q(X◦0 | X0, D)q(X◦(0:n] | X◦0 , X(0:n], D).
Let p˜ refer to conditional densities for the auxiliary process X˜. By choice of the update for X˜
we have
q(X◦0 | X0, D)
q(X0 | X◦0 , D)
p˜(X0 | D)
p˜(X◦0 | D)
= 1. (5.1)
This can be seen as follows: if we sample (X0, X
◦
0 ) according to the densities in the numerator,
then
X0 ∼ N(ν(0), H˜†(0))
X◦0 | X0 ∼ N
(
ν(0) +
√
λ(X0 − ν(0)), (1− λ)H˜†(0)
)
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By elementary properties of the normal distribution it follows that[
X0
X◦0
]
∼ N
([
ν(0)
ν(0)
]
,
[
H˜†(0)
√
λH˜†(0)√
λH˜†(0) H˜†(0)
])
(see for instance lemma A.1 on page 209 in Sa¨rkka¨ (2013)). Therefore, the proposal on X0
satisfies detailed balance for the target distribution p˜(X0 | D) for any λ ∈ [0, 1). Similarly,
the acceptance probability for the update Znew is the same for any λ ∈ [0, 1). Without loss of
generality we therefore assume λ = 0.
The acceptance probability for the update from X[0:n] to X
◦
[0:n] equals 1 ∧A, where
A =
p(X◦(0:n] | X◦0 , D)p(X◦0 | D)
p(X(0:n] | X0, D)p(X0 | D)
q(X0 | X◦0 , D)q(X(0:n] | X0, X◦(0:n], D)
q(X◦0 | X0, D)q(X◦(0:n] | X◦0 , X(0:n], D)
Now
p(X◦(0:n] | X◦0 , D)
q(X◦(0:n] | X◦0 , X(0:n], D)
=
ρ˜(0, X◦0 )
ρ(0, X◦0 )
Ψ(X◦[0:n])
Note that ρ(0, X0) = p(X0 | D) and ρ˜(0, X0) = p˜(X0 | D). Using these equalities, preceding
display and (5.1), the expression for A can be simplified to
A =
ρ˜(0, X◦0 )
ρ(0, X◦0 )
Ψ(X◦[0:n])
(
ρ˜(0, X0)
ρ(0, X0)
Ψ(X[0:n])
)−1
ρ(0, X◦0 )
ρ(0, X0)
p˜(X0 | D)
p˜(X◦0 | D)
= Ψ(X◦[0:n])
/
Ψ(X[0:n]).
This is exactly as specified in step 4(b) of the algorithm.
While the algorithm is theoretically valid for any fixed value of λ, it efficiency strongly
depends on the particular choice of this parameter. Instead of a fixed value of λ, we can
choose it randomly in each iteration of step (4): the acceptance probability in step (5) is not
affected by its value (Cf. the discussion after algorithm 1 in van der Meulen and Schauer
(2017a)).
Remark 5.3. In case there are unknown parameters in either the drift or dispersion coef-
ficient, or the covariance matrices Σi (0 ≤ i ≤ n) cannot be assumed known, then a data-
augmentation algorithm can be used. This entails iteratively sampling from the unknown
parameters conditional on the smoothed path, followed by the presented smoothing algo-
rithm with the current values of the parameters. This approach is well known in the present
setting and goes back to the seminal paper by Roberts and Stramer (2001). For a general
discussion on this we refer to van der Meulen and Schauer (2017a).
Remark 5.4. If the measurement error is close to zero, then the (Euler) discretisation of the
guided proposal is a delicate matter due to the behaviour of the guiding term just prior to
observation times. As discussed in section 5 of van der Meulen and Schauer (2017a) a time
change and scaling of the process can alleviate discretisation errors. For completeness, we
present this approach in appendix A.
Remark 5.5. Suppose in between two adjacent time points ti and ti+1 we use m imputed
points. Saving the values of ν(t) and H˜†(t) on the grid then requires saving approximately
mnd2/2 real numbers. To see this: by symmetry of H˜†(t), saving both H˜†(t) and ν(t) at one
particular point requires saving d(d− 1)/2 +d real numbers. This is to be multiplied with the
number of points on the grid, which is O(mn).
14
5.1. Choice of the auxiliary process X˜
The algorithm requires choosing the auxiliary process X˜, i.e. the parameters β˜(t), B˜(t) and
σ˜(t). A number of practical ways for doing this are discussed in van der Meulen and Schauer
(2017a) (section 4.4). We present a number of ways for doing this:
A Waive the freedom and simply take σ˜ constant, B˜(t) ≡ 0 and β˜ = 0. Under regular-
ity conditions on σ, L and Σ this yields a valid algorithm, which still takes the local
nonlinearity into account through the presence of b in (1.4).
B Choose σ˜ = σ, B˜(t) ≡ 0 and take β˜ nonzero to take the nonlinearity in the system also
into account in the pulling term. To determine β˜, we propose to first solve ν(tn) from
L′nΣ
−1
n Lnν(tn) = L
′
nΣ
−1vn.
Next, for i = n to 1:
(a) For t ∈ (ti−1, ti], backwards solve
dx(t) = b(t, x(t)) dt, x(ti) = ν(ti).
Set β˜(t) = b(t, x(t)).
(b) Compute ν(t) for all t ∈ (ti−1, ti]. Compute ν(ti−1) using ν(ti−1+) using (2.16).
C Adaptively improve upon the auxiliary process. We give a more elaborate way to choose
B˜ and β˜ adaptively which does not require to treat different drift functions in a case
specific way. The overall idea is to determine x¯(t) = E[Xt | D] and do a first order Taylor
expansion b˜(t, x) = b(t, x¯(t))+Jb(t, x¯(t))(x− x¯(t)) where Jb denotes the Jacobian matrix
of b. Of course x¯(t) is unknown, but information becomes available during MCMC-
iterations.
More specifically, we propose to first use the auxiliary process constructed by one of
the preceding methods to get b˜(0)(t, x) = β˜(t) + B˜(t)x. Next, run the algorithm for k
iterations and compute the average of these k paths. Denote this average by {X¯(0)(t), t ∈
[0, tn]}. Next, starting at i = 1, repeat the following steps until the prescribed total
number of iterations has been reached.
(a) Set
b˜(i)(t, x) = b(t, X¯(i−1)(t)) + Jb(t, X¯(i−1)(t))
(
x− X¯(i−1)(t)
)
.
(b) Recompute H˜†(t) and ν(t) on [0, tn] based on b˜(i)(t, x).
(c) Perform k MCMC-iterations based on H˜†(t) and ν(t). Compute the average of all
simulated paths to obtain {X¯(i)(t), t ∈ [0, tn]}
This adaptive scheme has diminishing adaptation. While a formal proof is not within
the scope of this article, simulation results indicate that this method offers an effective
automatic way for choosing the auxiliary process.
Methods A and B always give a valid algorithm for uniformly elliptic diffusions, though
may be very inefficient.
6. Examples
In all examples, the differential equations for ν(t) and H˜†(t) have been solved using a Runge-
Kutta scheme with the Ralston tableau (Ralston (1965)). The guided proposal is obtained by
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solving its SDE using Euler-discretisation. The code is available in the folder supplements
of the package Bridge (Schauer and contributors (2017)) for the programming language Julia
(Bezanson et al. (2017)).
6.1. Lorenz system
The Lorenz system is notable for having chaotic solutions for certain parameter values and
initial conditions. It is described by the SDE with drift and dispersion coefficient given by
b(x) =
 θ1(x2 − x1)θ2x1 − x2 − x1x3
x1x2 − θ3x3
 and σ = σ0I3×3.
Data: We simulated the process on [0, 4] with mesh-width 8e-5 and retained 101 obser-
vations at times 0, 0.04, 0.08, . . . , 4. We took θ =
[
10 28 8/3
]′
, σ0 = 3 and Σi = I as covari-
ance matrix for the noise. The process was initialised at x0 =
[
1.508870 −1.531271 25.46091]′.
The simulated path and observed data are shown in figure 1.
Algorithm details: We sample λ randomly at each iteration. As we wish to assign more
probability to values of λ close to 1 compared to 0, we chose λ ∼ Beta(1, α) which is a
simple and pragmatic approach. We took as regularisation parameter ε−1 = 2000. Every 103
iterations we adjust the auxiliary process based on the mean of the past samples. Only the
first time an adaptive update is performed the algorithm is set to automatically accept the
proposal.
We ran the MCMC-sampler for 106-iterations using methods A, B and C for choosing the
auxiliary process X˜. For methods A and B we took α = 5, resulting in average acceptance
probabilities of 0.24 and 0.26 respectively. This corresponds to small incremental updates. For
method C we took α = 0.5 resulting in the average acceptance probability 0.89. This is close
to an independence sampler. Each simulation run took about 20 minutes on a machine with
an Intel Core M 1.1 GHz processor with 2 cores.
In figures 2, 3 and 4 we show traceplots and autocorrelation plots for the smoothed value
at t = 2. The brown dashed lines in the traceplots indicate the values of the simulated path of
the diffusion. As we only have one realisation of the path and finitely many observations, the
conditional distribution (given the data) is not centred at this line. However, we can expect
the samples to be close to these lines. More definitive information about the location of the
conditional distribution is provided by the location of the samples in figure 4, where the chain
certainly has reached its equilibrium. From the trace- and autocorrelation plots is is clear that
method C outperforms the other methods substantially. In fact, almost independent samples
from the posterior are obtained. For completeness, we also include similar plots at the starting
point for method C in figure 5.
In figures 6, 7 and 8 twenty samples of the smoothed path are shown for methods A, B
and C respectively. These have been obtained by subsampling the Metropolis-Hastings chains
every 5000 steps. In darker colours the sample path used to generate the observations, and the
observations themselves, have been added. In figure 6 it can be seen that the blue coloured
parts of the samples are not as close to the truth as in the other figures. This is not surprising
as the traceplots indicate that the chain has not reached equilibrium yet.
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Figure 1. Lorenz system: A sample path of the stochastic Lorenz system on for t = [0, 4], together with 101
equidistanced complete observations with standard normal error on the coordinates. Colors indicate progress
of time, with t = 0 being violet/dark.
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Figure 2. Lorenz system: Traceplots (top) and autocorrelations plots (bottom) of the MCMC iterates for X2.
Auxiliary process chosen by method [A]. The autocorrelation plots disgard the first 104 samples which are
treated as burnin samples. The dashed horizontal lines in the traceplots indicate the value of the simulated
path.
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Figure 3. Lorenz system: Traceplots (top) and autocorrelations plots (bottom) of the MCMC iterates for X2.
Auxiliary process chosen by method [B]. The autocorrelation plots disgard the first 104 samples which are
treated as burnin samples. The dashed horizontal lines in the traceplots indicate the value of the simulated
path.
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Figure 4. Lorenz system: Traceplots (top) and autocorrelations plots (bottom) of the MCMC iterates for X2.
Auxiliary process chosen by method [C]. The autocorrelation plots disgard the first 104 samples which are
treated as burnin samples. The dashed horizontal lines in the traceplots indicate the value of the simulated
path.
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Figure 5. Lorenz system: Traceplots (top) and autocorrelations plots (bottom) of the MCMC iterates for X0.
Auxiliary process chosen by method [C]. The autocorrelation plots disgard the first 104 samples which are
treated as burnin samples. The dashed horizontal lines in the traceplots indicate the value of the simulated
path.
Figure 6. Lorenz system: Twenty samples of the smoothed path, obtained by subsampling the Metropolis-
Hastings chain every 5000 steps with method A. In darker colours the sample path used to generate the
observations, and the observations themselves, have been added.
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Figure 7. Lorenz system: Twenty samples of the smoothed path, obtained by subsampling the Metropolis-
Hastings chain every 5000 steps with method B. In darker colours the sample path used to generate the
observations, and the observations themselves, have been added.
Figure 8. Lorenz system: Twenty samples of the smoothed path, obtained by subsampling the Metropolis-
Hastings chain every 5000 steps with method C. In darker colours the sample path used to generate the
observations, and the observations themselves, have been added.
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6.2. Simple pendulum
The differential equation for the angular position of a single pendulum is given by
d2x(t)
dt2
+ θ2 sin(x(t)) = 0.
Here x(t) gives the angular position at time t and θ is the angular velocity of the linearised
pendulum. Under the assumption that the acceleration is in fact a white-noise process, we
arrive at the SDE
dXt =
[
0 1
0 0
]
Xt dt+
[
0
−θ2 sin(X1t)
]
dt+
[
0
γ
]
dWt,
where Xt =
[
Xt1 Xt2
]′
. This is an example of a two dimensional hypo-elliptic diffusion. It
was previously discussed in section 3.1 of Sa¨rkka¨ and Sottinen (2008). Assume the position is
observed with noise at times t0 < t1 < · · · tn. This amounts to Li =
[
1 0
]
for all i = 0, . . . , n
in our setup.
Data: We simulated the process on [0, 4] with mesh-width 8e-05 and retained 101 ob-
servations at times 0, 0.04, 0.08, . . . , 4. We took θ = 1, γ = 1 and considered both σ2 = 1
and σ2 = 0.001 as variance for the noise on the observations. The process was started at
x0 =
[
1 0.5
]′
.
Algorithm details: We took as regularisation parameter ε−1 = 2000. Every 103 iterations
we adjust the auxiliary process based on the mean of the past samples. Only the first time
an adaptive update is performed the proposal is forced to be automatically accepted.
We ran the MCMC-sampler for 106-iterations, where the auxiliary process was initialised
with
B˜(t) =
[
0 1
0 0
]
β˜(t) =
[
0
0
]
σ˜ =
[
0
γ
]
.
This choice respects the hypo-elliptic structure of the diffusion in the construction of the
guiding term in X◦, but fully ignores the nonlinearitiy. We first discuss the results for σ2 = 1.
We took α = 0.5 resulting in an average acceptance probability of 0.96, respective 0.98. This
is close to an independence sampler.
In figure 9 trace- and autocorrelation plots for the smoothed value at time 0 are displayed.
For the autocorrelation plots, the first 2000 observations have been discarded. We also made
autocorrelation plots at time t = 2 and these look similar to those for time t = 0. In figure 10
the simulated full path is displayed in yellow and the observations are depicted by red dots.
The solid black line is the posterior mean. The grey area is enclosed by the curves located
at the posterior mean ±1.96 times the poster standard deviation (computed at each time
instance).
In case σ2 = 0.001 the posterior mean is shown in figure 11. Here, the first component is not
included as it can almost be recovered exactly due to the relatively high temporal frequency
of the observations and low noise on the observations.
Appendix A: Implementation using a time-change and scaling
If the noise level on the observation is small, care is required in the discretisation of guided
proposals near the conditioning points. For this reason, a time-change and scaling was intro-
duced in section 5 of van der Meulen and Schauer (2017a). Here, we explain it for the case of
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Figure 9. Pendulum example: Traceplots (top) and autocorrelations plots (bottom) of the MCMC iterates
for X0. The data were generated with σ = 1. Auxiliary process chosen by method C. The autocorrelation
plots discard the first 2000 samples which are treated as burnin samples. The horizontal lines in the traceplots
indicate the value of the simulated path.
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Figure 10. Pendulum example: top- and bottom plot display results for the first and second component
respectively. The data were generated with σ2 = 1. The black line is the posterior mean, the grey areas
displays marginal 95%-credible sets using a Normal approximation. The observations are depicted by red
points. The yellow curves represent the simulated path.
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Figure 11. Pendulum example: second component. The data were generated with σ2 = 0.001. The black line
is the posterior mean, the grey areas displays marginal 95%-credible sets using a Normal approximation. The
observations are depicted by red points. The yellow curves represent the simulated path.
2 future conditionings (as in section 2). Define the mapping τ : [0, S + T ]→ [0, S + T ] by
τ(s) =
{
s
(
2− sS
)
if s ∈ [0, S]
S + (s− S)
(
2− s−ST−S
)
if s ∈ [S, T ] .
For a mapping f : R→ R we write fτ (s) = f(τ(s)). We propose to discretise the process Us,
defined by
Us =
ντ (s)−X◦τ(s)
τ˙(s)
,
instead on X◦s . This process satisfies the SDE
dUs =
(
B˜τ (s)vτ (s) + β˜τ (s)− bτ (s, Us))
)
ds
−
(
τ¨(s)
τ˙(s)
I + aτ (s, Us)J(s)
)
Us ds
+
1√
τ˙(s)
στ (s, Us) dWs, U0 =
ντ (0)− x0
2
Here, J is defined by
J(s) = τ˙(s)H˜τ (s).
Furthermore, we have used the notation bτ (s, y) = b(τ(s), vτ (s)− τ˙(s)y) and similarly for στ
and aτ . For the likelihood ratio (2.1), note that r˜(τ(s), X
◦
τ(s)) = J(s)Us.∫ T
0
G(s,X◦s ) ds =
∫ T
0
(
bτ (s, Us)− b˜τ (s, Us)
)
J(s)Usτ˙(s) ds
− 1
2
∫ T
0
tr ({aτ (s, Us)− a˜τ (s)} {J(s)− J(s)UsU ′sJ(s)τ˙(s)}) ds
Finally, by the chain-rule, H˜†τ (s) and ντ (s) satisfy the backward differential equations
d
dt
H˜†τ (t) =
(
B˜τ (t)H˜
†
τ (t) + H˜
†
τ B˜τ (t)
′ − a˜τ (t)
)
τ˙(s)
and
d
dt
ντ (t) =
(
B˜τ (t)ντ (t) + β˜τ (t)
)
τ˙(s).
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