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Abstract: The last few decades have seen widespread advances in technological means to characterise
observable aspects of human behaviour such as gaze or posture. Among others, these developments
have also led to significant advances in social robotics. At the same time, however, social robots
are still largely evaluated in idealised or laboratory conditions, and it remains unclear whether
the technological progress is sufficient to let such robots move “into the wild”. In this paper, we
characterise the problems that a social robot in the real world may face, and review the technological
state of the art in terms of addressing these. We do this by considering what it would entail
to automate the diagnosis of Autism Spectrum Disorder (ASD). Just as for social robotics, ASD
diagnosis fundamentally requires the ability to characterise human behaviour from observable
aspects. However, therapists provide clear criteria regarding what to look for. As such, ASD diagnosis
is a situation that is both relevant to real-world social robotics and comes with clear metrics. Overall,
we demonstrate that even with relatively clear therapist-provided criteria and current technological
progress, the need to interpret covert behaviour cannot yet be fully addressed. Our discussions have
clear implications for ASD diagnosis, but also for social robotics more generally. For ASD diagnosis,
we provide a classification of criteria based on whether or not they depend on covert information
and highlight present-day possibilities for supporting therapists in diagnosis through technological
means. For social robotics, we highlight the fundamental role of covert behaviour, show that the
current state-of-the-art is unable to characterise this, and emphasise that future research should tackle
this explicitly in realistic settings.
Keywords: autism spectrum disorder; diagnosis; technology; behaviour
1. Introduction
Having robots engage socially with humans is a desirable goal for social robotics. It lowers the
barrier to entry into interactions, as it allows the humans to engage and interact with the robot in a
way similar to how they would interact with another human. This would remove the need for any
specialist robotics knowledge or training for the human users, and thus substantially expands the
application domains for social robots beyond the current largely restricted environments in which
they are currently used. However, there remain a range of fundamental challenges to being able to
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achieve this. Principal among these is that in order to behave appropriately, it is necessary for the
robot to understand what its human interaction partner is doing (and indeed what they may do). Apart
from current limitations in sensory detection technologies (which are improving), the problem remains
that essentially the robot observer can only have information about observable (overt) behaviour, but
has no access to the mental states (or covert aspects of behaviour) that led to these overt behaviours
– this requires further inference. This fundamental challenge for social robotics is the topic of this
contribution: we characterise the current state of the art with respect to this problem, synthesising
advances across a range of technology disciplines, and highlighting where further technological
advances can be most usefully made.
1.1. Recognising Human Internal States from Observable Kinematics in Social Robotics
The ability to infer the mental states of other agents is a fundamental component of social
interaction. In humans, this ability is called “Theory of Mind”. The exact mechanisms underlying
it remain unclear; some hypotheses center around an ability to create folk-psychological models of
other minds while others suggest that internal simulation mechanisms normally used to control one’s
own behaviour can be used to understand and predict the behaviours of others from observation [1,2].
In robotics, the latter, along with its connections to mirror neurons, has long inspired, for example,
forms of imitation learning and action understanding that rely on the robot’s own forward and inverse
kinematic models [3–6].
That said, merely predicting the outcome of actions is not the same as understanding internal
mental states from observable kinematics. The latter is seen as a pre-requisite for truly social robotics,
yet remains a challenge [7]. While we will give a brief overview of relevant work in the sections
below, much current work in social robotics does not address this directly but focuses on, among
others, characterising end user requirements in specific applications [8] or studying the degree to
which phenomena known from social sciences are applicable to human-robot interactions [9]. It is
noteworthy that relatively little is actually required of the robots themselves in such studies, and a
Wizard-of-Oz control paradigm is sufficient. Applications of social robots that do require the robot
to possess at least some autonomous behaviour exist, for example in education [10] or robot-assisted
therapy for disorders such as Autism Spectrum Disorder [11–13], but these are still relatively narrow
domains within social robotics.
Overall, there is relatively little research that directly investigates the degree to which the state
of the art currently allows social robots in the more general sense. At the same time, this is a timely
question since, as we will discuss in this paper, technological progress in recent years does allow
for relatively comprehensive observation of human agents in the environment and, together with
advances in data analysis (for example, using deep networks) is at a point where it might be feasible to
advance in this direction as well.
In this paper we evaluate this technological progress and the degree to which it fulfils the needs
of social robots that would exist “in the wild”, and not constrained to narrow domains. To perform
such an evaluation requires a scenario that captures the essential requirements for social robotics. Here,
we focus on the automation of the diagnosis of Autism Spectrum Disorder (ASD) for this purpose. We
will detail this problem domain further below, but it is important to note that it is distinct from using
robots in ASD therapy: indeed, diagnosis, in principle, does not even require a robot. On the other
hand, diagnosing ASD does require the ability to observe social interactions and infer underlying
mental states, which is the core requirement for social robots that we are interested in here. It is also a
domain for which clear protocols, assessment criteria and so on exist. For our purposes, this is a crucial
advantage over other social contexts because it provides us with the ability to evaluate the degree to
which technology can meet these criteria. It is also worth noting that the automation of ASD diagnosis
is in itself a relevant research topic; not to replace the clinical therapists involved, but to support them:
as we will see below, the process is rather intensive but opportunities for alleviating the burden exist.
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In the remainder of this introduction, we first describe ASD and diagnostic criteria. We then break
these down into different categories, based on whether they focus just on the behaviour of the child or
on the interaction itself, and whether they concern the assessment of overt or covert information. We
then discuss the degree to which technological means can fulfil these requirements.
1.2. Diagnosing Autism Spectrum Disorder
ASD is characterised by the Diagnostic and Statistical Manual of Mental Disorders (DSM-V) [14]
using two categories of behaviour: social communication difficulties and restricted or repetitive
behaviour patterns. Since the identification of ASD [15,16], the literature has examined potential
causes, intervention techniques and approaches to diagnosis. These investigations have revealed ASD
to be a complex developmental disorder with high levels of heterogeneity within the clinical population
in terms of symptom presentation and severity [17]. Furthermore, there are no biologically based tests
for ASD [18]. As such, the diagnosis of ASD remains a very difficult task, relying on the interpretation
of current and retrospective observations of an individual’s behaviour, and of developmental aspects,
by different specialists including psychologists, psychiatrists and speech therapists [19,20]. These
observational judgements are then quantified according to standard protocols such as the Diagnosis
Interview Revised (ADI-R) [21], the Childhood Autism Rating Scale (CARS) [22], and the Autism
Diagnostic Observation Schedule Generic (ADOS-G) [23].
Despite the efforts made thus far to improve and standardise the diagnostic process (via the tools
listed above), the variable nature of ASD and the emergence of symptoms in early childhood [24] amid
ongoing developmental changes does cause difficulties for its identification and diagnosis [18]. While
standardisation of the diagnostic process via tools such as those above has been effective in aiding
clinicians in this task [20,25], there is room for improvement. In particular, surveys asking parents
about the process of getting an ASD diagnosis for their child found that even though parents first
seek a diagnosis when their child is aged 3.9 years (on average), a final diagnosis is not received until
the child is 7.5 years. Consequently, one way in which the diagnostic process could be improved
would be to reduce the time taken from when parents first seek a diagnosis to when a final diagnosis is
received [26].
One way to address this would be to provide protocols which are easier to implement, and able
to produce useful information without over-reliance on human expertise and thereby provide General
(GPs) and other practitioners with the means to make more informed decisions about when to refer a
patient for expert diagnosis. It is important to note that we do not propose to replace the assessments
carried out by expert clinicians, but rather to make the process of accessing these assessments easier,
cheaper and more efficient. We propose that technologies able to provide useful information about an
individual’s diagnostic status could contribute to achieving this goal.
Technical advances have long inspired research into how technologies can be applied to diagnostic
scenarios, a method referred to in the medical field as Computed-Aided Diagnosis (CAD) [27]. These
applications have various motivations including improving the objectivity of decision-making or
measurement [28] and incorporating information into the diagnostic process that is more readily
detected, measured or used by computers than humans alone [27]. While such techniques were applied
to physiological maladies, the advent of technologies and methods for measuring human behaviours,
e.g., via machine-perception-guided technologies, has created opportunities for augmenting the
diagnosis of behavioural and psychological disorders such as ASD.
2. Observable Behavioural Cues
The first step in augmenting the diagnosis of ASD with technology is to identify whether there are
any diagnostic markers that existing technologies can measure and quantify in a meaningful way. To
do this we must first identify symptoms that have been sufficiently operationalised to provide objective
definitions. Arguably, the DSM and existing diagnostic tools provide such definitions. Support for this
claim comes from tests of the reliability and objectivity of these definitions via Inter-Rater Agreement
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(IRA). Several studies have looked at IRA between clinicians on the items included in diagnostic tools.
While evidence shows that IRA for observational judgements is typically low [29], recent studies
examining IRA for clinicians’ diagnostic evaluations using the ADI-R [30] and ADOS [31] tools (whose
symptom definitions are based on those provided by the DSM) have demonstrated high levels of
agreement for each behavioural marker outlined by each tool. These findings demonstrate that the
DSM has successfully operationalised the diagnostic characteristics of ASD. As such, we believe that
these definitions may provide enough information to propose quantifiable definitions that do not
overly rely on human interpretation. If this is the case, it should be possible to apply computational
and technological methods to their identification. Our discussion will revolve around which ASD
behaviours can be considered overtly observable and can thus be identified with minimal or no reliance
on human interpretation. In other words, we identify behaviours that can be tracked, measured and
described by technological means.
The restrictive nature of diagnostic settings and the fact that many of the characteristics of ASD are
defined by their persistence across time and different interactions (hereafter: “persistent behaviours”;
e.g., “reduced sharing of interests” [14] would need to be present across multiple interactions) poses
problems for temporally confined diagnostic sessions. To overcome these problems, many diagnostic
tools require clinicians to observe and make judgements based on behaviours that are associated with
these persistent behavioural traits (hereafter: “indicative behaviours”). For example, it was found that
impairments in the perception of facial and body gestures is related to, and may be the foundation
of, difficulties in social communication and intention understanding [32]. Similarly, abnormal visual
processing of social information from faces [33] and impairments in visual engagement [34] have
been linked with difficulties in understanding others’ emotions. Evidence for such links allows
diagnostic tools to use more common behaviours that do not need to be observed over time as
indicators of ASD characteristics. Because persistent behaviours often require human interpretation,
we argue that indicative behaviours are more appropriate as the targets for computational and technical
measurement techniques. We will therefore be looking primarily at indicative behaviours, which are
used by diagnostic tools and can be considered overt.
In terms of the behaviours defined by the DSM, Tables 1–3 below present an illustration of some
of the considerations one must take into account when deciding the appropriateness of technologies
for diagnostic purposes. In Tables 1 and 2 we identified whether each behaviour can be considered
“covert” (i.e., requiring human interpretation to recognize). Those behaviours not marked as “covert”
can be considered “overt”. This judgement was made based on whether the behaviour can be clearly
and unambiguously identified from observable behaviours alone, without having to incorporate
information about the underlying intention or the appropriateness of the action. We also considered
the locus of interactivity for each of the behaviours such that they are either "Interaction-Centred"
(marked in Tables 1 and 2) or “Child-Centred” (not marked). Child-centred criteria are those for which
only the behaviour of the child needs to be considered, for example, all the criteria under B4 (see Tables
1 and 2). Conversely, items such as all of A1 require the sensing of both interaction parties to provide
an accurate assessment. These are therefore interaction-centred and impose additional challenges for
automated methods; at a minimum, both the child and the therapist need to be detected and tracked
by the sensory apparatus to capture the information necessary to characterise interaction-centred
behaviours. It is important to note that we provide Tables 1 and 2 as a framework to illustrate the
ideas presented in this review. Rather than being an authoritative classification of diagnostic criteria,
we present it as a guide for future research, which should explore the viability of such applications of
technology, the validity of the definitions it presents, and the development of technologies appropriate
to augment the identification of each behaviour.
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Table 1. Detailed breakdown of the behavioural cues for Category A that a therapist might use in ASD
diagnosis based on DSM-5 criteria, and the corresponding required modalities.
Required Modalities Class.
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Category A
Persistent deficits in social communication and social interaction across contexts
A1 Deficits in social-emotional reciprocity
1. One-sided conversations X X
2. Failure to offer comfort to others or to ask
for it when needed X X X X X
3. Does not initiate conversation with peers X X X X X
4. Lack of showing, bringing, or pointing out
objects of interest to other people X X X X X
5. Use of others as tools X X X
6. Failure to engage in simple social games X X X X
A2 Deficits in nonverbal communicative behaviours used for social interaction
1. Impairments in social use of eye contact X X
2. Limited communication of own affect X X X X X
3. Abnormalities in the use and understanding
of emotion X X X X X
4. Impairment in the use of gestures X
5. Abnormal volume, pitch, intonation, rate,
rhythm, stress, prosody or volume in speech X
6. Lack of coordinated verbal and nonverbal
communication X X X X X
A3 Deficits in nonverbal communicative behaviours used for social interaction
1. Lacks understanding of the conventions of
social interaction X X X X
2. Limited interaction with others in
discussions and play X X X X X
3. Limited interests in talking with others X X
4. Prefers solitary activities X X X X
5. Limited recognition of social emotions X X X X
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Table 2. Detailed breakdown of the behavioural cues for Category B that a therapist might use in ASD
diagnosis based on DSM-5 criteria, and the corresponding required modalities.
Required Modalities Class.
Behavioural cue
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Category B
Restricted, repetitive patterns of behaviour, interests, or activities as manifested
B1 Stereotyped or repetitive speech, motor movements, or use of objects
1. Repetitive hand movements X
2. Stereotyped or complex whole body
movements X
3. Repetitive vocalisations such as repetitive
guttural sounds, intonational noise making,
unusual squealing repetitive humming
X
4. Perseverative or repetitive action / play /
behaviour X X X
5. Pedantic speech or unusually formal
language X X
B2 Excessive adherence to routines, ritualised patterns of verbal or nonverbal behaviour,
or excessive resistance to change
1. Overreactions to changes X X X X X
2. Unusual routines X X X
3. Repetitive questioning about a particular
topic X X
4. Compulsions X X X
B3 Highly restricted, fixated interests that are abnormal in intensity or focus
1. Focused on the same few objects, topics or
activities X X X X X X
2. Verbal rituals X X X
3. Excessive focus on irrelevant or non-
functional parts of objects X X X X X
B4 Hyper- or hypo-reactivity to sensory input or unusual interest in sensory aspects of environment
1. Abnormal responses to sensory input X X X X
2. Repetitively putting hands over ears X X
3. Extreme interest or fascination with
watching movement of other things X X X X
4. Close visual inspection of objects X X X
3. Automatic Quantification of Behaviour
Some of these behaviours, as described by the DSM, are not necessarily observable; however, they
are associated with indicative behaviours. For the purposes of this review, we will present the case for
the observability of both indicative and DSM defined behaviours. The following discussion reviews
the challenges and opportunities associated with technologies that can be used to measure behavioural
modalities associated with ASD symptoms. Examples of how these technologies have or could be
applied are also discussed but it is important to note that not all applications or technologies will be
discussed herein; rather it is a review of the behavioural modalities which have been addressed by
technologies and are relevant for ASD diagnosis. Additionally, several technologies have already been
applied to therapeutic settings [35,36], or to assist individuals with ASD in their daily lives [37,38]
and may be mentioned in this paper but with the view to repurposing them for diagnostic scenarios.
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Similarly, since we argue that the diagnostic requirements match onto general requirements for social
robotics, there is also a substantial body of literature on identifying internal states (such as emotions)
from observable behaviours in more general terms. Here, we briefly discuss such relevant work where
applicable before moving on to the diagnostic requirements to highlight this connection.
Finally, this is primarily an overview of the challenges and opportunities available to researchers
and clinicians in this field of research, rather than a review of all research pertaining to how technologies
are relevant to individuals with ASD, as such there is a substantial pool of research which is not
incorporated into this discussion.
Table 3. The number of times the behaviour modalities are identified in the behavioural cues listed in
Tables 1 and 2, split according to whether the behavioural cues can be considered Overt or Covert and
Child-Centred or Interaction-Centred. Highlighted (in grey) cells indicate where either overt/covert or
child-centred/interaction-centred are more than double its counterpart. This is on the understanding
(see text) that covert cues are more difficult to automatically characterise than overt cues, and that
interaction-centred cues are more (practically) difficult to assess than child-centred cues.
Interpretability
of Behaviour Locus of Interaction
Total Child- Interaction- A B
Modality Number Overt Covert Centred Centred Cues Cues
1. Gaze tracking 6 1 5 3 3 4 2
2. Speech detection 10 4 6 6 4 7 3
3. Speech Analysis 11 0 11 7 4 6 5
4. Posture tracking 15 5 10 8 7 7 8
5. Gesture tracking 19 14 5 11 8 10 9
6. Facial expressions 5 1 4 2 3 3 2
7. Object tracking 7 2 5 6 1 1 6
8. Sound detection 1 1 0 1 0 0 1
9. Specific events 2 0 2 1 1 1 1
Total 28 48 45 31
3.1. Gaze Behaviour
3.1.1. Intention Recognition in Social Robotics
There is already a rich pool of research applying gaze-tracking techniques to the identification
of socially relevant signals. For example, Nakano and Ishii [39] used gaze information, measured
using a remote eye-tracking system, to estimate how engaged a user was in a conversation with a
robotic agent. Similarly, Morency and colleagues [40] trained a robotic agent to recognize whether a
human interaction partner was thinking about a response or waiting for the agent to respond based
on gaze behaviour. As we will see, gaze tracking with ASD populations is largely used to identify
atypical gaze behaviours, rather than to interpret internal states. However, based on these findings,
gaze tracking might also be useful for identifying diagnostically relevant behavioural cues such as
one-sided conversations (see 1). That is, application of a system such as that developed by Morency
and colleagues [40] could provide a quantification of how frequently a child with ASD provides a
turn-taking cue, and thereby a clearer understanding of how ‘one-sided’ their conversation is.
3.1.2. Requirements for ASD Diagnosis
Two aspects of gaze can be tracked using technologies: head direction (which overlaps with
posture detection) and eye-gaze. Head direction tracking is relatively robust, and with several readily
available algorithms, (e.g., [41]). Eye-gaze tracking, however, provides a much better indication of the
orientation of visual attention. The usefulness of gaze tracking in the assessment of ASD symptoms
is well established. We identify gaze tracking as a potential method for assessing six of the DSM
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defined behaviours (see Table 3). Additionally, studies found associations between gaze behaviours
and a variety of ASD symptoms, thus demonstrating the applicability of these technologies to ASD
diagnosis. For example, the absence of preferential eye-contact with approaching adults is a predictor
of the level of social disability [42], and children with ASD preferentially orient visually to non-social
contingencies rather than to biological motion [43]. We will focus this discussion on two types or
categories of gaze tracking technology: remote systems and wearables.
The term “remote systems” here refers to any non-invasive video-based camera or system, which
can be positioned in an environment to track the eye movements of participants within its field of view.
These systems are perhaps most useful for measuring interaction-centred behaviours where the full
social scene must be taken into account, e.g., the position of objects of interest, or of other humans. For
example, joint attention tasks can only be assessed by knowing the location and direction of gaze of
the interaction partners, and the position of an object to which both partners should be attending. Joint
attention in particular has been noted as an area where children with ASD demonstrate atypical gaze
behaviours. For instance, Swanson and Siller [44] examined whether there were differences in the gaze
behaviours of typically developing (TD) and ASD children during a joint attention task. They used
a single remote system attached to a computer screen that displayed videos of an actor. Children’s
gaze behaviours were measured while they watched the video to see if they attended to the same areas
of the screen as the actor. While Swanson and Siller did not find any differences between groups in
global measures of gaze (e.g., overall looking time), they did detect differences in the microstructure of
gaze behaviour (e.g., duration of first fixation). This not only demonstrates that gaze tracking is useful
in the assessment of ASD behaviours, but also that using such technologies can allow us to identify
behaviours which may not be identified by human observers.
Wearable gaze tracking systems range from head-mounted cameras to eye-tracking glasses and
can be worn either by the child undergoing assessment or by a clinician or parent who is interacting
with the child. Wearables allow the wearer more freedom of movement than remote systems and can
be implemented outside of the diagnostic setting, allowing clinicians to gather diagnostic information
about the child’s daily life and at-home behaviours. Wearables are more appropriate for examining
precisely what a child is looking at, i.e., investigations of attention orienting, in more naturalistic or
dynamic settings. For example, Magrelli et al. [45] investigated how TD children and children with
ASD orient their attention to social stimuli using a head-mounted eye-tracking device. This study
specifically examined child behaviour during dyadic play interactions with an adult in environments
that were familiar to the children. Magrelli et al. found that children with ASD looked at the adult’s
face less than TD children. This study demonstrates how wearable eye-tracking technologies could
allow ASD diagnosis to include empirical, quantitative data about the child’s behaviour during their
every-day lives.
However, each of these techniques is associated with several challenges when applied to
diagnostic settings and, therefore, opportunities for future development. For instance, the use of
remote cameras requires some amount of restriction to the child’s movements. To provide a full-frontal
view of the face, single-camera techniques require the child to be relatively stationary and are ideally
implemented to assess a child’s behaviour during a task tailored to elicit differential eye-movements
in ASD and TD children (as in [46]). Diagnostic settings however, often involve engaging children in
several different tasks to assess a range of behaviours. Techniques such as switching between multiple
cameras to find the optimal view seem, therefore, more appropriate to this setting. Wearables also offer
a solution to this problem; however, the need for compact and comfortable technologies often results
in some loss to the technology’s accuracy [47].
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3.2. Speech Behaviour
3.2.1. Intention Recognition in Social Robotics
It is well established that internal states and social signals can be recognized from features of
speech. In particular, emotional states such as happiness, sadness, anger and fear were classified based
on prosodic features of speech [48–50]. Similarly, prosodic features have been used to train classifiers
to distinguish between positive, negative and neutral emotional states [51]. In terms of social signals,
Hsiao et al., [52], for instance, demonstrated that turn-taking patterns and prosody features in speech
could be used to classify high and low social engagement. This evidence clearly demonstrates that
internal state information and social signals can be identified by classification systems based on speech
and verbal behaviours.
3.2.2. Requirements for ASD Diagnosis
Speech processing has received increasing attention in recent years as commercial applications
have come to the public. Solutions therefore exist that could be applied to automated analysis of
speech during general, as well as diagnostic, interactions [53], although variability between speakers
poses problems [54] that are particularly acute with child voices [55,56]. There are two broad types of
speech properties that may be distinguished in the context of the diagnostic criteria: (1) detection of
the presence/absence of speech (10 criteria; Table 3); and (2) the processing of the content of speech
(comprised of detection of reportative speech, keyword recognition and understanding – 11 criteria;
Table 3). The first of these can be addressed through the application of statistically-based signal
processing techniques, for which there are a range of established solutions (e.g., [57,58]). Keyword
recognition (which could also be used for repetition detection) lies in the area of speech recognition that
is similarly well supported by a range of methods [57], including deep learning systems [59], although
the complexity and noisiness of real-world contexts present further limitations. Speech understanding
poses the most challenging level of analysis, with current technologies being limited to constrained
settings until a greater level of context information can be incorporated [60]. In all of these cases,
maximising the quality of the sound recordings using microphones (while minimising background
noise, interference, etc) is clearly beneficial for maximising the performance of automated methods.
In application to the diagnosis of ASD this may necessitate the deployment of multiple microphones,
which introduces further issues of signal integration and sound source localisation, particularly with
multiple speakers (e.g., the child and the clinician) present [61].
Children with ASD have difficulties both in generating and recognising vocal prosody and
intonation [62], display a deficit in syllable production [63], and have substantially higher proportions
of atypical vocalizations than TD children [64]. Differences in communication tend to be persistent,
show little change over time, and may include monotonic intonation, deficits in the use of pitch and
control of volume, in vocal quality, and use of aberrant stress patterns [16,65]. All these patterns can
be observed around the age of 2, which has been proposed as the age at which a reliable diagnosis
can be provided [66]. We identified a total of seventeen diagnostic behaviours as observable via
speech behaviours (Tables 1 and 2). One of the main benefits of automated speech analysis for ASD
diagnosis is that its use could speed up the assessment process in that clinicians would not be required
to listen to and hand-code recordings of child speech. The second advantage we consider is that the
use of technology allows for the assessment of child speech in their everyday lives and naturalistic
interactions. For example, Warren et al. [67] used a digital language processor and language analysis
software to record and analyse the conversational environments of children with ASD and TD children.
The children wore the recording equipment in a pocket of their own clothing. They found that
children with ASD engaged in fewer conversations and produced fewer vocalisations than TD children.
Additionally, Warren et al. were able to examine what effect the language use and skills of the adults in
the children’s environments had on child speech. Their analysis of this data showed that the different
language environments provided by adults (e.g., number of different words produced by adults,
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frequency of responses to child utterances) may influence a child’s linguistic development and thereby
impose confounds into assessments of speech in children with ASD. While this technology can also
be implemented within a classical diagnostic setting, this study demonstrates some of the benefits of
technologies for gathering naturalistic data for assessment, which includes obtaining data that might
otherwise be unavailable to clinicians (i.e., the child’s language environment).
3.3. Posture and Gesture Behaviour
3.3.1. Intention Recognition in Social Robotics
Vision-based methods (using standard cameras/2D images) for human motion capture are well
established [68], with face tracking being particularly developed. The recent advent of depth-based
tracking and processing of detected skeletons in the scene (primarily using RGB-D data) resulted
in additional well-established tools to facilitate various types of pose and behaviour analysis [69].
Depth-based methods can also be applied to hand-gesture characterisation [70], although sensory
resolution constraints (e.g., hands and fingers being more difficult to detect) mean that image-based
methods may currently remain more appropriate [71].
There is evidence demonstrating that emotional states (e.g., happiness, sadness, anger) [72–74]
and internal states such as engagement [75] can be recognised from gesture and posture information
collected through standard digital video devices. Similarly, body postures captured using the Microsoft
Xbox Kinect device were successfully used to classify emotional states [76]. Outside of emotion
recognition, other research showed that internal states and socially relevant dispositions or states
can be recognised through pose and gestures. Okada et al., [77] were able to classify dominance and
leadership based on gesture information. The main concern for using gesture and posture information
during human-robot interactions “in the wild” is that fitting a robotic agent with a camera suitable
for this purpose is not always straightforward. Current research generally relies on being able to
use a camera system separate from any robotic agent, thus restricting the interaction environment.
This is not to say that it is not achievable. Ramey and colleagues [78] for example, integrated the
Kinect device into a social robot for tracking and recognising hand gestures. Similarly, Elfaramawy
and colleagues [74] mounted a depth sensor onto a Nao robot to record movement data during an
interaction with human users. This data was then used to classify whether the interaction partner
was expressing the emotions anger, fear, happiness, sadness or surprise. These results demonstrate
that internal state information and socially relevant information can be interpreted from gesture and
posture behaviours.
3.3.2. Requirements for ASD Diagnosis
In terms of information directly relevant to the diagnostic criteria, methods of tracking and
recognizing posture and gesture behaviours are typically targeted at the characterisation of individuals
rather than groups of people, and so would be most appropriate for overt and child-centred behaviours,
followed by overt and interaction-centred behaviours, provided both parties in the interaction are
tracked. Twenty-four of the behaviours in Tables 1 and 2 are observable via posture and/or gesture
behaviours.
Many of these behaviours are captured by research exploring deficits in motor-skills. The
developmental trajectory of motor skills has been demonstrated to be predictive of the rate of language
development [79,80], deficits in adaptive behaviour skills [81] and social communication skills [82].
Some studies conclude that between 80–90% of children with ASD show some degree of impairment
in motor skills [83,84], and a recent meta-analysis concluded that motor deficits should be included
in the core symptoms of ASD [85]. Furthermore, deficits in motor skills may affect fine and gross
motor coordination, stereotyped movements and awkward patterns of object manipulation, lack of
purposeful exploratory movements, and alterations of movement planning and execution [86–88].
Cook and colleagues [89] used a motion tracking system to explore whether individuals with ASD
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demonstrated atypical kinematic profiles in arm movements compared to TD individuals. They found
that individuals with ASD produced arm movements that were jerkier and proceeded with greater
acceleration and velocity. Similarly, Anzulewicz et al. [90] used the sensors available in an iPad
mini to measure the motor activity displayed by children with ASD as they played games on the
device. Machine learning analysis of this data was used to identify whether there were differences
between children with ASD and TD children, and found that children with ASD exhibited greater
force of contact, different distributions of forces within gestures, and differences in gesture kinematics.
Together these studies demonstrate not only that diagnostic information is available in behaviours
which can be measured via motion sensing technologies, but also that these technologies are readily
available in smart devices such as tablets and other touch screens.
Most demonstrations of technologies measuring atypical postures and gestures produced by
individuals with ASD involve choreographed or specific motions and tasks (e.g., [89]). As such,
more data of naturalistic gestures may be required before this technology can be fully implemented in
diagnostic settings. The goal would be to provide data describing the differences between children with
ASD and TD children in the kinds of gestures that are produced in social interactions and within the
tasks involved in diagnostic assessments. However, with such a dataset, motion tracking technologies
have a great potential for augmenting the diagnostic process by providing clinicians with information
which is difficult to assess by human observers but which contains diagnostic identifiers.
3.4. Object and Sound Detection
Seven of the behaviours in Tables 1 and 2 also require object tracking and one requires sound
detection. These modalities are considered separately from those in the paragraphs above since they
are not directed specifically at a human agent. However, the same set of sensors may be deployed as
for the other behavioural modalities, namely cameras (using 2D and depth images) and microphones.
Object tracking is particularly useful for assessments of joint attention, and in the ways children
with ASD attend to and express their interest in objects. For example, Elison et al. [91] were able to
categorise the behaviours of 12-month old children into distinct groups based on observed repetitive
object manipulation behaviours. Furthermore, those children who demonstrate more repetitive object
manipulation behaviours were more likely to be diagnosed with ASD at 24 months. Automating the
measurement of these behaviours would require both gesture and object tracking but could reveal
further identifiers for ASD or allow us to more precisely quantify the differences between groups on
this type of task. Most demonstrations of automated object tracking in ASD contexts come in the form
of robot-assisted therapies or diagnostic protocols. Petric et al. [92], for example, tested the efficacy
of their autonomous robot protocol in carrying out four diagnostic tasks with children. In relation
to object-tracking, these tasks involved the robot detecting whether the child was playing with a toy
before attracting the child’s attention (response to name), directing a child’s attention to an object
(joint attention), and to test whether a child would imitate actions using functional objects (functional
imitation). The systems implemented in this study involved both the tracking of objects and the
assessment of the child’s behaviour with or towards that object in real time. While this application of
object-tracking technologies is different to the application we propose in this review (i.e., we are not
necessarily proposing the use of robots), this study does demonstrate how object tracking, alongside
other methods like gesture tracking, can be used to assess child behaviour in real time during a clinical
assessment to provide useful feedback.
There are a range of well-established methods and algorithms in the literature that are effective
for object tracking based on visual data, with recent advances using deep learning methods (e.g., [93]).
However, if manipulation is involved (as in items B1.4 and B3.1), then object occlusions may be
problematic and so should be a focus of future developments. An additional challenge to this technique
is that there is little empirical work quantifying differences between how children with ASD and TD
children manipulate objects. Such work is essential before these techniques can be implemented in a
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diagnostic setting because it would provide us with the identifiers, if there are any, which can be used
to distinguish between children with and without ASD.
3.5. Facial Expressions
3.5.1. Intention Recognition in Social Robotics
Numerous technologies and approaches were developed to recognise and classify emotional
facial expressions (EFEs). It has been demonstrated that emotional states can be recognised from facial
expressions extracted from video data [94–98], (see also [99] for a survey of methods). Facial expressions
have also proved useful for classifying engagement [100,101] showing that facial expressions are useful
for identifying social signals beyond emotions.
3.5.2. Requirements for ASD Diagnosis
While the symptoms involving emotion expression have all been categorised as covert or
“requiring human interpretation”, technologies and techniques for identifying facial expressions,
such as those described above, would be helpful in the assessment of how children communicate
their own emotional states. However, this would be limited to examining the “strength” or frequency
of emotional facial expressions rather than their appropriateness as this element requires human
interpretation. Additionally, emotional expression analysis could aid in assessing how children detect
and respond to the emotional expressions of others by combining such methods with gesture or eye
tracking, or speech analysis. One study found that typically developed participants demonstrate
different fixation and scanning patterns when observing faces expressing different emotions (e.g.,
more gazing at the mouth for happy and angry faces, and the eyes for sad faces) [102]. Additionally,
another study found that children with ASD fixated on the mouth of happy and angry faces less than
their TD peers [103]. If we take these findings together, they demonstrate a use-case for technologies
which can be applied in naturalistic settings and are capable of simultaneously tracking the emotional
expressions being communicated towards a child, and the child’s gaze behaviours in viewing those
expressions. This application would allow clinicians to include naturalistic data on emotion recognition
capabilities in their diagnostic analysis. Alternatively, if this same method were applied in a controlled
clinical setting, the use of automated emotion recognition would firstly help in validating whether an
emotional expression was sufficient to communicate one emotion over another. Additionally, it would
reduce the time needed to assess a child’s gaze behaviours by automating the mapping between the
occurrence of an emotional expression and the child’s gaze behaviours in processing this expression,
thus eliminating the need to manually code and map these events together.
Automated emotion classification from faces is typically based on the six basic emotions [104],
and are associated with numerous limitations when applied to real-world situations (see [99,105]
for reviews). However, given that during a diagnostic assessment, the clinician would act out the
emotional expression (thus exaggerating the features), such methods may nevertheless be appropriate.
Classification methods typically use Action Unit coding of facial expression features, with more recent
attempts to incorporate other visual information, such as head behaviour [106]. Being a camera-based
method, this characterisation of facial expression is subject to similar constraints as posture and gaze
analysis.
4. Discussion and Conclusions
4.1. Limitations of Current Technology
In this paper, we discussed the state of the art of technological means to measure behavioural
cues relevant to the diagnostic criteria for ASD. A consistent and reliable quantification of behaviour
in the modalities identified that would go beyond the observational techniques currently employed
has the potential to present clear advantages to clinicians in their evaluation of ASD symptoms. It
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is apparent from our review that while there is definite scope for such automated quantification,
there remain several limitations with current sensory technologies and their associated methods in
this context. Some are due to practical constraints (e.g., the positioning and coverage of individual
sensors), but the more problematic issues are typically related to diagnostic criteria involving a covert
behavioural component, i.e., those behaviours that require some degree of interpretation in addition
to the observation of the overt phenomena. Human assessors naturally bring their prior experience
and extensive training into the diagnostic assessment process; for automated methods, this prior
knowledge and experience must be codified for it to be applied. The problematic qualitative nature
of such developed experience is an area in which the sensory interpretation methods discussed are
currently lacking, for which deeper, more complex (perhaps even cognitive) models are required if
they are to be sufficient to adequately augment human characterisation efforts.
Work in this direction must start on the more general level, outside of the confines of therapeutic
settings. We have highlighted several existing works demonstrating how covert states/behaviours
may be identified from overt behavioural cues at this level. A large body of work, for example, is
devoted to the recognition of emotional states in a range of contexts. However, this is usually limited
to the six ‘basic’ emotions [104] or to identifying the valence of emotion (positive, negative or neutral).
As such, more work in this area is needed. In particular, further explorations of whether different,
more complex covert states (e.g., frustration, distress, confusion) are shown in overt behaviours.
4.2. Classes of Behavioural Modalities in ASD Diagnosis
Seven behavioural modalities were described, which can be considered overt and therefore
identifiable via technological means. Additionally, Tables 1 and 2 provide an initial framework
for deciding which modalities are most appropriate for identifying and tracking these diagnostic
behaviours. We propose this framework as a guideline for clinicians wishing to incorporate
technological means of behaviour measurement into the diagnosis of ASD, as well as for researchers
looking to develop and improve such technologies. In addressing the former goal, we have also
identified behaviours we believe to be mostly, if not entirely, overtly observable. While covert
behaviours do pose a challenge to technological measurement techniques, due to the requirement for
human interpretation, our review identified some overt behaviours that were shown to be associated
with, or indicative of, some of these behaviours. As such, the technologies and approaches we have
discussed present an opportunity for clinicians to demonstrate support for their observations using
quantifiable behaviours. For example, in assessing a child’s ability to recognise emotional facial
expressions, clinicians could both observe children’s reactions to such expressions and measure the
child’s gaze patterns. This would not only provide empirical support for the clinician’s conclusion, but
may also assist in disambiguating a child’s behaviour where there is uncertainty.
Alongside the overtness of each behaviour, we have also distinguished between behaviours that
are expressed solely by the child being assessed (Child-Centred) and which are uniquely expressed
within an interaction (Interaction-Centred). This distinction provides a framework for deciding which
technologies or set-ups are most appropriate for measuring each behaviour, e.g., is a single camera
more appropriate than multiple cameras (capturing the behaviour of all members of the interaction)
for collecting visual data about a joint-attention assessment? Interaction-Centred behavioural cues
do present complications in that they entail the tracking and characterisation of multiple individuals
(minimally the child and the clinician) and their coordination, which is feasible, though posing
additional challenges. Accounting for these considerations, it is noticeable that some of the modalities
lend themselves more readily to immediate application than others, gesture tracking being the clearest
example of this. Conversely, speech analysis remains a challenge, even assuming high performing
speech recognition. Furthermore, we observe that 63% of behavioural cues across modalities require
some degree of interpretation, and which would thus be currently difficult to automate.
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4.3. Future Work
4.3.1. Diagnosis of ASD
Existing studies that deal with the use of technology in the diagnosis or treatment of ASD
emphasise methodological differences in this broad field [107]. Our review suggests that more effort
should be invested in developing technology-based applications that aim to benefit the diagnostic
process for children with developmental disabilities, such as ASD or ADHD [108]. An additional,
perhaps even greater, challenge in this field is not just to create effective technologies, but also to make
them accessible for practitioners in terms of availability, ease of operation and cost. Technology-based
tools have the potential to be an important resource in both assessment and treatment for individuals
with ASD as they may be able to reduce the time and effort required by expert clinicians. As a result,
diagnoses would become more accessible, consistent (through the application of standard recognition
technologies for those overt aspects), and, potentially, more understandable. For instance, if a caregiver
understands that a child’s difficulty with recognising emotional facial expressions is related to the
way the child attends to different facial features, the caregiver is able to apply this knowledge when
providing the child with support during their daily lives, e.g., overtly directing the child’s attention to
relevant features during emotion-recognition games/exercises.
4.3.2. Social Robotics
As far as the field of social robotics is concerned, we have highlighted the need for algorithms
that can infer covert, or internal states from observable kinematics. We have shown, in particular, that
the main limitation is primarily on the algorithmic side and we recommend that more effort is put on
addressing this directly. Indeed, we suggest (Section 4.1) that it may be necessary to integrate a more
general cognitive aspect to this algorithmic processing. This provides a motivation for consideration of
cognitive architectures in social robotics [109]: as we have highlighted in this paper, a robot controller
that is merely responsive to observable behaviour is very unlikely to be sufficient for autonomous
social interaction. As a means to further research in this direction, we have highlighted the overlap
between the requirements of social robotics in general and ASD diagnosis in particular: as such, we
argue that a system which can satisfactorily address the latter will also contain the technological
developments required to advance the former.
4.4. Conclusion
Overall, this contribution highlighted that we are now at a point where it is feasible to incorporate
novel, technology-based means into the diagnostic process for ASD. This opens up a new avenue
of research, now ripe for exploring, focused on thorough evaluations of the benefits of, and further
challenges in, technology-augmented diagnosis. With this paper, we hope to have provided the
necessary starting points, highlighting for clinicians what is already possible, and for the developers
of technology and psychology researchers, what the immediate obstacles are from a diagnostic point
of view. The intent is to provide reliable and consistent quantitative data with which the diagnostic
process can be improved, resulting in positive impacts for those children concerned. At the same time,
it also highlights that further development of algorithms that can suitably assess covert states is a
research avenue ready to be explored further in social robotics in general: with technological issues
mostly solved and a good understanding of human-robot interactions from Wizard-of-Oz studies, this
is the missing piece of the puzzle.
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