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NONCOMMUTATIVE MARTINGALE DEVIATION AND POINCARE´
TYPE INEQUALITIES WITH APPLICATIONS
MARIUS JUNGE AND QIANG ZENG
Abstract. We prove a deviation inequality for noncommutative martingales by extend-
ing Oliveira’s argument for random matrices. By integration we obtain a Burkholder type
inequality with satisfactory constant. Using continuous time, we establish noncommuta-
tive Poincare´ type inequalities for “nice” semigroups with a positive curvature condition.
These results allow us to prove a general deviation inequality and a noncommutative
transportation inequality due to Bobkov and Go¨tze in the commutative case. To demon-
strate our setting is general enough, we give various examples, including certain group
von Neumann algebras, random matrices and classical diffusion processes, among others.
Introduction
In probability theory it is well known that martingale inequalities can be used to prove
and extend classical inequalities such as Riesz transforms and Poincare´ inequalities to
larger setting. Moreover, once a true probabilistic argument has been found, it is then often
easier to prove dimension free estimates. This applies in particular to Riesz transforms;
see Gundy [22], Pisier [49]. The impressive work of Lust-Piquard shows that, whenever
the method applies, it provides the optimal constant for Riesz transforms and Poincare´
inequalities. The only drawback here is that the setup for Pisier’s method is so special
that it requires ingenuity to establish it in every single case.
Our aim here is to establish a method which applies in a fairly general noncommutative
situations. Let us first set up the framework. Let N be a finite von Neumann algebra
equipped with a normal faithful tracial state τ : N → C, i.e. τ(1) = 1 and τ(xy) =
τ(yx). Let (Nk)k=1,··· ,n ⊂ N be a filtration of von Neumann subalgebras with conditional
expectation Ek : N → Nk. For a martingale sequence (xk) with xk ∈ Nk, we write
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dxk = xk − xk−1 for the martingale differences. The starting point here is the Burkholder
inequality first proved in [34]
(0.1)
∥∥∥∑
k
dxk
∥∥∥
p
≤ c(p)
((∑
k
‖dxk‖pp
) 1
p
+
∥∥∥(∑
k
Ek−1(dx∗kdxk + dxkdx
∗
k)
)1/2∥∥∥
p
)
.
The optimal order of constant here is c(p) ∼ cp in the noncommutative setting, and is due
to Randrianantoanina [50]. In the commutative, dissipative setting, Barlow and Yor [6]
showed a better constant in Burkholder–Davis–Gundy inequality
‖XT‖p ≤ c√p ‖〈X,X〉1/2T ‖p(0.2)
by reducing it with a time change to the case of Brownian motion. Here 〈X,X〉 is the
quadratic variation of the continuous (local) martingaleX ; see e.g. [51]. Since the nature of
the Brownian motion in the noncommutative setting is so vast (see [13]), it is inconceivable
that such an easy argument could work in a noncommutative situation. In fact stationarity
of the Brownian motion is certainly required to perform a time change, and can no longer
be guaranteed for noncommutative martingales. For many applications towards deviation
inequalities it is enough to use the L∞ norm on the right hand side of (0.2). Following
Oliveira’s idea [25], we are able to use Golden–Thompson inequality to prove the following
result. Throughout this paper c, C and C ′ will always denote positive constants which
may vary from line to line.
Theorem 0.1. Let 2 ≤ p < ∞ and xn =
∑n
k=1 dxk be a discrete mean zero martingale.
Then
‖xn‖p ≤ C√p‖(
n∑
k=1
Ek−1(dx∗kdxk + dxkdx
∗
k))
1/2‖∞ + Cp sup
k
‖dxk‖∞ .
If xn is self-adjoint, then
τ
(
1[t,∞) (xn)
) ≤ exp(− t2
8‖∑nk=1Ek−1(dx2k)‖∞ + 4t supk ‖dxk‖∞
)
.
Note that in the commutative context
τ(1[t,∞)(x)) = Prob(x ≥ t) .
In the future we will simply take this formula as a definition. The deviation inequality is
a martingale version of noncommutative Bernstein inequality proved in [36]. Tropp [57]
obtained better constants for tail estimate of random matrix martingales by using Lieb’s
concavity theorem. However, it seems Lieb’s result is only applicable for commutative
randomness.
Let us now indicate how to use this result in connection with curvature condition, more
precisely the Γ2-condition introduced by Bakry–Emery [5]. Here we assume that (Tt)t≥0 is a
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semigroup of completely positive trace preserving maps on a finite von Neumann algebraN
with infinitesimal generator A ≥ 0. We assume in addition that (Tt) is a noncommutative
diffusion process (in short (Tt) is nc-diffusion), namely that Meyer’s famous gradient form
(0.3) 2Γ(x, x) = A(x∗)x+ x∗A(x)− A(x∗x) ∈ L1(N)
for all x ∈ Dom(A) ∩ N (To be more precise, for all x ∈ Dom(A1/2) ∩ N by extension).
In this paper, Dom(A) denotes the domain of the operator A in the underlying Hilbert
space. Recall that according to [12, Section 9], we always have Γ(x, x) ∈ B∗, where
B = Dom(A1/2) ∩ N is a ∗-algebra by Davies and Lindsay [16, Proposition 2.8]. Thus
(0.3) is a regularity assumption, which in general is much weaker than assuming that (Tt)
is a usual diffusion semigroup. The standard example for a nc-diffusion semigroup which
is not a diffusion is the Poisson semigroup on the circle. Let α > 0 be a constant in what
follows.
Theorem 0.2. Let (Tt) be a nc-diffusion semigroup on a von Neumann algebra N satis-
fying the Γ2-condition
(0.4) τ(Γ(Ttx, Ttx)y) ≤ Ce−2αtτ(TtΓ(x, x)y)
for all x ∈ Dom(A1/2) and all positive y ∈ N . Then for self-adjoint x we have
‖x− EFix(x)‖p ≤ C ′α−1/2min{√p ‖Γ(x, x)1/2‖∞, p‖Γ(x, x)1/2‖p} .
Here Fix = {x : Ttx = x} is the fixed point von Neumann subalgebra given by Tt and EFix
the corresponding conditional expectation.
Condition (0.4) is usually formulated in the form Γ2(x, x) ≥ αΓ(x, x) where
2Γ2(x, y) = Γ(Ax, y) + Γ(x,Ay)−AΓ(x, y) .
As in the commutative case, this result implies the deviation inequality and exponential
integrability.
Corollary 0.3. Under the hypotheses above, we have for t > 0,
τ(et(x−EFixx) ≤ exp
(
c(α)t2‖Γ(x, x)‖∞
)
.
and
Prob(x−EFixx ≥ t) ≤ exp
(
− t
2
C(α)‖Γ(x, x)‖∞
)
.
Quite surprisingly, these results apply to many commutative and noncommutative ex-
amples which cannot be treated with the usual commutative diffusion semigroup approach.
Moreover, Bobkov and Go¨tze’s [8] application to the L1 Wasserstein distance
W1(f, h) = sup{|φf(x)− φh(x)| : x self-adjoint , ‖Γ(x, x)‖∞ ≤ 1}
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for normal state φf(x) = τ(fx), φh(x) = τ(hx), remains applicable in the noncommutative
setting. This leads to the transportation inequality.
Corollary 0.4. Under the assumptions above
W1(f, EFixf) ≤ C(α)
√
τ(f ln f)
for all normal states φf(x) = τ(fx).
The Wasserstein distance has been extensively studied in the noncommutative setting;
see[7,44,52]. This probabilistic connection which provides universal upper bound given by
the entropy functional, however, seems to be new. Our definition of Wasserstein distance
in the noncommutative setting is closely related to the metric used by Rieffel to define
his quantum metric space. Inspired by Connes’ work in noncommutative geometry [14],
Rieffel defined the metric on the state space of a ∗-algebra A
ρL(φ, ψ) = sup{|φ(a)− ψ(a)| : L(a) ≤ 1, a ∈ A}
where φ,ψ are states and L(a) is a seminorm. For Connes’ spectral triple, L(a) = ‖[D, a]‖
where D is a self-adjoint operator; see [52] and the references therein for more details. It
is an interesting question but beyond the scope of this paper to determine whether the
transportation inequality is possible for ρL.
At this point it seems helpful to compare our approach with previous ones. Using
classical diffusion theory, it is proved by Bakry and Emery [5] that the Γ2-criterion implies
the logarithmic Sobolev inequality (LSI). Bobkov and Go¨tze [8] deduced an exponential
integrability (EI) result based on a variant of LSI and showed that the EI is equivalent to
the transportation inequality (TI). The relation can be illustrated by the following
Γ2-criterion
diffusion
====⇒ LSI ⇒ EI ⇔ TI .
We refer the reader to the lecture notes [21] for more details on this subject and its
applications to random matrices. In the noncommutative setting, however, the Γ2-criterion
no longer implies LSI; see Example 3.11 below. But we can still use our Lp Poincare´
inequality (LpPI) to deduce EI and TI. In particular, this gives an alternative proof in the
commutative case. Our approach is illustrated as follows
Γ2-criterion
nc-diffusion
======⇒ LpPI⇒ EI ⇔ TI .
At the time of this writing, we are not sure whether this alternative is known or not in
the commutative case. In addition, a simple argument shows that EI would hold (thus TI
follows) provided the space has finite diameter. This gives a criterion for the validity of
TI when we only have Γ2(x, x) ≥ 0 instead of Γ2(x, x) ≥ αΓ(x, x).
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At the end of the paper we consider an algebraic version of the Γ2-condition and say
that Γ2 ≥ αΓ (in the form sense) if
[Γ2(xj , xk)]j,k ≥ α[Γ(xj , xk)]j,k
for all finite families in a weakly dense A invariant algebra A ⊂ N . Then we collect/prove
the following facts
• Γ2 ≥ Γ for a suitable semigroup on group von Neumann algebra of the free group
Fn and the noncommutative tori.
• Γ2 ≥ n+22n Γ for suitable semigroups on group von Neumann algebra of the discrete
Heisenberg group and the hyperfinite II1 factor.
• Let N = L∞({−1, 1}) and Tt(1) = 1, Tt(ε) = e−tε where (1, ε) is the orthonormal
basis of L2({−1, 1}). Then Γ2 ≥ Γ.
• Let N = L∞({1, · · · , n}) and Tt(e 2piikn ) = e−t(1−δk,0)e 2piikn . Then Γ2 ≥ n+22n Γ.
• Γ2 ≥ Γ for all q-Gaussian random variables and the number operator.
• Γ2 ≥ αΓ for compact Riemannian manifolds with strictly positive Ricci curvature.
• Γ2 ≥ αΓ is stable under tensor products.
• Γ2 ≥ αΓ is stable under free products.
• Γ2 ≥ n+22n Γ for a suitable semigroup on random matrices Mn.
We hope that this ample evidence that Poincare´ type inequalities occur frequently in the
commutative and the noncommutative setting even without assuming the strong diffusion
assumption used in the Bakry–Emery theory justifies our new noncommutative theory.
As special cases of our general theory, previous results obtained by Efraim/Lust-Piquard
[18] and Li [40] are generalized or improved and many new inequalities are established in
different contexts. For instance, the following deviation inequality for product probability
spaces is an easy consequence of these examples: for f ∈ L∞(Ω1×· · ·×Ωn,P1⊗· · ·⊗Pn),
P(f − E(f) ≥ t) ≤ exp
(
− ct
2∑n
i=1 ‖f −
∫
fdPi‖2∞ + ‖
∫
(|f |2 − | ∫ fdPi|2)dPi‖∞
)
.
where P = P1 ⊗ · · · ⊗ Pn and E is the corresponding expectation operator.
The paper is organized as follows. The martingale deviation inequality and Burkholder
type inequality are proved in Section 1. After recalling some results in the continuous
filtration in von Neumann algebras, we deduce two BDG type inequalities in Section 2.
The Poincare´ type inequalities and the transportation inequalities are proved in Section
3, which is also the most technical section. Then the group von Neumann algebras are
considered in Section 4. In section 5 we prove that the Γ2-criterion is stable under tensor
products and free products with amalgamation. The general theory is applied to classical
diffusion processes in Section 6.
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1. Noncommutative martingale deviation inequality
Our proof of the martingale deviation inequality relies on the well known Golden–
Thompson inequality. The fully general case is due to Araki [3]. The version for semifinite
von Neumann algebras we used here was proved by Ruskai in [53, Theorem 4].
Lemma 1.1 (Golden–Thompson inequality). Suppose that a, b are self-adjoint operators,
bounded above and that a + b are essentially self-adjoint (i.e. the closure of a + b is
self-adjoint). Then
τ(ea+b) ≤ τ(ea/2ebea/2) .
Furthermore, if τ(ea) <∞ or τ(eb) <∞ then
(1.1) τ(ea+b) ≤ τ(eaeb) .
Lemma 1.2. Let (xk) be a self-adjoint martingale sequence with respect to the filtration
(Nk, Ek) and dk := dxk = xk − xk−1 be the associated martingale differences such that
i) τ(xk) = x0 = 0; ii) ‖dk‖ ≤M ; iii)
∑n
k=1Ek−1(d
2
k) ≤ D21.
Then
τ(eλxn) ≤ exp[(1 + ε)λ2D2]
for all ε ∈ (0, 1] and all λ ∈ [0,√ε/(M +Mε)].
Proof. We follow Oliveira’s original proof for matrix martingales [25] and generalize it to
the fully noncommutative setting. With the help of functional calculus, we actually have
fewer technical issues. Let ε ∈ (0, 1]. Put yn =
∑n
k=1Ek−1(d
2
k). Then yn ≤ D21. We
simply write D2 for the operator D21 ∈ N in the following. Let us first assume M = 1.
Since e−((1+ε)λ
2D2−(1+ε)λ2yn) ≤ 1, it follows from (1.1) that
τ
(
eλxn
) ≤ τ( exp[λxn + (1 + ε)λ2D2 − (1 + ε)λ2yn] exp[−((1 + ε)λ2D2 − (1 + ε)λ2yn)])
≤ τ( exp[λxn + (1 + ε)λ2D2 − (1 + ε)λ2yn]) .
Put rn = En−1d2n. Then yn = yn−1 + rn. Using (1.1) again we find
τ
(
exp[λxn + (1 + ε)λ
2D2 − (1 + ε)λ2yn]
)
= τ
(
exp[λxn−1 + λdn + (1 + ε)λ2D2 − (1 + ε)λ2yn−1 − (1 + ε)λ2rn]
)
≤ τ( exp[λdn − (1 + ε)λ2rn] exp[λxn−1 + (1 + ε)λ2D2 − (1 + ε)λ2yn−1]) .
Since xn−1, yn−1 ∈ Nn−1 and En−1 is trace preserving, we obtain
τ
(
exp[λdn − (1 + ε)λ2rn] exp[λxn−1 + (1 + ε)λ2D2 − (1 + ε)λ2yn−1]
)
= τ
(
En−1[exp(λdn − (1 + ε)λ2rn)] exp[λxn−1 + (1 + ε)λ2D2 − (1 + ε)λ2yn−1]
)
.
(1.2)
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We claim that Ek−1[exp(λdk − (1 + ε)λ2rk)] ≤ 1 for all k = 1, · · · , n and 0 ≤ λ ≤√
ε/(1 + ε). Indeed,
‖λdk − (1 + ε)λ2rk‖ ≤
√
ε
1 + ε
+ (1 + ε)
ε
(1 + ε)2
=
√
ε+ ε
1 + ε
≤ 1.
Note that ex ≤ 1+x+x2 for |x| ≤ 1. It follows from functional calculus that eA ≤ 1+A+A2
for any self-adjoint operator A with ‖A‖ ≤ 1. Plugging in A = λdk− (1+ε)λ2rk and using
rk ∈ Nk−1 and Ek−1dk = 0 we obtain
Ek−1[exp(λdk − (1 + ε)λ2rk)]
≤ Ek−1[1 + λdk − (1 + ε)λ2rk + λ2d2k − (1 + ε)λ3dkrk − (1 + ε)λ3rkdk + (1 + ε)2λ4r2k]
= 1− ελ2rk + (1 + ε)2λ4r2k .
An elementary calculation shows that ελ2x − (1 + ε)2λ4x2 ≥ 0 for all x ∈ [0, 1] and
λ ∈ (0,√ε/(1 + ε)]. Using functional calculus of rk again, we find
ελ2rk − (1 + ε)2λ4r2k ≥ 0
which gives the claim. Combining with (1.2), we obtain
τ
(
exp[λxn + (1 + ε)λ
2D2 − (1 + ε)λ2yn]
)
≤ τ( exp[λxn−1 + (1 + ε)λ2D2 − (1 + ε)λ2yn−1]).
Iteratively using (1.1) and the claim n− 1 times yields
τ(eλxn) ≤ τ(exp[(1 + ε)λ2D2]) = exp[(1 + ε)λ2D2]
which completes the proof for M = 1. For arbitrary xk, considering x
′
k = xk/M leads to
the conclusion. 
We remark that the exponential inequality in this lemma is crucial for the proof of law
of the iterated logarithms for noncommutative martingales by the second named author
in [63].
Theorem 1.3. Let (xk) be a self-adjoint martingale sequence with respect to the filtration
(Nk, Ek) and dk := dxk = xk − xk−1 be the associated martingale differences such that
i) τ(xk) = x0 = 0; ii) ‖dk‖∞ ≤M ; iii)
∑n
k=1Ek−1(d
2
k) ≤ D21.
Then for t ≥ 0,
Prob (xn ≥ t) ≤ exp
(
− t
2
4(1 + ε)D2 + 2(1 + ε)tM/
√
ε
−
√
εMt3
2(1 + ε)(2
√
εD2 +Mt)2
)
for all 0 < ε ≤ 1.
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Note that if ε = 1 the first term in our upper bound reduces to the same estimate as
Oliveira’s. In fact, the first term is always dominating.
Proof. We assume M = 1 first. Let ε ∈ (0, 1]. By exponential Chebyshev’s inequality we
have τ
(
1[t,∞) (xn)
) ≤ e−λtτ(eλxn) for t > 0. It follows from Lemma 1.2 that
τ
(
1[t,∞) (xn)
) ≤ exp(−λt+ (1 + ε)λ2D2).
Now we set
λ =
t
2(1 + ε)D2 + (1 + ε)t/
√
ε
which is less than
√
ε/(1 + ε). Then,
− λt+ (1 + ε)λ2D2 = −t2 · 1 + t/(
√
εD2)
4(1 + ε)D2[1 + t/(2
√
εD2)]2
= − t
2
4(1 + ε)D2[1 + t/(2
√
εD2)]
−
√
εt3
2(1 + ε)(2
√
εD2 + t)2
.
Replacing t and D with t/M and D/M respectively yields the assertion. 
Similar to the classical probability theory, we have for positive a ∈ M and for all
0 < p <∞,
(1.3) ‖a‖pp = p
∫ ∞
0
tp−1Prob(a > t)dt .
From here it is routine to estimate the p-th moment of xn using Theorem 1.3.
Proposition 1.4. Under the assumption of Theorem 1.3, for 2 ≤ p <∞ we have
(1.4) ‖xn‖p ≤ 23/2(1 + ε)1/2√p
∥∥∥ n∑
i=1
Ei−1(dx2i )
∥∥∥1/2
∞
+ 25/2
(1 + ε√
ε
)
p sup
i=1,··· ,n
‖dxi‖∞
for all 0 < ε ≤ 1.
Proof. Our strategy is to integrate the first term in Theorem 1.3. The proof is similar to
that of [36, Corollary 0.3]. Note that it follows from symmetry that
Prob (|xn| ≥ t) ≤ 2 exp
(
− t
2
4(1 + ε)D2 + 2(1 + ε)tM/
√
ε
)
.
Using (1.3), we obtain
‖xn‖pp
2p
≤
∫ 2√εD2
M
0
tp−1 exp
(
− t
2
8(1 + ε)D2
)
dt+
∫ ∞
2
√
εD2
M
tp−1 exp
(
− t
√
ε
4(1 + ε)M
)
dt.
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Let us estimate the first term on the right hand side. Using the fact that Γ(x) ≤ xx−1 for
x ≥ 1, we have∫ 2√εD2
M
0
tp−1 exp
(
− t
2
8(1 + ε)D2
)
dt = 23p/2−1(1 + ε)p/2Dp
∫ εD2
2M2(1+ε)
0
rp/2−1e−rdr
≤ 23p/2−1(1 + ε)p/2Dp
∫ ∞
0
rp/2−1e−rdr ≤ 23p/2−1(1 + ε)p/2Dp(p/2)p/2−1
≤ 2p(1 + ε)p/2Dppp/2−1 .
For the second term on the right hand side,∫ ∞
2
√
εD2
M
tp−1 exp
(
− t
√
ε
4(1 + ε)M
)
dt
≤ 4p
(1 + ε√
ε
)p
Mp
∫ ∞
0
rp−1e−rdr ≤ 4p
(1 + ε√
ε
)p
Mppp−1 .
Hence, we find
‖xn‖pp ≤ 2p+1(1 + ε)p/2Dppp/2 + 22p+1
(1 + ε√
ε
)p
Mppp.
This yields
‖xn‖p ≤ 21+1/p(1 + ε)1/2D√p+ 22+1/p
(1 + ε√
ε
)
Mp
≤ 23/2(1 + ε)1/2D√p + 25/2
(1 + ε√
ε
)
Mp .
Setting D2 =
∥∥∑n
i=1Ei−1(dx
2
i )
∥∥ and M = supi=1,··· ,n ‖dxi‖ gives the assertion. 
Another way to obtain (0.2) would be an improved Burkholder inequality for noncom-
mutative martingales:
Problem 1.5. Is it true that for some function f(p) and constant C,
(1.5) ‖
∑
k
dxk‖p ≤ C√p‖(
∑
k
dx∗kdxk + dxkdx
∗
k)
1/2‖p + f(p)
(∑
k
‖dxk‖pp
)1/p
holds for all noncommutative martingales.
For independent increments this has recently been proved in [36]. One would actually
expect f(p) = p. As will become clear in the following, the validity of (1.5) would improve
our main results and imply a number of results in different contexts. At the time of this
writing we are unable to decide whether (1.5) holds. However, the commutative case was
known to be true due to the work of Pinelis [48], who attributed it to Hitczenko.
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2. Noncommutative Burkholder–Davis–Gundy type inequalities
We refer the readers to [26, 28, 30] for further details about the facts mentioned in
this section. Let x = (E1x, · · · , Enx) be a (finite) martingale sequence with martingale
differences dxk. For 1 ≤ p ≤ ∞, we define
‖x‖hcp =
∥∥∥∥∥(∑
k
Ek−1(dx∗kdxk)
)1/2∥∥∥∥∥
p
, ‖x‖hrp = ‖x∗‖hcp ,
and
‖x‖hdp =
(∑
k
‖dxk‖pp
)1/p
.
We are going to use the continuous filtration (Nt)t≥0 ⊂ N in the following. Recall
that a martingale x is said to have almost uniform (or a.u. for short) continuous path
if for every T > 0, every ε > 0 there exists a projection e with τ(1 − e) < ε such
that the function fe : [0, T ] → N given by fe(t) = xte ∈ N is norm continuous. Let
σ = {0 = s0, · · · , sn = T} be a partition of the interval [0, T ] and |σ| its cardinality. Put
‖x‖hcp([0,T ];σ) =
∥∥∥ |σ|−1∑
j=0
Esj |Esj+1x−Esjx|2
∥∥∥1/2
p/2
, 2 ≤ p ≤ ∞ ,
‖x‖hdp([0,T ];σ) =
( |σ|−1∑
j=0
‖Esj+1x−Esjx‖pp
)1/p
, 2 ≤ p <∞ ,
and ‖x‖hrp([0,T ];σ) = ‖x∗‖hcp([0,T ];σ). Let U be an ultrafilter refining the natural order given
by inclusion on the set of all partitions of [0, T ]. Let x ∈ Lp(N ). For 2 ≤ p < ∞, we
define
〈x, x〉T = lim
σ,U
|σ|−1∑
i=0
Esi|Esi+1x− Esix|2 .
Here the limit is taken in the weak* topology and it is shown in [26] that the convergence
is also true in Lp norm ‖ · ‖p/2 for all 2 < p <∞. We define the continuous version of hp
norms for 2 ≤ p <∞,
‖x‖hcp([0,T ]) = limσ,U ‖x‖hcp([0,T ];σ) ,
‖x‖hdp([0,T ]) = limσ,U ‖x‖hdp([0,T ];σ) .
and ‖x‖hrp([0,T ]) = ‖x∗‖hcp([0,T ]) for 2 ≤ p <∞. Then for all 2 < p <∞
(2.1) ‖x‖hcp([0,T ]) = ‖〈x, x〉T‖1/2p/2 .
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A martingale x is said to be of vanishing variation if ‖x‖hdp([0,T ]) = 0 for all T > 0 and all
2 < p <∞. We also write
varp(x) = ‖x‖hdp([0,T ]),
and let Vp(N ) denote the L2(N ) closure of {x ∈ Lp(N ) : varp(x) = 0}.
The following results are proved in [26]. For any y ∈ Lp(N ), we write djy = Esjy −
Esj−1y. Put ‖x‖Lp(var) = supσ ‖(djx)‖Lp(ℓ1), where the supremum is taken over all finite
partitions of [0, T ], and the norm ‖ · ‖Lp(ℓ1) was defined in [29], which we will not use after
the next result.
Theorem 2.1. Let 2 < p < ∞ and x ∈ Lp(NT ). Then for all δ > 0, there exists a
decomposition x = yδ + zδ satisfying the following
(1) varp(y
δ) < δ, zδ ∈ Lp(var).
(2) Let P (x) = w∗- limδ yδ. Here w∗- lim denotes the weak* limit. Then P : Lp(N )→
Vp(N ) is an orthogonal projection.
(3) P (x) = x for all x with vanishing variation.
One may take yδ = w∗- limσ
∑|σ|
j=1 dj(djx1[|djx|≤δ]) where 1B is the spectral projection of
djx restricted to the Borel set B.
Lemma 2.2. If x has a.u. continuous path, then it is of vanishing variation.
Now let us prove the main results of this section, which can be regarded as the noncom-
mutative version of Burkholder–Davis–Gundy type inequalities.
Theorem 2.3. Let x be a mean 0 martingale with a.u. continuous path. Then for every
T > 0, we have
(1) For 2 ≤ p <∞, if x is self-adjoint, then
‖ETx‖p ≤ C√p lim inf
σ,U
‖x‖hc∞([0,T ];σ) .
If x is not necessarily self-adjoint, then
‖ETx‖p ≤ C√p lim inf
σ,U
(‖x‖hc∞([0,T ];σ) + ‖x‖hr∞([0,T ];σ)) ,
where we may take C = 2
√
2.
(2) For all 2 ≤ p <∞,
‖ETx‖p ≤ C ′pmax
{‖x‖hcp([0,T ]), ‖x‖hrp([0,T ])} .
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Proof. (1) First assume that x is self-adjoint and that x ∈ NT . We follow the strategy used
in the proof of Theorem 2.1. Fix a partition σ of [0, T ]. We write hp(σ) for hp([0, T ]; σ)
in the following proof. Let δ > 0. We have djx = djx1[|djx|>δ] + djx1[|djx|≤δ]. Conditioning
again, we obtain
djx = dj(djx1[|djx|>δ]) + dj(djx1[|djx|≤δ]) .
Put zδσ =
∑|σ|
j=1 dj(djx1[|djx|>δ]) and y
δ
σ =
∑|σ|
j=1 dj(djx1[|djx|≤δ]). Then clearly
sup
j=1,··· ,|σ|
‖dj(djx1[|djx|≤δ])‖∞ ≤ 2δ .
Using Proposition 1.4 for some fixed 0 < ε ≤ 1, we find
(2.2) ‖yδσ − τ(yδσ)‖p ≤ 23/2(1 + ε)1/2
√
p‖yδσ‖hc∞(σ) + 27/2
(1 + ε√
ε
)
pδ .
Note that
0 ≤ Esj−1 |dj(djx1[|djx|<δ])|2 = Esj−1 [(djx1[|djx|<δ])2]− [Esj−1(djx1[|djx|<δ])]2
≤ Esj−1 [(djx1[|djx|<δ])2] ≤ Esj−1[(djx)2] .
Then we have
‖yδσ‖hc∞(σ) =
∥∥∥ |σ|−1∑
i=0
Esj−1 |dj(djx1[|djx|<δ])|2
∥∥∥1/2
∞
≤
∥∥∥ |σ|−1∑
i=0
Esj−1 |djx|2
∥∥∥1/2
∞
= ‖x‖hc∞(σ).
According to Theorem 2.1 (in our context, yδ = w∗- limσ yδσ) and Lemma 2.2, we have
x = w∗- limδ→0 yδ. Hence for any λi ≥ 0,
∑k
i=1 λi = 1, we have
x = w∗- lim
δi→0
i=1,··· ,k
k∑
i=1
λiy
δi .
Since in a Banach space the weak closure and the norm closure of a convex set are the
same, by the reflexivity of Lp(N ) we can find a net xα in the convex hull of {yδ} such that
xα → x in Lp(N ). Therefore by sending δ → 0, we deduce from (2.2) that
‖x‖p ≤ 2
√
2(1 + ε)1/2
√
p lim inf
σ,U
‖x‖hc∞(σ) ,
for all 0 < ε ≤ 1. Sending ε→ 0 yields the first assertion. If x is not self-adjoint, we write
x = ℜ(x) + iℑ(x) where ℜ(x) = x+x∗
2
and ℑ(x) = x−x∗
2i
. Then the second assertion follows
from the self-adjoint case by triangle inequality.
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(2) Since x is of vanishing variation, ‖x‖hdp([0,T ]) = 0 for all 2 < p <∞. Using (0.1), we
have
‖x‖p ≤ C ′p(‖x‖hcp([0,T ];σ) + ‖x‖hrp([0,T ];σ)) + p‖x‖hdp([0,T ];σ) .
Taking limits on the right hand side yields the assertion for 2 < p < ∞. The case p = 2
is proved by sending p ↓ 2. 
3. Poincare´ type inequalities and applications
3.1. Poincare´ type inequalities. Let (Tt)t≥0 be a semigroup of operators acting on a
finite von Neumann algebra (N , τ) where τ(1) = 1. Following [30, 31] we say (Tt) is a
standard semigroup if it satisfies the following assumptions:
(1) Every Tt is a normal completely positive map on N such that Tt(1) = 1;
(2) Every Tt is self-adjoint, i.e. τ(Tt(x)y) = τ(xTt(y)) for all x, y ∈ N .
(3) The family (Tt) is pointwise weak* continuous. Equivalently, limt→t0 Ttx = Tt0x
with respect to the strong operator topology in N for any x ∈ N ; see [42].
It is well known that Assumption (3) is further equivalent to that (Tt) is a strongly contin-
uous semigroup on L2(N , τ), where Tt extends to L2(N , τ) by TtΛ(x) = Λ(Ttx) for x ∈ N
and Λ : N → L2(N , τ) is the natural embedding. By [16], (Tt) extends to a strongly
continuous contraction semigroup on Lp(N ) for every 1 ≤ p < ∞ with generator A, i.e.
Tt = e
−tA. Write for 1 ≤ p <∞
Domp(A) = {f ∈ Lp(N ) : lim
t→0
(f − Ttf)/t converges in Lp(N )}.
Then the classical semigroup theory asserts that Domp(A) is dense in Lp(N ) and that if
x ∈ Domp(A) then Ttx ∈ Domp(A). We also denote Dom(A) = Dom2(A). Note that A is
a positive operator on L2(N , τ). The standard assumptions also imply that τ(Ttx) = τ(x)
and thus Tt’s are faithful. In addition, Tt is a contraction on N . Indeed, for x ∈ N , we
have
‖Ttx‖∞ = sup
‖y‖1≤1
|τ((Ttx)y)| = sup
‖y‖1≤1
|τ(x(Tty))| ≤ sup
‖y‖1≤1
‖Tty‖1‖x‖∞ ≤ ‖x‖∞ .
Recall that Tt is said to admit a reversed Markov dilation if
(H1) there exists a larger finite von Neumann algebra M and a family πt : N →M of
trace preserving ∗-homomorphism;
(H2) there is a decreasing filtration (M[s)0≤s<∞ with πr(x) ∈ M[s for all r > s such
that E[s(πt(x)) = πs(Ts−tx) for all t < s and x ∈ N .
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Here we have M[t = E[t(M). For elements x, y ∈ Dom(A) we may define the gradient
form, which is called Meyer’s “carre´ du champ” in the commutative theory,
2Γ(x, y) = A(x∗)y + x∗A(y)− A(x∗y)
and for x, y ∈ Dom(A2) the second order gradient
2Γ2(x, y) = Γ(Ax, y) + Γ(x,Ay)−AΓ(x, y).
Recall that (Tt) is called a noncommutative diffusion (or nc-diffusion for short) semigroup
if Γ(x, x) ∈ L1(N ) for all x ∈ Dom(A1/2). If (Tt) is nc-diffusion, then Γ(x, x) ∈ L1(N ) is
well-defined for x ∈ Dom(A1/2) by extension. By duality, Γ(x, x) ∈ Lp(N ) for 1 ≤ p <∞ if
and only if there exists C > 0 such that |τ(Γ(x, x)y)| ≤ C‖y‖p′ for all y and 1/p+1/p′ = 1.
We will use the following crucial results proved by Junge, Ricard, and Shlyakhtenko in
[32], which is a noncommutative version of the Stroock–Varadhan martingale problem.
Theorem 3.1. Suppose that (Tt)t≥0 is a standard nc-diffusion semigroup. Then Tt admits
a reversed Markov dilation (πt) with a.u. continuous path, i.e. in addition to (H1) and
(H2), for all x ∈ Dom(A) and all S > 0,
ms(x) := πs(Ts(x)), 0 ≤ s ≤ S
is a (reversed) martingale with a.u. continuous path.
Remark 3.2. Let 2 ≤ p <∞. For the purpose of our main result, we extend the theorem
to x ∈ Dom(A1/2). Indeed, since Dom(A1/2) ∩ N is a ∗-subalgebra of N by [16] and
Dom(A) is dense in L2(N ), there exists a sequence (xn) ∈ Dom(A) such that limn→∞ ‖xn−
x‖2 = 0. But E[r(πsTs(xn)) = πrTr(xn) for s < r. Taking limits on both sides, we find
E[r(πsTs(x)) = πrTr(x) in L2(N ). According to [41], the set of a.u. continuous path
martingales is closed in L2(N ). Hence πsTs(x) has a.u. continuous path. Similar argument
applies to the forward martingales, but we only need the reversed martingales in this paper.
Put L0p(N ) = {x ∈ Lp(N ) : limt→∞ Ttx = 0} for 1 ≤ p ≤ ∞. Here the limit is taken
with respect to ‖·‖Lp(N ) for 1 ≤ p <∞ and with respect to the weak* topology for p =∞.
Let Fix = {x ∈ N : Ttx = x for all t ≥ 0}. Then it was shown in [35] that Fix is a von
Neumann subalgebra and Fix⊥ = L0∞(N ). Denote by EFix : N → Fix the conditional
expectation which extends to a contraction on Lp(N ). Then for all x ∈ Lp(N ) we have
x−EFixx ∈ L0p(N ) and L0p(N ) is a complemented subspace of Lp(N ).
Lemma 3.3. Let 2 ≤ p <∞ and (Tt)t≥0 be a standard nc-diffusion semigroup. Then for
all 0 ≤ s < t ≤ ∞, and x ∈ Dom(A1/2) ∩ L0p(N ) with Γ(Trx, Trx) uniformly bounded for
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r ≥ 0 in Lp(N ) we have
‖m(x)‖hcp([s,t]) =
∥∥∥∥2 ∫ t
s
πr(Γ(Trx, Trx))dr
∥∥∥∥1/2
p/2
.
Proof. By Theorem 3.1, Remark 3.2 and Lemma 2.2, varp(m) = 0 for all 2 < p <∞. (2.1)
implies for 2 < p <∞,
‖m‖hcp([s,t]) = ‖〈m,m〉t − 〈m,m〉s‖1/2p/2 .
It follows from [30, Lemma 2.4.1] and uniform boundedness that
〈m,m〉s − 〈m,m〉t = 2
∫ t
s
πr(Γ(Trx, Trx))dr .
Here the integral when t =∞ is well-defined for x ∈ L0p(N ) according to [30, Proposition
2.4.3]. This gives the assertion for 2 < p <∞. The case p = 2 follows by sending p ↓ 2. 
We are now ready to state our main result of this section.
Theorem 3.4. Suppose 2 ≤ p < ∞. Let Tt = e−tA be a standard nc-diffusion semigroup
and Γ the gradient form associated with A. Assume x ∈ Lp(N ) ∩Dom(A1/2) satisfies
(3.1) τ(yΓ(Ttx, Ttx)) ≤ e−2αtτ(yTtΓ(x, x)), y ∈ N , y ≥ 0 ,
for some α > 0. Then we have the following Poincare´ type inequalities
(3.2) ‖x− EFixx‖p ≤ C
√
p/αmax{‖Γ(x, x)1/2‖∞,Γ(x∗, x∗)1/2‖∞},
(3.3) ‖x− EFixx‖p ≤ C ′α−1/2pmax{‖Γ(x, x)1/2‖p,Γ(x∗, x∗)1/2‖p},
where we can take C = 4
√
2 in general and C = 2
√
2 if x is self-adjoint.
Proof. First assume 2 < p < ∞. Notice that EFixx is in the multiplicative domain of
Tt. Then Γ(x, x) = Γ(x − EFixx, x − EFixx). Without loss of generality we may assume
x ∈ L0p(N ), which implies limt→∞ Ttx = EFix(x) = 0 in Lp. Fix a constant 0 < M < ∞
and consider the reversed martingale mt(x) in Theorem 3.1 for t ∈ [0,M ]. By Theorem
2.3 (applied to reversed martingales), noticing that m0(x) = π0(x), we have
‖m0 −E[M(m0)‖p
≤ C√p lim inf
σ,U
(‖m0 −E[M(m0)‖hc∞([0,M ];σ) + ‖m0 −E[M(m0)‖hr∞([0,M ];σ)) .
Using the reversed Markov dilation and [30, Lemma 2.4.1 (iii)], we find (see [30, (2.12)])
‖m0 − E[M(m0)‖hc∞([0,M ];σ) =
∥∥∥ |σ|−1∑
j=0
E[sj+1|msj (x)−msj+1(x)|2
∥∥∥1/2
∞
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=
∥∥∥ |σ|−1∑
j=0
E[sj+1(πsj (|Tsjx|2))− πsj+1(|Tsj+1x|2)
∥∥∥1/2
∞
=
∥∥∥ |σ|−1∑
j=0
πsj+1(Tsj+1−sj |Tsjx|2 − |Tsj+1x|2)
∥∥∥1/2
∞
=
∥∥∥2 |σ|−1∑
j=0
πsj+1
(∫ sj+1−sj
0
Tsj+1−sj−r(Γ(Tr+sjx, Tr+sjx))dr
)∥∥∥1/2
∞
=
∥∥∥2 |σ|−1∑
j=0
∫ sj+1
sj
E[sj+1πr(Γ(Trx, Trx))dr
∥∥∥1/2
∞
.
Since E[sj+1 and πr are contractions, we deduce from (3.1) that
‖m0 −E[M(m0)‖hc∞([0,M ];σ) ≤
√
2
( |σ|−1∑
j=0
∫ sj+1
sj
‖Γ(Trx, Trx)‖∞dr
)1/2
=
√
2
( |σ|−1∑
j=0
∫ sj+1
sj
sup
y≥0,y∈N ,‖y‖1≤1
τ(yΓ(Trx, Trx))dr
)1/2
≤
√
2
( |σ|−1∑
j=0
∫ sj+1
sj
e−2αr sup
y≥0,y∈N ,‖y‖1≤1
τ(yTrΓ(x, x))dr
)1/2
=
√
2
( |σ|−1∑
j=0
∫ sj+1
sj
e−2αr‖TrΓ(x, x)‖∞dr
)1/2
≤
√
2
(∫ M
0
e−2αr‖Γ(x, x)‖∞dr
)1/2
≤ α−1/2‖Γ(x, x)‖1/2∞ .
Similarly,
‖m0 − E[M(m0)‖hr∞([0,M ];σ) ≤ α−1/2‖Γ(x∗, x∗)‖1/2∞ .
Hence we have
‖m0 −E[M(m0)‖p ≤ C
( p
α
)1/2
(‖Γ(x, x)‖1/2∞ + ‖Γ(x∗, x∗)‖1/2∞ ) .
By the reversed Markov dilation,
‖E[M(m0)‖p = ‖E[M(π0(x))‖p = ‖πMTMx‖p ≤ ‖TMx‖p .
Note that limM→∞ ‖TMx‖p = 0 and that ‖x‖p = ‖m0‖p ≤ ‖m0−E[M(m0)‖p+‖E[M(m0)‖p.
Sending M → ∞ gives the first assertion for 2 < p < ∞. Sending p ↓ 2 gives the case
p = 2.
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For (3.3), note that (3.1) implies Γ(Ttx, Ttx) is uniformly bounded in Lp(N ). Then
Theorem 2.3 and Lemma 3.3 imply that for M > 0, 2 < p < ∞, and x ∈ Dom(A1/2), we
have
‖m0 − E[M(m0)‖p
≤
√
2C ′pmax
{∥∥∥∫ M
0
πr(Γ(Trx, Trx))dr
∥∥∥1/2
p/2
,
∥∥∥ ∫ M
0
πr(Γ(Trx
∗, Trx∗))dr
∥∥∥1/2
p/2
}
.
Similar to the above argument, (3.1) yields∥∥∥ ∫ M
0
πr(Γ(Trx, Trx))dr
∥∥∥1/2
p/2
≤ 1√
2α
‖Γ(x, x)‖1/2p/2 .
The rest of proof is the same as that of the first assertion. 
If A has a spectral gap in Lp, we can deduce the second inequality (3.3) from the main
result of [30] on the noncommutative Riesz transform. However, we have explicit order
p here. So far as we know, no previous method has achieved the order
√
p in the first
inequality in the noncommutative setting.
Remark 3.5. In fact, if (3.1) holds for all x ∈ Dom(A1/2), then Tt is a nc-diffusion semi-
group. Indeed, it was proved in [32] that TtΓ(x, x) ∈ L1(N ) for t > 0. Then (3.1) implies
that Γ(Ttx, Ttx) ∈ L1(N ). Taking limit gives Γ(x, x) ∈ L1(N ).
Condition (3.1) is not convenient to check. In practice, we may pose stronger assump-
tions which are easy to verify. The following lemma is of course well known in the com-
mutative case.
Lemma 3.6. Let Tt = e
−tA be a standard nc-diffusion semigroup. Let x ∈ N be such that
Γ2(x, x) is well-defined. Then Γ2(x, x) ≥ αΓ(x, x) implies (3.1).
Proof. Since Tt is positive, αTtΓ(x, x) ≤ TtΓ2(x, x). Let T˜t = e2αtTt. Consider the function
f(s) = T˜t−sΓ(T˜sx, T˜sx) = e2α(t+s)Tt−sΓ(Tsx, Tsx).
Due to the assumption, f(s) is differentiable. Then
f ′(s) = 2αe2α(t+s)Tt−sΓ(Tsx, Tsx) + e2α(t+s)Tt−sAΓ(Tsx, Tsx)
− e2α(t+s)Tt−s[Γ(ATsx, Tsx) + Γ(Tsx,ATsx)]
= 2αe2α(t+s)Tt−sΓ(Tsx, Tsx)− 2e2α(t+s)Tt−sΓ2(Tsx, Tsx) ≤ 0
for all 0 < s < t. We have by continuity Γ(T˜tx, T˜tx) = f(t) ≤ f(0) = T˜tΓ(x, x), or
Γ(Ttx, Ttx) ≤ e−2αtTtΓ(x, x) which implies (3.1). 
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For the purpose of future development, let us recall the definition of positive forms.
Suppose Θ : N × N → L1(N , τ) is a sesquilinear form whose domain is a weakly dense
∗-subalgebra Dom(Θ) such that 1 ∈ Dom(Θ). In this paper, we follow the convention that
a sesquilinear form is conjugate linear in the first component. Θ is said to be positive if for
all n ∈ N, x1, · · · , xn ∈ Dom(Θ), (Θ(xi, xj))ni,j=1 is positive in Mn(L1(N )) ∼= L1(Mn⊗¯N ).
Given another sesquilinear form Φ, Θ ≥ Φ if Θ−Φ ≥ 0. We refer the readers to [47,54] for
more details. For any n ∈ N, and any a1, · · · , an ∈ Dom(A) the n×nmatrix (Γ(ai, aj))ni,j=1
with entries in N is positive in Mn(N ). The following useful fact was due to Peterson
[47]; see also [54] for the implication “⇒”.
Theorem 3.7. Let (Tt) be a strongly continuous semigroup on L2(N ). Then (Tt) is a
completely positive semigroup if and only if Γ is a positive form.
As in the commutative case, the domain of Γ and Γ2 is a delicate issue. Theorem 3.4
avoided this difficulty by considering individual element. In many cases we are interested
in the Poincare´ type inequalities for the whole space. Our next result is meant for this
purpose.
Corollary 3.8. Let Tt = e
−tA be a standard nc-diffusion semigroup. Suppose that there
exists a weakly dense self-adjoint subalgebra A ⊂ N such that
i) A(A) ⊂ A; ii) Tt(A) ⊂ A; iii) A is dense in Dom(A1/2) in the graph norm of A1/2.
Assume Γ2(x, x) ≥ αΓ(x, x) for some α > 0 and for all x ∈ A. Then (3.1) holds for all
x ∈ Dom(A1/2). Moreover, all x ∈ Lp(N ) satisfies (3.2) and (3.3).
Proof. For x ∈ Dom(A1/2) we deduce from assumption iii) that there exist (xn) ⊂ A with
Γ2(xn, xn) ≥ αΓ(xn, xn) such that ‖xn − x‖2 → 0 and ‖A1/2xn − A1/2x‖2 → 0 as n→∞.
By [12, Section 9], we have ‖Γ(x, x)‖1 = 〈A1/2x,A1/2x〉L2(N ). Since Γ is a complete positive
form, we have for x, y ∈ Dom(A1/2),(
Γ(x, x) Γ(x, y)
Γ(y, x) Γ(y, y)
)
≥ 0 .
Note that Γ(x, y)∗ = Γ(y, x). Then ‖(Γ(x, x) + ε1)−1/2Γ(x, y)(Γ(y, y) + ε1)−1/2‖∞ ≤ 1 for
any ε > 0. Hence
‖Γ(x, y)‖1
≤ ‖(Γ(x, x) + ε1)1/2‖2‖(Γ(x, x) + ε1)−1/2Γ(x, y)(Γ(y, y) + ε1)−1/2‖∞‖(Γ(y, y) + ε1)1/2‖2
≤ ‖Γ(x, x) + ε1‖1/21 ‖Γ(y, y) + ε‖1/21 .
Sending ε→ 0, we have ‖Γ(x, y)‖1 ≤ ‖Γ(x, x)‖1/21 ‖Γ(y, y)‖1/21 . It follows that
‖Γ(xn, xn)− Γ(x, x)‖1 ≤ ‖Γ(xn − x, xn − x)‖1 + 2‖Γ(xn − x, x)‖1
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≤ 〈A1/2(xn − x), A1/2(xn − x)〉L2(N ,τ) + 2〈A1/2(xn − x), A1/2(xn − x)〉1/2L2(N ,τ)‖Γ(x, x)‖
1/2
1 .
Hence limn→∞ Γ(xn, xn) = Γ(x, x) in L1(N ). Notice that Tt and A1/2 commute. Then for
all t ≥ 0 and x ∈ Dom(A1/2), Ttx ∈ Dom(A1/2) and a similar argument as above gives
that limn→∞ Γ(Ttxn, Ttxn) = Γ(Ttx, Ttx) in L1(N ). Since Lemma 3.6 implies
τ(yΓ(Ttxn, Ttxn)) ≤ e−2αtτ(yTtΓ(xn, xn))
for all y ∈ N , y ≥ 0, sending n → ∞ on both sides yields the first assertion. For the
“moreover” part, note that we only need to prove (3.2) and (3.3) for
max{‖Γ(x, x)1/2‖p, ‖Γ(x∗, x∗)1/2‖p} <∞.
Recall that Γ(x, x) is understood as the weak* limit of ΓAε(x, x) where Aε = (I + εA)
−1A
(see [12, (3.2)]). If this limit exists in Lp/2 for p > 2, then τ(Γ(x, x)) is finite and hence
x ∈ Dom(A1/2). The individual result Theorem 3.4 then comes into play and completes
the proof. 
The condition Γ2(x, x) ≥ αΓ(x, x) we posed here is usually called the curvature condi-
tion or Γ2-criterion. The expression max{‖Γ(x, x)1/2‖∞, ‖Γ(x∗, x∗)1/2‖∞} is the so-called
Lipschitz norm in the commutative theory. In the classical diffusion setting, Bakry and
Emery [5] showed that the Γ2-criterion implies logarithmic Sobolev inequality, which in
turn yields the Lp Poincare´ inequalities with constant C
√
p due to Aida and Stroock [2];
see also [1] for another proof. In the general non-diffusion setting, we will show that the
first implication is not true. At the time of this writing, we do not know whether the
Lp Poincare´ inequalities follow from LSI in full generality. However, adapting our theory
to the classical diffusion setting will result in a shortcut. Namely, we can directly show
that Γ2-criterion implies the Lp Poincare´ inequalities with constants C
√
p. Let Tt = e
−tL
be a symmetric classical diffusion semigroup with infinitesimal generator L acting on a
probability space (Rd, µ). By the well known diffusion theory (see e.g. [51, Section VII.2]),
under certain regularity conditions on L, one can always construct a diffusion process Xt
corresponding to Tt by solving a martingale problem.
Theorem 3.9. Assume that Xt is a classical diffusion process defined on (Ω,P) for the
semigroup Tt = e
−tL. Suppose Γ2(f, f) ≥ αΓ(f, f) for the real-valued function f . Then
for 2 ≤ p <∞,
‖f − EFixf‖p ≤ C√p‖Γ(f, f)1/2‖p.
Proof. The proof follows the same strategy as (3.3). Assume 2 < p <∞ and limt→∞ Ttf =
0 in Lp. By approximation, we may assume that f is compactly supported. Then we obtain
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a martingale
Mft = f(Xt)− f(X0) +
∫ t
0
Lf(Xs)ds
adapted to Ft := σ(Xs : s ≤ t). Fix a large constant K > 0. For 0 ≤ t ≤ K, define
X˜t = XK−t, F˜[t = FK−t, Nft = (Ttf)(XK−t). Note that in this setting, the reversed
Markov dilation is given by π˜tf = f(X˜t). Then (N
f
t )0≤t≤K is a reversed martingale with
respect to the filtration F˜[t. Indeed, by the Markov property, for s < t
E[Nfs |F˜[t] = E[(Tsf)(XK−s)|FK−t]
= T(K−s)−(K−t)Tsf(XK−t) = Ttf(XK−t) = N
f
t .
By Lemma 3.3 with π˜rf = f(XK−r), we have
〈Nf , Nf 〉K − 〈Nf , Nf 〉0 = 2
∫ K
0
Γ(Trf, Trf)(XK−r)dr.
Applying the BDG inequality (0.2) (see [6, Proposition 4.2]) to Nft on [0, K], we have
‖TKf(X0)− f(XK)‖p ≤ C√p‖〈Nf , Nf 〉K − 〈Nf , Nf〉0‖1/2p/2.
Here we used the continuity of the sample paths of the diffusion process Xt so that the
conditional square function and the unconditional square functions coincide in continuous
time. Since µ is the invariant measure, we have for any 0 ≤ t ≤ K,
‖f(Xt)‖pp =
∫
|f(Xt)|pdP =
∫
Ex|f(Xt)|pµ(dx) =
∫
Tt|f |p(x)µ(dx) =
∫
|f |pdµ .
It follows that ‖(TKf)(X0)‖p = ‖TKf‖p → 0 as K →∞. By the triangle inequality,
‖f‖p = ‖f(XK)‖p ≤ ‖f(XK)− TKf(X0)‖p + ‖TKf(X0)‖p.
The rest of the proof is the same as that of (3.3). 
Our first example is very simple, but it clarifies that Γ2-criterion no longer implies
LSI in the general non-diffusion setting. Let us recall the following generalized Schwartz
inequality, which is called Choi’s inequality; see [11, Corollary 2.8].
Lemma 3.10. Let φ : M → N be a contractive completely positive map between von
Neumann algebras. Then [φ(x∗ixj)] ≥ [φ(x∗i )φ(xj)] for any n ∈ N and any x1, · · · , xn ∈M.
Proof. Since φ is complete positive, φ⊗ In is 2-positive, here In is the identity matrix. Let
X =

x1 x2 · · · xn
0 0 · · · 0
...
. . .
0 0 · · · 0
 .
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By [46, Exercise 3.4], [φ⊗ In(X)]∗[φ⊗ In(X)] ≤ φ⊗ In(X∗X). The proof is complete. 
Example 3.11 (Conditional expectation). Let E :M→ N be the conditional expecta-
tion and A = I −E. For x, y ∈M, a calculation gives
2Γ(x, y) = x∗y −E(x∗)y − x∗E(y) + E(x∗y) .
By Lemma 3.10, 2[Γ(xi, xj)] ≥ [(xi−Exi)∗(xj−Exj)] ≥ 0 for x1, · · · , xn ∈M. We deduce
from Theorem 3.7 that A generates a completely positive semigroup Tt = e
−tA acting on
M. It is easy to check Tt is a standard nc-diffusion semigroup. Let Γ,Γ2 be the gradient
forms associated to Tt.
Proposition 3.12. Γ2 ≥ 12Γ in M.
Proof. Note that AE = EA = 0. We find
4Γ2(x, y) = x
∗y − E(x∗)y − x∗E(y)− 2E(x∗)E(y) + 3E(x∗y) .
Hence (Γ2− 12Γ)(x, y) = 12(E(x∗y)−E(x∗)E(y)). Since E is contractive completely positive,
it follows from Lemma 3.10 that Γ2 − 12Γ is a positive form. 
The logarithmic Sobolev inequality fails, however. Indeed, the LSI reads as follows in
this case: for x ≥ 0,
τ(x2 ln(|x|/‖x‖2)) ≤ C
(
‖x‖22 −
1
2
[τ(E(x∗)x) + τ(x∗E(x))]
)
.
It is easy to see this is not true. Indeed, let us consider the Lebesgue probability space
([0, 1], dt) with E being the expectation, i.e. E(x) =
∫
[0,1]
x(t)dt = τ(x). Set xn(t) =√
n1[0,1/n](t). Then ‖xn‖2 = 1 and the left-hand side is τ(x2n ln xn) = 12 lnn. However, the
right-hand side is less than a constant C > 0, which is impossible for large n.
3.2. Deviation and transportation inequalities. As is well-known, the Poincare´ in-
equality with constant
√
p implies the concentration phenomenon. We are going to prove
a noncommutative version of exponential integrability due to Bobkov and Go¨tze [8] in the
commutative case. The following variant was due to Efraim and Lust-Piquard in the case
of Walsh system.
Corollary 3.13. Under the assumptions of Theorem 3.4, we have
(3.4) τ(e|x−EFixx|) ≤ 2 exp
(C
α
max{‖Γ(x, x)‖∞, ‖Γ(x∗, x∗)‖∞}
)
,
and for t > 0
(3.5) Prob(|x− EFixx| ≥ t) ≤ 2 exp
(
− αt
2
4Cmax{‖Γ(x, x)‖∞, ‖Γ(x∗, x∗)‖∞}
)
.
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We may take C = 32e in general and C = 8e for x self-adjoint.
Proof. We follow the proof in the commutative case; see [18, Corollary 4.1 and 4.2].
Since Γ(x, x) = Γ(x − EFixx, x − EFixx), we may assume EFix(x) = 0. Put M =
max{‖Γ(x, x)1/2‖∞,Γ(x∗, x∗)1/2‖∞}. Note that kk(2k−1)!! ≤
(
e
2
)k
for all k ∈ N. By func-
tional calculus and (3.2),
1
2
τ(e|x|) ≤ τ(cosh x) = 1 +
∞∑
k=1
1
(2k)!
‖x‖2k2k
≤ 1 +
∞∑
k=1
C2k(2k)k
αk(2k)!
M2k ≤ 1 +
∞∑
k=1
kk(CM)2k
αkk!(2k − 1)!!
≤ 1 +
∞∑
k=1
(e/2)k(CM)2k
αkk!
= exp
(eC2M2
2α
)
.
We have proved the first assertion for C = 32e and we can take C = 8e if x is self-adjoint.
For the second inequality, we deduce from Chebyshev inequality that
τ(1[t,∞)(|x|)) ≤ e−λtτ(eλ|x|) ≤ 2e−λt+Cλ2M2/α .
Then the assertion follows from minimizing the right hand side with respect to λ. 
The improvement in the situation of commutative diffusion in Theorem 3.9 also gives
an intermediate term in (3.4) for self-adjoint element x, i.e.
τ(e|x−EFixx|) ≤ 2τ exp
(C ′
α
Γ(x, x)
)
≤ 2 exp
(C ′
α
‖Γ(x, x)‖∞
)
.
We do not have such an intermediate term in the fully noncommutative generality without
the help of (1.5). However, it seems the Lipschitz norm is the right choice in application
to the concentration inequality. In this sense, we did not lose much even if we use a larger
norm. The following result is simply a one side version of Corollary 3.13. We record it
here for future references.
Proposition 3.14. Under the hypotheses of Theorem 3.4, assume further that x is self-
adjoint. Then for t ∈ R
(3.6) τ(et(x−EFixx)) ≤ ec‖Γ(x,x)‖∞t2 ,
and for t > 0,
(3.7) Prob(x−EFixx ≥ t) ≤ exp
(
− t
2
4c‖Γ(x, x)‖∞
)
where the constant c only depends on α.
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Proof. Again it suffices to consider (3.6) for x with EFix(x) = 0 since Γ(x, x) = Γ(x −
EFixx, x−EFixx). From the proof of (3.4), we know there exists C > 0 such that for t ∈ R
τ(etx) ≤ τ(etx) + τ(e−tx) ≤ 2eC‖Γ(x,x)‖∞t2/α .
Then for t2‖Γ(x, x)‖∞ ≥ 1, we have τ(etx) ≤ e(ln 2+C/α)‖Γ(x,x)‖∞t2 . For t2‖Γ(x, x)‖∞ < 1,
τ(etx) = 1 +
∞∑
k=2
tkτ(xk)
k!
≤ 1 +
∞∑
k=2
tkCkkk/2‖Γ(x, x)‖k/2∞
αk/2k!
≤ 1 + c‖Γ(x, x)‖∞t2 ≤ ec‖Γ(x,x)‖∞t2
for some constant c = c(α) since τ(x) = 0 and the series
∑∞
k=2
kk/2
k!
converges. The second
assertion follows in the same way as (3.5). 
The exponential integrability result (3.6) was proved by Bobkov and Go¨tze [8] in the
commutative case by using a variant of LSI. They also deduced a transportation inequal-
ity from (3.6). We will follow their approach to obtain a noncommutative version of
transportation inequality. Since LSI is not available in our noncommutative theory, our
Poincare´ inequalities might be a more universal approach to the transportation inequality.
Let us first define Wasserstein distance and entropy in the noncommutative setting.
Definition 3.15. Let ρ and σ be positive τ -measurable operators (e.g. density matrices)
affiliated with (M, τ). The noncommutative entropy of ρ ∈ L1(M, τ) is given by
Ent(ρ) = τ(ρ ln(ρ/τ(ρ)) .
Let φ and ψ be states onM. The L1-Wasserstein distance between φ and ψ is defined by
WA1 (φ, ψ) = sup{|φ(x)− ψ(x)| : x self-adjoint , ‖Γ(x, x)‖∞ ≤ 1} .
The L1-Wasserstein distance between ρ and σ is W
A
1 (ρ, σ) = W
A
1 (φρ, φσ) for φρ(·) =
τ(·ρ)/τ(ρ) and φσ(·) = τ(·σ)/τ(σ).
Here the superscript A in WA1 is to emphasize the dependence on the generator of the
semigroup Tt. We may ignore the superscript A for simplicity in the following. It is easy
to check that WA1 is a pseudometric but may not be a metric in general. Our definition of
Wasserstein distance coincides with the classical definition in the commutative case due
to the Kantorovich–Rubinstein theorem; see e.g. [58, Theorem 5.10]. It is also closely
related to the quantum metric in the sense of Rieffel [52]. Now we state a general fact on
the relationship between conditional expectation and entropy.
Lemma 3.16. Let ρ ∈ L1(M, τ) with ρ ≥ 0 and τ(ρ) = 1 and E :M→N the conditional
expectation onto subalgebra N . Then
τ(Eρ lnEρ) ≤ τ(ρ ln ρ) .
24 MARIUS JUNGE AND QIANG ZENG
Proof. Let ρn = ρ1[0,n](ρ). Then ρn ∈ Lp(M, τ) for all p ≥ 1. It is easy to see that ρn → ρ
in the measure topology. Notice that τ [(ρn/τ(ρn)) ln(ρn/τ(ρn))] = limp↓1
‖ρn/τ(ρn)‖pp−1
p−1 .
This yields
τ
( Eρn
τ(ρn)
ln
Eρn
τ(ρn)
)
= lim
p↓1
‖Eρn/τ(ρn)‖pp − 1
p− 1
≤ lim
p↓1
‖ρn/τ(ρn)‖pp − 1
p− 1 = τ
( ρn
τ(ρn)
ln
ρn
τ(ρn)
)
.
Let µ be the distribution of ρ. Then
τ
( ρn
τ(ρn)
ln
ρn
τ(ρn)
)
=
1
τ(ρn)
∫ n
0
x ln xµ(dx)− ln τ(ρn)→ τ(ρ ln ρ).
Following [19], we denote the generalized singular number of ρ by µt(ρ). Note that ‖Eρn−
Eρ‖1 ≤ ‖ρn − ρ‖1 → 0 as n→∞. We have for every t > 0,
µt(Eρn − Eρ) ≤ t−1
∫ t
0
µs(Eρn − Eρ)ds ≤ t−1‖Eρn −Eρ‖1 .
Then limn→∞ µt(Eρn − Eρ) = 0. By [19, Lemma 3.1], (Eρn) converges to Eρ in the
measure topology. Since 0 ≤ Eρn ≤ Eρ, by [19, Lemma 2.5], µt(Eρn) ≤ µt(Eρ). We
deduce from [19, Lemma 3.4] that limn→∞ µt(Eρn) = µt(Eρ) for t > 0. Now consider
g(x) = x ln x = x ln x1[1,∞)(x) − (−x ln x1(0,1)). Both functions in the decomposition
are nonnegative Borel functions vanishing at the origin. It follows from [19, (3)] that
τ(Eρ lnEρ) =
∫ 1
0
µt(Eρ) lnµt(Eρ)dt. Since for fixed ε > 0, [µt(Eρn) lnµt(Eρn)]n is uni-
formly bounded on t ∈ [ε, 1], we have
τ(Eρ lnEρ) = sup
ε>0
∫ 1
ε
µt(Eρ) lnµt(Eρ)dt
= sup
ε>0
lim
n→∞
∫ 1
ε
µt(Eρn) lnµt(Eρn)dt ≤ lim sup
n→∞
τ(Eρn lnEρn)
≤ lim sup
n→∞
τ(ρn ln ρn) .
This completes the proof. 
The next result in the commutative setting is well known; see e.g. [17, Section 6.2].
Lemma 3.17. Let σ be a self-adjoint τ -measurable operator. Then,
(3.8) ln τ(eσ) = sup{τ(ρσ)− τ(ρ ln ρ) : ρ ≥ 0, τ(ρ) = 1} .
Therefore, for all positive ρ ∈ L1(M, τ)
(3.9) Ent(ρ) = sup{τ(σρ) : σ self-adjoint, τ(eσ) ≤ 1} .
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Proof. Let σ be a self-adjoint operator τ -measurable operator. Consider the von Neumann
subalgebra N generated by {f(σ) : f : C → C bounded measurable}. Then there exists
a conditional expectation E : M → N which can extend to a contraction Lp(M, τ) →
Lp(N , τ) for all 1 ≤ p ≤ ∞. Assume τ(ρ) = 1. Then E(ρ) ∈ L1(N , τ). But N is
commutative and τ(E(ρ)) = τ(ρ) = 1. After identifying τ with a probability measure
denoted still by τ , we use Jensen’s inequality for the measure E(ρ)dτ to deduce that
τ(σE(ρ))− τ(E(ρ) lnE(ρ)) = τ(ln(eσE(ρ)−1)E(ρ))) ≤ ln τ(eσ) .
Using Lemma 3.16 and noticing that τ(σρ) = τ(σE(ρ)), we find
τ(σρ)− τ(ρ ln ρ) ≤ ln τ(eσ) .
For the reverse inequality, put σn = σ1(−∞,n](σ) for n ∈ N where 1(−∞,n](σ) is the spectral
projection of σ. Plugging ρn = e
σn/τ(eσn) into the right hand side of (3.8), we have
τ(σρn)− τ(ρn ln ρn) = τ((σ − σn)e
σn)
τ(eσn)
+ ln τ(eσn) .
By the spectral decomposition theorem of σ, τ((σ − σn)eσn) ≥ 0. Then for all n we have
sup{τ(ρσ)− τ(ρ ln ρ) : ρ ≥ 0, τ(ρ) = 1} ≥ ln τ(eσn) .
By Fatou’s lemma [19, Theorem 3.5] lim infn→∞ ln τ(eσn) ≥ ln τ(eσ). This proves (3.8).
For (3.9), note that, by (3.8), τ(eσ) ≤ 1 implies τ(σρ) ≤ τ(ρ ln ρ) for all positive ρ ∈
L1(M, τ) with τ(ρ) = 1. If τ(ρ) 6= 1, we consider ρ′ = ρ/τ(ρ) and find τ(σρ) ≤
τ(ρ ln(ρ/τ(ρ))). The equality is achieved by σ = ln ρ − ln τ(ρ). This proves the second
assertion. 
Theorem 3.18. Let (M, τ) be a noncommutative probability space. Then
(3.10) W1(ρ, 1) ≤
√
2cEnt(ρ),
for all ρ ≥ 0 with τ(ρ) = 1 if and only if for every self-adjoint τ -measurable operator x
affiliated with M such that ‖Γ(x, x)‖∞ ≤ 1 and τ(x) = 0,
(3.11) τ(etx) ≤ ect2/2, for all t ∈ R+ .
Proof. Thanks to the preceding two lemmas, the proof is the same as that in the commu-
tative case in [8]. We provide it here for completeness. Setting σ = tx− ct2/2 in (3.9) and
assuming (3.11) we find
(3.12) τ((tx− ct2/2)ρ) ≤ Ent(ρ) .
Since τ(x) = 0 and τ(ρ) = 1, it follows that τ(xρ − x) ≤ ct
2
+ 1
t
Ent(ρ). Minimizing right
hand side gives
(3.13) τ(xρ− x) ≤
√
2cEnt(ρ) .
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Note that τ(xρ − x) = τ (˚xρ − x˚) for all x where x = x˚ + τ(x). Taking sup over all
self-adjoint x with ‖Γ(x, x)‖∞ ≤ 1 on the left hand side of (3.13) gives (3.10). For the
other direction, note that (3.12) is equivalent to (3.10) by reversing the above argument.
Then (3.11) follows from (3.8) by setting σ = tx− ct2/2. 
If Fix = C1 (i.e. the system (M, Tt) is ergodic), then combining the above theorem
with (3.6), we find the transportation inequality (3.10) under the assumptions of Theorem
3.4. In fact, we even have a non-ergodic version of transportation inequality.
Corollary 3.19. Suppose τ(et(x−EFixx)) ≤ ect2 for any τ -measurable self-adjoint operator
x affiliated to M such that ‖Γ(x, x)‖∞ ≤ 1. Then
(3.14) W1(ρ, EFixρ) ≤
√
2cEnt(ρ) .
for all ρ ≥ 0 with τ(ρ) = 1. In particular, (3.10) holds under the additional assumption
EFixρ = 1.
Proof. The proof modifies a little that of Theorem 3.18. Since τ(ρ) = 1, we have τ([t(x−
EFixx) − ct2/2]ρ) ≤ Ent(ρ). Then we deduce that τ(ρx − ρEFix(x)) ≤
√
2cEnt(ρ). Since
τ(ρEFix(x)) = τ(EFix(ρ)x), we have
τ(ρx− EFix(ρ)x) ≤
√
2cEnt(ρ) .
Taking sup over all self-adjoint x with ‖Γ(x, x)‖∞ ≤ 1 gives the assertion. 
It is easy to see that the assumptions are fulfilled by the hypotheses of Theorem 3.4.
The point here is that even though the fixed point algebra Fix is not trivial we still have
a transportation inequality although in certain situation the inequality does fail.
Remark 3.20. Let ρ be a positive operator with τ(ρ) = 1. For ρ ∈ Fix, define B(ρ) =
{f ∈ L1(N ) : EFix(f) = ρ}. Then for f1, f2 ∈ B(ρ), we have W1(f1, f2) ≤ W1(f1, ρ) +
W1(f2, ρ) <∞. However, if f1 ∈ B(ρ1), f2 ∈ B(ρ2) and ρ1 6= ρ2, then
W1(ρ1, ρ2) ≥ sup{|τ(ρ1x− ρ2x)| : x ∈ Fix, ‖Γ(x, x)‖∞ ≤ 1} = ∞ .
It follows that W1(f1, f2) ≥ |W1(ρ1, ρ2) −W1(f1, ρ1) −W1(f2, ρ2)| = ∞. This yields an
interesting geometric picture: operators in the same “fiber” B(ρ) have finite distance
between one another while operators belonging to different “fibers” have infinite distance.
The following simple result provides another way (under the assumption of finite diam-
eter) to obtain the transportation inequality.
Corollary 3.21. Suppose for self-adjoint x ∈ N , EFix(x) = 0 and ‖Γ(x, x)‖∞ ≤ 1 imply
‖x‖∞ ≤ K. Then, (3.14) holds with c = K2 for all ρ ≥ 0 such that τ(ρ) = 1.
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Proof. A calculation gives ex−x ≤ ex2 . Assume EFix(x) = 0 and ‖Γ(x, x)‖∞ ≤ 1. Then for
t > 0, τ(etx) = τ(etx − tx) ≤ τ(etK − tK) ≤ eK2t2 . The claim now follows from Corollary
3.19. 
Suppose in Theorem 3.4 we only have Γ2 ≥ 0 but not the Γ2-condition. Junge and Mei
proved in [30] as the main result
‖A1/2x‖p ≤ c(p)max{‖Γ(x, x)1/2‖p, ‖Γ(x∗, x∗)1/2‖p}
in this setting. Using the proof of Theorem 1.1.7 in the same paper [30], it can be shown
that if
(3.15) ‖Tt : L01(N )→ L∞(N )‖ ≤ Ct−n/2,
then ‖A−1/2 : L0p(N ) → L∞(N )‖ ≤ C(n) for p > n. Indeed, we consider the composition
of operators
L0p(N ) A
−α−−→ L0q(N ) →֒ L0s,1(N ) A
−β−−→ L∞(N ),
where s, q, p, α, β are chosen so that
1 < s < q, n < p < q <∞, α+ β = 1
2
, α =
n
2
(
1
p
− 1
q
), β =
n
2s
.
For example, p = 2n, q = 4n, s = 4n
3
satisfy these conditions. By [30, Corollary 1.1.4],
‖A−α : L0p(N ) → L0q(N )‖ ≤ C(n). Using [30, Lemma 1.1.3], we have ‖A−β : L0s,1(N ) →
L∞(N )‖ ≤ C(n). The embedding L0q(N ) →֒ L0s,1(N ) follows from interpolation theory.
Hence, ‖A−1/2 : L0p(N )→ L∞(N )‖ ≤ C(n). This gives ‖x‖∞ ≤ C(n)‖A1/2x‖p for large p
and EFix(x) = 0. Assuming Γ(x, x) ≤ 1 for self-adjoint x, it follows that ‖x‖∞ ≤ C(n, p).
By choosing e.g. p = 2n, the constant C(n, p) actually only depends on n. In light of
Corollary 3.21, we obtain the following result.
Corollary 3.22. Let Tt be a standard nc-diffusion semigroup acting on N with Γ2 ≥ 0.
Then (3.15) with finite dimension n implies the transportation inequality (3.14) for all
ρ ≥ 0 such that τ(ρ) = 1.
In the commutative theory, the transportation inequality (3.10) implies isoperimetric
type inequality by Marton’s argument in [8]. So far it is not clear what isoperimetric
inequality means in noncommutative probability. We hope to give a noncommutative
analog of isoperimetric inequality.
Definition 3.23. Let e, f ∈ (M, τ) be projections. The distance between e and f is
d(e, f) = inf{W1(φ, ψ) : φ and ψ are states, s(φ) = e, s(ψ) = f},
where s(φ) is the support of φ.
28 MARIUS JUNGE AND QIANG ZENG
Here our definition generalizes directly the distance of sets in the commutative theory.
Thus in general d is not a metric, as in the commutative setting. Then the following result
follows from the same proof as in the commutative setting given in [8].
Proposition 3.24. Let e, f ∈ (M, τ) be projections. Then under the assumptions of
Theorem 3.4 and assuming Fix = C1,
d(e, f) ≤
√
−2c ln τ(e) +
√
−2c ln τ(f) .
Equivalently, for every h >
√−2c ln τ(e) and every projection p such that d(p, e) > h,
τ(p) ≤ exp
(
− 1
2c
(
h−
√
−2c ln τ(e)
)2)
.
Proof. Put φe(·) = τ(e·)/τ(e) and φf = τ(f ·)/τ(f). It is easy to see that d(e, f) ≤
W1(φe, φf). Then triangle inequality and (3.10) yield d(e, f) ≤
√
2cEnt(e) +
√
2cEnt(f).
By spectral decomposition theorem of the identity, Ent(e) =
∫ 1
0
1A
τ(e)
ln 1A
τ(e)
dµ where A is
a Borel set such that 1A(Id) = e. Hence we find Ent(e) = − ln τ(e), which gives the first
assertion. The equivalent formulation is a simple calculation. 
To conclude this section, we remark that the best possible α in Γ2 ≥ αΓ sometimes
characterizes the dynamical system (M, Tt); see the example of hyperfinite II1 factor
below.
4. Application to the group von Neumann algebras
Starting from this section, we will investigate a variety of examples which satisfy the
assumptions of Theorem 3.4. All the Poincare´ type, deviation and transportation inequal-
ities we derived previously will hold in these examples. The key point is to check Γ2 ≥ αΓ.
It may be of independent interest because it means a strictly positive Ricci curvature from
the geometric point of view. We consider the Γ2-criterion for group von Neumann algebras
in this section.
Let G be a countable discrete group. In this paper we say that ψ : ψ → R+ is a
conditionally negative definite length (cn-length) function if it vanishes at the identity
e, ψ(g) = ψ(g−1) and is conditionally negative which means that
∑
g ξg = 0 implies∑
g,h ξ¯gξhψ(g
−1h) ≤ 0.
Let λ : G → B(ℓ2(G)) be the left regular representation given by λ(g)δh = δgh where
δg’s form the unit vector basis of ℓ2(G). Let L(G) = λ(G)′′, the von Neumann algebra
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generated by {λ(g) : g ∈ G}. Any f ∈ L(G) can be written as
f =
∑
g∈G
fˆ(g)λ(g) .
It is well known that τ(f) = 〈δe, fδe〉 defines a faithful normal tracial state and τ(f) = fˆ(e)
where e is the identity element. In what follows, we define the semigroup associated to the
cn-length function ψ by Tt(λ(g)) = T
ψ
t (λ(g)) = φt(g)λ(g) for g ∈ G, where φt(g) = e−tψ(g).
The infinitesimal generator of Tt is given by Aλ(g) = ψ(g)λ(g). Recall that the Gromov
form is defined as
K(g, h) = Kg,h =
1
2
(ψ(g) + ψ(h)− ψ(g−1h)), g, h ∈ G .
Given f =
∑
x∈G fˆ(x)λ(x) and g =
∑
y∈G gˆ(y)λ(y), a straightforward calculation gives
Γ(f, g) =
∑
x,y∈G
¯ˆ
f(x)gˆ(y)K(x, y)λ(x−1y) ,
Γ2(f, g) =
∑
x,y∈G
¯ˆ
f(x)gˆ(y)K(x, y)2λ(x−1y) .
Let A be the subalgebra of L(G) which consists of elements that can be written as
finite combination of λg, g ∈ G. Then A is weakly dense in L(G) such that AA ⊂ A and
TtA ⊂ A.
Lemma 4.1. A is dense in Dom(A1/2) in the graph norm of A1/2 and Tt is a standard
nc-diffusion semigroup acting on L(G).
Proof. For f =
∑
gi∈G fˆ(gi)λ(gi) ∈ Dom(A1/2), put fn =
∑n
i=1 fˆ(gi)λ(gi). Note that
f ∈ L2(L(G)). Then
‖fn − f‖L2(L(G)) = τ((f ∗n − f ∗)(fn − f)) =
∞∑
i=n+1
|fˆ(gi)|2 → 0, as n→∞ .
Since 〈Af, f〉 =∑∞i=1 ψ(gi)|fˆ(gi)|2 <∞, we have
〈A(fn − f), fn − f〉L2(L(G),τ) =
∞∑
i=n+1
ψ(gi)|fˆ(gi)|2 → 0, as n→∞ .
Therefore A is dense in the graph norm. Since ψ is conditionally negative, Schoenberg’s
theorem implies that Tt is completely positive; see e.g. [10, Appendix D]. It can be directly
checked that Tt is normal and unital. Since ψ(g) = ψ(g
−1),
τ(Tt(x)y) = 〈δe,
∑
g
e−tψ(g)xˆ(g)λg
∑
h
yˆ(h)λhδe〉 =
∑
g
e−tψ(g)xˆ(g)yˆ(g−1) = τ(xTty) .
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Hence Tt is self-adjoint. To check that (Tt) is weak* continuous on L(G), it suffices to
verify that (Tt) is a strongly continuous semigroup on L2(L(G)). For f ∈ L2(L(G)), we
have
‖Ttf − f‖2L2(L(G)) =
∑
g∈G
(e−tψ(g) − 1)2|fˆ(g)|2 → 0 as t→ 0 .
We have proved that (Tt) is a standard semigroup. Let f ∈ A. Then
‖Γ(f, f)‖1 = 〈δe,
∑
g∈G
|fˆ(g)|2Kg,gδe〉 =
∑
g∈G
ψ(g)|fˆ(g)|2 = ‖A1/2f‖2 <∞ .
Since A is dense in Dom(A1/2) in the graph norm, by an approximation argument (see
the proof of Lemma 3.8), the above equality holds for all f ∈ Dom(A1/2) and thus (Tt) is
a nc-diffusion semigroup. 
By virtue of Lemma 4.1 and Corollary 3.8, our Poincare´ inequalities will follow if the
Γ2-criterion holds. Put Fix = {f ∈ L(G) : ψ(f) = 0}.
Corollary 4.2. Let 2 ≤ p < ∞ and assume Γ2(f, f) ≥ αΓ(f, f) for f ∈ A. Then there
exists a constant C such that for all self-adjoint f ∈ Lp(L(G), τ),
‖f −EFix(f)‖p ≤ Cα−1/2min{√p‖Γ(f, f)1/2‖∞, p‖Γ(f, f)1/2‖p} .
If ψ(g) = 0 only if g is the identity element, then EFix(f) = τ(f) for f ∈ L(G).
Among the examples we will consider below, the free group on n generators Fn satisfies
EFix(f) = τ(f) but the finite cyclic group Zn has nontrivial Fix. With the help of Lemma
4.1 and Corollary 3.8, we only need to check the Γ2-criterion on the finitely supported
elements in order to fulfill the hypotheses of our main theorem. We call
[Γ2(f
i, f j)] ≥ α[Γ(f i, f j)] for any n ∈ N and f 1, · · · , fn ∈ A
the algebraic Γ2-condition (or Γ2-criterion) and abbreviate it to “Γ2 ≥ αΓ in L(G)”. This
is the theme of two sections from now on. This condition is seemingly stronger than
needed. However, Γ2(f, f) ≥ αΓ(f, f) for all f =
∑
g finite fˆgλ(g) ∈ L(G) amounts to
check [Γ2(λ(gi), λ(gj))] ≥ α[Γ(λ(gi), λ(gj))] for gi ∈ G. This algebraic condition is also
easier to check because it can be reduced to check the positivity of certain matrices as will
be shown below. The following technical lemmas will be used repeatedly.
Lemma 4.3. Suppose K = (Kg,h)g,h∈G is a matrix indexed by G with entries in C and
define a sesquilinear form Θ : A × A → A, Θ(f i, f j) = ∑g,h∈G ¯ˆf i(g)fˆ j(h)Kg,hλ(g−1h).
Then K is nonnegative definite if and only if Θ is positive.
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Proof. Our proof is based on Lance [37, Proposition 2.1]. Assume K is nonnegative defi-
nite. Write K = X∗X for X = (xg,h), xg,h ∈ C. Then K =
∑
l(
∑
g,h x
∗
lgxlh ⊗ eg,h). Given
f 1, · · · , fn ∈ A, we have
Θ(f i, f j) =
∑
l∈G
∑
g,h∈G
¯ˆ
f i(g)fˆ j(h)x∗lgxlhλ(g
−1h)
=
∑
l∈G
(∑
g
fˆ i(g)xlgλg
)∗(∑
h
fˆ j(h)xlhλh
)
.
Here we understand all indices are finite. Put θil =
∑
g fˆ
i(g)xlgλg. We then have
Θ =
∑
l∈G
n∑
i,j=1
θil
∗
θjl ⊗ ei,j =
∑
l∈G
( n∑
i=1
θil ⊗ e1,i
)∗( n∑
j=1
θjl ⊗ e1,j
)
,
which is positive in Mn(L(G)). Conversely, let (xi) =
∑
i xiδki ∈ ℓ2(G) and write gi =
ki
−1 ∈ G. Then (xi) =
∑
i∈N xiδg−1i . Let f
i = λ(ki) so that (Θ(f
i, f j)) = (Ki,jλ(k
−1
i kj)) is
positive in Mn(L(G)) for all n ∈ N. Then for hi = xiδgi ∈ ℓ2(G), we have for all n ∈ N
0 ≤ 〈[Θ(f i, f j)](h1, · · · , hn), (h1, · · · , hn)〉ℓn2 (ℓ2(G))
=
n∑
i,j=1
〈Ki,jλ(k−1i kj)xjδgi, xiδgi〉ℓ2(G) =
n∑
i,j=1
Ki,jxj x¯i ,
which implies that K is nonnegative definite. 
The next lemma is useful when we deal with the product of groups. Note that
L(
m∏
i=1
Gi) ∼= ⊗¯mi=1L(Gi).
The identification is given by λ(g1, · · · , gm) 7→ λ(g1) ⊗ · · · ⊗ λ(gm) for gi ∈ Gi. We
associated the form Γ2 to a matrix K as follows: Γ
K
2 (f, g) =
∑
x,y∈G
¯ˆ
f(x)gˆ(y)K2x,yλ(x
−1y).
In what follows the matrix K will be the Gromov form. If K = K1 ⊗K2, then it is easy
to check ΓK(f i ⊗ gi, f j ⊗ gj) = ΓK1(f i, f j)⊗ ΓK2(gi, gj) for fi ∈ L(G1), gi ∈ L(G2).
Lemma 4.4. Let (Ki)
m
i=1 be nonnegative definite matrices and Γ
Ki the associated gradient
forms in the sense of Lemma 4.3. Suppose ΓKi2 ≥ αΓKi. Then
ΓK2 ≥ αΓK ,
where K =
∑m
i=1 1⊗ · · · ⊗Ki ⊗ · · · ⊗ 1 with Ki in the ith position and in what follows 1
always denotes the matrix with every entry equal to 1.
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Proof. In light of Lemma 4.3 it suffices to verify K •K ≥ αK. Here and in the following
A • B denotes the Schur product of matrix. Note that trivially 1 ≥ 0. Since Ki ≥ 0, all
the “cross terms” of the form
1⊗ · · · ⊗Ki1 ⊗ · · · ⊗Ki2 ⊗ · · · ⊗ 1
are nonnegative matrices for all 1 ≤ i1 < i2 ≤ m. It follows that
K •K ≥
m∑
i=1
1⊗ · · · ⊗ (Ki •Ki)⊗ · · · ⊗ 1 ≥ αK . 
4.1. The free groups. Let Fn denote the free group on n generators with length function
ψ = | · |, where for g ∈ Fn, |g| is the length of (the freely reduced form of) g. Note that
the Gromov form K(g, h) = |min(g, h)| := max{|w| : g = wg′, h = wh′} where min(g, h)
is the longest common prefix subword of g and h. It is well known that ψ is conditionally
negative due to Haagerup [23].
Proposition 4.5. Γ2 ≥ Γ holds in L(Fn) for the semigroup (e−tψ) where ψ is defined as
above.
Proof. For a freely reduced word x ∈ Fn, write gi ≺ g for the prefix subword of g with
length i. Following Haagerup’s construction, we define a map
V : Fn → ℓ2(Fn), g 7→ V (g) =
∑
gi≺g
√
2(i− 1)δgi .
Then we have
K˜g,h := K
2
g,h −Kg,h = 〈V (g), V (h)〉ℓ2(Fn) = V (g)∗V (h) ,
where V (g)∗ is a row vector and V (h) a column vector. It follows that K˜ = (K˜g,h)g,h is a
nonnegative definite matrix. We deduce from Lemma 4.3 that Γ2 ≥ Γ. 
The particular case n = 1 gives some interesting results in classical Fourier analysis.
Indeed, L(F1) = L(Z) = L∞(T) and Lp(L(F1)) = Lp(T) after identifying λ(k)(x) = e2πikx.
In this case
K(j, k) =
{
min(|j|, |k|), jk > 0,
0, otherwise.
Corollary 4.6. Let 2 ≤ p < ∞. Then there exists constants C and C ′ such that for all
f ∈ Lp(T), we have
‖f − fˆ(0)‖p ≤ C√p
∥∥∥∥∥ ∑
j,k∈Z,jk>0
¯ˆ
f(j)fˆ(k)min(|j|, |k|)e2πi(k−j)·
∥∥∥∥∥
1/2
∞
,
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‖f − fˆ(0)‖p ≤ C ′p
∥∥∥∥∥ ∑
j,k∈Z,jk>0
¯ˆ
f(j)fˆ(k)min(|j|, |k|)e2πi(k−j)·
∥∥∥∥∥
1/2
p/2
.
Remark 4.7. Observe that this example is purely commutative. However, commutative
probability theory seems insufficient to establish these inequalities. Intuitively, the mul-
tiplier |j| corresponds to ∆1/2. The Markov process generated by ∆1/2 is the Cauchy
process with discontinuous path. The classical diffusion theory does not apply here. But
it is still nc-diffusion so that our noncommutative theory is essential in this regard. In
general, whenever the process has discontinuous path but its semigroup still satisfies our
assumptions, the noncommutative theory seems to be a natural choice due to the existence
of Markov dilation with a.u. continuous path as stated in Theorem 2.2. We will have more
examples of this kind in the following.
Remark 4.8. It was shown in [30, Remark 1.3.2] that
‖Tt : L01(L(Fn))→ L∞(L(Fn))‖ ≤ Ct−3.
Therefore, Theorem 3.18 and Corollary 3.22 give two different ways to prove the trans-
portation inequality (3.10) for L(Fn).
4.2. Application to the noncommutative tori RΘ. We recall the definition following
[27]. Let Θ be a d × d antisymmetric matrix with entries 0 ≤ θij < 1. The noncom-
mutative torus (or the rotation algebra) with d generators associated to Θ is the von
Neumann algebra RΘ generated by d unitaries u1, · · · , ud satisfying ujuk = e2πiθjkukuj.
Every element of RΘ is in the closure of the span of words of the form wk = uk11 · · ·ukdd for
k = (k1, · · · , kd) ∈ Zd. RΘ admits a unique normal faithful trace τ given by τ(x) = xˆ(0)
where x =
∑
k∈Zd xˆ(k)u
k1
1 · · ·ukdd ∈ RΘ. Our goal is to show that RΘ admits a standard
nc-diffusion semigroup with the Γ2-criterion. We start with the von Neumann algebra
of Zd. It is well known that L(Zd) ∼= L∞(Td). We define ψ(k) = ‖k‖1 =
∑d
i=1 |ki| for
k = (k1, · · · , kd) ∈ Zd. Clearly, ψ is a cn-length function and thus generate a standard nc-
diffusion semigroup Pt by Lemma 4.1. In fact Pt = P˜
⊗d
t where P˜t is the Poisson semigroup
on L∞(T).
Proposition 4.9. Let Γ be the gradient form associated to Pt. Then Γ2 ≥ Γ in L(Zd).
Proof. Let Kd be the Gromov form associated with ψ. A calculation shows thatKd(j, k) =
K(j1, k1) + · · · + K(jd, kd) for j = (j1, · · · , jd), k = (k1, · · · , kd) ∈ Zd, where K is the
Gromov form of Z = F1 considered in the proceeding subsection. Alternatively, we may
write Kd =
∑d
i=1 1⊗ · · · ⊗K ⊗ · · ·⊗ 1 where K is in the ith position. But we know from
Proposition 4.5 that Γ2 ≥ Γ in L(Z). The assertion follows from Lemma 4.3. 
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Proposition 4.10. RΘ admits a standard nc-diffusion semigroup with Γ2 ≥ Γ.
Proof. Let k ∈ Zd. Consider an action α : Td → Aut(RΘ) given by: for s ∈ Td,
αs(u
k1
1 · · ·ukdd ) = e2πi
∑d
j=1 kjsjuk11 · · ·ukdd .
It is easy to check that αs is a trace preserving automorphism. Define a map
π : RΘ → L∞(Td)⊗¯RΘ, wk = uk11 · · ·ukdd 7→ π(wk)(s) = αs(wk) = e2πi〈k,s〉uk11 · · ·ukdd .
Then π is an injective ∗-homomorphism. Define Tt : RΘ → RΘ, Tt(wk) = e−t‖k‖1wk. We
claim that (Tt)t≥0 is the desired semigroup. Indeed, by Lemma 5.1 and Proposition 4.9,
Pt ⊗ Id acting on L∞(Td)⊗¯RΘ is a standard nc-diffusion semigroup and satisfies Γ2 ≥ Γ.
Then since π is injective and
Pt ⊗ Id(π(wk)) = e−t‖k‖1e2πi〈k,·〉 ⊗ uk11 · · ·ukdd = π(Tt(wk))
leaves π(RΘ) invariant, we deduce that Tt is a standard nc-diffusion semigroup acting on
RΘ with Γ2 ≥ Γ. 
4.3. The finite cyclic group Zn. We consider the group von Neumann algebra L(Zn)
in this subsection. Let (ej)
n
j=1 be the standard basis of C
n. Each ej can be regarded as
a vector in R2n by canonical identification. Given k ∈ Zn, define the 2n × 2n diagonal
matrix αk = (e
2πikj/n)n−1j=0 where each e
2πikj/n is on diagonal and is identified with the 2×2
rotation matrix (
cos(2πkj/n) − sin(2πkj/n)
sin(2πkj/n) cos(2πkj/n)
)
.
Consider the finite cyclic group Zn with 1-cocycle structure (b, α,R
2n), where
b(k) =
1√
n
( n∑
j=1
αk(ej)− ej
)
=
1√
n
n∑
j=1
(
cos(2πk(j − 1)/n)− 1
sin(2πk(j − 1)/n)
)
⊗ ej .
Then the length function ψ given by ψ(g) = ‖b(g)‖22 is conditionally negative; see e.g.
[10, Appendix D].
Lemma 4.11. Let K(k, h) be the Gromov form. Then K(k, h) = 〈b(k), b(h)〉.
Proof. Since the length function ψ(k) = ‖b(k)‖2, by the cocycle property,
K(k, h) =
1
2
(‖b(k)‖2 + ‖b(h)‖2 − ‖b(h− k)‖2)
=
1
2
(‖b(−k)‖2 + ‖α−k(b(h))‖2 − ‖α−k(b(h)) + b(−k)‖2)
= −〈b(−k), α−k(b(j))〉 = −〈αk(b(−k)), b(h)〉
= 〈b(k), b(h)〉 . 
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Clearly, K(k, h) = 0 if k = 0 or h = 0. For k, h 6= 0, a computation gives
K(k, h) =
1
n
n−1∑
j=0
[
(1− cos(2πkj/n))(1− cos(2πhj/n)) + sin(2πkj/n) sin(2πhj/n)]
= 1 +
1
n
n−1∑
j=0
cos
(2π(k − h)j
n
)
= 1 + δk,h ,
where δk,h is the Kronecker delta function. It follows that ψ(k) = 2(1− δk,0). For reasons
that will become clear later, we normalize ψ and still denote it by ψ so that ψ(k) = 1−δk,0
for k ∈ Zn. Then the associated Gromov form satisfies Kk,h = 12(1 + δk,h) for k, h 6= 0 and
(K2k,h− 12Kk,h) ≥ 0. It is an immediate consequence of Lemma 4.3 that Γ2 ≥ 12Γ in L(Zn).
In fact, we can do better.
Proposition 4.12. For all 0 < α ≤ n+2
2n
, we have Γ2 ≥ αΓ in L(Zn). Moreover,
αn =
n+2
2n
is the largest possible α with the Γ2-criterion.
Proof. Note that the n× n matrix K can be written as a block matrix
K =
(
0 0
0 1
2
(In−1 + 1n−1)
)
where In−1 is the n − 1 dimensional identity matrix and every entry of 1n−1 is 1. Write
K̂ = 1
2
(In−1 + 1n−1). Since 1n−1 ≤ (n− 1)In−1, for 0 < α ≤ n+22n we have
4K̂ • K̂ − 4αK̂ = (3− 2α)In−1 − (2α− 1)1n−1
≥ (2 + n− 2αn)In−1 ≥ 0 .
Plugging x = ( 1√
n−1 , · · · , 1√n−1) into x′(K̂ •K̂−αK̂)x ≥ 0 reveals that αn = n+22n is sharp.
Then Lemma 4.3 leads to the Γ2-criterion. 
4.4. The discrete Heisenberg group H3(Zn). We consider the Heisenberg groupH3(Zn) =
Zn × Zn × Zn over Zn as a subalgebra of M3(Zn) as follows: 1 b a0 1 c
0 0 1
 1 b′ a′0 1 c′
0 0 1
 =
 1 b+ b′ a+ a′ + bc′0 1 c+ c′
0 0 1
 ;
see e.g. [15, Section VII.5] for more details. We will write H for H3(Zn) as long as there
is no confusion. The multiplication here is given by
(a, b, c)(a′, b′, c′) = (a+ a′ + bc′, b+ b′, c+ c′), (a, b, c), (a′, b′, c′) ∈ H .
Other multiplications have been considered in the literature.
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Proposition 4.13. Let ψ(a, b, c) = 2− δb,0 − δc,0. Then
(1) ψ is conditionally negative and thus the semigroup (Tt) determined by ψ is a stan-
dard nc-diffusion semigroup.
(2) Let Γ be the gradient form associated to ψ. Then Γ2 ≥ n+22n Γ in L(H).
Proof. (1) The length function of Zn considered in Subsection 4.3 is given by ψ˜(k) =
(1 − δk,0), which extends to Zn × Zn as ψ˜(k, l) = (1 − δk,0) + (1 − δl,0). Define a group
homomorphism
β : H → Zn × Zn, (a, b, c) 7→ (b, c).
Since ψ˜ is conditionally negative, it follows from the definition that ψ = ψ˜ ◦ β is also
conditionally negative. Lemma 4.1 yields that (Tt) is a standard nc-diffusion semigroup.
(2) Let K and K˜ be the Gromov form of (H,ψ) and (Zn, ψ˜) respectively. A calculation
shows that for indices (a, b, c), (a′, b′, c′) ∈ H ,
K((a, b, c), (a′, b′, c′)) = K˜(b, b′) + K˜(c, c′)
= (K˜ ⊗ 1+ 1⊗ K˜)((b, b′)⊗ (c, c′)) .
By Proposition 4.12 and Lemma 4.4 with m = 2, we have ΓK2 ≥ n+22n ΓK in L(H), as
desired. 
Let ei,j be the standard basis of the matrix algebra Mn(C) and δj the standard basis
of ℓ2(Zn). Define the diagonal matrix uk =
∑n
j=1 e
2πik(j−1)/n ⊗ ej,j and the shift operator
vl(δj) = δj+l which is nothing but the left regular representation of Zn on ℓ2(Zn). It is
easy to see that uk, vl ∈Mn = B(ℓ2(Zn)) and they satisfy ukvl = e2πikl/nvluk.
Proposition 4.14. Let L(H) be the group von Neumann algebra of H. Then
L(H) ∼= L∞(Z2n)⊕Mn ⊕M2 ⊕ · · · ⊕Mn−1 ,
where Mx, x = 2, · · · , n− 1 are von Neumann algebras acting on ℓ2(Z2n). Moreover, if Tt
is the semigroup associated to ψ(a, b, c) = 2 − δb,0 − δc,0, then Tt leaves each component
invariant and Tt|Mxis a standard nc-diffusion semigroup.
Proof. Let us first determine the center of L(H) denoted by Z. The identity
λ(a, b, c)λ(a′, b′, c′) = λ(a′, b′, c′)λ(a, b, c)
for all (a′, b′, c′) ∈ H holds if and only if b = c = 0. Thus L(Zn, 0, 0) ⊂ Z. Let F denote
the discrete Fourier transform of the first component on ℓ2(H). For δ(x,0,0) ∈ ℓ2(Zn, 0, 0),
MARTINGALE DEVIATION AND POINCARE´ TYPE INEQUALITIES 37
we have
F(δ(x,0,0)) = 1√
n
n−1∑
k=0
e−
2piikx
n δ(k,0,0) .
A calculation gives
Fλ(a, 0, 0)F−1δ(x,0,0) = e− 2piiaxn δ(x,0,0) .
This shows that FL(Zn, 0, 0)F−1 = {e− 2piia·n : a ∈ Zn}′′ = L∞(Zn). Since for fixed x ∈ Zn,
δ(x,·,·) ∈ ℓ2(Z2n), we have the Hilbert space decomposition ℓ2(H) =
⊕
x∈Zn ℓ
x
2(Z
2
n), where
the superscript x is used to distinguish different copies. We may drop x if there is no
ambiguity. Then by the decomposition theorem of von Neumann algebras for subalgebras
of the center (see e.g. [56, Theorem IV.8.21]),
L(H) ∼=
⊕
x∈Zn
Mx ,
whereMx is determined by the unitary F , the discrete Fourier transform on the first com-
ponent. Let qx ∈ ℓ∞(Zn, 0, 0) be the central projection given by qx : ℓ2(H)→ span{δ(x,y,z) :
y, z ∈ Zn}. Put px = F−1qxF ∈ L(Zn, 0, 0). Then px is a central projection,
∑n−1
x=0 px = 1
and pxL(H) = F−1MxF . We observe that Ttλ(a, 0, 0) = λ(a, 0, 0). Hence L(Zn, 0, 0) is
contained in the multiplicative domain of Tt. Then by the property of multiplicative do-
main (see e.g. [46, Theorem 3.18]) for all x ∈ Zn, ξ ∈ L(H), Tt(pxξ) = pxTt(ξ) ∈ pxL(H).
Let η ∈ Mx with pxξ = F−1ηF . We define T˜tη = FTt(pxξ)F−1. Since F is a unitary, T˜t
restricted toMx is a standard nc-diffusion semigroup. By abuse of notation, we will write
Tt for T˜t on Mx in the future.
To get more precise description of Mx, we define a family of maps for x ∈ Zn
πx : L(H)→ B(ℓx2(Z2n)), λ(a, b, c) 7→ πx(λ(a, b, c)),
where πx(λ(a, b, c)) acts on δ(k,l) by
Fλ(a, b, c)F−1δ(x,k,l) = e−
2piix(a+bl)
n λ(b,c)δ(k,l) .
Here λ(b, c) is the shift operator on ℓ2(Z
2
n) given by λ(b, c)δ(k,l) = δ(k+b,l+c). Then
Mx = {πx(λ(a, b, c)) : (a, b, c) ∈ H}′′ = {e− 2piiaxn vb ⊗ (vcu−xb) : (a, b, c) ∈ H}′′ .
Here we have used the convention λ(b, c) = vb ⊗ vc. If x = 0, we have
M0 = {λ(b, c) : (b, c) ∈ Z2n}′′ = L(Z2n) = L∞(Z2n).
If x = 1, it can be checked that {vcu−b : (b, c) ∈ Z2n}′′ = Mn; see e.g. [15, Theorem
VII.5.1]. Define for (b, c) ∈ Z2n
ρ(vb ⊗ (vcu−b)) = vcu−b .
Then ρ is a ∗-isomorphism and thus M1 = Mn. 
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Consider the semigroup Tt acting onMn(C) defined by Tt|Mn(C) in the preceding proposi-
tion. Explicitly, Tt is determined by Tt(vcub) = e
−tψ(b,c)(vcub) where ψ(b, c) = 2−δb,0−δc,0.
Then the Γ2-criterion for Mn follows from Proposition 4.13. We record this fact below.
Proposition 4.15. Mn admits a standard nc-diffusion semigroup (Tt)t≥0. Let ΓMn be the
gradient form associated to Tt. Then Γ
Mn
2 ≥ n+22n ΓMn in Mn.
4.5. Application to the generalized Walsh system. Let us recall some basic facts
about the Walsh system following [18]. Let Ωmn = {1, e2πi/n, e2πi2/n, · · · , e2πi(n−1)/n}m be the
m-dim discrete cube equipped with uniform probability measure P . Let ωj , j = 1, · · · , m
denote the jth coordinate function on Ωmn . For a nonempty subset B ⊂ {1, · · · , m} and
x = (x1, · · · , xm) ∈ Zmn , define
ωB(x) =
∏
j∈B
ω
xj
j ,
and ω∅ = 1. Put G = {ωB(x) : B ⊂ {1, · · · , m},x ∈ Zmn }. Then G is clearly a group and
L∞(Ωmn ) is spanned by the elements of G.
We consider the abelian group Zmn . Define
ψ(x1, · · · , xm) = (m− δx1 − · · · − δxm), (x1, · · · , xm) ∈ Zmn ,
where δx = δx,0. Given x = (x1, · · · , xm), put Bx = {i : xi 6= 0, i = 1, · · · , m}. Clearly
ψ(x1, · · · , xm) = |Bx|, where |B| is the cardinality of B. An argument similar to the proof
of Proposition 4.13 shows that ψ is a cn-length function and the associated Γ form satisfies
(4.1) Γ2 ≥ n+ 2
2n
Γ in L(Zmn ) .
Here the constant n+2
2n
is given by Proposition 4.12. Define a map
β : Zmn → G, x = (x1, · · · , xm) 7→
∏
j∈Bx
ω
xj
j .
It is easy to check that β is a group isomorphism from Zmn to G. The idea here is to
convert addition to multiplication. Under the identification β, L(Zmn ) = L∞(Ωmn ) and thus
every f ∈ L(Zmn ) can be written as
f = E(f) +
∑
x∈Zmn ,x6=0
fˆx
∏
j∈Bx
ω
xj
j ,
where E(f) = τ(f) is the expectation associated to the uniform probability. By abuse of
notation, we still denote by ψ the cn-length function induced by β on {ωB}, i.e.
ψ(ωBx) = ψ(β(x)) := ψ(x), x ∈ Zmn .
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Then we have
ψ(ωBx) = ψ(x1, · · · , xm) = |Bx| .
Therefore the infinitesimal generator A of the heat semigroup Tt in this case is the number
operator for the generalized Walsh system which counts non-zero elements
A ωB = |B|ωB .
Moreover, it follows from (4.1) that Γ2 ≥ n+22n Γ in L∞(Ωmn ). The case n = 2 is of particular
interest. Indeed, we may write f ∈ L(Zm2 ) as
f = E(f) +
∑
B⊂{1,··· ,m},B 6=∅
fˆBωB .
Note that in this case ω−1B ωC = ωB△C . Then the Gromov form of {ωB} is given by
K(ωB, ωC) =
1
2
(|B|+ |C| − |B△C|) = |B ∩ C| .
Hence, we find the gradient form
Γ(f, f) =
∑
B,C⊂{1,··· ,m}
¯ˆ
fB fˆC |B ∩ C|ωB△C .
Let ej = (1, · · · ,−1, · · · , 1) where −1 is only at the jth position. For x ∈ Ωmn , put
(∂jf)(x) =
1
2
(f(x) − f(xej)) and define the discrete gradient ∇f = (∂jf)mj=1. Then a
calculation gives Γ(f, f) = |∇f |2, where | · | is the Euclidean norm of a vector in Cn. If
we simply write |∇f | = Γ(f, f)1/2 for any n = 2, 3, · · · , our Poincare´ inequalities for the
generalized Walsh system is a dimension m free estimate.
Corollary 4.16. Let 2 ≤ p <∞. Then for all f ∈ Lp(Ωmn , P ),
‖f − E(f)‖p ≤ C
√
2n
n+ 2
min{√p‖ |∇f | ‖∞, p‖ |∇f | ‖p} .
One of Efraim and Lust-Piquard’s main results in [18] asserts that for 2 < p < ∞ and
f ∈ Lp(Ωm2 , P ),
‖f − E(f)‖p ≤ C√p‖ |∇f | ‖p .
Our version for the case n = 2 is weaker. But our approach works from general n while
their result is only for n = 2. For arbitrary n > 2, it is unclear to us whether it is possible
to obtain similar results based on their method. Moreover, their concentration inequality
[18, Corollary 4.2] due to Bobkov and Go¨tze is now a special case of our (3.4) with the
same order. Efraim and Lust-Piquard’s inequality would follow from our general theory if
(1.5) were true.
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4.6. The q-Gaussian algebras. We first recall some definitions and basic facts following
[9]. Throughout this section −1 ≤ q ≤ 1. Let H be a separable real Hilbert space
with complexification HC. Let (Fq(H), 〈·, ·〉q) be the q-Fock space with vacuum vector
Ω and Γq(H) the q-Gaussian algebra which is the von Neumann algebra generated by
s(f) = l(f) + l∗(f) for f ∈ H where
l∗(f)f1 ⊗ · · · ⊗ fn = f ⊗ f1 ⊗ · · · ⊗ fn
and
l(f)f1 ⊗ · · · ⊗ fn =
n∑
j=1
qj−1〈fj, f〉f1 ⊗ · · · ⊗ fj−1 ⊗ fj+1 ⊗ · · · ⊗ fn
are the creation and annihilation operators respectively. The vacuum vector gives rise to
a canonical tracial state τq(X) = 〈XΩ,Ω〉q for X ∈ Γq(H). The q-Ornstein–Uhlenbeck
semigroup T qt = Γq(e
−tIH) is a standard semigroup and extends to a semigroup of con-
tractions on Lp spaces. The generator on L2 is the number operator N
q which acts on the
Wick product by
N qW (f1 ⊗ · · · ⊗ fn) = nW (f1 ⊗ · · · ⊗ fn), f1, · · · , fn ∈ HC ,
where W is the Wick operator. It is easy to check that (Tt) is a nc-diffusion semigroup.
Let ℓn2 be the real Hilbert space with dimension n and {e1, · · · , en} an orthonormal
basis. For j = 1, · · · , n, consider the embedding
ιj : H → H⊗ ℓn2 , h 7→ h⊗ ej .
According to [9, Theorem 2.11], there exists a unique map Γq(ι) : Γq(H) → Γq(H ⊗ ℓn2 )
such that Γq(ιj)(s(h)) = s(h ⊗ ej). The map Γq(ι) is linear, bounded, unital completely
positive and preserves the canonical trace. Define sqj(h) = s(h ⊗ ej). If q = 1, we write
gj(h) = s(h ⊗ ej) and it is well-known gj(h) is a standard Gaussian random variable if
‖h‖ = 1. For h ∈ H, put
un(h) =
1√
n
n∑
j=1
sqj(h)⊗ gj(h) .
Write Mqn = Γq(H ⊗ ℓn2 ). We consider the von Neumann algebra ultraproduct M =∏
UMqn⊗¯M1n. Any element of M can be written as uω(h) = (un(h))•. We need the
following fact proved in [4].
Lemma 4.17. The map s(h) 7→ uω(h) extends to an injective trace preserving *-homomorphism
π : Γq(H)→M. Moreover, for x ∈ Γq(H),
π(T qt (x)) = (Id⊗ T 1t )•π(x) .
Proposition 4.18. For −1 ≤ q ≤ 1, Γ2 ≥ Γ in Γq(H).
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Proof. Since π is injective, it suffices to prove πΓN
q
2 ≥ πΓNq in M. By Lemma 4.17, we
have πN q(x) = (Id⊗N1)•π(x). It follows that
π(ΓN
q
(x, y)) = Γ(Id⊗N
1)•(π(x), π(y)),
and similar identity is true for ΓN
q
2 . It is proved in [4] by using the central limit theorem of
Speicher [55] that Γ2 ≥ Γ in Γ1(H). Here Γ1(H) is the von Neumann algebra acting on the
symmetric Fock space. It follows that for all n ∈ N and in Mqn ⊗M1n, ΓId⊗N
1
2 ≥ ΓId⊗N1 .
Hence, we find
Γ
(Id⊗N1)•
2 (π(xi), π(xj)) ≥ Γ(Id⊗N
1)•(π(xi), π(xj))
where for any m ∈ N and xi ∈ Γq(H), i = 1, · · · , m, as desired. 
4.7. The hyperfinite II1 factor. Our goal in this subsection is to show that the hy-
perfinite II1 factor R admits different standard nc-diffusion semigroups with Γ2-criterion
and that the best possible α characterizes the corresponding dynamical system. It is well
known that R can be approximated by matrix algebras {Mnk : k ∈ N}. We will embed
Mnm/2 into the group von Neumann algebra of the generalized discrete Heisenberg group
Hm+1n = Zn/2× Zmn .
Let Θ = (θjk) be an antisymmetric m×m matrix with θjk = 12 if j < k. The multipli-
cation in Hm+1n = Zn/2× Zmn is given by
(x, ξ)(y, η) = (x+ y +B(ξ, η), ξ + η) ,
where B : Zn ×Zn → Zn/2 is a bilinear form given by B(ξ, η) =
∑m
j,k=1 θjkξjηk = 〈ξ,Θη〉.
For (r, ξ) ∈ Hm+1n , put ψ(r, ξ) =
∑m
j=1 1 − δξj ,0 = #{ξj 6= 0}. Define a semigroup acting
on L(Hm+1n ) by Ttλ(r, ξ) = e−tψλ(r, ξ) for λ(r, ξ) ∈ L(Hm+1n ) and t ≥ 0. Using Lemma
4.4, an argument similar to Proposition 4.13 shows that (Tt)t≥0 is a standard nc-diffusion
semigroup and that the associated gradient form satisfies Γ2 ≥ n+22n Γ in L(Hm+1n ).
Lemma 4.19. Let m ≥ 2 be an even integer and n ≥ 3. We have
L(Hm+1n ) ∼=
⊕
x∈Zn/2
Mx ,
where M2 = Mnm/2. Furthermore, Tt leaves each Mx invariant.
Proof. Most of the argument utilizes the proof of Proposition 4.14 and [27, Lemma 5.3].
Note that λ(Zn/2, 0) lives in the center of L(Hm+1n ). By the decomposition of von Neumann
algebras for the subalgebras of the center we obtain the first assertion. Write ej, j =
1, · · · , m for the canonical basis of Zmn and put ujr = λ(0, rej) for r ∈ Zn. Then these ujr’s
generate λ(0,Zmn ) and u
j
ru
k
s(δ(x,·)) = e
2πirsθjkx/nuksu
j
r(δ(x,·)). Acting on H2 := span{δ(2,·)},
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ujr’s satisfy u
j
ru
k
s = e
2πirs/nuksu
j
r for j < k and u
j
ru
k
s = e
−2πirs/nuksu
j
r for j > k. It is clear
that y(r1, · · · , rm) = u1r1 · · ·umrm is a basis for M2 which satisfies the equation
ujry(r1, · · · , rm)ujr∗ = C(r, j, r1, · · · , rm)y(r1, · · · , rm) ,
where C(r, j, r1, · · · , rm) = exp(2πir(r1 + · · · + rj−1 − rj+1 − · · · − rm)/n). In order to
determine the center of M2, we consider the equation C(r, j, r1, · · · , rm) = 1 for all r ∈
Zn, j = 1, · · · , m. This leads to a linear system over Zn
−r2 − · · · − rm = 0,
r1 − r3 − · · · − rm = 0,
...
...
r1 + · · ·+ rm−1 = 0.
Solving this system, we find r1 = · · · = rm = 0. Here we used the crucial assumption
that m is even. Hence M2 has trivial center. Since it has dimension nm, it follows that
M2 = Mnm/2 , as desired. By restricting Tt to Mnm/2 and repeating the argument of
Proposition 4.14, we can prove the last assertion. 
It follows from the lemma that Mnm/2 admits a standard nc-diffusion semigroup Tt with
Γ2 ≥ n+22n Γ in Mnm/2 for all m ∈ 2N. Since the hyperfinite II1 factor R is the weak closure
of ∪∞k=1Mnk , we have proved the following result.
Proposition 4.20. For any integer n ≥ 2, there exists a standard nc-diffusion semigroup
T nt acting on R such that the associated gradient form Γ
n satisfies Γn2 ≥ n+22n Γn in R. The
constant αn =
n+2
2n
is best possible.
The last conclusion follows from Proposition 4.12. We want to show that the semigroups
T nt for different n are different. Let us now recall a definition from dynamical systems;
see e.g. [60, Definition 2.4]. Let (X,BX , µ, T ) be a measure-preserving dynamic system
(MPDS) where (X,BX , µ) is a probability space and T is a measure-preserving transfor-
mation. A MPDS (Y,BY , ν, S) is said to be isomorphic to (X,BX , µ, T ) if there exist (i)
full measure sets X1 ⊂ X and Y1 ⊂ Y such that T (X1) ⊂ X1 and S(Y1) ⊂ Y1; and (ii) an
invertible measure-preserving measurable map φ : X → Y such that φ(Tx) = S(φx) for
all x ∈ X1. This motivates our following definition.
Definition 4.21. Let St and Tt be standard semigroups acting on noncommutative prob-
ability spaces (N , τ) and (M, τ ′) respectively. We say (M, Tt) and (N , St) are isomor-
phic if there exist λ > 0 and a trace-preserving ∗-isomorphism φ : M → N such that
Sλt(φx) = φ(Ttx) for all x ∈M.
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The following result shows that R admits infinitely many non-isomorphic standard nc-
diffusion semigroups.
Proposition 4.22. Let T nt be the semigroup considered in Proposition 4.20. If (R, T
n
t )
and (R, T n
′
t ) are isomorphic, then αn = αn′.
Proof. There exists a trace-preserving ∗-isomorphism φ : R→ R such that
(4.2) φ(T nt x) = T
n′
λt (φx)
for x ∈ M. Let An be the generator of T nt . ΓAn
′
2 ≥ n
′+2
2n′ Γ
An
′
implies ΓλA
n′
2 ≥ λn
′+2
2n′ Γ
λAn
′
.
This together with (4.2) gives ΓA
n
2 ≥ λn
′+2
2n′ Γ
An . But the best α is αn =
n+2
2n
. Hence we
have n+2
2n
≥ λn′+2
2n′ . It is clear that sp(A
n) = N and sp(λAn) = λN. Here sp(An) denotes
the spectrum of An. (4.2) implies sp(λAn) = sp(An) and thus λ = 1. Hence n′ ≥ n.
Repeating the argument by starting from Γn2 ≥ n+22n Γn gives n ≥ n′. 
5. Tensor products and free products
In this section we will construct further examples with the Γ2-criterion based on the
examples considered in the previous section. This is done via the powerful algebraic tools –
tensor products and free products. It is not difficult to see that the property “standard nc-
diffusion” is stable under tensor products and free products. Due to the reason explained
in the previous section, it suffices to consider the algebraic Γ2-condition. That is, we always
work with a dense subalgebra contained in the domain of the form under consideration.
5.1. Tensor products. The following result is our starting point to understand tensor
products.
Lemma 5.1. Let Θ : A × A → M and Φ : B × B → N be positive sesquilinear forms,
where A ⊂M and B ⊂ N are dense subalgebras so that Θ and Φ are well-defined. Then
Θ⊗ Φ : A⊗ B ×A⊗ B →M⊗N is positive where for ξi =∑nik=1 xik ⊗ yik ∈ A⊗ B,
Θ⊗ Φ
(
ξi, ξj
)
:=
ni∑
k=1
nj∑
l=1
Θ(xik, x
j
l )⊗ Φ(yik, yjl ) .
Proof. For r ∈ N, let (xik) ⊂ A, (yik) ⊂ B where k = 1, · · · , ni, i = 1, · · · , r. Put
m =
∑r
i=1 ni. Without loss of generality we may assume ni = n for i = 1, · · · , r. Sup-
pose M and N act on Hilbert spaces H and K respectively. Then (Θ(xik, xjl ))k,l,i,j =∑
i,j,k,lΘ(x
i
k, x
j
l ) ⊗ e(k,i),(l,j) ≥ 0 as an operator on ℓm2 (H) where 1 ≤ k, l ≤ n. Similarly,
(Φ(yik, y
j
l ))k,l,i,j ≥ 0 on ℓm2 (K). It follows that
(Θ(xik, x
j
l ))⊗ (Φ(yi
′
k′, y
j′
l′ ))
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=
∑
i,j,k,l,i′,j′,k′,l′
Θ(xik, x
j
l )⊗ Φ(yi
′
k′, y
j′
l′ )⊗ e(k,i),(l,j) ⊗ e(k′,i′),(l′,j′) ≥ 0
on ℓm2 (H)⊗ ℓm2 (K). Define
v : ℓm2 (H ⊗K)→ ℓm2 (H)⊗ ℓm2 (K),
∑
s
(ξst ⊗ ηst )⊗ et 7→
∑
s
(ξst ⊗ et)⊗ (ηst ⊗ et) .
Here ξst ∈ H , ηst ∈ K, and (et) is the canonical basis of ℓm2 for t = 1, · · · , m. Then
v∗
[∑
s
(ξst ⊗ et)⊗ (ηst ⊗ et)
]
=
∑
s
(ξst ⊗ ηst )⊗ et .
It is clear that v∗[(Θ(xik, x
j
l ))⊗ (Φ(yi
′
k′, y
j′
l′ ))]v ≥ 0. But
v∗[(Θ(xik, x
j
l ))⊗ (Φ(yi
′
k′, y
j′
l′ ))]v =
∑
i,j,k,l
Θ(xik, x
j
l )⊗ Φ(yik, yjl )⊗ e(k,i),(l,j)
= [Θ(xik, x
j
l )⊗ Φ(yik, yjl )](k,i),(l,j) .
Let 1n be a n×1 column vector with each entry equal to 1M⊗1N and Ir the r×r identity
matrix. Define an operator w : ℓr2(H ⊗K)→ ℓm2 (H ⊗K) by
w = 1n ⊗ Ir =

1n
1n
. . .
1n
 .
w is an m× r matrix. Note that [Θ(xik, xjl )⊗ Φ(yik, yjl )] is an m×m matrix. Then
0 ≤ w∗
[ ∑
i,j,k,l
Θ(xik, x
j
l )⊗ Φ(yik, yjl )⊗ e(k,i),(l,j)
]
w
=
r∑
i,j=1
ni∑
k=1
nj∑
l=1
Θ(xik, x
j
l )⊗ Φ(yik, yjl )⊗ ei,j
=
r∑
i,j=1
Θ⊗ Φ(ξi, ξj)⊗ ei,j ,
which completes the proof. 
Lemma 5.2. Let (Tt)t≥0 and (St)t≥0 be standard semigroups with generator A and B
acting on finite von Neumann algebras M and N respectively such that ΓA2 ≥ αΓA in M
and ΓB2 ≥ αΓB in N . Then ΓA⊗I2 ≥ αΓA⊗I, ΓI⊗B2 ≥ αΓI⊗B and ΓA⊗I+I⊗B2 ≥ αΓA⊗I+I⊗B
all in M⊗N .
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Proof. The first inequality follows from Lemma 5.1 with Θ = ΓA and Φ(y1, y2) = y
∗
1y2.
The second inequality can be shown similarly. For the last one, note that
ΓA⊗I+I⊗B2 − αΓA⊗I+I⊗B
= (ΓA⊗I2 − αΓA⊗I) + (ΓI⊗B2 − αΓI⊗B) + 2ΓA ⊗ ΓB .
Then the first two inequalities and Lemma 5.1 with Θ = ΓA and Φ = ΓB yield the
assertion. 
Proposition 5.3. Let Aj be self-adjoint generators of standard nc-diffusion semigroups
(T
Aj
t ) acting on Nj and ΓAj2 ≥ αΓAj respectively for j = 1, .., n with the same constant
α > 0. Then the tensor product generator ⊗Aj(x1 ⊗ · · · ⊗ xn) =
∑
j x1 ⊗ · · · ⊗ xj−1 ⊗
Aj(xj)⊗ xj+1 ⊗ · · · ⊗ xn generates a standard nc-diffusion semigroup (T⊗Ajt ) with
Γ
⊗Aj
2 ≥ αΓ⊗Aj .
Proof. Note that T
⊗Aj
t = T
A1
t ⊗· · ·⊗TAnt . Since (TAjt ) is a standard nc-diffusion semigroup
for j = 1, · · · , n, so is T⊗Ajt . We prove the Γ2-condition by induction. The case n = 2
follows from Lemma 5.2. The general case follows by induction and repeatedly invoking
Lemma 5.1 to deal with “cross terms” like ΓI⊗···Ai···⊗I ⊗ ΓI⊗···Aj ···⊗I . 
Example 5.4 (Tensor product of matrix algebras). Let A be the generator of the semi-
group Tt acting on Mn considered in Proposition 4.15. Let Γ be the gradient form asso-
ciated to
∑m
i=1 I ⊗ · · · ⊗ A⊗ · · · ⊗ I where A is in the ith position. Then it follows from
Proposition 5.3 that Γ2 ≥ 2+n2n Γ in ⊗mi=1Mn.
Example 5.5 (Randommatrices). Let (Ω,P) be a probability space. Consider I⊗Tt acting
on L∞(Ω,P)⊗Mn where Tt is the semigroup considered in Proposition 4.15. By Lemma
5.2, I⊗Tt is a standard nc-diffusion semigroup and satisfies Γ2 ≥ 2+n2n Γ in L∞(Ω,P)⊗Mn.
Hence our results apply for random matrices.
Example 5.6 (Product measure). Here we consider Aj = I − Ej for Ej a conditional
expectation on Nj for j = 1, · · · , n. By example 3.11, Aj generates a standard nc-diffusion
semigroup and Γ
Aj
2 ≥ 12ΓAj . Then we deduce from Proposition 5.3 that ΓA2 ≥ 12ΓA for the
tensor product generator A = ⊗Aj . For x = x1 ⊗ · · · ⊗ xn, put Γj(x, x) = x∗1x1 ⊗ · · · ⊗
ΓAj(xj , xj)⊗ · · · ⊗ x∗nxn. Then we have
Γ(x, x) =
n∑
j=1
Γj(x, x) .
We want to investigate an easy consequence of our general theory for the product mea-
sure space. Let (Ωi,Pi), i = 1, · · · , n be a family of probability spaces and denote by (Ω,P)
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the product probability space. Then L∞(Ω,P) = ⊗ni=1L∞(Ωi,Pi). Define Ei(f) =
∫
fdPi
for f ∈ L∞(Ω,P) and put Ai = I − Ei. Then
Γi(f, f) =
1
2
(|f |2 − f
∫
f¯dPi − f¯
∫
fdPi +
∫
|f |2dPi)
=
1
2
(
|f −
∫
fdPi|2 +
∫ (
|f |2 −
∣∣∣ ∫ fdPi∣∣∣2)dPi) .
It is straightforward to check that the fixed point subalgebra of the semigroup e−t(⊗Ai) is
C1. Hence EFixf = Ef for f ∈ L∞(Ω,P) where E is the expectation operator of P. Then
(3.7) yields
(5.1)
P(f − E(f) ≥ t) ≤ exp
(
− ct
2
‖∑ni=1 Γi(f, f)‖∞
)
≤ exp
(
− 2ct
2∑n
i=1 ‖f −
∫
fdPi‖2∞ + ‖
∫
(|f |2 − | ∫ fdPi|2)dPi‖∞
)
.
Note that we do not impose any concrete condition on the probability spaces. This shows
that the sub-Gaussian tail behavior is always true for product measures. We do not know
whether such results were known before.
5.2. Free products with amalgamation. Here we want to prove that the condition
Γ2 ≥ αΓ is stable under free products. Our general reference is [59]. We need some
preliminary facts about free product of semigroups Tt = ∗kTAkt acting on N := ∗D,kNk
with generators Ak acting on von Neumann algebra Nk ⊃ D. Here D is a von Neumann
subalgebra of all Nk. Similar to the tensor products considered before, if (TAkt ) is a stan-
dard nc-diffusion semigroup for k = 1, · · · , n, so is ∗kTAkt . We assume that Ak commutes
with the conditional expectation E : Nk → D for which we amalgamate and even
AkE = EAk = 0 .
Our first task is to calculate the gradient Γ. For simplicity of notation, we always assume
the elements we consider are chosen so that Γ and Γ2 are well-defined. Let us now consider
elementary words x = a1 · · · am and y = b1 · · · bn of mean 0 elements ak ∈ Nik , bk ∈ Njk .
Recall that the free product generator is given by
A(b1 · · · bn) =
n∑
l=1
b1 · · · bl−1Ajl(bl)bl+1 · · · bn .
In the future we will ignore the index for A. If we want to apply the free product generator
A on the product x∗y, we have to know the mean 0 decomposition
x∗y =a∗m · · · a∗1b1 · · · bn
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=
min(n,m)∑
k=1
a∗m · · · a∗k+1
◦︷ ︸︸ ︷
a∗kE(a
∗
k−1 · · · a∗1b1 · · · bk−1)bk bk+1 · · · bn
+
{
E(a∗m · · · a∗1b1 · · · bm)bm+1 · · · bn, if m ≤ n,
a∗m · · · a∗n+1E(a∗n · · · a∗1b1 · · · bm), if m > n.
Here x˚ = x − E(x). Let k0 = inf{i ∈ N : ki 6= ji}. The equality Tt(E(x)) = E(x) implies
that
(5.2) A(E(x)y) = lim
t→0
Tt(E(x)y)−E(x)y
t
= E(x)A(y) .
It is easy to see that all terms containing A(a∗i ), A(bi) for i ≥ k0 will cancel out in Γ(x, y)
and thus
2Γ(x, y) =
k0−1∑
i=1
a∗m · · · a∗i+1A(a∗i )ai−1 · · · a∗1b1 · · · bn +
k0−1∑
i=1
a∗m · · · a∗1b1 · · · bi−1A(bi)bi+1 · · · bn
− a∗m · · · a∗k0A(a∗k0−1 · · · a∗1b1 · · · bk0−1)bk0 · · · bn
= 2a∗m · · · a∗k0Γ(a1 · · ·ak0−1, b1 · · · bk0−1)bk0 · · · bn .
Lemma 5.7. Let ai, bi ∈ Nki be mean 0 elements for i = 1, · · · , r. Then
Γ(a1 · · · ar, b1 · · · br) = a∗rΓ(a1 · · · ar−1, b1 · · · br−1)br + Γ(ar, E(a∗r−1 · · · a∗1b1 · · · br−1)br) .
Proof. Using the mean 0 decomposition, we have
2Γ(a1 · · · ar, b1 · · · br) = A(a∗r)a∗r−1 · · · br−1br + a∗rA(a∗r−1 · · ·a∗1)b1 · · · br
+ a∗r · · · a∗1A(b1 · · · br−1)br + a∗r · · · br−1A(br)
−A(a∗r)
( r−1∑
i=1
a∗r−1 · · · a∗i+1
◦︷ ︸︸ ︷
a∗iE(a
∗
i−1 · · · a∗1b1 · · · bi−1)bi bi+1 · · · br−1
)
br
− a∗r
( r−1∑
i=1
a∗r−1 · · · a∗i+1
◦︷ ︸︸ ︷
a∗iE(a
∗
i−1 · · · a∗1b1 · · · bi−1)bi bi+1 · · · br−1
)
A(br)
− a∗rA(a∗r−1 · · · a∗1b1 · · · br−1)br −A(a∗rE(a∗r−1 · · · br−1)br)
= 2a∗rΓ(a1 · · · ar−1, b1 · · · br−1)br + A(a∗r)E(a∗r−1 · · · br−1)br
+ a∗rE(a
∗
r−1 · · · br−1)A(br)− A(a∗rE(a∗r−1 · · · br−1)br)
which completes the proof with the help of (5.2). 
The recursion formula immediately yields that
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Lemma 5.8. Let k0 be as above. Then
Γ(x, y) =
k0−1∑
k=1
Γ(k)[x, y] .
where
Γ(k)[x, y] = a∗m · · · a∗k+1Γ[ak, E(a∗k−1 · · · a∗1b1 · · · bk−1)bk]bk+1 · · · bn .
In order to calculate Γ2, we have to analyze
Γ(k)[A(x), y] + Γ(k)[x,A(y)]− AΓ(k)[x, y] .
Observe that for j < k all terms containing A(a∗j ) or A(bj) appear inside the conditional
expectation E in Γ(k)[A(x), y] + Γ(k)[x,A(y)] and there is no counterpart in AΓ(k). Hence
we find
I(k)(x, y) = a∗m · · · a∗k+1Γ[ak, E(A(a∗k−1 · · · a∗1)b1 · · · bk−1)bk]bk+1 · · · bn
+ a∗m · · · a∗k+1Γ[ak, E(a∗k−1 · · · a∗1A(b1 · · · bk−1))bk]bk+1 · · · bn .
For k ≤ j < k0 we are left with the following terms
II(k)(x, y) =
k0−1∑
j=k
a∗m · · ·A(a∗j ) · · ·a∗k+1Γ[ak, E(a∗k−1 · · ·a∗1b1 · · · bk−1)bk]bk+1 · · · bn
+
k0−1∑
j=k
a∗m · · · a∗k+1Γ[ak, E(a∗k−1 · · · a∗1b1 · · · bk−1)bk]bk+1 · · ·A(bj) · · · bn
−a∗m · · ·A(a∗k0−1 · · · a∗k+1Γ[ak, E(a∗k−1 · · · a∗1b1 · · · bk−1)bk]bk+1 · · · bk0−1) · · · bn
where we understand, when j = k, that A(ak) and A(bk) are inside the Γ-form. Since
Γ[ak, E(a
∗
k−1 · · ·a∗1b1 · · · bk−1)bk] ∈ Nik ,
we are in the situation of Lemma 5.7. The recursion formula gives that
II(k)(x, y) =
k0−1∑
j=k+1
Fjk(x, y) + 2a
∗
m · · · a∗k+1Γ2[ak, E(a∗k−1 · · ·a∗1b1 · · · bk−1)bk]bk+1 · · · bn
where
Fjk(x, y) = a
∗
m · · · a∗j+1Γ[aj, E(a∗j−1 · · ·Γ[ak,
E(a∗k−1 · · · a∗1b1 · · · bk−1)bk] · · · bj−1)bj ]bj+1 · · · bn .
Therefore we find Γ2.
MARTINGALE DEVIATION AND POINCARE´ TYPE INEQUALITIES 49
Lemma 5.9. Using the above notation, we have
2Γ2(x, y) =
k0−1∑
k=1
Γ(k)[A(x), y] + Γ(k)[x,A(y)]− AΓ(k)[x, y]
=
k0−1∑
k=1
I(k)(x, y) + II(k)(x, y)
In order to show Γ2 ≥ αΓ, we need a technical lemma which is an application of the
Hilbert W ∗-module theory; see [38, 45].
Lemma 5.10. Let Φ : A×A → N be a sesquilinear form where A is a separable *-algebra
contained in the domain of Φ and N is a von Neumann algebra. Then Φ is a positive form
if and only if there exists a map v : A → C(N ) such that Φ(x, y) = v(x)∗v(y) for x, y ∈ A
where C(N ) = ℓ2 ⊗N denotes the Hilbert N -module, or the column space of N .
Proof. The sufficiency is obvious. Conversely, following the KSGNS construction [38, 45],
we consider the algebraic tensor product A ⊗ N and define 〈∑i xi ⊗ ai,∑j yj ⊗ bj〉 =∑
i,j a
∗
iΦ(xi, yj)bj for xi, yj ∈ A and ai, bj ∈ N . Set K = {x ∈ A⊗N : 〈x, x〉 = 0}. Then
A⊗N /K is a pre-Hilbert N -module with N -valued inner product 〈x+K, y+K〉 = 〈x, y〉
for x, y ∈ A ⊗ N . Let A ⊗Φ N be the completion of A ⊗ N /K. Then A ⊗Φ N is a
Hilbert N -module. Since A is separable, A⊗Φ N is countably generated. It follows from
[38, Theorem 6.2] that there exists a right module map u : A⊗Φ N → ℓ2 ⊗N such that∑
i,j
a∗iΦ(xi, yj)bj = 〈u(
∑
i
xi ⊗ ai +K), u(
∑
j
yj ⊗ bj +K)〉 .
In particular, Φ(x, y) = u(x⊗ 1 + K)∗u(y ⊗ 1 +K). Define v(x) = u(x⊗ 1 + K). This is
the desired map. 
Remark 5.11. Since we only consider finitely many elements for the sake of positivity
of a form in the following, the separability assumption on A in the previous lemma is
automatically satisfied. If we want to remove separability, we can use the fact that every
Hilbert right module over N embeds isometrically in a self-dual module. Indeed, this
follows from [45]. Let us sketch the approach from [33]. Consider the L1/2(N ) module
Y = X ⊗N L1(N ).
Then the antilinear dual Y ∗ is self-dual and obviously contains X isometrically.
By an argument similar to (5.2), we have A1/2(zx) = zA1/2(x) for z ∈ D and x ∈ N .
Then for x, y ∈ N ,
τ(zE(A(x)y)) = τ(E(A(zx)y)) = τ(A1/2(zx)A1/2(y)) = τ(zE(A1/2(x)A1/2(y))).
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Hence, E(A(x)y) = E(A1/2(x)A1/2(y)) and we find
I(k)(x, y) = 2a∗m · · ·Γ[ak, E(A1/2(a∗k−1 · · · a∗1)A1/2(b1 · · · bk−1))bk]bk+1 · · · bn .
We claim that this is a positive form. Indeed, I(k) is nontrivial only if ak and bk are
in the same Nik . Using Lemma 5.10 with Φ = Γ, we find βk : Nik → C(Nik) such
that Γ(a, b) = βk(a)
∗βk(b) for a, b ∈ Nik . Similarly with Φ(x, y) = E(x∗y), we find
vk : N → C(D) such that E(x∗y) = vk(x)∗vk(y) for x, y ∈ N . Define
uk(b1 · · · bn) = ei1,··· ,ik ⊗ (βk ⊗ Id)(vk(A1/2(b1 · · · bk−1))bk)bk+1 · · · bn .
Note that by the module property (5.2) Γ(z∗a, b) = Γ(a, zb) for z ∈ D, x, y ∈ Nik . Write
vk(x) = (v
l
k(x))l where v
l
k(x) ∈ D. It follows that
I(k)(x, y) = 2a∗m · · · a∗k+1Γ(ak,
∑
l
vlk[A
1/2(a1 · · · ak−1)]∗vlk[A1/2(b1 · · · bk−1)]bk)bk+1 · · · bn
= 2
∑
l
a∗m · · · a∗k+1Γ(vlk[A1/2(a1 · · · ak−1)]ak, vlk[A1/2(b1 · · · bk−1)]bk)bk+1 · · · bn
= 2
∑
l
a∗m · · · a∗k+1βk(vlk[A1/2(a1 · · · ak−1)]ak)∗βk(vlk[A1/2(b1 · · · bk−1)]bk)bk+1 · · · bn
= 2uk(a1 · · · am)∗uk(b1 · · · bn) .
By Lemma 5.10, I(k) is a positive form.
Now we claim that Fjk are positive forms for j = k + 1, · · · , k0 − 1. Indeed, define
ujk(b1 · · · bn) = eik+1,··· ,ij ⊗ (βj ⊗ Id)((vj ⊗ Id)[ei1,··· ,ik
⊗ (βk ⊗ Id)[vk(b1 · · · bk−1)bk]bk+1 · · · bj−1]bj)bj+1 · · · bn .
Then similar to the argument for I(k), we find Fjk(x, y) = ujk(a1 · · · am)∗ujk(b1 · · · bn). By
Lemma 5.10, Fjk is a positive form. Hence, we find
II(k)(x, y) ≥ 2a∗m · · · a∗k+1Γ2[ak, E(a∗k−1 · · · a∗1b1 · · · bk−1)bk]bk+1 · · · bn .
Therefore we deduce the main result
Proposition 5.12. Let Aj be self-adjoint generators of standard nc-diffusion semigroups
(T
Aj
t ) and Γ
2
Aj
≥ αΓAj respectively for j = 1, .., n with the same constant α > 0. Then the
free product generator ∗Aj(a1 · · · an) =
∑
j a1 · · ·aj−1A(aj)aj+1 · · ·an generates a standard
nc-diffusion semigroup (T
∗Aj
t ) with
Γ2∗Aj ≥ αΓ∗Aj .
Example 5.13. The free product of all the examples considered so far satisfies the Γ2-
criterion. In particular, the free product of matrix algebra ∗iMn admits a standard nc-
diffusion semigroup with the Γ2-criterion.
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Example 5.14 (Block length function). Consider the free product of groups Gi, G =
∗i∈IGi with the block length function ψ, i.e.
ψ(gk11 · · · gknn ) = n
for g1 ∈ Gi1, · · · , gn ∈ Gin , i1 6= i2 6= · · · 6= in and ki ∈ Z. Fix i and denote by λ the left
regular representation of Gi. Define the conditional expectation E : L(Gi)→ C1 to be
E(λ(g)) = τ(λ(g))1 =
{
1, if g = e,
0, if g 6= e.
Here e is the identity element of Gi and 1 is the identity element of L(Gi). Example 3.11
says that Ttλ(g) = e
−t(I−E)λ(g) is a standard nc-diffusion semigroup with Γ2 ≥ 12Γ where
Ttλ(g) =
{
λ(g), if g = e,
e−tλ(g), if g 6= e.
Since L(G) = ∗i∈IL(Gi), using Proposition 5.12 and the relation λ(g1 · · · gn) = λ(g1) · · ·λ(gn)
for g1 ∈ Gi1 , · · · , gn ∈ Gin and i1 6= i2 6= · · · 6= in, we deduce that (T bt ) is a standard nc-
diffusion semigroup acting on L(G) with Γ2 ≥ 12Γ where
T bt (λ(g
k1
1 · · · gknn )) = e−tnλ(gk11 · · · gknn ).
Clearly, the infinitesimal generator of T bt is the block length function. In particular, for
Gi = Z we find a standard nc-diffusion semigroup acting on L(Fn) which is different from
the one considered in Section 4.1. In fact, our result applies even for free product of groups
with amalgamation in general.
6. The classical diffusion processes
We consider classical diffusion semigroups in this section. As explained in Theorem
3.9, we have stronger results in the this setting thanks to the better constant in the
commutative BDG inequality.
6.1. Ornstein–Uhlenbeck process in Rd. Let us start with Ornstein-Uhlenbeck process
whose infinitesimal generator is −A = ∆ − x · ∇ in Rd. We refer the readers to e.g. [39]
for the facts we state in this subsection. Let Tt = e
−tA be the semigroup generated by A
and γ denote the canonical Gaussian measure on Rd with density (2π)−d/2e−|x|
2/2. It is
well known that γ is an invariant measure of Tt and
Ttf(x) =
∫
Rd
f(e−tx+ (1− e−2t)1/2y)dγ(y).
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Let A = C∞c (Rd), the compactly supported smooth functions. Clearly A is weakly dense
in N = L∞(Rd, γ) and Tt is self-adjoint with respect to γ. Clearly A is dense in Dom(A1/2)
in the graph norm. Note that Γ(f, f) = |∇f |2 and that for f ∈ Dom(A1/2)
‖Γ(f, f)‖1 = 〈A1/2f, A1/2f〉L2(Rd,γ) .
Therefore (Tt) is a standard nc-diffusion semigroup satisfying the assumptions in Lemma
3.6. It is easy to check that
Γ2(f, f) = |∇f |2 + ‖Hess f‖2HS ≥ Γ(f, f), f ∈ C∞c (Rd).
Here Hess f denotes the Hessian of f and ‖ · ‖HS denotes the Hilbert–Schmidt norm. Note
that Af = 0 only if f is a constant. Thus the fixed point algebra is trivial. Theorem 3.4
with α = 1 and Theorem 3.9 immediately lead to the following result.
Corollary 6.1. Let 2 ≤ p < ∞. Then there exist a constant C such that for all real
valued functions f ∈ W 1,p(Rd, γ)
(6.1)
∥∥∥f − ∫ fdγ∥∥∥
Lp(Rd,γ)
≤ C√p‖ |∇f | ‖Lp(Rd,γ)
where W 1,p(Rd, γ) denotes the Sobolev space consisting of all Lp(R
d, γ) functions with first
order weak derivatives also in Lp(R
d, γ).
This result can be generalized to infinite dimension. Let (W,H, µ) be an abstract Wiener
space and L the Ornstein–Uhlenbeck operator on W . Then it can be checked that the
gradient form associated with L satisfies
Γ2(F, F ) = (∇F,∇F ) + ‖∇2F‖2HS ≥ Γ(F, F )
for F (w) ∈ Cylin(W ), the cylindrical functions on W . Based on standard facts from
Malliavin calculus, an argument similar to the Rd case shows that the Ornstein–Uhlenbeck
semigroup Tt is a standard nc-diffusion semigroup satisfying the assumptions in Lemma
3.6. Moreover, the fixed point algebra Fix is trivial. See [20, 43] for more details. Hence
our Poincare´ type inequality (6.1) holds in this setting.
6.2. Diffusion processes on Riemannian manifolds. Consider an elliptic differential
operator −A on a connected smooth manifoldM of dimension d with invariant probability
measure µ on Borel sets which is equivalent to Lebesgue measure. We can write it in a
local coordinate chart as
−Af(x) =
∑
i,j
gij
∂2f
∂xi∂xj
(x) +
∑
i
bi
∂f
∂xi
(x)
MARTINGALE DEVIATION AND POINCARE´ TYPE INEQUALITIES 53
where gij and bi are smooth functions and (gij) is a nonnegative definite matrix. The
inverse of (gij) then defines a Riemannian metric. It can be checked that
Γ(f, h) =
∑
ij
gij
∂f
∂xi
∂h
∂xj
for all f, h ∈ C∞c (M). To give an example, we take −A = ∆+Z where ∆ is the Laplace–
Beltrami operator on a stochastically complete Riemannian manifold and Z is a C1-vector
field Z on a Riemannian manifold M such that
(6.2) Ric(X,X)− 〈∇XZ,X〉 ≥ α|X|2, X ∈ TM
for some α > 0. By the Bochner identity, this inequality is equivalent to (see e.g. [61])
Γ2(f, f) ≥ αΓ(f, f), f ∈ C∞(M).
Take A = C∞c (M) and Tt = e−tA. The following result follows from Theorem 3.9 and the
martingale problem on differentiable manifolds [24].
Corollary 6.2. Assume (6.2) and the following conditions
(1)
∫
Tt(f)gdµ =
∫
fTt(g)dµ (i.e. Tt is symmetric);
(2) |∇f | ∈ L2(M,µ) whenever 〈A1/2f, A1/2f〉 <∞.
Then for all 2 ≤ p <∞ and real valued functions f ∈ W 1,p(M,µ),
(6.3) ‖f − EFixf‖Lp(M,µ) ≤ C
√
p/α‖ |∇f | ‖Lp(M,µ)
where W 1,p(M,µ) is the Sobolev space on the Riemannian manifold M .
Remark 6.3. Since compactly supported smooth functions are dense in the graph norm of
A1/2, the work of Cipriani and Sauvageot [12] shows that Condition (2) is automatically
satisfied.
Functional inequalities related to diffusion processes on Riemannian manifolds have
been studied extensively; see [62] for more details on this subject. To give an even more
concrete example, let ν be the normalized volume measure and µ(dx) = e−V (x)ν(dx) a
probability measure for V ∈ C2(M). Suppose (6.2) holds. It is clear that the semigroup
Tt with generator −A = ∆−∇V ·∇ fulfills the assumptions of Corollary 6.2 and the fixed
point algebra is trivial. It follows that
‖f −
∫
fdµ‖Lp(M,µ) ≤ C
√
p/α‖ |∇f | ‖Lp(M,µ) .
This improves X.-D. Li’s result [40, Theorem 1.2, Theorem 5.2] for p ≥ 2 which was
proved by using his sharp estimate of the Lp-norm of Riesz transform. Indeed, his Poincare´
inequality has constant p/
√
α.
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Remark 6.4. (6.3) is true only for scalar-valued functions. If one is interested in some
noncommutative objects, e.g., matrix-valued functions on manifolds or free product of
manifolds, one has to apply the noncommutative theory and then the Poincare´ inequalities
are in the form of Theorem 3.4. Of course, the deviation and the transportation inequalities
still hold in all those situations.
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