We introduce a method for proving lower bounds on the ecacy of semide nite programming (SDP) relaxations for combinatorial problems. In particular, we show that the cut, TSP, and stable set polytopes on n-vertex graphs are not the linear image of the feasible region of any SDP (i.e., any spectrahedron) of dimension less than 2 n δ , for some constant δ > 0. This result yields the rst super-polynomial lower bounds on the semide nite extension complexity of any explicit family of polytopes.
INTRODUCTION
Convex characterizations and relaxations of combinatorial problems have been a consistent, powerful theme in the theory of algorithms since its inception. Linear and semidenite programming relaxations have been particularly useful for the e cient computation of approximate solutions to NPhard problems (see, for instance, the books [WS11, Vaz01] ). In some sense, semide nite programs (SDPs) can be seen as combining the rich expressiveness of linear programs with the global geometric power of spectral methods. For many fundamental combinatorial problems, this provides a genuinely new structural and computational perspective [GW95, KMS98, ARV09] . Indeed, for an array of optimization problems, the best-known approximation algorithms can only be achieved via SDP relaxations.
It has long been known that integrality gaps for linear programs (LPs) can often lead to gadgets for NP-hardness of approximation reductions (see, e.g., [LY93, CGH + 05, HK03]). Furthermore, assuming the Unique Games Conjecture [Kho02] , it is known that integrality gaps for SDPs can be translated directly into hardness of approximation results [KKMO04, Aus10, Rag08] . All of this suggests that the computational model underlying LPs and SDPs is remarkably powerful.
Thus it is a natural (albeit ambitious) goal to characterize the computational power of this model. If P NP, we do not expect to nd polynomial-size families of SDPs that yield arbitrarily good approximations to NP-hard problems. (See [Rot13, BDP13] for a discussion of how this follows formally from the assumption NP P/poly.)
In the setting of linear programs (LPs), the search for a model and characterization began in a remarkable work of Yannakakis [Yan91] . He proved that the TSP and matching polytopes do not admit symmetric linear programming formulations of size 2 o(n) , where n is the number of vertices in the underlying graph. In the process, he laid the structural framework (in terms of nonnegative factorizations) that would underlie all future work in the subject. It took over 20 years before Fiorini, Massar, Pokutta, Tiwary, and de Wolf [FMP + 12] were able to remove the symmetry assumption and obtain a lower bound of 2 Ω( √ n) on the size of any LP formulation. Soon afterward, Rothvoß [Rot14] gave a lower bound of 2 Ω(n) on the size of any LP formulation for the matching polytope (and also TSP), completing Yannakakis' vision. Despite the progress in understanding the power of LP formulations, it remained a mystery whether there were similar strong lower bounds in the setting of SDPs. An analogous positive semide nite factorization framework was provided in [FMP + 12, GPT11] . Following the LP methods of [CLRS13] , the papers [LRST14, FSP13] proved exponential lower bounds on the size of symmetric SDP formulations for NP-hard constraint satisfaction problems (CSPs).
In the present work, we prove strong lower bounds on the size of general SDP formulations for the cut, TSP, and stable set polytopes. Moreover, we show that polynomial-size SDP relaxations cannot achieve arbitrarily good approximations for many NP-hard constraint satisfaction problems. For instance, no polynomial-size family of relaxations can achieve better than a 7/8-approximation for 3-. More generally, we show that the low-degree sum-of-squares SDP relaxations yield the best approximation among all polynomialsized families of relaxations for max-CSPs. This is achieved by relating arbitrary SDP formulations to those coming from the sum-of-squares SDP hierarchy [Las01, Par00, Sho87], analogous to our previous work with Chan relating LP formulations to the Sherali-Adams hierarchy [CLRS13] . The SDP setting poses a number of signicant challenges. At a very high level, our approach can be summarized as follows: Given an arbitrary SDP formulation of small size, we use methods from quantum entropy maximization and online convex optimization (often going by the name "matrix multiplicative weights update") to learn an approximate low-degree sum-of-squares formulation on a subset of the input variables. We now present a formal overview of our results, and a discussion of the connections to quantum information theory, real algebraic geometry, and proof complexity.
Spectrahedral lifts of polytopes
Polytopes are an appealing and useful way to encode many combinatorial optimization problems. For example, the traveling salesman problem on n cities is equivalent to optimizing linear functions over the traveling salesman polytope, i.e., the convex hull of characteristic vectors
of n-vertex Hamiltonian cycles C (viewed as edge sets). If a polytope admits polynomial-size LP or SDP formulations, then we can optimize linear functions over the polytope in polynomial time (exactly for LP formulations and up to arbitrary accuracy in the case of SDP formulations). Indeed, a large number of e cient, exact algorithms for combinatorial optimization problems can be explained by small LP or SDP formulations of the underlying polytope. (For approximation algorithms, the characterization in terms of compact formulations of polytopes is not as direct [BFPS12] . In Section 1.2, we will give a direct characterization for approximation algorithms in terms of the original combinatorial problem.)
Positive semide nite lifts. Fix a polytope P ⊆ n (e.g., the traveling salesman polytope described above). We are interested in the question of whether there exists a lowdimensional SDP that captures P. Let S k + denote the cone 1 This hierarchy is also frequently referred to as the Lasserre SDP hierarchy. of symmetric, k × k positive semide nite matrices embedded naturally in k×k . If there exists an a ne subspace L ⊆ k×k and a linear map π : k×k → n such that
one says that P admits a positive-semide nite (psd) lift of size k. (This terminology is taken from [FGP + 14] .) We remark that the intersection of a PSD cone with an a ne subspace is often referred to as a spectrahedron.
The point is that in order to optimize a linear function : n → over the polytope P, it is enough to optimize the linear function
Here, the optimization problem on the right is a semidefinite programming problem in k-by-k matrices. This idea also goes under the name of a semide nite extended formulation [FMP + 12] .
The positive-semide nite rank of explicit polytopes. We de ne the positive-semide nite (psd) rank of a polytope P, denoted rk psd (P), to be the smallest number k such that there exists a psd lift of size k. (Our use of the word "rank" will make sense soon-see Section 1.3.) Briët, Dadush, and Pokutta [BDP13] showed (via a counting argument) that there exist 0/1 polytopes in n with exponential psd rank. In this work, we prove the rst super-polynomial lower bounds on the psd rank of explicit polytopes: The correlation polytope n ⊆ n 2 is given by
We show the following strong lower bound on its psd rank. T 1.1. For every n 1, we have
The importance of the correlation polytope n lies in the fact that a number of interesting polytopes from combinatorial optimization contain a face that linearly projects to n . We rst de ne a few di erent families of polytopes and then recall their relation to n .
2 ) be the complete graph on n vertices. For a set S ⊆ [n], we use ∂S ⊆ [n] 2 to denote the set of edges with one endpoint in S and the other inS, and we use the notation 1 ∂S ∈ ( n 2 ) to denote the characteristic vector of S. The cut polytope on n vertices is de ned by
Similarly, if τ is a salesman tour of K n (i.e., a Hamiltonian cycle), we use 1 E(τ) ∈ ( n 2 ) to denote the corresponding indicator of the edges contained in τ. In that case, the TSP polytope is given by n conv {1 E(τ) : τ is a Hamiltonian cycle} .
Finally, consider an arbitrary n-vertex graph G ([n], E). We recall that a subset of vertices S ⊆ [n] is an independent set (also called a stable set) if there are no edges between vertices in S. The stable set polytope of G is given by
By results of [FMP + 12] , Theorem 1.1 directly implies the following lower bounds on the psd rank of the cut, TSP, and stable set polytopes. C 1.2. For every n 1,
Ω(n 1/13 ) .
Semidefinite relaxations and constraint satisfaction
We now formalize a computational model of semidenite relaxations for combinatorial optimization problems and prove strong lower bounds for it. Unlike the polytope setting in the previous section, this model also allows us to capture approximation algorithms directly.
Consider the following general optimization problem:Given a low-degree function f : {0, 1} n → , represented by its coe cients as a multilinear polynomial,
Many basic optimization problems are special cases of this general problem, corresponding to functions f of a particular form: For the problem of nding the maximum cut in a graph G with n vertices, the function f outputs on input
x ∈ {0, 1} n the number of edges in G that cross the bipartition represented by x, i.e., f (x) is the number of edges {i, j} ∈ E(G) with x i x j . Similarly, for 3-on a 3CNF
formula ϕ with n variables, f (x) is the number of clauses in ϕ satis ed by the assignment x. More generally, for any kary boolean constraint satisfaction problem, the function f counts the number of satis ed constraints. Note that in these examples, the functions have at most degree 2, degree 3, and degree k, respectively. 
Every function f satis es sos d ( f ) max( f ) since sums of squares of real-valued functions are nonnegative pointwise.
program of size at most 1 + n d/2 . The sos d upper bound is equivalent to the degree-d sumof-squares (also known as the level-d/2 Lasserre) SDP bound, and for small values of d, these upper bounds underlie the best-known approximation algorithms for several optimization problems.
A natural generalization of low-degree sum-of-squares certi cates is obtained by summing squares of functions in a low-dimensional subspace. We can formulate this generalization as a non-uniform model of computation that captures general semide nite programming relaxations. First, we make the following de nition for a subspace of functions. D
For a subspace U of real-valued functions on
{0, 1} n , the subspace-U sum-of-squares upper bound for a function f : {0, 1} n → , denoted sos U ( f ), is the smallest number c ∈ such that c − f is a sum of squares of functions from U, i.e., there exist a 1 , . . . , t ∈ U such that c − f
an identity of functions on {0, 1} n .
Here, the subspace U can be thought of as "non-uniform advice" to an algorithm, where its dimension dim(U) is the size of advice. In fact, if we x this advice U, the problem of computing sos U ( f ) for a given function f has a semide nite programming formulation of size dim(U).
Moreover, it turns out that the generalization captures, in a certain precise sense, all possible semide nite programming relaxations for (1.1). The dimension of the subspace corresponds to the size of the SDP.
In this work, we exhibit unconditional lower bounds in this powerful non-uniform model of computation. For example, we show that the 3-problem cannot be approximated to a factor better than 7/8 using a polynomial-size family of SDP relaxations. Formally, we show the following lower bound for 3-. T 1.5. For every s > 7/8, there exists a constant α > 0 such that for every n ∈ and every linear subspace U of functions
there exists a max 3-sat instance on n variables such that
, U fails to achieve a factor-s approximation for max 3-sat).
Our main result is a characterization of an optimal semidefinite programming relaxation for the class of constraint satisfaction problems among all families of SDP relaxations of similar size. Roughly speaking, we show that the O(1)-degree sum-of-squares relaxations are optimal among all polynomialsized SDP relaxations for constraint satisfaction problems. Towards stating our main result, we de ne the class of constraint satisfaction problems. For the sake of clarity, we restrict ourselves to boolean constraint satisfaction problems although the results hold in greater generality.
For a nite collection P of k-ary predicates P : {0, 1} k → {0, 1}, we let -P denote the following optimization problem: An instance consists of boolean variables X 1 , . . . , X n and a collection of P-constraints P 1 (X) 1, . . . , P M (X) 1 over these variables. A P-constraint is a predicate
The objective is to nd an assignment x ∈ {0, 1} n that satis es as many of the constraints as possible, that is, which maximizes
We denote the optimal value of an assignment for as opt( ) max x∈{0,1} n (x). For example, corresponds to the case where P consists of the binary inequality predicate. For 3-, P contains all eight 3-literal disjunctions, e.g., X 1 ∨X 2 ∨X 3 .
Next, we discuss how to compare the quality of upper bound certi cates of the form sos U . Let Π be a boolean CSP and let Π n be the restriction of Π to instances with n boolean variables. As discussed before, the problem Π n could for example be on graphs with n vertices or 3-on formulas with n variables. We say that a subspace
In other words, the upper bound sos U allows us to distinguish between the cases max( ) s and max( ) > c for all instances ∈ Π n . We prove the following theorem, which shows that for every boolean CSP, the approximation guarantees obtained by the degree-d sum-of-squares upper bound (also known as the the level-d/2 Lasserre SDP relaxation) are optimal among all semide nite programming relaxations of size at most n cd for some universal constant c > 0. T 1.6. Let Π be boolean constraint satisfaction problem and let Π n be the set of instances of Π on n variables. Suppose that for some m, d ∈ , the subspace of degree-d func-
for Π m (in the sense of (1.2)). Then there exists a number α α(Π m , c, s) > 0 such that for all n ∈ , every subspace U of func-
The theorem has several immediate concrete consequences for speci c boolean CSPs. First, we know that O(1)-degree sos upper bounds do not achieve an approximation ratio better than 7/8 for 3- [Gri01b, Sch08] , therefore Theorem 1.6 implies that polynomial-size SDP relaxations for 3-cannot achieve an approximation ratio better than 7/8. In fact, a quantitatively stronger version of the above theorem yields Theorem 1.5.
PSD rank and sum-of-squares degree
In order to prove our results on spectrahedral lifts and semide nite relaxations, the factorization perspective will be essential. In the LP setting, the characterization of polyhedral lifts and LP relaxations in terms of nonnegative factorizations is a signi cant contribution of Yannakakis [Yan91] . In the SDP setting, the analogous characterization is in terms of positive semide nite factorizations [FMP + 
. We de ne rk psd (M) to be the smallest r such that M admits a rank-r psd factorization. We refer to this value as the psd rank of M.
Nonnegative factorizations correspond to the special case that the matrices {A i } and {B j } are restricted to be diagonal. A rank-r nonnegative factorization can equivalently be viewed as a sum of r rank-1 nonnegative factorizations (nonnegative rectangles). Indeed, this viewpoint is crucial for all lower bounds on nonnegative factorization. In contrast, rankr psd factorizations do not seem to admit a good characterization in terms of rank-1 psd factorizations. This di erence captures one of the main di culties of proving psd rank lower bounds.
Main theorem.
Consider a nonnegative function f : {0, 1} n → + on the n-dimensional discrete cube. We say that f has a sum-of-squares (sos) certi cate of degree This notion is closely related to (a special case of) the Positivstellensatz proof system of Grigoriev and Vorobjov [GV02] . We refer to the surveys [Lau09, BS14] and the introduction of [OZ12] for a review of such proof systems and their relationship to semide nite programming.
With this notion in place, we can now present a representative theorem that embodies our approach. For a point x ∈ n and a subset S ⊆ [n], we denote by x S ∈ |S| the vector x S (x i 1 , x i 2 , . . . , x i |S| ) where S {i 1 , i 2 , . . . , i |S| } and i 1 < i 2 < · · · < i |S| . For a function f : {0, 1} m → + and a number n m, we de ne the following central object: The . Connection to spectrahedral lifts of polytopes. The connection to psd lifts proceeds as follows. Let {x 1 , x 2 , . . . , x v } ⊆ P be such that P conv(V) is the convex hull of V, and also x a representation
The slack matrix S associated to P (and our chosen representation) is the matrix S ∈ m×v
It is not di cult to see that rk psd (S) does not depend on the choice of representation. It turns out that the psd rank of S is precisely the minimum size of a psd lift of P. P 1.9 ([FMP + 12, GPT11]). For every n, k 1, every polytope P ⊆ n and every slack matrix S associated to P, it holds that rk psd (S) k if and only if P admits a psd lift of size k.
Thus our goal in this paper becomes one of proving lower bounds on psd rank. With this notation, we have a precise way to characterize the lack of previous progress: Before this work, there was no reasonable method available to prove lower bounds on the psd rank of explicit matrices. The characterization of Proposition 1.9 explains our abuse of notation in Theorem 1.1, writing rk psd (P) to denote the psd rank of any slack matrix associated to a polytope P.
Theorem 1.8 is already enough to show that rk psd ( n ) must grow faster than any polynomial in n, as we will argue momentarily. In the full version, we present a more re ned version capable of achieving exponential lower bounds. Given Theorem 1.8, in order to prove a lower bound on Given the preceding proposition, the following result of Grigoriev on the Knapsack tautologies completes our quest for a lower bound. Note that since m/2 is not an integer, (1.4) is nonnegative for all x ∈ {0, 1} m . It turns out that in order to prove stronger lower bounds for n , one requires a lower bound on the approximate sos degree of f .
Connection to semide nite relaxations and constraint satisfaction. Fix now numbers k, n
1 and a boolean CSP Π. Fix a pair of constants 0 s c 1. Suppose our goal is to show a lower bound on the size of SDP relaxations that yield a (c, s)-approximation on instances of size n. It turns out that this task reduces to proving a lower bound on the positive semide nite rank of an explicit matrix M indexed by problem instances and problem solutions (points on the discrete cube in our case). P 1.12. For any boolean CSP Π n and any constants 0 s < c 1, let U be a subspace of minimal dimension that achieves a (c, s)-approximation for Π n . Denote the set of instances
If 0 is a -P instance on m variables with max( 0 ) s and sos d ( 0 ) > c, then f c − 0 has sos degree larger than d. Our main theorem gives a lower bound on the psd rank of the matrix M f n . Since this matrix is a submatrix of the matrix in Proposition 1.12, our psd rank lower bound implies a lower bound on the minimum dimension of a subspace achieving a (c, s)-approximation for -P n .
PROOF OVERVIEW AND SETUP

Preliminaries
We write [n] def {1, 2, . . . , n} for n ∈ . We will often use the notation ¾ x to denote a uniform averaging operator where x assumes values over a nite set. For instance, if
The domain of the operator should always be readily apparent from context. We also use asymptotic notation: For two expressions A and B, we write A O(B) if there exists a universal constant C such that A C · B. We also sometimes write A B to denote A O(B). The notation A Ω(B) similarly denotes B A, and the notations A Θ(B) and A B are both used to denote the conjunction of A B and B A. For a real number x > 0, we use log x to denote the natural logarithm of x.
Inner product spaces and norms. Let H denote a nitedimensional vector space over equipped with an inner product ·, · and the induced Euclidean norm | · |. All vector spaces we consider here will be of this kind. We use M(H) to denote the set of self-adjoint linear operators on H, and D(H) ⊆ M(H) for the set of density operators on H, i.e., those positive semide nite operators with trace one. We will use the standard Loewner ordering on M(H). If H comes equipped with a canonical (ordered) orthonormal basis (as will always be the case throughout), we represent linear operators on H by matrices with rows and columns indexed by the basis elements. In this case, M(H) consists of symmetric matrices and D(H) consists of symmetric, positive semide nite matrices whose diagonal entries summing to one. If A ∈ M(H) is positive semide nite, we use A 1/2 to denote the positive semide nite square root of A.
Given a linear operator A : H → H, we de ne the operator, trace, and Frobenius norms, respectively:
A max x 0 |Ax| |x|
For a p × p-matrix A, its Frobenius norm A F is given by to denote the uniform density matrix (i.e., the maximally mixed state), where the dimension of the identity matrix Id is clear from context. We refer to [Wil13] for a detailed account of quantum information theory. 
Factorizations, quantum learning, and pseudo-densities
f (x S ) Tr(P(S)R(x) 2 ) P(S)R(x) 2 F .
This contradicts deg sos
F is a sum of squares of a polynomials of degree less than d/2.
Pseudo-densities and low degree psd factorizations. By appealing to convex duality, it is possible to construct a certi cate that the matrix M f n does not admit low degree factorizations. The certi cate consists of a linear functional that separates M f n from the convex hull of matrices that admit low degree psd factorizations. Formally, if we de ne the convex set C d of non-negative matrices as,
2 ),
then we will construct a linear functional L on n m × 2 n matrices such that
The linear functional is precisely the one derived from what we refer to as a pseudo-density.
Observe that for any probability distribution over {0, 1} n , its density function relative to the uniform distribution on {0, 1} n satis es the conditions of a degree-d pseudo-density for every d ∈ . One has the following characterization:
In other words, the sos degree of a function is larger than d if and only if there exists a degree-d pseudo-density D such that
then f is not in the closed, convex cone generated by the squares of polynomials of degree at most d/2. Now the required pseudo-density D corresponds exactly to (the normal vector of) a hyperplane separating f from this cone. Of course, if D is an actual density (with respect to the uni-
is precisely the expectation of f under D. For a pseudo-density D, the cor-
as a pseudo-expectation in previous papers (see, e.g., [BBH + 12, CLRS13] ), and the map D is called a pseudo-distribution in [BKS14] . Over nite domains, these notions are interchangeable. We use the language of densities here in anticipation of future applications to in nite domains and non-uniform background measures.
We de ne the following linear functional on matrices 2 Note that a degree-d pseudo-density does not necessarily have degree d as a function on the discrete cube.
N :
Consider a matrix N ∈ C d which admits a low degree psd factorization given by N(S, x) Tr(P(S)R(x) 2 ). Then since D is a degree-d pseudo-density, we would have
However, since D is negatively correlated with f ,
(2.6) for some ε > 0.
The core of our psd rank lower bound is to show that the linear functional L D in fact separates the matrix M f n from all low rank psd factorizations, thereby certifying a lower bound on rk psd (M f n ). Roughly speaking, the idea is to approximate an arbitrary psd factorization using low degree factorizations with respect to the linear functional L D , and then appeal to the lower bound (2.5) for low degree factorizations.
Formally, for a number r 1, consider the following set C r of nonnegative matrices,
Here, N 1 is the average of the entries of N and N ∞ is the maximum entry of N. In the rest of the section, we will present an argument that unless r is very large, every matrix Fix a matrix N ∈ C r . It is instructive to have the situation N 1 , N ∞ Θ(1) in mind for the rest of this outline. By de nition of C r , the matrix N admits a psd factorization of rank O(r). In light of the above discussion, our goal is to approximate the matrix N by a low degree factorization with respect to the functional L D . A low degree approximation for N is constructed in two steps.
Well-behaved factorizations. The rst step involves obtaining a nicer factorization of N. Toward this end, we de ne the quantity 
Applying the above lemma to the matrix N at hand, we get a psd factorization N(S, x) Tr(P(S)Q(x)) wherein P(S) and Q(x) * are bounded polynomially in r. This analytic control on the factorization will be important for controlling error bounds, but also-in a more subtle way-for the next step.
Learning a low-degree quantum approximation. The next step of the argument exploits the following phenomenon concerning quantum learning. Fix a k 1 and consider a matrixvalued function Q : {0, 1} n → S k + such that ¾ x Tr(Q(x)) 1.
We will try to approximate Q by a simpler mapping with respect to a certain class of test functionals Λ : {0, 1} n → S k + . If Q is the approximator, we would like that
for some parameter ε > 0. (In this case,Q and Q are indistinguishable to the test Λ up to accuracy ε.) One can set this up as a quantum learning problem in the following way. We de ne the density matrix U Q ¾ x (e x e T x ⊗ Q(x)) and the PSD matrix V Λ
Now, if T is a family of test functionals, then a canonical way of nding a "simple" approximation to U Q that satis es all the tests is via the following maximum-entropy (convex) optimization problem:
(2.8) where we recall that S(·) denotes the quantum entropy functional. Moreover, one can attempt to solve this optimization by some form of projected sub-gradient descent. Interpretations of this algorithm go by many names, notably the "matrix multiplicative weights update method" and "mirror descent" with quantum entropy as the regularizer; see, e.g., [NY83, BT03, TRW05, AK07, WK12] and the recent survey [Bub14] .
In our setting, we are not directly concerned with eciency, but instead simplicity of the approximator. A key phenomenon is that when the class of tests T is simple, the approximator inherits this simplicity. Moreover, one can tailor the nature of the approximator by choosing the sub-gradient steps wisely. (Recall that U Id / Tr(Id) is the uniform density matrix.) T 2.2 (A -). Let κ 1 and ω > 0 be given. De ne
For any Q : {0, 1} n → S k + with ¾ x Tr(Q(x)) 1 and ε ∈ (0, 1 /2) there is a matrix-valued function R : {0,
9)
and for all tests Λ ∈ T κ,ω ,
In other words, the learning algorithm produces a hypothesis with error at most ε for all the tests in T κ,ω ; moreover, the hypothesis is the square of a polynomial whose degree is not much larger than that of the tests. The value ω corresponds to the ubiquitous "width" parameter and, as in most applications of the multiplicative weights method, bounding ω will be centrally important. The reader should also take note of the appearance of the relative entropy in the degree bound (2.9). It will turn out that low psd rank factorizations will give us functions Q : {0, 1} n → S k + with high entropy (and thus small relative entropy with respect to the uniform state); this is actually a direct consequence of the factorization rescaling in Lemma 2.1.
Notice that the separating functional L D induces a test of degree at most m. Therefore, if one takes for granted, as claimed above, that S(U Q Id Tr (Id) ) is small when Q comes from a low psd rank factorization, then Theorem 2.2 suggests that we might think of Q(x) as being a low-degree square. 
(2.10)
On the other hand, we prove the following theorem. 
Now if we consider the normalized matrix N M f n / M f n ∞ , we see that it satis es the rst premise N ∞ 1 but violates the conclusion of the theorem (because of (2.10)). Therefore we know that the second premise is violated, which gives the lower bound
Since this achieves our goal, we are left to explain why Theorem 2.3 should be true, at least when we apply it with
If we apply L D to the right-hand side of (2.1)-our presumed factorization for M f n -we arrive at the expression
We can view this as a test on Q in the sense of Theorem 2.2. Since deg (D) m (because D is only a function of m variables), this is a low-degree test. Theorem 2.2 then suggests that we can replace Q by a low-degree approximator R 2 , while losing only ε in the "accuracy" of the test.
Since the approximation property implies that Q(x) and R(x) 2 should perform similarly under the test (up to the "accuracy" ε), we would conclude that L D (M f n ) −ε, yielding the conclusion of Theorem 2.3.
Random restriction and degree reduction. The one serious issue with the preceding argument is that our supposition is far too strong: One cannot expect to have deg(R)
d/2. Indeed, the guarantee of Theorem 2.2 tells us that the approximator R(x) has degree at most K · deg(D) for some (possibly large) number K (which itself depends on many parameters). To overcome this problem, we use another crucial property of our functional (2.4): It is an expectation over small sets
. If we randomly choose such a subset with |S| m n and randomly choose values yS for the variables inS, we expect that the resulting (partially evaluated) polynomial R(x S , xS)| xS yS will satisfy deg(R(x S , xS)| xS yS ) deg(R).
(Strictly speaking, this will only be true in an approximate sense.)
It is precisely this degree reduction property of random restriction that saves the preceding sketch. In the full version of this extended abstract, we perform a more delicate quantitative analysis capable of achieving much stronger lower bounds. The norm D ∞ of the pseudo-density plays a central role in this study We show that Grigoriev's proof of Theorem 1.11 can be carefully recast in the language of pseudodensities such that the resulting pseudo-density has small norm.
Approximations for density operators
We turn now to a central theme of our approach: Highentropy states can be approximated by "simple" states if the approximation is only with respect to "simple" tests. In our setting, "simple" will mean low-degree. We now present a basic version of this principle with respect to a single test functional. This su ces for essentially all our applications to psd rank lower bounds.
The following theorem shows that a linear functional over density matrices with high entropy is approximately minimized at a density matrix that is the square of a low-degree polynomial in the linear functional. We recall that U Id Tr (Id) is the uniform density matrix. Moreover, the polynomial p depends only on ε, the operator norm F , and the relative entropy S(Q U).
The proof consists of two steps. First, we will show that the theorem holds with 1 Tr(p(F) 2 ) p(F) 2 replaced by e −λF / Tr(e −λF ) for λ (1/ε)·S(Q U). Then, we will approximate the matrix exponential by the square of a low-degree polynomial. Tr(FQ) + ε , as long as λ 1/ε · S(Q U).
P . By the duality formula for quantum entropy (see, e.g., [Car10] ), the function f : X → λ Tr(FX) + S(X U) over the the set of density matrices is minimized at X e −λF / Tr(e −λF ). Therefore, using the fact S(X U) 0, we get λ Tr(FX ) f (X ) f (Q) λ Tr(FQ) + S(Q U) , which implies that Tr(FX ) Tr(FQ) + S(Q U)/λ Tr(FQ) + ε, as desired.
Next we observe that one can pass from univariate approximations of e x to approximations of e F in the trace norm. We omit the elementary proof from this abstract. The following corollary of Lemma 2.6 follows by checking that the Taylor expansion of e x satis es the approximation guarantee (2.12). (2.14)
The Theorem 2.4 in this section follows by combining Lemma 2.5 and Corollary 2.7.
