At the end of his brief communication [7] , [8, p. 231] announcing his proofs of the Rogers-Ramanujan identities (1.2), Ramanujan remarks, "I have now found an algebraic relation between G(q) and H(q), viz.: Each of these formulae is the simplest of a large class." In a manuscript of Ramanujan, published with his Lost Notebook [9] , there are forty identities involving the Rogers-Ramanujan functions.
H(q){G(q)}
In 1921, L. J. Rogers [10] established ten of the identities including (1.3) and (1.4) . In his paper [12] proving eight of the identities, but with two of them from the list that Rogers proved, Watson confides, "Among the formulae contained in the manuscripts left by Ramanujan is the set of about forty which involve functions of the types G(q) and H(q); the beauty of these formulae seems to me comparable with that of the Rogers-Ramanujan identities. " Ramanujan's forty identities for G(q) and H(q) were first brought to the mathematical public by B. J. Birch [3] in 1975. As mentioned above, Rogers [10] first established ten of them. After Watson's paper, D. Bressoud [5] proved fifteen from the list of forty in 1977. The remaining nine identities were proved by A. Biagioli [2] where the latter equalities are due to L. J. Slater [11] .
The main purpose of this paper is to establish several analogues of Ramanujan's forty identities involving A(q), B(q), and C(q). Some of these identities that we found have partition-theoretic interpretations. In the final section, some results related to the theory of partitions are established by introducing the notion of colored partitions.
The three most important special cases of (2.1) are
where q = e 2πiτ , Im τ > 0, and η denotes the Dedekind eta function. Also, after Ramanujan, define
It is easy to show that
The function f (a, b) also satisfies a useful addition formula. For each positive integer n, let
Using (2.5), we can rewrite our septic identities (1.5)-(1.7) in the forms (2.14)
We shall use (2.14) many times in the remainder of the paper.
Main results.
In this section, we present a list of modular relations for A(q), B(q), and C(q), which we prove in this paper. These identities (3.1)-(3.29) involve A(q), B(q), and C(q) in the combinations of
where α and β are positive integers.
From now on, for positive integer n, let
and
We will prove that
), (3.14)
),
,
4. Proofs of (3.1)-(3.7). In this section, we will prove relations (3.1)-(3.7) by using ideas similar to those of Watson [12] . In all proofs, one expresses the left sides of the identities in terms of theta functions by using (2.14). After clearing fractions, we see that the right side can be expressed as a product of two theta functions, say with summation indices m and n. One then tries to find a change of indices of the form
so that the product on the right side decomposes into the requisite sum of two products of theta functions on the left side. Proof. Using (2.14), we may write (3.1) in the alternative form
where a and b will have values from the set {0, ±1, ±2, ±3}. Then
. It follows that the values of a and b are associated as in the following table:
When a assumes the values −3, −2, −1, 0, 1, 2, 3 in succession, it is easy to see that the corresponding values of m 2 + m + 3n 2 + 3n are respectively
Hence, by (2.4),
which is the desired identity upon dividing by 2.
Proof. By using (2.14), we find that (3.2) is equivalent to the identity
Using (2.11) and (2.12), we find that
It thus suffices to show that
).
For a and b in the set {0, ±1, ±2, ±3}, let
from which it follows that
It follows easily that a = b, and so m = 6M + N + a and n = M − N , where −3 ≤ a ≤ 3. Thus, there is a one-to-one correspondence between the set of all pairs of integers (m, n), −∞ < m, n < ∞, and triples of integers
By (2.8) and (2.7), we then have
After dividing both sides by 2, we obtain the result.
The proofs of the identities (3.3)-(3.7) are very similar to those above. In each case, we find some combinations of pairs (α, β) and the corresponding pairs (γ, δ).
Proofs of (3.8)-(3.13).
Our approach to proving the identities (3.8)-(3.13) uses a generalized formula of H. Schröter [1, pp. 65-72] pro-viding a representation for a product of two theta functions as a sum of m products of pairs of theta functions, under certain conditions. An elegant generalization of Schröter's work has been discovered by R. Blecksmith, J. Brillhart, and I. Gerst [4, Theorem 2] . We translate their formula into Ramanujan's notation.
For ε ∈ {0, 1} and |ab| < 1, define 
Let ε 1 , ε 2 ∈ {0, 1}, and define δ 1 , δ 2 ∈ {0, 1} by
where p = m − αβ. If R denotes any complete residue system modulo m, then
Proof. By using (2.11), we see that (3.8) is equivalent to the identity
We apply Theorem 5.1 with
, β = 1, and m = 7 to find that
where we applied (2.6) six times in the last equality. By (2.13) with a = q 3 , b = −q 4 , n = 2, then with a = −q 2 , b = q 5 , n = 2, and finally with a = q, b = −q 6 , n = 2, we obtain
Replacing q by q 6 in each of (5.5), (5.6), and (5.7), we obtain
Return to (5.4) and substitute each of the equalities above to deduce that
We now use Theorem 5.1 again, but now with
, β = 1, and m = 7, to find that after several applications of (2.6). The product on the far left side of the above equality equals 0. Hence we complete the proof.
In a similar way, we can obtain the remaining identities (3.9)-(3.13). If we set m = 7 in any case, and choose the different parameters a, b, c, d, α, β, then by similar arguments, the proofs are completed.
Proofs of (3.14)-(3.29).
The proofs in this section rely strongly on the results of Rogers [10] and Bressoud [5] . We adopt Bressoud's notation, except that we use q n/24 f (−q n ) instead of P n , and the variable q instead of x. Let g (p,n) α and Φ α,β,m,p be defined as follows:
, for any positive odd integer p, integer n, and natural number α, and 
where α, β, and p are natural numbers, and m is an odd positive integer. Then we can immediately obtain the following propositions.
Proposition 6.1 ([5, (2.12) and (2.13)]).
Proposition 6.2. We have
Proof. Take p = 7 and n = 1 in (6.1). Then
which gives (6.3). Similarly we can prove (6.4) and (6.5). 
If we use Lemma 6.3 and Theorem 6.4 for p = 5 and p = 7, respectively, we then deduce the following useful lemmas.
Lemma 6.5.
Proof. Apply Theorem 6.4 with m = 1 and p = 5; then we get
By Proposition 6.1, we then have
which reduces to (6.6) after simplification. The equality (6.7) can be proved in a similar way by applying Lemma 6.3, in addition to Theorem 6.4 with m = 3 and p = 5 and Proposition 6.1.
Lemma 6.6.
Proof. Applying Theorem 6.4 with m = 1 and p = 7, we have
By (6.3) in Proposition 6.2, we then have
which reduces to (6.8) after simplification. The equalities (6.9) and (6.10) can be proved in a similar way by applying Lemma 6.3, in addition to Theorem 6.4 with m = 3, 5, respectively, and p = 7, and Proposition 6.2. 
Let N denote the set of positive integers, and N 0 the set of nonnegative integers.
Furthermore, the identity (3.14) holds.
Proof. By Theorem 6.9 with
and thus λ 1 = 4, we deduce (6.13). In particular, by taking u = 2 in (6.13) and then by using (6.9) and (6.12), we have
After dividing both sides by 2q 1/2 f (−q 4 )f (−q 20 ) and replacing q 2 by q, we deduce that
where the last equality comes from (2.11).
Proposition 6.11. For u ∈ N,
Furthermore, the identity (3.15) holds.
Proof. (6.14) follows from Theorem 6.9 with λ 1 = λ 2 = 6. Furthermore, by putting u = 1, we have (3.15) by using (6.10) and (6.12).
Furthermore, the identity (3.16) holds.
Proof. Equality (6.15) follows from Theorem 6.9 with λ 1 = λ 2 = 4. Furthermore, if we let u = 1 in (6.15) and use (6.9) and Lemma 6.6, we find that
Now, apply the following identity proved by Biagioli [2] :
.
By combining (6.16) with (6.17), we obtain (3.16).
Furthermore, the identity (3.17) holds.
Proof. By Theorem 6.9 with λ 1 = λ 2 = u + 1, we have (6.18). In particular, by putting u = 5 and then using (6.8) and (6.12), we obtain the identity (3.17), after replacing q 2 by q and using (2.11).
Proposition 6.14. For u ∈ N,
Furthermore, the identity (3.18) holds.
Proof. By Theorem 6.9 with λ 1 = λ 2 = 5u + 2, we have (6.19) . In particular, if we let u = 1 and use (6.9) and (6.12), we deduce the identity (3.18) by using (2.11). Proof. By Theorem 6.9 with λ 1 = λ 2 = u+5, (6.20) holds. Furthermore, by putting u = 2 in (6.20) and using (6.10) and Corollary 6.8, we obtain the identity (3.19), after applying (2.11). Proof. By Theorem 6.9 with λ 1 = λ 2 = 10, (6.21) holds. Furthermore, if we let u = 2 in (6.21) and use (6.9) and Lemma 6.6, we can find
Recall the following identity proved by Bressoud [5] :
By combining (6.22) with (6.23), and using
we deduce (3.20).
Proposition 6.17. For u ∈ N,
Furthermore, the identity (3.21) holds.
Proof. Equality (6.24) holds by Theorem 6.9 with λ 1 = λ 2 = u + 6. Furthermore, by putting u = 4 in (6.24) and using (6.9) and (6.12), we arrive at (3.21), after replacing q 2 by q and by (2.11). Proof. By Theorem 6.9 with λ 1 = λ 2 = 5u + 13, (6.25) holds. Furthermore, by putting u = 1 in (6.25) and using (6.10) and (6.12), we have the result by replacing q 2 by q and using (2.11). Proof. Equality (6.26) holds by Theorem 6.9 with λ 1 = λ 2 = u + 2. Furthermore, by putting u = 6 in (6.26) and using (6.8) and (6.12), we get (3.23), after replacing q 2 by q. Proof. By taking u = 3 in (6.27) and applying Theorem 6.4, we find that
){g (7, 1) 31 g (7, 5 ) 1 + g (7, 2) 31 g (7, 14) 1
+ g (7, 3) 31 g
}. Applying Lemma 6.3, Proposition 6.2, and Proposition 6.1, we find that
Now apply the following identity proved by Biagioli [2] :
By combining (6.28) with (6.29), and using
we obtain the identity (3.24).
Furthermore, the identity (3.25) holds.
Proof. Equality (6.30) holds by Theorem 6.9 with λ 1 = λ 2 = u + 3. Furthermore, if we let u = 4, we obtain the identity (3.25), by using (6.9), Corollary 6.8, and (2.11).
Furthermore, the identity (3.26) holds.
Proof. Equality (6.31) holds by Theorem 6.9 with λ 1 = λ 2 = 4u + 5. If we set u = 2, we obtain (3.26) by using (6.10), Corollary 6.8, and (2.11).
Furthermore, the identity (3.27) holds.
Proof. Equality (6.32) holds, by Theorem 6.9 with λ 1 = λ 2 = 7u. If we use (6.8) and Corollary 6.8, then we can find
The identity (3.27) follows by replacing q u by q.
Furthermore, the identity (3.28) holds.
Proof. The identity (6.33) follows from Theorem 6.9 with λ 1 = λ 2 = 416u 2 + 72u + 28. Furthermore, if we let u = 0 in (6.33), we can deduce (3.28) by using (6.10) and (6.11). Proof. The equation (6.34) follows from Theorem 6.9 with λ 1 = λ 2 = 16u 2 + 68u + 28. Furthermore, by putting u = 0 in (6.34), we arrive at (3.29) by using (6.8) and (6.11).
7. Applications to partitions. The identities (3.1) and (3.14) yield theorems in the theory of partitions. In this section, we present partition interpretations for them. For simplicity, we adopt the standard notation (a 1 , . . . , a n ; q) ∞ := Note that the three quotients on the left side of (7.2) represent the generating functions for p 1 (n), p 2 (n), and p 3 (n), respectively. Hence, (7.2) is equivalent to
where we set p 1 (0) = p 2 (0) = p 3 (0) = 1. Equating coefficients on both sides yields the desired result.
