Computational modeling is a common tool to quantitatively describe biological processes. However, most model parameters are usually unknown because they cannot be directly measured. Therefore, a key issue in Systems Biology is model calibration, i.e. estimate parameters from experimental data. Existing methodologies for parameter estimation are divided in two classes: frequentist and Bayesian methods. The first ones optimize a cost function while the second ones estimate the parameter posterior distribution through different sampling techniques. Here, we present an innovative Bayesian method, called Conditional Robust Calibration (CRC), for nonlinear model calibration and robustness analysis using omics data. CRC is an iterative algorithm based on the sampling of a proposal distribution and on the definition of multiple objective functions, one for each observable. CRC estimates the probability density function (pdf) of parameters conditioned to the experimental measures and it performs a robustness analysis, quantifying how much each parameter influences the observables behavior. We apply CRC to three Ordinary Differential Equations (ODE) models to test its performances compared to the other state of the art approaches, namely Profile Likelihood (PL), Approximate Bayesian Computation Sequential Monte Carlo (ABC-SMC) and Delayed Rejection Adaptive Metropolis (DRAM). Compared with these methods, CRC finds a robust solution with a reduced computational cost. CRC is developed as a set of Matlab functions (version R2018), whose fundamental source code is freely available at https://github.com/fortunatobianconi/CRC.
beliefs about parameter values [18] . The joint posterior density automatically provides 48 an indication of the uncertainty of the parameter inference and gives major insights 49 about the robustness of the solution [19] . Since computing the posterior distribution 50 analytically is usually not feasible, sampling based techniques are used to estimate 51 it [12, 17] . Two classes of sampling methods widely used are the Markov chain Monte 52
Carlo (MCMC) and the Approximate Bayesian Computation Sequential Monte Carlo

53
(ABC-SMC) [12] . MCMC algorithms approximate the posterior distribution with a
54
Markov chain, whose states are samples from the parameter space. Their major 55 advantage is the ability to infer the posterior distribution which is known only up to a 56 normalizing constant [20] . The ABC-SMC algorithms evaluate an approximation of the 57 posterior distribution through a series of intermediate distributions, obtained by 58 iteratively perturbing the parameter space. Each iteration selects only those parameters 59 that give rise to a distance function under a predefined threshold [21] .
60
In this paper, our main purpose is to introduce a new version of the standard variable, (iii) the conditional robustness analysis (CRA) [22] , in order to determine the 69 influence of each model parameter on the observables.
70
We validate this new methodology on different ODE models of increasing complexity. 71 Here we present the results of CRC applied to three models, two with in silico noisy 72 data and one with experimental proteomic data. We also calibrate all the models using 73 the PL approach, through the software Data2Dynamics (D2D) [23] , the standard 74 ABC-SMC, through the ABC-SysBio software [19] and an MCMC algorithm called 75 Delayed Rejection Adaptive Metropolis (DRAM) through the MCMC toolbox [24, 25] , 76 with the purpose of having a reliable and complete comparison with the state of the art 77 of this field [24] . Our results show that CRC is successful in all examples, with several 78 advantages when compared to the other methodologies.
79
Materials and methods
80
ODE model and experimental dataset
81
Consider a deterministic ordinary nonlinear dynamical system:
x(t) = f (x(t), u(t), θ), x(0) = x 0 , x ∈ R n , θ ∈ Θ y(t) = h(x(t), u(t), γ), y ∈ R m , γ ∈ R s , u ∈ R g where x is the state space vector, u denotes the external input vector, and y denotes 82 the output responses of the system, i.e. the observables, which are usually derived from 83 experimentally observed data. The vector θ denotes the dynamical system parameters, 84 taking values in the parameter space Θ, a subset of the positive orthant R q >0 . The 85 vector function f is indeed defined over the following sets: f (·) : R n × R g × R q −→ R n . 86 The observation function h(·) : R n × R g × R s −→ R m maps the state variables to the 87 vector of observable quantities y. Usually, not all states of the system can be directly 88 measured, so that it is common to have m < n. Vector γ contains scaling and offset 89 parameters when measurements of the observables are performed. Setting 90 p = {θ, γ, x(0)}, p ∈ R q+s+n , the model is completely determined. We assume that the 91 parameter vector p is constant over time.
92
General theory
93
The parameter vector of a mathematical model can be considered as a random variable 94 P on a measurable space (P, A) and a given vector p in the parameter space as one of 95 its realizations. Let f P (p) denote the prior distribution. Our goal is to approximate the 96 target posterior distribution, . Each set contains only those parameters that yield 111 the values of a specific distance function under the corresponding threshold. Then, all 112 these sets are intersected in order to obtain a single parameter set, P S, z , that ensures 113 the compliance with all the thresholds. P S, z contains samples of the approximate 114 posterior distribution f P|P S, z (p). As for other ABC methods, if at the end of the z-th 115 iteration a predefined stopping criterion is not satisfied, another iteration of CRC is 116 performed, sampling from a new proposal distribution. Since the region of interest of the 117 approximate posterior distribution is the one with highest probability, the proposal for 118 the next iteration, q z+1 (p), is centered on the mode of f P|P S, z (p). In order to increase 119 the frequency of N S samples in this region, the boundaries of q z+1 (p) are tighter than 120 those of q z (p). The algorithm terminates when the thresholds are sufficiently small.
121
The output of CRC is f P|P S, ζ (p) where ζ is the number of the last iteration and its 2.Sampling the posterior distribution. Let P S be the set of parameter samples 128 generated in the previous step. For each p ∈ P S , sample y i , ∀i = 1, ..., m from the 
Note that the shape of the proposal distribution does not change over the different 149 iterations, while the mean value is updated according to the mode p z m and the upper 150 and lower boundaries, respectively U z+1 and L z+1 , are shrinked through the following 151 formulas :
where have to be set so that
. According to [22, 29] , to generate a reliable 170 non-parametric estimation of the conditional density, at least 1000 samples of P S, z are 171 necessary. Thus tolerances z i are chosen in order to ensure that the cardinality of P S, z 172 is at least 1000. shift toward zero and, as in the standard ABC-SMC method [30] , this guarantees that 178 the approximate posterior distribution f P|P S, z (p) evolves toward the desired posterior 179 distribution f P|y (p).
180
The constraints explained above regarding the choice of the thresholds are also 181 influenced by N S . For a given set of thresholds z , the higher the value of N S the higher 182 is the cardinality of P S, z . Thus, increasing N S , it is more likely to reach lower 183 threshold values that satisfy |P S, z | > 1000. However, N S has also great impact on the 184 computational cost of CRC and, for these reasons, its choice is a trade-off between the 185 accuracy of the posterior estimation and the efficiency of CRC.
186
Another tuning parameter of CRC is the definition of the distance function that is 187 used to measure the level of agreement between simulations and experimental data. Here, we propose two l1 − norm based distance functions because they are robust to 189 measurement noise [31] .
190
The first one, called Absolute Distance Function (ADF), is the sum, over the whole 191 time points set, of the absolute distance between simulated and real data. Eq (6) 192 formalizes it:
As an alternative, Eq (7) normalizes the absolute error between simulated and real 194 data with the corresponding point in the dataset. Moreover, the summation is divided 195 by the number of available time points, thus Eq (7) 
The criterion that guides the user in the choice of the best distance function regards 198 the range of variation of the available data. For a given absolute error (Eq (6)), the 199 corresponding percentage error (Eq (7)) produces a bias. Thus, Eq (7) is preferred when 200 the model and data are normalized.
201
Finally, as explained above, parameters (5) determine 202 the contraction rate of the proposal distribution at each iteration. They should be 203 chosen so that the proposal distribution is gradually shrinked iteration by iteration.
204
In CRC the number of necessary iterations is not known a priori because the 205 algorithm terminates when the stopping criterion is satisfied.
206
Conditional Robustness Analysis
207
The goal of the second phase of CRC is to perform a conditional robustness analysis
208
(CRA) in order to identify which parameters mostly influence the output variables 209 behavior [22] . To this purpose, we apply the conditional robustness algorithm in [22] . 
Thus, T (η 
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The resulting conditioning sets are:
P S,η L and P S,η U define two regions in the parameter space, whose samples belong to 221 the distributions f P|P S,η L (p) and f P|P S,η U (p).
222
The two conditional densities are employed in the calculation of the Moment
223
Independent Robustness Indicator (MIRI) [22, 29] according to the following formula:
Vector µ contains MIRI values of all the components of parameter vector p. Due to 225 its definition, the MIRI value of each parameter is included in the interval [0, 2]. MIRIs 226 measure the level of intersection between the two pdfs included in the calculus: the 227 higher the resulting value and the more well separeted are the conditional densities. 
Results
235
We test our novel proposed algorithm in three different models: Lotka-Volterra model The first model is the classical Lotka-Volterra model, which describes the interaction 244 between the prey species x 1 and the predator species x 2 through the parameters a and b: 245
The model parameter vector to estimate is p = [a, b], p ∈ R 2 . Both nominal values 246 of parameters are set to 1. The observables are both variables x 1 and x 2 . Table 2 . Tuning parameters and results of CRC in model M1. The second and third column show, respectively, the lower and upper boundaries of q z (p). The fourth column reports the mode vector p z m computed at the end of each iteration and used to center the proposal distribution of the subsequent iteration. In the fifth and sixth columns the threshold schedule is reported and in the last two columns the resulting MSE for each observable is shown. Table 2 ); red dots are the experimental data; the gray area represents the uncertainty in the temporal behavior of observables when parameters vary between the 2.5th and 97.5th percentile of their corresponding conditional pdfs. (C) Scatter plot of the sample distribution of
247
To calibrate the model, we generate an in silico noisy dataset in the same way 248 described by [30] , i.e. sampling eight values of the output variables at the same specified 249 time points and adding Gaussian noise N (0, (0.5
2 )) ( Table S1 in S1 File).
250
CRC results
251
The tuning parameters of CRC are set as follows:
252
• the number of fixed samples in the parameter space is set to N S = 10 4 for each 253 iteration;
254
• Eq (6) ∀i = 1, ...2 is chosen as distance function between experimental and 255 simulated data;
256
• the prior distributions for a and b are taken to be log-uniform: approximately the same influence on the two output variables (Fig S3 in S1 File) .
280
PL results
281
First of all, we estimate parameter values using three different optimization algorithms, 282 available in the software D2D [13] (Fig S5 in S1 File) . PL employs few seconds for parameter estimation and 291 less than a minute for identifiability analysis of both parameters.
292
ABC-SMC results
293
The application of the standard ABC-SMC method to the M1 model and the results 294 obtained are comprehensively explained in [30] . In five steps the procedure converges to 295 the considered threshold. In the 5-th iteration, parameter a has a median of 1 The ODE model presented in this section is taken from the Erythropoietin Receptor
312
(EpoR) [32] . The model represents the catalysation of a substrate S by an enzyme E 313 that is activated via two steps by an external ligand L [33] . This reaction cascade 314 produces a product P whose dynamical behavior is the purpose of the model prediction. 315 Generally the concentration over the time of the product P cannot be measured directly. 316 Let denote with p = [k 1 , k 2 , k 3 , init E , init S , scale E , scale S ], p ∈ R 7 , the set of conditions and the observables together with the dataset used for model calibration are 320 reported in S1 File.
321
CRC results
322
The prior distributions for all the model parameters are supposed log-uniform with the 323 lower and upper boundaries set equal to L 1 = 0.01 and U 1 = 100. The number of fixed 324 samples in the parameter space is N S = 10 5 . We choose Eq (6) as distance function to 325 evaluate the error between nominal and noisy data for the outputs of the model.
326
According to the selected distance function, the errors between the nominal data points 327 and the experimental ones are equal to 12.78 for y 1 and 5.6 for y 2 . They represent the 328 target thresholds to reach at the end of the last iteration in order to assert the success 329 of CRC. To this purpose, we perform nine iterations of CRC in order to make the two 330 thresholds close enough to their corresponding target values. Table 3 The first column reports the iteration number z, the second and the third ones the boundaries of the proposal distribution q z (p) in each iteration and the fourth and the fifth ones the values of the two thresholds In the ninth iteration, 
347
Once the model has been correctly calibrated, we perform a robustness analysis in 348 order to find those parameters that most affect the behavior of the output variables. We 349 perturb the mode vector p ζ m with Linear LHS using 10 5 samples. The lower and upper 350 boundaries of the sampling are fixed equal to 0.01 and 100 respectively. Using the 351 guidelines reported in [22] we fix the level of probabilities β and λ to 0.1. In Fig 3C the 
PL results
358
The calculation of PL for M2 is presented in [33] . PL takes less than one minute per 
ABC-SMC results
366
ABC-SMC input parameters are set in order to resemble those of CRC. The distance 367 function is defined as:
Under the hypothesis of parameters having a prior uniform distribution in [0, 100], 369 we try to perform nine iterations of ABC-SMC. Thus, we set f P (p) = U (0, 100) and 370 z = 1, ..., 9. The thresholds for all the iterations are chosen as the sum, over y 1 and y 2 , 371 of the two corresponding thresholds obtained from the application of CRC (Table 3) . At 372 each iteration, we select 1000 particles of the parameter space under the desired 373 threshold. The algorithm could not come to an end in a reasonable time and it finds 374 parameter samples only until the 7-th iteration. In order to quantify the precision of the 375 ABC-SMC approach, we perform simulations of the model, setting the parameter vector 376 equal to the median of the ABC-SMC results. The MSE using these parameter values is 377 103 and 20 for y 1 and y 2 respectively. Further results of ABC-SMC are shown in S1 File. 378 
DRAM results
379
As in model M1, we run DRAM varying the initial error variance between [0.01,1] and 380 the corresponding prior weight between [1, 5] . Initial conditions were chosen close to that varies between 0.01 and 1. DRAM employs about 15 minutes to complete one run. 386 In S1 File figures of DRAM results are provided.
387
Multiple myeloma model (M3)
388
Model description
389
M3 is the ODE model proposed in [34] . The mathematical model is defined to help 390 study the roles that various p38 MAPK isoforms play in MM. It has 40 ODEs, built 391 using only the law of mass action, and 53 kinetic parameters (S1 File). According
392
to [34] , data associated to the model are the output of a Reverse Phase Protein Array 393 (RPPA) experiment [2] , where MM cell lines were analyzed to detect the activity of with BZM. The corresponding RPPA dataset is presented in Table S13 of S1 File.
406
407
For model M3, we set tuning parameters of CRC in the following way:
408
• the number of parameter samples N S is equal to 10 6 ;
409
• for each output variable, Eq (7) is chosen as distance function;
410
• the prior of each kinetic parameter is supposed to be log − U (0.1, 10);
412
Six iterations of CRC are performed, using the threshold schedule reported in Table 413 4. At the end of the process, the maximum error between simulated and experimental 414 data is only of the 16%. 
they have high influence on the outputs. We repeat the entire procedure ten times,
428
obtaining ten independent realizations in order to ensure the invariance of results. Table S25 in S1 File); red dots are the RPPA data [34] ); the gray area reproduces the variation of the temporal behavior when parameters vary between the 2.5-th and 97.5-th percentile of their corresponding conditional pdfs f P|P S, 6 (p). On the top of each plot, the MSE between the associated model simulation and the data is reported. (B) Boxplot of MIRIs for the estimated parameter values, along the ten independent realizations performed. 
PL results
430
First of all, through the D2D software, we calibrate the model using lsqnonlin as 431 optimization algorithm. To avoid local optima, we execute a sequence of n = 100 fits 432 using Linear LHS. Moreover, we also estimate model parameters using GA and SA. analysis of all parameters.
446
ABC-SMC results
447
Using the ABC-SysBio software, we fix ABC-SMC parameters as follows:
448
• the distance function is defined as:
• the number of iterations is set to 6;
450
• the threshold fixed in each iteration is equal to the sum of all thresholds fixed in 451 CRC in the same iteration (see Table S29 of S1 File);
452
• the number of accepted particles at each iteration is set to 1000;
453
• all parameters to estimate are supposed to have a uniform prior distribution:
454 U(0.1,10);
455
• all the other parameters are left to their default values.
456
The application of ABC-SMC to the M3 model was very time consuming and, after 457 10 days, it had not converged yet. Thus, results are available only until the 4-th 458 iteration (see S1 File).
459
DRAM results
460
As in the previous examples, we run DRAM setting the number of simulations equal to 461 those of CRC (10 6 
507
In summary, the main disadvantage of the standard ABC-SMC method is the time 508 necessary to complete a simulation which increases with the model dimension. The PL 509 method is fast in model calibration even for high dimensional models since it 510 implements an optimization algorithm. However, the returned solution does not contain 511 any information on the distribution of parameters since it represents a single point in 512 the parameter space. Moreover, as shown in model M3, it may return improper results 513 in the computation of parameter profiles. As regards DRAM, its results are highly 514 affected by the initial values of the parameters, which must be set from the beginning. 515 This point is crucial since in Systems Biology models most parameter values are 516 unknown and cannot be measured experimentally.
517
CRC is able to identify a stable and precise solution in all test models, mainly 518 because of some of distinctive features. One of its main innovations is the use of a fixed 519 number of points for sampling the parameter space, which is initially chosen by the user 520 and does not change throughout iterations. As a result, the model is always integrated 521 N S times in each iteration. Since most of the computational cost of an iteration of CRC 522 is given by the integration of the model (step 2 of CRC), CRC guarantees a limited 523 computational cost through the different iterations. On the other hand, in other 524 ABC-SMC methods, the computational burden is substantial because the number of 525 samples at each iteration is not known a priori but strictly depends on the threshold 526 value. Since the threshold usually decreases at each step, the number of generated 527 samples could increase together with the simulation time.
528
Moreover, another significant innovation introduced is the definition of an objective 529 function for each output variable. This allows a model calibration that takes equally 530 into account all experimental endpoints. On the other hand, the other techniques 531 evaluate only a single and unique objective function, which includes information about 532 all observables.
533
Finally, we also analyzed the robustness of model parameters in a new way, taking 534 inspiration from the CRA presented in [22] . This algorithm is based on the concept of 535 robustness proposed by [35] , which defines it as the property of a system to maintain its 536 status against internal and external perturbations. We employed CRA in order to 537 quantify the robustness of the model observables against the simultaneous perturbation 538 of the parameters.
539
Robustness analysis is useful for applications in cancer drug discovery aimed at 540 finding which node of a network could be identified as novel potential drug target.
541
Moreover, the concept of robustness is slightly different from that of identifiability 
