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LAX PAIRS FOR THE ABLOWITZ-LADIK SYSTEM
VIA ORTHOGONAL POLYNOMIALS ON THE UNIT
CIRCLE
IRINA NENCIU
Abstract. In [14] Nenciu and Simon found that the analogue of
the Toda system in the context of orthogonal polynomials on the
unit circle is the defocusing Ablowitz-Ladik system. In this paper
we use the CMV and extended CMV matrices defined in [5] and
[13, 14], respectively, to construct Lax pair representations for this
system.
1. Introduction
The aim of this paper is to present new results concerning the Ablowitz-
Ladik (AL) system. More precisely, we use the connection between the
AL system and the theory of orthogonal polynomials on the unit circle
to construct Lax pairs associated to the Hamiltonians in the defocusing
AL hierarchy. Our main investigation focuses on the periodic case, but
these results translate to corresponding statements in the finite and
infinite cases.
We briefly introduce the main players. The defocusing AL equa-
tion was defined in 1975–76 by Ablowitz and Ladik [1, 2] as a space-
discretization of the cubic nonlinear Schro¨dinger equation. It reads:
(1.1) −iα˙n = ρ
2
n(αn+1 + αn−1)− 2αn,
where α = {αn} ⊂ D is a sequence of complex numbers inside the unit
disk and
ρ2n = 1− |αn|
2.
The analogy with the continuous NLS becomes transparent if we rewrite
(1.1) as
−iα˙n = αn+1 − 2αn + αn−1 − |αn|
2(αn+1 + αn−1).
Here, and throughout this paper, f˙ will denote the time derivative of
the function f .
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We note that the name “Ablowitz-Ladik equation” that we use here
for (1.1) is sometimes used for a more general equation that was intro-
duced in the same paper [1]. Moreover, (1.1) also appears in the litera-
ture under the name IDNLS (integrable discrete nonlinear Schro¨dinger
equation). So far, the study of this equation focused mainly around
the inverse scattering transform; see, for example, [3, Chapter 3] and
the references therein. Other aspects of the Ablowitz-Ladik equations
have been further studied, for example, in [8], [9], [10], [11], [12], [16],
and [17].
We will try to understand (1.1) from a different perspective: that of
the theory of orthogonal polynomials on the unit circle. We concentrate
on the periodic problem as it was the first one solved, and our main
results for the finite and infinite defocusing Ablowitz-Ladik systems
follow from the corresponding result in the periodic case.
While more details can be found in Appendix B and we shall freely
use all the notation introduced there, we present here some of the main
notions and relevant results. Let µ be a probability measure on the
unit circle. By applying the Gram-Schmidt procedure to 1, z, z2, . . . ,
one can define the monic orthogonal polynomials {Φn}n≥0. They obey
a recurrence relation
Φn+1(z) = zΦn(z)− α¯nΦ
∗
n(z)
for all n ≥ 0, where
Φ∗n(z) = z
nΦn(
1
z¯
)
is the reversed polynomial, and α = {αn}n≥0 is the sequence of Verblun-
sky coefficients. (The use of the same notation as in (1.1) is not a coin-
cidence, as we will see.) If we represent the operator of multiplication
by z on L2(dµ) in an appropriate basis, we obtain a 5-diagonal unitary
matrix
C =


α¯0 ρ0α¯1 ρ0ρ1 0 0 . . .
ρ0 −α0α¯1 −α0ρ1 0 0 . . .
0 ρ1α¯2 −α1α¯2 ρ2α¯3 ρ2ρ3 . . .
0 ρ1ρ2 −α1ρ2 −α2α¯3 −α2ρ3 . . .
0 0 0 ρ3α¯4 −α3α¯4 . . .
. . . . . . . . . . . . . . . . . .

 .
This matrix was first discovered by Cantero, Moral, and Vela´zquez
[5], and is called the CMV matrix. Furthermore, if the Verblunsky
coefficients are periodic, one can very naturally define the extended
CMV matrix E (as in (B.9)) and its Floquet restrictions E(β) to the
periodic subspaces (see Chapter 11 of [14]).
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The theory of periodic Verblunsky coefficients was first studied by
Geronimus, and, more recently, by Peherstorfer and collaborators, and
Golinskii and collaborators (for detailed references to their work, see
[14]). Simon used the analogy with Hill’s equation to fully develop
the theory for periodic Verblunsky coefficients in [14, Chapter 11]. In
particular, he defines the discriminant ∆(z) naturally associated to this
periodic problem and finds that
Proposition 1.1 (Simon). Let p (the period of the coefficients) be even.
Let {αj}
p−1
j=0 and {γj}
p−1
j=0 be two elements of D
p. The following are
equivalent:
(1) ∆(z; {αj}) = ∆(z; {γj}).
(2)
∏
j(1−|αj|
2) =
∏
j(1−|γj|
2), and the eigenvalues of E(β)({αj}
p−1
j=0)
and E(β)({γj}
p−1
j=0) coincide for one β ∈ ∂D.
(3) The eigenvalues of E(β)({αj}
p−1
j=0) and E(β)({γj}
p−1
j=0) are equal for
all β ∈ ∂D.
(4) spec(E({αj}
p−1
j=0)) = spec(E({γj}
p−1
j=0)).
When these conditions hold, we say that {αj}
p−1
j=0 and {γj}
p−1
j=0 are
isospectral.
Next, we present two examples which represented a first step in es-
tablishing the connection between OPUC and the AL system. For the
full computations which justify our claims, see Examples 11.1.4 and 5
in [14].
Example 1 (Geronimus). Let α ∈ D and define αj ≡ α for all j ≥ 0.
The isospectral manifold in this case is a circle
{α = (1− ρ2)1/2eiθ : θ ∈ [0, 2π]}
if |α| 6= 0, and a point (or a zero-dimensional torus), α = 0, if |α| = 0.
Example 2 (Akhiezer). Consider α2j = α and α2j+1 = α
′, with α, α′ ∈
D and j ≥ 0, to be periodic Verblunsky coefficients with period p = 2.
Again the discriminant is easily computable and
(1.2) ∆(eiθ) =
2
ρρ′
[cos(θ) + Re(α¯α′)].
Let θ± ∈ [0, π) solve cos(θ±) = −Re(α¯α
′)±ρρ′. Note that |Re(α¯α′)|+
ρρ′ ≤ 1, and hence there are always solutions, with 0 ≤ θ+ < θ− ≤ π.
Hence |∆(eiθ)| ≤ 2 if and only if ±θ ∈ [θ+, θ−]. We are interested in
finding the set of pairs (α, α′) ∈ D2 which lead to a given ∆ of the form
(1.2). This can be done explicitly, and the conclusion is that
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• There are no open gaps for |α| = |α′| = 0, and so the isospectral
manifold is a point (0-dimensional torus).
• There is exactly one open gap when α = ±α′ 6= 0, which leads
to the isospectral manifold being a circle.
• There are two open gaps if and only if the isospectral manifold
is a two-dimensional torus.
The two examples above suggest that Dp fibers into tori, generically of
real dimension p, half of the real dimension of Dp. This was proved by
Simon in [14].
Recall that a Hamiltonian vector field VH is called completely inte-
grable on a domain D contained in a manifold of real dimension 2n if
there exist n integrals of motion H1 = H,H2, . . . , Hn whose gradients
are linearly independent on D and which Poisson commute. In this
case, the Liouville-Arnold-Jost Theorem (see [4] and [7]) says that if
N =
⋂
kH
−1
k (ck) is compact and connected, then it is an n-dimensional
torus. Finding the symplectic structure and the integrable system nat-
urally associated with periodic Verblunsky coefficients and the notion
of isospectrality defined above was the main purpose of the work of
Nenciu and Simon [14, Ch.11, Section 11], that we shall briefly de-
scribe here.
We begin by defining the symplectic structure. We are considering
the problem of periodic Verblunsky coefficients with period p. So we
are interested in a symplectic form on Dp, which has real dimension 2p.
Let α = (α0, . . . , αp−1) ∈ D
p, and let uj = Reαj and vj = Imαj for all
0 ≤ j ≤ p− 1. Then we define our symplectic form by
(1.3) ω =
1
2
p−1∑
j=0
1
ρ2j
duj ∧ dvj.
As all of the subsequent computations will involve only the correspond-
ing Poisson bracket, let us note that, for f and g functions on Dp, we
have
{f, g} =
1
2
p−1∑
j=0
ρ2j
[
∂f
∂uj
∂g
∂vj
−
∂f
∂vj
∂g
∂uj
]
(1.4)
= i
p−1∑
j=0
ρ2j
[
∂f
∂α¯j
∂g
∂αj
−
∂f
∂αj
∂g
∂α¯j
]
,(1.5)
where for z = u+ iv ∈ D we use the standard notation
∂
∂z
=
1
2
(
∂
∂u
− i
∂
∂v
)
and
∂
∂z¯
=
1
2
(
∂
∂u
+ i
∂
∂v
)
.
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Lemma 1.2. The 2-form defined by (1.3) is a symplectic form. Equiva-
lently, the bracket (1.4) obeys the Jacobi identity and is nondegenerate.
Proof. ω is a sum of 2-forms, each of which acts only on one of the
variables αj for 0 ≤ j ≤ p − 1. But any 2-form is closed in R
2, and
hence ω is closed. It is also nondegenerate, since the function ρ−2j is
positive on Dp for each j. 
The first result is
Theorem 1 (Nenciu - Simon). With the above Poisson bracket we have
(1.6) {∆(z),∆(w)} = 0
for any z, w ∈ C.
In particular, one has
Corollary 1.3. The Hamiltonian flows generated by ∆(z) for z ∈ ∂D
and by
∏p−1
j=0 ρj all commute with each other and leave ∆(w) invariant.
Theorem 1 is proved using the expression of ∆ in terms of Wall
polynomials and the recurrence relations that they obey. For details,
see Section 11.11 of [14] and the references therein.
Moreover, the coefficients of the monic polynomial
zp/2
( p−1∏
j=0
ρj
)
∆(z)
come in complex conjugate pairs: cj = c¯p−j. If we also take into
account the fact that c0 = cp = 1 and cp/2 is real, we get that the real
and imaginary parts of the cj with 1 ≤ j ≤
p
2
− 1, together with cp/2
and
∏p−1
j=0 ρ
2
j , form a set of p commuting integrals. Note that the real
dimension of the space Dp of the Verblunsky coefficients is 2p, twice
the number of the Hamiltonians described above.
The next natural question concerns finding Lax pairs associated to
these commuting Hamiltonians.
Remark 1.4. Recall that finding a Lax pair representation
(1.7) L˙ = [L, P ]
for an evolution equation allows one to identify the eigenvalues of L
as conserved quantities. This is usually done in the case when L is
selfadjoint, but essentially the same proof works in the case that we
are interested in, when L is unitary.
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Indeed, let λ ∈ S1 be an eigenvalue of L, a unitary matrix, and φ
the corresponding unit eigenvector. Then
λ = (Lφ, φ)
and hence
λ˙ = (L˙φ, φ) + (Lφ˙, φ) + (Lφ, φ˙).
Note that
(Lφ˙, φ) + (Lφ, φ˙) = (φ˙, L∗φ) + (Lφ, φ˙)
= (φ˙, λ¯φ) + (λφ, φ˙)
= λ[(φ˙, φ) + (φ, φ˙)]
= λ ˙(φ, φ)
= 0,
as (φ, φ) ≡ 1. So,
λ˙ = (L˙φ, φ) = ([L, P ]φ, φ)
= (Pφ, L∗φ)− (PLφ, φ)
= (Pφ, λ¯φ)− (λPφ, φ) = 0.
As it turns out, the coefficients cj for which Nenciu and Simon ob-
tained Poisson commutativity are not the Hamiltonians we will be
working with here, while being closely related to them.
A consequence of Theorem 11.2.2 and formula (11.2.17) of [14] is
(1.8) det(z −Q(1)) = z
p/2
( p−1∏
j=0
ρj
)
[∆(z)− 2],
where Q(1) is the restriction of E to the space of p-periodic l
∞ sequences
(see the definition of Q(d) in Section 2). In particular, this shows that∏p−1
j=0 ρj and the coefficients of ∆ Poisson commute if and only if
∏p−1
j=0 ρj
and the real and imaginary parts of the traces of the first p
2
powers of
Q(1) Poisson commute. These are (essentially, see Proposition 2.5) the
Hamiltonians we will be working with. They are the natural functions
to consider by the fact proved above, that existence of Lax pairs implies
conservation of the eigenvalues, and hence of the traces of powers of
the Lax matrix.
The organization of the paper is as follows: In Section 2 we define the
objects involved in the periodic problem and present the main result,
Theorem 2, and its consequences. Section 3 contains the ideas of the
proof of the main theorem, Theorem 2, while in Appendix A we give
the full computations involved in this proof. Sections 4 and 5 deal with
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the finite and infinite cases, respectively. Finally, Appendix B gives the
necessary background on the theory of orthogonal polynomials on the
unit circle.
2. The Main Results in the Periodic Case
We must first define our Hamiltonians Kn. Essentially, they are
traces per volume of the powers of the extended CMV matrix E .
Consider the periodic Ablowitz-Ladik problem with period p. If p is
even, then let E be the extended CMV matrix associated to these α’s;
if p is odd, think of the sequence of Verblunsky coefficients as having
period 2p and thus define the extended CMV matrix E .
For each n ≥ 1, we define the Hamiltonians we will be working with
as:
(2.1) Kn =
1
n
p−1∑
k=0
Enkk .
For n = 0, we set
K0 =
p−1∏
j=0
ρ2j .
Finally, for A a doubly-infinite matrix, we set A+ as the matrix with
entries
(A+)jk =


Ajk, if j < k;
1
2
Ajj, if j = k;
0, if j > k.
The central theorem of our paper is:
Theorem 2. The Lax pairs for the nth Hamiltonian of the periodic
defocusing Ablowitz-Ladik system are given by
(2.2) {E , Kn} = [E , iE
n
+]
and
(2.3) {E , K¯n} = [E , i(E
n
+)
∗]
for all n ≥ 1.
Here we use {E , f} to denote the doubly-infinite matrix with (j, k)
entry {Ejk, f}; also, E
n
+ denotes (E
n)+ .
Remark 2.1. The form of Theorem 2, and the main idea of the proof
were inspired by the analogous result of van Moerbeke [18] for the
periodic Toda lattice. But none of the two results implies the other.
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Moreover, in the case of the Toda lattice, the necessary calculations
are very simple due to the tri-diagonal, symmetric nature of the Ja-
cobi matrices naturally associated to that problem. The analogue on
the circle are CMV matrices, whose more complicated structure makes
proving this result computationally much more involved.
But we are dealing with a finite dimensional problem, so we are
interested in finding appropriate finite dimensional spaces to which we
can restrict the operators in (2.2) and (2.3). Also, we want to express
the Hamiltonians Kn in terms of these restrictions.
The following lemma is an immediate consequence of the structure
of E ; it can easily be proven by induction whenever E can be defined.
Lemma 2.2. Let n ≥ 1 be an integer. Then Enj,k is identically zero as
a function of the Verblunsky coefficients if one of the following holds:
|j − k| ≥ 2n+ 1
or j − k = 2n and j and k are even
or j − k = −2n and j and k are odd.
In particular, the number of entries which are not identically zero (as
functions of the α’s) on any row of En is bounded by 4n.
Recall that the definition of E depends on the parity of the period
p. This explains why we need to study the cases p even and p odd
separately.
Let us first consider the case of the period p being even. We denote
by X(d) the subspace of l
∞(Z)
X(d) = {u ∈ l
∞(Z) | um+dp = um}
of sequences of period dp. As the Verblunsky coefficients are periodic
with period p, we find that Ej+p,k+p = Ej,k for any j, k ∈ Z, and hence
En restricts to X(d) for all n ∈ Z and d ≥ 1. Moreover, if we denote by
ξ
(d)
k , k = 0, . . . , dp− 1, the l
∞(Z) vector given by
(ξ
(d)
k )j = 1 when j ≡ k (mod dp), and 0 otherwise,
we have that {ξ
(d)
0 , ξ
(d)
1 , . . . , ξ
(d)
dp−1} is a basis in X(d), and
(Enξ
(d)
k )j+p = (E
nξ
(d)
k )j =
∑
l∈Z
Enj,k+ldp .
Notice that this sum has only a finite number of nonzero terms for any
choice of n, j, k, p, and d.
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Let us denote by Q(d) the matrix representation of the restriction E ↾
X(d) in the basis {ξ
(d)
0 , ξ
(d)
1 , . . . , ξ
(d)
dp−1}. Then the matrix representing
En ↾ X(d) in the same basis is Q
n
(d), whose entries are given by
(2.4) Qn(d),jk =
∑
l∈Z
Enj,k+ldp
for 0 ≤ j, k ≤ dp− 1.
Lemma 2.3. For dp ≥ 2n+ 1, we have that
1
d
Tr(Qn(d))
is independent of d and equals Kn .
Proof.
1
d
Tr(Qn(d)) =
1
d
dp−1∑
k=0
Qn(d),kk .
From Lemma 2.2 we know that Enjk = 0 for |j − k| > 2n. So for
dp ≥ 2n+ 1 we get
Qn(d),kk =
∑
l∈Z
Enk,k+ldp = E
n
kk .
From this and periodicity we can conclude that
1
d
Tr(Qn(d)) =
1
d
dp−1∑
k=0
Enkk =
p−1∑
k=0
Enkk = nKn
is indeed independent of d. 
If p is odd, we consider the same objects as above, with the extra
constraint that dp, and hence d, must always be even. Recall that
in this case we define E by thinking of the Verblunsky coefficients as
having period 2p. For d even, we can then define X(d) and Q(d) as
above, while always keeping in mind that we can use the results we
just proved for dp = d
2
· 2p.
Therefore, if d is even and large enough, we have that
2
d
Tr(Qn(d)) =
2
d
dp−1∑
k=0
Enkk =
2p−1∑
k=0
Enkk .
The last observation we need to make is that in this case the entries of
E obey
Ejk = Ek+p,j+p .
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This comes from the fact that
Lj+p,k+p =Mjk ,
and that L and M are symmetric. Hence
Ek+p,j+p =
∑
l∈Z
Lk+p,lMl,j+p =
∑
l∈Z
LklMlj =
∑
l∈Z
LlkMjl = Ejk ,
as claimed. A straightforward induction shows that
Enk+p,j+p = E
n
jk
for all n, and hence
1
d
Tr(Qn(d)) =
1
2
2p−1∑
k=0
Enkk =
p−1∑
k=0
Enkk = nKn
also holds for p odd, as long as dp is even and dp ≥ 2n+ 1.
So we proved that, with Kn defined as in (2.1), we have
(2.5) Kn =
1
dn
Tr(Qn(d))
for dp even and greater than 2n+ 1.
Let us note that relations (2.2) and (2.3) hold in the sense of bounded
operators on l∞(Z). Moreover, all the matrices in these relations obey
the same periodicity conditions as E , so it makes sense to restrict (2.2)
and (2.3) to X(d) for d ≥ 1. By doing this we get
Corollary 2.4. For all d ≥ 1, with dp even, and n ≥ 1, we have
(2.6) {Q(d), Kn} = [Q(d), iQ
n
(d),+]
and
(2.7) {Q(d), K¯n} = [Q(d), i(Q
n
(d),+)
∗],
where we denote by Qn(d),+ the matrix representation of (E
n)+ ↾ X(d) in
the basis {ξ
(d)
0 , ξ
(d)
1 , . . . , ξ
(d)
dp−1}.
Note that Qn(d),+ is not an upper triangular matrix, as it contains
entries which are generically nonzero in its lower left corner.
Let us make an observation that will explain why we cannot simply
use the traces of powers of Q(1) even if p is even, but also that we are
not changing by much the Hamiltonians we are most interested in:
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Proposition 2.5. For p even and 1 ≤ n ≤ p
2
− 1, we have that
Kn =
1
n
Tr(Qn(1)),
but
2
p
Tr(Q
p/2
(1) ) = Kp/2 + 2K
1/2
0 .
Proof. From formula (2.4) and Lemma 2.2 we see that, for n ≤ p
2
− 1,
Qn(1),jj =
∑
l∈Z
Enj,j+lp = E
n
jj
for all j = 0, . . . , p− 1. This follows since, for |l| ≥ 1,
|j − (j + lp)| ≥ p ≥ 2n + 1.
Hence, using (2.1),
1
n
Tr(Qn(1)) =
1
n
p−1∑
j=0
Enjj = Kn.
If n = p
2
and j even, the formulae (2.4),(5.2), (5.3), and periodicity
of the Verblunsky coefficients imply that
Qn(1),jj =
∑
l∈Z
Enj,j+lp
= Enjj + E
n
j,j+p
= Enjj +
p−1∏
k=0
ρk
and
Qn(1),j+1,j+1 =
∑
l∈Z
Enj+1,j+1+lp
= Enj+1,j+1 + E
n
j+1,j+1−p
= Enj+1,j+1 +
p−1∏
k=0
ρk.
Therefore,
2
p
Tr(Q
p/2
(1) ) =
2
p
p−1∑
j=0
Enjj +
2p
p
p−1∏
k=0
ρk = Kp/2 + 2K
1/2
0 ,
as claimed. 
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Remark 2.6. An easy computation shows that
{αj, 2Re(K1)} = iρ
2
j (αj−1 + αj+1)
and
{αj , log(K0)} = iαj
for all 0 ≤ j ≤ p − 1. Hence (1.1), the periodic defocusing Ablowitz-
Ladik equation, is the evolution of the Verblunsky coefficients under
the flow generated by the Hamiltonian 2Re(K1)− 2 log(K0).
From Theorem 2 and Corollary 2.4 we can immediately conclude
that
Corollary 2.7. The Lax pairs for the Hamiltonians Re(Kn) and Im(Kn),
n ≥ 1, are given by
(2.8) {E , 2Re(Kn)} = [E , iE
n
+ + i(E
n
+)
∗]
and
(2.9) {E , 2 Im(Kn)} = [E , E
n
+ − (E
n
+)
∗],
while the corresponding statements for Q(d), d ≥ 1 and dp even, are
given by
(2.10) {Q(d), 2Re(Kn)} = [Q(d), iQ
n
(d),+ + i(Q
n
(d),+)
∗]
and
(2.11) {Q(d), 2 Im(Kn)} = [Q(d),Q
n
(d),+ − (Q
n
(d),+)
∗] .
In particular, relations (2.10) and (2.11), together with Remark 1.4
and (2.5), imply that
Corollary 2.8.
{Kn,Re(Km)} = {Kn, Im(Km)} = 0,
and hence
{Kn, Km} = {Kn, K¯m} = 0.
Define the doubly-infinite matrix P by
Plm = (−1)
lδlm
i
2
( p−1∏
k=0
ρ2k
)
.
Proposition 2.9. The Lax pair representation for the flow generated
by K0 =
∏p−1
j=0 ρ
2
j is given by
(2.12) {E , K0} = [E ,P].
In particular, we can conclude that
(2.13) {K0, Kn} = {K0, K¯n} = 0,
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or, equivalently,
(2.14) {K0, 2Re(Kn)} = {K0, 2 Im(Kn)} = 0.
Proof. The Lax pair representation (2.12) is checked by a straightfor-
ward computation. It is based on the fact that the flow generated by
K0 rotates all the α’s by the same angle
{αj , K0} = iK0αj ,
while
[E ,P]j,k = Ej,k(Pk,k −Pj,j).
The Poisson commutation relations (2.13) and (2.14) follow, as in the
previous cases, by restricting the Lax pair to periodic subspaces and
concluding that the flow preserves eigenvalues, and hence traces. 
From (1.8), Corollary 2.8, and Proposition 2.9, we immediately get
that
∏p−1
j=0 ρj and the coefficients ck of z
p/2
(∏p−1
j=0 ρj
)
[∆(z)−2] Poisson
commute. Note also that, by (1.8), we see that the connection between
the K’s and the c’s cannot be explicitly written down. Hence one
cannot write simple Lax pairs in terms of E for the flows generated by
the c’s.
3. The Periodic Case: Proof of Theorem 2
The main technical ingredient in the proof of Theorem 2 is the fol-
lowing:
Lemma 3.1. For all n ≥ 0 and j even, we have
(3.1)
∂Kn+1
∂αj
=−
α¯jα¯j+1
2ρj
Enj+1,j −
α¯jρj+1
2ρj
Enj+2,j −
α¯jρj−1
2ρj
Enj−1,j+1
+
α¯jαj−1
2ρj
Enj,j+1 − α¯j+1E
n
j+1,j+1 − ρj+1E
n
j+2,j+1
(3.2)
∂Kn+1
∂α¯j
=ρj−1E
n
j−1,j − αj−1E
n
j,j −
αjα¯j+1
2ρj
Enj+1,j
−
αjρj+1
2ρj
Enj+2,j −
αjρj−1
2ρj
Enj−1,j+1 +
αjαj−1
2ρj
Enj,j+1
(3.3)
∂Kn+1
∂αj−1
=−
α¯j−1ρj−2
2ρj−1
Enj,j−2 +
α¯j−1αj−2
2ρj−1
Enj,j−1 −
α¯j−1α¯j
2ρj−1
Enj−1,j
−
α¯j−1ρj
2ρj−1
Enj−1,j+1 − α¯jE
n
j,j − ρjE
n
j,j+1
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(3.4)
∂Kn+1
∂α¯j−1
=ρj−2E
n
j−1,j−2 − αj−2E
n
j−1,j−1 −
αj−1ρj−2
2ρj−1
Enj,j−2
−
αj−1α¯j
2ρj−1
Enj−1,j −
αj−1ρj
2ρj−1
Enj−1,j+1 +
αj−1αj−2
2ρj−1
Enj,j−1 .
Remark 3.2. Note that, for any n ≥ 1 and 0 ≤ j ≤ p− 1, we have
∂K¯n
∂βj
=
(
∂Kn
∂β¯j
)
and hence one can easily find the derivatives of K¯n with respect to αj
and α¯j from Lemma 3.1
Proof. The proof reduces to direct computations once one notices that,
by invariance of the trace under circular permutations,
∂Kn+1
∂βj
=
1
(n+ 1)d
Tr
(
∂Q(d)
∂βj
Qn(d) +Q(d)
∂Q(d)
∂βj
Qn−1(d) + · · ·+Q
n
(d)
∂Q(d)
∂βj
)(3.5)
=
1
d
Tr
(
∂Q(d)
∂βj
Qn(d)
)
.
(3.6)
We give here the complete proof of (3.1); (3.2) through (3.4) can be
found in a similar way.
Notice that, for j even, αj appears in exactly 6d entries of Q(d). So
(3.1) follows by periodicity and by a straightforward computation from
(3.5):
∂Kn+1
∂αj
=
1
d
∑
k,l
∂Q(d),kl
∂αj
Qn(d),lk
=−
α¯j
ρj
α¯j+1E
n
j+1,j −
α¯j
ρj
ρj+1E
n
j+2,j −
α¯j
ρj
ρj−1E
n
j−1,j+1
+
α¯j
ρj
αj−1E
n
j,j+1 − α¯j+1E
n
j+1,j+1 − ρj+1E
n
j+2,j+1.

Before we embark on the proof of the main theorem, we provide
another preliminary result; while the statement is almost certainly not
new, we give a proof for the reader’s convenience.
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Consider an N ×N matrix A having the following stair-shape
A =


⋆ 0 0 · · · 0
⋆ ⋆ 0 · · · 0
...
...
...
. . .
...
⋆ ⋆ ⋆ · · · 0
⋆ ⋆ ⋆ · · · 0

 ,
where the stars and 0’s represent rectangular matrix blocks. Formally,
that means that for any row number i there exists a column number
j(i) so that Aij = 0 for all j > j(i), and the function i 7→ j(i) is non-
decreasing. In particular, it is also true that for any column j there
exists a row i(j) so that Aij = 0 for i < i(j). Note in passing that j(i)
and i(j) are not equal.
We will say, somewhat informally, that another matrix A˜ has the
same shape as A if A˜ij = 0 whenever j > j(i) for all i.
Lemma 3.3. Let A be a matrix as above and B an arbitrary N × N
matrix. Then
(3.7) [A,B+]ij = [A,B]ij
for all (i, j) with j > j(i). This implies that, for the same indices (i, j)
with j > j(i), we have
(3.8) [A,B−]ij = 0.
Remark 3.4. Note that:
• If A and B commute, then the commutators [A,B+] and [A,B−]
have the same shape as A.
• Also, by transposing these equations, we obtain the same type
of result for “lower triangle shapes.”
• The same type of result holds for doubly-infinite matrices. In
particular, if A and B are two doubly infinite, stair-shaped ma-
trices such that the commutator [A,B] makes sense and equals
0, then the commutators [A,B+] and [A,B−] are themselves
stair-shaped.
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Proof. We proceed by direct computation: Let (i, j) be an index so
that j > j(i); equivalently, i < i(j). Then
[A,B+]ij =
∑
k
AikB+,kj −
∑
k
B+,ikAkj
=
∑
k≤j(i)<j
AikB+,kj −
∑
i<i(j)≤k
B+,ikAkj
=
∑
k
AikBkj −
∑
k
BikAkj
= [A,B]ij .
Since B− = B − B+, we get that
[A,B−] = [A,B]− [A,B+]
and so the second relation is just a consequence of the first one. 
We are now ready to prove Theorem 2.
Proof. We will first deal with relation (2.2) for n+ 1, n ≥ 0:
{E , Kn+1} = i[E , E
n+1
+ ]
The left-hand side matrix has two types of entries: the ones outside
the shape of a CMV matrix, which are identically zero, and the ones
inside the shape.
The entries outside the shape are dealt with immediately by apply-
ing Lemma 3.3. Indeed, E and En are doubly-infinite matrices, and
they commute; hence, by the third observation above, the commutator
[E , En+1+ ] has the same shape as E .
We are now left with the entries (j, k) which are inside the shape.
Before we start computing, we make a short observation. Consider the
doubly-infinite matrix U given by
Ujk = δj,k+1
for all j, k ∈ Z. In other words, U is the left-shift on l∞(Z) in the usual
basis. Note that for a doubly-infinite matrix B we have
(U∗BU)jk = Bj−1,k−1 and (UBU
∗)jk = Bj+1,k+1.
Consider E = E({αj}) to be a doubly-infinite CMV matrix. We
know that E = L˜M˜ with
L˜ = diag
(
. . . ,Θ0,Θ2,Θ4, . . .
)
and
M˜ = diag
(
. . . ,Θ−1,Θ1,Θ3, . . .
)
.
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It is easily seen that
U∗L˜({αj})
tU = M˜({αj−1}) and U
∗M˜({αj})
tU = L˜({αj−1}),
which implies that
(3.9) U∗E({αj})
tU = E({αj−1})
is also a doubly-infinite CMV matrix. The same is true for
UE({αj})
tU∗ = E({αj+1}).
We use the notation (2.2)kl for the (k, l) entry of relation (2.2), and
similarly for (2.3). Assume we know (2.2)kl for a fixed pair of indices
(k, l). As for any {αj} the matrix U
∗E tU is a doubly-infinite CMV
matrix, we know that
(3.10) {(U∗E tU)kl, Kn+1(U
∗E tU)} = i[U∗E tU , (U∗E tU)n+1+ ]kl.
But
Kn+1(U
∗E tU) =
1
(n+ 1)d
Tr
(
(U∗(d)Q
t
(d)U(d))
n+1
)
=
1
(n+ 1)d
Tr
(
U∗(d)(Q
t
(d))
n+1U(d)
)
= Kn+1(E)
and U is a constant matrix. Therefore,
(3.11)
{(U∗E tU)kl, Kn+1(U
∗E tU)} =
(
U∗{E t, Kn+1(E)}U
)
kl
= {E tk−1,l−1, Kn+1(E)}
= {El−1,k−1, Kn+1(E)}.
On the other hand,
(3.12)
i[U∗E tU , (U∗E tU)n+]kl = i
(
U∗[E t, (E t)n+1+ ]U
)
kl
= i[E t, (E t)n+1+ ]k−1,l−1
= i[E t, (En+1− )
t]k−1,l−1 = i[E , E
n+1
+ ]l−1,k−1.
Plugging in (3.11) and (3.12) into (3.10), one gets relation (2.2)l−1,k−1:
{El−1,k−1, Kn+1} = i[E , E
n+1
+ ]l−1,k−1.
If instead of considering U∗E tU we consider UE tU∗, we obtain that
(2.2)kl implies (2.2)l+1,k+1. In particular, this means that:
• (2.2)kk ⇔ (2.2)k+1,k+1
• (2.2)k,k−1 ⇔ (2.2)k,k+1
• (2.2)k+1,k−1 ⇔ (2.2)k,k+2
• (2.2)k+1,k ⇔ (2.2)k+1,k+2.
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So the proof of relation (2.2) is complete once we prove it for the indices
(k, k), (k, k − 1), (k + 1, k − 1), and (k + 1, k) with k even.
We note here that we can apply the same reasoning as above to E∗
instead of E t, but we do not obtain anything new.
Finally, these relations are proved using Lemma 3.1. We give the
computational details in Appendix A.
The second part of the proof deals with relation (2.3) for n+1, n ≥ 0:
{E , K¯n+1} = [E , i(E
n+1
+ )
∗].
We shall proceed in very much the same way as with (2.2), while in-
corporating the necessary computational adjustments.
Let us first note that
(En+1+ )
∗ = ((E∗)n+1)−.
So Lemma 3.3 and the subsequent remarks apply here too and we can
conclude that [E , i(En+1+ )
∗] has the same shape as E .
Turning our attention to the entries inside the shape of E , let us note
that using exactly the same reasoning as for equation (2.2) shows that
• (2.3)kk ⇔ (2.3)k+1,k+1
• (2.3)k,k−1 ⇔ (2.3)k,k+1
• (2.3)k+1,k−1 ⇔ (2.3)k,k+2
• (2.3)k+1,k ⇔ (2.3)k+1,k+2.
So again we only have to check four relations; the only difference is that,
in this case, (2.3)k+1,k+1, (2.3)k,k+1, (2.3)k,k+2, and (2.3)k+1,k+2 turn out
to be computationally easier to verify. We do this in Appendix A. 
4. The Finite Case
In this section we prove Lax pair representations for the finite Ablowitz-
Ladik system.
We are interested in studying the system
−iα˙j = ρ
2
j(αj+1 + αj−1)
for 0 ≤ j ≤ k − 2, with boundary conditions α−1 = αk−1 = −1. The
idea behind finding Lax pairs for this system is to take one of the α’s
in the appropriate periodic problem to the boundary, and identify all
the objects obtained in this way. As it turns out, they are all naturally
related to both the Ablowitz-Ladik system and orthogonal polynomials
on the circle, and can be defined independently of the periodic setting.
Let us elaborate. As presented in Appendix B, if we start with a
finitely supported measure µ on S1, the associated Verblunsky coeffi-
cients are α0, . . . , αk−2 ∈ D, αk−1 ∈ S
1. The CMV matrix is in this
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case a unitary k × k matrix
Cf = LfMf
with
Lf =


α¯0 ρ0
ρ0 −α0
. . .
α¯k−2 ρk−2
ρk−2 −αk−2


and
Mf =


1
α¯1 ρ1
ρ1 −α1
. . .
α¯k−1

 .
If, in addition, we restrict our attention to the case when αk−1 = −1,
then we obtain the following connection between the finite and the
periodic cases:
Lemma 4.1. Let k be even and Cf as above with αk−1 = −1. Define a
doubly-infinite set of Verblunsky coefficients by periodicity: αnk+j = αj
for all n ∈ Z and 0 ≤ j ≤ k − 1. Then the extended CMV matrix E
associated to these α’s has the direct sum decomposition
(4.1) E =
⊕
r∈Z
Sr(Cf ),
where S : l∞(Z)→ l∞(Z) is the right k-shift.
In particular, the following also hold:
(4.2) Q(d) =
d−1⊕
r=0
Sr(Cf)
and
(4.3) Kn(E) =
1
n
Tr(Cnf )
for all d ≥ 1 and n ≥ 1.
Proof. Relation (4.1) follows immediately if we observe that ρrk−1 = 0
for all r ∈ Z, and this implies that (see equation (B.10))
M˜ =
⊕
r∈Z
Sr(Mf).
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By periodicity, we always have
L˜ =
⊕
r∈Z
Sr(Lf).
So (4.1) follows from the definition of Cf = LfMf . Likewise, (4.2) is
just the restriction of (4.1) to X(d). So then
Qn(d) =
d−1⊕
r=0
Sr(Cnf )
and by taking the trace we get (4.3). 
Note also that the Poisson bracket (1.4) separates the α’s, and hence
it naturally restricts to the space of (α0, . . . , αk−2, αk−1 = −1) ∈ D
k−1.
If two functions f and g depend only on α0, . . . , αk−2, then
{f, g} =
1
2
k−2∑
j=0
ρ2j
[
∂f
∂uj
∂g
∂vj
−
∂f
∂vj
∂g
∂uj
]
= i
k−2∑
j=0
ρ2j
[
∂f
∂α¯j
∂g
∂αj
−
∂f
∂αj
∂g
∂α¯j
]
,
where, as before, αj = uj + ivj for all 0 ≤ j ≤ k − 2.
So the next theorem is an immediate consequence of Theorem 2:
Theorem 3. Let
Kfn = Kn(Cf ) =
1
n
Tr(Cnf )
for all n ≥ 1. Then the Lax pairs associated to these Hamiltonians are
given by
(4.4) {Cf , K
f
n} = [Cf , i(C
n
f )+]
and
(4.5) {Cf , K¯
f
n} = [Cf , i((C
n
f )+)
∗]
for all n ≥ 1.
Or, in terms of real-valued flows, we have
(4.6) {Cf , 2Re(K
f
n)} = [Cf , i(C
n
f )+ + i((C
n
f )+)
∗]
and
(4.7) {Cf , 2 Im(K
f
n)} = [Cf , (C
n
f )+ − ((C
n
f )+)
∗]
for all n ≥ 1.
As in the periodic case, since Kfn is the trace of C
n
f , we obtain Poisson
commutativity of the Hamiltonians:
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Corollary 4.2. For all m,n ≥ 1, we have that
{Kfn ,Re(K
f
m)} = {K
f
n , Im(K
f
m)} = 0
and
{Kfn , K
f
m} = {K
f
n , K¯
f
m} = 0.
Remark 4.3. Note that, since αk−1 ≡ −1, we get ρk−1 ≡ 0, and so
K0 =
∏k−1
j=0 ρ
2
j ≡ 0 on D
k−1. But if we define
Kf0 =
k−2∏
j=0
ρ2j ,
then
{αm, K
f
0 } = iK
f
0αm,
or
{αm, log(K
f
0 )} = iαm.
But, even though Kf0 acts on the α’s in the finite case in the same way
as K0 does in the periodic case, there exists no Lax pair representation
for Kf0 in terms of Cf . The reason is that
Tr{Cf , K
f
0 } = −iK
f
0 (α¯0 − αk−2),
which is not identically zero on Dk−1, while the trace of a commutator
is always zero.
5. The Infinite Case
Finally, we deal with the infinite defocusing Ablowitz-Ladik system.
By this, we mean that we consider the system whose first equation is
iα˙j = ρ
2
j (αj+1 + αj−1)
for all j ≥ 0, with the boundary condition α−1 = 0. The idea behind
constructing Lax pairs for this system is to use the finite AL result.
Since each entry in a fixed power of the CMV matrix depends on only
a bounded number of α’s, extending the finite Lax pairs to the infinite
case only requires an appropriate definition of the “infinite” Hamilto-
nians Kin for all n ≥ 1.
Let us explain these claims: Fix n0 ≥ 1 and j0, m0 ≥ 0. Consider
the finite problem with k very large (k ≥ 20(j0 + k0 + n0) is sufficient,
though a much more precise bound can be found). In this case,
Cnj,m = (Cf )
n
j,m
for all 0 ≤ j,m ≤ j0 + 4, m0 + 4 respectively, and 1 ≤ n ≤ n0. Say we
can define a Kin such that its dependence on the first k α’s is the same
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as that of Kfn . Then, for 0 ≤ j,m ≤ j0 +4, m0 +4 respectively, we can
replace “finite” by “infinite” in (4.4)j0,m0 and (4.5)j0,m0.
So the last element we need isKin, the n
th Hamiltonian for the infinite
problem. It is a function defined on sequences {αj}j≥0 of numbers
inside the unit disk, having a certain decay. The condition that it
must satisfy is that
Kin({α0, α1 . . . , αk−1 = −1, 0, 0, . . . }) = K
f
n({α0, α1, . . . , αk−1 = −1}).
Given that
Kfn(Cf ) =
1
n
Tr(Cnf ),
a natural guess for Kin would be
Kin(C) =
1
n
“Tr”(Cn).
But recall that the CMV matrix is unitary, so it is not trace class.
Nonetheless, given the special structure of C, we can define our Hamil-
tonian Kin following this intuition as the sum of the diagonal entries
of Cn. While this statement will be rigorously proved in the following
lemma, the reason why one can sum the series of diagonal entries is
that all of these entries have the same structure for shifted α’s: They
are the sum of a bounded number of “monomials.” By “monomial” we
mean a finite product of α’s and ρ’s. All the monomials that appear as
terms in the diagonal entries contain at least one α factor. Since all the
α’s and ρ’s have absolute values less than 1, and if we assume l1-decay
of the sequence of coefficients, the one α factor in each monomial will
ensure convergence of the whole series.
The next Lemma and its proof explore in more detail the structure
of the entries of powers of the CMV matrix and its consequences for
the definition of Hamiltonians in the infinite case.
Lemma 5.1. Let {αj}j≥0 ∈ l
1(N) be a sequence of coefficients with
αj ∈ D for all j ≥ 0. Let C be the CMV matrix associated to these
coefficients. Then the series
(5.1)
∑
k≥0
Cnk,k
converges absolutely for any n ≥ 1.
Moreover, for any k ≥ 0, we have that Cnk,k depends only on αk−(2n−1),
. . . , αk+2n−1, where all the α’s with negative indices are assumed to be
identically zero.
Proof. We prove these statements by making two important observa-
tions.
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The first refers to the general, doubly-infinite case. Let {αj}j∈Z be
a sequence of complex numbers in D, and E the associated extended
CMV matrix. Notice that the structure of E is such that there exist
functions f e1,d1 and f
o
1,d1
defined on D3 with
Ej,k = f
e
1,d1
(αj−1, αj , αj+1)
for all j even and j − k = d1, and
Ej+1,k = f
o
1,d1
(αj−1, αj , αj+1)
for all j even and (j + 1) − k = d1. Here e and o are used to denote
“even” or “odd” respectively, and −2 ≤ d1 ≤ 1.
Using this simple remark, one can prove by induction that, for all
n ≥ 1, there exist functions
f en,dn, f
o
n,dn : D
4n−1 → C
with −2n ≤ dn ≤ 2n− 1 such that
Enj,k = f
e
n,j−k(αj−(2n−1), . . . , αj+(2n−1))
for j even and −2n ≤ j − k ≤ 2n− 1,
Enj+1,k = f
o
n,j−k+1(αj−(2n−1), . . . , αj+(2n−1))
for j even and −2n ≤ j + 1− k ≤ 2n− 1, and
Enl,m = 0
for all the other indices (l, m).
Moreover, for |dn| ≤ 2n− 1, each such function f
e/o
n,dn
is a sum of at
most 4n monomials, that is, products of α’s and ρ’s, and each monomial
contains at least one α factor. The only entries containing only ρ’s are
the extreme ones:
(5.2)
Enj,j+2n = f
e
n,−2n(αj−(2n−1), . . . , αj+(2n−1))
= ρjρj+1 · · · ρj+2n−1
and
(5.3)
Enj+1,j−(2n−1) = f
o
n,−2n(αj−(2n−1), · · · , αj+(2n−1))
= ρj−(2n−1)ρj−(2n−2) · · · ρj
for all j even.
Fix n ≥ 1. Each monomial in f
e/o
n,dn
is bounded by the absolute value
of one of the α’s involved, and there are 4n such monomial terms in
each sum. Putting all of this together, we get that, for all j even, we
have
|Enj,j| , |E
n
j+1,j+1| ≤ 4
n(|αj−(2n−1)|+ · · ·+ |αj+2n−1|).
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The second observation we need to make in order to conclude the
convergence of the series (5.1) concerns what changes in all of these
formulae when we introduce a boundary condition α−1 = −1.
From the discussion above, we see that actually
Cnj,k = E
n
j,k
for j, k ≥ 4n, as these entries only depend on α’s with positive indices.
(As we remarked earlier, these bounds are not optimal, but they are
certainly sufficient for our purposes.) Hence we also get that
|Cnj,j| , |C
n
j+1,j+1| ≤ 4
n(|αj−(2n−1)|+ · · ·+ |αj+2n−1|)
for j ≥ 4n even. So, since the sequence of α’s is in l1, we get that, for
any n ≥ 1, the series (5.1) converges absolutely. 
We can now define our Hamiltonians as
(5.4) Kin = K
i
n(C) =
∞∑
k=0
Cnk,k.
They are well-defined by the previous lemma, and, for any fixed j ≥ 0,
only a finite number of terms in the series depends on αj . We can
therefore state our main theorem in the infinite case:
Theorem 4. Let {αj}j≥0 be an l
1(N) sequence of complex numbers
inside the unit disk, C the associated CMV matrix, and Kin the function
defined by (5.4). Then the Lax pairs associated to these Hamiltonians
are given by
(5.5) {C, Kin} = [C, iC
n
+]
and
(5.6) {C, K¯in} = [C, i(C
n
+)
∗]
for all n ≥ 1.
Or, in terms of real-valued flows, we have
(5.7) {C, 2Re(Kin)} = [C, iC
n
+ + i(C
n
+)
∗]
and
(5.8) {C, 2 Im(Kin)} = [C, C
n
+ − (C
n
+)
∗]
for all n ≥ 1.
Proof. For each fixed n and entry (j, l), there exists a k large enough
such that all the entries of C and Cn that appear in (5.5)j,l and (5.6)j,l
are equal to the entries of Cf and C
n
f , respectively, in the corresponding
finite Lax pairs.
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Moreover, since Cj,l depends on two α’s, and these appear in only
finitely many of the terms in Kin, the Poisson brackets on the left-hand
side are well defined finite sums and equal the corresponding Poisson
brackets in the finite case.
Therefore, the results of Theorem 4 follow directly from Theorem 3
and the observations in the proof of Lemma 5.1. 
Remark 5.2. As in the finite case, we define
Ki0 =
∞∏
j=0
ρ2j .
Recall that
ρ2j = 1− |αj|
2 ≤ 2(1− |αj|),
and {αj}j≥0 ∈ l
1(N). Therefore Ki0 is well-defined and positive; also
the following Poisson bracket makes sense
{αj, log(K
i
0)} = −2iαj .
But, as in the finite case, we cannot hope to find a Lax pair represen-
tation for the flow generated by Ki0 in terms of C. The dependence
of
∑
j≥0{Cjj , K
i
0} on α¯0 is nontrivial, while
∑
j≥0[C,A]jj is identically
zero for any infinite matrix A for which the commutator makes sense.
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Appendix A. Theorem 2: The Full Computations
We prove relation (2.2) for the necessary indices.
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First let k = l be even. Then
i{Ekk, Kn+1} =
∑
j
ρ2j
[∂(−αk−1α¯k)
∂αj
∂Kn+1
∂α¯j
−
∂(−αk−1α¯k)
∂α¯j
∂Kn+1
∂αj
]
= −ρ2k−1α¯k
∂Kn+1
∂α¯k−1
+ ρ2kαk−1
∂Kn+1
∂αk
= −ρ2k−1α¯k
[
ρk−2E
n
k−1,k−2 − αk−2E
n
k−1,k−1 −
αk−1ρ−2
2ρk−1
Enk,k−2
−
αk−1α¯k
2ρk−1
Enk−1,k −
αk−1ρk
2ρk−1
Enk−1,k+1 +
αk−1αk−2
2ρk−1
Enk,k−1
]
+ ρ2kαk−1
[
−
α¯kα¯k+1
2ρk
Enk+1,k −
α¯kρk+1
2ρk
Enk+2,k −
α¯kρk−1
2ρk
Enk−1,k+1
+
α¯kαk−1
2ρk
Enk,k+1 − α¯k+1E
n
k+1,k+1 − ρk+1E
n
k+2,k+1
]
.
On the other hand,
[
E , En+1+
]
k,k
= Ek,k−1E
n+1
k−1,k − E
n+1
k,k+1Ek+1,k
= ρk−1α¯kE
n+1
k−1,k + αk−1ρkE
n+1
k,k+1
= ρk−1α¯k
[
ρk−2ρk−1E
n
k−1,k−2 − αk−2ρk−1E
n
k−1,k−1
− αk−1α¯kE
n
k−1,k − αk−1ρkE
n
k−1,k+1
]
+αk−1ρk
[
ρk−1α¯kE
n
k−1,k+1 − αk−1α¯kE
n
k,k+1
+ ρkα¯k+1E
n
k+1,k+1 + ρkρk+1E
n
k+2,k+1
]
.
After a few simple manipulations, we find that i{Ekk, Kn+1}+
[
E , En+1+
]
kk
equals
αk−1α¯k
2
[(
Enk,k−2ρk−2ρk−1 − E
n
k,k−1αk−2ρk−1 − E
n
k,k+1αk−1α¯k
)
−
(
ρk−1α¯kE
n
k−1,k + ρkα¯k+1E
n
k+1,k + ρkρk+1E
n
k+2,k
)]
=
αk−1α¯k
2
[(
EnE
)
kk
−
(
EEn
)
kk
]
= 0,
which concludes the proof of (2.2)kk.
LAX PAIRS FOR THE ABLOWITZ-LADIK SYSTEM 27
The second case we must consider is (2.2)k,k−1 with k even. Again,
we look first at
i{Ek,k−1, Kn+1} =
∑
j
ρ2j
[∂(ρk−1α¯k)
∂αj
∂Kn+1
∂α¯j
−
∂(ρk−1α¯k)
∂α¯j
∂Kn+1
∂αj
]
= ρ2k−1
[
−
α¯k−1α¯k
2ρk−1
∂Kn+1
∂α¯k−1
+
αk−1α¯k
2ρk−1
∂Kn+1
∂αk−1
]
− ρk−1ρ
2
k
∂Kn+1
∂αk
=
ρk−1α¯k
2
[
ρk−2α¯k−1E
n
k−1,k−2 − αk−2α¯k−1E
n
k−1,k−1
− αk−1α¯kE
n
k,k − αk−1ρkE
n
k,k+1
]
−ρk−1ρk
[
ρkρk+1E
n
k+2,k+1 + ρkα¯k+1E
n
k+1,k+1 −
αk−1α¯k
2
Enk,k+1
ρk−1α¯k
2
Enk−1,k+1 +
α¯kρk+1
2
Enk+2,k +
α¯kα¯k+1
2
Enk+1,k
]
.
On the other hand,
[E , En+1+ ]k,k−1 = −ρk−1ρkE
n+1
k,k+1 +
ρk−1α¯k
2
(En+1k−1,k−1 − E
n+1
kk ).
If we write En+1 = EEn and plug in the appropriate entries in the
expression above, we obtain
i{Ek,k−1, Kn+1}+ [E , E
n+1
+ ]k,k−1
= −
ρk−1α¯k
2
[
αk−1ρkE
n
k,k+1 + ρkρk+1E
n
k+2,k + ρkα¯k+1E
n
k+1,k
+ ρk−1α¯kE
n
k−1,k − ρk−2ρk−1E
n
k,k−2 − ρk−1α¯kE
n
k,k−1
]
= −
ρk−1α¯k
2
[
(EEn)kk − (E
nE)kk
]
= 0,
which proves (2.2)k,k−1.
Having done these two cases in some detail, we will just present the
main steps in the computations for (2.2)k+1,k−1 and (2.2)k+1,k. A useful
observation is that, since both sides of our identities are polynomials
in the α’s and α¯’s, one can more easily identify terms by keeping track
of the powers of 1
2
that occur.
The right-hand side of (2.2)k+1,k−1 gives us
[E , En+1+ ]k+1,k−1 =
ρk−1ρk
2
(
En+1k−1,k−1 − E
n+1
k+1,k+1
)
.
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So these are the terms we want to identify on the left-hand side:
i{Ek+1,k−1, Kn+1} =
∑
j
ρ2j
[∂(ρk−1ρk)
∂αj
∂Kn+1
∂α¯j
−
∂(ρk−1ρk)
∂α¯j
∂Kn+1
∂αj
]
=
ρk−1ρk
2
[
− Enk−1,k−2ρk−2α¯k−1 − E
n
k−1,k−1(−αk−2α¯k−1)
+ (−αk−1ρk)E
n
k,k+1 − E
n
k−1,kρk−1α¯k
+ (−αkα¯k+1)E
n
k+1,k+1 + (−αkρk+1)E
n
k+2,k+1
]
+
|αk−1|
2
4
[
ρk−2ρkE
n
k,k−2 + α¯kρkE
n
k−1,k
+ ρ2kE
n
k−1,k+1 − αk−2ρkE
n
k,k−1
− ρk−2ρkE
n
k,k−2 + αk−2ρkE
n
k,k−1
− α¯kρkE
n
k−1,k − ρ
2
kE
n
k−1,k+1
]
+
|αk|
2
4
[
ρk−1ρk+1E
n
k+2,k + ρk−1α¯k+1E
n
k−1,k
+ ρ2k−1E
n
k−1,k+1 − αk−1ρk−1E
n
k,k+1
− ρk−1ρk+1E
n
k+2,k − ρk−1α¯k+1E
n
k+1,k
− αk−1ρk−1E
n
k,k+1 − ρ
2
k−1E
n
k−1,k+1
]
=
ρk−1ρk
2
[
−
(
EnE
)
k−1,k−1
+ Enk−1,k+1Ek+1,k−1
+
(
EEn
)
k+1,k+1
− Ek+1,k−1E
n
k−1,k+1
]
= −[E , En+1+ ]k+1,k−1 .
Finally, we deal with (2.2)k+1,k. As before, we notice that
[E , En+1+ ]k+1,k = ρk−1ρkE
n+1
k−1,k −
αk−1ρk
2
(
En+1kk − E
n+1
k+1,k+1
)
.
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The other side of the identity can be transformed as follows:
i{Ek+1,k, Kn+1} = −
∑
j
ρ2j
[∂(ρkαk−1)
∂αj
∂Kn+1
∂α¯j
−
∂(ρkαk−1)
∂α¯j
∂Kn+1
∂αj
]
=− ρk−1ρk
[
Enk−1,k−2ρk−2ρk−1 + E
n
k−1,k−1(−αk−2ρk−1)
]
+
αk−1ρk
2
[
ρk−2ρk−1E
n
k,k−2 + ρk−1α¯kE
n
k−1,k
+ ρk−1ρkE
n
k−1,k+1 − αk−2ρk−1E
N
k,k−1
+ ρk−1α¯kE
n
k−1,k − αk−1α¯kE
n
k,k
+ αkα¯k+1E
n
k+1,k+1 + αkρk+1E
n
k+2,k+1
]
+
αk−1|αk|
2
4
[
− α¯k+1E
n
k+1,k − ρk+1E
n
k+2,k − ρk−1E
n
k−1,k+1
+ αk−1E
n
k,k+1 + α¯k+1E
n
k+1,k + ρk+1E
n
k+2,k
+ ρk−1E
n
k−1,k+1 − αk−1E
n
k,k+1
]
=− ρk−1ρk
[
Enk−1,k−2Ek−2,k + E
n
k−1,k−1Ek−1,k
]
+
αk−1ρk
2
[
Enk,k−2Ek−2,k + 2ρk−1α¯kE
n
k−1,k
− Ek+1,k−1E
n
k−1,k+1 + 2ρk−1ρkE
n
k−1,k+1
+ Enk,k−1Ek−1,k + E
n
k,kEk,k
− Ek+1,k+1E
n
k+1,k+1 − Ek+1,k+2E
n
k+2,k+1
]
= −ρk−1ρk(E
nE)k−1,k +
αk−1ρk
2
[
(EnE)k,k − (EE
n)k+1,k+1
]
= −[E , En+1+ ]k+1,k .
This concludes the proof of (2.2)k+1,k, and hence of relation (2.2).
The second part of the proof deals with relation (2.3):
{E , K¯n+1} = [E , i(E
n+1
+ )
∗].
We shall proceed in very much the same way as with (2.2), while in-
corporating the necessary computational adjustments.
Again, we only have to check four relations; the only difference is that
in this case (2.3)k+1,k+1, (2.3)k,k+1, (2.3)k,k+2, and (2.3)k+1,k+2 turn out
to be computationally easier to verify.
As before, we start with the diagonal entry, (2.3)k+1,k+1, that we
shall prove in some detail.
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We start by analyzing the left-hand side and observing that
i{Ek+1,k+1, K¯n+1} =
∑
j
ρ2j
[∂(−αkα¯k+1)
∂αj
∂K¯n+1
∂α¯j
−
∂(−αkα¯k+1)
∂α¯j
∂K¯n+1
∂αj
]
= −ρ2kα¯k+1
∂K¯n+1
∂α¯k
+ ρ2k+1αk
∂K¯n+1
∂αk+1
.
So by taking the complex conjugate in this relation, we get that
i{Ek+1,k+1, K¯n+1} = −ρ
2
kαk+1
∂Kn+1
∂αk
+ ρ2k+1α¯k
∂Kn+1
∂α¯k+1
= ρkαk+1
[
ρkα¯k+1E
n
k+1,k+1 + ρkρk+1E
n
k+2,k+1
+
α¯kα¯k+1
2
Enk+1,k +
α¯kρk+1
2
Enk+2,k
+
α¯kρk−1
2
Enk−1,k+1 −
αk−1α¯k
2
Enk,k+1
]
+α¯kρk+1
[
ρkρk+1E
n
k+1,k − αkρk+1E
n
k+1,k+1
−
ρkαk+1
2
Enk+2,k −
αk+1α¯k+2
2
Enk+1,k+2
−
αk+1ρk+2
2
Enk+1,k+3 +
αkαk+1
2
Enk+2,k+1
]
.
On the other hand, we have that
[E , (En+1+ )
∗]k+1,k+1 =
∑
k−1≤j≤k+2
Ek+1,j(E
n+1
+ )k+1,j −
∑
k≤j≤k+3
(En+1+ )j,k+1Ej,k+1
= Ek+1,k+2E
n+1
k+1,k+2 − E
n+1
k,k+1Ek,k+1
= −α¯kρk+1E
n+1
k+1,k+2 − ρkαk+1E
n+1
k,k+1.
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Notice that
i{Ek+1,k+1, K¯n+1} = −ρ
2
kαk+1
∂Kn+1
∂αk
+ ρ2k+1α¯k
∂Kn+1
∂α¯k+1
= ρkαk+1
[
(E · En)k,k+1 − ρk−1α¯kE
n
k−1,k+1 + αk−1α¯kE
n
k,k+1
+
α¯kα¯k+1
2
Enk+1,k +
α¯kρk+1
2
Enk+2,k
+
α¯kρk−1
2
Enk−1,k+1 −
αk−1α¯k
2
Enk,k+1
]
+α¯kρk+1
[
(En · E)k+1,k+2 + αk+1α¯k+2E
n
k+1,k+2 + αk+1ρk+2E
n
k+1,k+3
−
ρkαk+1
2
Enk+2,k −
αk+1α¯k+2
2
Enk+1,k+2
−
αk+1ρk+2
2
Enk+1,k+3 +
αkαk+1
2
Enk+2,k+1
]
.
Therefore, we get that i{Ek+1,k+1, K¯n+1}+ [E , (E
n+1
+ )
∗]k+1,k+1 equals
α¯kαk+1
2
[
− ρk−1ρkE
n
k−1,k+1 + αk−1ρkE
n
k,k+1 + αkρk+1E
n
k+2,k+1
+ ρkα¯k+1E
n
k+1,k + ρk+1α¯k+2E
n
k+1,k+2 + ρk+1ρk+2E
n
k+1,k+3
]
=
α¯kαk+1
2
[
− (E · En)k+1,k+1 + (E
n · E)k+1,k+1
]
= 0,
which ends the proof of (2.3)k+1,k+1.
We now turn to (2.3)k,k+1:
[E , (En+1+ )
∗]k,k+1 = ρkρk+1E
n+1
k+1,k+2 +
ρkαk+1
2
(
En+1k+1,k+1 − E
n+1
k,k
)
.
The left-hand side becomes
i{Ek,k+1, K¯n+1} = i{ρkα¯k+1, K¯n+1}
=− ρkρk+1
(
Enk+1,kEk,k+2 + E
n
k+1,k+1Ek+1,k+2
)
−
ρkαk+1
2
(
− Ek,k+2E
n
k+2,k + E
n
k+1,k+3Ek+3,k+1
− 2Enk+1,k+3ρk+1ρk+2 + E
n
k+1,k+2Ek+2,k+1
− 2Enk+1,k+2ρk+1α¯k+2 − Ek,k−1E
n
k−1,k
− Ek,kE
n
k,k + E
n
k+1,k+1Ek+1,k+1
)
= −ρkρk+1(E
nE)k,k+1 −
ρkαk+1
2
(
(EEn)k,k + (E
nE)k+1,k+1
)
.
So we find what we wanted:
{Ek,k+1, K¯n+1} = i[E , (E
n+1
+ )
∗]k,k+1.
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The next entry that we analyze is (2.3)k,k+2. Considering the right-
hand side first, we get
[E , (En+1+ )
∗]k,k+2 =
∑
j
Ek,j · (E
n+1
+ )k+2,j −
∑
j
(En+1+ )j,k · Ej,k+2
=
ρkρk+1
2
(
En+1k+2,k+2 − E
n+1
k,k
)
.
If we look at the left-hand side now, we get
i{Ek,k+2, K¯n+1} = i{ρkρk+1, K¯n+1}
= ρ2k
[
−
αkρk+1
2ρk
·
∂Kn+1
∂αk
+
α¯kρk+1
2ρk
·
∂Kn+1
∂α¯k
]
+ ρ2k+1
[
−
αk+1ρk
2ρk+1
·
∂Kn+1
∂αk+1
+
α¯k+1ρk
2ρk+1
·
∂Kn+1
∂α¯k+1
]
=
ρkρk+1
2
[
αkρk+1E
n
k+2,k+1 + α¯kρk−1E
n
k−1,k
− αk−1α¯kE
n
k,k + αk+1α¯k+2E
n
k+2,k+2
+ αk+1ρk+2E
n
k+2,k+3 + α¯k+1ρkE
n
k+1,k
]
+
|αk|
2ρk+1
4
[
α¯k+1E
n
k+1,k + ρk+1E
n
k+2,k
+ ρk−1E
n
k−1,k+1 − αk−1E
n
k,k+1
− α¯k+1E
n
k+1,k − ρk+1E
n
k+2,k
− ρk−1E
n
k−1,k+1 + αk−1E
n
k,k+1
]
+
|αk+1|
2ρk
4
[
ρkE
n
k+2,k − αkE
n
k+2,k+1
+ α¯k+2E
n
k+1,k+2 + ρk+2E
n
k+1,k+3
− ρkE
n
k+2,k + αkE
n
k+2,k+1
− α¯k+2E
n
k+1,k+2 − ρk+2E
n
k+1,k+3
]
=
ρkρk+1
2
[
(EEn)k,k − Ek,k+2E
n
k+2,k
− (EnE)k+2,k+2 + E
n
k+2,kEk,k+2
]
= −[E , (En+1+ )
∗]k,k+2 ,
which immediately implies the equation (2.3)k,k+2.
Finally, we turn to the last relation we have to prove, equation
(2.3)k+1,k+2. As above, we start with the right-hand side and observe
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that
[E , (En+)
∗]k+1,k+2 =
α¯kρk+1
2
(
En+1k+1,k+1 − E
n+1
k+2,k+2
)
− ρkρk+1E
n+1
k,k+1.
Considering the left-hand side now, we have
i{Ek+1,k+2, K¯n+1}
=− ρ2kρk+1
∂Kn+1
∂αk
− α¯kρ
2
k+1
[
−
αk+1
2ρk+1
∂Kn+1
∂αk+1
+
α¯k+1
2ρk+1
∂Kn+1
∂α¯k+1
]
= ρkρk+1
[
ρkα¯k+1E
n
k+1,k+1 + ρkρk+1E
n
k+2,k+1
]
−
α¯kρk+1
2
[
− ρkα¯k+1E
n
k+1,k − ρkρk+1E
n
k+2,k
− ρkρk−1E
n
k−1,k+1 + αk−1ρkE
n
k,k+1
+ αk+1α¯k+2E
n
k+2,k+2 + αk+1ρk+2E
n
k+2,k+3
+ α¯k+1ρkE
n
k+1,k − αkα¯k+1E
n
k+1,k+1
]
−
α¯k|αk+1|
2
4
[
ρkE
n
k+2,k − αkE
n
k+2,k+1
+ α¯k+2E
n
k+1,k+2 + ρk+2E
n
k+1,k+3
− ρkE
n
k+2,k − α¯k+2E
n
k+1,k+2
− ρk+2E
n
k+1,k+3 + αkE
n
k+2,k+1
]
= ρkρk+1
[
ρkα¯k+1E
n
k+1,k+1 + ρkρk+1E
n
k+2,k+1
]
−
α¯kρk+1
2
[
− (EnE)k+2,k+2 + (EE
n)k+1,k+1
− 2ρk−1ρkE
n
k−1,k+1 + 2αk−1ρkE
n
k,k+1
]
= ρkρk+1E
n+1
k,k+1 −
α¯kρk+1
2
(
En+1k+1,k+1 − E
n+1
k+2,k+2
)
= −[E , (En+)
∗]k+1,k+2 ,
which implies that
i{Ek+1,k+2, K¯n+1} = −[E , (E
n
+)
∗]k+1,k+2,
and hence (2.3)k+1,k+2 holds.
Appendix B. Background: Orthogonal Polynomials on
the Unit Circle
In this Appendix we present some of the basic notions and results
related to the theory of orthogonal polynomials on the unit circle. The
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reader interested in more details can check Szego˝’s classical book [15].
In our presentation, we follow the upcoming two-volume treatise by
Simon [13, 14].
Let us first recall the definition of the Verblunsky coefficients. Con-
sider a probability measure dµ on S1 which is supported at infinitely
many points. By applying the Gram-Schmidt procedure to 1, z, z2, . . . ,
one obtains the monic orthogonal polynomials {Φn(z)}n≥0 and the or-
thonormal polynomials
φn(z) =
Φn(z)
‖Φn‖L2(dµ)
.
These polynomials obey recurrence relations
Φk+1(z) = zΦk(z)− α¯kΦ
∗
k(z),(B.1)
Φ∗k+1(z) = Φ
∗
k(z)− αkzΦk(z),(B.2)
where the αk’s are the recurrence coefficients and Φ
∗
k denotes the re-
versed polynomial:
(B.3) Φk(z) =
k∑
l=0
clz
l ⇒ Φ∗k(z) =
k∑
l=0
c¯k−lz
l.
Equivalently, Φ∗k(z) = z
kΦk(z¯−1). These recurrence equations imply
(B.4)
∥∥Φk∥∥L2(dµ) =
k−1∏
l=0
ρl where ρl =
√
1− |αl|2,
from which the recurrence relations for the orthonormal polynomials
are easily derived. The recurrence coefficients αk are called Verblunsky
coefficients and lie in the (open) unit disk D.
The recursion relations for the orthonormal polynomials can be sum-
marized as [
φn(z)
φ∗n(z)
]
= A(αn−1, z)
[
φn−1(z)
φ∗n−1(z)
]
,
where
A(αk, z) =
1
ρk
[
z −α¯k
−αkz 1
]
.
We define the transfer matrix
(B.5) Tn(z) = A(αn−1, z) . . . A(α0, z)
for all n ≥ 1; hence [
φn(z)
φ∗n(z)
]
= Tn(z)
[
1
1
]
.
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Consider the operator f(z) 7→ zf(z) in L2(dµ). We want to represent
this operator as a matrix. The most obvious choice of an orthonormal
set of vectors in L2(dµ) are the orthonormal polynomials, {φn}n≥0.
This leads to a matrix whose entries can be expressed simply in terms
of the α’s. However, this matrix is typically not sparse: All entries
above and including the sub-diagonal are non-zero; it is also unclear
how to extend this matrix to a doubly-infinite matrix, which will turn
out to be very important when we consider the case of periodic Verblun-
sky coefficients. Moreover, {φn}n≥0 is a basis in L
2(dµ) if and only if
{αj}j≥0 are not in l
2(N).
An alternate approach, due to Cantero, Moral, and Vela´zquez [5],
consists of defining two bases in L2(dµ). Applying the Gram–Schmidt
procedure to
1, z, z−1, z2, z−2, . . .
in L2(dµ) produces the orthonormal basis
(B.6) χk(z) =
{
z−k/2φ∗k(z), k even;
z(1−k)/2φk(z), k odd,
where k ≥ 0. As above, φk denotes the k
th orthonormal polyno-
mial and φ∗k, its reversal (cf. (B.3)). If we apply the procedure to
1, z−1, z, z−2, z2, . . . , instead, then we obtain a second orthonormal ba-
sis:
(B.7) xk(z) = χk(1/z¯) =
{
z−k/2φk(z), k even;
z(−1−k)/2φ∗k(z), k odd.
It is natural to compute the matrix representation of f(z) 7→ zf(z)
in L2(dµ) with respect to these bases. The matrices with entries
Li+1,j+1 = 〈χi(z)|zxj(z)〉 and Mi+1,j+1 = 〈xi(z)|χj(z)〉
are block-diagonal; indeed,
(B.8) L = diag
(
Θ0,Θ2,Θ4, . . .
)
and M = diag
(
[1],Θ1,Θ3, . . .
)
,
where
Θk =
[
α¯k ρk
ρk −αk
]
.
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The representation of f(z) 7→ zf(z) in the {χj} basis is just
C = LM =


α¯0 ρ0α¯1 ρ0ρ1 0 0 . . .
ρ0 −α0α¯1 −α0ρ1 0 0 . . .
0 ρ1α¯2 −α1α¯2 ρ2α¯3 ρ2ρ3 . . .
0 ρ1ρ2 −α1ρ2 −α2α¯3 −α2ρ3 . . .
0 0 0 ρ3α¯4 −α3α¯4 . . .
. . . . . . . . . . . . . . . . . .

 ,
which is called the CMV matrix, and in the {xj} basis, it is C˜ =ML.
Let us note here that throughout the paper we index rows and columns
of matrices starting with 0: for example Ljj = α¯j for all j ≥ 0. The
(infinite) CMV matrix C is the matrix that we use in Section 4 to define
Lax pairs for the flows generated by the Ablowitz-Ladik Hamiltonians
on the coefficients αj, j ≥ 0.
If the probability measure µ on the circle is supported at k−1 points,
then we can define as above the orthogonal polynomials {Φn(z)}0≤n≤k−2
and the corresponding orthonormal polynomials {φn(z)}0≤n≤k−2. They
still obey the same recurrence relations, which allow us to identify the
Verblunsky coefficients α0, . . . , αk−2 ∈ D and αk−1 ∈ S
1. If, as in the
infinite case, we represent the operator of multiplication by z in the
basis considered by Cantero, Moral, and Vela´zquez we obtain a finite
CMV matrix
Cf = LfMf .
Note that, since |αk−1| = 1,
Θk−1 =
[
α¯k−1 0
0 −αk−1
]
decomposes as the direct sum of two 1 × 1 matrices. Hence, if we
replace Θk−1 by the 1 × 1 matrix that is its top left entry, α¯k−1, and
discard all Θm with m ≥ k, we find that Lf andMf are naturally k×k
block-diagonal matrices. As in the infinite case, the finite CMV matrix
Cf allows us to recast the Ablowitz-Ladik hierarchy of equations in Lax
pair form.
Now we turn to the case of periodic Verblunsky coefficients. If the
α’s are periodic with period p even, that is, they obey αj+p = αj for all
j ≥ 0, then we can define a two-sided infinite sequence of coefficients
by periodicity. The extended CMV matrix is
(B.9) E = L˜M˜,
where
(B.10) L˜ =
⊕
j even
Θj and M˜ =
⊕
j odd
Θj ,
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with Θj defined on l
2(Z) by
Θj =
[
α¯j ρj
ρj −αj
]
on the span of δj and δj+1, and identically 0 otherwise. The extended
CMV matrix E will play an important role in determining the Lax
pairs associated to the Hamiltonian flows of the periodic Ablowitz-
Ladik system.
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