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CHAPTER I
INTRODUCTION

The ability to sense information in an enclosed structure is of great importance to
numerous police, emergency, and military applications. Through-the-wall radar (TWR)
is a particularly emerging area of remote sensing research related to sensing information
within an enclosed structure. TWR aims to develop technologies that provide high quality
imaging or identification and detection of objects within a building structure (and thus are
located behind a wall). Examples of TWR applications include the determination of
building layouts, the possibility of occupants and their locations, and the identification
and classification of objects or materials within the building [1-3]. For example, with
accurate sensing and imaging of a TWR scenario, police can better handle a hostage
situation by obtaining knowledge of the building layout, the likelihood of hazardous
materials being present, and the probable locations of hostages and captors. Thus, the
ultimate goal of TWR is having the capability to provide information (vision) into areas
that are otherwise unobservable through standard means.
The development of remote sensing techniques and algorithms depend entirely on
the physical propagation characteristics of materials present in the considered
environment as well as sensor capabilities. Typically, all remote sensing applications
begin with physics-based wave equations that process the information returned to
sensors. Data collected at different sensor positions and times are accumulated and
1

processed to form an image of the target space using the appropriate wave equations.
Because the wave equations describe the nature of interactions between the wave (e.g.
radio, light, sound) and media present in the remote environment, the sensor provided
complex returns form an image through comparison of the measured complex returns and
the returns predicted by free space assumptions of the wave equations. However, when
considering more complex problems such as transmission through scattering media, freespace propagation assumptions are no longer valid and cannot be applied. For these
applications, the signal no longer simply propagates through free-space but may be
reflected, refracted and or diffracted. Examples of non-free-space applications include
geophysical sensing (GPR), medical imaging, and through-the-wall sensing.
Furthermore, each example contains its own respective set of challenges and techniques.
For instance, in geophysical and medical applications, the considered sensing medium
composes the entire volume but is discontinuous. Similarly, TWR encounters many airmedium interfaces that significantly change the propagating wavefront. For geophysical
and medical applications, sensors are typically placed near or in direct contact with the
medium to better propagate through the medium. Conversely, sensors for TWR are often
located away from the building structure so that the attenuation is a result of the
wall/target rather than the large volumes of air that compose the building structure [4-9].
Research in TWR developed from its close relation to ground-penetrating radar
and is predominantly guided by the specific through-wall application desired. Two main
areas of recent research emphasis include whether the application seeks information on
movement within the building structure, or whether the application desires imaging the
interior layout of the structure and/or detecting its contents. To this end, it is noted that
2

the work in this document concerns itself with a static environment and imaging or
identifying and detecting contents situated behind a structure.
Propagation effects degrade imaging and detection results and must be accounted
for in order to have proper TWR operation. Because propagating waveforms in throughwall radar may experience numerous air-wall interfaces, propagation effects such as
attenuation, dispersion, diffraction, reflections/refractions, and multipath may be
encountered multiple times and can significantly affect the radar signal. Without
properly accounting for these effects, the ability to image and detect contents within
enclosed structures will be severely degraded. Typical techniques used to combat some
of these effects include image-focusing algorithms that attempt to perform wavefront
corrections and tomographic algorithms that improve shadowing and attenuation by
adjusting for projection through material volumes but these algorithms usually do not
account for multipath and Bragg scattering [25-27]. Hence, utilizing techniques such as
clutter rejection, multipath identification, image formation, image sharpening, array
processing techniques, and synthetic aperture radar (SAR) coherently is the topic of much
current research in TWR concerning imaging contents within buildings [10-24].
Relying solely on the projection information will not be sufficient to overcome
the effects of multipath, dispersion, and reflection. Understanding and properly
accounting for the wave interaction and propagation between the physical components of
the enclosed structure being examined is vital to overcoming these ill effects. A common
occurrence that hinders the performance of TWR may include incorrect localization
derived when an object outside of the building interacts with the reflection of the initial
front wall reflection which results in an ambiguous image inside the structure.
3

Furthermore, the strong front wall reflection may cause weak targets near the wall to go
undetected. Another occurrence derives from multipath propagation that introduces
ghosts or false targets in the image. Moreover, offsets and blurring of targets can result
from uncompensated refraction through walls. Bragg scattering resulting from structural
elements within a wall such as rebar can also cause ambiguous images and subsequent
waveform modulation [28-30]. TWR is a challenging problem due to the numerous
propagation effects as previously described, but recent research utilizing model-based
reasoning presents a prospective way that propagation effects can be accounted for while
also overcoming the limitations of using only projection information in TWR
applications.
The model-based reasoning approach can encompass all aspects of TWR.
Whether it be a distinct, direct approach of target identification and detection using
typical radar signal processing techniques and pattern recognition based on a priori
information or a general, highly complex system which iteratively forms 3-D images of a
building’s structure as described by Baranoski [2]. Structural details of a building can be
formed by constructing each component layer of the building using inference made from
differences between the predicted model and the sensed information. However, this is
intuitively challenging with regards to a noisy and cluttered environment and is severely
impacted when improper assumptions and estimations occur caused by wall ambiguities
and inaccurate training data; thus, libraries of accurate wall structure elements is an
essential part of TWR model based reasoning.
The more direct model-based approach is formed for a particular target situated in
a given environment. From the a priori information of the desired target and wall, an
4

effective radar system can then be used to detect, identify, locate, and monitor a target,
rather than the building’s structure. Both approaches are extremely beneficial
independently, but a radar system that encompasses both structural imaging and fine
discrimination of internal objects (targets) has not yet been accomplished. The key
challenges lie primarily in developing processing techniques and algorithms that allow
suitable wavelength resolution while avoiding unacceptable ambiguities such as the
previously mentioned effects over extended spatial areas.
Fundamental to TWR applications are the propagation characteristics of
electromagnetic radiation through walls and at the boundaries between the air and wall,
and how these characteristics depend on waveform selection which can be determined
directly by the electrical properties of the wall. The choice of operating frequency is
vitally important as it must consider balancing the attenuation through the wall (favoring
lower frequencies) and the resolution of the imaging (favoring higher frequencies).
According to Farwell of the US Army CERDEC, frequency selection of TWR is the most
important design consideration as the tradeoffs are especially noticed for very dense wall
materials such as adobe and concrete [1]. Furthermore, for target recognition
applications, the potential target’s frequency response is of substantial importance.
Because a target’s unique signature is frequency dependent, model-based reasoning can
be utilized to incorporate both the frequency information of both the wall and target in
the radar design.
The parameters used in modeling materials and wave propagation inside materials
are defined by the materials’ dielectric properties. The material properties of the wall,
defined by permittivity, which can be expressed as 𝜀 = 𝜀 ′ + 𝑗𝜀 ′′ = 𝜀𝑟 𝜀0 + 𝑗
5

𝜎
𝜔𝜀0

, is of

great importance to TWR because it describes the effects experienced by an
electromagnetic wave when interacting with or through another material such as the wall.
The relative permittivity 𝜀𝑟 and the electric conductivity 𝜎 are the two main components
that dictate wave propagation through a material and are of great importance to TWR that
utilizes model-based reasoning. The angular frequency 𝜔 is adjusted according to the
frequencies of interest and 𝜀0 is the vacuum permittivity; thus, material permittivity is
defined by its relative permittivity 𝜀𝑟 and conductivity 𝜎.
Recently, matched illumination theory has been used to enhance TWR by
optimally designing the transmission waveform of the radar system [31-34]. Matched
illumination theory as used in TWR is a model-based reasoning technique that takes
advantage of a priori knowledge to design optimal transmission waveforms which
improve the SINR of a matched filter transmitter-receiver pair. Spurred particularly by
advances in adaptive, pulse-shaping radar transmitters, a revival of research involving
waveform design and diversity has been occurring with specific problem solutions [3146]. The designed optimum waveform seeks to improve the information of the target
response while also suppressing noise and clutter.
Typically, research utilizing matched illumination theory for TWR has focused on
homogeneous wall structures [31-34]. The electrical properties of the wall structure are a
significant TWR design consideration as the target return signature is highly dependent
on the physical composition of the wall structure. The moisture level within a solid wall
is of significant interest because it can change quickly due to precipitation and other
environmental conditions. The typically used homogeneous wall model is insufficient to

6

accurately design optimal waveforms for a solid wall with non-uniform moisture profiles.
A heterogeneous wall model is required.
Electromagnetic wave propagation through various wall materials has been the
topic of many publications over the past couple of decades [1, 47-58]. However, with
regards to moisture content and profile of a wall, the amount of openly published
literature is limited [59-62, 75-82]. Perhaps, the primary reason why this type of research
is limited is that methods used to measure the moisture profile of a wall is a very
challenging and time consuming problem in itself and is for the most part, structurally
destructive and very problem specific. Meanwhile, a method of accurate moisture profile
measurement and knowledge of existing wall moisture profiles is extremely beneficial to
TWR because as illustrated below in Figure 1.1, attenuation differences of more than 50
dB for two-way through-wall wave propagation are not unlikely. Thus, having more
realistic wall models will lead to more accurate model-based reasoning as well as
enhanced radar performance when utilizing waveform design [1, 2].

7

Figure 1.1

Measurements via Akela, Inc. of wall attenuation vs. frequency [1]

To combat the severe attenuation caused by the wall material, properly accounting
for the wall’s interaction must be accomplished for acceptable radar performance. Design
of transmission waveforms is fundamental to radar system performance and influences
the amount of information obtained from a target. From its inception around the 1950’s,
waveform design and diversity is an area of radar research that focuses on novel
transmission strategies as a way to improve radar performance in a variety of civil and
military applications. At the core of waveform design is the principle that any and all
knowledge of the radar problem should be exploited in the design and operation of the
radar system. This naturally lends itself to model-based reasoning approaches as well as
8

adaptive systems that can respond to dynamic conditions and resultantly increase
robustness of the radar system. Waveforms such as wideband chirps, pulse trains, and
phase codes are commonly designed for Doppler resolution, range resolution, and
ambiguity considerations [63]. However, with a more focused design approach on
transmitter-centric systems with model-based reasoning, the knowledge learned,
estimated, or assumed from the environment leads to optimal transmit radar waveforms
designed for specific target or target ensembles and conditions [37, 44-46, 64].
1.1

Matched Illumination Waveform Design
The design of transmission waveforms matched to specific targets has been the

subject of numerous research efforts over the past decade and investigated from both
signal-to-noise ratio (SNR) maximization and information-theoretic approaches [31-46,
64]. Target matched illumination approaches rely on target signature exploitation and
require sufficient a priori information about the characteristics and properties of the
target such as composition and shape. More explicitly, matched illumination techniques
consider the design of an optimal detection system featuring a designed transmission
waveform and corresponding matched filter receiver for a specific target under
consideration. Furthermore, it maximizes the SINR at the output of the matched filter
receiver for a designed transmitter-receiver pair and resultantly optimizes target detection
by maximizing the Mahalanobis distance between target echoes [31].
To derive the matched illumination waveform, an extended target model is
considered and can reasonably describe the radar problem as a linear system [31, 35].
The corresponding system model is shown below in Figure 1.2. Let 𝑧(𝑡) be the
9

transmission waveform illuminating the target and 𝑠(𝑡) be the target scattered field at
some arbitrary point in the far field. Then,
𝑠(𝑡) = 𝑧(𝑡) ∗ 𝑞(𝑡)

(1.1)

where 𝑞(𝑡) is the target impulse response and ( ∗ ) is the convolution operation. The
same waveform convolved with the clutter response, 𝑐 ′ (𝑡) yields the signal-dependent
clutter return such that 𝑐(𝑡) = 𝑧(𝑡) ∗ 𝑐 ′ (𝑡). The signal received at the receiver is then
𝑟(𝑡) = 𝑠(𝑡) + 𝑥(𝑡)

(1.2)

where 𝑥(𝑡) = 𝑐(𝑡) + 𝑛(𝑡) represents the total undesired contribution of clutter and
noise. After matched filtering the received signal, the output is
𝑦(𝑡) = 𝑏𝑚𝑎𝑡𝑐ℎ (𝑡) ∗ 𝑟(𝑡)

Figure 1.2

Block diagram of target model used in waveform design
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(1.3)

The received signal comprises the reflection of the transmitted waveform from the
target, the signal-dependent clutter, and additive thermal noise. If the target is absent, the
receiver has only components from the clutter and noise and consequently represents less
energy compared to the case when the target is present. Thus, in a stationary, white noise
and clutter scenario, enhancing the receiver SINR leads to improved target detection.
To facilitate discrete-time implementation and for convenience of mathematical
manipulation, the finite-duration functions of time representing the aforementioned target
model (shown in Figure 1.2) are represented by their sampled, real-valued vectors. The
transmission waveform 𝑧(𝑡) is given by 𝑁 equally spaced time samples separated by the
time interval Δ𝑡 for some finite time duration 𝑁Δ𝑡, i.e., 𝒛 ≡ [𝑧1 , 𝑧2 , … , 𝑧𝑁 ]𝑇 . Likewise,
the received target echo 𝑠(𝑡) is represented by the vector 𝒔 = [𝑠1 , 𝑠2 , … , 𝑠𝑀 ]𝑇 where 𝑀 ≥
𝑁 since the scattered energy is collected at the receiver for some duration greater than the
active time of the transmitter. In principle, multiple reflections from the target can result
in an infinite length impulse response. However, the energy due to these multiple
reflections become negligible at some time length related to the transit time of the
waveform across the target [35]. Accordingly, the target impulse response 𝑸 is an
approximation and normally satisfactory for numerical implementation when having a
finite size of 𝑀 × 𝑁.
Following the target model, an 𝑀 × 𝑁 target impulse response convolution matrix
𝑸 is defined with the samples (real-valued) of the target impulse response, i.e.,
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𝑞1
𝑞2
⋮
𝑸 ≡ 𝑞𝑁
𝑞𝑁+1
⋮
[ 𝑞𝑀

0
𝑞1
⋮

𝑞𝑁−1
𝑞𝑁
⋮
𝑞𝑀−1

⋯ 0
⋯ 0
⋱
⋮
⋯ 𝑞1
⋯ 𝑞2
⋱
⋮
⋯ 𝑞𝑁 ]

(1.4)

The received target echo signal vector 𝒔 of length 𝑀 can be expressed as the
multiplication of the target convolution matrix 𝑸 with the 𝑁 length transmission
waveform vector 𝒛, i.e.,
𝒔 = 𝑸𝒛

(1.5)

It is noted that obtaining an accurate target impulse response is vital to matched
illumination techniques and typically unknown. Thus, (1.5) can be reformulated as a
deconvolution problem to find the target impulse response vector of length 𝑁 if the input
and output of the system are known, i.e.,
𝒒 = [𝑞1 , 𝑞2 , … , 𝑞𝑁 ]𝑇 = 𝒁−1 𝒔

(1.6)

where 𝒁 is the 𝑀 × 𝑁 convolution matrix containing the incident waveform that is
identical in structure to 𝑸. The solution to this problem is not trivial and has been found
to be ill-conditioned; hence, an approximation which minimizes the error must be found
[65-68]. Further explanation of the deconvolution problem can be found in Appendix A.
Meanwhile, once the target impulse response is determined, the system output
after matched filtering has the form
𝐻
𝐻
𝒚 = 𝒃𝐻
match 𝒓 = 𝒃match 𝒔 + 𝒃match 𝒙

12

(1.7)

where 𝒃match is the matched filter vector of length 𝑀 − 1 and [∙]𝐻 represent the
Hermitian operator. The system outputs are now defined by the signal, 𝒚𝑠 = 𝒃𝐻
match 𝒔,
and noise pulse clutter, 𝒚𝑥 = 𝒃𝐻
match (𝒄 + 𝒏). The independence and zero mean
assumptions of the target, clutter and noise signals imply that the received signal
autocorrelation matrix is 𝑹𝑟 ≡ 𝐸[𝒓𝒓𝐻 ] = 𝑹𝑠 + 𝑹𝑥 , where 𝐸[∙] is the expected value
operator and 𝑹𝑠 ≡ 𝐸[𝒔𝒔𝐻 ] and 𝑹𝑥 = 𝐸[𝒙𝒙𝐻 ] are the autocorrelation matrices of the
signal and the noise plus clutter, respectively. The 𝑀 × 𝑁 Hermitian-Toeplitz matrix 𝑹𝑥
is the temporal autocorrelation of the noise plus clutter of the form
𝑟1
𝑟∗
𝑹𝑥 = [ ⋮2
𝑟𝑀∗

𝑟2
𝑟1
⋮

∗
𝑟𝑀−1

⋯ 𝑟𝑀
⋯ 𝑟𝑀−1
⋱
⋮ ]
⋯
𝑟1

(1.8)

in terms of the matrix elements
𝑟𝑝 ≡

1

𝜋

∫ {𝐺 (𝜔) + 𝐺𝑐 (𝜔)|𝑍(𝜔)|2 }𝑒 𝑗(𝑝−1)𝜔 𝑑𝜔
2𝜋 −𝜋 𝑛

(1.9)

where 𝐺𝑛 (𝜔), 𝐺𝑐 (𝜔), and |𝑍(𝜔)|2 are the power spectral density functions for the noise,
clutter, and the transmission waveform, respectively. In the case when noise is stationary
and white (𝐺𝑛 (𝜔) = 𝑁0 ) and in the absence of clutter (𝐺𝑐 (𝜔) = 0), the autocorrelation
matrix 𝑹𝑟 becomes diagonal with elements equal to the noise power 𝑁0 and the matrix
elements of (1.8) are independent of the transmission waveform frequency response
𝑍(𝜔).
Here, the filter output SINR can be written in the form

𝛾=

𝐸[|𝒚𝑠 |2 ]
𝐸[|𝒚𝑥

|2 ]

=

𝒃𝐻
match 𝑹𝑠 𝒃match

𝒃𝐻
match 𝑹𝑥 𝒃match
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(1.10)

The optimum matched receiver filter 𝒃match can be calculated by use of partial
differentiation and written as the Weiner-Hopf equation [35]
−1
𝒃match = 𝑹−1
𝑥 𝒔 = 𝑹𝑥 𝑸𝒛.

(1.11)

Substitution of (1.11) into (1.10) gives the SINR of the matched filter
𝛾match ≡ max 𝛾 = 𝒔𝐻 𝑹−1
𝑥 𝒔.
𝒃match

(1.12)

Further substitution of (1.5) into (1.12) permits the optimization of matched filter SINR
to be with respect to the transmission waveform 𝒛 via
𝛾opt ≡ max 𝛾match ≡ max 𝒛𝐻 𝛀𝒛
𝒛

𝒛

(1.13)

in terms of the target autocorrelation matrix 𝛀 defined by
𝛀 = 𝑸𝐻 𝑹−1
𝑥 𝑸.

(1.14)

Obtaining the optimum transmission waveform is defined for two cases:
1.1.1

Case 1: Zero Clutter (𝑮𝒄 (𝝎) = 𝟎 )
For the zero clutter case, 𝐺𝑐 (𝜔) = 0, the autocorrelation matrix of the noise plus

clutter is independent of the transmission waveform; thus, the optimization problem
reduces to the maximization defined in (1.13) with constraints that the optimum
transmission waveform 𝒛 is of finite duration and finite energy as well as being
independent of the matrix 𝛀 of (1.14). As shown in [35, 40], the SINR 𝛾opt is maximized
if the transmission waveform 𝒛 is proportional to the dominant eigenvector of the target
autocorrelation matrix 𝛀 defined in (1.14). That is, 𝒛 ∝ 𝒗 given 𝜴𝒗 = 𝛬𝒗 where 𝛬 is the
eigenvalue associated with the eigenvector 𝒗.
14

1.1.2

Case 2: Non-zero Clutter (𝑮𝒄 (𝝎) ≠ 𝟎 )
When the clutter is present, 𝐺𝑐 (𝜔) ≠ 0, the noise plus clutter autocorrelation

matrix 𝑹𝑥 depends upon the power spectral density of the transmission waveform as
shown in (1.9); hence, the optimum waveform which maximizes the SINR 𝛾opt is found
using either the eigen-waveform solution of [35,40] or the information-theoretic solution
via a frequency domain waterfilling solution [69,70]. The waterfilling solution models
the target impulse response as a Gaussian random process and the optimal waveform is
derived through a maximization of the mutual information between a Gaussian
distributed target ensemble and the received signal in clutter and noise. Meanwhile, the
eigen-waveform solution is found by an iterative procedure described below [35]:
1. For initialization, 𝑘 = 0, begin with an arbitrary, real causal temporal
transmission waveform vector 𝒛0 of duration 𝑡0 and energy 𝐸0 = 𝒛𝐻
0 𝒛0 .
2. Let the Fourier transform 𝒛𝑘 ↔ 𝑍𝑘 (𝜔) and find the corresponding
temporal autocorrelation matrix 𝑹𝑘 using (1.8) and (1.9)
3. Compute the target autocorrelation target matrix 𝛀𝑘 using (1.14) in terms
of 𝑹𝑘 calculated in step 2 and the target impulse response convolution
matrix 𝑸.
4. Find the dominant, normalized eigenvector 𝒗1𝑘 of the 𝛀𝑘 matrix.
5. Update the transmission waveform via the update rule, i.e.,

𝒛𝑘+1 =

𝒛𝑘 +𝜖𝑘 𝒗𝑘
1
2
3
𝜖
𝜖
√(1+ 𝑘 ) −( 𝑘 )
√𝐸0

√𝐸0

where 𝜖𝑘 is a meaningful measure of error at stage 𝑘 defined as
15

(1.15)

𝑘
𝜖𝑘 = √2√𝐸0 (√𝐸0 − 𝒛𝐻
𝑘 𝒗1 ) .

(1.16)

6. Iterate until done. That is, let 𝒛𝑘+1 ↔ 𝑍𝑘+1 (𝜔) and go back to step 2 with
𝑘 replaced by 𝑘 + 1. Repeat until 𝜖𝑘 is sufficiently small. Hence, 𝒛opt =
lim 𝒛𝑘 .

𝑘→∞

Both approaches (waterfilling and eigen-solution) give optimum waveforms
which enhance the matched filter receiver SINR, but they should be favored for different
circumstances. Assume that only one transmission waveform is available for a particular
target detection problem. The waterfilling solution tends to spread the waveform energy
out as it tries to encompass the spectral variance of the Gaussian target ensemble.
Intuitively, this could yield good results if the target’s impulse response doesn’t match as
well as expected because its composition, orientation, or shape is effectively different
than the assumed target. On the other hand, the eigen-solution places a significant
portion of its energy into one or two narrow bands and will perform better than the
waterfilling solution as long as the target’s impulse response closely resembles the
expected impulse response.
1.2

Application of Matched Illumination for Target Classification
The matched illumination waveform is designed to maximize the probability of

target identification and classification as well as optimize target detection (increase SNR)
[35, 40]. To maximize the probability of correct target classification, the Mahalanobis
distance between two target echoes can be maximized, i.e.,
𝐻

𝑚𝑎𝑥𝑖𝑚𝑖𝑧𝑒 η2 = (𝒔𝛼 − 𝒔𝛽 ) 𝑹−1
𝑥 (𝒔𝛼 − 𝒔𝛽 )
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(1.17)

where 𝒔𝛼 and 𝒔𝛽 are the vectors corresponding to the echoes from targets 𝛼 and 𝛽,
respectively, 𝜂 2 is the Mahalanobis distance, and 𝑹𝑥 is the Hermitian-Toeplitz
autocorrelation matrix of the noise and clutter. For optimal detection, the SINR is
optimized in (1.10) - (1.13) and similarly, the Mahalanobis distance is optimized
(maximized) following the same method and presenting (1.10) in terms of the targets’
impulse response
𝜂 2 = 𝒛𝐻 𝛀𝒛

(1.18)

where the targets’ impulse response autocorrelation matrix is
𝐻

𝛀 = (𝑸𝛼 − 𝑸𝛽 ) 𝑹−1
𝑥 (𝑸𝛼 − 𝑸𝛽 ).

(1.19)

Thus, the Mahalanobis distance is maximized through the use of the optimum
discriminating waveform obtained following the previously discussed zero/non-zero
clutter case solutions.
1.3

Chapter Summary
It is clear that TWR imaging is a challenging problem. As previously discussed,

current research is investigating model-based reasoning approaches to combat the adverse
effects of the wall. Meanwhile, the transmission waveform is critical to the performance
of radar systems, and using model-based reasoning to design transmit waveforms for
TWR applications can be accomplished with matched illumination waveform design.
The matched illumination waveform optimizes the target return in the given environment
based on the target signature by optimally placing the spectral energy of the waveform.
Often in target identification and detection, the target and environment are known a
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priori and can be characterized accurately. With advanced knowledge of the radar target
and environment, exploiting both the known target impulse response and wall
transmission properties can enhance target detection. The resulting matched illumination
waveform then emphasizes the target information through the wall while suppressing
clutter and noise of the environment.
Specifically, radar performance enhancements that can be created through modelbased, waveform design techniques in TWR utilizing matched illumination theory is
investigated in this work. Applying matched illumination waveform design to TWR
systems is detailed in Chapter 2. Also, the impacts of wall-target interaction on matched
illumination waveforms are presented in Chapter 2. To ensure accuracy of designed
transmit waveforms using model-based reasoning techniques, the wall’s composition is
investigated and the impacts that a wall’s moisture profile has on resulting matched
illumination waveforms is presented in Chapter 3.
Because this work shows that moisture profiles within walls impact the waveform
design process, it is clear that accurate wall models must be used when using modelbased approaches. The success of TWR utilizing matched illumination theory depends
on the a priori knowledge of the target and environment; thus, careful consideration must
be given to not only the target but also the wall. Unfortunately, literature detailing
accurate properties of wall materials is lacking, and is severely limited in terms of
moisture content within wall structures. Chapter 4 aims to contribute information
concerning the moisture profile present within walls by presenting moisture
measurements taken for an adobe wall and correlating the moisture content to accurate
dielectric property values. Finally, in Chapter 5, the moisture profile measurement and
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corresponding dielectric properties are validated through radar measurements taken on a
through-wall radar problem consisting of an adobe wall and aluminum plate target. By
taking radar measurements of the through-wall problem with the adobe wall, the results
can be compared to simulation and the measurements can be verified as well as validation
of the transmitted matched illumination waveform’s radar performance increase. Also
noted in the study is the ability to transmit the optimal waveforms using a simple radar
system, rather than needing to rely on expensive, arbitrary waveform generators.
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CHAPTER II
ACCURARCY OF MATCHED ILLUMINATION WAVEFORM DESIGN

In this chapter, the impacts of wall-target interaction on matched illumination
waveforms for TWR are examined via finite-difference time-domain (FDTD)
simulations. Returns from various wall-target scenarios are considered as a function of
the target-to-wall separation in order to examine the effectiveness of the so-called
primary-wave target response in the matched illumination implementation. The primarywave target response is shown to effectively maximize the SINR in through-wall radar
applications where the wall-target interaction is minor and the primary-wave response
closely resembles the full-wave target response which contains all wall-target
interactions. The ability of the primary-wave target response to maximize the SINR can
be degraded by relatively minor errors in the wall-target transfer function caused by the
incomplete wall-target physics inherent to the scheme. In such cases, the resulting
matched illumination waveform spectrum is generally characterized by narrowband
energy concentrated at suboptimal frequencies.
Because the success of TWR utilizing matched illumination theory depends on
the a priori knowledge of the target and environment, careful consideration must be
given to wall and target interaction. In [31-36, 75, 87-88], the matched illumination
waveform is derived using only the individual impulse response of the target and the
transmission impulse response of the wall. This method is very attractive for its
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simplicity as well as its flexibility. That is, once a target’s impulse response and wall
transmission impulse response is found, an optimal waveform can be derived quickly for
a variety of wall-target scenarios and positions rather than having to complete a full
simulation for every scenario of a wall-target combination in order to derive the impulse
responses of the wall and target. However, an assumption that the target-wall interaction
is minimal is inherent to the matched illumination waveform design scheme, so the target
return from this matched illumination waveform is designated as the primary-wave target
response. The target return from a matched illumination waveform determined by
including all wave physics is designated as the full-wave target response.
This section investigates the relative performance of primary-wave and full-wave
matched illumination waveforms using conducting cylinder targets behind lossless and
lossy homogeneous walls. The ability of the primary-wave and full-wave matched
illumination waveforms to maximize the SINR of the return is examined as the separation
distance between the target and the wall is varied.
2.1

Application of Matched Illumination Waveform Design to TWR
Matched illumination waveforms were originally developed to improve the

detection of low observable aircraft and ground-based vehicles [35,46]. More recently,
the matched illumination technique has been extended for target detection and
identification in TWR applications [31-36, 75, 87-88]. In TWR applications, typical
indoor targets and walls can be defined and modeled a priori. This is a safe assumption
given that often in surveillance missions, there is a known target of interest and generally
wall composition is consistent in a given region and therefore can be easily obtained or
assumed. If the wall thickness is completely unknown and the radar system cannot infer
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the proper thickness, recent research has shown agreement in the use of microwave
measurement techniques relying only on time delay measurements from different receiver
positions to accurately determine wall thickness [71-74]. Subsequently, the target
optimum waveform(s) for TWR may be designed off-line and be ready for emission with
system deployment.
The matched illumination waveform technique serves TWR applications well
through easy adaptation to different environments and/or targets, as opposed to inverse
filtering. For example, consider a scene that includes a particular wall and target. If the
transfer function of the complete scene (Fourier transform of the complete scene impulse
response) is known, the SINR may be increased by radiating a waveform which equalizes
the frequency response. However, the transfer function of the complete scene would
need to be recalculated each time the relative position between the wall and target is
changed, which would be computationally expensive and inefficient. Conversely, the
matched illumination waveform is derived using only the impulse responses of the wall
and the target, resulting in a robust and efficient process to determine the optimal
waveform. Given a library of wall transmission impulse responses and target impulse
responses, an optimal waveform can be derived quickly and efficiently for a particular
wall-target combination at any relative spacing. That is, a complete simulation for every
scenario of a wall-target combination is not required.
Derivation of the matched illumination waveform for use in TWR utilizes a
linear, time-invariant target model as previously discussed; however, the wall response is
now incorporated into the target model. To account for the walls, the target model in
Figure 1.2 can be extended as described in Figure 2.1 where 𝑞(𝑡) and 𝑤(𝑡) are the
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impulse responses of the target and wall, respectively. The wall impulse response
includes only transmission characteristics [31-35, 75, 87-88] so that reflections from the
wall are not utilized in the waveform optimization.

Figure 2.1

Block diagram of target model for TWR

With the addition of the wall, the received target echo 𝑠(𝑡) is expressed as
𝑠(𝑡) = 𝑧(𝑡) ∗ 𝑤(𝑡) ∗ 𝑞(𝑡) ∗ 𝑤(−𝑡)

(2.1)

where 𝑤(−𝑡) is the transmission impulse response of the wall in the reverse direction.
The forward and reverse transmission properties of the wall may be symmetric ( 𝑤(𝑡) ≡
𝑤(−𝑡) ) such as in the case of uniform, homogeneous wall composition or asymmetric (
𝑤(𝑡) ≢ 𝑤(−𝑡) ) such as in the case of more realistic wall models featuring nonsymmetric dielectric properties along the path of wave propagation. In this case, special
attention should be made to obtain both the forward and reverse wall transmission
impulse response.
Following the target model of Figure 2.1, the combined wall/target impulse
response 𝑢(𝑡) replaces the target only impulse response 𝑞(𝑡) and is represented by
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𝑢(𝑡) = 𝑤(𝑡) ∗ 𝑞(𝑡) ∗ 𝑤(−𝑡)

(2.2)

and arranged to form the wall/target convolution matrix 𝑼 which has the same structural
form as (1.4). The combined wall/target autocorrelation matrix becomes 𝛀𝑤 = 𝑼𝐻 𝑹−1
𝑥 𝑼
and the optimum waveform is obtained in the same manner previously discussed in the
zero/non-zero clutter cases. Again, the Mahalanobis distance is maximized through the
use of the matched illumination waveform, which in the presence of the wall, 𝑸𝛼 and 𝑸𝛽
from (1.19) are replaced by the combined wall/target convolution matrix 𝑼𝛼 and 𝑼𝛽
composed of elements 𝑢𝛼 (𝑡) = 𝑤(𝑡) ∗ 𝑞𝛼 (𝑡) ∗ 𝑤(−𝑡) and 𝑢𝛽 (𝑡) = 𝑤(𝑡) ∗ 𝑞𝛽 (𝑡) ∗
𝑤(−𝑡) for targets 𝛼 and 𝛽.
2.2

Simulation
The wall transmission impulse response 𝑤(𝑡) in (2.1) only models the forward

propagation of waves through the wall, which includes the initial forward traveling wave
along with all multiple bounces within the wall that exit the wall in the forward direction.
Accordingly, the wall transmission impulse response in the reverse direction 𝑤(−𝑡) only
models the propagation of scattered waves through the wall in the reverse direction.
Thus, the received target echo determined using (2.1) ignores the following wave
components: (a.) all wall-only reflections involving reverse propagation on the radar side
of the wall and (b.) all target reflections resulting in forward propagation on the target
side of the wall (target reflections that are reflected by the wall back to the target). To
illustrate the components of the received through-wall target echo and what components
are neglected, Figure 2.2 details the components of the applied responses which consist
of the wall transmission impulse response (green solid lines) and the through-wall target
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echo (black solid lines). The neglected components, (a.) and (b.), are shown as dashed
lines and are the wall only reflection (black dashed lines) and the wall-target interactions
(red dashed lines), respectively. The through-wall target echo determined using (2.1)
defines the primary-wave target impulse response. The complete full-wave solution for
the wall-target radar echo minus the wall-only echo components defines the full-wave
target response.

Figure 2.2

Components of wall-target radar problem where 𝑇 represents the
transmission at an interface and 𝑅 represents the reflection at an interface

The differences in the primary-wave and full-wave target responses are
demonstrated using a monostatic radar system that illuminates a conducting cylindrical
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target located behind either a lossless or lossy homogeneous wall as shown in Figure 2.3.
The impulse response required for the primary-wave target response and the complete
radar environment model required for the full-wave target response are modeled with the
Angora FDTD simulation package [86]. The targets are illuminated with a differentiated
Gaussian pulse containing energy over the 0.1 to 6.5 GHz band. The incident waveform
and resultant scattered fields were both bandpass filtered with a passband from 0.9 to 4
GHz in order to consider only the commonly used frequency range which has been
shown to provide desirable tradeoffs between signal attenuation, scene resolution, and
antenna size for TWR [1]. The wall-to-target separation distance 𝐷, the cylinder sizes,
and the wall transmission properties (lossless/lossy) are all varied in the comparison of
the primary-wave and full-wave target responses. Three hollow conducting cylinders of
lengths 𝐿1 = 52 mm, 𝐿2 = 114 mm, and 𝐿3 = 230 mm are considered each with an outer
diameter of 16 mm and an inner diameter of 9 mm and displayed in Figure 2.3. Each
target is located behind a lossless or lossy homogeneous wall of infinite extent (wall
thickness = 0.2 m, 𝜀𝑟 = 6, 𝜎1 = 0 S/m 𝜎2 = 0.1 S/m). The axes of the cylinder targets
are aligned with the electric field of the incident waves, and the target and wall are in the
far-field of the antenna.
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Figure 2.3

Geometry of wall and cylinder simulations with expanded view of cylinder

Matched illumination waveforms are then derived using full-wave and primarywave target responses as described in Section 2.1 and utilized in [31-36, 75, 87-88].
Differences in the matched illumination waveforms resulting from the full-wave and
primary-wave target responses can be found by direct examination of the waveforms
themselves, or by comparing the SINR at the receiver matched filter output due to the
matched illumination waveforms. To compare the performance of different matched
illumination waveforms, the input SNR is fixed to the matched filter in all cases. The
noise variance is 𝜎 2 = 𝑃max /10

𝑆𝑁𝑅in
10

where 𝑃max is the highest power of the received

signal, and 𝑆𝑁𝑅in is assumed to be 10 dB. All waveforms are assumed to be of equal
duration and contain equivalent total energy.
It should be noted that only normal incidence is considered in this study in order
to simplify the comparison of primary-wave and full-wave target responses. The
uncertainty of the target aspect would be a major factor in the actual performance of a
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given matched illumination waveform. The orientation of the target with respect to the
radar needs to be known or obtained a priori in order to achieve maximum waveform
performance for a specific target, which is not always possible. However, given the
stationary nature of many targets over a long observation time, the radar can cycle
through a bank of matched illumination waveforms for a given target at different aspect
angles, resulting in the highest SINR at the output of the matched filter corresponding to
the actual target orientation.
2.3

Results and Performance Analysis
The matched illumination waveform of a given wall/target combination, when

subjected to white noise and zero clutter, is characterized by energy concentrated at
frequencies where the individual responses of the wall and target tend to align. It is
therefore useful to examine the spectral characteristics of the wall/target impulse
response (i.e., the wall/target transfer function) when comparing the primary-wave and
full-wave results. The transfer functions of the primary-wave and full-wave impulse
responses are shown in Figure 2.4 for a cylinder of length 𝐿3 = 230 mm behind a lossy
wall for different values of wall-to-target separation distance. Differences are noted in
the primary-wave and full-wave transfer function spectra relative to both amplitude and
frequency content. The primary-wave transfer functions exhibit a common spectral shape
at all target-to-wall spacings, as opposed to the full-wave transfer functions which show
more variation in spectral shape with spacing. Note that the primary-wave transfer
functions have a common peak value at approximately 1.75 GHz for all target-to-wall
spacings, while the peak values of the full-wave transfer functions peak at approximately
1.75 or 3.0 GHz, depending on the target-to-wall spacing. The differences in the spectral
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characteristics of the primary-wave and full-wave transfer functions lead to different
matched illumination waveforms, which typically take the form of one or more
narrowband components.

Figure 2.4

Transfer functions of full-wave and primary-wave wall-target impulse
responses for the 230 mm cylinder located at a distance 𝐷 behind a lossy,
homogeneous wall

The spectra of the matched illumination waveforms generated from primary-wave
and full-wave wall-target impulse responses for a cylinder at a distance of 𝐷 = 1 m
behind a homogeneous wall are shown in Figure 2.5 for all three cylinder lengths (52,
114, and 230 mm) and both wall types (lossless and lossy). In general, the full-wave
optimum waveforms for a given cylinder are quite similar for both lossless and lossy
walls, with minor frequency shifts in the narrowband components, while the primarywave optimum waveforms can be located at significantly different frequencies for a
lossless and lossy wall as seen for the 114 mm cylinder. When the primary-wave and
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full-wave optimum waveforms are compared, significant differences in the frequencies of
the optimum waveforms are seen. The primary-wave and full-wave optimum waveforms
for the 114 mm cylinder are separated by approximately 300 MHz, while those of the 230
mm cylinder are separated by approximately 1.2 GHz.

Figure 2.5

Matched illumination waveforms for cylinder targets located at 𝐷 =1.0 m
behind lossless and lossy walls

(a.) Optimal waveforms derived from primary-wave transfer functions
(b.) Optimal waveforms derived from full-wave transfer functions
The effectiveness of a matched illumination waveform is measured by the
resulting SINR for a given wall/target combination. The SINR levels for the matched
illumination waveforms derived from the primary-wave and full-wave target responses of
the three cylinder lengths at varying wall-target separation distances are determined and
compared for both lossless and lossy walls. The difference in the SINR levels obtained
for the primary-wave and full-wave matched illumination waveforms, designated as
Δ𝑆𝐼𝑁𝑅, is defined in units of dB as
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Δ𝑆𝐼𝑁𝑅dB = 10 log10 (

𝑆𝐼𝑁𝑅𝑓𝑤
𝑆𝐼𝑁𝑅𝑝𝑤

) = (𝑆𝐼𝑁𝑅𝑓𝑤 )dB − (𝑆𝐼𝑁𝑅𝑝𝑤 )dB

(2.3)

where 𝑆𝐼𝑁𝑅𝑓𝑤 and 𝑆𝐼𝑁𝑅𝑝𝑤 are the SINR levels determined from the full-wave and
primary-wave responses, respectively. The value of Δ𝑆𝐼𝑁𝑅 is shown in Figure 2.6 for
the three cylinder targets located behind lossless and lossy walls as the target-to-wall
separation is varied. In general, larger values of Δ𝑆𝐼𝑁𝑅 are seen for larger cylinder sizes
at larger target-to-wall separations. It should be noted that the maximum values of
Δ𝑆𝐼𝑁𝑅 (worst performing matched illumination waveforms obtained from primary-wave
transfer functions) are seen in cases where the spectral energy of the waveform is focused
at suboptimal frequencies, when compared to the frequencies present in matched
illumination waveforms obtained from the full-wave transfer functions.

Figure 2.6

Δ𝑆𝐼𝑁𝑅 vs. target-to-wall separation distance for the three cylinder targets
behind lossless and lossy walls
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2.4

Chapter Summary
The impacts of wall-target interaction on matched illumination waveforms for

TWR have been examined in this chapter. The returns from wall-target scenarios with
varying target sizes, wall-to-target distances, and wall types were used to demonstrate the
effectiveness and limitations of the so-called primary-wave wall-target response in the
matched illumination implementation. The primary-wave wall-target response has been
shown to effectively maximize the SINR in through-wall radar applications where walltarget interaction is minor and the primary-wave wall-target transfer function is an
accurate representation of the full-wave wall-target transfer function. However, the
SINR performance of matched illumination waveforms based on the primary-wave walltarget response can be degraded by relatively minor errors in the wall-target transfer
function caused by the incomplete wall-target physics inherent to the scheme. In such
cases, the resulting matched illumination waveform spectrum is generally characterized
by narrowband energy concentrated at suboptimal frequencies.
As seen through this study, accurate impulse response information is critical to
the performance of the optimal waveform. Thus, the impacts that the wall moisture
profile has on resulting matched illumination waveforms are investigated next in Chapter
3. The optimal waveforms derived from matched illumination theory tend to be
narrowband signals; thus, it is necessary that highly accurate impulse response
information be calculated or derived through accurate measurement and modeling. The
effects of improper wall modeling are illustrated through the study of wall moisture
profiles effect on matched illumination waveforms radar performance.
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CHAPTER III
IMPACTS OF WALL MOISTURE PROFILE ON WAVEFORMS

The forward and reverse transmission properties of the wall play a key role in
TWR and must be characterized accurately to effectively implement the matched
illumination technique. Typically, homogeneous walls are utilized in TWR studies, but
this assumption may be inadequate for walls with significant variation in electrical
properties in the direction of wave transmission. Failure to accurately model the
attenuation and dispersion effects as a function of depth into the wall could result in
matched illumination waveforms that are significantly suboptimal for the actual radar
environment. This chapter focuses on the characteristics of matched illumination
waveforms for particular wall moisture profiles.
Due to construction differences and environmental changes, the wall’s
composition can vary greatly. Electrical permittivity of walls can (for the most part) be
properly estimated and measured for materials through techniques utilizing SAR and time
of arrival processing; however, these measurements assume a homogeneous material and
consequently, the material must maintain a fairly constant level of permittivity in order
for the estimations to remain accurate [51, 89-92]. Unfortunately, typical wall materials
such as wood, concrete, and adobe contain distributions of moisture content within their
structure which resultantly causes variations to permittivity levels [53-54, 59-60, 62].
Thus, the assumption of constant levels of permittivity throughout the material is not
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valid in general. Accordingly, the models representing the wall should address such
changes in moisture because water within the material will result in changes of dielectric
properties. With models updated to include the moisture profile and corresponding
dielectric properties, an understanding of the effects of moisture profiles on matched
illumination waveforms is needed and presented in this chapter.
3.1

Numerical Simulations
Measurement of actual moisture content and correlating dielectric properties for

real walls under specific environmental conditions has yet to be fully explored, and no
extensive information has been found in the open literature regarding this topic. Thus, in
this chapter, we consider representative wall moisture profiles that exhibit general shapes
characteristic of particular environmental conditions as shown in the conductivity profiles
of Figure 3.1.

Figure 3.1

Wall conductivity/moisture content profiles
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The uniform conductivity profile represents a wall that has been exposed to a
constant environment over a long period of time, such that the moisture content is
basically uniform throughout. The interior conductivity profile is representative of a wall
that has dried over time at both its interior and exterior surfaces. The exterior
conductivity profile represents a wall exposed to high humidity levels or precipitation on
the exterior surface. Certainly, more complex profiles are probable, such as that seen in
the case of a wall that experiences different rates of interior and exterior drying.
However, with the lack of extensive information available to direct the correct profile
shape, the profiles considered here are investigated to illustrate the need of more accurate
wall models in the circumstance of non-uniform moisture profile.
The target and wall impulse responses required to determine the matched
illumination waveform are computed using the Angora FDTD simulation package [86].
The heterogeneous wall conductivity profiles are modeled by creating a system of 𝑀
homogeneous layers. The number of layers required to ensure accurate results is found
by iteratively computing the change in transmission signatures as the number of layers is
increased until a sufficiently small change is found for a given FDTD cell dimension.
The Angora simulation software is particularly effective at handling this type of wall
model since it allows for multiple layers of infinite extent. The representative wall
models are shown in Figure 3.2 as modeled by Angora. Each layer is modeled such that
the material extends through not only the absorbing boundaries but also the totalfield/scattered-field (TFSF) boundary. This is beneficial for the FDTD problems
encountered here because the simulation space can be reduced to efficiently solve for the
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scattered fields introduced by an incident plane wave without further processing required
to neglect the edge effects of the wall.
A monostatic radar system consisting of a target (wooden table) behind a wall
model (heterogeneous or homogeneous) was modeled with Angora to demonstrate the
effects of wall moisture profiles on the resulting matched illumination waveforms. The
conductivity profiles shown in Figure 3.1 were implemented in the wall model according
to the wall/target geometry shown in Figure 3.3. The frequency-dependent characteristics
of the complex permittivity for the individual layers that compose the wall model are
defined using an extended Debye model for a given moisture level [49-50, 60]. The
dielectric property (permittivity) ranges investigated in this work follow measured and
estimated results in [49] for concrete and sand at different levels of moisture saturation
and contain the following values: 6 ≤ 𝜀𝑟 ≤ 28 , 0.0 ≤ 𝜎 ≤ 1.0 𝑆/𝑚.

Figure 3.2

Representative heterogeneous walls as modeled in Angora
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(a.)

Figure 3.3

(b.)

Geometry of wall and table simulation

(a.) 𝑥𝑧 dimensions
(b.) 𝑦𝑧 dimensions
It is assumed that the transmitter/receiver pair is located in the far zones of the
targets for the frequencies considered. For each wall model and target, the scattering
field was computed for a linearly polarized (𝐸𝑥 ) incident waveform at incident angles
from 0° to 60° with 5° increments in the 𝑥𝑧 plane. That is, using the spherical coordinate
system, the incident waveform was transmitted at polar (zenith) and azimuth angles of
120° ≤ 𝜃 ≤ 180° and 𝜙 = 0°, respectively. For all incident waveforms, the incident
vector 𝒌 is set at 𝜙 = 0° so that the waveform travels in the +𝑧 direction. The coordinate
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system with an incident waveform directed at 𝜃 =180° and having an aspect angle of 0°
is shown in Figure 3.4 where 𝜓 is the polarization angle of the electric-field unit vector
and measured from 𝜉 to 𝜂 so that 𝜓 = 90° which yields 𝐸𝑥 polarization. Maxwell’s
̂. In
equations dictate that the electric field is perpendicular to the incidence vector 𝒌
order to define the orientation of the electric vector unambiguously, a local coordinate
̂ . The unit vectors (𝜉̂ , 𝜂̂ ) are
̂ × 𝑧̂ and 𝜂̂ = 𝜉̂ × 𝒌
system is defined such that 𝜉̂ = 𝒌
̂.
perpendicular to each other and lie in the plane perpendicular to the incident vector 𝒌

Figure 3.4

Geometry of simulations illustrating incident waveform
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The transmission impulse response of the wall as well as the scattering impulse
response of the table were found by illuminating each in free space with a differentiated
Gaussian pulse containing energy over the 0.1 to 6.5 GHz band and deconvolving the
incident waveform from the scattered field [65-68]. Deconvolution of the impulse
response is not trivial and complicated by the presence of an ill conditioned matrix in the
deconvolution process. A brief discussion of techniques used for deconvolution can be
found in Appendix A. The incident waveform and resultant scattered fields were both
lowpass filtered with a cutoff frequency equal to 6.5 GHz in order to keep the frequency
range within the range of interest as well as neglect energies at the near-zero, high
frequency content of the incident waveform which could lead to error in the impulse
response derivation.
3.2

Simulation Results
The results below illustrate the impacts of the wall moisture profile on matched

illumination waveforms. First, the transfer functions of the walls and targets illustrate the
spectral location of the signal energy and provide a clear illustration of how the matched
illumination process optimally designs a transmission waveform. Then, the SINR is
computed for the various wall models and conclusions are made about the performance
of the optimal matched illumination waveforms.
3.2.1

Comparison of Transfer Functions
To begin discussion of the simulation results, it is first noted that the matched

illumination waveforms are highly aspect angle dependent due to radar targets yielding
significantly different impulse responses for different orientations. Yet, this aspect angle
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dependency is for the most part target based. The wall’s impulse response was shown to
remain relatively similar in terms of its impulse response when subjected to different
incident angles. The transfer functions (Fourier transforms of impulse responses) for the
wall models and the table target are shown in Figures 3.5-3.12 on a normalized scale for
the homogeneous (uniform) and heterogeneous (interior and exterior) wall models,
respectively. An inspection of the wall and target transfer functions is beneficial to
illustrate where peaks in the transfer functions align, which determines the frequency
band(s) yielding the strongest response for the given wall/target scene. Intuitively, the
transmitted waveform should contain significant amounts of signal energy at these
frequencies to improve the SINR.
As seen in Figures 3.5-3.6, the aspect angle mainly affects the target response
rather than the wall response. For the uniform wall in Figure 3.5, the transfer function
ultimately retains its shape and does not alter dramatically except for the magnitude of
the transfer function. There are slight changes in the location of the peaks and nulls at the
higher frequencies, but they are minor in comparison to the target’s peak and null
movement arising from the transmission incidence angle. The slight change of the wall
transfer function with respect to aspect angle as seen with this wall model is consistent
with all wall models considered in this study. As expected, the significant alteration of
transfer function with respect to aspect angle is seen for the target response. In Figure 3.6,
the target’s transfer function for varying aspect angles are shown with a square point
located at the peak of the given function. Here, the peaks move significantly across the
frequency spectrum and the transfer functions are not closely related to one another in
terms of overall shape; consequently, the target’s orientation should be very accurate
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when considering the design of transmitting matched illumination waveforms to achieve
optimal detection performance. However, as previously stated, the uncertainty of target
orientation can be overcome by cycling through all possible waveforms for a given target

Normalized Spectrum

of interest.

Figure 3.5

Uniform wall model transfer function for different aspect angles

Note: Wall shown in the figure has dielectric properties of 𝜀𝑟 = 6, 𝜎 = 0.5 𝑆/𝑚
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Normalized Spectrum

Figure 3.6

Table (target) transfer function for different aspect angles

The matched illumination scheme places signal energy that will have the best
transmission response through the wall and scatter most effectively with the target under
consideration. Figure 3.7 demonstrates how the matched illumination waveform places
its energy in the optimal position given this impulse response (or equivalently transfer
function) information used in the design process. It is clear that the optimal waveform
contains energy at peaks in the wall transmission response and the target scattering
response and varies greatly for wall’s containing spectral differences due to their
dielectric properties. Again, it should be remembered that the cases shown here assume
white noise and no clutter. In the case of colored noise and clutter, the optimal
waveform’s spectral energy would be in the most optimal position with respect to wall
transmission, target backscatter, noise spectral power, and clutter spectral power.
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Figure 3.7

Transfer functions of particular wall model and table target and the
resulting optimal waveform

With regards to only considering the conductivity changes (moisture will most
significantly affect the conductivity of the material), Figures 3.8- 3.10 reveal that lower
wall conductivities yield radome-like wall responses for all three profiles. In general,
higher values of wall conductivities tend to smooth the wall responses over the
considered frequency band for all three profiles, but still tend to favor lower frequencies
for the interior and exterior profiles. For sufficiently high conductivities, surface
reflections are enhanced at both wall/air interfaces for the uniform profile, but only at the
outer wall/air interface for the exterior profile. The surface reflections are not affected at
either wall/air interface for the interior profile.
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Figure 3.8

Wall and table transfer functions - uniform conductivity profile

Note: All wall models have relative permittivity value of 𝜀𝑟 = 6

Figure 3.9

Wall and table transfer functions - interior conductivity profile

Note: All wall models have relative permittivity vale of 𝜀𝑟 = 6
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Figure 3.10

Wall and table transfer functions - exterior conductivity profile

Note: All wall models have relative permittivity value of 𝜀𝑟 = 6
The spectra of three representative matched illumination waveforms given
uniform, interior, and exterior conductivity profiles of equal max conductivity and equal
mean conductivity are shown in Figures 3.11 - 3.12, respectively. In general, the
matched illumination optimization method places most of the signal energy where the
combined wall transmission and target scattering responses are maximum. Clearly, the
shape of the moisture profile (conductivity profile) significantly impacts the spectral
location of the transmission waveform’s energy as illustrated in Figures 3.11 – 3.12.
Note that the matched illumination waveforms in Figure 3.12 are focused at a single
lower frequency for the interior profile, a single upper frequency for the uniform profile,
and distributed among three frequencies for the exterior profile. The three frequencies of
interest represent the three highest peaks in the target response.
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Figure 3.11

Matched illumination waveform spectra for different wall conductivity
profiles of equal max conductivity

Figure 3.12

Matched illumination waveform spectra for different wall conductivity
profiles of equal mean conductivity
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3.2.2

SINR Comparison
Similar to Chapter 2, to compare the performance of different matched

illumination waveforms, the input SNR is fixed to the matched filter in all cases. The
noise variance is 𝜎 2 = 𝑃max /10

𝑆𝑁𝑅in
10

where 𝑃max is the highest power of the received

signal, and 𝑆𝑁𝑅in is assumed to be 10 dB. The SINR corresponding to the transmitted
optimal waveforms derived for a particular wall model and the table target at all aspect
angles are computed and compared to the SINR of a transmitted chirp waveform of equal
duration, equivalent energy, and covering frequencies from 0.9 GHz to 6.5 GHz. The
chirp waveform serves as a good comparison because it is conventionally used in
scenarios containing poor a priori information about the target scene as well as likely
transmitting energy which will respond well to the environment due to its broadband
characteristics.
The optimal waveform performed significantly better than the chirp signal,
averaging greater than 15 dB SINR improvement for all wall models and aspect angles.
The SINR computed for every aspect angle using the optimal waveform and chirp
waveform for an interior wall moisture profile correlating to dielectric properties of
𝜀𝑟 = 6, 𝜎max = 0.3 S/m and a table target is shown in Figure 3.13. It is evident from
Figure 3.13 and Table 3.1 that the matched illumination waveform can provide
significant enhancement to the radar system’s SINR when modeled accurately. In Table
3.1, a subset of all simulation results is provided to illustrate the radar performance
increase of optimal waveforms over chirp waveforms of equal duration and energy.
Also included in Table 3.1 is the SINR improvement over a chirp waveform
attained for the three cylinder targets simulated and previously discussed in Chapter 2.
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The chirp waveform is of equal duration and equivalent energy to the optimal waveforms
and has cutoff frequencies of 1GHz and 4 GHz. Like the table target simulations,
significant SINR improvement is attained for the cylinder targets when using the derived
optimal waveforms. It is noted that the maximum SINR improvement corresponds to the
optimal waveform derived from the full-wave response while the minimum SINR
corresponds to the primary-wave response rather than differing aspect angle differences
(for the cylinder simulations, aspect angle variation was not considered). Also, the SINR
improvements seen for some of the cylinder targets is much lower than the improvements
seen for the table target; however, a portion of this difference may be attributed to the
chirp waveform used in the cylinder target simulations being more narrowband (1 - 4
GHz) than the chirp waveform (0.9 - 6.5 GHz) used for comparison of the table target
simulations. From the SINR results of the cylinder targets, it can be inferred that the
smaller, less efficient scatterers (smaller cylinders), benefit most from optimal waveform
design rather than transmitting over a wide range of frequencies due to their narrow
scattering response. As the scattering response of the target narrows, the transmission
waveform’s placement of spectral energy becomes ever more important to radar
performance. Consequently, matched illumination waveform design can significantly
benefit the radar performance of poor target scatterers.
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Figure 3.13

Table 3.1

SINR comparison of transmitted optimal and chirp waveforms for an
interior wall moisture profile corresponding to 𝜀𝑟 = 6, 𝜎max = 0.3 S/m

Representative subset of SINR improvement gained from transmitting
matched illumination waveforms rather than chirp waveforms

Profile

Target

𝜀𝑟

𝜎 (𝑆/𝑚)

Uniform
Uniform
Interior
Interior
Exterior
Exterior
Uniform
Uniform
Uniform
Uniform
Uniform
Uniform

Table
Table
Table
Table
Table
Table
Cylinder (52 mm)
Cylinder (114 mm)
Cylinder (230 mm)
Cylinder (52 mm)
Cylinder (114 mm)
Cylinder (230 mm)

6.0
6.0
4.00 - 12.86
10.0 - 28.00
4.00 - 12.86
10.0 - 28.00
6.0
6.0
6.0
6.0
6.0
6.0

0.0
1.0
0.05 - 1.00
0.06 - 0.30
0.05 - 1.00
0.06 -0.30
0.0
0.0
0.0
0.1
0.1
0.1
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SINR Improvement
( dB )
MAX
MIN
AVG
20.26
12.46 15.22
23.19
9.82
16.73
22.98
12.36 16.74
22.87
11.27 15.74
21.95
12.10 16.34
19.62
11.83 15.65
28.19
27.18 27.72
15.31
12.52 14.96
6.101
3.722 5.389
24.53
23.77 24.34
13.92
9.988 12.49
4.663
3.215 4.145

An example illustrating the need for accurate wall models is presented for a table
target located behind a lossless interior profile wall with relative permittivity of 4.0 ≤
𝜀𝑟 ≤ 12.86. For the aforementioned wall/target scenario, the SINR was computed using
both an optimal waveform derived from the actual wall/target scenario and an optimal
waveform derived for a lossless uniform profile wall with relative permittivity of 𝜀𝑟 =
6.0 for all aspect angles. The resulting SINR per aspect angle is shown in Figure 3.14
along with the transfer functions of the optimal waveforms, table, and walls considered in
the comparison for an aspect angle of zero shown in Figure 3.15. At an aspect angle of
zero degrees (𝜃 = 180°, 𝜙 = 0°), the SINR resulting from transmitting the interior
optimal waveform for the interior wall simulation is over 10 dB higher than transmitting
the uniform optimal waveform for the interior wall simulation, and it is clear that this
occurs from the uniform optimal waveform placing its energy at a null spectral location
of the interior wall’s transfer function located around 3.2 GHz. Thus, the waveform
doesn’t propagate efficiently through the interior wall. Hence, having an accurate wall
model which includes its proper material properties is vital part of TWR when utilizing
matched illumination waveform design.
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Figure 3.14

Resulting SINR per aspect angle when transmitting either an interior
(4.0 ≤ 𝜀𝑟 ≤ 12.86) or uniform (𝜀𝑟 = 6.0) optimal waveform through the
interior wall model with a table located behind it

Figure 3.15

Transfer functions at an aspect angle of zero degrees of interior wall model,
uniform wall model, and table along with resulting optimal waveforms
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3.3

Chapter Summary and Conclusions
The matched illumination waveform results shown in Figures 3.7 and 3.11 - 3.12

for the different dielectric property profiles demonstrate that the shape of the wall
moisture profile can dramatically impact the spectral composition of the resulting optimal
waveform. The SINR enhancements shown through simulation provide good reason to
utilize matched illumination waveforms for TWR. Through numerous simulations, it was
shown that in general, the wall transmission response sees a fundamental transition in its
spectral characteristics at a conductivity threshold between 0.1 ≤ 𝜎 ≤ 1.0 S/m. At
conductivities above the threshold, the spectral response of the wall flattens out so that
the target scattering response is the main driving force in the design of the optimal
waveform.
Meanwhile, it is clear that the resulting optimal transmission waveform’s
performance perilously relies on the a priori information of the model used in derivation
of the impulse response information of the radar scene. Furthermore, little information is
available on realistic moisture conductivity profiles for commonly used walls and
specifically adobe walls. In order to validate the radar performance of the computed
matched illumination waveforms as well as provide realistic wall material parameters for
commonly encountered walls, the wall’s material profile through moisture and dielectric
measurement must be obtained and is the topic of discussion in Chapter 4.
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CHAPTER IV
MOISTURE PROFILE AND DIELECTRIC PROPERTIES FOR ADOBE WALL

As previously discussed, TWR applications may require advanced modeling of
the radar system to adequately address wall effects impacting the radar signal waveform.
These propagation effects degrade the imaging results and must be accurately modeled to
achieve suitable TWR imaging and target detection. Consequently, it is necessary to
know the dielectric properties of the wall under consideration. In this study, a coaxial
probe measurement technique was used to investigate the dielectric properties of an
adobe wall structure in the microwave region of 500 MHz to 7 GHz. Additionally, it is
shown that the dielectric properties are moisture-dependent and the moisture profile of
the adobe wall is obtained for more accurate and meaningful modeling.
4.1

Introduction
Typically, model-based reasoning must be used to design radar systems which

allow imaging or detection of objects located behind a wall. In order to properly design a
radar system for a TWR scenario, the wall must be accurately accounted for due to the
ability of the wall to significantly impact the radar performance. For example, it was
shown in [1] and briefly discussed previously that two-way wall attenuation differences
of more than 50 dB are likely for through-wall radar performance. Unfortunately,
previous research regarding typical dielectric properties of walls is limited and especially
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lacking with regards to changes in the dielectric properties as a function of frequency and
moisture content [51,59-62,76-78,81-82,92-93]. The moisture content of the wall
material enhances the impact of the wall on radar waveforms because it increases the
electric conductivity of the material.
The permittivity 𝜀 of a material is defined as
𝜀 = 𝜀 ′ + 𝑗𝜀 ′′

(4.1)

where the real part 𝜀 ′ is the absolute permittivity of the material relative to that of free
space 𝜀0 , or equivalently 𝜀 ′ = 𝜀𝑟 𝜀0 . The imaginary part 𝜀 ′′ is its dielectric loss factor
(also relative to that of free space). Electrical conductivity is a commonly used parameter
in modeling materials and is related to dielectric loss factor as
𝜀 ′′ =

𝑗𝜎
𝜔𝜀0

(4.2)

where 𝜎 is electrical conductivity and 𝜔 is the angular frequency.
The purpose of this chapter is to investigate the microwave dielectric properties,
i.e., 𝜀, of a commonly encountered wall structure, adobe, in the frequency range of 500
MHz to 7 GHz. The frequency range studied is chosen to comfortably accommodate the
frequencies (1GHz – 4 GHz) which have shown to give the most desirable tradeoff
between signal attenuation, scene resolution, and antenna size for TWR [1]. It has been
shown in [75, 87-88] and discussed in Chapters 2 and 3 that the moisture profile of the
wall structure has a significant impact on the waveform design of TWR using matched
illumination theory. The work presented in this chapter specifically addresses the
moisture profile of a wall and its correlating dielectric properties to enhance modeling of
walls in model-based TWR.
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4.2

Experimental Procedure
To obtain dielectric data and correlate it to specific levels of moisture content,

five adobe wall samples are used. The samples are obtained by extraction through
cutting an adobe wall test article. That is, a large adobe wall will be decomposed into
five smaller samples which will be used for dielectric property and moisture evaluation
and validation.
The adobe wall test article is composed of compressed earthen blocks provided by
the Engineer Research and Development Center (ERDC), Geotechnical and Structures
Laboratory, Concrete Materials Branch. The compressed earthen blocks, here after
referred to as adobe bricks, were identified by ERDC as the best candidate material based
on a combination of local availability, sand to clay ratio, homogeneity, and consistency.
The bricks are formed from a characterized soil/clay mixture and pressed into blocks
using an AECT 3500 Series Compressed Earth Block Machine [102]. The bricks are
then assembled into walls using a mortar formed from the same sand and soil mixture
with the addition of water in a one to three to one ratio by mass, respectively. The mortar
is spread between the joints of the bricks, and the bricks are allowed to settle within the
mortar and solidify. The adobe walls provided for the experiments are shown in Figure
4.1 below.
The dielectric data reported in this study were generated from two experiments.
The first experiment is dielectric and moisture measurement performed for five adobe
wall samples of similar size. The samples are subjected to a constant relative humidity
level until they reach a constant weight which is equal to their moisture content at that
respective relative humidity level. Then, each sample’s dielectric properties are
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measured at five spatially different locations on the individual adobe sample using a
dielectric probe system described in section 4.2.2 below. The five measurements are then
averaged and represent the dielectric data for that particular adobe sample. The results
shown later in this chapter are the mean of the five averaged adobe wall samples data for
a given moisture level. Thus, at each moisture level shown, the data is representative of
25 distinct dielectric measurements. The five adobe sample’s dimensions and dried mass
is given in Table 4.1. Note, due to the brittleness of the adobe brick samples, the
dimensions are not completely square and represent the maximum measurement for a
given dimension.
Table 4.1
Sample
#
1
2
3
4
5

Adobe sample dimensions and dried mass used in Experiment 1
Length
(cm)
2.50
2.85
2.85
3.70
3.45

Width
(cm)
3.30
2.60
4.10
4.50
5.10

Thickness
(cm)
2.20
3.40
3.40
2.10
2.00

Mass Dried
(g)
16.23
24.63
39.93
34.31
35.91

The second experiment is performed for an adobe brick extracted from an adobe
test wall article that is subjected to relative humidity levels encountered at room
temperature inside the Mississippi State University anechoic chamber. The adobe brick,
originally 35.6 × 17.8 × 10.2 cm is then cut in half using a MK-PX3 dry cutting masonry
saw and dielectric properties are measured along a determined path (in the direction of
waveform propagation, along the 17.8 cm dimension) to measure any dielectric profile
arising from a moisture distribution within the brick. The first measurement is taken at
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0.1 cm from the brick’s edge and subsequent measurements are made 2.2 cm from the
previous measurement. Then, the moisture is measured at the given dielectric
measurement positions by cutting sub-samples from the brick. The sub-samples are
positioned around the dielectric probe measurement. That is, the sub-samples’ center is
the location of the dielectric probe. Measurements follow the diagram shown in Figure
4.1 below.

Figure 4.1

Adobe wall test articles and experiment 2 measurement procedure
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4.2.1

Dielectric Probe Measurement Technique
The permittivity data reported in this work is based on measurements of the

complex reflection coefficient of a coaxial probe terminated on the material under test
(adobe sample). The dielectric probe system used for this work is implemented with the
Agilent 85070E Dielectric Probe Kit and network analyzer consisting of open-ended
coaxial probes, application software, calibration standards, cables, and adapters [95]. The
network analyzer sweeps and measures the material’s response to microwave energy
which the probe transmits into the material under test. The software then uses the
reflected signal (𝑆11 ) to calculate the complex permittivity 𝜀.
Three different types of dielectric probes from the probe kit were tested and the
probe exhibiting the least measurement variability was used. After preliminary testing, it
was found that the Slim Form Probe, Option 030, yielded the most consistent
measurements and was used for the data reported in this work. The probe has a
frequency range of 500 MHz to 50 GHz and is an open-ended coaxial probe as shown in
Figure 4.2.
The dielectric measurements are based on a “semi-infinite” material size
constraint that, for accurate measured results, a sample must be at least equal to the probe
diameter. For the Slim Form Probe, this condition is satisfied if the sample thickness is
greater than 5 mm. The sample is also assumed to be non-magnetic, isotropic, and
homogeneous. The surface of the sample in contact with the probe must be very flat and
smooth to ensure gap free contact. Samples in this study were cut with the dry cutting
masonry saw to obtain a nearly flat surface.

58

Figure 4.2

Dimensions of the Slim Form Probe used in measurements

All measurements were taken linearly over the frequency range of 500 MHz to
7 GHz in steps of 1 MHz. Prior to each measurement trial, the dielectric probe was
calibrated to three known standards which include air, a short circuit, and water.
Additionally, to ensure measurement accuracy, a simple mounting bracket stand was used
to stabilize the probe in contact with the sample through the measurement.
4.2.2

Moisture Profile Measurement Technique
To measure moisture content of a material, gravimetric analysis is often used and

has been shown to be one of the most accurate methods for moisture content
measurement of solids [77, 94]. This method is based on applying dry-weighing to a
material and the moisture content
Ψ=

𝑚𝑤
𝑚𝑑 +𝑚𝑤

× 100%

(4.3)

is calculated by weighing the sample (wet), drying the sample, and then weighing the
sample (dry) again. In (4.3), 𝑚𝑤 is the mass of the sample containing water and 𝑚𝑑 is
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the mass of the dried sample. Generally, a sample is dried in an oven at 103 ℃ - 110 ℃
for an hour and allowed to cool to room temperature in a desiccator. It is then heated
again for 30 minutes, allowed to cool, and weighed a second time. The procedure is then
repeated until successive weighings agree to within 0.3 mg [94].
Correlating the dielectric properties to specific moisture content levels of the
adobe samples is accomplished with the use of an environmental chamber. To obtain
uniform moisture content throughout the sample, the adobe samples are first oven dried
to a constant weight and then placed inside an ETS Model 5503 Controlled
Environmental Chamber set to a constant relative humidity until the sample reaches a
constant weight for the given humidity level. This allows both maximum moisture
absorption within the material sample at a given humidity level in addition to providing a
uniform moisture profile throughout the sample which ensures the material assumption of
the dielectric measurement procedure that assumes a homogeneous material.
The uniform absorption (homogeneous profile) assumption made for the adobe
samples subject to the environmental chamber was confirmed in preliminary experiments
and is discussed in further detail in Chapter 4.3.1. The preliminary work used
gravimetric analysis of different sections of an adobe sample held in the environmental
chamber at varying humidity levels and times. The moisture content measured for the
subsections of the original sample all contained moisture content within ±0.257% of the
entire sample which confirms uniform moisture content throughout the original sample.
4.3

Dielectric and Moisture Profile Measurement Results
The permittivity and correlating moisture profiles were measured for an adobe

wall in experiment 1 at varying moisture content levels. Then, in experiment 2, the
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moisture profile of an adobe wall in a static environment was measured along with its
permittivity in order to both validate the measurements of experiment 1 as well as
provide a realistic moisture/dielectric profile that adobe walls exhibit in normal
conditions. This information is crucial to model-based reasoning and TWR, especially
when designing transmitting waveforms through matched illumination theory.
4.3.1

Uniform Moisture Throughout Sample
To ensure uniform moisture content throughout the adobe samples used in

experiment 1, preliminary testing was conducted on an adobe sample of comparable size
to the samples used in experiment 1. This preliminary testing also produced saturation
times required to reach moisture uniformity for the sample.
First, an adobe brick was cut to extract a sample having maximum dimensions of
2.6 × 4.1 × 3.6 cm and weighing 37.84 g after drying to a constant weight (dry mass).
The sample was then placed in the environmental chamber and exposed to a constant
relative humidity level. Over time, the sample was repeatedly weighed until a constant
weight was attained. Thus, it is reasonable to assume that the sample is fully saturated
and has achieved homogeneous or uniform moisture content. Then, the relative humidity
level is increased and the sample is again repeatedly weighed over time until a constant
weight is achieved. After this procedure is repeated several times and the sample is
exposed to several relative humidity levels, the sample, again at a constant weight for a
given humidity level, is cut into five sections and each subsection is dried to a constant
weight. If the weight of each subsection is equal, then it is reasonable to assume that the
original sample contained a homogeneous moisture profile.
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The preliminary testing procedure described above yielded results which confirm
that after an adobe sample is exposed to a relative humidity level for a satisfactory period
of time, the sample will contain a homogeneous moisture profile. The details of the
preliminary testing are shown in Tables 4.2 - 4.3. The time required (in minutes) to reach
a constant weight (𝑚𝑏𝑟𝑖𝑐𝑘 ) is provided in Table 4.2 where the relative humidity (RH)
level is provided with the corresponding moisture level (Ψ) of the adobe brick sample.
Furthermore, Table 4.3 provides the gravimetric analysis results of the five subsections
(𝑚1−5
𝑏𝑟𝑖𝑐𝑘 ) cut from the original adobe sample used in the prior measurements. The five
subsections of the original sample should be equal to the moisture content measured in
the original sample. The percent difference between the final moisture content of the
original sample ( Ψ𝑏𝑟𝑖𝑐𝑘 (𝑅𝐻 = 97.9%) ) and the moisture content of each brick
1−5
subsection sample (Ψ𝑏𝑟𝑖𝑐𝑘
) is provided in Table 4.3 as Δ% which follows Δ% =
1−5
|Ψ𝑏𝑟𝑖𝑐𝑘 − Ψ𝑏𝑟𝑖𝑐𝑘
|.
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Table 4.2

Preliminary testing to ensure complete saturation of adobe sample

RH (%)
75.9

Time (min):
0
870
910
930
1120
1142

𝑚𝑏𝑟𝑖𝑐𝑘 ( g )
37.84
39.09
39.10
39.12
39.12
39.12

Ψ(%)
0.000
3.198
3.223
3.272
3.272
3.272

80.9

0
210
245
270
980
1115

39.12
39.21
39.22
39.20
39.28
39.28

3.272
3.494
3.519
3.469
3.665
3.665

85.9

0
40
75
345
485

39.24
39.28
39.29
39.37
39.37

3.568
3.666
3.691
3.886
3.886

90.9

0
720

39.37
39.58

3.886
4.396

95.9

0
270
585

39.54
39.74
39.78

4.299
4.781
4.877

97.9

0
910
920
1120

39.73
40.12
40.10
40.12

4.757
5.683
5.636
5.683
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Table 4.3

𝑚1𝑏𝑟𝑖𝑐𝑘
2
𝑚𝑏𝑟𝑖𝑐𝑘
3
𝑚𝑏𝑟𝑖𝑐𝑘
4
𝑚𝑏𝑟𝑖𝑐𝑘
5
𝑚𝑏𝑟𝑖𝑐𝑘

Preliminary testing to ensure uniform saturation of adobe sample
𝑚𝑤 ( g )

𝑚𝑑 ( g )

Ψ (%)

Δ%

9.34

8.79

5.89

0.206

5.46

5.14

5.86

0.178

9.26

8.71

5.94

0.257

6.03

5.68

5.80

0.121

2.60

2.45

5.77

0.086

It is clear that after approximately 15 hours and 30 minutes, it is reasonable to
assume that the adobe sample considered reaches full moisture saturation at the
respective relative humidity level. The time to reach that saturation point is confirmed
for all relative humidity levels used in the preliminary testing, but the time may actually
be much shorter. Saturating the sample from its dry mass to a moisture content of
3.272% would intuitively take longer than saturating the sample from 3.272% to 3.665%,
and the 15 hours and 30 minutes time frame corresponds to the sample gaining 3.272%
moisture. A more thorough study of the saturation times would be required to place a
definitive number on the time required to uniformly increase the moisture content of an
adobe sample; however, this is beyond the scope of the work presented. Rather,
confidence in obtaining a homogeneous moisture profile after some determined time
threshold was desired and the testing was undertaken to provide that.
The percent moisture within each subsection of the original adobe brick sample
was within ±0.257% of the final moisture content of the adobe sample which is nearly
equal and a sufficiently small enough error to assume that the moisture is uniformly
distributed within the adobe sample. All adobe samples measured throughout experiment
1 were exposed to a constant relative humidity level for over 24 hours which is greater
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than the threshold limit observed in preliminary testing. In doing so, the dielectric probe
assumptions of the material being measured having a homogeneous composition and
containing uniform moisture saturation is met.
4.3.2

Dielectric Properties with Correlating Moisture Content
The first experiment, previously referred to as experiment 1, which measured the

dielectric properties of adobe brick samples at varied levels of moisture content, showed
good agreement in permittivity being impacted by the amount of moisture present within
the adobe sample. Among the five samples and 25 combined measurements at each
relative humidity level, the measured value of relative permittivity, 𝜀𝑟 , ranged between
1.654 and 6.273. Additionally, the measured value of electric conductivity, 𝜎, ranged
between 0 and 0.2389 S/m for all measurements. The ranges of relative permittivity and
conductivity for a given moisture content level are presented in horizontal bar-chart
format in Figures 4.3 - 4.4. The square and diamond markers on each line represent the
mean of the measured values at 500 MHz and 7 GHz, respectively. It is noted that the
change in relative permittivity from 500 MHz to 7 GHz is relatively small whereas the
change in electrical conductivity is significant due to the effects that moisture has on
dielectric properties and its major effect on the conductivity of materials.
As seen in Figures 4.3 - 4.4, the variation of measurements can be significant, and
this can be attributed to error in repeatability of the dielectric probe measurements as well
as the different probe position on the sample which likely contains non-uniform densities
throughout the sample due to the inherent composition of the adobe bricks. However,
after further analysis, it was found that the adobe bricks maintained measurements within
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±5% which is in agreement with Agilent’s typical probe accuracy of 𝜀 ′ = 𝜀 ′ ± 0.05 |𝜀|
and 𝜀 ′′ = 𝜀 ′′ ± |𝜀| found in [95].
It should be noted that the electric conductivity values measured for the brick
samples at 0% moisture content (completely dried) are not displayed in the figures
because the values were inconsistent and sometimes contained negative values of the
dielectric loss factor, 𝜀 ′′ . This error may be due to the material being too low lossy as it
is recommended that the minimum recommended loss tangent be greater than 0.05 for the
measurement tools utilized in this study [95].

Figure 4.3

Relative permittivity (𝜀𝑟 ) measured at given moisture content levels
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Figure 4.4

Electrical conductivity (𝜎) measured at given moisture content levels

To combat outliers within the measured data and more clearly bring out frequency
dependencies, least-squares linear regression approximations are applied to the means of
the dielectric measurements. The regression models of relative permittivity and electrical
conductivity are shown in Figures 4.5 - 4.6 below with uncertainty margins which
correspond to the maximum and minimum measured value at the respective frequency of
all measured data. All measurements and their corresponding regression models are in
good agreement with one another in terms of their dielectric property value location with
regards to change in moisture content. That is, as the moisture content of the adobe
samples increase, the corresponding relative permittivity values increase. Similarly, the
electrical conductivity values increase in accordance to an increase in moisture content.

67

Figure 4.5

Linear regression model of relative permittivity measurements for each
moisture content level considered

Figure 4.6

Linear regression model of electrical conductivity measurements for each
moisture content level considered
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For completeness of presenting results of experiment 1, Figure 4.7 provides the
moisture content present within the measured brick samples after being subjected to the
constant relative humidity level maintained in the environmental chamber. The moisture
content appears to follow an exponential curve with regard to its increase given a
particular relative humidity. This information may be useful for modeling adobe walls in
particular environments and allow libraries of optimal radar parameters for different
climatic conditions and events.

Figure 4.7

Moisture content of adobe samples for each relative humidity level
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For validation and realization of an accurate, realistic moisture profile for an
adobe wall at normal conditions, experiment 2 produced moisture and dielectric
measurements of an adobe wall subjected to a relative humidity level experienced in an
indoor facility. In this manner, the moisture profile of the wall will be measured for nonuniformity with regards to moisture content present along a particular dimension of the
wall as described earlier in Figure 4.1.
4.3.3

Validation of Measurements and Proof of Moisture Profile
To confirm the data measured for the adobe samples as well as investigate

accurate moisture profiles for adobe walls, the dielectric properties and moisture content
was measured for an adobe brick along the typical radar waveform’s path of propagation.
The adobe brick was extracted from a complete adobe wall structure and follows the
diagram in Figure 4.1. The resulting measured data of dielectric properties and moisture
content for the adobe brick agree well with the results of the measured adobe samples
from experiment 1.
In Figures 4.8 - 4.9, the relative permittivity and electrical conductivity for the
brick is shown with regard to its measured position along the brick and compared with
the data obtained for the brick samples in experiment 1. Results in Table 4.4 detail the
moisture content present at the measured positions. Additionally, the relative permittivity
and electrical conductivity measured at 500 MHz and 7 GHz are given to allow insight to
be drawn into the measurements and how the moisture profile directly shapes the
dielectric property profile of the adobe wall. The overall moisture profile of the brick
along the measured path is shown in Figure 4.10. The data shown for Position 1 in
Figures 4.8 - 4.10 as well as in Table 4.4 is the leftmost measurement located at 0.1 cm
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from the extracted adobe brick’s edge. This follows directly with the measurement
procedure described earlier in Chapter 4.2 and illustrated in Figure 4.1 and Figure 4.10.
Again, measurements progress along the brick in steps of 2.2 cm; thus, Position 2 is
located 2.3 cm from the bricks edge, Position 3 is located at 4.5 cm from the brick’s edge,
and so on.

Figure 4.8

Linear regression model of relative permittivity measurements of adobe
brick taken during experiment 2
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Figure 4.9

Linear regression model of electrical conductivity measurements of adobe
brick taken during experiment 2

There is good agreement between the measured dielectric properties of the
extracted brick and the properties of the brick samples data when comparing moisture
content. For instance, the extracted brick’s first position moisture content was measured
to be 3.11% and yielded a relative permittivity measure of 3.857 at 7 GHz and 4.609 at
500 MHz. Comparatively, the data of the brick samples resulted in a relative permittivity
value of 3.736 at 7 GHz and 4.226 at 500 MHz for a moisture content of 2.967% which
shows good agreement between measurements. The results of the extracted brick are
shown below in Table 4.4.
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Table 4.4

Measurements taken for adobe brick in experiment 2

Position

Ψ(%)

1
2
3
4
5
6
7
8
9

3.11
3.09
3.04
2.78
2.56
2.98
3.17
3.22
3.25

𝜀𝑟
500 MHz
4.6092
4.377
4.2274
3.9028
3.8655
3.992
4.6371
4.6583
4.7033

7 GHz
3.8566
3.7404
3.6317
3.4172
3.351
3.4473
3.8921
3.92
3.9233

𝜎 (𝑆/𝑚)
500 MHz
7 GHz
0.0733
0.1283
0.0713
0.1089
0.0692
0.1013
0.0543
0.1009
0.0482
0.0751
0.0619
0.0815
0.0634
0.1088
0.0706
0.1217
0.0749
0.1342

For a more illustrative comparison, Figures 4.8 - 4.9 compare the dielectric
properties of the extracted brick against the data from the brick samples at similar
moisture levels. In terms of moisture levels matching adobe samples moisture levels
based on dielectric property measurement, the extracted brick from experiment 2 closely
matches the dielectric properties measured for similar moisture levels of the adobe
samples in experiment 1. The measured electrical conductivity matched well across the
entire frequency range as seen in Figure 4.9. There is good agreement in terms of
increased moisture content increases the value of conductivity as well as the moisture
content of the relative position matching well with the moisture content of the adobe
samples for similarly valued conductivity. Meanwhile, the measured relative permittivity
closely matches at all frequencies with the exception of the outermost positions at higher
frequencies. The relative permittivity measurements align themselves well throughout
lower frequencies, but the outermost measurements differ from comparable adobe
samples measurements for similar moisture content by a relative permittivity value of
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approximately 0.2 at 7 GHz. With the exception of the small relative permittivity
disagreement at the higher frequencies, the dielectric properties and corresponding
moisture content measured in experiment 2 matches very well with the dielectric property
and moisture measurements taken in experiment 1. As seen through inspection of
Figures 4.8 - 4.9, the moisture content and dielectric property profiles are corroborated
through both experiments and confirm the existence of non-uniform moisture profiles
present within an adobe brick.
The moisture profile measured for the adobe brick in experiment 2 is shown in
Figure 4.10. Because the moisture content decreases severely at the center of the brick
and remains relatively constant at the edges, it can be assumed that the adobe wall will
contain a Gaussian shaped moisture profile, and the permittivity measurements on the
same brick agree with this assumption as seen especially well in Figure 4.10 by noticing
the symmetry of the conductivity values with regards to position. Thus, an inverted
interior wall model previously used in Chapter 3 appears to be a good model profile for
adobe walls.
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Figure 4.10

4.4

Moisture profile measured for adobe brick

Chapter Summary
A rigorous study was undertaken to determine the presence of a non-uniform

moisture profile within a wall structure. The measured results show good correlation
between multiple experiments and relate the moisture content of the wall to its dielectric
properties. The adobe wall tested shows the existence of a non-uniform moisture profile
and its impact on the dielectric properties of the adobe material. With accurate models
now available for an adobe wall, Chapter 5 details the validation of SINR enhancement
provided through the use of matched illumination waveforms designed for TWR which
incorporate the moisture profile of the wall. Also, by modeling the wall, theoretical
results can be obtained and the dielectric measurements of the wall can be further
validated if the radar measurements agree with the simulation results.
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CHAPTER V
VALIDATION THROUGH USE OF A SIMPLE RADAR SYSTEM TO TRANSMIT
OPTIMAL WAVEFORMS

The results and discussions of previous chapters illustrate the potential benefit of
using matched illumination waveforms to enhance TWR. Thus far, literature of attempts
to validate the simulated radar performance results of computed matched illumination
waveforms for TWR is severely lacking; rather, it has only been done for targets located
in free space [46]. The following work in this chapter provides validation of the benefits
provided through the use of matched illumination waveforms designed for wall models
which include accurate moisture profile information by realizing a radar system which
transmits the derived optimal waveforms and comparing the results to results occurring in
simulation. A conventional radar system is used to produce the optimal waveforms; thus,
demonstrating the applicability of using matched illumination waveforms for use in
simple, low-cost radar systems.
5.1

Introduction
To evaluate the radar performance of transmitting matched illumination

waveforms in TWR applications, the waveform must first be designed given a priori
information of the radar scene. Because the previous work presented in this study has
yielded accurate material properties of an adobe wall, this information can be used in the
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design of an optimal transmission waveform through matched illumination theory. Then,
the optimal waveform can be applied to an adobe wall that matches the measured
properties of the adobe wall. That is, a TWR scenario including an adobe wall and
simple target is set up in an anechoic chamber and evaluated for radar performance
(specifically received power and resulting SNR). The anechoic chamber is ideal for
performing a comparison to simulation results as it creates a near-ideal environment for
wave propagation. The anechoic chamber is a shielded room which eliminates noise
from the outside environment while the interior floors and walls are filled with pyramidal
absorbers which reduce or eliminate unwanted reflections.
For all measurements in the anechoic chamber, FDTD simulation results are used
for comparison. Again, the Angora FDTD software package is used for these simulations
which models the adobe wall according to the measured dielectric properties with the
given target located behind the wall. To create the adobe wall model which matches the
measured results, a multiple linear regression model is produced using the moisture and
dielectric properties over the frequency range considered.
Multiple linear regression attempts to model the relationship between two or more
independent variables and a response variable by fitting a least squares function to the
observed data. Thus, in the case of modeling the adobe wall’s dielectric properties, the
multiple linear regression model is of the form
𝜀𝑟𝑖 = 𝛽0 + 𝛽1 Ψ𝑖 + 𝛽2 𝑓𝑖 + 𝛽3 Ψ𝑖 𝑓𝑖
where 𝛽 is the regression coefficients, 𝜀𝑟𝑖 is the relative permittivity, Ψ is the moisture
content, and 𝑓 is the frequency of the 𝑖th observation (measurement). Similarly, the
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regression model for electrical conductivity follows the same format, but replace 𝜀𝑟𝑖 with
𝜎 𝑖 . After minimizing the sum of the square error of the model function, the best fit line is
found for 𝛽 coefficients. Resultantly, given the regression 𝛽 coefficients, the dielectric
properties can be estimated for any value of moisture content Ψ and frequency 𝑓. In this
work, this is accomplished using the regress function in MATLAB, and the resulting
adobe wall model properties are estimated for the moisture profile measured in Chapter 4
and shown in Figure 4.10 which is then modeled in Angora. The relative permittivity and
conductivity profile of the adobe wall modeled in Angora was estimated using multiple
linear regression models with independent variables of moisture and frequency and are
shown in Figure 5.1.

Figure 5.1

Adobe wall dielectric profile as modeled in Angora using measured
moisture and dielectric properties
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5.1.1

Attenuation Due To Adobe Wall
The first experiment conducted in the anechoic chamber is the measurement of

attenuation versus frequency for an adobe wall over the frequency range of 1 - 4 GHz to
ensure that the dielectric properties of the adobe wall measured previously and presented
in Chapter 4 are accurate. Additionally, attenuation experienced propagating through a
certain wall is useful information to radar system design of through-the-wall
environments. The measured through-wall attenuation is compared to the attenuation
predicted by the simulated through-wall model using measured dielectric property values.
A line of sight radar configuration is used for measurements of the power received in this
experiment.
To provide this comparison, the path loss was first measured in the anechoic
chamber so that loss due only to wave propagation in free space could be accounted for in
the case of the wave propagating through the wall. The free space path loss (FSPL) is
often used in RF applications for predicting signal strength that may be expected in
communications systems. The FSPL is derived from the Friis transmission equation
which estimates the signal strength at a given point in a transmit-receive system. That is,
the power received at an antenna in free space is
𝑃𝑟 =

𝑃𝑡 𝐺𝑡 𝐺𝑟
𝐿𝐿𝑡 𝐿𝑟

(5.1)

where 𝑃𝑡 is the transmitted power, 𝐺𝑡 and 𝐺𝑟 are the gains of the transmitting and
receiving antennas, 𝐿𝑡 and 𝐿𝑟 are the losses of the radar system (transmitting losses,
receiving losses) and 𝐿 is the free space path loss [101]. All units of gains 𝐺 and losses 𝐿
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are expressed as power ratios and the powers 𝑃 are in Watts. In the far field of the
transmit antenna, the FSPL is given by
𝐿=

(4𝜋)2 𝑑 2

(5.2)

𝜆2

where 𝑑 is the distance between the antennas and 𝜆 is the transmitted wavelength. Thus,
the FSPL only depends on the distance traveled and transmission frequency and can be
used to approximate the power received for the radar system used in a line of sight radar
configuration. After, the power received is measured in free space (𝑃𝑓𝑠 ), the adobe wall
is placed between the two antennas and the power received is again measured (𝑃𝑤 ).
Resultantly, the power loss or attenuation due to the wall (𝐿𝑤 ) can now be calculated as
𝐿𝑤 = 𝑃𝑓𝑠 − 𝑃𝑤 .
To compare the attenuation due to the wall (𝐿𝑤 ), the attenuation constant 𝛼 is
calculated for an adobe wall given the measured values of its dielectric properties.
Propagation losses or attenuation due to a homogeneous wall (𝐿𝑤 ) can be computed as
𝐿𝑤 = 𝑒 −2𝑡𝑤𝛼

(5.3)

where 𝑡𝑤 is the thickness of the wall and 𝛼 is the attenuation constant derived from the
solution of the plane wave equations of electromagnetic fields. The attenuation constant
𝛼 is calculated as
′ 𝜇
𝜀𝑤
𝑤

𝛼 = 2𝜋𝑓 √

2

2

𝜎

𝑤
(1 + (2𝜋𝑓𝜀
′ ) − 1)
𝑤

(5.4)

′
′
where 𝜀𝑤
is the permittivity (real) of the wall (𝜀𝑤
= 𝜀𝑟𝑤 𝜀0 ), 𝜇𝑤 is the permeability of the

wall (𝜇𝑤 = 𝜇𝑟 𝜇0 ), and 𝑓 is the frequency of the propagating wave in Hz.
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Because the wall is not homogeneous, the dielectric properties within the walls
change as a matter of position; thus, the attenuation due to the wall has to account for the
change in dielectric properties as the wave propagates through the wall. That is, the
attenuation constant must be calculated for each layer considered (measured or modeled)
and then summed across all layers to give a total level of attenuation. Hence, the
attenuation for the multilayered wall is
𝑖

𝐿𝑤 = ∑𝑒 −2𝑡𝑤𝛼𝑖

(5.5)

𝑖
is the thickness of the 𝑖th layer and 𝛼𝑖 is the attenuation constant of the 𝑖th
where 𝑡𝑤

layer. Expressed in decibels, the loss due to the wall is 𝐿𝑤 (dB) = 10 log10 𝐿𝑤 .
5.1.2

Radar Performance of Matched Illumination Waveforms
To evaluate the radar performance of transmitting matched illumination

waveforms designed for the adobe wall and target, optimal waveforms are generated and
transmitted through a monostatic radar system in order to determine the level of target
echo power the antenna receives and the resulting SNR. The wall considered is an adobe
wall and the target is an aluminum plate. Of particular concern in this study is the ability
of the signal generator to produce an exact replica of the optimal waveform; as later
discussed, the generator cannot always exactly match the optimal waveforms (or at least
the waveforms designed in this study) and consequently must produce a near-optimal
waveform. The resulting SNR of the optimal matched illumination waveforms are
compared to non-optimal waveforms to illustrate the radar performance enhancements
created through the use of matched illumination waveforms for TWR problems. The
matched filter SNR output is provided by (1.10) where the scattered field autocorrelation
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matrix 𝑹𝑠 is formed by the scattered field received at the antenna in the anechoic
chamber measurements.
5.2

Equipment and Experimental Setup
The radar system used in this work utilizes two identical horn antennas which

construct either a line of sight transmit/receive configuration or a pseudo-monostatic
configuration. Figure 5.2 provides a block diagram of the hardware used during the
testing. The line of sight configuration is used for measurements detailed in Chapter
5.1.1, whereas the pseudo-monostatic configuration is used for radar measurements
detailed in 5.1.2. The antenna configurations used in this work are shown in Figure 5.3
and Figures 5.5 - 5.7. While technically the pseudo-monostatic configuration used is a
bistatic radar system comprising of a separate transmitter and receiver, the bistatic angle
is near zero and the antennas are collocated. Resultantly, this bistatic configuration can
be regarded as monostatic. The monostatic configuration is preferable for the
measurements in this study because it matches typical through-wall surveillance missions
wishing to have as little footprint as possible while also allowing simpler, normal
incidence calculations simulations to be used.
The horn antennas are both Com-Power Corp. Model AH-118 antennas which are
double ridged waveguide broadband horn antennas [104]. This antenna is linearly
polarized and designed to operate in the 1 − 18 𝐺𝐻𝑧 frequency range. The transmit and
receive antennas are set up for vertical polarization (ridges are perpendicular to floor) for
all tests completed in this work. When the antenna setup was in a monostatic
configuration, ECCOSORB LS-30 absorbing material was placed between the antennas
to reduce the antenna coupling.
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The transmitted radar waveform is generated with an Agilent N5183A MXG
signal generator and output to the transmit antenna through an amplifier. The signal sent
to the transmit antenna from the amplifier is amplified to 40 dBm. The signal generator
used in this work is capable of providing continuous wave (CW) signals from 100 kHz to
20 GHz. It also has the ability to transmit modulated signals in the form of amplitude
modulation (AM), frequency modulation (FM), and phase modulation (ΦM). The receive
antenna’s data is collected using a Tektronix DPO 72004 Digital Phosphor Oscilloscope.
The oscilloscope’s bandwidth is 20 GHz, with a 50 GS/s sample rate capable of recording
62.5 Msamples.

Figure 5.2

Anechoic chamber measurement equipment

For all anechoic chamber experiments completed in this work, a set of typical
hardware parameters were used during testing. To provide information and comparison
data across the frequency range of interest for all radar tests, uniform (unmodulated)
pulses of equal energy (40 dBm) and extent (50 μs) were transmitted at frequencies
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ranging from 1 to 4 GHz in steps of 100 MHz. To ensure complete measurement of the
radar signals with high resolution, the oscilloscope was set to measure at a sample rate of
25 GS/s over a duration of 80 μs which yields a record length of 2 Msamples at a
resolution of 40 ps.
Multiple adobe wall test articles were available for the measurements and testing
throughout this work. One of the adobe wall test articles was used for measurement
which resulted in destruction of the wall, and another adobe wall was used as the wall in
the radar testing completed in the anechoic chamber. Both adobe walls were composed
using identically fabricated adobe bricks which were arranged and mortared together to
form the wall in a similar manner. Thus, each adobe wall was created to resemble one
another as closely as possible in order to allow the wall used in radar testing to match the
wall used in dielectric property and moisture measurement. The adobe wall used during
testing in the anechoic chamber was 1' 7'' × 2' 1'' × 7'' or equivalently 0.45 m × 0.63 m ×
0.18 m (height × width × thickness). However, 4'' of absorbing material was placed
around all edges of the wall as seen in Figure 5.3 (b.); thus, with the absorbing material
placed around the edges of the wall, the exposed area of the adobe wall used during
testing in the anechoic chamber was 11'' × 1' 5'' or equivalently 0.2794 m × 0.4318 m
(thickness remains unchanged).
To maintain plane wave conditions for the entire area of the illuminated wall,
numerical calculations were undertaken which calculated the radiation pattern of the
antenna and the area in which the transmitted wavefront met plane wave criteria. How to
ensure plane wave conditions and the calculations showing that plane wave conditions
were met for all experiments in this work is presented in Appendix B. Additionally, to
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ensure the wall in the anechoic chamber matches the simulations and appeared “infinite”,
the absorbing material was placed around all edges of the wall to minimize edge effects.
5.2.1

Attenuation Due to Wall - Experimental Setup
To begin the first experiment, the two horn antennas are placed 5.785 m from one

another as illustrated in Figure 5.3 with the exception of the wall being absent (wall
thickness is 18 cm). Then, the free space loss (path loss) was measured and compared to
the calculated FSPL for the radar system. Next, an adobe wall was placed inside the
anechoic chamber. For the line of sight configuration, the adobe wall was placed 5.105
m from the transmitting antenna and the receiving antenna was located 0.5 m behind the
wall as illustrated in Figure 5.3. The transmit and receive antennas were placed at those
respective distances from the wall due to ease of setup within the chamber while also
maintaining plane wave illumination of the material under test (MUT) and far field
conditions.
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Figure 5.3

Line of sight radar system configuration with wall

(a.) Diagram of line of sight radar system configuration
(b.) Transmission side of radar system with MUT shown
(c.) Receiving side of radar system with MUT shown
Again, the transmitter antenna was used to propagate uniform pulses of equal
power and length at a specific, narrowband carrier frequency 𝑓𝑐 . The carrier frequencies
varied from 1 GHz to 4 GHz in steps of 100 MHz. The power received by the antenna
was recorded by the oscilloscope which recorded both field and spectrum measurements
(time-domain and frequency-domain) for each frequency. The measurements are then
compared to the expected received power calculated from (5.1) - (5.5) using the dielectric
properties measured for the adobe wall.
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5.2.2

Radar Performance of Matched Illumination Waveforms - Experimental
Setup
Figures 5.5-5.6 detail the measurement setups of the monostatic radar system.

The horn antennas are positioned close to one another and remain in identical
orientations. They are located 5.105 m from the front of the adobe wall so that the plane
wave illumination and far field conditions of the MUT are met. In the first set of
monostatic testing, an aluminum plate (8′′ × 8′′ × 0.08′′) is placed 16.5 cm behind the
adobe wall. Note that the plate is tested in two different arrangements to provide more
comparison data as well as measure frequency responses which will provide clear
illustration of the benefits provided through matched illumination waveform design. The
plate arrangements are such that the transmission waveform will be incident upon the
plate face as well as incident upon the edge of the plate as illustrated in Figure 5.4 below.
It is also noted that the edge-on plate arrangement shown in Figure 5.4 (b.) features the
same aluminum plate cut to dimensions of 8′′ × 1′′ × 0.08′′. The different plate sizes and
orientations considered here produce target resonances at different frequencies over the
frequency band of interest. Below, Table 5.1 details the series of experiments completed
during the monostatic configuration testing. The series of tests listed are completed for
both arrangements of the target (face-on and edge-on).
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Figure 5.4

Plate target positioning detailing face-on and edge-on arrangements

(a.) Face-on plate target arrangement
(b.) Edge-on plate target arrangement
Table 5.1

Details of anechoic chamber test series for monostatic configuration

Test #

Setup

Reason

1
2
3
4

Freespace
Target only
Wall only
Target behind wall

Eliminate any remaining antenna coupling/crosstalk
Confirm simulated frequency response
Wall reflection removal from wall/target data
Compare SNR for waveforms

Again, the base transmitted signals during this testing are narrowband, uniform
pulses of equal power and length at specific carrier frequencies from 1-4 GHz. However,
the matched illumination waveforms derived in simulation are also propagated. For the
wall/target scenarios considered here, the resulting optimal waveforms contain only one
major frequency component and a close approximation of the waveforms can be
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generated using simple modulation schemes. In fact, when the optimal waveform
contains one major frequency component, it is well approximated by a uniform pulse
1

waveform provided that the transmission duration is sufficiently long (𝑡 ≫ ) where time
𝑓𝑐

𝑡 is in seconds and the major frequency component 𝑓𝑐 is in Hz [35]. Given that the length
of the optimal waveform’s is directly dependent on the number of columns in the target’s
impulse response matrix (1.14), an appropriate pulse length can be defined in the
optimization process by simply zero-padding the matrix such that the desired pulse width
is attained [31, 35]. Additionally, to compare to conventionally used radar waveforms,
linearly frequency modulated (LFM) waveforms were also transmitted. The LFM
waveforms used were carried at frequencies of (3.04 GHz, 3.12 GHz, …, 3.96 GHz) with
maximum frequency deviations of 40 MHz based on the FM limitations of the signal
generator. The LFM waveform is commonly used in radar applications due to its near
constant spectrum over the specified frequency band.
The data in this experiment was collected in the time domain by the receive
antenna and recorded with the oscilloscope. The exact timing of the trigger level is a
vitally important parameter for these measurements due to removal of the antenna
crosstalk and wall reflection data. Hence, for measurements recorded in this study, it was
found that using an oscilloscope measurement setup which recorded the average of 5000
waveforms (echoes), the timing of the recorded data aligned nearly perfectly for all data.
The averaging also considerably decreased the noise in the measurement. In the event,
that the data was not perfectly aligned in the time-domain, signal processing techniques
were used to determine the number of samples needed to adjust the misaligned
measurement to the correct time through cross correlation of the antenna crosstalk.
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Figure 5.5

Monostatic configuration for adobe wall and face-on aluminum plate target

(a.) Diagram of monostatic configuration from a top-down view
(b.) View of monostatic configuration from behind the antennas
(c.) Aluminum plate target (face-on) placed behind wall
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Figure 5.6

Monostatic configuration for adobe wall and edge-on aluminum plate target

(a.) Diagram of monostatic configuration from a top-down view
(b.) View of monostatic configuration from behind the antennas
(c.) Aluminum plate target (edge-on) place behind wall
Antenna crosstalk or coupling consists of waveform energy directly traveling
from the transmitting antenna to the receiving antenna. Thus, for a fixed configuration,
this energy is present for all measurements. In the monostatic configuration used during
testing, significant antenna crosstalk was present. To combat this crosstalk effect,
ECCOSORB LS-30 absorbing material was placed directly between the two horn
antennas to attenuate any signals traveling perpendicular to the desired transmission
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direction. As illustrated in Figure 5.7, four sheets of ECCOSORB were placed between
the horn antennas shown in Figures 5.5 - 5.6 (b) during testing with each absorbing sheet
being 0.32 cm thick and rated for attenuation of at least 24 dB/cm from 1 - 26 GHz.
Additionally, the free space measurements were used to remove any remaining crosstalk
energy in the signal by direct signal subtraction (similar to wall reflection removal).

Figure 5.7

5.3

Absorbing material placed between horn antennas during monostatic
operation

Measurements and Results
All frequency response measurements performed here utilized 50 μs uniform

pulses transmitted at frequencies of 𝑓𝑐𝑖 = [1.0 GHz, 1.1 GHz, … , 4.0 GHz]. For the
monostatic radar experiment, LFM radar waveforms were also transmitted from 3 GHz to
4 GHz with frequency deviations of 40 MHz to compare to the uniform pulses and
optimal waveforms. The oscilloscope sampled 25 GS/s for 80 μs which easily met the
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Nyquist sampling criterion for the frequencies transmitted and measured in this work
while allowing sufficient travel and echo convergence times. The cable losses of the
system were also measured at each frequency and used in processing the calculations
provided. As discussed below, the radar measurements taken in the anechoic chamber
were in agreement with both the calculated results and FDTD simulations.
5.3.1

Attenuation Due to Adobe Wall - Results
Following the configuration of Figure 5.2 and setup described in Chapter 5.2.1,

Figure 5.8 shows the comparisons between the calculated and measured received power
in free space and behind the adobe wall. Figure 5.9 displays the measured power loss
that occurs after propagating through the adobe wall as well as the simulated and
estimated power loss.
The estimation of the power received from the Friis transmission equation differs
slightly from the measured power received in free space as seen in Figure 5.8. However,
the difference remains within ± 3 dB which is typical for pyramidal horn antennas [96].
Differences are attributed to errors in the measurement setup and non-exact values of
gain for all frequencies evaluated. There is also good correlation between the power
received behind the wall for two separate measurements, labeled trial 1 and 2. Following
the procedure defined in Chapter 5.1.1 and subtracting the free space power received
from the power received behind a wall will provide the power loss caused by the adobe
wall (𝐿𝑤 = 𝑃𝑓𝑠 − 𝑃𝑤 ). In Figure 5.9, the measured power loss caused by the adobe wall
is compared to both the simulated attenuation and estimated wall attenuation based on the
wall attenuation constant calculation of (5.5). Again, there is good agreement between
the simulated and estimated wall power losses with the measured wall power loss. Thus,
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the wall model created with measurements of the adobe samples in Chapter 4 is an
accurate representation and yields results comparable to measured data. With the
regression model’s resulting dielectric properties matching well with the measured
results, the benefits of matched illumination waveforms is investigated next with
confidence that the wall model well represents the actual wall encountered in
measurement.

Figure 5.8

Power received at antenna using line of sight radar configuration (free
space and behind wall)

The estimated power received from Friis transmission equation uses the equal respective
transmitted powers, distance, frequency, antenna gains, and cable losses as experienced
in the anechoic chamber. The power received behind the wall was taken for two separate
trials.
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Figure 5.9

5.3.2

Attenuation due to the adobe wall where Power(fs) is the power received in
free space and Power(w) is the power received behind the adobe wall

Radar Performance of Matched Illumination Waveforms - Results
To compare the radar performance of matched illumination waveforms, the

monostatic radar system discussed in Chapter 5.2.2 and shown in Figures 5.5 – 5.6 were
used. The noise floor used in SNR calculations is shown in Figure 5.10 and was
measured with the oscilloscope over the frequency range of interest. The noise floor
measured exhibits a relatively flat response with a mean noise level of -95.4055 dBm.
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Figure 5.10

5.3.2.1

Measured noise floor over frequency range of interest

Results of Face-on Aluminum Plate Target Arrangement
First, Figure 5.11 is shown to illustrate the simulated transfer functions of the

adobe wall, face-on aluminum plate target, and combined wall/target response along with
the resulting matched illumination waveform for the matching simulation setup using the
adobe wall model produced through the multiple linear regression model mentioned
previously. The wall’s transmission frequency response is relatively flat across the
spectrum whereas the face-on plate target’s response is somewhat exponential as the
frequency increases. Hence, the target’s scattering response more heavily influences the
optimal waveform derivation which designs an optimal waveform which contains
significant energy at the upper most frequency point considered. This is where the
target’s scattering response peaks as well as the full-wave wall/target impulse response
peaks. To confirm proper simulation and anechoic chamber measurements, the target’s
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scattering response is measured and compared with simulation in Figure 5.12 below. The
face-on target’s response matches very well with the simulated results by having only a
0.8177 dBm absolute mean error while also matching the increasing nature of the target’s
response over the entire frequency range.

Figure 5.11

Wall and target transfer functions along with the primary-wave and fullwave wall/target transfer functions and derived optimum waveform for
adobe wall and face-on aluminum plate target
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Figure 5.12

Face-on aluminum plate target scattering response comparison

The derived matched illumination waveform is found for the primary-wave
wall/target impulse response as formulated in [31-36, 75, 87-88], but it is clear that the
true optimal waveform would have significant energy located at the peak of the full-wave
wall/target impulse response which is located at 4.0 GHz rather than 3.95 GHz. Thus, the
slightly sub-optimal waveform production is a result of assumptions in the waveform
derivation scheme using the primary-wave impulse response as previously discussed in
Chapter 2. The matched illumination waveform derived in simulation was then generated
using the Agilent waveform generator by simply adding amplitude modulation to the
uniform pulse carried at a frequency of 3.95 GHz. The designed optimal waveform and
generated optimal waveform are shown below in Figure 5.13. To properly generate the
optimal waveform, the time from the max amplitude of the derived waveform to its zero
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convergence point was measured and the AM rate was inferred. Because the time of the
pulse width is approximately 25 ns, the AM rate was found to be approximately 20 MHz
1

1

2

25 ns

found via ( ) (

) ≈ 20 MHz where only half of the sinusoidal modulation cycle over

that time length is needed. Noticing that the derived waveform appears to go from zero
to its maximum, it can also be inferred that the AM depth is 100%.

Figure 5.13

Optimal waveform generated by signal generator
(a.) Waveform generation of AM waveform to match derived result
(b.) Entire AM waveform over 200 ns

Only the trailing AM pulse is shown for comparison of originally designed optimal
waveform from simulation due to repeated nature of the AM waveform over the 200 ns
pulse length as seen in Figure 5.13 (b.).

99

However, the signal generator can only create pulses of 200 ns or greater. Thus,
this optimal waveform pulse formed by the generator using these parameters is only a
portion of the overall waveform and actually repeats over the entire pulse length (at a rate
of 20 MHz). Thus, cutting the signal off after the initial AM pulse is not possible with
the simple signal generator equipment available and consequently, a 200 ns pulse will
contain approximately 8 of the ‘optimum pulses’ and generation of a comparable length
waveform lasting 50 μs will contain approximately 2000 of the ‘optimum pulses’ which
significantly changes the spectral content of the transmitted waveform and no longer
resembles the optimally derived waveform.
Because limitations of the signal generator did not allow for waveforms of such
narrow pulse width (the signal generator can only create pulses greater than 200 ns and
20 MHz AM rate relates to a 25 ns pulse), a modified optimum waveform needed to be
used in order to properly represent the derived optimum waveform. As previously
mentioned, an acceptable modification of the optimal waveform can be achieved by
adjusting the length of the target matrix of (1.14) used in the optimal waveform
derivation. Thus, a modified optimum waveform was created with the signal generator to
match the shape of the optimal waveform derived through simulation while also matching
the power levels and length of the uniform pulses that are used for comparison. That is,
the spectral information remains constant when deriving optimal waveforms with varying
vector lengths. Furthermore, the optimal waveform length is directly determined by the
number of columns in the waveform convolution matrix found in (1.14), and
consequently, the optimal waveform is approximately a uniform waveform due to its
finite length 𝑁 and will become increasingly narrowband as 𝑁 → ∞ [31, 35]. To match
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the 50 𝜇s pulse width of the uniform pulse waveforms, the vector lengths associated with
(1.14) were set to appropriate time lengths during the matched illumination design
process; however, due to the increased computational burden brought by increasing the
matrix size of (1.4), the memory burden became too large for the computer equipment
used during this study. Thus, basic parameters associated with the pulse shape and pulse
1

1

2

50μs

length were approximated and used. The AM rate was set to 10 kHz (( ) (

) =10

kHz), and the AM depth was set to 100%. Using these parameters for amplitude
modulation, the modified optimal waveform generated by the signal generator and output
by the amplifier is shown in Figure 5.14 and compared with an equivalent time and
energy uniform waveform transmitted at 4 GHz. It is clear that the uniform waveform
focuses more energy at the transmitted frequency than the generated optimal waveform
and the difference between the signal energy at 4 GHz is 0.9180 dB.

Figure 5.14

Extended duration optimal waveform compared with equivalent energy
uniform waveform generated by signal generator and output by amplifier

(a.) Time domain
(b.) Frequency domain
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To compare a commonly used radar waveform to the optimal waveforms, a series
of LFM waveforms were generated and transmitted for the experiment setup and the
resulting SNR was measured. The signal generator’s capabilities somewhat limited the
wideband LFM waveforms desired because it is only capable of generating LFM
waveforms with maximum frequency deviation of 40 MHz between 3 GHz and 4 GHz.
At lower frequencies, the maximum frequency deviation possible decreases; thus, the
LFM waveforms generated by the signal generator are shown below in Figure 5.15. The
generated waveforms are structured very well and have a flat spectrum over the
frequencies considered and serve as a good comparison to the optimal waveforms.

Figure 5.15

LFM waveforms measured at amplifier output

The received power at the antenna for all uniform pulses, LFM pulses, and
optimal waveforms transmitted in this experiment were collected and the resulting SNR
is shown below in Figure 5.16 and Table 5.2. The resulting SNR of the simulations are
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also included for comparison. The simulation results considered the full-wave impulse
response of the wall and target setup. The SNR measured at the receiver differs from the
simulation results by an absolute mean error of 2.692 dB which shows good agreement
between simulated and measured results. The overall shape of the simulation and
measured SNR curves are similar, with all sets of data following an increasing slope and
better SNR performance at the higher considered frequencies. It is interesting to note that
the transmitted optimal waveform appears to perform sub-optimally to the transmitted
uniform pulse that was transmitted at same frequency. This could be attributed to error in
the transmission of the optimal waveform shape inherent to the signal generator, or it
could be that the optimal waveform transmitted was a sub-optimal waveform that was
produced through errors in assumptions between the primary-wave and full-wave impulse
responses. First, upon inspection of the transmitted waveforms at 4 GHz as previously
shown in Figure 5.14, it is clear that the uniform waveform focuses more transmitted
energy at 4 GHz whereas the optimal waveform generated slightly spreads its energy
around 4 GHz and can most likely explain the sub-optimal performance when compared
to the uniform waveforms.
Optimal waveforms were produced for both the primary-wave response and fullwave response and the measured returned power for each waveform further illustrates the
accuracy limitations of the primary-wave response. As seen in Figure 5.16 and Table 5.2,
the optimal waveform transmitted at 4 GHz returns more power than the optimal
waveform transmitted at 3.95 GHz. The uniform waveforms transmitted at both 3.9 and
4 GHz performed better than their respective optimal waveforms, but the returned power
for all waveforms matched the shape of the simulated wall and target responses which
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show good agreement between simulated and measured results. Again, the uniform
waveforms outperforming the optimal waveforms is likely due to the uniform waveforms
transmitting more energy at their respective frequencies rather than spreading the energy
out, but it is clear that the full-wave transfer function is a better representation of the
wall/target scene than the primary-wave transfer function due to the SNR peaks located at
4 GHz. Further inspection of Table 5.2 shows that the measured SNR difference between
the optimum and uniform transmission waveforms at 4.0 GHz was 0.762 dB while the
transmitted signal energy difference between the two waveforms at 4.0 GHz was 0.9180
dB illustrating a close relationship between the transmitted energy at the single frequency
corresponding to the peak of the wall/target transfer function considered (Figure 5.11).

Figure 5.16

Resulting SNR measured for through-wall experiments with face-on
aluminum plate target
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It is shown that the optimal waveforms outperform the LFM waveforms, which
are relatively narrowband given the FM limitations of the signal generator. Furthermore,
the SNR improvements of the optimal waveforms would be even greater when compared
to LFM waveforms of broader bandwidth. Meanwhile, the primary-wave impulse
response has been shown to be sub-optimal (as in simulation); however, compared to
transmitting at other frequencies (such as from 1-2 GHz), the matched illumination
waveform (shaped as an AM waveform) does provide more signal power back to the
receiver. Unfortunately, the AM waveform shape that was inherent to the optimal
waveforms considered in this experiment did not perform as well as the uniform pulses
and is likely due to the uniform waveforms’ characteristic of focusing more signal energy
at more narrowbands of the wall/target transfer functions. However, this could be
beneficial to the radar designer wishing to use simple, low-cost radar techniques in that it
was shown that the performance of the AM waveforms and the uniform pulses performed
comparably well. Additionally, it is shown that uniform pulses are clearly a good
approximation to the derived optimal waveforms as they actually outperformed all
signals during this experiment which considered SNR performance.
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Table 5.2

SNR of measured and simulated results for face-on aluminum plate target
behind an adobe wall

Simulation

Anechoic Chamber Measurements

𝑓

𝑆𝑁𝑅𝐶𝑊 (dB)

𝑓

𝑆𝑁𝑅𝐶𝑊 (dB)

1.0
1.1
1.2
1.3
1.4
1.5
1.6
1.7
1.8
1.9
2.0
2.1
2.2
2.3
2.4
2.5
2.6
2.7
2.8
2.9
3.0
3.1
3.2
3.3
3.4
3.5
3.6
3.7
3.8
3.9
4.0

21.223
20.098
19.867
19.582
19.120
19.919
20.831
21.807
22.930
23.660
23.616
23.144
22.927
22.229
22.157
22.335
22.185
22.245
22.927
23.765
24.678
25.319
26.523
27.327
28.127
29.084
29.882
30.098
30.133
30.294
30.836

1.0
1.1
1.2
1.3
1.4
1.5
1.6
1.7
1.8
1.9
2.0
2.1
2.2
2.3
2.4
2.5
2.6
2.7
2.8
2.9
3.0
3.1
3.2
3.3
3.4
3.5
3.6
3.7
3.8
3.9
4.0

14.741
16.023
16.611
15.838
17.088
18.203
17.877
20.121
20.386
17.432
20.899
21.470
22.937
21.704
22.988
22.404
23.877
23.365
24.820
24.163
22.978
22.686
24.930
23.748
23.519
24.665
25.105
24.978
27.140
26.670
28.742

𝑓min − 𝑓max 𝑆𝑁𝑅𝐿𝐹𝑀 (dB)

3.00 - 3.08
3.08 - 3.16
3.16 - 3.24
3.24 - 3.32
3.32 - 3.40
3.40 - 3.48
3.48 - 3.56
3.56 - 3.64
3.64 - 3.72
3.72 - 3.80
3.80 - 3.88
3.88 - 3.96
3.92 - 4.00
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15.960
15.876
17.440
17.851
20.303
20.947
20.217
21.576
20.290
21.590
22.842
22.997
24.347

𝑓

𝑆𝑁𝑅𝑜𝑝𝑡
(dB)

3.95
4.0

26.47
27.98

5.3.2.2

Results of Edge-on Aluminum Plate Target Arrangement
First, Figure 5.17 is shown to illustrate the simulated transfer functions of the

wall, edge-on aluminum plate target, and combined wall/target response along with the
resulting matched illumination waveform for the matching simulation setup using the
adobe wall model. Clearly, the edge-on plate target features a much different frequency
response than the face-on plate target and responds well around frequencies of 1 GHz, 2
GHz, and 3.5 GHz. When the edge-on plate target is located behind the wall, the
combined wall/target frequency response actually further increases its response at 2 GHz
which will allow a clear illustration of how incorporating the wall response to matched
illumination waveform design is crucial to improvement of TWR systems. If only the
target were considered, one might believe that energy at either 1GHz, 2 GHz, or 3.5 GHz
would result in nearly equal radar performance for through the wall radar systems;
however, it is seen in simulation and measurements that the wall/target combination
yields a significantly higher response at 2 GHz than at 1GHz. Thus, the arrangement of
the edge-on target serves as a good test arrangement for the matched illumination
technique.
The measured scattering response of the edge-on aluminum plate target is shown
in Figure 5.18 and compared to simulation. Again, for the base comparisons, uniform
pulses are transmitted at frequencies from 1GHz to 4 GHz in steps of 0.1 GHz. The
measured power returned from the target matches well with the simulated results with
only an absolute mean error of 1.8652 dBm. The shape of the measured response over
the frequency range also is consistent with the simulated response having nulls around
1.5 GHz and 3 GHz while having peaks near 1 GHz, 2 GHz, and 3.5 GHz.
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Figure 5.17

Wall and target transfer functions along with the primary-wave and fullwave wall/target transfer functions and derived optimum waveform for
adobe wall and edge-on aluminum plate target
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Figure 5.18

Edge-on aluminum plate target response comparison

To compare the through-wall radar scenario, again an optimal waveform is
derived using the matched illumination technique and the simulation of the wall and
target (edge-on) as before and found to be a single frequency waveform transmitted at
2.05 GHz as seen in Figure 5.17 above. Again, the resulting optimal waveform was
formed as a pulse shorter than the signal generator could create; thus, the pulse was
generated using the appropriate pulse length and transmission frequency. Similarly
shaped AM waveforms were generated at frequencies around 2.05 GHz (1.9 GHz, 2.0
GHz, 2.1 GHz, 2.2 GHz) in order to investigate the accuracy in frequency of the matched
illumination derivation. Similarly, LFM waveforms used previously were again tested in
addition to more appropriately placed LFM waveforms around the peak of the considered
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wall/target setup (around 2 GHz). Again, the signal generator’s capabilities are
somewhat limited in producing wideband LFM waveforms especially at lower
frequencies and for frequencies between 1.5 GHz and 3 GHz, the maximum frequency
deviation is 20 MHz. Thus, five additional LFM waveforms are tested for this setup and
cover frequencies between 1.90 GHz and 2.10 GHz.
The received power at the antenna for all uniform pulses, LFM pulses, and
optimal waveforms transmitted in this experiment were collected and the resulting SNR
is shown below in Figure 5.19 and Table 5.3. The resulting SNR of the simulations are
also included for comparison. The simulation results considered the full-wave impulse
response of the wall and target setup. The SNR measured at the receiver differs from the
simulation results by an absolute mean error of 2.7058 dB which again shows good
agreement between simulated and measured results. Also, the overall shape of the
simulation and measured results are similar with a main peak around 2 GHz. However,
for both the uniform and optimal waveforms, the waveforms transmitted at 2.0 GHz
performed better than the optimal waveform transmitted at 2.05 GHz which both the fullwave and primary-wave derivation produced. This error could be a product of errors in
the measurement or simulation setup; however, the power returned at frequencies around
2GHz are very similar. Interestingly, inspection of the LFM waveforms’ performance
around 2GHz shows better agreement with the shape of the simulated results as its peak
is measured for the LFM waveform over 2.02 - 2.06 GHz.
As with the face-on aluminum plate target, the optimal waveforms transmitted for
the edge-on aluminum plate target provided slightly lower SNR performance than the
uniform pulses (within 1 dB difference). As previously discussed, the difference is likely
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due to the uniform waveform focusing more energy at the transmitted frequency rather
than slightly spreading it out around the transmitted frequency as is the case of the
generated optimum waveform. The LFM waveforms were again clearly outperformed by
the uniform and optimal waveforms transmitted at similar frequencies; however, due to
the LFM waveforms around 2 GHz having more narrowband characteristics than the
LFM waveforms tested for frequencies between 3-4 GHz, the performance difference
between the LFM waveforms and their respective counterparts were not as great around 2
GHz as seen for the face-on aluminum plate target arrangement around 4 GHz.

Figure 5.19

Resulting SNR measured for through-wall experiments with edge-on
aluminum plate target
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Table 5.3

SNR of measured and simulated results for edge-on aluminum plate target
behind an adobe wall

Simulation

Anechoic Chamber Measurements

𝑓

𝑆𝑁𝑅𝐶𝑊 (dB)

𝑓

𝑆𝑁𝑅𝐶𝑊 (dB)

1.0
1.1
1.2
1.3
1.4
1.5
1.6
1.7
1.8
1.9
2.0
2.1
2.2
2.3
2.4
2.5
2.6
2.7
2.8
2.9
3.0
3.1
3.2
3.3
3.4
3.5
3.6
3.7
3.8
3.9
4.0

8.2607
8.1072
9.2646
10.207
9.8637
9.7927
8.949
8.7460
8.6390
11.330
13.238
13.234
11.822
11.279
10.916
11.173
11.289
10.684
10.205
10.442
9.7938
9.7330
10.165
11.884
10.923
10.656
8.5470
8.9477
8.0993
8.1985
7.3912

1.0
1.1
1.2
1.3
1.4
1.5
1.6
1.7
1.8
1.9
2.0
2.1
2.2
2.3
2.4
2.5
2.6
2.7
2.8
2.9
3.0
3.1
3.2
3.3
3.4
3.5
3.6
3.7
3.8
3.9
4.0

5.9086
6.0842
8.3097
4.7731
5.2410
2.8973
3.5456
4.7815
6.2763
9.3231
11.086
10.777
10.581
10.819
10.137
8.0563
7.6769
6.9264
7.7618
6.2436
7.9063
8.3244
7.3017
7.0517
10.133
8.0832
9.6292
5.4196
6.2963
6.9143
5.7761

𝑓min − 𝑓max 𝑆𝑁𝑅𝐿𝐹𝑀 (dB)

1.90 – 1.94
1.94 – 1.98
1.98 – 2.02
2.02 – 2.06
2.06 – 2.10

7.2905
7.9030
8.2562
8.3324
8.0441

3.00 - 3.08
3.08 - 3.16
3.16 - 3.24
3.24 - 3.32
3.32 - 3.40
3.40 - 3.48
3.48 - 3.56
3.56 - 3.64
3.64 - 3.72
3.72 - 3.80
3.80 - 3.88
3.88 - 3.96
3.92 - 4.00

0.9851
2.4654
1.9946
3.1461
1.5639
1.1846
4.3711
2.1242
3.5735
0.6583
1.2260
1.3654
-0.3282
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𝑓

𝑆𝑁𝑅𝑜𝑝𝑡
(dB)

1.90
2.00
2.05
2.10
2.20

7.9902
10.665
10.547
10.212
8.9380

The resulting radar performance of the matched illumination waveforms as well
as the uniform pulses transmitted at narrowband frequencies of 1-4 GHz have illustrated
that the matched illumination technique serves TWR well. The measured power received
back to the antenna follow the combined transfer functions formed from the simulated
impulse response information as seen upon inspection of the SNR across all frequencies
considered. This confirms both the usefulness of matched illumination waveform design
for TWR but also the accuracy of the adobe wall model created through the dielectric
measurements discussed in Chapter 4. With the noise being a near-stationary signal, the
resulting SINR (in this case, just SNR) from the anechoic chamber measurements of the
adobe wall and aluminum plate targets are shown in Figures 5.16 and 5.19 which follow
directly with Figures 5.11 and 5.17, respectively. Consequently, it is clear that the
performance of the radar can be significantly increased through matched illumination
waveform design.
An important finding shown through simulations and confirmed through the
anechoic chamber measurements is that the defining AM shape of the matched
illumination waveforms may simply be an artifact of the signal processing used in the
derivation. As shown in Figures 5.16 and 5.19 (and Tables 5.2 and 5.3), the SNR of the
uniform (single frequency) pulses outperform the derived optimum waveforms. It is
inferred that this is due to the more narrowband nature of the uniform waveforms.
Below, Figures 5.20 – 5.21 detail the temporal and normalized spectral characteristics of
optimum waveforms generated for full-wave impulse response of the face-on aluminum
plate target located behind an adobe wall for varying vector lengths 𝑁 of (1.4). Clearly,
the generated optimum waveform of increasing vector length produced a more
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narrowband signal; however, the characteristic AM shape of the derived matched
illumination waveform is maintained. Following the trend shown, as 𝑁 → ∞, the
optimum waveform will focus its energy at a single frequency that corresponds to the
wall/target transfer function’s maximum spectral response.

Figure 5.20

Temporal representation of optimum waveforms derived for varying vector
length N
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Figure 5.21

Spectral characteristics of optimum waveforms derived for varying vector
lengths N

Note that throughout this work, stationary white noise and zero clutter were
considered and the wall and target transfer functions contained a clear maximum. Thus,
the resulting optimum waveform only contained a single frequency peak rather than
multiple significant peaks in the resulting optimum waveform’s spectral characteristics.
Thus, in the case of a single significant peak in the wall/target transfer function, the true
optimum waveform may in fact be a pure sinusoid at the corresponding single frequency
of the transfer function’s peak, and this principle has been shown in the results of this
work. Intuitively, focusing all of the transmission energy at a single point which matches
the peak in the wall/target transfer function would yield better radar performance than
spreading the energy (however slightly) over an area of the wall/target spectral response.
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CHAPTER VI
CONCLUSIONS

It has been shown through this work that matched illumination waveform design
can enhance the radar performance of TWR systems when accurate wall model
information is used in the design process. The wall-target interactions effects in matched
illumination waveform design has shown that suboptimal radar performance can occur
from assumptions created in the implementation of the simple radar target model. As
seen in Chapter 2 and Chapter 5, the waveform designed using the primary-wave impulse
response may yield sub-optimal waveforms; however, the flexibility in terms of
implementation is great enough to outweigh the sub-optimal performance encountered
through the waveform design scheme’s inherent assumptions. Additionally, through this
work, the impacts resulting from non-uniform moisture profiles have illustrated the need
of accurate wall models, and resultantly, accurate wall models have been measured and
created for adobe walls and should provide useful information in wall modeling. Finally,
the validation of matched illumination waveforms for radar performance enhancement in
TWR applications as well as verification of the measured moisture and dielectric
properties of an adobe wall have been completed through this work. Original
contributions presented in this work follow directly with Chapters 2-5.
In Chapter 2, the accuracy of the matched illumination waveform design scheme
was investigated with regards to using primary-wave and full-wave impulse response
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information. That is, the impacts of wall-target interaction on matched illumination
waveforms for TWR were examined. It was shown that the returns from different walltarget scenarios with varying target sizes, wall-to-target distances, and wall types could
be affected through the information that is left out of the primary-wave response which
only takes into consideration the target and wall transmission impulse response. The
primary-wave wall-target response has been shown to effectively maximize the SINR in
through-wall radar applications where wall-target interaction is minor and the primarywave wall-target transfer function is an accurate representation of the full-wave walltarget transfer function. However, the SINR performance of matched illumination
waveforms based on the primary-wave wall-target response can be degraded by relatively
minor errors in the wall-target transfer function caused by the incomplete wall-target
physics inherent to the scheme. In such cases, the resulting matched illumination
waveform spectrum is generally characterized by narrowband energy concentrated at
suboptimal frequencies.
In Chapter 3, the impact of the wall’s moisture profile on resulting matched
illumination waveforms was investigated. Significant differences in the resulting
matched illumination waveforms were shown through numerical simulation of
representative wall moisture profiles. The different dielectric property profiles
demonstrated that the shape of the wall moisture profile can dramatically impact the
spectral composition of the resulting optimal waveform. The SINR enhancements shown
through simulation illustrate the utility of matched illumination waveforms in TWR
applications. Through numerous simulations, it was shown that in general, the wall
transmission response sees a fundamental transition in its spectral characteristics at a
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conductivity threshold. At conductivities above the threshold, the spectral response of
the wall flattens out so that the target scattering response is the main driving force in the
design of the optimal waveform.
In Chapter 4, a realistic moisture profile for an adobe wall was determined
through measurement. The dielectric properties of the adobe wall material correlating to
moisture content were also measured and presented. It was shown that the moisture
profile of an adobe wall follows an inverted Gaussian shape or follows an inverted
interior moisture profile that was considered in Chapter 2. That is the exterior portions of
the wall contain higher amounts of moisture than the interior. It was shown that for the
adobe wall considered, the relative permittivity could range from 1.5 ≤ 𝜀𝑟 ≤ 6.5 while
the electrical conductivity could range from 0 ≤ 𝜎 ≤ 0.25 S/m for a given moisture
content level.
In Chapter 5, the measurements performed on the adobe wall were validated, as
well as the verification that the matched illumination waveforms provide radar
performance increases (increased SINR). Through measurement in an anechoic chamber,
an adobe wall was also evaluated in terms of attenuation and compared to calculations
using the measured dielectric properties. It was found that for a 0.18 cm thick adobe
wall, roughly 11 dB attenuation of the radar signal can be expected for one way
propagation. The TWR enhancement provided by matched illumination waveform
design was also confirmed by the amount of signal energy received at frequencies
exhibiting good responses in the combined wall transmission and target transfer
functions. While the matched illumination waveform did not outperform the uniform
pulses in this study, it was shown that the AM shape inherent to the derived optimum
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waveforms is likely a result of the signal processing required, and resultantly uniform
waveforms transmitted at a single frequency corresponding to the wall/target transfer
function peak yield the best radar performance increase. Additionally, the use of linear
regression models in modeling the adobe wall for simulation shown to be an accurate
method of adobe wall modeling given accurate moisture/dielectric property
measurements as the measured and simulated data showed good correlation.
In conclusion, it has been shown that the matched illumination technique serves
TWR applications well; however, it critically depends on the a priori information of the
target and wall impulse responses. The wall’s moisture profile must be accurately
modeled and incorporated into the waveform design scheme because it has a significant
impact on radar performance. Having the moisture profile information and correlating
dielectric properties of realistic, commonly encountered walls, better a priori information
can be given to TWR applications; consequently, the matched illumination waveform
technique can be used to enhance radar performance for these applications. The
measurement of a realistic moisture profile can also be used in modeling walls of similar
composition and make-up as the existence of heterogeneous moisture profiles are likely.
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APPENDIX A
TECHNIQUES FOR ACCRUATE DECONVOLUTION
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In this Appendix, techniques useful in the determination of an impulse response
via deconvolution are discussed because of the importance to the matched illumination
waveform design. Throughout this work, all techniques described were used and
compared against one another to determine the most accurate impulse response
information.
The determination of the impulse response is complicated by the presence of an ill
conditioned matrix in the deconvolution process. To get the impulse response 𝒒 of a
scattered target echo 𝒔, the incident waveform 𝒛 must be put into a deconvolution matrix
𝒁 because we know that the convolution of the incident waveform with the impulse
response will yield the scattered field (i.e., 𝒛 ∗ 𝒒 = 𝒔). Thus, to find 𝒒 given 𝒛 and 𝒔, we
must reverse the convolution. In matrix-vector form, the convolution would be
accomplished by forming the incident waveform (𝒛 = [𝑧1 , 𝑧2 , … , 𝑧𝑁 ]𝑇 ) into a convolution
matrix 𝒁 as:

(A.1)
Then, through convolution, the scattered field is simply 𝒔 = 𝒁𝒒. Thus, to deconvolve the
incident waveform from the scattered field, the inverse is undertaken such that
𝒒 = 𝒁−1 𝒔.
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(A.2)

It has been shown and is well known that (A.2) is a highly instable solution due to small
values in the deconvolution matrix 𝒁−1 [65]. To overcome this issue, a frequency
domain approach, a singular value decomposition technique, and a least square error
solution can be used.
A.1

Frequency Domain Approach
The simplest technique used to find the solution to the deconvolution problem is

provided by making calculations in the frequency domain. If we transform the
convolution into the time domain, the calculation is a simple multiplication. That is,
𝑫𝑭𝑻

𝒔 = 𝒛 ∗ 𝒒 ⇔ 𝑆(𝑗𝜔) = 𝑍(𝑗𝜔) × 𝑄(𝑗𝜔).

(A.3)

The deconvolution can now be written as
𝑄(𝑗𝜔) =

𝑆(𝑗𝜔)
𝑍(𝑗𝜔)

(A.4)

However, this approach is severely susceptible to error. The error that arises in
this approach stems from having small values (near-zero) in the denominator of the
calculation. Additionally, aliasing can occur if the sampling is not taken into account
when transforming the data because the signals are not band-limited.
A.2

Singular Value Decomposition (SVD) Technique
To overcome the shortcomings of the frequency domain approach, [65] used a

singular value decomposition technique which follows. Let the incident waveform
matrix 𝒁 be decomposed using SVD as
𝒁 = 𝑼Σ𝑽𝑇
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(A.5)

where 𝑼 and 𝑽 are 𝑁 × 𝑁 orthogonal matrices and Σ is an 𝑁 × 𝑁 diagonal matrix whose
diagonal entries are the singular values of 𝒁. The solution of (A.2) can be written as
(A.6)

𝒒 = 𝑽𝜂
where 𝜂 is a vector with the entries
𝜂=

(𝑼𝑇 𝒔)𝑖
𝜎𝑖

.

(A.7)

In (A.7), 𝜎𝑖 are the entries of the matrix (Σ)𝑖𝑖 = 𝜎𝑖 , 𝜎𝑖 ≥ 𝜎𝑖+1 . If 𝒁 is ill-conditioned, its
singular values will cause 𝜂 to be large, emphasizing the contribution of 𝒒. It is also
suggested in [65] that simply disregarding small singular values (𝜎𝑖 ~0) and replacing the
corresponding 𝜂𝑖 with 0 results in the solution of least norm which is equivalent to
discarding columns of 𝑽 which cannot be excited by 𝒁.
A.3

Least Square Error Solution
The least square solution is another approach which simply follows the least

squares solutions found in [97]. That is,
𝒒 = (𝒁𝑇 𝒁)−1 𝒁𝑇 𝒔.

(A.8)

This is easily implemented in MATLAB using the function 𝑙𝑠𝑞𝑟 or by noting that
(𝒁𝑇 𝒁)−1 𝒁𝑇 is the pseudo-inverse of 𝒁.
By comparing all three approaches, an accurate impulse response can be found
and used for derivation of matched illumination waveforms for a given target and wall
transmission impulse response.

132

APPENDIX B
ENSURING PLANE WAVE BEHAVIOR OVER ILLUMINATION AREA
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In this Appendix, plane wave conditions are discussed as well as the work done to
ensure plane wave behavior was met for the illumination area upon the adobe wall test
article. Because the FDTD simulations assume plane waves incident upon the wall and
target model, it is critical to the comparisons that the wavefronts in the anechoic chamber
are planar as well. It is also essential that the wall, target, and receive antenna are located
in the far field of the transmitting antenna because the gain parameters used in the
calculations assume far field conditions.
B.1

Plane Wave Conditions
The far-field of an antenna is a condition that is met when the wave front of the

transmitted waveform can be considered to have constant field vectors over some area of
consideration. For example, the area of consideration in this work is the receive
antenna’s aperture as well as the illumination area of the wall and target. That is, the wall
and target should experience an incident wave front with constant field vectors over the
entire area of the wall and target.
In practice, antennas generate far fields in 3-D space which are closely
approximated by spherical wave fronts. As the distance from the transmit antenna
increases, the curvature of the wave front at the area of consideration decreases and can
be considered planar. Thus, the transmitted wave can be well approximated by a plane
wave at sufficiently large distances. Below, Figure B.1 illustrates a simple demonstration
of the wave front appearing planar at an area far from the transmission location.
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Figure B.1

Illustration of transmitting wave front as distance increases

Typically, a general rule of thumb for far field conditions is followed which states
that far field conditions are met if

𝑅≥

2
2𝐷max
,𝑡

𝜆

(B.1)

where 𝑅 is the distance from the source to the area of consideration, 𝐷max,𝑡 is the
maximum dimension of the source (or transmitting) antenna, and 𝜆 is the wavelength of
the transmitted waveform. This rule of thumb follows the plane wave assumption that
the maximum phase difference (Δ𝜙) between the actual incident field and its far-zone
approximation does not exceed

𝜋
8

rad (≡ 22.5°) [98-99]. Similarly, it has been shown

that if 𝐷max is taken as the maximum dimension of the area of consideration (the area
considered in the far-field), a distance of 𝑅min from the source of a spherical wave
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ensures that the maximum phase difference between a plane wave and the spherical wave
at the area of consideration is Δ𝜙max = 22.5° when
2
2𝐷max

𝑅min =

𝜆

.

(B.2)

As illustrated in Figure B.1, the largest phase difference between the spherical
wave and the plane wave appears at the edges of the area of consideration and
specifically at the edges of the largest dimension of that area. This corresponds to the
difference in the wave paths 𝛿, and the phase difference must fulfill the requirement:
𝑘𝛿 ≤

𝜋
8

.

(B.3)

The difference in the wave paths 𝛿 is determined by solving the quadratic equation
𝐷max 2

(𝑅 + 𝛿)2 = 𝑅2 + (

)

(B.4)

) −𝑅

(B.5)

2

given by the geometry of Figure B.1. Thus,
𝐷max 2

𝛿 = √𝑅2 + (

2

and (B.5) is approximated by the use of the binomial expansion as
𝐷max 2

𝛿 = 𝑅 [√1 + (

2𝑅

1 𝐷max 2

) − 1] ≈ 𝑅 [1 + (
2

2𝑅

) − 1] =

2
𝐷max

4𝑅

.

(B.6)

The minimum distance from the source of the spherical wave is now determined from the
requirement in (B.3),
𝑘

2
𝐷max

4𝑅

=

2
2𝜋 𝐷max

𝜆

which is equal to (B.2).
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4𝑅

≤

𝜋
8

(B.7)

Below, Table B.2 details the criteria for which far field conditions are met using
this general rule of thumb for the adobe wall considered in this work. The maximum
dimension 𝐷max,𝑡 shown in the top of the table considers the maximum dimension of the
transmitting horn antenna used in this work; the maximum dimension 𝐷max,𝑟 shown in
the bottom half of the table considers the maximum dimension of the adobe wall used
during testing in the anechoic chamber. Hence, the maximum distance for the line of
sight configuration is met if the distance between the antennas is greater than 1.5538 m
for the frequency range considered, and the maximum distance for the monostatic
operation intending to full illuminate the adobe wall is met if the distance between the
transmitting antenna and adobe wall is 4.9755 m. For both configurations, the far-field
(plane wave) conditions are met with the distance between the source and area of
consideration being 5.105 m which is greater than 4.9755 m.
Table B.1

B.2

Far-field conditions for adobe wall radar measurement tests

𝑓 (GHz)

𝜆 (m)

𝐷max,t (m)

𝑅min (m)

1
4

0.2998
0.0749

0.2413
0.2413

0.3884
1.5538

𝑓 (GHz)

𝜆 (m)

𝐷max,𝑟 (m)

1
4

0.2998
0.0749

0.4318
0.4318

𝑅min (m)

1.2439
4.9755

Numerical Calculations of Pyramidal Horn Antenna
To confirm the general rule of thumb calculations, the radiation pattern for a

pyramidal horn antenna with identical dimensions of the horn antennas used during
testing is calculated using [100]. The radiation pattern is calculated on a 1 m2 plane
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located 5 m from the source at frequencies of 1 GHz and 4 GHz; the results are shown
below in Figure B.2. The radiation pattern is plotted with regards to phase change from
the origin. The area that exhibits Δ𝜙 ≤ 22.5° is marked on the phase plots and would be
the area that contains a planar wave front. Thus, the wave front on a plane located 5 m
from a pyramidal horn antenna of identical dimensions as the antennas used in the
anechoic chamber would exhibit plane wave characteristics for an ellipsoidal area with a
maximum radius of approximately 0.27m and minimum radius of 0.24m at 4 GHz.
Hence, a circle with diameter of 0.48 m would encompass the entire exposed area of the
adobe wall (𝐷max =0.4318 m) and the calculations of the radiation pattern confirms the
plane wave behavior experienced in the anechoic chamber.

Figure B.2

Phase plots (Δ𝜙) of radiation pattern for a pyramidal horn antenna
illustrating plane wave behavior of wave front

(a.) Source frequency of 1 GHz
(b.) Source frequency of 4 GHz
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