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, [13] are becoming a reality. This paper investigates
TJie paper discusses the bridge/gateway system needed \syslsms required to interconnecting high data rate net-
to mterconnect a wide range of computer networks to ',works Spedal attcntion ^ directed toward providing
support a wide range of user quality-of-service require-
 suppon for a wide variety of applications which are im-
ments. Vie bridge/gateway must handle a wide range of
 plied by multimedia applications.
message types including synchronous and asynchronous
traffic, large, bursty messages, short, self-contained mes-
sages, time critical messages, etc. TJte paper shows that
messages can be classified into three basic classes, syn-
chronous and large and small asynchronous messages.
TJie first two require call setup so that packet identifica-
tion, buffer handling, etc. can be supported in the bridge/
gateway. Identification enalbes resequencing of messages
at the bridge/gateway which supports interconnection
between networks having large differences in packet size.
Tlie third class is for messages which do not require call
setup. Resequencing hardware is presented in the paper
based to handle two types of resequencing problems. TJie
first is for virtual parallel circuitwhich can scramble
Present network interfacing supports service, between
connectionless networks usually via bridges or gateways
[L]. Tthe major interconnection problems has been rout-
ing. Gateways, such as in Internet, provide a compatible
protocol at the network layer which forwards packets to
toward their destination on the selected "best route" and,
where necessary, breaks up the packet to conform to any
lower layer packet length restrictions [1, 2]. Thus, all
stations must implement the same network layer protocol.
To over come the problem of common network layer,
especially where not needed the transparent bridge ap-
proach is used. Bridges generally implement some form of
spanning tree algorithm which eventually gets the packet
to its destination but some times via a "non-shortest" route
channel bytes. Vie secondsystem is effective in handling
 ri> 2, 3> 4]. Packet reformatting in bridges is minimal at
both synchronous and asynchronous traffic between net-
works with highly differing packet sizes and data rates.
Vie two other major needs for the bridge/gateway are
congestion and error control. Vie paper presents a new
dynamic, lossless congestion control scheme which can
easily support effective error correction. Results indicate
that the congestion control scheme provide close to opti-
mal capacity under congested conditions. Under condi-
tions where error may develop due to intewening networks
which are not lossless, intermediate error recovery and
correction takes 1/3 less time than equivalent end-co-end
error correction under similar conditions.
I. Introduction
Network systems require support for interconnection
between networks and to users since they span widely
different environments and must_prQvide a variety of
Typical interconnection between networks include
those which support X.25, SNA, DECNet, XNS. etc., and
span the data rate range from modems to LANs. DARPA's
Internet [2] is a packet switched WAN network imple-
mented over leased telephone and satellite links but its
protocols have been used in LANs also.
Interconnecting systems for high data rate networks,
that is, systems directed toward the implementation of
Broadband ISDN (BISDN) also consider mainly
connectionless protocol support. One system considers
the use of DQDB for MAN interconnections [5]. Another
supports the OSI connectionless network protocol (CLNP)
in a ISDN environment [6]. Still another, frame-relay
provides interconnection support for ISDN but does so by
supporting critical functions at the end points only [7].
Other forms of network interconnections include the HIPPI-
_Quality-of-Service (QOS) features. This is especially true to-ATMHAS'inlerconnectiQn-schgjne; for Nectar [8], and
now that gigabit networks and multimedia environments direct ATM-to-host for"worksta1ion~clupling [9,TO]~butv-
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for the most pan, these are point-to-point connections
which do not span a range of different networks. Others
have proposed transferring most of the protocol operations
to the application level [11] but this means that the each
host will have to implement the QOS needs for the user.
While there is no question that BISDN and its related
systems provide capable, flexible network technology,
they do not appear to be suitable for the wide range of
network interconnections which are possible and which
certainly might be considered desirable. First, they do not
consider connection to vastly different formats or data
rates, such as Ethernet and most certainly not to twisted
pair Ethernet systems which are so common in personal
computer network systems. A recent paper [12J does
consider an ATM - FDDI gateway but provides only
minimal user support. Second, while BISDN networks are
suppose to support a wide range of services, it is not clear
that all services will be provided by the interconnecting
network itself as no<ed for frame relays [7] and discussions
of ATM systems [14]. Third, BISDN packet and protocol
header size lead to considerable bandwidth inefficiency
for connecting net\vorks which do not maintain its format
but must incorporate its packets [12]. Further, many
network problems such as routing are considerably differ-
ent when "on-premise" networks are included. Finally, in
some common carrier network situations, it may be rea-
sonable to provide improved performance and/or lower
cost by outright leasing of bandwidth and using network
interface systems provided by the customer [15]. Many of
the above problems and situations are best handled by
employing bridge/gateway interfacing to common carrier
high data rate networks and between private systems.
In this paper, we discuss new features which, when
incorporated into bridge/gateway systems, provide sig-
nificant improvement in overall network connectivity. In
the next section, the requirements bridge/gateways are
presented and QOS factors discussed. These lead to
bridge/gateway features, presented in Section 3. Features
include call handling, message classification and packet
identification to support QOS requirements. Next, re-
ceiver handling which provides resequencing and restruc-
turing systems, and sender handling which includes a new
lossless congestion and error control system are discussed.
Performance information about both handlers is presented.
The last subsection presents information on intermediate
error correction available in the receiver and sender han-
dling systems. It substantially reduces error correction
times.
II. Bridge/Gateway Requirements
Bridge/gateway requirements include interfacing to:
1. a wide range of data rates from submegabit/
sec. to gigabit/sec.;
2. a wide range of protocol and packet structures;
3. a wide range of connectivity and topology
structures; and
4. support for a wide range of quality of service
requirements which can include, synchronous,
asynchronous, and bursty traffic, low latency,
acceptable error to error free and reliable
service, etc.
Each of these factors influence the bridge/gateway
structures which are needed. For example, a typical
scenario might be:
Three people cooperate to develop an architec-
tural drawing including layouts, 3D moving
scenes, correlated voice commentary, etc. Each
person has a different graphics configuration and
connectivity through a different network system.
The information is developed by one person,
shipped to the others and then they participate
both on-line and off-line in changes. Finally, the
finished product is shipped to a fourth party again
through a different network and displayed as an
advertisement but not copied. The original and
• transfer files are compressed resulting in traffic
conditions which include bursty, error free,
alternatively high and low data rates, multicast,
long periods where no data is being exchanged,
etc. Wrier. Chipped to the fourth party, delay shift
for the components is critical.
In this situation, a direct network to host connection
would require each cooperating party to have multiple
network interfaces and a considerable variety of software
to handle the differing network interconnections effi-
ciently. Would it not be better to connect each host to a
flexible bridge/gateway system which could effectively
support a large range of interfaces with tailored quality of
service requirements for a large group of clients?
III. Bridge/gateway Features
To support the diverse bridge/gateway requirements,
we need to isolate the bridge/gateway operational features.
The critical feature are:
1. call handling - especially service requirements
and resource allocation;
2. receiving - especially resequencing for the next
network segment;
3. sending - formatting and controlling flow for
minimal loss; and
4. error detection and correction which involves
both sending and receiving.
Figure 1 illustrates the general logic structure for a
bridge/gateway interconnection system. On the receiver
side, the first set of blocks are those needed to handle the
access protocol, that is, decoding the bit pattern, maintain-
ing clock synchronization and decoding header and trailer
information. This latter decoding provides information
including message type, destination, etc. The basic packet
is stored in a shift register while decoding and checking are
accomplished so that the packet may be forwarded in the
event that its destination is for another node.
The shaded blocks in Figure 1 are those devoted to
.special bridge/gateway operations. Here the packet header
information determines the message identity and places or
links packets in memory in order to properly resequence
packets. In a next section, operations needed for handling
specific message classes will be discussed. New packets
•are then prepared for transmittal to the outgoing network.
A. Call Handling
Although this paper is mainly directed toward the
hardware and lower layer software to control network
interfacing, certain aspects of call handling need to be
discussed. It is assumed that call handling will be sup-
ported mainly in software, so its features are reasonably
flexible to suit specific needs.
Call handling for multimedia operations is consider-
ably more complex than reserving channels in frames or
routing packets at immediate nodes toward their destina-
tion. It is expected that call handling will require a
dialogue between the caller and the network system where
Figure 1. Bridge/Gateway Connection Diagram
Bridge/Gateway specific components shaded.
the user specifies and even may negotiate with the network
over services which are available. The elements of the
dialog will include the QOS requirements which the user
deems to be critical and the ability of the intervening
network to provide such service and the expected cost. To
further complicate the call handling operations, the QOS
requirements may be transient, i.e., different QOS require-
ments may exist over different portions of the total call.
While it would be nice to assume that the differing QOS
requirements would be known at call time further com-
plexity may be required to alter call QOS requirements
because of unanticipated situations which arise after the
call has started. The user may wish to examine various
network configurations to arrive at the one which best suits
all his needs.
Once the call handling is completed, then the bridge/
gateway operations which send, receive and service the
packets and message can take place.
Message Classification
We do not treat many aspects of call handling in this
paper. However, we identify three types of messages
which are significant by the fact that they support a wide
range of QOS requirements and should be identified indi-
vidually for bridge/gateway operations. They are:
1. Synchronous messages which require call
setup/termination at all B/G nodes between
source and destination. Typically, these
messages are voice or video type messages.
Conditions for this class include known data
rates, known route and known latency. This
translates into operations where a fixed size
buffer is allocated and headers for each link
are built apriori. Synchronous messages are
designated as class A
2. Asynchronous messages which choose to
establish message control at B/Gs. Typically,
large data blocks and file transfers use this
class. Conditions for this class include
unknown but source estimated data rates and
known route. This translates into operations
where fixed headers for each link are built
apriori and where nominal buffer sizes are
allocated. The operation requires a call setup/
termination procedure. Asynchronous
messages are designated as class B.
3. Asynchronous messages which are self-
contained. A typical member of this class is e-
mail. Data rates are not considered and routing
is either self-contained or inserted by the
bridge/gateway from a fixed route table. No
call setup/termination operations are needed.
Self-contained messages are designated as
class C.
The message classification scheme provides the mini-
mum number of classes needed to satisfy the range of
quality of service requirements. Class A, synchronous
messages must have a unique classification since media
access protocols support synchronous (isochronous) traf-
fic differently from asynchronous traffic. Although voice
and video have significantly different data rates, both are
effectively handled with a single reservation type system.
Class B and C traffic support typical asynchronous traffic
situations. Most networks experience a bimodal traffic
size distribution. Class B messages are identified through
call setup and termination in order to preserve the effi-
ciency over network links some of which require very
small packet size, like ATM, and others accept large
packet sizes, like FDDI. Class C traffic is for messages
which need to get there but do not require a separate
identity. Messages encompass those which are short and
do not require call setup or negotiation for services which
in itself may be time consuming. Latency is handled by
establishing priorities within and between each traffic
class and supporting it through queue control at the bridge/
gateways. Note that reference [12] provides for two
distinct types of service control, user and persistent con-
nection/connectionless oriented data services but they are
not oriented to the broad range of user needs.
B. Receiver Handling
A significant pan of receiving packets and messages is
the problem of resequencing. Based upon the nature of the
interconnecting networks, two resequencing problems exist.
Virtual Circuit Resequencing
This resequencing problem arises when parallel virtual
circuit channels are used to provide a high bandwidth
connection. It occurs when individual blocks arriving at
the receiver do not have message identity within their own
right but whose ordering is provided by the location of the
channels within the frames as they arrive. As in [16, 17],
we assume that once the parallel channels to provide
bandwidth have been reserved, that no further packet
restructuring takes place dynamically. Hence, the
resequencing between channels is formulated at call setup
time and will remain fixed for the duration of the call.
The logic circuit, shown in Figure 2, consists of two
parts. Based on present telephone virtual circuity, mes-
sages are separated into channels in frames. Each channel
supports 64 Kbps, i.e., a byte of data each 12£sec. The
FIFO buffers provides the necessary incremental delay to
resequence channels in arriving frames assuming that each
frame may arrive at the receiver via different routes includ-
ing different intermediate switching nodes. At setup time,
each buffer is loaded with the correct number of dummy
bytes so that the byte at the head of each buffer represents
the correct order for the bytes when sent. The stream
address and transfer control portion of the circuit handles
the reordering of channels when they arrive as a stream of
bytes. Stream resequencing is required because bytes may
be switched in a frame based upon random selection of
channels circuits when the call is setup and the receiving
circuity may arbitrarily order frame placement in the
stream to the resequencer. The address stream is estab-
lished at call setup by a special message where order is
known and where the 125 usec. frame of bytes is deci-
phered to obtain the FIFO buffer address where each byte
should be placed and the number of dummy bytes loaded
into each FIFO buffer at initiation time.
Reference [17] discusses a.similar resequencing sys-
tem based upon transputers. In [16], we analyzed the use
of parallel virtual circuit channels to support a high data
rate ring network over existing telecommunications cir-
cuit. In that paper, we develop and discuss in greater detail
the resequencing logic system shown in Figure 2. While
the logic circuity is not able to handle dynamic bandwidth
changes as easily as the transputer system [17], it reduces
circuit latency from 5 msec, for the transputer system to a
few usec and should be significantly smaller and less
costly to build.
Packet/Message Resequencing
The second resequencing situation occurs whenever
packets are received and must be resequenced to be for-
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Figure 2 Virtual Circuit Resequencing Logic Diagram
warded to another network where different operational
conditions exist. In this situation, it is either impossible or
impractical to maintain packets from messages in an
identical format with only replacement of header informa-
tion and operations such as checksum recalculation. Un-
like virtual circuit resequencing, it is assumed that suffi-
cient header information exists to correctly identify the
packet and its placement in the message.
Incoming
Meuaga
Allign
Memory
Request
Figure 3 shows the
resequencing logic structure. As
packets arrive,-they are sent to
the message handler which
routes the message id and to the
associative memory system and
the packet length to the message
update controller. A signal for
additional space to place the
packet is sent to the memory
management unit. The message
pan of the packet is sent directly
to free space in the memory
buffer and is stored at the ad-
dress provided by the MMU.
The memory controller structure
uses the concept of associative
content addressable memory.
Outgoing messages are
handled in a similar matter man-
ner. After the controller selects
the next message to be submitted to the outgoing channel,
the control information is transferred to the message out-
put registers. A number of message packets may be
transferred since both synchronous and asynchronous
messages ready to send may exit in the bridge/gateway
Outgoing
Messages
Figure 3 Bridge/Gateway Resequencing System
C. Sender Handling
In past network systems, sender operations were gen-
erally straightforward. They consist of breaking messages
into packet size blocks acceptable to the network, and,
under the condition where the node has multiple links,
memory buffer. Upon indication of the next media access. routin§ Packets' With the advent of A™ and the use of
the information is transferred through the message handler vinual Paths which wil1 be selected at cal1 setuP time f l9 '
and the information such as id and length which will 20], the routing problem for networks using high data rate
chanse the content addressable memory.data is feed back sen>'ices over COITunon carrier links Wl11 dimimsh- Routin§
to the associate memory table to update the circuit infor- for private-on-premise" systems is generally easily handled
since the network configuration remains constant for largemation.
The system shown in Figure 3 is similar to systems
which are being developed for ATM to host interfacing
[9]. The major difference from the resequencing stand-
point is that here a number of messages may exist simul-
taneously, that message classes require different handling
than those to a host interface and that information obtained
by the packet arrival is used to support both congestion and
error control (see next two subsections).
Processing speeds for the resequencing system are
estimated from the preliminary design. The resequencing
system should be able to handle arrivals at high megabit
data rates if nanosecond logic circuits are used [28].
periods of time after installation or upgrade. However,
with ATM and with the requirement to interconnect be-
tween a wide range of network data rates, the routing
problem has been replaced by another equally important
and difficult problem, that of congestion control
A number of congestion control methods have been
proposed many based upon the concept Qtstatistical
multiplexing[2\, 22] and implemented using the concept
of a leaky bucket [21, 23]. The concept of statistical
multiplexing implies that, should an overflow occur, the
network can discard packets enroute to alleviate the con-
gested condition. The argument in favor congestion alle-
Handling times, i.e., from the time the packet is received viation by Bearding packets is based upon the fact that
until it is placed in memory and linked properly, are both voice and video signals have a significant amount of
r J
 redundancy so some loss should readily be tolerated.
However, in multimedia environments, not all synchro-
estimated to be in the tens ofmsecs. While there is
significant latency buildup while accumulating packets
when the outgoing network has large block sizes, the
actual added latency for the last message bit due to the
resequencing is only the packet processing time. This is
generally small in comparison to other delay such as end-
to-end higher level protocol processing [18] and propaga-
tion delay in MAN and WAN systems.
nous traffic will be voice/video and even then there is
'Many recent papers, conferences and jonraals have articles related to
high data rate network flow control problems. The IEEE
Commnnications Magazine, Vol. 29, No. 19, Oct 1991. devoted the
entire issue, to congestion control
strong evidence that compression techniques will be used
since they can decrease bandwidth resource requirements
by a factor of 50-100. Compressed data and many asyn-
chronous messages have no tolerance for unreplaced lost
packets. In the following subsection, we discuss a lossless
congestion control scheme and follow that discussion an
error control system with improved correction perfor-
mance. Note that the FDDI-ATM interface [12] provides
no flow or packet loss control services.
Lossless Congestion Control System
The lossless congestion control system operates simi-
lar to many end-to-end systems except that different feed-
back parameters are used and that control is exercised
between bridge/gateway points. Here, the receiver peri-
odically sends a control packet to its sender(s). This
control packet contains the present free buffer space, the
number of the last arriving packet accepted, and an error
indication bit. When this information arrives at the sender,
it calculates the remaining free buffer space at the receiver
at the time the feedback packet was sent. It can send
packets at the maximum rate until it has reduced the free
buffer space to zero pending the arrival of a new feedback
packet from the receiver. If the control packet indicates
that an error has occurred then the number of the last
arriving packet accepted is used by the sender as the
starting point for resubmittal of all subsequent packets,
i.e., a go-back-N scheme. In a direct replacement scheme,
the feedback packet would contain the numbers of only the
missing packets.
The concept of returning an acknowledge with the last
accepted packet number is well known and has been used
both for window congestion and error controls [24]. This
information, in itself, is insufficient to avoid potential loss
due to buffer overflow and packet discarding. However,
adding free buffer space information allows the source to
have sufficient knowledge to fill up but not overflow the
destination buffer, regardless of the destination's ability to
forward packets which frees additional space in its buffer.
Thus, the system suffers no loss due to discarding at any
node, intermediate or sender, participating in the control
scheme.
Further, the lossless congestion control system is dy-
namic not only with respect to load but also resources. If
the destination node has additional free buffers which it
can commit to the message, when it sends its next control
packet it adds these buffers to its free buffer count. The
source does not know or care whether the amount of free
buffer space is due to commitment of new buffers or the
destination has been able to empty buffers by forwarding
packets to subsequent destinations. Likewise, if the desti-
:Note that packet identification for classification also supports
resequencing, congestion control and error correction'.
nation takes buffers from a link, it sends a control packet
indicating fewer free buffers and as the buffers become
empty, they can be assigned to another circuit. Again, the
source is unaware of the cause. Additionally, the system
is flexible with respect to potential loss. Although we have
described the system as lossless, if the source wishes, it can
send packets above those for which the destination indi-
cates it has free buffers. It takes a chance that the buffer
space will not be available upon their arrival at the desti-
nation and hence, may be lost. However, with the inte-
grated error control, noted above and discussed more fully
in the next subsection, the loss is easily and quickly
replaced.
The lossless feedback scheme fulfills the requirement
that the control information is readily and easily available.
One needs only to keep a counter to maintain free buffer
size and to register the last packet number when the
incoming header and data are transferred to storage. No
complex system is required to scan a frame or to do
averaging to attain information such as present bandwidth
use and no separate clocking is involved.
Figures 4a) - 4e) show typical results for the lossless
congestion control system. Figure 4a) illustrates the
tandem network test configuration and the conditions
simulated. Simulator runs were takes for a steady state
arrival and service rates. Data was started after the system
had time to reach steady state, i.e., at least 10 times the
maximum transfer delay between nodes, and data was
taken so that 90% confidence interval results are expected.
The lossless congestion control scheme and its perfor-
mance are described more fully in reference [25].
Figure 4b) and 4c) show the mean packet delay time
and mean packet service period at the source. As the
congestion traffic is reduced, both the packet delay and
service period decrease to their nominal conditions for an
uncongested system. Figure 4d) shows that the feedback
packet load on the network is less than 5% of the capable
traffic and that it is not significantly influenced by the
congestion condition. Hence, the control concept used to
provide information to the sending node does not increase
network use significantly. Figure 4e) illustrates that the
control law is doing a good job, since under congested
conditions, the percent of time that a node's queue is empty
is less than 20%. This means that packets are available to
be forwarded most of the time which is the best perfor-
mance that can be obtained under congestion. Figure 5
shows the affect of buffer length during congestion. As
buffer length increases, mean packet delay increases since
the packets spend more time in intermediate node buffers
but overall service rate decreases, since more total packets
are transferred because the intermediate buffers are not
empty as often. Thus, buffer assignment size is an impor-
tant consideration is attaining overall performance.
Figure 4a) Tandem Network Congestion Simulator
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D. Error Control
With the concept of congestion control relying heavily
on the ability to drop packets, the question for error control
becomes not whether but how. As with Internet, the
mechanism suggested for ATM is based upon end-to-end
error detection and correction at the transport layer [14,26,
27]. While this mode is certainly feasible, it is highly
questionable whether it is capable of enabling the wide
QOS range that users have come to expect in LAN sys-
tems.
The error control technique as noted above can provide
reliable datagrams between bridge/gateway systems han-
dling messages. The congestion control scheme has the
capability based upon the error indicator bit and last
received packet number to alert the sender of loss regard-
less of cause. The error information is sufficient for the
sender to replace the damage packet and reinitiate the
remainder of the message without further coordination
with the receiver. We have called this method of error
correction between bridge/gateways intermediate error
correction.
Performance for the intermediate error correction
scheme is compared with the end-to-end error control
implemented at transport level. The results are shown in
Figure 6a) - 6b) for the conditions where intermediate links
are 100 km and 1000 km long, respectively. It is assumed
Figure 5 Effect of Queue Length on
Congestion Control Performance
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that bridge/gateway processing times are lOOjisec and
end-to-end transport processing for error control takes 2
msec. For transport layer correction, two mechanisms are
modeled, one where the packet error is detected at the
receiver and the error message immediately sent to the
sender and the condition where the message times out.
Time out is assumed as 1.5 times nominal end-to-end
packet transfer time.
Link error correction shows significant improvement
in time to correct an error. For example, correction time is
always less than 1/3 of that required for end-to-end correc-
tion and as important, is dependent upon internode length
instead of overall network length. This latter situation is
especially valuable since constant QOS conditions can be
•supported independent of the total length of the communi-
cations link as long as maximum intermediate node dis-
tances are preserved.
V. Concluding Remarks
The bridge/gateway components required for inter-
connecting a wide range of high performance networks is
developed in the paper. They exist because of the major
requirement for bridge/gateway systems to support a wide
range of network QOS requirements when hosts with
differing capabilities are interconnected with through net-
works with equally wide range of capabilities.
Classification of messages into three classes where
found to be the minimum by which bridge/gateways could
support a wide range of traffic. Class A messages handle
synchronous traffic; Class B and C for asynchronous
traffic. Class B is for large messages which can tend to be
bursty and requires a call setup and buffer allotment. Class
C is for smaller "self-contained" messages which can be
truly "packetized". To enable low latency message han-
dling, the two asynchronous message classes, B and C,
must have priority designations within the classes so that
the bridge/gateway nodes can expedite critical traffic.
The paper presents effective resequencing hardware to
support to conditions where arriving information may be
disoriented. The first handles parallel virtual ciruits situ-
ations where messages may arrive in different channels.
The combined switching buffering system provides rapid
resequencing using hardware logic, with additional delays
of only a fewusec.
The second resequencing systems is provided to handle
messages where basic packet sizes are significantly differ-
ent between the networks. If resequencing is not available,
significant inefficiencies can occur. It is based upon
identification of message packets as they arrive and to
linking the packets in a buffering system. The structure of
the buffering system is controlled by an associative memory
system when packets are linked head-to-tail and where
address pointers and lengths are associated with each
identifiable call. The resequencing system is designed to
handle high data rates both incoming and outgoing and to
provide delays ranging in the 10s to 100s oiuseconds.
Since message and packet identity are used for mes-
sage classification and resequencing, the same informa-
tion is availabe for congestion and error control.These
features are extremely important in order to provide user
QOS. A dynamic, lossless congestion control system is
developed and its performance under typical operation is
presented. The system, because it is based upon feedback
of information from receiver to sender, completely avoids
loss due to receiver buffer overflow. However, the system
is very flexible so that operation where some loss may
occur are easily implemented.
The parameters of the congestion control system di-
rectly enable intermediate node error recovery. Data is
presented to demonstrate that intermediate node error
control is able to correct errors usually within 1/3 the time
as similar end-to-end error recovery systems. Thus, the
combination of congestion and error control implemented
at bridge/gateways provides significant performance im-
provement and hence, the ability to provide improved
overall network QOS.
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