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Abstract
Let O be a strongly Lipschitz domain of Rn: Consider an elliptic second-order divergence
operator L (including a boundary condition on @O) and deﬁne a Hardy space by imposing the
non-tangential maximal function of the extension of a function f via the Poisson semigroup
for L to be in L1: Under suitable assumptions on L; we identify this maximal Hardy space with
H1ðRnÞ if O ¼ Rn; with H1r ðOÞ under the Dirichlet boundary condition, and with H1z ðOÞ under
the Neumann boundary condition.
r 2003 Elsevier Science (USA). All rights reserved.
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1. Introduction
Hardy spaces on Rn; and especially H1 ðRnÞ; were studied in great detail in the
1960s and 1970s. A nice review of this is in [22].
Originally deﬁned by means of Riesz transforms (see the seminal paper of Stein
and Weiss [26]), the usefulness of this space in analysis as a substitute for L1ðRnÞ
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comes from its many characterizations, beginning with the work of Fefferman–Stein
[13]. Let fASðRnÞ be a function such that R
Rn
fðxÞ dx ¼ 1: For all t40; deﬁne
ftðxÞ ¼ tnfðx=tÞ: A locally integrable function f on Rn is said to be in H1ðRnÞ if the
vertical maximal function
Mf ðxÞ ¼ sup
t40
jft  f ðxÞj
belongs to L1ðRn). If it is the case, deﬁne
jj f jjH1ðRnÞ ¼ jjMf jj1:
Recall that a function fAH1ðRnÞ satisﬁes R
Rn
f ðxÞ dx ¼ 0:
Another equivalent deﬁnition of H1ðRnÞ involves the non-tangential maximal
function associated with the Poisson semigroup (or the heat semigroup) generated by
D; the Laplace operator on Rn: If fAL1locðRnÞ; the following are equivalent:
fAH1ðRnÞ;
sup
jyxjpt
jetðDÞ1=2 f ðyÞjAL1ðRnÞ; ð1Þ
see [13, Theorem 11, p. 183].
The atomic decomposition obtained by Coifman and Latter was a key step in the
theory (see [10] when n ¼ 1; [18] when nX2). A function a on Rn is an H1ðRnÞ-atom
if it is supported in a cube Q; has mean-value zero and satisﬁes jjajjNpjQj1: Then,
fAH1ðRnÞ if and only if f ¼PQ lQaQ; where the aQ’s are H1ðRnÞ-atoms and the
sequence of complex numbers ðlQÞQ is in l1: The norm jj f jjH1ðRnÞ is comparable with
the inﬁmum of
P
Q jlQj taken over all such decompositions.
In recent years, a quite complete theory of Hardy spaces on domains has been
developed [8,9,17,20,27]. The Hardy spaces are either deﬁned in terms of restrictions
to O of H1ðRnÞ functions (this is H1r ðOÞÞ or in terms of those H1ðRnÞ functions
having support in O (this is H1z ðOÞÞ: There are also possible deﬁnitions using some
‘‘grand’’ maximal functions. For these spaces, atomic decompositions have been
obtained, in particular, on special Lipschitz domains and bounded Lipschitz
domains of Rn: However, is there a maximal characterization using the Poisson
semigroup? More precisely, replace in (1), Rn by O and take for D the Laplacian with
Dirichlet or Neumann boundary condition. This deﬁnes two maximal Hardy spaces
on O: The aim of the present paper is to identify each one with one of the
‘‘geometrical’’ Hardy spaces mentioned above.
It turns out that the choice of boundary condition is meaningful in the answer.
Indeed, the heuristic is the following: if ptðx; yÞ denotes the Poisson kernel on O and
f is in some Hardy space on O; one can use the theory on Rn as soon as etðDÞ
1=2
f ðxÞ
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can be written as Z
Rn
p˜tðx; yÞf˜ ðyÞ dy;
where f˜ is an extension of f in H1ðRnÞ and p˜tðx; Þ is a smooth extension of ptðx; Þ:
If fAH1r ðOÞ; such an extension exists, but as it is not explicit, our only choice is
that p˜tðx; Þ is the zero extension of ptðx; Þ: This forces us to impose a
Dirichlet boundary condition on the Laplacian ðptðx; Þ vanishes on @OÞ:
If fAH1z ðOÞ; f˜ is its zero extension, so that ‘‘any’’ smooth extension p˜tðx; Þ
of ptðx; Þ is acceptable. This leads to a Neumann boundary condition on the
Laplacian.
Another question we ask here is: does the Laplacian play a specific role? In other
words, can it be replaced by another second-order elliptic operator? In [2], it was
shown that H1ðRÞ has a maximal characterization using the Poisson semigroup of
elliptic operators. We give here an afﬁrmative answer in higher dimensions and on
domains, provided the elliptic operator satisﬁes a technical condition (for example
any real elliptic operator will do). This also emphasizes the prominent role of the
boundary condition in these questions.
Our main result is the following:
Theorem 1. Let O ¼ Rn or O be a strongly Lipschitz domain of Rn and
L ¼ div Ar be a second-order strongly elliptic operator with bounded measur-
able complex-valued coefficients. Assume that L satisfies the technical condition
(GN).
(a) If O ¼ Rn; one has H1max;LðRnÞ ¼ H1ðRnÞ:
(b) Under the Dirichlet boundary condition, if cO is unbounded then one has
H1max;LðOÞ ¼ H1r ðOÞ:
(c) Under the Neumann boundary condition, one has H1max;LðOÞ ¼ H1z ðOÞ:
See below for precise deﬁnitions and notations. The technical condition may be
valid or not under the Dirichlet or Neumann boundary condition. The statement is
valid for general strongly Lipschitz domains (which include bounded and exterior
domains).
The similar questions for local Hardy spaces have comparable answers. We shall
obtain
Theorem 2. Let O and L be as in Theorem 1.
(a) One has h1max;LðRnÞ ¼ h1ðRnÞ:
(b) Under the Dirichlet boundary condition, one has h1max;LðOÞ ¼ h1r ðOÞ:
(c) Under the Neumann boundary condition, one has h1max;LðOÞ ¼ h1zðOÞ:
Furthermore, if O is bounded, (b) and (c) hold when L satisfies only (G1).
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The plan of this paper is the following. First, we treat the case of global Hardy
spaces on strongly Lipschitz domains: we introduce our maximal Hardy spaces and
also some square functions. We then state the chain of gauges implying Theorem 1.
We ﬁrst prove the embeddings of the Hardy spaces in maximal Hardy spaces, then
that maximal Hardy spaces imbed into spaces deﬁned by square functions in L1; and
ﬁnally that the L1-norm of the square functions controls the Hardy space norm. This
follows a somewhat classical procedure in the subject but we had to take into
account the boundary and the wide class of operators. In a second part, we study the
corresponding theory for local Hardy spaces. We also present different vertical or
non-tangential maximal functions characterizing our maximal Hardy space using the
heat semigroup. We conclude with two appendices, one about kernel estimates and
the other about the elementary geometry of Lipschitz domains.
Let us mention at this point that, using the recent work of Dafni et al. [8] in which
they clarify the appropriate Hardy spaces on domains for po1; one can certainly
extend our results to a range of p’s smaller than 1. We have not done so to keep the
length of the paper reasonable.
2. Notation
In what follows, it is understood without mention that O belongs to the class of
strongly Lipschitz domains of Rn; that is O is a proper open connected set in Rn
whose boundary is a ﬁnite union of parts of rotated graphs of Lipschitz maps, at
most one of these parts possibly unbounded.
This class includes special Lipschitz domains, bounded Lipschitz domains and
exterior domains. Some facts about such domains are presented in Appendix B.
Some statements may be valid for a restricted class and we shall indicate this when
it is the case.
We now describe the second-order operators considered in this work, the most
typical example being the Laplacian with appropriate boundary condition. If O ¼ Rn
or if O is a strongly Lipschitz domain of Rn; we denote by W 1;2ðOÞ the usual Sobolev
space on O equipped with the norm ðjj f jj22 þ jjrf jj22Þ1=2; whereas W 1;20 ðOÞ stands for
the closure of CN0 ðOÞ in W 1;2ðOÞ:
If A : Rn-MnðCÞ is a measurable function, deﬁne
jjAjjN ¼ sup
xARn;jxj¼jZj¼1
jAðxÞx  Zj:
Here and subsequently in the paper, the notation sup is used for esssup and x  Z
denotes the hermitian product in Cn: For all d40; denote by AðdÞ the class of all
measurable functions A : Rn-MnðCÞ satisfying, for all xARn; xACn:
jjAjjNpd1 and Re AðxÞx  xXdjxj2:
Denote by A the union of all AðdÞ for d40:
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When AAA and V is a closed subspace of W 1;2ðOÞ containing W 1;20 ðOÞ; denote
by L the maximal-accretive operator on L2ðOÞ with largest domain DðLÞCV
such that
/Lf ; gS ¼
Z
O
Arf  rg; 8fADðLÞ; 8gAV : ð2Þ
We use the notation L ¼ ðA;O; VÞ to denote any operator deﬁned as above. We say
that L satisﬁes the Dirichlet boundary condition (DBC) when V ¼ W 1;20 ðOÞ; the
Neumann boundary condition (NBC) when V ¼ W 1;2ðOÞ:
Let L ¼ ðA;O; VÞ be as above. First, such an operator generates a semigroup
ðetLÞtX0 of operators that is analytic (it has an extension to a complex half cone
jarg zjom for some mAð0; p=2Þ) and contracting on L2ðOÞ: Also, L has a unique
maximal accretive square root L1=2 so that L1=2 is the generator of the L2ðOÞ-
contracting semigroup ðPtÞtX0 with Pt ¼ etL
1=2
; that is the Poisson semigroup for L:
We will need that Pt also acts on L
1ðOÞ: Let us then introduce a technical condition
on L:
Deﬁnition 3. For 0otpþN; we all ðGtÞ the conjunction of (3) and (4) below: The
kernel of etL; denoted by Ktðx; yÞ; is a measurable function on O O and there exist
C; a40 such that, for all 0otot and almost every x; yAO;
jKtðx; yÞjp C
tn=2
ea
jxyj2
t : ð3Þ
For all xAO and all 0otot; the functions y/Ktðx; yÞ and y/Ktðy; xÞ are Ho¨lder
continuous in O and there exist C; mA0; 1 such that, for all 0otot and all
x; y; y0AO;
jKtðx; yÞ  Ktðx; y0Þj þ jKtðy; xÞ  Ktðy0; xÞjp C
tn=2
jy  y0jm
tm=2
: ð4Þ
When t is ﬁnite, we set t ¼ 1 without loss of generality.
For those readers only interested in the Laplacian or real symmetric operators
(under DBC or NBC), this condition is always satisﬁed on Rn or on Lipschitz
domains with t ¼N except under NBC with O bounded for which we have t ﬁnite.
From the subordination formula, one obtains (see Appendix A)
Lemma 4. When ðGNÞ holds, the Poisson kernel of L; i.e. the kernel ptðx; yÞ of Pt
satisfies
jptðx; yÞjp Ctðt þ jx  yjÞnþ1 ð5Þ
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and
jptðx; yÞ  ptðx; y0Þj þ jptðy; xÞ  ptðy0; xÞjpC
tn
jy  y0jm
tm
ð6Þ
for all tA0;N½; for some C40 and mA0; 1½: Furthermore, if ðG1Þ holds and O is
bounded then (5) and (6) hold for 0otp1 and for all t41 one has
jptðx; yÞjp Ctðt þ jx  yjÞ: ð7Þ
Finally, an expression of the form AtB between non-negative quantities A and B
means that there is a constant C such that ApCB:
3. The global case
3.1. Strategy
Let us begin by recalling the deﬁnitions of various Hardy spaces on O:
A function f on O is said to be in H1r ðOÞ if it is the restriction to O of a function
FAH1ðRnÞ: If fAH1r ðOÞ; deﬁne jj f jjH1r ðOÞ by
jj f jjH1r ðOÞ ¼ inf jjF jjH1ðRnÞ;
the inﬁmum being taken over all the functions FAH1ðRnÞ such that F jO ¼ f :
A function f on O belongs to H1z ðOÞ if the function F deﬁned by
FðxÞ ¼ f ðxÞ if xAO;
0 if xeO
(
belongs to H1ðRnÞ: When fAH1z ðOÞ; its norm jj f jjH1z ðOÞ is jjF jjH1ðRnÞ: Note that it is a
strict subspace of H1r ðOÞ (in particular, a function f in H1z ðOÞ satisﬁes
R
O f ðxÞ dx ¼
0; whereas this may not happen for fAH1r ðOÞ). This space is nothing but the
subspace of H1ðRnÞ of all functions supported in O:
Since O is strongly Lipschitz, it is a space of homogeneous type and one also
considers on O the Hardy space of Coifman and Weiss as deﬁned in [12], which will
be denoted in the sequel by H1CWðOÞ: An H1CWðOÞ-atom is a function a supported in
Q-O; where O is a cube of Rn centered in O (but not necessarily included in O) with
sidelength cðQÞp2 diamðOÞ (this restriction is not really one as the traces of all such
cubes give us the collection of all cubes of O) and satisfyingZ
aðxÞ dx ¼ 0 and jjajjNpjQ-Oj1:
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If O has ﬁnite measure, the constant function 1jOj is not an atom with our deﬁnition in
opposition with that of [12].
A function f is in H1CWðOÞ if it can be written as
f ¼
X
Q
lQaQ;
where the aQ’s are H
1
CWðOÞ-atoms and
P
Q jlQjoN: The norm is deﬁned as the
inﬁmum of such sums taken over all possible decompositions. Of course, H1CWðRnÞ ¼
H1ðRnÞ:
We next introduce the maximal Hardy space on O associated with L: If ðGNÞ
holds and fAL1locðOÞ with y/jyjn1f ðyÞAL1ðOÞ; deﬁne, for all xAO;
f LðxÞ ¼ sup
yAO;t40; jyxjot
jPt f ðyÞj:
Say that fAH1max;LðOÞ if f LAL1ðOÞ and deﬁne
jj f jjH1
max;L
ðOÞ ¼ jj f L jjL1ðOÞ:
Note that H1max;LðOÞ depends, in particular, on the boundary condition. Thanks
to Lemma 4, Pt tends to the identity strongly in L
1ðOÞ and, therefore,
H1max;LðOÞCL1ðOÞ:
Now, we introduce some square functions. The ﬁrst one is an area functional using
all partial derivatives of Pt f ðxÞ: for xAO; set
Sf ðxÞ ¼
Z
GðxÞ
t1njrPt f ðyÞj2 dy dt
 !1=2
;
with ru ¼ ðru; @tuÞ; jruj2 ¼ jruj2 þ j@tuj2; and where GðxÞ is the cone deﬁned by
GðxÞ ¼ fðy; tÞAO0;þN½; jy  xjotg:
The second one is also an area functional restricted to time derivatives
sf ðxÞ ¼
Z
GðxÞ
t1nj@tPt f ðyÞj2 dy dt
 !1=2
:
It is clear that sfpSf pointwise.
The following proposition gives the strategy of proof of Theorem 1.
Proposition 5. Assume that L satisfies (GN). Let fAL1ðOÞ:
(a) If O ¼ Rn; one has
jj f jjH1ðRnÞtjjsf jj1pjjSf jj1tjj f jjH1
max;L
ðRnÞtjj f jjH1ðRnÞ:
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(b) under DBC with cO unbounded, one has
jj f jjH1r ðOÞtjjsf jj1pjjSf jj1tjj f jjH1max;LðOÞtjj f jjH1r ðOÞ:
(c) Under NBC one has
jj f jjH1z ðOÞtjj f jjH1CWðOÞtjjsf jj1pjjSf jj1tjj f jjH1max;LðOÞtjj f jjH1z ðOÞ:
The implicit constants depend neither on f ; nor its L1 norm.
Remark 6. (1) The restriction on O in (b) appears in the very left-hand inequality.
We think this inequality is false for cO bounded but we have not found an argument.
(2) The assumption (GN) in (c) forces O to be unbounded under NBC, as (GN) is
never valid on bounded domains. The case of bounded domains will be discussed
with local Hardy spaces.
(3) The relevance of the technical assumption on f will be addressed at the end of
Section 3.4.
(4) A byproduct of (c) is the fact that H1CWðOÞ ¼ H1z ðOÞ (while the inclusionC is,
as we shall see, not too hard the converse is a deeper fact). In the case of special
Lipschitz domain, or bounded domains and local Hardy spaces, this can also be seen
as a consequence of the atomic decomposition for H1z ðOÞ in [9] (but it was not
mentioned there).
In the next sections we shall prove the three chains of inequalities in parallel, going
from right to left, introducing when needed further ingredients.
3.2. From Hardy spaces to maximal Hardy spaces
Recall that ptðx; yÞ is the Poisson kernel for L and that Pt ¼ etL1=2 :
Proof of jj f jjH1
max;L
ðRnÞtjj f jjH1ðRnÞ: From the atomic decomposition, it sufﬁces to
let f be an H1ðRnÞ-atom. Indeed, for such an atom a it is plain to see, following
classical arguments and using (GN), that jjaLjj1pC (see, for instance, [14, Chapter
III, Theorem 3.4]). Brieﬂy, write
PtaðxÞ ¼
Z
Q
ptðx; yÞaðyÞ dy;
where Q is the support of a: When xA2Q use
jPtaðxÞjpjjajjN
Z
jptðx; yÞj dytjQj1:
When xe2Q then use the moment condition on a to write
PtaðxÞ ¼
Z
Q
ðptðx; yÞ  ptðx; y0ÞÞaðyÞ dy;
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where y0 is any point in Q; for example the center of Q: Then use the regularity of
ptðx; yÞ in Lemma 4 to get jPtaðxÞjt cðOÞ
m
jxy0jnþm; with cðQÞ the sidelength of Q:
Proof of jj f jjH1
max;L
ðOÞtjj f jjH1r ðOÞ under DBC: Since fAH1r ðOÞ it has an extension to
H1ðRnÞ with comparable norm. This extension can be decomposed into H1ðRnÞ-
atoms. It sufﬁces to look at them. Let a be an H1ðRnÞ-atom supported in a cube Q:
In such a case, one has
PtaðxÞ ¼
Z
Q-O
ptðx; yÞaðyÞ dy
If QCO then the argument above can be repeated. If Q-O ¼ | there is nothing to
do. It remains to see the case where Q intersects the boundary of O: Follow the
argument above and choose for y0 a point in Q on the boundary of O: This time,
instead of using the moment condition on a; we use the Dirichlet boundary condition
in the form of ptðx; y0Þ ¼ 0 since y0A@O:
Proof of jj f jjH1
max;L
ðOÞtjj f jjH1z ðOÞ under NBC: For all t40 and xAO; deﬁne
Fx;tðyÞ ¼ tn 1þ jx  yj
t
 	nþ1
ptðx; yÞ; yAO:
An easy consequence of Lemma 4 is that for some nAð0; 1
jFx;tðyÞjpC
and
jFx;tðyÞ  Fx;tðy0ÞjpC jy  y
0j
t
 	n
for all y; y0AO: Thus, the function Fx;t may be extended to a bounded Ho¨lder
continuous function on O; then on Rn (see [23, Chapter 6, Theorem 3, p. 174]). If this
extension is denoted by F˜x;t; one has
jF˜x;tðyÞjpC0C
and
jF˜x;tðyÞ  F˜x;tðy0ÞjpC0C jy  y
0j
t
 	n
;
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for all y; y0ARn; where C0 only depends on O: Deﬁne now
p˜tðx; yÞ ¼ tn 1þ jx  yj
t
 	n1
F˜x;tðyÞ:
Then, one has
jp˜tðx; yÞjpCtn 1þ jx  yj
t
 	n1
ð8Þ
and
jp˜tðx; yÞ  p˜tðx; y0ÞjpCtn jy  y
0j
t
 	n
ð9Þ
for all xAO; y; y0ARn and all t40: Moreover, for all t40 and all x; yAO; ptðx; yÞ ¼
p˜tðx; yÞ:
Consider now a function fAH1z ðOÞ; extended by 0 outside O; so that fAH1ðRnÞ
and jj f jjH1z ðOÞ ¼ jj f jjH1ðRnÞ: For all xAO; one hasZ
O
ptðx; yÞf ðyÞ dy ¼
Z
Rn
p˜tðx; yÞf ðyÞ dy: ð10Þ
Using the atomic decomposition of f into H1ðRnÞ-atoms and estimates (8) and (9)
for p˜t; one deduces as before from (10) that
jj f L jjL1ðOÞpCjj f jjH1ðRnÞ:
3.3. From maximal functions to square functions
This section is the most technical part of the paper. Here, we prove that maximal
norms dominate the square functions namely
Proposition 7. Assume that (GN) holds. For all fAH1max;LðOÞ; jjSf jj1tjj f jjH1
max;L
ðOÞ:
We have stated one inequality as the argument will work in the three different
situations considered in Theorem 1.
The proof follows ideas from [13, Theorem 8, p. 161] for the Laplace operator on
Rn and [11, Section 6]. See also [2, Lemme II.10] for the case of elliptic operators in
one dimension. It relies on a ‘‘good l’’ inequality. Here, no further condition on O is
needed.
In order to proceed, we need square functions with different apertures. Deﬁne
for xAO;
Saf ðxÞ ¼
Z
GaðxÞ
t1njrPt f ðyÞj2 dy dt
 !1=2
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and
Se;Ra f ðxÞ ¼
Z
Ge;Ra ðxÞ
t1njrPt f ðyÞj2 dy dt
 !1=2
;
with ru¼ðru; @tuÞ; jruj2¼jruj2 þ j@tuj2; Pt¼ etL1=2 and where GaðxÞ and Ge;Ra ðxÞ
are, respectively, the cones and the truncated cones deﬁned by
GaðxÞ ¼ fðy; tÞAO0;þN½; jy  xjoatg
and
Ge;Ra ðxÞ ¼ fðy; tÞAOe; R½; jy  xjoatg;
for a40; 0oeoRoþN: We can also write Sa ¼ S0;Na : Here, it is convenient to
choose for the norm on Rn the supremum norm (for which balls are cubes with sides
parallel to the axes).
The ﬁrst lemma is of technical nature.
Lemma 8. Assume ao1: Then, one has for fAL2ðOÞ;
Se;Ra f ðxÞpCð1þ jlnðR=eÞjÞf LðxÞ
for some constant depending on a:
Proof. The truncated square function is well deﬁned for fAL2ðOÞ since rPt is
bounded on L2ðOÞ: Let us also recall that utðyÞ ¼ Pt f ðyÞ satisﬁes the elliptic
equation r  BrutðyÞ ¼ 0 (in the weak sense on O0;N½Þ where B is the ðn þ 1Þ 
ðn þ 1Þ block diagonal matrix with components A and 1. Moreover, we have
prescribed Dirichlet or Neumann data on the lateral boundary @ O0;N½: Hence,
we have interior and boundary Caccioppoli inequalities (see [5]): for some r40 and
CX0 depending on O and ellipticity,Z
E
jrutðyÞj2 dy dtpCr2
Z
E˜
jutðyÞj2 dy dt
for all sets E ¼ Bððz; tÞ; rÞ-ðO0;N½Þ with E˜ ¼ Bððz; tÞ; 2rÞ-ðO0;N½Þ provided
xAO; t40 and rpinfðr; tÞ=4: Here Bððz; tÞ; rÞ is the open ball deﬁned by
supðjz  yj; jt tÞor:
For ðz; tÞAGe;Ra ðxÞ; let Eðz;tÞ ¼ Bððz; tÞ; rÞ-ðO0;N½Þ with r ¼ d infðt; rÞ:
Here d is some small number. By a Besicovitch covering argument, pick a
subcollection Ej ¼ Eðzj ;tjÞ covering Ge;Ra ðxÞ and having bounded overlap. Remark
that ðy; tÞAEj implies tBdj ; the distance from Ej to the bottom boundary O f0g:
Remark also that if d is small enough, ðy; tÞAE˜j implies ðy; tÞAG1ðxÞ; hence
jutðyÞjpf LðxÞ: Thus, we obtain from the bounded overlap and Caccioppoli’s
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inequality,
Se;Ra f ðxÞ2pC
X
j
d1nj r
2
j jE˜jj f LðxÞ2:
Observe that jE˜j jpCjEjj and so that the bounded overlap of the Ej’s again easily
yields by inspection, X
j
d1nj r
2
j jE˜jjpCð1þ jlnðR=eÞjÞ: &
Next, in order to compensate for the lack of pointwise regularity for Pt f ðxÞ we
introduce variants of the truncated square functions by adapting the well-known
sweeping technique attributed to Titchmarsh. Set
S˜ e;Ra f ðxÞ ¼
Z 2
1
Z
Gae;aRa=a ðxÞ
t1njrPt f ðyÞj2 dy dt da
 !1=2
xAO:
Fairly elementary arguments show that
S2e;Ra fpS˜ e;Ra fpSe;2R2a f :
Our good l inequality is
Lemma 9. There exists c40 such that, for all 0ogp1; all l40; all 0oeoRoN and
all fAH1max;L-L2ðOÞ;
jfxAO; S˜ e;R
1=20 f ðxÞ42l; f LðxÞpglgjpcg2jfxAO; S˜ e;R1=2 f ðxÞ4lgj:
We will also use the comparability of the square functions. See [11, Proposition 4,
p. 309].
Lemma 10. For a; b40; 0peoRpþN; one has
jjSe;Ra f jj1BjjSe;Rb f jj1;
where the implicit constants do not depend on f ; e; R:
Let us deduce Proposition 7. Assume ﬁrst that fAH1max;L-L2ðOÞ: As a
consequence of Lemma 9, by integrating both sides with respect to l; one obtains
jjS˜ e;R
1=20 f jj1pg1jj f L jj1 þ cg2jjS˜ e;R1=2 f jj1:
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Thanks to Lemma 10 and the comparisons between the square functions and their
variants, one has
jjSe;R1 f jj1pCjjS˜ e=2;R1=20 f jj1
and by Lemma 8
jjS˜ e=2;R
1=2 f jj1pjjSe=2;2R1 f jj1pjjSe=2;e1 f jj1 þ jjSe;R1 f jj1 þ jjSR;2R1 f jj1pjjSe;R1 f jj1 þ Cjj f L jj1:
Hence, by choosing g appropriately and using the a priori knowledge that
jjSe;R1 f jj1oþN one obtains
jjSe;R1 f jj1pCjj f L jj1:
By letting ek0 and RmþN; the conclusion of Proposition 7 in the case fAL2
follows.
To complete the proof of Proposition 7, we have to relax the assumption
fAL2ðOÞ: But, if f LAL1ðOÞ; then fAL1ðOÞ and together with the kernel estimates on
the kernel of Pt; one has feAL2ðOÞ for all e40; where feðxÞ ¼ Pe f ðxÞ: It follows that
jjSfejj1tjjðfeÞLjj1pjj f L jj1: Letting ek0; one obtains jjSf jj1pCjj f L jj1 by monotone
convergence. &
We turn to the proof of Lemma 9. In the next argument, e; R; l are ﬁxed. Also
fAH1max;L-L2ðOÞ: Deﬁne O ¼ fxAO; S˜ e;R1=2 f ðxÞ4lg: We may assume that OaO: Let
O ¼ Sk Qk be a Whitney decomposition of O (with respect to O) by dyadic cubes
(of Rn), so that, for all k; 2QkCOCO; but 4Qk intersects O\O: Since
fS˜ e;R
1=20 f42lgCfS˜ e;R1=2 f4lg; it is enough to show that
jfxAQk; S˜ e;R1=20f ðxÞ42l; f LðxÞpglgjpcg2jQkj:
From now on, ﬁx k and denote by l the side length of Qk:
If xAQk;
S˜
supð10l;eÞ;R
1=20 f ðxÞpl:
Indeed, pick xkA4Qk with xkeO: If jy  xjo t20 and with tXsupð10l; eÞ; then one has
jxk  yjo t20þ 4lpt2: Hence S˜ supð10l;eÞ;R1=20 f ðxÞpS˜ supð10l;eÞ;R1=2 f ðxkÞpl:
If eX10l; we are done. Otherwise, using, S˜ e;R
1=20 f ðxÞpS˜ e;10l1=20 f ðxÞ þ S˜10l;R1=20 f ðxÞ; it
remains to show that
jfxAQk-F ; gðxÞ4lgjpcg2jQkj;
where
gðxÞ ¼ S˜ e;10l
1=20 f ðxÞ
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and
F ¼ fxAO; f LðxÞpglg:
By Tchebytchev’s inequality, this follows fromZ
Qk-F
g2pcg2l2jQkj:
We note that the condition (GN) combined with Lemma 4 and analyticity of the heat
semigroup (see Appendix A) implies that F is a closed set of O as ðx; tÞ/utðxÞ ¼
Pt f ðxÞ is a continuous function.
If 5lpe; then the argument using Caccioppoli’s inequality shows thatZ
Qk-F
g2pc
Z
Qk-F
ðf LÞ2pcg2l2jQk-F j:
Assume from now on that eo5l: By geometric considerations,
Z
Qk-F
gðxÞ2 dxpc
Z 2
1
Z
Ea
tjrutðyÞj2 dy dt da
where
Ea ¼ fðy; tÞAOea; 10la½; acðyÞotg
with cðyÞ the Lipschitz function equal to 20 dist ðy; Qk-FÞ: Recall also that
utðyÞ ¼ Pt f ðyÞ:
Observe that Ea ¼ fðy; atÞ; ðy; tÞAE1g: Deﬁne E ¼ fy; ðy; tÞAE1g: this is an open
set in O: For a connected component C of E; we let Ca ¼ fðy; tÞAEa; yACg: It
sufﬁces to show that
Z 2
1
Z
Ca
tjrutðyÞj2 dy dt dapcg2l2jCj:
Indeed, summing over all connected components of E; we get
Z 2
1
Z
Ea
tjrutðyÞj2 dy dt dapcg2l2jEj;
and it remains to observe that EC2Qk: Indeed, if yAE; there is a point ðy; tÞ above
contained E1; hence there exists xAQk-F such that jy  xjo t20: Since to10l; we
have jy  xjo l
2
and the desired inclusion follows.
We next ﬁx a connected component C of E: Consider aA1; 2½ and note
that Ca is connected and has Lipschitz boundary. The ellipticity condition for A
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shows thatZ
Ca
tjrutðyÞj2 dy dtpC Re
Z
Ca
tBrutðyÞ  rutðyÞ dy dt ¼ C Re Ia;
where B is the ðn þ 1Þ  ðn þ 1Þ block diagonal matrix with components A and 1.
The function utðyÞ satisﬁes the equation r  BrutðyÞ ¼ 0 (in the weak sense on
O0;N½) so that we wish to integrate by parts.
To do so let us make some observations. We claim that for ðy; tÞACa; then
yA2QkCO and ðy; tÞAE1: Indeed, since F is closed, there exists xAQk-F such that
jy  xjp t
20a
: Since tp10la; we have jy  xjp l
2
and the ﬁrst claim is true. Moreover,
jy  xjp t
20a
ot; hence the second claim.
It follows in particular that Ca remains far from the boundary of O0;N½; so
that we do not care about the boundary values of utðyÞ; and that jutðyÞjpgl on Ca:
The Green–Riemann formula shows that Ia is equal to

Z
Ca
@tutðyÞutðyÞ dy dt þ
Z
@Ca
tBrutðyÞ  Naðy; tÞutðyÞ dsaðy; tÞ:
In this computation, Naðy; tÞ is the unit normal vector outward Ca whereas dsa is the
surface measure over @Ca:
Moreover, the Green–Riemann formula again yields
2 Re
Z
Ca
@tutðyÞutðyÞ dy dt ¼
Z
@Ca
jutðyÞj2Naðy; tÞ  ð0;y; 0; 1Þ dsaðy; tÞ:
Finally, Z
Ca
tjrutðyÞj2 dy dtpC
Z
@Ca
jutðyÞj2 dsaðy; tÞ
þ C
Z
@Ca
tjutðyÞjjrutðyÞj dsaðy; tÞ:
Since jutðyÞjpgl on @Ca; we obtain thatZ 2
1
Z
@Ca
jutðyÞj2 dsaðy; tÞ dapg2l2
Z 2
1
Z
@Ca
dsaðy; tÞ da:
We claim that Z 2
1
Z
@Ca
dsaðy; tÞ dapcjCj:
Indeed, this integral is bounded by c
R
G
dz ds
s
where G is the union of the sets @Ca for
1oao2: This is the set of points (z; s) with zAC and eoso2e or cðzÞoso2cðzÞ or
10loso20l: The claim follows readily.
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It remains to establish
Z 2
1
Z
@Ca
tjutðyÞjjrutðyÞj dsaðy; tÞ dapcg2l2jCj:
Using the previous notation and a change of variables, this integral is bounded by
gl
Z
G
jrutðyÞj dy dt:
Pick a covering of G with bounded overlap by balls Bj ¼ Bððxj; tjÞ; etj20Þ: Remark that
ðx; tÞABj implies tBtjBrðBjÞ; the radius of Bj: Then using Ho¨lder’s inequality and
again Caccioppoli’s inequality
Z
G
jrutðyÞj dy dtp c
XZ
Bj
jrutðyÞj dy dt
p c
X
jBjj1=2rðBjÞ1
Z
2Bj
jutðyÞj2 dy dt
 !1=2
p cgl
X
jBjjrðBjÞ1
p cgl
Z
*G
dz ds
s
p cgljCj:
Here, *G is a set like G but slightly enlarged: it is contained set of points (z; s) with
zAC and e=2oso4e or cðzÞ=2oso4cðzÞ or 5loso40l: &
Remark 11. (1) The argument simpliﬁes when L is the Laplacian on O: Indeed, then
ðy; tÞ/utðyÞ is harmonic so that the Caccioppoli inequality can be replaced by the
mean value property and one can proceed directly using the square functions (and
not their averaged variants).
(2) When OaRn; the Whitney cubes Qk are designed to stay away from the
boundary of O so that interior estimates sufﬁce. In fact the boundary conditions
appear in a subtle way in the ﬁrst technical lemma. When O ¼ Rn; one can proceed
directly (without introducing the Qk’s) and prove the good l inequality on Rn:
Details are left to the reader.
3.4. From square functions to Hardy spaces via tent spaces
In this section, we shall use the tent spaces, Carleson measures and duality to
obtain the last part of the chains of desired inequalities.
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Proposition 12. Under the assumptions of Proposition 5, we have jj f jjH1tjjsf jj1
whenever the right-hand side is finite and fAL1ðOÞ: Here, H1 is H1ðRnÞ if
O ¼ Rn; H1r ðOÞ under DBC and H1CWðOÞ under NBC.
This will complete chains (a) and (b) of inequalities in Proposition 5 and for chain
(c), we further need the following lemma
Lemma 13. For any strongly Lipschitz domain, one has H1CWðOÞCH1z ðOÞ with
jj f jjH1z ðOÞtjj f jjH1CWðOÞ:
To prove the lemma, it sufﬁces to show that any H1CWðOÞ-atom a has its zero
extension in H1ðRnÞ: Call again a this extension. By assumption, there is a cube Q
of Rn; centered in O with cðQÞp2 diamðOÞ containing the support of a
and jjajjNpjQ-Oj1: Furthermore, a has mean value zero. We conclude with the
following geometric claim proved in Appendix B.
Claim 1. There is a constant C40 such that if Q is a cube centered in O with
cðQÞp2 diamðOÞ then jQ-OjXCjQj:
Let us begin the proof of Proposition 12. We ﬁrst use some ideas from the HN-
functional calculus for L (this need not the assumption (GN)). We start from the
equality
Z þN
0
ðtz1=2etz1=2Þðtz1=2etz1=2Þ dt
t
¼ 1
4
ð11Þ
valid for all za0 in a sector jarg zjom with mAo; p½: As a consequence, one has
Id ¼ 4
Z þN
0
ðtL1=2PtÞðtL1=2PtÞ dt
t
;
where the integral converges strongly in L2ðOÞ: Note that tL1=2Pt ¼ t@tPt: Thus, if
f ;fAL2ðOÞ one has
Z
O
f ðyÞfðyÞ dy ¼ 4
Z
Rn
Z þN
0
ðt@tPtÞðf ÞðyÞðt@tPt ÞðfÞðyÞ
dy dt
t
: ð12Þ
Now let us assume that fAL2ðOÞ with jjsf jj1oN and f is continuous with compact
support in O: Well-known arguments from the theory of tent spaces on spaces of
homogeneous type (see [11,25]) show that the right-hand side of (12) is bounded by
Cjjsf jjL1ðOÞjjTfjjLNðOÞ;
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where Tf is deﬁned as follows: When Q is a cube of Rn with center xQAO and radius
r ¼ cðQÞ=2pdiamðOÞ; deﬁne the tent over Q by
TðQÞ ¼ fðy; tÞAO0;þN½; jy  xQjor  tg:
We recall that j j is the sup norm on Rn: When f is locally integrable on O with
fðyÞð1þ jyjÞn1 integrable on O; set
TfðxÞ ¼ sup
Q{x
1
jQ-Oj
Z
TðQÞ
j@tPtfðyÞj2t dy dt
 !1=2
;
where the supremum is taken over all the above cubes Q that contain x:
The next step is to control the operator T : We need to introduce some BMO
spaces on O: Recall that a locally integrable function f on Rn is said to be in
BMOðRnÞ if
jj f jjBMOðRnÞ ¼ sup
Q
1
jQj
Z
Q
j f ðxÞ  fQj dxoþN
where the supremum is taken over all the cubes Q of Rn: Here, fE ¼ 1jEj
R
E
f ðxÞ dx is
the mean of f over E:
Next, the space BMOzðOÞ is deﬁned as being the space of all functions in
BMOðRnÞ supported in O; equipped with the norm jj f jjBMOzðOÞ ¼ jj f jjBMOðRnÞ:
The space BMOrðOÞ is deﬁned as being the space of all restrictions to O of
functions in BMOðRnÞ: If fABMOrðOÞ set
jj f jjBMOrðOÞ ¼ inf jjF jjBMOðRnÞ;
the inﬁmum being taken over all the functions FABMOðRnÞ such that F jO ¼ f :
A locally integrable function f on O is in BMOCWðOÞ if
jjfjjBMOCWðOÞ ¼ sup
1
jQ-Oj
Z
Q-O
jfðxÞ  fQ-Oj dxoþN;
where the supremum is taken over all cubes of Rn centered in O with
cðQÞp2 diamðOÞ: This is the space deﬁned in [12]. A slight variation is that
the indicator function of O is not supposed in BMOCWðOÞ when O has ﬁnite
measure.
Proposition 14. Assume that L ¼ ðA;O; VÞ satisfies (3).
(a) If O ¼ Rn; then for all fABMOðRnÞ; jjTfjjLNðRnÞtjjfjjBMOðRnÞ:
(b) Under DBC and cO unbounded, for all fABMOzðOÞ; jjTfjjLNðOÞtjjfjjBMOzðOÞ:
(c) Under NBC; for all fABMOCWðOÞ; jjTfjjLNðOÞtjjfjjBMOCWðOÞ:
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The proofs of the three assertions are similar, and we concentrate on (b). First, the
HN-functional calculus for L implies for all fAL2ðOÞ (see [19])
Z þN
0
jjt@tPt f jj22
dt
t
 	1=2
pcjj f jj2: ð13Þ
Consider fABMOzðOÞ with jjfjjBMOzðOÞp1; xAO and a cube Q containing x;
centered in O and cðQÞp2 diamðOÞ: Write
f ¼ f2Q-O þ ðf f2Q-OÞX2Q-O þ ðf f2Q-OÞXO2Q:
Using the square function estimate (13) for the local part ðf f2Q-OÞX2Q-O;
the decay of the kernel of @tP

t and BMO inequalities for the non-local part
ðf f2Q-OÞXO2Q; one obtains classically
1
jQ-Oj
Z
TðQÞ
j@tPt ðf f2Q-OÞðyÞj2t dy dt jjfjj2BMOCWðOÞ:
It remains to show
jjfjjBMOCWðOÞtjjfjjBMOzðOÞ ð14Þ
and
IQ ¼ 1jQ-Oj
Z
TðQÞ
j@tPt  ðf2Q-OÞðyÞj2t dy dtt1: ð15Þ
We use the following lemma.
Lemma 15. Assume cO unbounded. Let fABMOzðOÞ with jjfjjBMOzðOÞp1 and Q be a
cube centered in O with cðQÞp2 diamðOÞ: Then
jfQ-Ojtsup ln
d
c
 	
; 1
 	
;
where c ¼ cðQÞ and dX0 its distance to the boundary of O:
Proof. Denote still by f the zero extension of f to Rn; so that fABMOðRnÞ: Notice
ﬁrst that, for any cube Q of Rn; one has
jfQ  f2Qjt1: ð16Þ
We use the following geometric claim whose proof is presented in Appendix B:
Claim 2. There exists rA0;þN; such that if Q is a cube with 2QCO but
4Q-@Oa|; and cðQÞor; there exists a cube Q˜CcO such that jQ˜jBjQj and the
distance from Q˜ to Q is comparable to cðQÞ: Furthermore, r ¼N if cO is unbounded.
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Hence, for such cubes Q; one can ﬁnd a larger cube of comparable size and
containing Q and Q˜: It follows from (16) that
jfQj ¼ jfQ  fQ˜jt1:
Next, assume that Q is such that 4QCO; and let k be the smallest integer such that
2kþ1Q-@Oa|: Then, one has
jfQjp
Xk1
i¼0
jf2iQ  f2iþ1Qj þ jf2kQjpCðk þ 1Þtln
d
c
 	
:
It remains to look at cubes centered in O with 4Q-@Oa|: Take a Whitney
decomposition of Q-O with respect to @O;
Q-O ¼
[
k
Qk;
where, for each k; Qk is a cube with 2QkCO but 4Qk-@Oa|: Therefore, one has
jfQ-Ojp
X
k
jQkj
jQ-OjjfQk jt1;
and the lemma is proved. &
Let us come back to the proof of Proposition 14. Lemma A.6 (see Appendix A)
shows that, for all yAQ-O;
Z
O
@tptðz; yÞ dz

pCt 1þ dðyÞt
 	1
;
where dðyÞ is the distance from y to the boundary of O: It is then fairly easy, using
that O is strongly Lipschitz, to show that
1
jQ-Oj
Z
TðQÞ
C
t2
1þ dðyÞ
t
 	2
t dy dttinf c
2
d2
; 1
 	
:
See [5, Lemma 29] for details in a related situation. This and Lemma 15 prove that
IQt1:
Assertion (b) will be complete after we establish (14). Let Q be cube centered in O
with cðQÞp2 diamðOÞ: If QCO there is nothing to do. If Q intersects @O; since f
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vanishes outside O;
1
jQ-Oj
Z
Q-O
jfðxÞ  fQ-Oj dx ¼
jQj
jQ-Oj
1
jQj
Z
Q
jfðxÞ  fQj dx
p jQjjQ-OjjjfjjBMOtjjfjjBMO;
where we have used the geometric claim 1.
To prove assertions (a) and (c), decompose f as above. Since @tPt annihilates
constants IQ ¼ 0 and only the other terms arise with similar treatment. Proposition
14 is proved. &
Let us summarize what we have obtained so far: combining (12), the tent space
inequality and Proposition 14, we have inequalities of the formZ
O
f ðyÞfðyÞ dy

tjjsf jj1jjfjjBMO ð17Þ
with the appropriate BMO space in each case for fAL2ðOÞ with jjsf jj1oN and f is
continuous with compact support in O:
Next, we use duality. For an open set D of Rn; let CcðDÞ be the space of
continuous compactly supported functions in D: Deﬁne VMOðRnÞ as the closure of
CcðRnÞ in BMOðRnÞ; VMOzðOÞ and VMOCWðOÞ as the closure of CcðOÞ in
BMOzðOÞ and BMOCWðOÞ; respectively. Note that VMOðRnÞ is deﬁned in the sense
of Coifman and Weiss [12] and is different from the one considered by Sarason [21],
which is the closure of the space of all uniformly continuous BMO-functions on Rn:
See the recent work of Bourdaud for clariﬁcations [6]. It is well-known that H1ðRnÞ is
the dual of VMOðRnÞ and also that H1CWðOÞ is the dual space of VMOCWðOÞ [12,13].
That H1r ðOÞ is the dual space of VMOzðOÞ is an easy consequence of duality for
quotient spaces knowing the one on Rn (see [7]). Hence, we arrive at
jj f jjH1tjjsf jj1 ð18Þ
when fAL2ðOÞ and jjsf jj1oN:
It remains to replace the assumption fAL2ðOÞ by fAL1ðOÞ: Indeed, assume that
fAL1ðOÞ and jjsf jj1oN: Deﬁne fk ¼ P2k f ; kX0: Then
* fkAL2ðOÞ:
* jjsfkjj1pjjsf jj1:
* for all fACcðOÞ; limk-þN/fk;fS ¼ /f ;fS:
The ﬁrst two points are obvious. The third can be done using arguments
analogous to [2, p. 776], which rely on the decay of the kernel of P2k :
For this sequence we have (in each of the three cases)
jj fkjjH1tjjsfkjj1pjjsf jj1
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uniformly in k: Since H1 is in each case the dual of a space in which CcðOÞ is dense,
there are gAH1 and a subsequence fkj such that for all fACcðOÞ;
lim
k-þN
/fkj ;fS ¼ /g;fS:
It follows that g ¼ f and jj f jjH1tjjsf jj1:
Remark 16. Let us discuss the relevance of the assumption fAL1: As the
maximal spaces are contained in L1; it is natural to make it in view of
proving Theorem 1. However, it is interesting to have an intrinsic characterization
of the space deﬁned by jjsf jj1oN on its own (especially if one is interested in
Hp spaces, p below 1). The ﬁrst task is to say to which f we apply the square
functions. Basically, consider y-ptðx; yÞ; xAO; as a set of test functions so
that it sufﬁces that f be a linear functional acting boundedly on this set. The
analyticity of the semigroup allows one to take derivatives with respect to t: Having
done this, sf is well deﬁned but it is still is not clear whether jjsf jj1 ﬁnite implies a
priori fAL1: One way around is to restrict even more the range of admissible f by
imposing that Pt f tends ‘‘weakly’’ to f if t-0; to 0 if t-N: Then the
approximations fk of the previous argument are changed to P2k f  P2k f : This
allows one to obtain the Hardy space embedding and as a corollary one gets fAL1:
See [1] for further developments.
4. Local Hardy and BMO spaces on strongly Lipschitz domains
We now give localized versions of the previous results.
4.1. Strategy
We ﬁrst recall the deﬁnition of h1ðRnÞ and its atomic decomposition from [15].
Let fASðRnÞ be a function such that R
Rn
fðxÞ dx ¼ 1: For all t40; deﬁne ftðxÞ ¼
tnfðx=tÞ: A locally integrable function f on Rn is said to be in h1ðRnÞ if the maximal
function
mf ðxÞ ¼ sup
0oto1
jft  f ðxÞj
belongs to L1ðRnÞ: If it is the case, deﬁne
jj f jjh1ðRnÞ ¼ jjmf jj1:
One has H1ðRnÞCh1ðRnÞ: It should be noted that a function in h1ðRnÞ does not
necessarily have zero integral. We note that other maximal functions sup0otod jft 
f ðxÞj with d40 would lead to an equivalent norm.
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Replacing t40 by 0oto1 in (1), one obtains a characterization of h1ðRnÞ in terms
of a non-tangential maximal function associated with the heat or the Poisson
semigroup generated by D (see [15]).
A function a is an h1ðRnÞ-atom if it is supported in a cube Q; satisﬁes jjajjNpjQj1
and has mean-value zero if cðQÞo1: Then, fAh1ðRnÞ if and only if f ¼PQ lQaQ;
where the aQ’s are h
1ðRnÞ-atoms and PQ jlQjoN: Moreover, jj f jjh1ðRnÞ is
comparable with the inﬁmum of
P
Q jlQj taken over all such decompositions.
The spaces h1r ðOÞ and h1zðOÞ are deﬁned in the same way as H1r ðOÞ and H1z ðOÞ;
replacing H1ðRnÞ by h1ðRnÞ: Observe that h1zðOÞ is a strict subspace of h1r ðOÞ (see
[8, Proposition 6.4]).
An h1CWðOÞ-atom is a function a supported in Q-O; where Q is a cube of Rn
centered in O with cðQÞp2 diamðOÞ (but not necessarily included in O) with
jjajjNp
1
jQ-Oj; and if cðQÞod;
Z
aðxÞ dx ¼ 0:
A function f is in h1CWðOÞ if it can be written
f ¼
X
Q
lQaQ:
where the aQ’s are h
1
CWðOÞ-atoms and
P
Q jlQjoN: The norm is deﬁned as usual.
Changing d yields an equivalent norm provided there is at least one atom with non-
zero mean. To simplify the exposition, we assume and ﬁx d ¼ 1 for now on.
Remark that h1CWðOÞCh1zðOÞCh1r ðOÞ:
Remark 17. Each global Hardy space is contained in the corresponding local space.
If O is bounded, one can see that h1r ðOÞ ¼ H1r ðOÞ; h1CWðOÞ ¼ H1CWðOÞ þ CXO; and
h1zðOÞ ¼ H1z ðOÞ þ CXO: Here XO is the indicator function of O: All these facts but
the inclusion h1zðOÞCH1z ðOÞ þ CXO are easy to prove. For the latter one uses the
following observation which is easy to prove using maximal characterizations: if
fAh1ðRnÞ has compact support and vanishing mean, then fAH1ðRnÞ: Details are left
to the reader.
If L ¼ ðA;O; VÞ is a second-order elliptic operator in divergence form and if
fAL1locðOÞ with y/jyjn1f ðyÞAL1ðOÞ; we say that fAh1max;LðOÞ if
f loc;LðxÞ ¼ sup
jyxjotp1
jetL1=2 f ðyÞjAL1ðOÞ:
Deﬁne
jj f jjh1
max;L
¼ jj f loc;Ljj1:
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It is evident that H1max;LðOÞCh1max;LðOÞ: Deﬁne also the local square functions sloc f
and Sloc f by truncating the cones at t ¼ 1:
Remark 18. When O is bounded and L satisﬁes ðG1Þ; h1max;LðOÞ ¼ H1max;LðOÞ: Indeed,
one inclusion holds. For the converse, consider xAO; t41 and yAO satisfying
jy  xjot: Inequality (7) yields
jPt f ðyÞjt
Z
O
t
t þ jy  zj j f ðzÞj dztjj f jj1:
As a consequence, for all xAO;
j f LðxÞjtðj f loc;LðxÞj þ jj f jj1Þ
and
jj f L jj1tjj f loc;Ljj1 þ jj f jj1tjj f loc;Ljj1:
Theorem 2 can be proved following the same strategy as Theorem 1 by means of
Proposition 19. Assume that L satisfies ðGNÞ: Let fAL1ðOÞ:
(a) If O ¼ Rn; one has
jj f jjh1ðRnÞtjjsloc f jj1pjjSloc f jj1tjj f jjh1
max;L
ðRnÞtjj f jjh1ðRnÞ:
(b) under DBC, one has
jj f jjh1r ðOÞtjjsloc f jj1pjjSloc f jj1tjj f jjh1max;LðOÞtjj f jjh1r ðOÞ:
(c) Under NBC one has
jj f jjh1z ðOÞtjj f jjh1CWðOÞtjjsloc f jj1pjjSloc f jj1tjj f jjh1max;LðOÞtjj f jjh1z ðOÞ:
Furthermore, if O is bounded, statements (b) and (c) hold for when L satisfies ðG1Þ: The
implicit constants depend neither on f ; nor its L1 norm.
For instance, this result applies when the coefﬁcients of A are real-valued
functions or complex-valued BUC functions (and more generally, in the closure of
BUC in bmo) on C1 domains (see [4]).
4.2. Proof of Proposition 19
That f is in a local Hardy space h1 implies f loc;LAL
1 can be proved exactly as in the
global case (Section 3.2). Details are left to the reader.
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Next, the fact that f loc;LAL
1 implies SlocfAL1 is as in Section 3.3.
It remains to pass from the square functions slocfAL1 to f in a local Hardy space
via tent spaces and duality ðvmo; h1Þ: The result is the local analog of Proposition 12.
One needs the bmo spaces bmoðRnÞ; bmozðOÞ and bmoCWðOÞ:
Recall that a locally integrable function f on Rn is said to be in bmoðRnÞ if
jjfjjbmoðRnÞ ¼ sup sup
cðQÞp1
1
jQj
Z
Q
jfðxÞ  fQj dx; sup
cðQÞ41
1
jQj
Z
Q
jfðxÞj dx
 !
oþN:
Deﬁne vmoðRnÞ as the closure of CcðRnÞ in bmoðRnÞ: It is well-known that bmoðRnÞ is
the dual of h1ðRnÞ; which is the dual of vmoðRnÞ (see [6]).
Deﬁne bmozðOÞ; vmozðOÞ analogously to the corresponding global BMOz or
VMOz spaces, replacing BMOðRnÞ by bmoðRnÞ and VMOðRnÞ by vmoðRnÞ:
A locally integrable function f deﬁned on O is in bmoCWðOÞ if
jjfjjbmoCWðOÞ
¼ sup sup
cðQÞo1
1
jQ-Oj
Z
Q-O
jfðxÞ  fQ-Oj dx; sup
cðQÞ41
1
jQ-Oj
Z
Q-O
jfj
 !
oþN;
where the cubes have center in O and sidelength less than the diameter of O: The
space vmoCWðOÞ is deﬁned as the closure of CcðOÞ in bmoCWðOÞ: Its dual space is
h1CWðOÞ:
Let us now discuss the proof of this step. Since the square functions use truncated
cones, one must do something else in (11). A computation shows that this formula
rewrites as Z 1
0
ðtz1=2etz1=2Þðtz1=2etz1=2Þ dt
t
þ 1
16
ð2z1=2 þ 1Þe2z1=2 ¼ 1
4
so that any fAL2ðOÞ1 writes f ¼ f1 þ f2 where
f1 ¼ 4
Z 1
0
ðtL1=2PtÞðtL1=2Pt f Þ dt
t
and
f2 ¼ 14ð2L1=2 þ IÞP1P1f :
1 If O is bounded and V ¼ W 1;2ðOÞ then the formula holds if RO f ¼ 0: If the mean of f is not zero, then
it applies to f˜ ¼ f  cXO with the constant c so that the mean of f is zero. Since XOAh1CWðOÞ; it sufﬁces to
apply the argument to f˜:
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For f1; we proceed as in the global case using the tent spaces and duality in the
local spaces and then eliminate the requirement that fAL2ðOÞ to obtain f1Ah1ðRnÞ or
h1r ðOÞ under DBC or h1CWðOÞ under NBC.
Let us consider f2: The idea is to prove that f2Ah1CW in each case. Since h
1
CWðRnÞ ¼
h1ðRnÞ and h1CWðOÞCh1zðOÞCh1r ðOÞ the conclusion follows.
Here is the argument. Assume ﬁrst O ¼ Rn: Observe that P1f ¼ g is bounded by
f loc;L which is in L
1ðRnÞ: Also since L1=2P1 ¼ @tPtjt¼1 the subordination formula
(see Appendix A) yields that the kernel Kðx; yÞ of 14ð2L1=2 þ IÞP1 is bounded by
ckðx; yÞ with kðx; yÞ ¼ ð1þ jx  yjÞn1:
Take ðQkÞ be a covering of Rn by cubes with size 1 obtained by translation from
the unit cube ½0; 1n: Let ðZkÞ be a smooth partition of unity associated with this
covering so that Zk is supported in 2Qk: Then one has
f2ðxÞ ¼
X
k
bkðxÞ;
where
bkðxÞ ¼ ZkðxÞ
Z
Rn
Kðx; yÞgðyÞ dy:
Observe that bk is supported in 2Qk: Set lk ¼ j2QkjjjbkjjN: Note that
kðx; yÞpc inf jxzjp1 kðz; yÞ for all x; yARn: For xA2Qk; since cðQkÞp1;
kðx; yÞpc infzA4Qk kðz; yÞ for all y: Hence
lkpcj2Qkj
Z
Rn
inf
zA4Qk
kðz; yÞjgðyÞj dyp
Z Z
X4QkðxÞkðx; yÞjgðyÞj dy dx
and it follows from the ﬁnite overlap property of the family ð4QkÞ that
X
K
lkpc
Z Z
kðx; yÞjgðyÞj dy dxpcjjgjj1pcjj f jjh1
max;L
ðRnÞ:
If we set ak ¼ l1k bk when lka0; then ak is an h1ðRnÞ-atom. Thus, f2Ah1ðRnÞ with
jj f2jjh1ðRnÞpcjj f jjh1
max;L
ðRnÞ:
Assume now that O is strongly Lipschitz and L satisﬁes either boundary
condition. Let ðQkÞ be a covering of O with cubes of Rn such that cðQkÞ ¼ 1:
We keep only those cubes which intersect O: If Qk has center in O; we set
lk ¼ j2Qk-OjjjbkjjN: If Qk has center outside of O; then we replace Qk by Q˜k with
center in Qk-O and cðQ˜kÞ ¼ 2cðQkÞ and deﬁne lk ¼ j2Q˜k-OjjjbkjjN: With
these modiﬁcations of lk; we see from the same argument that ak is an h1CWðOÞ-
atom and that
P jlkjpcjj f jjh1
max;L
ðOÞ; remarking that all integrals should take place
on O:
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It remains to relax the condition ðGNÞ to ðG1Þ when O is bounded. The same
arguments work because of small time decay estimates for the Poisson kernel
(see Lemma 4 and Appendix A for proofs).
5. Other maximal functions
It is possible to obtain a characterization of our maximal Hardy space with other
maximal functions, such as the vertical and the non-tangential maximal functions
associated with etL: More precisely, the following holds:
Theorem 20. Let L ¼ ðA;O; VÞ: Assume that O ¼ Rn or that O be a strongly Lipschitz
domain of Rn under DBC with cO unbounded or under NBC. Assume also that L satisfy
ðGNÞ: The following are equivalent:
sup
t40
jetLf ðxÞjAL1ðOÞ; ð19Þ
sup
jxyjo ﬃtp jetLf ðyÞjAL1ðOÞ; ð20Þ
fAH1max;LðOÞ; ð21Þ
One also has the analogous local statement, replacing H1max;L by h
1
max;L and t40 by
0otot0 for any t040 without restriction on O: Moreover, if O is bounded then ðG1Þ
suffices.
We write the proof for global spaces, under DBC when cO is unbounded for
example. The other cases are similar.
We have already proved (Theorem 1) the implication (21)) fAH1r ðOÞ (when cO is
unbounded) and the implication fAH1r ðOÞ ) (19) is an easy consequence of the
estimates for Kt and follows the proof of fAH1r ðOÞ ) fAH1max;LðOÞ: We therefore
turn to the proofs of ð19Þ ) ð20Þ and ð20Þ ) ð21Þ:
The argument for (19)) (20) relies upon the comparison between the L1 norms of
two maximal functions and is inspired by Fefferman and Stein [13, p. 185]. For all
a40 and v : O0;þN½-C set
vaðxÞ ¼ sup
jyxjoa ﬃtp jvðy; tÞj:
If fAL1loc with slow growth (ie y/ð1þ jyjÞn1f ðyÞAL1ðOÞ), set
uðx; tÞ ¼ etLf ðxÞ; uþðxÞ ¼ sup
t40
juðx; tÞj; uðxÞ ¼ u1ðxÞ:
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Recall that we assume ðGNÞ so that the slow growth condition insures that u is well
deﬁned.
Finally, for all e40; all NAN and all xAO; consider
ue;NðxÞ ¼ sup
jyxjo ﬃtp oe1 juðy; tÞj
ﬃﬃ
t
pﬃﬃ
t
p þ e
 	N
ð1þ ejyjÞN
and
Ue;NðxÞ ¼ sup
jyxjo ﬃtp oe1;
jy0xjo ﬃtp oe1
ﬃﬃ
t
p
jy  y0j
 	m
juðy; tÞ  uðy0; tÞj

ﬃﬃ
t
pﬃﬃ
t
p þ e
 	N
ð1þ ejyjÞN
for some m40 to be chosen later.
We intend to show the following proposition:
Proposition 21. There exists C40 such that, for all fAL1loc; jjujj1pCjjuþjj1:
Notice ﬁrst that the L1-norm of ua is controlled by the L
1-norm of u: More
precisely, the following holds (see [13, Lemma 1, p. 166]):
Lemma 22. There exists C such that, for all continuous function v on O0;þN½ and
all a40;
jjvajj1pCanjjvjj1:
Note that this inequality holds if v is truncated for t4t0:
The proof of Proposition 21 relies on the following observation:
Lemma 23. Assume that ue;NAL
1: Then
jjUe;N jj1pCjjue;N jj1;
where C is independent on e; N and u:
Fix xAO and consider y; y0 and t such that jy  xjo ﬃﬃtp and jy0  xjo ﬃﬃtp : Deﬁne
also
vðy; tÞ ¼ uðy; tÞð1þ ejyjÞN
ﬃﬃ
t
pﬃﬃ
t
p þ e
 	N
X0;1½ðe
ﬃﬃ
t
p Þ
so that v1 ¼ ue;N : Start from
uðy; tÞ  uðy0; tÞ ¼
Z
O
ðKt=2ðy; zÞ  Kt=2ðy0; zÞÞuðz; t=2Þ dz ¼ I0 þ
X
kX1
Ik;
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where
I0 ¼
Z
jzyjp ﬃtp jKt=2ðy; zÞ  Kt=2ðy0; zÞjjuðz; t=2Þj dz
and
Ik ¼
Z
2k1
ﬃ
t
p
ojzyjp2k ﬃtp jKt=2ðy; zÞ  Kt=2ðy0; zÞjjuðz; t=2Þj dz:
Using ð1þ ejzjÞNpð1þ ejyjÞNð1þ 2kÞN if jz  yjp2k ﬃﬃtp and e ﬃﬃtp o1 and
Z
2k1
ﬃ
t
p
ojzyjp2k ﬃtp jKt=2ðy; zÞ  Kt=2ðy0; zÞj dzpc
jy  y0jﬃﬃ
t
p
 	m
ea2
2k
for some m40 and a40 from ðGNÞ for L; we easily get
ﬃﬃ
t
pﬃﬃ
t
p þ e
 	N juðy; tÞ  uðy0; tÞj
ð1þ ejyjÞN pc
jy  y0jﬃﬃ
t
p
 	m
v2ðxÞ þ
X
kX1
ea2
2kð1þ 2kÞNv2kþ1ðxÞ
 !
:
Therefore,
Ue;NðxÞpc v2ðxÞ þ
X
kX1
ea2
2kð1þ 2kÞNv2kþ1ðxÞ
 !
:
Lemma 23 follows at once from Lemma 22. &
We now prove Proposition 21, following [13, p. 186]. Consider f such that uþAL1
and NAN large enough, so that one easily derives that ue;NAL
1 for all e40: Deﬁne
Ge;N ¼ fxAO; Ue;NðxÞpBue;NðxÞg for some B40 to be chosen. Then, one hasZ
O\Ge;N
ue;NðxÞ dxp
1
B
Z
O\Ge;N
Ue;NðxÞ dx
p 1
2
Z
O
ue;NðxÞ dx
provided that B is large enough.
Moreover, for almost all xAGe;N ; one has ue;NðxÞpCMðxÞ; where
MðxÞ ¼ sup
Q{x
1
jQ-Oj
Z
Q-O
uþðyÞr dy
 	1=r
;
with 0oro1 (in this deﬁnition, the cubes are centered in O and have
cðQÞp2 diamðOÞ). Indeed, let xAGe;N for which ue;NðxÞoN: There exist y; t such
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that jy  xjo ﬃﬃtp oe1 and
juðy; tÞj
ﬃﬃ
t
pﬃﬃ
t
p þ e
 	N
ð1þ ejyjÞNX1
2
ue;NðxÞ:
Since xAGe;N ; if jz  xjo
ﬃﬃ
t
p
and jz0  xjo ﬃﬃtp ; one has
ﬃﬃ
t
p
jz  z0j
 	m
juðz; tÞ  uðz0; tÞj
ﬃﬃ
t
pﬃﬃ
t
p þ e
 	N
ð1þ ejzjÞN
p2Bjuðy; tÞj
ﬃﬃ
t
pﬃﬃ
t
p þ e
 	N
ð1þ ejyjÞN
hence,
ﬃﬃ
t
p
jz  z0j
 	m
juðz; tÞ  uðz0; tÞjpcjuðy; tÞj:
It follows that
juðz; tÞjX1
2
juðy; tÞj
when zAA ¼ fw; jw  xjo ﬃﬃtp and jw  yjo ﬃtp
2C
g: Therefore, when zAA; one has
juðz; tÞjX1
2
juðy; tÞj
ﬃﬃ
t
pﬃﬃ
t
p þ e
 	N
ð1þ ejyjÞNX1
4
ue;NðxÞ:
Hence,
MðxÞrX cjBðx; 2 ﬃﬃtp Þj
Z
Bðx;2 ﬃtp Þ uþðzÞr dz
X
c
jBðx; 2 ﬃﬃtp Þj
Z
Bðx;2 ﬃtp Þ juðz; tÞjr dz
X c
1
4
ue;NðxÞ
 	r jAj
jBðx; 2 ﬃﬃtp Þj
X cue;NðxÞr:
Finally, using the fact that 1=r41; one obtains thatZ
O
ue;NðxÞ dxp 2
Z
Ge;N
ue;NðxÞ dx
pC
Z
Ge;N
MðxÞ dx
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pC
Z
O
MðxÞ dx
pC
Z
O
uþðxÞ dx;
where C does not depend on e: Letting e-0 yields jjujj1pCjjuþjj1 and (20) is
proved.
We end the proof of Theorem 20 by noting that (20)) (21) follows easily from the
subordination formula (22) and Lemma 22.
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Appendix A. Kernel estimates
In this appendix, we derive some consequences of the Gaussian upper bounds (3)
which we assume to hold for 0otot: The ﬁrst consequence is that an estimate of the
form (3) holds for t@tKtðx; yÞ by analyticity of the semigroup (see [3, Chapter I,
Lemma 19]).
We ﬁrst claim the following:
Lemma A.1. Assume that t ¼ 1: Then, for all t41 and all x; yAO; one has
jKtðx; yÞjpCea
jxyj2
t :
The proof relies on the following L2-maximum principle (see [16]):
Proposition A.2. Assume that AAAðcÞ: Let uðx; tÞ be a function on O0;þN½
satisfying @tuðx; tÞ þ Luðx; tÞ ¼ 0 on O: Then, if x : O0;þN½-R is locally
Lipschitz and satisfies the relation
@txðx; tÞ þ ajrxðx; tÞj2p0;
where a ¼ 1
2c3
; the function
IðtÞ ¼
Z
O
juðx; tÞj2exðx;tÞ dx
is non-increasing in t40:
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Indeed, for all t40; one has
I 0ðtÞ ¼ 2Re
Z
O
@tuðx; tÞuðx; tÞexðx;tÞ dx þ
Z
O
uðx; tÞuðx; tÞ@txðx; tÞexðx;tÞ dx
¼  2Re
Z
O
Luðx; tÞuðx; tÞexðx;tÞ dx  a
Z
O
uðx; tÞuðx; tÞjrxxðx; tÞj2exðx;tÞ dx
¼  2Re
Z
O
AðxÞruðx; tÞruðx; tÞexðx;tÞ dx
 2Re
Z
O
AðxÞruðx; tÞrxðx; tÞuðx; tÞexðx;tÞ dx
 a
Z
O
uðx; tÞuðx; tÞjrxxðx; tÞj2exðx;tÞ dx
p  2c
Z
O
jruðx; tÞj2exðx;tÞ dx þ 2c1
Z
O
jruðx; tÞjjrxðx; tÞjjuðx; tÞjexðx;tÞ dx
 a
Z
O
juðx; tÞj2jrxxðx; tÞj2exðx;tÞ dx
p ð2c þ c1=eÞ
Z
O
jruðx; tÞj2exðx;tÞ dx
þ ðec1  aÞ
Z
O
juðx; tÞj2jrxxðx; tÞj2exðx;tÞ dx
¼ 0:
In the previous computation, e ¼ ac ¼ 1
2c2
: Proposition 25 is therefore proved. &
In order to prove Lemma A.1, observe that, for b40 small enough (namely,
bp 1
4a), the function xðx; tÞ ¼ bjxyj
2
t
satisﬁes the assumptions of Proposition A.2.
Then, write
jKtðx; yÞj ¼
Z
O
Kt=2ðx; zÞe
a
2
jxzj2
t Kt=2ðz; yÞe
a
2
jzyj2
t e
a
2
jxzj2þjzyj2
t dz


p
Z
O
jKt=2ðx; zÞj2ea
jxzj2
t dz
 !1=2 Z
O
jKt=2ðz; yÞj2ea
jzyj2
t dz
 !1=2
e
a
4
jxyj2
t
p
Z
O
jK1=2ðx; zÞj2eajxzj
2
dz
 	1=2 Z
O
jK1=2ðz; yÞj2eajzyj
2
dz
 	1=2
e
a
4
jxyj2
t
pCe
a
4
jxyj2
t :
As a consequence of the upper bounds for Kt; we get the following estimates for the
Poisson kernel:
P. Auscher, E. Russ / Journal of Functional Analysis 201 (2003) 148–184 179
Lemma A.3. (a) Assume that t ¼ þN: Then, for all t40; all x; yAO;
jptðx; yÞjp Ctðt þ jx  yjÞnþ1:
(b) Assume now that t ¼ 1 and O is bounded. Then, for all 0oto1; all x; yAO;
jptðx; yÞjp Ctðt þ jx  yjÞnþ1:
For all t41; all x; yAO;
jptðx; yÞjp Ctðt þ jx  yjÞ:
By analyticity, the same estimates hold for t@tptðx; yÞ:
This follows from the subordination formula (see [24]):
ptðx; yÞ ¼ 1ﬃﬃﬃpp
Z þN
0
Kt2
4u
ðx; yÞeuu1=2du: ðA:1Þ
Details are left to the reader.
This proves the part of Lemma 4 concerned with upper bounds. The part
concerned with Ho¨lder regularity is left to the reader.
We now summarize L2-estimates for rKtðx; yÞ that follow from assumption (3)
and the Caccioppoli inequality (see [5, Proposition 15]):
Proposition A.4. (a) Assume that t ¼ þN: For all xAO; all t40 and all r40;
Z
rpjxyjp2r
jryKtðy; xÞj2 dy
 !1=2
pcCGt
1
2
n
4
rﬃﬃ
t
p
 	n2
2
eb
r2
t :
(b) Assume that t ¼ 1: Then, for all xAO; all 0oto1 and all r40;
Z
rpjxyjp2r
jryKtðy; xÞj2 dy
 !1=2
pcCGt
1
2
n
4
rﬃﬃ
t
p
 	n2
2
eb
r2
t :
For all xAO; all t41 and all r40;
Z
rpjxyjp2r
jryKtðy; xÞj2 dy
 !1=2
pcCGt
1
2r
n2
2 eb
r2
t :
As a consequence of Proposition A.4, the following holds:
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Lemma A.5. For all xAO; denote by dðxÞ the distance from x to @O:
(a) Under NBC, for all xAO; Z
O
@tKtðy; xÞ dy ¼ 0:
(b) Under DBC, for all xAO for all 0otot;Z
O
@tKtðy; xÞ dy

pCt e
bdðxÞ2
4t :
Under DBC, if O is bounded and t ¼ 1; for all xAO and all t41;Z
O
@tKtðy; xÞ dy

pCt :
Under NBC, one has etL1 ¼ 1; whence assertion (a) holds.
To prove the ﬁrst part of assertion (b), choose c1AC
N
0 ðOÞ such that c1ðzÞ ¼ 1 if
dðz; yÞpd=4;c1ðzÞ ¼ 0 if dðz; yÞXd=2 and jjrc1jjNpC=d: Here d ¼ dðxÞ: Deﬁne
c2 ¼ 1 c1: Then, one hasZ
O
@tKtðy; xÞ dy ¼
Z
O
@tKtðy; xÞc1ðyÞ dy þ
Z
O
@tKtðy; xÞc2ðyÞ dy:
But Lemma A.5 shows thatZ
O
LyKtðy; xÞc1ðyÞ dy

 ¼
Z
O
AryKtðy; xÞryc1ðyÞ dy


pC
Z
d
4
pdðz;yÞpd
2
jryKtðy; xÞjjryc1ðyÞj dy
pCt
1
2
n
4
dﬃﬃ
t
p
 	n2
2
eb
d2
t d
n2
2
¼C
t
dﬃﬃ
t
p
 	n2
eb
d2
t :
Moreover, Z
@tKtðx; yÞc2ðyÞ dy

p
Z
jyxjXd=2
j@tKtðx; yÞj dy
pC
t
eb
d2
t :
For the second part of assertion (b), we have
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Z
O
j@tKtðx; yÞj dypCjOj
t
: &
We can deduce the following:
Lemma A.7. For all xAO; denote again by dðxÞ the distance from x to @O:
(a) Under NBC, for all xAO; Z
O
@tptðx; yÞ dy ¼ 0:
(b) Under DBC, if t ¼ þN; for all xAO;Z
O
@tptðx; yÞ dy

pCt 1þ dðxÞt
 	1
:
Under DBC, if O is bounded and t ¼ 1; for all xAO and 0oto1Z
O
@tptðx; yÞ dy

pCt 1þ dðxÞt
 	1
:
Let us prove the second point of part (b). By differentiating the subordination
formula, one has
Z
O
@tptðx; yÞ dy ¼ 1ﬃﬃﬃpp
Z
O
Z þN
0
t
2u
@sKsðx; yÞj
s¼ t
2
4u
euu1=2 du dy:
Break the integral at u ¼ t2=4: By the preceeding lemma, (b), the part for uXt2=4 is
controlled by C
t
ð1þ dðxÞ
t
Þ1: The part for upt2=4 is bounded by c
t
R t2=4
0 e
uu1=2 dupc:
Since t þ dðxÞp1þ diamðOÞ; we obtain cpC
t
ð1þ dðxÞ
t
Þ1: This concludes the
proof. &
Appendix B. Elementary geometry of Lipschitz domains
A strongly Lipschitz domain is by deﬁnition a domain in Rn whose boundary is
covered by a ﬁnite number of parts of Lipschitz graphs (up to rotations) at most one
them being unbounded. A special Lipschitz domain is the domain above the graph of
a Lipschitz function deﬁned on Rn1:
Let O be a strongly Lipschitz domain.
1. There exists a ﬁnite covering of Rn by open sets U1; U2;y; Us with at most
one of them being inﬁnite such that for each k either Uk-O ¼ | or there is
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a special Lipschitz domain Ok and a rotation Rk in Rn such that Uk-O ¼
Uk-RkðOkÞ:
2. There exists a cube Q0 such that either OCQ0 or there is a rotation R and a special
Lipschitz domain O0 such that cQ0-O ¼ cQ0-RðO0Þ:
3. There is a constant C40 such that if Q is a cube centered in O with
cðQÞp2 diamðOÞ then jQ-OjXCjQj:
4. There exists rA0;þN; such that if Q is a type (b) cube and cðQÞor; there
exists a cube Q˜CcO such that jQ˜j ¼ jQj and the distance from Q˜ to
Q is comparable to the side length of Q: Furthermore, r ¼N is cO is un-
bounded.
5. Assume O is unbounded. Let Q be a cube with cðQÞX1; centered in O with
4Q-Oa|: There exists a cube Q0 with 4Q0CO; cðQ0Þ ¼ cðQÞ and the distance
between Q and Q0 is comparable to cðQÞ:
Point 1: Its proof is classical and skipped.
Point 2: Take Q0 as the smallest cube containing the bounded Uk’s in
point 1.
Point 3: When O is a special Lipschitz domain, this is classical using ‘‘vertical’’
reﬂection. Localisation gives us r40 such that cðQÞpr implies jQ-OjXCjQj: If O
is bounded and rpcðQÞp2 diamðOÞ then if Q˜ has same center as Q and cðQ˜Þ ¼ r;
then jQ-OjXjQ˜-OjXCjQ˜jXCrnð2 diamðOÞÞnjQj:
To obtain r ¼N when O is unbounded, we argue as follows: let Q0 be the cube of
point 2. Let Q be a cube centered in O with cðQÞ4r: If cðQÞplcðQ0Þ for some l44
to be chosen, then for Q˜ ¼ rcðQÞQ we have jQ-OjXjQ˜-OjXCjQ˜jXC r
n
ðlcðQ0ÞÞnjQj: If
cðQÞXlcðQ0Þ and the center of Q belongs to RðO0Þ; then jQ-OjXjQ-O-cQ0j ¼
jQ-RðO0Þ-cQ0jXjQ-RðO0Þj  jQ0jXC0jQj  lnjQj where C0 is the constant
obtained for the domain RðO0Þ: If cðQÞXlcðQ0Þ and the center of Q does not belong
to RðO0Þ; then this center belongs to Q0 by construction of Q0: Hence Q0C2lQ: Let
yAQ0-RðO0Þ: One checks that the cube centered at y with sidelength 4cðQÞ=l is
contained in Q: We apply the above argument to that cube with l replaced by l=4
and choose ln ¼ 4n2=C0:
Point 4: This is well-known if O is special Lipschitz or bounded. See [9, p. 304].
By the same argument, one can see it holds for some r ﬁnite for all strongly
Lipschitz domains. It remains to show that one can take drop the ﬁniteness of r
if cO is unbounded. In that case, let Q be a type (b) cube contained in O with
cðQÞXr: Pick Q0; R and O0 of point 2. In a basis ðe1;y; enÞ;O0 is
xn4jðx1;y; xn1Þ: We take Q˜ ¼ Q  ccðQÞRðenÞ for some appropriately chosen c
that depends only on the domain O: We leave to the reader the care of verifying that
such a choice is possible.
Point 5: Let Q is a cube of size greater than 1, centered in O with 4Q-Oa|:
Arguing as above, we take Q0 ¼ Q þ ccðQÞRðenÞ where, since O is unbounded, one
can pick c large enough and independent of Q such that Q0 enjoys the desired
properties. Details are left to the reader.
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