Abstract: A novel technique is proposed for the incremental construction of sparse radial basis function (RBF) networks. The correlation between a RBF regressor and the training data is used as the criterion to position and shape the RBF node, and it is shown that this is equivalent to incrementally minimise the modelling mean square error. A guided random search optimisation method, called the repeated weighted boosting search, is adopted to append RBF nodes one by one in an incremental regression modelling procedure. The experimental results obtained using the proposed method demonstrate that it provides a viable alternative to the existing state-of-the-art modelling techniques for constructing parsimonious RBF models that generalise well.
Introduction
A basic principle in nonlinear data modelling is that of ensuring the smallest possible model which explains the training data. This parsimonious principle is particularly relevant in the construction of radial basis function (RBF) networks. The key questions in constructing a RBF network model are how many RBF units to use, the positions (centres) of the RBF nodes, and the shapes (variances or covariance matrices) of the RBF nodes. An efficient algorithm for constructing sparse RBF models is the forward selection based on the orthogonal least squares (OLS) algorithm [1−7] . Typically, a fixed common variance is used for every RBF regressor and the RBF centres are chosen from the training input data points. Alternatively, the sparse kernel modelling techniques [8−14] have widely be adopted in practical applications. These state-of-the-art sparse kernel modelling techniques also typically use a common variance for all the kernel functions and consider all the training input data as candidate kernel centres.
In the above-mentioned methods, the value of the RBF variance used has an important influence on the model sparsity level and its generalisation capability [15] . Since the construction algorithms themselves do not provide this RBF variance, it has to be learnt using some other means, such as via cross valida--------Manuscript received June 11, 2005 ; revised January 11, 2006. * Corresponding author. E-mail address: sqc@ecs.soton.ac.uk tion [16, 17] . A RBF network will have better modelling capability if each node has its own covariance matrix [18] . A recent work [19] presents a method of estimating the RBF covariance matrices based only on a single training data set. As usual, all the training input data points are considered as candidate RBF centres and the covariance matrix of each candidate RBF node is determined by maximising the correlation function between the RBF regressor and the training data. The OLS algorithm of [7] is then used to select a sparse RBF model by optimising the model generalisation performance directly.
A RBF network can also be constructed sequentially as each training data sample is collected, and a class of algorithms for growing and pruning RBF networks has been developed, see [20] and the references within. As a new data sample is acquired, a decision is made to determine whether a new RBF node is to be added. Note that this class of sequential learning algorithms also places the RBF centres at the training input data points. Rather than restricting the RBF positions at the training input samples, the clusteringbased learning methods (e.g. [21−23] ) can be used to construct sparse RBF networks. In these clustering based learning methods, the number of clusters or the model size must be learnt by other means, for example, via cross-validation [23] , and the RBF variances also need to be decided using some other appropriate techniques. Alternatively, all the parameters of the RBF network, the RBF centres, variances or covariance matrices, and weights, can be learnt together via a non-linear optimisation [24] . The optimisation process associated with this nonlinear learning approach, however, is highly complex and non-convex, and the genetic algorithm (GA) has been suggested to solve this type of nonlinear learning problems [25] , at the cost of an increased computational complexity.
We present a construction method for producing sparse RBF networks by appending RBF units one by one in an incremental modelling process. At each stage of the construction process, a RBF node is constructed by determining its RBF centre and diagonal covariance matrix through optimising the correlation between the RBF regressor and the training data. It is shown that this approach is equivalent to incrementally minimising the training mean square error (MSE). Since this optimisation task is non-convex, a guided global search algorithm, referred to as the repeated weighted boosting search (RWBS) [26] , is adopted to perform this modelling optimisation. Because RBF centres are not restricted to be the training input data and each RBF node has an individually tuned diagonal covariance matrix, our proposed method can produce very sparse RBF networks that generalise well and it offers a viable alternative to the existing state-of-the-art sparse modelling methods.
Our proposed incremental modelling method is very different from the cascade-correlation incremental learning [27] . In the cascade-correlation method, regression units are constructed on a variable space of increasing dimension, namely, the inputs to a unit being the original inputs and the outputs of the previously selected units. This increases the dimension of the learning problem and hence the associated computational complexity. Our proposed method is a truly incremental modelling from the input space to the output space. It has a desired geometric property that a RBF unit is constructed to fit the peak (in the sense of correlation magnitude) of the current modelling residual at each stage. Another difference is that our method adopts an efficient global optimisation algorithm in the incremental modelling, while the cascade-correlation method uses the gradient-based optimisation at each modelling stage to determine the corresponding regression unit. To avoid the problem of local minima, several candidate units with random initialisations are actually optimised in the cascade-correlation method at each stage and the best candidate unit is then selected.
The proposed RBF network construction method
Consider the regression modelling problem of approximating the N pairs of training data, {(x t , y t )} N t=1 , with the RBF network
where x is the m-dimensional input variable, e(x) is the modelling error at x, and
is the RBF model output with g i (•) for 1 i n M denoting the RBF regressors, w i for 1 i n M the RBF weights and n M the number of RBF nodes. We will consider the general RBF regressor of the form
where µ i is the centre vector of the ith RBF unit, the diagonal covariance matrix has the form Σ i = diag{σ 
In the standard RBF or kernel modelling [2−13] , the RBF centres µ i are placed at the training input points x k , and all the covariance matrices take the same form Σ i = diag{σ 2 , · · · , σ 2 } with σ 2 being the chosen RBF variance. A sparse RBF network is then constructed using a chosen construction algorithm, for example, the OLS algorithm [1] or the support vector machine (SVM) algorithm [9] . In this paper, we introduce an incremental construction algorithm for the RBF network with the general RBF node defined in (3). Let us first introduce the following notation
Obviously, y
is the modelling error at x i after the kth RBF unit has been fitted. At the kth stage of the incremental modelling, the RBF regressor g k (x) is fitted to the training data set {y
A. Correlation criterion for fitting a RBF unit
The correlation function between the RBF unit g k (x) and the training data set {y
, given as
defines the "similarity" between the RBF regressor and the training data set. The larger value of |C k | is, the more similar they are. RBF positioning and shaping. The correlation C k is a function of the RBF centre vector µ k and covariance matrix Σ k . Thus the correlation function (6) can be used for positioning and shaping the RBF unit g k (•) by maximising |C k | with respect to µ k and Σ k . An illustration is given in the one-dimensional space where the underlying data generation mechanism is given by
Fig . RBF weight calculation. After the determination of the kth regressor g k (x), the corresponding RBF weight w k can be calculated by minimising the MSE for the k-unit RBF model with respect to w k
This leads to the usual least squares solution
It can be shown that selecting RBF units by incrementally maximising |C k (µ k , Σ k )| is identical to incrementally minimising the modelling MSE (8) . In fact, substituting (5) into (8) with w k given by (9) yields
(10) Clearly maximising |C k (µ k , Σ k )| is equivalent to minimising MSE k with respect to µ k and Σ k .
B. Incremental modelling to construct a RBF network
The proposed procedure for constructing a RBF network can now be summarised. Refer to the definition of the MSE (8) for the k-term RBF model. Give a preset modelling accuracy ξ MSE , and set k = 0.
Do: k = k + 1 1) Determine the mean vector µ k and covariance matrix Σ k of the k-th RBF unit by maximising the correlation criterion
2) Calculate the model weight w k for the k-th RBF unit according to (9) and compute the modelling errors y
The termination of the model construction process can alternatively be decided using cross validation [16, 17] . A simple method is to have a separate validation data set. The model construction is based on the training data set, while the performance of the selected model, the MSE (8), is monitored over the validation data set. The construction process is terminated when the MSE over the validation set stops improving. Alternatively, the Akaike information criteria [28, 29] and the optimal experimental design criteria [6, 30] can be employed to terminate the model construction procedure without the need to specify a modelling accuracy ξ MSE .
C. Repeated weighted boosting search optimisation It can be seen that at the k-th stage of construction, the task is to minimise the cost function
where the parameter vector u contains the centre vector µ k and covariance matrix Σ k of the k-th RBF unit. This task may be carried out with a gradient based optimisation method [27] . A gradient method however depends on the initial condition and may be trapped at some bad local minima. Alternatively, the global optimisation methods, such as the GA [31, 32] and adaptive simulated annealing (ASA) [33, 34] , can be used. In this study, we employ a guided random search algorithm called the RWBS [26] to perform this optimisation task. The RWBS algorithm is a simple yet efficient global search algorithm. In several global optimisation applications investigated in [26] , the RWBS algorithm achieved a similar convergence speed as the GA and ASA. The RWBS algorithm has additional advantages of requiring minimum programming effort and having very few algorithmic parameters that require to tune, compared with the GA or ASA. The detailed RWBS algorithm for fitting the k-th RBF unit is now summarised.
Specify the population size P S , the number of generations in the repeated search N G , and the accuracy for terminating the weighted boosting search ξ B .
Outer
Inner loop: weighted boosting search Set t = 0; For t = t + 1
Step 1: Boosting 1) Find
2) Normalise the cost function values
Compute a weighting factor β t according to
, 1 i P S
Step 2: Parameter updating 1) Construct the (P S + 1)th point using the formula
2) Construct the (P S + 2)th point using the formula
3) Compute the cost function values J i = J(u i ), i = P S + 1, P S + 2, for these two points and find
4) The pair (u i * , J i * ) then replaces (u
The motivations and analysis of the RWBS algorithm as a global optimiser is detailed in [26] . To guarantee a global optimal solution as well as to achieve a fast convergence, P S , N G and ξ B need to be set carefully. The appropriate values for these algorithmic parameters depend on the dimension of u and how hard the objective function to be optimised, and generally they have to be found empirically. The elitist initialisation is very useful, as it keeps the information obtained by the previous search generation, which otherwise would be lost due to the randomly sampling initialisation. In the inner loop optimisation, there is no need for every members of the population to converge to a (local) minimum, and it is sufficient to locate where the minimum lies. Thus ξ B can be set to a relatively large value. This makes the search efficient, achieving convergence with a small number of the cost function evaluations. A sufficiently large N G should be used to ensure that the parameter space is sampled sufficiently.
Experimental results
Two simulated systems and two real-data sets were used to investigate the proposed RBF network construction method. Gaussian RBF units were used in all the examples. The RWBS algorithmic parameters, P S , N G and ξ B , were set empirically. We also assumed that the desired modelling accuracy ξ MSE could be chosen. We point out that other automatic termination criteria [6] can be adopted as alternatives without the need of specifying ξ MSE . The standard SVM algorithm with the ε-insensitive loss function [9] was used as the benchmarker in the modelling experiments. The three learning parameters of the ε-insensitive SVM algorithm, the ε value and the value of the regularisation parameter C as well as the RBF variance σ 2 , were determined empirically via cross validation. Example 1. The 500 points of training data were generated from y(x) = 0.1x + sin x x + sin 0.5x + e
with equally spaced x ∈ [−10, 10], where e was a Gaussian white noise with zero mean and variance 0.01. With the modelling accuracy set to ξ MSE = 0.012, the proposed incremental RBF model construction procedure produced 6 Gaussian RBF units, as summarised in Table 1 , and the construction process is also illustrated graphically in Fig. 2 . The model output of the constructed 6-unit RBF model is superimposed on the noisy training data in Fig. 3 (a) , and the modelling errors are shown in Fig. 3 (b) . The MSE of this RBF model was 0.011 9. For the ε-SVM algorithm, it was found that σ 2 = 4, ε = 0.245 and C = 10 was appropriate, and the algorithm selected 15 support vectors (SVs) with the MSE value of 0.012 6. The modelling performance of the resulting SVM model is shown in Fig. 4 . The SVM algorithm achieves a similar modelling accuracy as the proposed incremental modelling method but it requires a much larger RBF network.
Example 2. This was a two-dimensional modelling problem involving data generated by the peaks function in Matlab. The peaks function is a function of two variables, obtained by translating and scaling Gaussian distributions. In the experiment, 625 training data points were produced with peaks (25, 25) and a Gaussian white noise with variance 0.01 was added to the data generated. Fig. 5 (a) depicts the noisy training data. The modelling accuracy was set to ξ MSE = 0.05. The proposed construction procedure, summarised in Table 2 , constructed 9 Gaussian RBF units. The final modelling errors are shown in Fig. 5 (b) , and the constructed 9-unit RBF model is depicted in Fig. 5 (c) . The MSE value of the the resulting 9-unit RBF network was 0.048 1. For the SVM modelling, σ 2 = 4, ε = 0.45 and C = 10 were found to be appropriate, and the algorithm constructed a RBF model with a MSE value of 0.047 1, which is similar to the MSE of the 9-unit RBF model constructed by the proposed algorithm. However, the constructed SVM model contained 42 SVs. The size of this SVM model is therefore more than four times of that produced by the proposed sparse construction algorithm. The modelling performance of this 42-unit RBF model is depicted in Fig. 6 . Example 3. This example modelled the relationship between the fuel rack position (input u(t)) and the engine speed (output y(t)) for a turbocharged, direct injection diesel engine operated at low engine speed. Detailed system description and experimental setup can be found in [35] . The data set, depicted in Fig. 7 , contained 410 samples. The first 210 data points were used in training and the last 200 points in model validation. The previous study [6] has shown that this data set can be modelled adequately as y i = F (x i ) + e i with y i = y(i),
T , where F (•) describes the underlying system to be identified and e i denotes the system noise. With the modelling accuracy of ξ MSE = 0.000 55, the proposed construction procedure produced 9 Gaussian RBF units, and the resulting model is listed in Table 3 . The MSE values of this 9-unit RBF model over the training and testing sets were 0.000 532 and 0.000 558, respectively. Fig. 8 depicts the modelling performance for this 9-unit RBF model.
Using a cross validation, it was found that σ 2 = 1.69, ε = 0.02 and C = 4 were appropriate for the SVM algorithm, and the algorithm produced a RBF network with 89 SVs. The MSE values for this 89-unit RBF model were 0.000 495 and 0.000 524 over the training and test sets, respectively. Fig. 9 shows the modelling performance of this 89-unit RBF model. It can be seen that the proposed sparse construction algorithm is capable of producing a much sparser RBF network with the same excellent generalisation performance, in comparison with the SVM algorithm.
Example 4. This example constructed a model for the gas furnace data set (Series J in [36] ). The data set contained 296 pairs of input-output points, where the input u(t) was the coded input gas feed rate and the output y(t) represented CO 2 concentration from the gas furnace. The input-output data are depicted in Fig. 10 . The training data set was constructed with y i = y(i) and
T for i = 4, 5, · · · , 296. With the modelling accuracy set to ξ MSE = 0.054, the proposed RBF construction procedure selected 18 Gaussian RBF regressors, as listed in Table 4 . The modelling performance of this constructed 18-unit RBF model are shown in Fig. 11 . The modelling MSE value was 0.053 8. superimposed on system output y(t) (solid), and (b) model prediction error e(t) = y(t) −ŷ(t). The proposed sparse construction procedure constructed a 9-unit RBF model Table 3 Incremental construction of the RBF network for Example 3, the engine data set Table 4 Incremental construction of the RBF network for Example 4, the gas furnace data set Fig. 10 The gas furnace data set: (a) input u(t) and (b) output y(t) (a) (b) Fig. 11 Incremental construction of the RBF network for Example 4, the gas furnace data set: (a) model predictionŷ(t) (dashed) superimposed on system output y(t) (solid), and (b) model prediction error e(t) = y(t) −ŷ(t). The proposed sparse construction procedure constructed a 18-unit RBF model (a) (b) Fig. 12 SVM construction of the RBF network for Example 4, the gas furnace data set: (a) model predictionŷ(t) (dashed) superimposed on system output y(t) (solid), and (b) model prediction error e(t) = y(t) −ŷ(t). The SVM algorithm constructed a
61-unit RBF model
Next, the SVM algorithm was applied to this example. The appropriate values for the SVM's learning parameters were found to be σ 2 = 20, ε = 0.35 and C = 300. The RBF model constructed by the SVM algorithm contained 61 SVs with the modelling MSE value of 0.052 0. Fig. 12 depicts the modelling performance for the constructed 61-unit RBF model. Again, it is seen that both the proposed RBF construction method and SVM algorithm have similar modelling accuracy but the former can produce a much sparser RBF network.
Conclusions
A novel technique has been presented to construct sparse RBF network models for regression. Unlike most of the sparse kernel regression methods, which restrict RBF centres to the training input data and use a fixed common variance for all the RBF units, the proposed technique can tune the centre vector and diagonal covariance matrix of individual RBF unit to best fit the training data based on the correlation between the RBF regressor and the training data. This technique thus provides enhanced modelling capability. An efficient repeated weighted boosting search optimisation method has been employed based on the correlation criterion to append RBF units one by one in an incremental construction procedure. Using the standard SVM method as the benchmarker, experiments have been conducted using several regression modelling examples, and it has been shown that the proposed RBF network construction method is capable of producing much sparser model representations with the same excellent generalisation performance in comparison with the SVM algorithm.
