INTRODUCTION
Let P denote the class of all posets (partially ordered sets) of the form P=(X, O) in which X is a nonempty finite set and O is an irreflexive and transitive binary relation on X with symmetric complement t: for all x, y # X, xt y if neither x O y nor y O x.
We often envision t as a similarity or indistinguishability relation corresponding to a qualitative comparison relation O such as is less preferred than, is lighter than, or is less likely than. Hence xt y signifies an inability to distinguish clearly between x and y on the basis of the focal qualitative attribute. By definition, t is reflexive (xtx) and symmetric (xt y O ytx), but not necessarily transitive. Luce (1956) introduced the term semiorder to denote a P # P with an especially elementary similarity structure that corresponds roughly to a uniform threshold of discriminability. Other subclasses of P with more complex similarity structures have been proposed in recent years, and substantial efforts have been devoted to understanding their implications and interrelationships. The purpose of this note is to bring together nine nonequivalent generalizations of semiorders, to identify all proper inclusions between their subclasses, and to point out a few other subclasses that happen to be equivalent to one of the nine. Along with the semiorder generalizations, we consider the classes of linear orders, weak orders, and bilinear orders to provide a more comprehensive view of class inclusions within P. Fishburn (1970a Fishburn ( , 1985 , Golumbic, Monma and Trotter (1984) , Langley (1993) , Bogart and Trenk (1994) , Bogart, Fishburn, Isaak, and Langley (1995) , and Bogart and Isaak (1996) , but some are new. Other semiorder generalizations are discussed there and in Cozzens and Roberts (1982) , Roubens and Vincke (1985) , Doignon, Monjardet, Roubens, and Vincke (1986) , Doignon (1987) , Doignon, Ducamp, and Falmagne (1987) , Suppes, Krantz, Luce, and Tversky (1989) , Narens (1994) , Mitas (1995) , Abbas, Pirlot, and Vincke (1996) , and Trenk (1996) , among others. These include important classes of biorders and generalizations in Doignon, Monjardet, Roubens, and Vincke (1986) along with other binary relations that have significant practical applications but do not necessarily fit into our P structure; see especially Roubens and Vincke (1985) .
Many of our results have been established in
Two primary modes are used to define our subclasses of P. We refer to these as the representational mode and the forbidden mode. The representational mode defines membership in a class by the existence of a map from X into real intervals that are ordered in a way that preserves O . The intervals can be degenerate, as is common for linear orders and weak orders, or can have special interior points that play a role in their ordering. An example of the latter is what I refer to as a split semiorder, which is defined by the existence of f, g : X Ä R such that f g f +1, i.e., f (x) g(x) f (x)+1 for all x # X, and for all x, y # X xO y g(x)< f ( y) and f (x)+1< g( y).
] is the interval for x with special interior point g(x). Although it is common in the representational theory of measurement (Scott 6 Suppes, 1958; Krantz, Luce, Suppes, 6 Tversky, 1971; Roberts, 1979) to derive numerical representations from axioms for (X, O) that define the ordering, we adopt the representational mode when such axioms are not fully known. This is the case for split semiorders (Fishburn 6 Trotter, 1997) .
The forbidden mode defines membership in a class by the absence among all induced orders of (X, O), i.e., among all restrictions of (X, O) on subsets of X, of every member of a family of minimal forbidden orders. The orders encountered most often in the present note as forbidden orders are disjoint article no. MP971179 sums of two linear orders or chains. For m, n # [1, 2, ...], let m+n denote a poset on m+n points or vertices that consists of two vertex-disjoint chains on m points and n points with xt y whenever x and y are in different chains.
Either mode can be used for the widely studied classes of linear orders, weak orders, semiorders, and interval orders (Fishburn, 1970b (Fishburn, , 1985 Krantz, Luce, Suppes, and Tversky, 1971; Rosenstein, 1982; Trotter, 1992) . Their definitions as members of P in the forbidden mode are linear order : no 1+1 weak order : no 1+2 semiorder : no 1+3, no 2+2 interval order : no 2+2.
Their definitions in the representational mode involve the existence of f : X Ä R, or of f, g: X Ä R with f g, such that, for all x, y # X:
The latter definitions extend to infinite X when (R, <) is replaced by an arbitrary linearly ordered set (R * , < * ): for semiorders, f (x)+1< f ( y) is replaced by g(x)< * f ( y) with the understanding that f< * g and f (x)< * f ( y) g(x)< * g( y). The equivalence of the two modes was first recognized for semiorders in Scott and Suppes (1958) and for interval orders in Wiener (1914) (see Monjardet, 1992) and , independently, in Fishburn (1970a) . The definitions show that, as subclasses of P, linear orders/weak orders/semiorders/interval orders.
Interval orders form one of the nine nonequivalent classes of semiorder generalizations that we consider. Each of the others has a simple definition in one mode or the other, but not both. We defer their definitions to the next section. Figure 1 anticipates those definitions with a proper inclusion diagram which shows where we are headed. Its vertices denote subclasses of P. An upward path from vertex A to B shows that class A is properly included in class B. If no upward path connects two subclasses, they are independent in the sense that each contains posets not in the other. I have included the class of bilinear orders, which was first analyzed extensively in Dushnik and Miller (1941) , to note an interesting subclass of P that is independent of the class of semiorders. The next section organizes our subclasses of P according to notions of order dimensionality, intervals with one special interior point, intervals with two special interior points for left and right thresholds or tolerances, and minimal forbidden orders. Section 2 also notes equivalences between the classes named on Fig. 1 and others defined in the section. Section 3 divides verification of Fig. 1 into nonstrict inclusions between adjacent classes on the figure, noninclusions between classes not connected by an upward sequence of lines on the figure, and noninclusions of upper to lower adjacent classes. The inclusions are validated at the end of Section 3, and necessary noninclusions are verified in Section 4.
The paper concludes in Section 5 with a few more comments on the history of threshold representations and a summary of our present perspectives.
DEFINITIONS AND EQUIVALENCES
We precede our definitions of subclasses of P with a few general definitions needed in this section and later. Let P=(X, O) be a poset in P. The height H(P) of P is the number of vertices in X in a maximum-vertex chain within P (Trotter, 1992 x{ y and xt y in (X, O), then (X, O) has a linear extension in which x O 0 y.
The linear dimension, or simply dimension, of P, is the minimum number of linear extensions (X, O 1 ), ..., (X, Dushnik and Miller (1941) , plays a central role in Trotter's book (1992) . We denote the dimension of P by D(P). Clearly, D(P)=1 if and only if P is a linear order. Examples of posets of dimension 2 are all weak orders that are not linear orders, and all m+n. When m=(X 1 , O) and n=(X 2 , O),
The
We have I(P) S(P) D(P) for all P because every linear order is a semiorder and every semiorder is an interval order. Weak orders and semiorders have I(P)=S(P)=1, and interval orders have I(P)=1. A few other aspects of dimensionality are noted in the following theorem.
Theorem 2.1. There are posets in P of arbitrarily large interval dimension and interval orders of arbitrarily large semiorder dimension, but max[D(P): P is a semiorder]=3.
The final assertion, proved in Rabinovitch (1978) and extended to infinite semiorders in Fishburn (1985) , implies that D(P) 3S(P) for every finite poset. Unboundedness of I for posets and S for interval orders is due to Bogart, Rabinovitch, and Trotter (1976) and an observation in Trotter and Bogart (1976, p. 75) . Figure 2 pictures the Hasse diagrams of some smallest three-dimensional posets.
Dimensionality Classes
The preceding definitions characterize linear orders by D=1, semiorders by S=1, and interval orders by I=1. The next dimensionality level produces three more classes on Fig. 1 , although another designation is used there for the bi-interval order class:
None of these has a simple characterization in the forbidden mode. However, after Harzheim (1970) and Roberts (1970, 1972) observed that the number of minimal forbidden orders for the bilinear class is infinite, Trotter and Moore (1976) and Kelly (1977) explicitly determined the set of all minimal forbidden orders for D 2. This set is also described in Table 2 in Trotter (1992) . I note also that the bi-semiorder designation is used with another meaning in Ducamp and Falmagne (1969) .
Our classes for D 2, S 2, and I 2 have simple characterizations in the representational mode. The following definitions concern the existence of f, g : X Ä R, or of f i , g i : X Ä R for i=1, 2 with f i g i , such that, for all x, y # X,
equiparallelogram order:
The biweak order designation is an obvious extension from the weak order representation x O y f (x)< f ( y). All three names are suggested in Fig. 3 , where f and g, or
The equivalences in the following theorem are obvious from prior observations and characterizations of D 2 in Dushnik and Miller (1941) or Baker, Fishburn, and Roberts (1972) . Its only subtlety is that, unlike the case for D=1, a poset equals the intersection of two linear orders if and only if it equals the intersection of two weak orders.
Theorem 2.2. The classes of bilinear orders and biweak orders are identical, as are the classes of bisemiorders and equiparallelogram orders, and the classes of bi-interval orders and trapezoid orders.
Remark. The diagram for an equiparallelogram order in Fig. 3 suggests the shorter term``parallelogram order'' as an FIGURE 3 alternative for what I refer to as an equiparallelogram order or a bisemiorder. However, the shorter term has been used by others for what we refer to later as a tolerance order.
Although the definitions illustrated by Fig. 3 have the flavor of the interval representational mode described in the introduction, they lack clarity of end point and interior point identification. For example,
, and is [ g(x), f(x)] otherwise. The resulting ambiguity is easily resolved without loss of generality by adding a positive constant to g or to f 2 and g 2 . Sufficiently large constants translate all designated points on the upper lines in Fig. 3 to the right of all designated points on the lower lines to produce
When all upper points are translated globally to the right of all lower points, all intervals overlap, i.e., the intervals for x and y have a nonempty intersection for all x, y # X. Our representational definitions in the next two subsections do not generally allow complete overlap, but they are clear about end points and interior points.
Split Order Classes
Under this heading we consider simple generalizations of semiorders and interval orders that add an interior point to every semiorder interval or interval order interval. Our definitions involve the existence of f, g, h : X Ä R with f g f +1 for split semiorders, and f g h for split interval orders, such that, for all x, y # X, split semiorder: xO y g(x)< f ( y) and f (x)+1< g( y)
split interval order:
Aspects of these classes are described in Langley (1993) , Bogart and Isaak (1996) , and Fishburn and Trotter (1997) . Figure 4 illustrates split representations with intervals displaced vertically for visualization. In each case, x 's interval lies wholly to the left of z 's interval if xO y Oz for some y. If y covers x, i.e., x O y with x and y adjacent in O, then their intervals can overlap, but x's begins before y's, and ends before y 's end. In such cases, the interior points determine whether x O y or xt y ; we have x O y if and only if the lower subinterval for x wholly precedes the lower subinterval for y and the upper subinterval for x wholly precedes the upper subinterval for y. This generalizes the semiorder and interval order representations by relaxing the threshold requirements for covering pairs. Bogart (1996) notes that terminology from graph theory suggests the names``interval catch order'' for a split interval order and``unit interval catch order'' for a split semiorder. The idea is that two intervals are order comparable unless at least one``catches'' the designated interior point of the other.
Tolerance Classes
Other threshold relaxations, defined by intervals with special interior points for subclasses of P, are referred to as various types of tolerance orders. The name derives from associated work on tolerance graphs in Golumbic and Monma (1982) and Golumbic, Monma, and Trotter (1984) . The most inclusive class of this type that we consider consists of what Bogart and Trenk (1994) refer to as bounded bitolerance orders. The bi in bitolerance refers to representations in which each base interval has a left tolerance and a right tolerance that are not necessarily equal, and bounded signifies that no tolerance exceeds the length of its base interval. I omit the bounded designation because the types of tolerance orders discussed here all satisfy its restriction. Our ensuing definitions follow Bogart and Trenk (1994) quite closely, but use notation congruent with our prior definitions.
A poset P=(X, O) in P is a bitolerance order if and only if there exist f, g 1 , g 2 , h : X Ä R with f g 1 h and f g 2 h such that, for all x, y # X, x O y g 1 (x)< f ( y) and h(x)< g 2 ( y).
When the left tolerance of x is defined as g 2 (x)& f (x) and the right tolerance of x is defined as h(x)& g 1 (x), the definition says that x O y if and only if
No particular ordering between g 1 and g 2 is presumed. Bogart and Trenk (1994) include classes for which the left tolerance plus the right tolerance never exceeds the length of the base interval, i.e., g 2 g 1 , but I consider only the equality subcase of g 2 g 1 . When the bitolerance order definition is restricted by g 1 = g 2 , we obtain the class of split interval orders; the further restriction of h= f +1 yields the class of split semiorders.
It is important to keep in mind that g 1 = g 2 does not mean that an interval's left and right tolerances are equal. Equality of tolerances requires g 2 (x)& f (x)=h(x)& g 1 (x), or g 1 + g 2 = f +h, and when this is presumed we omit the bi from bitolerance. If g 1 = g 2 and g 1 + g 2 = f +h, we refer to the resulting poset as a 50 0 tolerance order.
We consider the following five subclasses of bitolerance orders defined by restrictions on the bitolerance representation:
proper bitolerance order : f (x)< f ( y) h(x)<h( y) unit bitolerance order : h= f +1 tolerance order : g 1 + g 2 = f +h unit tolerance order : h= f +1; g 1 + g 2 = f +h 50 P tolerance order : g 1 = g 2 ; g 1 + g 2 = f +h. Figure 5 illustrates instances of x O y. The top part of the figure describes a general schematic for x O y in terms of interval ends and distinguished interior points for bitolerance orders. The lower part illustrates this for the five subclasses. The middle part of the figure presents a picture of a bitolerance order that is in none of the five subclasses as noted in Bogart and Trenk (1994) .
The main theorem in Bogart and Trenk (1994) says that the preceding five subclasses and a few others are identical to the class of bitolerance orders within the family of bipartite (height 2) posets in P. Some equivalences and proper inclusions between classes are noted in the general case. The following theorem adds some equivalences to Theorem 2.2.
Theorem 2.3. The classes of bitolerance orders and trapezoid orders are identical, as are the classes of split interval orders and unit bitolerance orders, the classes of unit bitolerance orders and proper bitolerance orders, and the classes of unit tolerance orders and 500 tolerance orders.
Remarks. The equivalence of bitolerance orders and trapezoid orders (or bi-interval orders) is proved in Bogart and Trenk (1994) . The equivalence of proper bitolerance orders and split interval orders is proved in Langley (1993) and Bogart and Isaak (1996) ; the latter also proves the equivalence of proper bitolerance orders and unit bitolerance orders. Equivalence between unit tolerance orders and 500 tolerance orders is proved in Bogart, Fishburn, Isaak, and Langley (1995) . Some of the proofs are far from obvious and require subtle transformations to get from one representation to the other. As remarked earlier, several authors also refer to tolerance orders as parallelogram orders. Theorem 2.3 completes our account of equivalences that underlie Fig. 1 . We summarize them for convenience, giving first the name used on the figure: bitolerance orders=trapezoid orders =bi-interval orders unit bitolerance orders=split interval orders =proper bitolerance orders unit tolerance orders=500 tolerance orders bisemiorders=equiparallelogram orders bilinear orders=biweak orders.
Forbidden Mode Classes
We conclude our classes with definitions of semitransitive orders and subsemiorders in the forbidden mode. They are preceded by the semiorder and interval order definitions for comparison purposes: semiorder : no 1+3, no 2+2 interval order : no 2+2 semitransitive order : no 1+3 subsemiorder : no 1+4, no 2+3.
The term``semitransitive order'' is from Chipman (1971) . Fishburn (1985) refers to this as a partial semiorder, but others (Roubens 6 Vincke, 1985; Doignon, Ducamp, 6 Falmagne, 1987) have used the partial semiorder designation in other ways, so I use Chipman's term to avoid confusion. Subsemiorders are referred to as (5, 2)-free orders in Trenk (1996) to signify that their minimal forbidden orders are the m+n with m+n=5.
The semitransitive order class is motivated by separating the two minimal forbidden orders for semiorders. The 2+2 exclusion defines interval orders, and the 1+3 exclusion defines semitransitive orders. The subsemiorder class is motivated by the fact that linear orders, weak orders, and semiorders are characterized by the forbidden m+n for which m+n=2, m+n=3, and m+n=4, respectively. Because these have simple interval representations, it is natural to ask whether the case of m+n=5 for subsemiorders follows suit. The answer seems to be``no,'' and this is true also for semitransitive orders. The main reason is that both classes contain all bipartite posets, and there is no known nice interval representation for the H=2 class.
Split semiorders arose from attempts to characterize subsemiorders by interval comparisons. Like subsemiorders, split semiorders forbid 1+4 and 2+3 while allowing all m+n with m+n<5: see Fishburn and Trotter (1997) for proofs. Moreover, split semiorders form the only class besides subsemiorders on Fig. 1 that does this. Unlike subsemiorders, the split semiorder class has a great variety of minimal forbidden orders besides 1+4 and 2+3. Let 1 denote the transitive closure of the union of = and the inclusions identified by Theorem 3.1. Our second theorem says that for all distinct A and B on Fig. 1, if neither  A 1 B nor B 1 A then A 3 B . It accounts for all noninclusions between 1 -incomparable classes. We use the obvious fact that if A 1 B, C 1 D, and A 3 D then B 3 C. For convenience, class names are abbreviated by omitting order. Careful examination of Fig. 1 shows that the eight noninclusions of Theorem 3.2 and (A 1 B, C 1 D, A D) O B 3 C account for all 1 -incomparable noninclusions. For example (bilinear 1 bisemi, interval 1 unit tolerance, N1) O bisemi 3 interval. I omit further details of this step.
Along with Theorems 3.1 and 3.2, we need to verify B 3 A for each covering pair A B on Fig. 1 . There are 17 such pairs, but only two need explicit consideration. For example, we cannot have bilinear weak, else bilinear unit bitolerance, a contradiction to N1; and we cannot have unit bitolerance split semi, else interval subsemi, a contradiction to N5. The only two covering noninclusions not accounted for in this manner are weak 3 linear and unit tolerance 3 interval, which are verified by 1+1 and 2+2, respectively.
We conclude this section with an outline of the proof of Theorem 3.1. Theorem 3.2 is proved in the next section.
Proof of Theorem 3.1. Most of the 17 inclusions claimed for Theorem 3.1 have already been noted or follow easily from the definitions. I comment on four cases that include the nonobvious inclusions.
2. split semi subsemi. Every split semiorder forbids 1+4 and 2+3, so all are sub-semiorders.
3. bisemi tolerance. The stretched bisemiorder or equiparallelogram representation in the paragraph immediately following Theorem 2.2 produces intervals for a valid tolerance order representation. To be more explicit, suppose we are given a bisemiorder or equiparallelogram representation xO y [ f (x)+1< f ( y) and g(x)+1< g( y)]. Add a large positive constant to g to produce intervals [ f (x), g(x)+1] with interior points f (x)+1 and g(x) with f (x)< f (x)+1< g(x)< g(x)+1. Then let g 1 (x)= f (x)+1, g 2 (x) = g(x), and h(x)= g(x)+1. We then have x Oy [ g 1 (x) < f ( y) and h(x)< g 2 ( y)] with g 1 + g 2 = f +h, for a valid tolerance order representation.
4. interval unit tolerance. This result first appeared in Langley (1993) . I include a proof here because it involves an interesting and instructive transformation. We transform an interval order representation f g with x O y g(x)< f ( y) into a 50 0 tolerance order representation without changing O. Let f < g without loss of generality. Suppose c # R coincides with no endpoint of
Translate all points r c in intervals to r+d with d>0 and, for every interval [ f (x), g(x)] that contains c, add the segment [c, c+d) to the interval. This has no effect on intervals with g(x)<c; it increases the lengths of those that contain c by d ; it shifts intervals with c< f (x) to the right by d units without changing their lengths; and it preserves O. A suitably large d ensures that all intervals that contain c are longer than all that end to the left of c. We repeat this process left to right along R to obtain an interval representation with the property that if x O y then x 's interval is shorter than y 's interval. Denote the new interval for x by [ f 1 (x), g 1 (x)] and define I x for a 500 tolerance representation by
with center point g 1 (x). Suppose x O y. Then g 1 (x)< f 1 ( y) so the center of I x precedes the left end of I y . Moreover, because g 1 (x)& f 1 (x) < g 1 ( y)& f 1 ( y), addition gives 2 g 1 (x)& f 1 (x)< g 1 ( y), so the right end of I x precedes the center of I y . We thus have the two center-end inequalities needed for x Oy in a 50 0 tolerance representation.
Suppose xt y. Then neither g 1 (x)< f 1 ( y) nor g 1 ( y)< f 1 (x), so (left end I y ) (center I x ) and (left end I x ) (center I y ), which imply that xt y in terms of a 50 0 tolerance representation. We assume without loss of generality that no point in R is used for more than one endpoint. Let < l and < r be the left end and right end orders for the intervals of the tolerance representation. Consider < l on [2, 5, 8] . By left right symmetry on Fig. 6 , we need only consider 2< l 5< l 8 and 2< l 8< l 5. The latter order is shown to be infeasible in the top part of Fig. 7 , so we assume 2< l 5< l 8 henceforth. Of special note is the central place of 5 in < l on [2, 5, 8] . By symmetry, 5 must occupy the central place of < r on [2, 5, 8] , and similarly for other same-level triples such as [1, 4, 7] and [3, 6, 9] .
The middle drawing of Fig. 7 shows that when intervals for 1 and 10 are added to those for [2, 5, 8], we force v 8 < v 5 < v 2 , or g 2 (8)< g 2 (5)< g 2 (2) in earlier notation. If 2 < r 5< r 8 for right end points, symmetry requires b 8 < b 5 < b 2 , or g 1 (8)< g 1 (5)< g 1 (2). But then we would not have tolerance intervals because g 1 + g 2 = f +h would be false on [2, 5, 8] . Therefore 8< r 5< r 2 and we obtain the upper part of the bottom drawing on Fig. 7 . We complete this drawing in the only possible way to satisfy a tolerance representation for the 13 vertices of Fig. 6 . Completions of the intervals for [1, 4, 7] and [3, 6, 9] must yield configurations similar to that for [2, 5, 8].
Every even-K level for K 6 up to K near M has three vertices, namely (KÂ2, KÂ2), (KÂ2&1, KÂ2+1), and (KÂ2&2, FIGURE 7 KÂ2+2). We abbreviate these by writing only their first components, i.e., (KÂ2), (KÂ2&1), and (KÂ2&2), respectively. We refer to K as an increasing triple if (KÂ2&2)< l (KÂ2&1)< l (KÂ2) a decreasing triple if (KÂ2)< l (KÂ2&1)< l (KÂ2&2).
Our construction thus far shows that K=12 is a decreasing triple, K=18 is an increasing triple, and K=24 is a decreasing triple. By analogy, this alternating pattern must continue for each 6-level jump: K=30 is increasing, K=36 is decreasing, K=42 is increasing, and K=48 is a decreasing triple.
However, we also have an alternating pattern for 8-level jumps. Consider K=32 and K=25:
If z< l y< l x, the b and right end parts of 13 and 12 must relate to each other in the manner of 10 and 11, respectively, and when these are combined with the v and left end parts of 13 and 12 on the bottom of Fig. 7 , 12 and 13 cannot both be tolerance intervals. Hence x< l y< l z, or (14)< l (15) < l (16) for K=32, so K=32 is an increasing triple. The fact that K=24 is a decreasing triple establishes the alternating pattern for 8-level jumps. By analogy, K=40 is a decreasing triple and K=48 is an increasing triple. But then, in view of the preceding paragraph, K=48 is both an increasing triple and a decreasing triple, which is impossible.
We conclude that P 4, M is not a tolerance order for sufficiently large M. K
DISCUSSION
Analytical formulations of thresholds of indiscriminability in comparative judgments have important precedents in psychology (Fechner, 1860) , mathematics (Wiener, 1914 (Wiener, , 1921 Dushnik and Miller, 1941) , and economics (Armstrong, 1939 (Armstrong, , 1950 . Definitive events for more recent studies of thresholds and partially ordered sets include Luce's (1956) definition and analysis of semiorders, the unit interval representation of finite semiorders in Scott and Suppes (1958) , investigations of interval orders in Baker, Fishburn, and Roberts (1970) , and Fishburn (1970a Fishburn ( , 1970b , and the advent of tolerance orders from the formulation of tolerance graphs in Golumbic and Monma (1982) and Golumbic, Monma, and Trotter (1984) . Earlier research (Hajo s, 1957; Benzer, 1959) on similarity structures that came to be known as interval graphs (Gilmore 6 Hoffman, 1962) had a significant bearing on the study of interval orders.
In this article I have tried to bring together contributions to threshold and tolerance representations of comparative judgments that provide a time profile of the subject and illustrate the variety of concepts involved. Special attention has been devoted to interrelationships among classes of partially ordered sets from both a purely analytical perspective and the perspective of different fields of interest. For recent contributions, I am indebted to Kenneth Bogart and his coauthors for their continuing work on the subject.
Because the note focuses on elementary poset classes, it neglects related topics that provide a broader appreciation of the field. One of these is ties to graph theory that appear in many of the references. Another concerns probabilistic models of judgment and choice as discussed, for example, in Luce and Suppes (1965) , Tversky (1989), and Fishburn (1997) . A third is threshold models for specialized topics in decision theory such as subjective probability (Dempster, 1967; Shafer, 1976; Fishburn, 1986) , linear and nonlinear utility (Nakamura, 1988 (Nakamura, , 1990 and multiattribute preferences (Suppes, Krantz, Luce, 6 Tversky, 1989; Fishburn, 1992; Dyer, Fishburn, Steuer, Wallenius, 6 Zionts, 1992; Roy 6 Vanderpooten, 1996) .
