The design of stormwater infrastructure is based on an underlying assumption that the probability distribution of precipitation extremes is statistically stationary. This assumption is called into question by climate change, resulting in uncertainty about the future performance of systems constructed under this paradigm. We therefore examined both historical precipitation records and simulations of future rainfall to evaluate past and prospective changes in the probability distributions of precipitation extremes across Washington State. to the HSPF hydrologic model to simulate streamflow in two urban watersheds in central Puget Sound. Few statistically significant changes were observed in the historical records, with the possible exception of the Puget Sound region. Although RCM simulations generally predict increases in extreme rainfall magnitudes, the range of these projections is too large at present to provide a basis for engineering design, and can only be narrowed through consideration of a larger sample of simulated climate data. Nonetheless, the evidence suggests that drainage infrastructure designed using mid-20th century rainfall records may be subject to a future rainfall regime that differs from current design standards.
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Introduction
Infrastructure is commonly defined as the various components of the built environment that support modern society (e.g., Choguill 1996; Hanson 1984) . These encompass utilities, transportation systems, communication networks, water systems, and other elements that include some of the most critical underpinnings of civilization. Thus even modest disruptions to infrastructure can have significant effects on daily life, and any systematic change in the frequency or intensity of those disruptions could have profound consequences for economic and human well-being.
The daily news provides frequent examples of those elements of our infrastructure that are most vulnerable to the vagaries of even present-day fluctuations in weather. The Chehalis River floods in December 2007, for example, resulted in the closure of Interstate 5, Washington State's major north-south transportation artery, for four days at an estimated cost of over $18 M (WSDOT 2008) . The various elements of Washington's infrastructure are not equally vulnerable to weather conditions or climate regimes, however, and several of these elements (specifically energy and water supply facilities) are the subject of other papers in this issue (Hamlet et al. 2010; Vano et al. 2010a, b) . The overarching scope for this paper was to characterize the potential impacts of climate change on stormwater infrastructure systems.
To understand the impacts that could occur, we first reviewed the literature and prior work, and conducted interviews with state and local public works officials who deal with the consequences of inadequate stormwater infrastructure on a daily basis. Although many types of climate-related impacts to infrastructure are possible, this reconnaissance clearly indicated that stormwater impacts of a changing climate are a major concern but are not well understood. The Intergovernmental Panel on Climate Change (IPCC) cites a 90% chance of increased frequency of heavy rainfall events in the 21st century and a potential increase in higher-latitude stormwater runoff by as much as 10-40% (IPCC 2007a) , changes that would have obvious repercussions on stormwater management. Recent improvements in the ability to downscale the projections of global climate models to the local scale (Salathé 2005 ) now make feasible the preliminary evaluation of climate change impacts on the spatially heterogeneous, rapidly fluctuating behavior of urban stormwater. This evaluation is warranted, because although the consequences of inadequate stormwater facilities can be severe, adaptation strategies are available and relatively straightforward if anticipated well in advance (Kirschen et al. 2004; Larsen and Goldsmith 2007; Shaw et al. 2005) .
Historical management goals for urban stormwater have emphasized safe conveyance, with more recent attention also being given to the consequences of increased streamflows on the physical and biological integrity of downstream channels (Booth and Jackson 1997). Urbonas and Roesner (1993) classify drainage systems into two categories: minor, consisting of roadside swales, gutters, and sewers that are typically designed to convey runoff events of 2-to 5-year return periods; and major, which include the larger flood control structures designed to manage 50-to 100-year events. While design events can be based on direct observations of runoff, they are more commonly based on precipitation events with equivalent likelihoods of occurrence, due to the limited availability of runoff measurements in urban areas. Hence, while we give some consideration to modeled trends in runoff, the focus of this paper is mostly on the precipitation events from which they result, and specifically those events of 1-h duration (since many of the smaller watersheds have times of concentration of 1 h or less) and 24-h duration (which is often used for the design of larger structures).
It is worth noting that more hydrologically complicated phenomena with implications for stormwater management, such as rain-on-snow events, are also subject to the effects of a changing climate. We do not consider trends in these phenomena, which are relatively unimportant in the lowland urban areas that are the focus of our study. Nor do we consider changing patterns of development, which may also considerably impact runoff magnitudes but are not related to climatic factors. Nonetheless, future changes in climate that may alter precipitation intensity or duration would likely have consequences for urban stormwater discharge, particularly where stormwater detention and conveyance facilities were designed under assumptions that may no longer be correct. While we recognize the social and economic impacts of increasing the capacity of undersized stormwater facilities, or the disabling of key assets because of more severe flooding, these considerations are beyond the scope of the present study.
This paper addresses the following questions:
• What are the historical trends in precipitation extremes across Washington State? • What are the projected trends in precipitation extremes over the next 50 years in the state's urban areas? • What are the likely consequences of future changes in precipitation extremes on urban stormwater infrastructure?
Background
Despite the inherent challenges in characterizing changes in extreme rainfall events, a number of studies have either assessed historical trends in precipitation metrics or investigated the vulnerability of stormwater infrastructure under a changing climate. We briefly summarize a few key studies that are most relevant to our work below.
Historical trends in precipitation extremes
Several studies have evaluated past trends in rainfall extremes of various durations, mostly at national or global scales. Karl and Knight (1998) found a 10% increase in total annual precipitation across the contiguous USA since 1910, and attributed over half of the increase to positive trends in both frequency and intensity in the upper ten percent of the daily precipitation distribution. Kunkel et al. (1999) found a national increase of 16% from 1931-1996 in the frequency of 7-day extreme precipitation events, although no statistically significant trend was found for the Pacific Northwest. A follow-up study that employed data extending to 1895 (Kunkel et al. 2003) generally reinforced these findings but noted that frequencies for some return periods were nearly as high at the beginning of the 20th century as they were at the end, suggesting that natural variability could not be discounted as an important contributor to the observed trends. Groisman et al. (2005) analyzed precipitation data over half of the global land area and found "an increasing probability of intense precipitation events for many extratropical regions including the US." They defined intense precipitation events as the upper 0.3% of daily observations and used three model simulations with transient greenhouse gas increases to offer preliminary evidence that these trends are linked to global warming. Pryor et al. (2009) analyzed eight metrics of precipitation in century-long records throughout the contiguous USA and found that statistically significant trends generally indicated increases in intensity of events above the 95th percentile, although few of these were located in Washington State. Madsen and Figdor (2007) , in a study that systematically analyzed trends from 1948 to 2006 by both state and metropolitan area, found statistically significant increases of 30% in the frequency of extreme precipitation in Washington and 45% in the SeattleTacoma-Bremerton area. Interestingly, however, trends in neighboring states were widely incongruent, with a statistically significant decrease of 14% in Oregon and a non-significant increase of 1% in Idaho.
While these studies provide useful impressions of general trends in precipitation extremes, their results are not applicable to infrastructure design, which requires estimates of the distributions of extreme magnitudes instead of, for example, the number of exceedances of a fixed threshold. Relatively few such approaches have been explored to date, with the exception of Fowler and Kilsby (2003) , who used regional frequency analysis to determine changes in design storms of 1-, 2-, 5-, and 10-day durations from 1961 to 2000 in the UK. We take their approach one step further and analyze changes in design storms of sub-daily durations, as discussed in Section 3.
Future projections and adaptation options
As noted above, few previous studies have evaluated the vulnerability of stormwater infrastructure to climate change, and those studies that have been performed vary considerably in their methodologies. Denault et al. (2002) assessed urban drainage capacity under future precipitation for a 440-ha (1080-ac) urban watershed in North Vancouver, Canada. Observed trends of precipitation intensity and magnitude for the period 1964-1997 were projected statistically to infer the magnitude of design storms in 2020 and 2050, and the consequences for urban discharges were modeled using the SWMM hydrologic model (http://www.epa.gov/ednnrmrl/models/swmm). The authors evaluated only the potential impacts on pipe capacity, finding that flow increases were sufficiently small that few infrastructure changes would be required. They also observed that any given watershed has unique characteristics that affect its ability to accommodate specific impacts, thus emphasizing the importance of sitespecific evaluation. Waters et al. (2003) evaluated how a small (23-ha [58-ac] ) urban watershed in the Great Lakes region would be affected by a 15% increase in rainfall depth and intensity. This increase was prescribed based on a literature review and prior analysis of other nearby catchments. Their study emphasized the efficacy of adaptive measures that could absorb the increased rainfall, which they evaluated using SWMM. Recommended measures included downspout disconnection (50% of connected roofs), increased depression storage (by 45 m 3 /impervious hectare [640 ft 3 /impervious acre]), and increased street detention storage (by 40 m 3 /impervious hectare [560 ft 3 / impervious acre]). Shaw et al. (2005) also studied the consequences of precipitation increases on stormwater systems, while relying on relatively simplistic projections of future precipitation. They defined low, medium and high climate-change scenarios based on projections of temperature increases, and translated those changes into linear increases in 24-h rainfall events. Using both event-based and continuous hydrologic models, consequences of inadequate capacity were then evaluated for stormwater systems in a small urban watershed of central New Zealand. Watt et al. (2003) examined the multiple impacts that climate change could have on stormwater design and infrastructure in Canada, suggesting adaptive measures for urban watersheds and their associated advantages, disadvantages, and estimated costs. They also examined two case studies of adapting stormwater infrastructure to climate change- Waters et al. (2003) and a study of a residential area in urban Ottawa. They offered a qualitative rating system to compare the environmental, social, and aesthetic implications of different structural solutions to stormwater runoff management.
These prior studies provide a good methodological starting point for identifying the most likely consequences of climate change on stormwater infrastructure, along with an initial list of potentially useful adaptation measures. Like the approaches summarized in Section 2.1, however, their greatest collective shortcoming lies in their rudimentary characterization of the precipitation regimes that drive the responses (see also Kirschen et al. 2004; Trenberth et al. 2003) . We seek to bridge this gap between prescribed (but poorly quantified) future climate change and the acknowledgment that infrastructure adaptation is generally less costly and disruptive if necessary measures are undertaken well in advance of anticipated changes.
We approach this task both by analyzing the variability in historical precipitation extremes across Washington State and by utilizing regional climate model (RCM) results, now available at a relatively high spatial resolution, to characterize future projections of precipitation extremes. We also apply a bias-correction and statisticaldownscaling procedure to the RCM results to produce input precipitation series for a time-continuous hydrologic model, which in turn is used to predict streamflows in an urban lowland catchment in the Puget Sound region. These results facilitate a preliminary evaluation of the implications of simulated precipitation extremes for urban drainage and urban flooding.
Historical precipitation analysis
As a precursor to investigating potential changes in future precipitation extremes, we examined the extent to which trends in precipitation may have occurred in the three major urban areas of Washington State over the last half century. Three different trend analysis methods were applied to historical rainfall records, beginning in 1949: (1) regional frequency analysis, (2) precipitation event analysis, and (3) exceedanceover-threshold analysis. In the regional frequency analysis, we used a technique adapted from the regional L-moments method of Hosking and Wallis (1997) as applied by Fowler and Kilsby (2003) to evaluate changes in rainfall extremes over the period 1956-2005 for a range of frequencies and durations. The precipitation event analysis used a method adapted from Karl and Knight (1998) to determine trends in annual precipitation event frequency and intensity, based on the occurrence of individual rainfall "events" of presumed one-day duration. Finally, the exceedanceover-threshold analysis examined the number of exceedances above a range of threshold values for the depth of precipitation, also on the basis of one-day rainfall events.
Regional frequency analysis
The precipitation frequency analysis analyzed the annual maximum series for aggregates of hourly precipitation ranging from 1 h to 10 days for the three major urban areas in Washington State: the Puget Sound region (including Seattle, Tacoma, and Olympia), the Vancouver, WA-Portland, OR region, and the Spokane region. Sometimes referred to as the index-flood approach, the technique entails fitting a frequency distribution to normalized annual maxima from a set of multiple stations rather than a single station, the premise being that all sites within a region can be described by a common probability distribution after site data are divided by their at-site means. These common probability distributions are referred to as regional growth curves. Design storms at individual sites can then be calculated by reversing the process and multiplying the regional growth curves by the at-site means. The strength of the method is in the regionalization, which provides a larger sampling pool and a more robust fit to the probability distribution, resulting in estimates of extreme quantiles that are considerably less variable than at-site estimates (see, e.g., Lettenmaier et al. 1987) .
Data originated from National Climatic Data Center (NCDC) hourly precipitation archives and were extracted using commercial software provided by Earth Info, Inc. Stations selected for the analysis are shown in Fig. 1 and are listed in Table 1 , with a minimum requirement of 40 years of record. Years with more than 10% missing data in the fall and winter months were removed from the analysis, since precipitation events during these two seasons contribute most of the annual maxima. Although many of the stations used gauges whose precision changed from 0.254 mm (0.01 in.) to 2.54 mm (0.1 in.) over the course of their records, this issue is somewhat minor for our analysis of annual maxima, which are substantially greater than a tenth of an inch at even the 1-h duration. Nonetheless, we evaluated the effect of these changes by repeating the analysis that follows on data rounded to the nearest tenth of an inch. None of the results differed significantly, however, and are thus not reported here.
The first step in the procedure was to identify annual maximum precipitation depths at multiple durations (1, 2, 3, 6, 12 , and 24 h; and 2, 5, and 10 days), which were then combined into pools in order to calculate regional L-moment parameters (Fowler and Kilsby 2003; Hosking and Wallis 1997; Wallis et al. 2007 ). These parameters were used to fit data to Generalized Extreme Value (GEV) distributions and to generate regional growth curves. We then analyzed for any historical trends in precipitation by dividing the precipitation record from each region into two 25-year periods (1956-1980 and 1981-2005) . Although we also investigated a finer division of the data into five 10-year periods, the results were statistically inconclusive and so are not reported here. For each of the two 25-year periods, design storm magnitudes were determined at Seattle-Tacoma (SeaTac), Spokane, and Portland International Airports based on the regional growth curves and the means at those stations. A jackknife method (Efron 1979) , whereby one year of record was removed at a time and growth curves refitted, was then used to provide uncertainty bounds about the fitted GEV distributions. Changes in design storm magnitudes were determined by comparing the distributions from each period. Statistical significance for differences in distributions was determined using the Kolmogorov-Smirnov test, for differences in means using the Wilcoxon rank-sum test, and for trends in the entire time series using the MannKendall test, all at a two-sided significance level of 0.05. None of these tests allowed for autocorrelation in the time series, which were all found to be serially independent using a method described in Wallis et al. (2007) .
The results indicate an ambiguous collection of changes in extreme precipitation over the last half-century throughout the state. Table 2 presents changes in mean annual maxima between the two time periods, which generally are about the same magnitude of change seen in the 2-year events. Changes at Seattle-Tacoma Airport were consistently positive, with the greatest increases at the 24-h and 2-day durations. Changes at Spokane were mixed, while changes at Vancouver were mostly negative, with the notable exception of the 1-and 24-h durations. None of the changes were found to be statistically significant, however, with the exception of the 2-day and (possibly) 24-h durations at Seattle-Tacoma Airport, and even these significant results most likely would not pass a multiple comparison test.
A breakdown of changes by return period is provided for the 1-and 24-h durations in Table 3 , so chosen because of their relevance to urban stormwater infrastructure as indicated in Section 1. Included in the table are estimated return periods of the 1981-2005 events that are equal in magnitude to the 1956-1980 events having the return periods indicated in the first column. Rainfall frequency curves that illustrate the Table 2 Changes in average annual maxima between 1956-1980 and 1981-2005 , as determined by the regional frequency analysis at Seattle-Tacoma, Spokane, and Portland Airports, expressed as a percentage of the 1956-80 mean annual maximum Table 2 . None of the changes were found to be significant for a two-sided α of 0.05 changes in 1-and 24-h durations listed in Table 3 are shown in Fig. 2 . Shaded regions represent uncertainty bounds as determined by jackknifing the historical data. It is important to note that these uncertainty bounds do not necessarily indicate statistical significance or nonsignificance in changes.
Precipitation event analysis
In addition to changes in extreme precipitation frequency distributions, it is also useful to estimate trends in total annual precipitation and to determine whether such trends (if significant) are due to changes in storm frequency, storm intensity, or both. An analysis to determine these trends was performed on the NCDC precipitation data by adapting the method of Karl and Knight (1998) , which requires a continuous precipitation record with an unchanging level of precision for its application. Thus, we used the single station in each of the urban areas analyzed in the previous section with the most complete record: the airport gauges at Seattle-Tacoma, Spokane, and Portland. Each had a common period of record from January 1, 1949 to December 31, 2007, for a total of 59 years, with a constant precision of 0.254 mm (0.01 in.) throughout.
The central concept in this approach is that once trends in total annual precipitation are determined, the relative influence of changes in event frequency and changes in event intensity can be identified. Trends in event frequency can be determined by defining a precipitation event as any nonzero accumulation over a specified time interval and tallying their number in each period. The remainder of the trends in total annual precipitation can then be attributed to the trends in event None of the changes were found to be statistically significant at a two-sided α of 0.05, although the Wilcoxon rank-sum statistic for 24-h distributions at SeaTac was statistically significant at a two-sided α of 0.10. Changes at specific return periods are provided in Table 3 intensity, defined as the amount of precipitation in a given event. The approach provides the additional advantage of determining whether changes were due to trends in light precipitation events, trends in heavy precipitation events, or both. This is a consequence of partitioning each rainfall record into multiple intervals based on event magnitude. We defined an event as any measurable precipitation over a 24-h period (midnight-to-midnight), with the implicit assumption that any day with nonzero precipitation is a single "event". The analysis was performed by first calculating both the total precipitation and the number of "events" for each year (as defined above), ranking those events from lowest to highest, and dividing them into 20 class intervals that each contained 1/20 of the total number of events for that year. Thus the first class interval was assigned the 5% of events with the lowest daily totals, the second class interval was assigned the 5% of events with the next lowest daily totals, and so on. For each class, the average long-term precipitation per event (event intensity) was then calculated, and the trend in precipitation due to the trend in event frequency was calculated as:
where P e is the average long-term event intensity and b f is the percent change in the frequency of events, as determined by the slope of the linear regression line through a scatter plot of number of events vs. year. The trend in precipitation due to the trend in the annual intensity of events was then calculated as a residual using the expression:
where b is the percent change in total precipitation, as determined by the slope of the linear regression line through a scatter plot of total precipitation versus year. Median and highest precipitation events were calculated regardless of class for each year, and trends again were determined by the slopes of their respective regression lines. All trends were divided by average values and multiplied by the 59-year period of analysis.
Results of the analysis are summarized at the annual level for all three stations in Table 4 . Trends were tested for significance using the Mann-Kendall test at a twosided significance level of 0.05. Although none were found to be significant, trends were consistently negative for total precipitation and event frequency, and mostly negative for event intensity. As an example, at Spokane, total annual precipitation has decreased by 13.0% since 1949; 11.9% of this decrease was due to a decrease in event frequency, and the remaining 1.1% of this decrease was due to a decrease in Trends in annual precipitation are provided for the 59-year period as a percentage of the average annual precipitation, as are the portions of these trends due to trends in event frequency and event intensity. Trends in annual median and maximum event intensity are provided as a percentage of their respective long-term averages. Mann-Kendall p-values are provided in italics; none of the trends were found to be significant at a two-sided α of 0.05. An event is defined as any day with measurable (nonzero) precipitation event intensity. Trends in median event intensity were mixed, however, while trends in maximum event intensity were mostly positive. Distributions of annual trends by class are shown in Fig. 3 , with the class interval containing the smallest 5% of events to the left of each graph and the class interval containing the largest 5% of events (i.e., extreme events) to the right. The sums of the trends in each class equal the cumulative values reported in Table 4 . At Seattle-Tacoma Airport, for example, despite mostly negative trends in intensity for the lowest 19 class intervals, a relatively large increasing trend in the intensity of the extreme class interval caused the cumulative trend for intensity to be slightly positive. A closer inspection of the data behind these results at Seattle-Tacoma Airport revealed that 3 of the 4 highest 1-day totals since 1949 have occurred in the last five years.
Exceedance-over-threshold analysis
In addition to the regional frequency and precipitation event analyses, examining the number of events exceeding given thresholds (e.g. Table 4 . At left are trends in annual precipitation; at center, the portion of the trends in annual precipitation due to trends in event frequency; at right, the portion of the trends in annual precipitation due to trends in event intensity. An event is defined as any day with measurable (nonzero) precipitation. Trends for individual class intervals are represented by the bars in each graph, with the class interval containing the smallest 5% of events at left and the class interval containing the largest 5% of events at right. Values above each graph show cumulative trends across all 20 class intervals Trends in the annual number of events exceeding the specified thresholds are provided for the 59-year period as a percentage of the average annual number of respective exceedances. Mann-Kendall p-values are provided in italics; trends that are significant at a two-sided α of 0.05 are indicated in bold. An event is defined as any day with measurable (nonzero) precipitation throughout a precipitation record provides more detailed information about historical changes in frequency. Such an "exceedance-over-threshold" analysis, distinct from a peak-over-threshold approach which then uses the magnitudes of these events to estimate design storms, was conducted for the three stations examined in Section 3.2. As in the precipitation event analysis, all recorded nonzero daily precipitation totals were treated as single events, which were summed for each year to determine the number of events exceeding each threshold. Trends were then determined by linear regression of these exceedances against time, and expressed as a percentage of the average annual number of exceedances over the 59-year period. The Mann-Kendall test was used to test for statistical significance at a two-sided significance level of 0.05. As found in the precipitation event analysis, trends in the frequencies of exceedance (Table 5) were negative across all thresholds, suggesting a modest overall decrease in the number of rain events consistent with the decrease in event frequency found in Section 3.2. Statistically significant trends were found for events exceeding several of the thresholds, such as 5.08 mm (0.2 in.) at Seattle-Tacoma Airport (15% decrease over the 59-year period). This analysis does not consider exceedances of thresholds larger than 12.7 mm (0.5 in.) due to the small numbers of these that occur annually, which preclude any meaningful interpretation of trends in more extreme events.
Modeled trends in future extreme precipitation
Urban watersheds are small and commonly have rapid surface flow paths for runoff, thereby responding quickly to even short-duration events (Leopold 1968) . Their discharge records reflect the influence of individual storm cells and localized bands of high-intensity rainfall, which can sometimes produce runoff responses that vary greatly over just a few kilometers (Gerstel et al. 1997) . Thus the raw output from global climate models (GCMs), on which most assessments of future climate are based, is not directly useable because the model grid resolution (100 s of km) is much too coarse. For this reason, we instead used the two RCM simulations reported by Salathé et al. (2010) that produced downscaled GCM output at hourly aggregations with spatial resolutions of 20 and 36 km (12.4 and 22.3 miles; see Leung et al. 2006; Salathe et al. 2008 Salathe et al. , 2010 . Although these spatial and temporal scales are not ideal for capturing the behavior of urban runoff response, the use of RCM simulations to estimate annual maximum series of precipitation (as opposed to peakover-threshold extremes only) represents a significant advance in understanding precipitation at the local scales at which watersheds respond to intense rainfall.
The two RCM simulations use different IPCC (2007b) GCM outputs as their boundary conditions. Because the GCMs each predict future climate differently, and also use slightly different global emissions scenarios, it is expected that they will also differ in their projections of future climate. Ideally, a multimodel ensemble at the regional scale, which would parallel that used for regional hydrologic analysis (e.g., Vano et al. 2010a, b) , would be available for our analyses. At present, however, this strategy is not computationally feasible (each of the two RCM simulations required several months of computer time). Thus, the results presented here can offer a sense of the likely direction and general magnitude of future changes in precipitation extremes, but reducing their substantial uncertainties must await additional RCM simulations that can be linked to the many other GCMs presently in existence.
RCM summary
The two GCMs that were used to provide boundary conditions for the RCM simulations were the Community Climate System Model version 3.0 (CCSM3) with the IPCC A2 emissions scenario, and the Max Planck Institute's ECHAM5 with the IPCC A1B emissions scenario (Table 6 ). During the first half of the 21st century, atmospheric CO 2 concentrations are similar in both the A2 and the A1B emissions scenarios, and so differences in the RCM simulation results are mostly due to differences in the GCMs. Differences in spatial resolution may also influence the results in ways that remain to be systematically explored. Both CCSM3 and ECHAM5 are considered to be in the middle of the range of existing GCMs in their projections of precipitation for the Pacific Northwest (Mote et al. 2005) .
The RCM used to downscale both GCMs was the Weather Research and Forecasting (WRF) mesoscale climate model (http://www.wrf-model.org) developed at the National Center for Atmospheric Research (NCAR). The CCSM3/A2 WRF simulation was performed on a grid spacing of 20 km (12.4 miles), while the and 2020-2050 (the "future" period), from which hourly precipitation data were extracted. Annual maxima were derived from these "raw" data at grid points near each of the three airports in the three urban regions (Puget Sound, Spokane, and Vancouver-Portland). Statistical significance for differences in distributions was determined using the Kolmogorov-Smirnov test, for differences in means using the Wilcoxon rank-sum test, and for trends in the entire time series using the MannKendall test, all at a two-sided significance level of 0.05. Changes in average annual maxima between the two time periods are reported in Table 7 . While there was a greater number of increases than decreases, the magnitudes of the changes vary considerably across locations and simulations. Statistically significant changes were found for the Puget Sound region for both simulations, for Spokane for the CCSM3/A2 simulation for 3-h storms and for the ECHAM5/A1B simulation for 24-h storms, and for Vancouver-Portland for the CCSM3/A2 simulation for 1-, 2-, and 3-h storms. Curiously, the intensities of shorter duration storms for Puget Sound and Spokane are projected to increase under the CCSM3/A2 simulations but decrease for the ECHAM5/A1B simulations.
A closer inspection of results for the CCSM3/A2 simulations revealed that, particularly for the Puget Sound region, the vast majority of modeled future annual maxima are projected to occur in the month of November, a finding that was not replicated in the ECHAM5/A1B simulations. Quality control checks demonstrated that these elevated November projections were indeed present in the underlying Statistically significant changes are indicated in bold and provided at bottom, as in Table 2 GCM, but that they originated from the one ensemble member with the greatest divergence from the ensemble mean, which indicates more modest changes in autumn precipitation. Thus, these particular results must be interpreted as the combined influence of systematic climate change and internal climate variability. This result emphasizes the need to utilize a broader cross-section of GCMs and ensemble members in a more comprehensive analysis, notwithstanding the considerable computational expense that this implies. For a more complete discussion, see Salathé et al. (2010) .
As a means of further interpreting the calculated changes, we performed a minimum detectable difference (MDD) analysis for each model run/duration combination. The MDD is the smallest statistically significant change that can be detected by a test of a specified power, given the sample size and underlying distribution of the observations (characterized in our case by the mean and variance). For this analysis, we assumed that the population was normally distributed, with changes estimated using the Student's t-statistic to approximate the MDD (see, e.g., Lettenmaier 1976 , who also shows that results of the Mann-Kendall test are similar to those of the t-test when the underlying distribution is normal). We first determined the post-hoc power of the t-test assuming a two-sided α of 0.05 and the actual sample's combined size, variance, and detected change in average annual maxima (as reported in Table 7 ). Next, we calculated the MDD of the t-test, again assuming a two-sided α of 0.05 and the actual sample's combined size and variance, but this time with the power taken to be 0.5. Finally, we estimated the combined sample size that would be required to demonstrate statistical significance for the detected change in average annual maxima, given the sample's variance, and assuming a two-sided α of 0.05 and power of 0.5.
The results of the MDD analysis (Table 8) offer further explanation for the patterns presented in Table 7 . With the exception of the CCSM3/A2 simulation at Seattle-Tacoma Airport, which resulted in a greater number of statistically significant results for the reasons discussed above, the majority of post-hoc powers were determined to be largely deficient. In most cases, MDDs were likewise determined to be greater than the detected changes in average annual maxima provided in Table 7 . The underlying reason is that the sample variances were too large for the sample sizes available. Stated otherwise, most of the required sample sizes were considerably larger than the 62 years of simulations available for our analyses.
Bias correction and statistical downscaling (BCSD)
Although the raw output from the RCM provides a broadly recognizable pattern of rainfall, even a cursory comparison of simulated and gauged records shows obvious disparities in both the frequency of rainfall events and the total amount of recorded precipitation. For example, from 1970 to 2000, the CCSM3/A2 simulation at the grid center closest to Seattle-Tacoma Airport resulted in 11,734 h of nonzero precipitation for a total of 5,720 mm (225 in.) during the month of January (average of 379 h and 185 mm [7.3 in.] ), while the Seattle-Tacoma Airport gauge recorded only 4,144 h of nonzero precipitation for a total of 4,110 mm (162 in.; average of 134 h and 133 mm [5.2 in.] ). Thus, if the RCM data are to be used as forcings for a hydrologic model, they must first be bias-corrected. We describe a procedure for doing so in the remainder of this section, which focuses on the central Puget Sound region. The top row of each cell is the post-hoc power of a t-test assuming a two-sided α of 0.05 and the actual sample's combined size, sample variance, and detected change in average annual maxima, as reported in Table 7 . The middle row is the MDD of a t-test, again assuming a two-sided α of 0.05 and the actual sample's combined size and variance, with power of 0.5. The bottom row is the combined sample size that would be required for the detected change in average annual maxima to be statistically significant, given the sample's variance, and assuming a two-sided α of 0.05 and power of 0.5. Results corresponding to detected changes that were statistically significant are indicated in bold
Methods of removing systematic bias in RCM output are described by Wood et al. (2002) and Payne et al. (2004) . We generalized their procedure, which is based on probability mapping as described by Wilks (2006) , to apply to precipitation extremes. The objective of the procedure is to transform the modeled data so that they have the same probability distributions as their observed counterpart.
Bias correction was applied to the simulation record for the grid point from each of the two downscaled hourly WRF time series (1970-2000 and 2020-2050) that was closest to Seattle-Tacoma Airport (Fig. 4) . For the RCM run forced by the CCSM3/A2 simulation (hereafter referred to as the "CCSM3" run), the grid • N, 122.287
• W, corresponding to a location about 9 km (5.6 miles) NNE of Seattle-Tacoma Airport. For the RCM run forced by the ECHAM5/A1B simulation (hereafter referred to as the "ECHAM5" run), the grid point employed was 47.500
• N, 122.345
• W, corresponding to a location about 7 km (4.3 miles) NNW of Seattle-Tacoma Airport. For purposes of comparison, a separate bias correction was performed for each run at their next grid point to the south; results were very similar and are not reported here.
The first step in the procedure was to truncate simulated data for the 1970-2000 period so that each month had the same number of nonzero hourly values as the observed data from the Seattle-Tacoma Airport gauge, which were the same data used in the historical analyses described in Section 3. This was done to correct for oversimulation by the RCM of small amounts (sometimes termed the "climate model drizzle problem"). Simulated data for the future period (2020-2050) were similarly truncated, using the same threshold hourly values resulting from matching the number of nonzero past values to that which was observed. Thus, using the example provided above, the 7,590 h (i.e., 11,734-4,144 h) containing the smallest amounts of nonzero precipitation were eliminated from the 1970-2000 simulated record for the month of January, coinciding with a truncation threshold of 0.3 mm (0.012 in.). Any hour during the month of January during the 2020-2050 simulated record with a nonzero precipitation of less than 0.3 mm (0.012 in.) was also eliminated (6,824 out of 10,322 h).
Bias correction was then achieved by replacing RCM values with values having the same nonexceedence probabilities, with respect to the observed climatology, that the original RCM values had with respect to the RCM climatology. The procedure was first performed at a monthly time interval to ensure that the dramatic seasonal differences that characterize rainfall in western Washington were preserved and represented accurately. Monthly totals were calculated (by year), and the Weibull plotting position was employed to map those totals from the simulated empirical cumulative distribution function (eCDF) to monthly totals from the observed eCDF. Next, simulated hourly values were rescaled to add up to the new monthly totals. The procedure was then repeated; the new hourly values were mapped from their eCDF to the hourly values from the observed eCDF and once again rescaled to match the monthly totals derived in the first mapping step. Values that fell outside the range of the simulated climatology, but within 3.5 standard deviations of the climatological mean, were corrected by assuming a lognormal distribution. Those that fell outside of 3.5 standard deviations of the climatological mean were corrected by scaling the mean of the observed climatology by its ratio with the mean of the simulated climatology.
The resulting eCDFs for historical and future climate were tested for significance of differences using the Kolmogorov-Smirnov, Wilcoxon rank-sum, and MannKendall tests at a two-sided α of 0.05. Overall, average biases in empirical annual maxima were reduced from −22.2% to +3.1% for the ECHAM5 run, and from +9.6% to +2.5% for the CCSM3 run (Table 9 ). Changes in the raw annual maxima between the 1970-2000 and 2020-2050 periods were largely preserved, although the procedure did have the effect of making some of the changes under the CCSM3 simulation more statistically significant. Under the ECHAM5 run, the corrected empirical annual maxima display a decrease between the two 30-year periods by an average of 5.8 to 6.3% for 1-, 2-, and 3-h durations, and an increase of 2.3 to 14.1% for the remaining durations. For the CCSM3 run, the corrected empirical annual maxima show an increase of 13.7 to 28.7% across all durations.
It is generally recognized that the downscaling problem is more complicated for precipitation extremes than precipitation means, for the intuitive reason that most extreme events tend to be concentrated on very small spatial scales, which are not well represented in climate models. Because the magnitudes of our bias corrections of simulated data is necessarily greater in the tails of the distributions than in the middle, our analysis effectively accounts for this problem. That said, the procedure is not exact, and there are no doubt refinements that can still be made. However, the ranges and medians of the modeled, bias-corrected maxima generally match those of the observed maxima for the historical period , as shown for the 24-h duration in Fig. 5 .
Prediction of future changes in urban flood extremes
Although our analysis thus far has focused on changes in precipitation across the major urban areas of Washington State, the direct relevance of these changes to stormwater infrastructure is best displayed through predictions of future Table 9 Results of the bias-correction procedure for both RCM runs at Seattle-Tacoma Airport The reported biases are those of the average modeled empirical annual maxima (both raw and corrected) relative to the average observed empirical annual maxima from 1970 to 2000. The reported changes are those of the average modeled empirical annual maxima from 2020 to 2050 relative to the average modeled empirical annual maxima from 1970 to 2000, using both raw and corrected data. Statistically significant changes are indicated in bold with test statistics provided at bottom, as in Table 2 Fig -land-use 1760-ha (4350-ac) watershed that drains to the eastern shore of Lake Washington; its land cover is 34% effective impervious with 30% forest cover.
Hydrologic simulations of streamflows in these two watersheds were generated by the Hydrologic Simulation Program-Fortran (HSPF; Bicknell et al. 1996) . HSPF, which was developed under contract to and is maintained by the U.S. Environmental Protection Agency, is a lumped-parameter model that simulates discharge at userselected points along a channel network from a time series of meteorological variables (notably, rainfall, temperature, and solar radiation) and a characterization of hydrologic variables (such as infiltration capacity and soil water-holding capacity) that are typically averaged over many hectares or square kilometers. HSPF has been widely applied across western Washington since its first regional application in the mid-1980s (King County 1985 , and the procedures for model set-up, initial parameter selection, and calibration are well established for the region (Dinicola et al. 1990 (Dinicola et al. , 2001 .
The BCSD precipitation data for the periods 1970-2000 and 2020-2050 were input to HSPF to reconstitute historical streamflows and predict future streamflows in the Thornton Creek and Juanita Creek watersheds using the RCM grid points previously discussed (see Section 4.2; Table 6 and Fig. 4) . Because the inputs to the hydrologic model for the two periods differed only in precipitation, any attribute of an altered hydrologic response that is not driven predominantly by rainfall (e.g., the dependence of low-flow extremes on evapotranspiration rates) would not be plausibly represented and has not been explored here. These two case studies, however, offer some guidance as to whether predicted runoff changes in urban and suburban areas present any critical areas of concern for stormwater managers.
Results
To parallel the approach of the BCSD analysis, HSPF was first used to evaluate differences between 1970-2000 simulated flows resulting from forcing HSPF with the historical rainfall record and the BCSD rainfall. Results from both the Thornton Creek and Juanita Creek modeling runs suggest streamflow biases of the same magnitude or less than those from the direct comparison of observed and simulated rainfall records (see Tables 10, 11, 12 and Fig. 6 ). For the exploratory purposes that motivated the modeling, these differences were judged acceptable.
Streamflows were then simulated for both watersheds and each of the two RCM runs using the BCSD rainfall for the periods 1970-2000 and 2020-2050 . Log-Pearson type 3 distributions were fitted to the resulting annual maxima, as recommended by US federal agencies for flood frequency analyses (IACWD 1982) , and changes were tested for statistical significance using the Kolmogorov-Smirnov, Wilcoxon ranksum, and Mann-Kendall tests at a two-sided α of 0.05. Results at the mouths of both watersheds (Tables 10 and 11 ) indicate increases in streamflows for both RCM runs at all recurrence intervals. While these increases are smaller at the mouth of Juanita Creek, this is most likely the consequence of an extensive wetlands complex that attenuates peak flows in that watershed.
Despite this relative uniformity, however, not every scenario is equally consistent. Statistically significant results using CCSM3-generated precipitation are systematically greater than those using ECHAM5, which are not statistically significant. Even the relatively large increases at Thornton Creek under ECHAM5 are insignificant, due to the large variance present in those particular data. In addition, in the HSPF results for Kramer Creek, a 45-ha (110-ac) mixed commercial and residential subwatershed that constitutes less than 2% of the Thornton Creek watershed area, simulated changes in peak flow differ in sign between the two scenarios. For the CCSM3-driven simulations, 2-year through 50-year peak flows are projected to rise by as much as 25% while the ECHAM5-driven simulations mostly indicate small declines (Table 12 ). Although they constitute only a single example, these substantially different results suggest that the present state of understanding in the implications of projected changes in precipitation extremes is still highly uncertain, at least for small urban drainage basins of this scale. We explored predicted changes in runoff characteristics for both RCM runs for flow metrics other than peak annual discharge, using selected indices of hydrologic alteration (IHA) that have likely ecological influence (Konrad and Booth 2002; Richter et al. 1996) . These include indices that assess the time of year for average or extreme flow events, the frequency and duration of flow pulses, and the rate and frequency of change in flow conditions. In general, these metrics did not change nearly as much as did the peak annual discharge (e.g., Table 10 ). As an example, the results for high pulse start date at Juanita Creek (Fig. 7) are relatively consistent: only modest differences are apparent between the two scenarios, and very limited differences between the two simulation periods.
In contrast, analysis of a common measure of stream-channel erosivity (aggregate duration of flow above a threshold discharge) indicates systematic changes between the present and future periods. The threshold discharge assumed in this study is 50% of the peak 2-year flow for the period 1970-2000, which has been found to be a regionally credible index value for initiation of sediment transport in an alluvial gravel-bed channel (Booth and Jackson 1997) . A single value, derived from the average of the three 1970-2000 simulations, was used as this "threshold discharge" for all duration analyses at a given stream location. Both RCM-driven (Table 13 ). Similar to other results that compare simulated 2020-2050 flows to those for 1970-2000, increases in erosivity predicted using the CCSM3 precipitation dataset are consistently more dramatic than those predicted using the ECHAM5 dataset. In comparison to streamflow simulations driven by the The first column gives the time of exceedance using the historical record; the 1970-2000 column for each GCM shows the same metric using the BCSD simulated record (with simulation results about 1/3 higher, on average). The column labeled Change is the 2020-2050 value for this metric relative to the 1970-2000 durations using the BCSD rainfall record historical 1970-2000 rainfall record, however, both RCM-driven simulations consistently overestimate high-flow durations by approximately one-third. Interestingly, the two different RCM-based simulations produce very consistent errors; apparently the bias-correction procedures do not adequately adjust the moderate levels of precipitation intensity that affect this flow statistic.
Discussion
Our analyses of historical precipitation yielded largely (statistically) inconclusive trends in extreme precipitation over a range of durations during the past half-century, with substantial differences among the three major metropolitan areas. In the Puget Sound region, statistically significant increases in annual maxima were observed at the 24-h duration, which is the interval most frequently used for the design of stormwater infrastructure. Annual maxima in the other two regions, however, displayed markedly different changes over the last 50 years, with mixed results in the Spokane region and consistently negative changes in the Portland-Vancouver region, none of which were statistically significant. Although prior studies have mostly focused on trends in the frequency of extreme events, and not in intensity as we have done here, these results are consistent with those of Kunkel et al. (1999) and Pryor et al. (2009) , both of which found ambiguous trends in the Pacific Northwest, as well as Madsen and Figdor (2007) , who found statistically significant upward trends in both Washington and Seattle but mixed trends in Oregon and Idaho. Modeled trends in future precipitation extremes were generally more consistent than in the historical analyses. Two different GCMs provided the coarse-scale boundary conditions used to generate downscaled precipitation results, and both agree in general trends. However, the precise levels of rainfall increases predicted by the two models vary substantially, and inferred changes were difficult to distinguish from natural variability given the relatively short simulation periods. While the differences between the two sets of current and future climate simulations are large enough to have potentially important consequences for the design of stormwater facilities, most are nonetheless not statistically significant.
Results of the hydrologic modeling on two urban watersheds in the central Puget Sound region affirm and extend both the broad trends and the substantial uncertainties evident in the precipitation simulations. For the two watersheds modeled, the simulations generally agree that peak discharges will increase, although the range of predicted change (from a slight decrease to a near-doubling, depending on the selected recurrence interval, watershed, and underlying GCM simulation) is much too large to provide a basis for engineering design. The comparative simulation results are most confounding for the smallest watershed areas, wherein even the net direction of change (i.e., a future increase or a future decrease) is in part dependent on the choice of GCM.
Conclusions
Our objectives in this paper were to characterize past and future trends in precipitation extremes across Washington State, with the ultimate goal of assessing the impacts of climate change on its stormwater infrastructure. Despite some uncertainties amongst the results of our study, we offer the following conclusions in summary:
• Few statistically significant changes in extreme precipitation have been observed to date in the state's three major metropolitan areas, with the possible exception of the Puget Sound. Nonetheless, drainage infrastructure designed using midtwentieth century rainfall records may be subject to a future rainfall regime that differs from current design standards.
• Projections from two regional climate model (RCM) simulations generally indicate increases in extreme rainfall magnitudes throughout the state over the next half-century, but their projections vary substantially by both model and region, and actual changes may be difficult to distinguish from natural variability.
• Hydrologic modeling of two urban creeks in central Puget Sound suggest overall increases in peak annual discharge over the next half-century, but only those projections resulting from one of the two RCM simulations are statistically significant. Magnitudes of projected changes vary widely, depending on the particular basin under consideration and the choice of the underlying global climate model.
Our assessment of future streamflows, and the magnitudes of peak discharges on which the design of stormwater infrastructure is based, suggests that concern over present design standards is warranted. However, because our analysis is based on only two GCMs, it is at most suggestive. For a more complete understanding of how precipitation extremes are likely to change in the future, the methods employed in the precipitation distribution analysis should be used to explore a larger sample of simulated climate data. Additional model simulations, based on a larger ensemble of GCMs and emission scenarios, will be required to develop a more robust set of conclusions and provide additional information for evaluating alternative stormwaterfacility design standards.
