Abstract. Given any sequence {E n } ∞ n−1 of positive energies and any monotone function g(r) on (0, ∞) with
In [7] , Naboko proved the following: 
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Remarks. 1. These results are especially interesting because Kiselev [6] has shown that if
, so these examples include ones with dense point spectrum, dense inside absolutely continuous spectrum.
2. For whole line problems, we can take each θ n = 0 or π 2 and let V ∞ (x) = V (|x|) and specify even and odd eigenvalues.
3. For our construction, we'll have |u n (x)| ≤ C n (1 + |x|) −1 . By the same method, we could also specify
4. By the same method, if
providing an answer to an open question of Eastham-Kalf [4] , page 95. If one takes our construction really seriously, one might conjecture that if V (x) = 0(|x| −1 ), then zero is the only possible limit point of the eigenvalues E n and, indeed, even that
5. One can probably extend Naboko's method to allow θ's so from a technical point of view, our result goes beyond his in that we show the rational independence condition is an artifact of his proof. The real point is to provide a different construction where the interesting examples of the phenomena can be found.
Our construction is based on examples of the Wigner-von Neumann type [9] . They found a potential V (x) = 8 sin(2r) r + 0(r −2 ) at infinity and so that −u + V u = u has a solution of the form sin(r) r 2 + 0(r −3 ) at infinity. In fact, our potentials will be of the form
where χ n (x) is the characteristic function of the region x > R n for suitable large R n → ∞. Since R n goes to infinity, the sum in (2) is finite for each x and there is no convergence issue. In (2), W will be a carefully constructed function on [0, 1] arranged to make sure that the phases θ n at x = 0 come out right. We'll construct V as a limit of approximations
where W m is supported on [2 −m , 1] and equals W there. We'll make this construction so that:
for C n uniformly bounded (in m but not in n!). Note in (4), the fact that 1/1 + x appears (multiplying the sin) rather than, say, 1/(1 + x) 2 comes from the choice of 4 in 4κ n in (3) (in general, if 4κ n is replaced by γx n , the decay is r −γ/4 ).
Central to our construction is a standard oscillation result that can be easily proven using the method of Harris-Lutz [5] or the Dollard-Friedman method [2, 3] (see [8] , problem 98 in Chapter XI); results of this genre go back to Atkinson [1] . It will be convenient to introduce the norm
In addition,
as R → ∞. Moreover, C 4 , C 5 , and the rate convergence in (5) only depend on R 0 , C 1 , C 2 , and C 3 .
Since this is a straightforward application of the methods of [5, 3] , we omit the details.
The second input we'll need is the ability to undo small changes of Prüfer angles with small changes of potential. We'll need the following lemma:
Proof. Relabel so 0 < k 1 < k 2 < · · · < k n . Suppose there is a dependency relation of
. Without loss, we can suppose that α n = 0 (for otherwise, decrease n). Writing sin 2 (y) = (e 2iy + e −2iy − 2)/4, we see that high order derivatives of g(x) are dominated by the f n term, so α n must be zero after all.
It will be convenient to use modified Prüfer angles, ϕ(x), defined by
where
Explicitly, given V (x) on [0, b] and θ (0) , let ϕ(x; θ, V ) solve the differential equation (7) (8) , so this theorem merely asserts that F takes a neighborhood of V = 0 onto a neighborhood of F (V = 0). By the implicit function theorem, it suffices that the differential is surjective. But
there is a V ∈ C[a, b] with V ∞ < and
by (7) and (8) . By the lemma, this derivative is surjective.
We now turn to the proof of Theorem 2. The overall strategy will be to use an inductive construction. We'll write
with δW m supported on [2 −m , 2 −(m−1) ] so that the W m of equation (3) 
. We show that (so long as R m is chosen large enough) we can pick ϕ m so this u matches to the decaying solution guaranteed by Theorem 3. Here are the formal details:
where χ n is the characteristic function of [R n , ∞) and ϕ n , R n are parameters we'll pick below. R n will be picked to have many properties, among them
δW n will be a function supported on [2 −n , 2 −n+1 ) chosen later but obeying
We'll let
and
where the limit exists since V m (x) is eventually constant for any x. By (12), (13), we have
For each m and each n = 1, . . . , m, we have by Theorem 3 a unique function u
We will choose δV n , δW m so that 
We'll choose δV m so that the new solutionsũ 
