In this paper we prove that, given a compact four dimensional smooth Riemannian manifold (M, g) with smooth boundary there exists a metric conformal to g with constant T -curvature, zero Q-curvature and zero mean curvature under generic and conformally invariant assumptions. The problem amounts to solving a fourth order nonlinear elliptic boundary value problem (BVP) with boundary conditions given by a third-order pseudodifferential operator, and homogeneous Neumann one. It has a variational structure, but since the corresponding Euler-Lagrange functional is in general unbounded from below, we look for saddle points. In order to do this, we use topological arguments and min-max methods combined with a compactness result for the corresponding BVP.
Introduction
In recent years, there has been an intensive study of conformally covariant differential (or even pseudodifferential) operators on compact smooth Riemannian manifolds, their associated curvature invariants in order to understand the relationships between analytic and geometric properties of such objects.
A model example is the Laplace-Beltrami operator on compact closed surfaces (Σ, g), which governs the transformation laws of the Gauss curvature. In fact under the conformal change of metric g u = e 2u g, we have
where ∆ g and K g (resp. ∆ gu and K gu ) are the Laplace-Beltrami operator and the Gauss curvature of (Σ, g) (resp. of (Σ , g u )). Moreover we have the Gauss-Bonnet formula which relates Σ K g dV g and the topology of Σ :
where χ(Σ) is the Euler-Poincaré characteristic of Σ. From this we deduce that Σ K g dV g is a topological invariant (hence also a conformal one). Of particular interest is the classical Uniformization Theorem which says that every compact closed Riemannian surface carries a conformal metric with constant Gauss curvature.
There exists also a conformally covariant differential operator on four dimensional compact closed Riemannian manifolds called the Paneitz operator, and to which is associated a natural concept of curvature. This operator, discovered by Paneitz in 1983 (see [30] ) and the corresponding Q-curvature introduced by Branson (see [4] ) are defined in terms of Ricci tensor Ric g and scalar curvature R g of the Riemannian manifold (M, g) as follows
where ϕ is any smooth function on M .
As the Laplace-Beltrami operator governs the transformation laws of the Gauss curvature, we also have that the Paneitz operator does the same for the Q-curvature. Indeed under a conformal change of metric g u = e 2u g we have P gu = e −4u P g ; P g u + 2Q g = 2Q gu e 4u .
Apart from this analogy, we also have an extension of the Gauss-Bonnet formula which is the GaussBonnet-Chern formula
where W g denotes the Weyl tensor of (M, g), see [17] . Hence, from the pointwise conformal invariance of |W g | 2 dV g , it follows that the integral of Q g over M is also a conformal invariant one.
As for the Uniformization Theorem for compact closed Riemannian surfaces, one can also ask if every closed compact four dimensional Riemannian manifolds carries a metric conformally related to the background one with constant Q-curvature. A first positive answer to this question was given by Chang-Yang [11] under the assumptions that P g nonnegative and M Q g dV g < 8π 2 . Later Djadli-Malchiodi [17] extend Chang-Yang result to a large class of compact closed four dimensional Riemannian manifold assuming that P g has no kernel and M Q g dV g is not an integer multiple of 8π 2 .
On the other hand, there are high-order analogues to the Laplace-Beltrami operator and to the Paneitz operator for high-dimensional compact closed Riemannian manifolds and also to the associated curvatures (called again Q-curvatures), see [20] , [21] and [23] . As for the question of the existence of constant Q-curvature conformal metrics on a given compact closed four dimensional Riemannian manifold, regarding high-dimensional Q-curvature, one can still ask the same question for a compact closed Riemannian manifolds of arbitrary dimensions. A first affirmative answer has been given by Brendle in the even dimensional case under the assumption that the high-dimensional analogue of the Paneitz operator is non-negative and the total integral of the Q-curvature is less than (n − 1)!ω n ( where ω n is the area of the unit sphere S n of R n+1 ) using a geometric flow, see [6] . The result of Djadli-Malchiodi [17] (and the one in [6] ) has been extended to all dimensions in [27] .
As for the case of compact closed Riemannian manifolds, many works have also been done in the study of conformally covariant differential operators on compact smooth Riemannian manifolds with smooth boundary, their associated curvature invariants, the corresponding boundary operators and curvatures in order also to understand the relationship between analytic and geometric properties of such objects.
A model example is the Laplace-Beltrami operator on compact smooth surfaces with smooth boundary (Σ, g), and the Neumann operator on the boundary. Under a conformal change of metric the couple constituted by the Laplace-Beltrami operator and the Neumann operator govern the transformation laws of the Gauss curvature and the geodesic curvature. In fact, under the conformal change of metric g u = e 2u g, we have
where ∆ g (resp. ∆ gu ) is the Laplace-Beltrami operator of ( Σ, g) (resp. (Σ , g u )) and K g (resp. K gu ) is the Gauss curvature of (Σ, g) (resp. of (Σ , g u )),
) is the Neumann operator of ( Σ, g) (resp. of (Σ , g u )) and k g (resp. k gu ) is the geodesic curvature of (∂Σ, g) (resp of (∂Σ , g u )) . Moreover we have the Gauss-Bonnet formula which relates Σ K g dV g + ∂Σ k g dS g and the topology of Σ (4)
where χ(Σ) is the Euler-Poincaré characteristic of Σ, dV g is the element area of Σ and dS g is the line element of ∂Σ. Thus Σ K g dV g + ∂Σ k g dS g is a topological invariant, hence a conformal one. In this context, of particular interest is also an analogue of the classical Uniformization Theorem, namely given a compact Riemannian surface (Σ, g) with boundary, does there exists metrics conformally related to g with constant Gauss curvature and constant geodesic curvature. This problem has been solved through the following theorem (for a proof see [5] ) Theorem 1.1 Every compact smooth Riemannian surface with smooth boundary (Σ, g) carries a metric conformally related to g with constant Gauss curvature and constant geodesic curvature.
As for compact closed four dimensional Riemannian manifolds, on four-manifolds with boundary we also have the Paneitz operator P 4 g and the Q-curvature. They are defined with the same formulas (see (2) and (3)) and enjoy the same invariance properties as in the case without boundary, see (1) .
Likewise, Chang and Qing [8] have discovered a boundary operator P 3 g defined on the boundary of compact four dimensional smooth Riemannian manifolds and a natural third-order curvature T g associated to P 3 g as follows
where ϕ is any smooth function on M ,ĝ is the metric induced by
is the second fundamental form of ∂M ,
are the entries of the inverse g −1 of the metric g) is the mean curvature of ∂M , R k bcd is the Riemann curvature tensor F = R a nan , R abcd = g ak R k bcd ( g a,k are the entries of the metric g) and
On the other hand, as the Laplace-Beltrami operator and the Neumann operator govern the transformation laws of the Gauss curvature and the geodesic curvature on compact surfaces with boundary under conformal change of metrics, we have that the couple (P 4 g , P 3 g ) does the same for (Q g , T g ) on compact four dimensional smooth Riemannian manifolds with smooth boundary. In fact, after a conformal change of metric g u = e 2u g we have that
Apart from this analogy we have also an extension of the Gauss-Bonnet formula (4) which is known as the Gauss-Bonnet-Chern formula
where W g denote the Weyl tensor of (M, g) and ZdS g (for the definition of Z see [8] ) are pointwise conformally invariant. Moreover, it turns out that Z vanishes when the boundary is totally geodesic (by totally geodesic we mean that the boundary ∂M is umbilic and minimal). Setting
we have that thanks to (5), and to the fact that W g dV g and ZdS g are pointwise conformally invariant, κ P 4
is conformally invariant, and will be denoted by
The Riemann mapping Theorem is one of the most celebrated theorems in mathematics. It says that an open, simply connected, proper subset of the plane is conformally diffeomorphic to the disk. So one can ask if such a theorem remains true in dimension 4. Unfortunately in dimension 4 few regions are conformally diffeomorphic to the ball. However, in the spirit of the Uniformization Theorem (Theorem 1.1), one can still ask, if on a given compact four dimensional smooth Riemannian manifold with smooth boundary, there exists a metric conformal to the background one with zero Q-curvature, constant T -curvature and zero mean curvature. In the context of the Yamabe problem, related questions were raised by Escobar [19] .
In this paper, we are interested to give an analogue of the Riemann mapping Theorem (in the spirit of Theorem 1.1) to compact four dimensional smooth Riemannian manifold with smooth boundary under generic and conformally invariant assumptions. Writting g u = e 2u g, the problem is equivalent to solving the following BVP:
whereQ is a fixed real number and ∂ ∂ng is the inward normal derivative with respect to g. Due to a result by Escobar, [19] , and to the fact that we are interested to solve the problem under conformally invariant assumptions, it is not restrictive to assume H g = 0, since this can be always obtained through a conformal transformation of the background metric. Thus we are lead to solve the following BVP with Neumann homogeneous boundary condition:
on ∂M ; ∂u ∂n g = 0 on ∂M.
and P
4,3 g
as follows, for every
we have that by the regularity result in Proposition 2.3 below, critical points of the functional
which are weak solutions of (7) are also smooth and hence strong solutions.
A similar problem has been adressed in [28] , where constant Q-curvature metrics with zero Tcurvature and zero mean curvature are found under generic and conformally invariant assumptions.
In [29] , using heat flow methods, it is proven that if the operator P 4,3 g is non-negative, KerP 4,3 g ≃ R, and
2 the problem (7) is solvable. Here we are interested to extend the above result under generic and conformally invariant assumptions. Our main theorem is: To prove Theorem 1.2 we look for critical points of II. Unless κ (P 4 ,P 3 ) < 4π 2 andk = 0, this EulerLagrange functional is unbounded from above and below (see Section 4), so it is necessary to find extremals which are possibly saddle points. To do this we will use a min-max method: by classical arguments in critical point theory, the scheme yields a Palais-Smale sequence, namely a sequence (u l ) l ∈ H ∂ ∂n satisfying the following properties
Then, as is usually done in min-max theory, to recover existence one should prove that the so-called Palais-Smale condition holds, namely that every Palais-Smale sequence has a converging subsequense or a similar compactness criterion. Since we do not know if the Palais-Smale condition holds, we will employ Struwe's monotonicity method, see [33] , also used in [17] and [27] . The latter yields existence of solutions for arbitrary small perturbations of the given equation, so to consider the original problem one is lead to study compactness of solutions to perturbations of (7). Precisely we consider
where (10) , then u l satisfies
Remark 1.5 From the Green representation formula given in Lemma 2.2 below, we have that if u l is a sequence of solutions to
Therefore, under the assumption
In this context, due to Remark 1.5 we say that a sequence (u l ) of solutions to (10) blows up if the following holds: (12) there exist x l ∈ ∂M such that u l (x l ) → +∞ as l → +∞, and we prove the following compactness result.
Theorem 1.6 Suppose KerP

4,3 g
≃ R and that (u l ) is a sequence of solutions to (10) withT l , T l and Q l satisfying (11) . Assuming that (u l ) l blows up (in the sense of (12) ) and
From this we derive a corollary which will be used to ensure compactness of some solutions to a sequence of approximate BVP's produced by the topological argument combined with Struwe's monotonicity method. Its proof is a trivial application of Theorem 1.6 and Proposition 2.3 below.
Corollary 1.7 Suppose KerP
4,3 g
≃ R. a) Let (u l ) be a sequence of solutions to (10) withT l , T l and Q l satisfying (11) . Assume also that
b) Let (u l ) be a sequence of solutions to (7) for a fixed value of the constantT . Assume also that We are going to describe the main ideas to prove the above results. Since the proof of Theorem 1.2 relies on the compactness result of Theorem 1.6 (see corollary 1.7), it is convenient to discuss first the latter. We use the same arguments as in [27] and [28] and noticing that, due to the Green representation formula (see Lemma 2.2), we have only to take care of the behaviour of the restriction of u l on ∂M , see Remark 1.5. Now having this compactness result we can describe the proof of Theorem 1.2 assuming (9) and that P 4,3 g is non-negative. First of all from κ (P 4 ,P 3 ) ∈ (k4π 2 , (k + 1)4π 2 ) and considerations coming from an improvement of Moser-Trudinger inequality, it follows that if II(u) attains large negative values then e 3u has to concentrate near at most k points of ∂M . This means that, if we normalize u so that
Such a family of convex combination of Dirac deltas are called formal barycenters of ∂M of order k, see Section 2 , and will be denoted by ∂M k . With a further analysis (see Proposition (4.10) ), it is possible to show that the sublevel {II < −L} for large L has the same homology as ∂M k . Using the non contractibility of ∂M k , we define a min-max scheme for a perturbed functional II ρ , ρ close to 1, finding a P-S sequence to some levels c ρ . Applying the monotonicity procedure of Struwe, we can show existence of critical points of II ρ for a.e ρ, and we reduce ourselves to the assumptions of Theorem 1.7. 
Notation and Preliminaries
In this brief section we collect some useful notations, state a lemma giving the existence of the Green function of the operator (P 4 g , P 3 g ) with its asymptotics near the singularity and a trace analogue of the well-known Moser-Trudinger inequality for the operator P
4,3 g
when it is non-negative.
In the following B p (r) stands for the metric ball of radius r and center p , B
x (r) will stand for the Euclidean ball of center x and radius r, B
+ . We denote by d g (x, y) the metric distance between two points x and y of M and dĝ(x, y) the intrinsic distance of two points x and y of ∂M . Given a point x ∈ ∂M , and r > 0, B ∂M x (r) stands for the metric ball in ∂M with respect to the (intrinsic) distance dĝ(·, ·) of center x and radius r. H 2 (M ) stands for the usual Sobolev space of functions on M which are of class H 2 in each coordinate system. Large positive constants are always denoted by C, and the value of C is allowed to vary from formula to formula and also within the same line. M 2 stands for the Cartesian product
N denotes the set of non-negative integers. N * stands for the set of positive integers.
. dV g denotes the Riemannian measure associated to the metric g. dS g stands for the Riemannian measure associated to the metricĝ induced by g on ∂M . dσĝ stands for the surface measure on boundary of balls of ∂M . | · |ĝ stands for the norm associated to g. f = f (a, b, c, ...) means that f is a quantity which depends only on a, b, c, .... Next we let ∂M k denotes the family of formal sums
It is known in the literature as the formal set of barycenters relative to ∂M of order k. We recall that ∂M k is a stratified set namely a union of sets of different dimension with maximum one equal to 4k − 1.
Next we recall the following result (see Lemma 3.7 in [17] ), which is necessary in order to carry out the topological argument below.
Lemma 2.1 (well-known) For any
If ϕ ∈ C 1 (∂M ) and if σ ∈ ∂M k , we denote the action of σ on ϕ as
Moreover, if f is a non-negative L 1 function on ∂M with ∂M f ds g = 1, we can define a distance of f from ∂M k in the following way
We also let
Now we state a Lemma which asserts the existence of the Green function of (P 
where
Next we give a regularity result corresponding to boundary value problems of the type of BVP (7) and high order a priori estimates for sequences of solutions to BVP like (10) when they are bounded from above. Its proof is a trivial adaptation of the arguments of Proposition 2.3 in [28] Lemma 2.3 Let u ∈ H ∂ ∂n be a weak solution to
on ∂M.
be a sequence of weak solutions to
with
for any α ∈ (0, 1). Now we give a Proposition which is a trace Moser-Trudinger type inequality when the operator P 4,3 g is non-negative with trivial kernel. Its proof can be found in [29] , but for the reader convenience we will repeat it here. 
for all u ∈ H ∂ ∂n , and hence
Proof. First of all, without loss of generality we can assumeū ∂M = 0. Following the same argument as in Lemma 2.2 in [9] . we get ∀β < 16π
From this, using the same reasoning as in Proposition 2.7 in [28] , we derive
Now let X be a vector field extending the the outward normal at the boundary ∂M . Using the divergence theorem we obtain
Using the formula for the divergence of the product of a vector fied and a function we get
, then since the vector field X is smooth we have
thansk to (19) . Next let us show that
Let ǫ > 0 small and let us set
It is easy to check that 1
Using Young's inequality we obtain
.
On the other hand, Lemma 2.8 in [28] and Sobolev embedding theorem imply
and
Furthermore from the fact that α < 12π 2 , by taking ǫ sufficiently small and using (19) , we obtain .
Thus we arrive to
Hence (20), (21) and (22) imply
as desired. So the first point of the Lemma is proved. Now using the algebraic inequality 3ab ≤ 3γ 2 a 2 + 3b 2 4γ 2 , we have that the second point follows directly from the first one. Hence the Lemma is proved.
Proof of Theorem 1.6
This section is concerned about the proof of Theorem 1.6. We use the same strategy as in [27] and [28] . Hence in many steps we will be sketchy and referring to the corresponding arguments in [27] . However, in contrast to the situation in [28] , due remark 1.5, we have only to take care of the behaviour of the restriction of the sequence u l to the boundary M .
Proof of Theorem 1.6
First of all, we recall the following particular case of the result of X. Xu ( Theorem 1.2 in [34] ).
Theorem 3.1 ([34]) There exists a dimensional constant σ
where c 0 is a real number, then e u ∈ L 3 (R 3 ) implies, there exists l > 0 and x 0 ∈ R 3 such that
Now, if σ 3 in Theorem 3.1 we set k 3 = 2π 2 σ 3 and γ 3 = 2(k 3 )
3
We divide the proof in 5-steps as in [27] .
Step 1
There exists N ∈ N * , N converging points (x i,l ) ⊂ ∂M i = 1, ..., N , N with limit points x i ∈ ∂M , sequences (µ i,l ) i = 1; ...; N ; of positive real numbers converging to 0 such that the following hold:
Proof of Step 1
First of all let x l ∈ ∂M be such that u l (x l ) = max x∈∂M u l (x), then using the fact that u l blows up we infer u l (x l ) −→ +∞. Now since ∂M is compact, without loss of generality we can assume that x l →x ∈ ∂M . Next let µ l > 0 be such thatT l (x l )µ 
Now from the Green representation formula we have,
where G is the Green function of (P 4 g , P 3 g ) (see Lemma 2.2). Now using equation (10) and differentiating (27) with respect to x we obtain that for k = 1, 2
(Rµ l ), R > 0 fixed, by using the same argument as in [27] ( formula 43 page 11) we obtain
Hence we get
Furthermore from the definition of v l (see (23)), we get
Thus we infer that (v l ) l is uniformly bounded in C 2 (K) for all compact subsets K of R 4 + . Hence by Arzelà-Ascoli theorem we derive that
On the other hand (30) and (31) imply that
Moreover from (29) and (31) we have that V 0 is Lipschitz. On the other hand using the Green's representation formula for (P ) we obtain that for x ∈ R 4 + fixed and for R big enough such that
Now let us set
Using again the same argument as in [27] (see formula (45)-formula (51)) we get
Moreover following the same methods as in [27] ( see formula (53)-formula (62)) we obtain
Hence from (31), (34)-(38) by letting l tends to infinity and after R tends to infinity, we obtain V 0|R 3 ( that for simplicity we will always write by V 0 ) satisfies the following conformally invariant integral equation on R
Now since V 0 is Lipschitz then the theory of singular integral operator gives that V 0 ∈ C 1 (R 3 ). On the other hand by using the change of variable y = exp x l (µ l x), one can check that the following holds
Hence (13) implies that e V0 ∈ L 3 (R 3 ). Furthermore by a classification result by X. Xu, see Theorem 3.1 for the solutions of (39) we derive that
, we have that l = 2k 3 and x 0 = 0 namely,
On the other hand by letting R tends to infinity in (40) we obtain
Moreover from a generalized Pohozaev type identity by X.Xu [34] (see Theorem 1.1) we get
hence using (42) we derive that
Now for k ≥ 1 we say that (H k ) holds if there exists k converging points (
.., k of positive real numbers converging to 0 such that the following hold
Clearly, by the above arguments (H 1 ) holds. We let now k ≥ 1 and assume that (H k ) holds. We also assume that
Now using the same argument as in [18] , [27] and the arguments which have rule out the possibility of interior blow up above that also apply for local maxima, one can see easily that (H k+1 ). Hence since
Thus (13) imply that there exists a maximal k , 1
, such that (H k ) holds. Arriving to this maximal k, we get that (43) cannot hold. Hence setting N = k the proof of Step 1 is done.
Step 2 There exists a constant C > 0 such that
and the x i,l 's are as in Step 1.
Proof of Step 2
First of all using the Green representation formula for (P 
Now using the BVP (7) we get
Thus differentiating with respect to x (45) and using the fact that
Hence at this stage following the same argument as in the proof of Theorem 1.3, Step 2 in [27] , we obtain
hence since x l is arbitrary, then the proof of Step 2 is complete.
Step 3
we have that 1) There exists a constant
−→ +∞ then we have that if
3) Let R be large and fixed. If
then by settingũ
+ , we have that,
for some α ∈ (0, 1) where
+ .
Proof of Step 3
We have that property 1 follows immediately from Step 2 and the definition of R i,l . In fact we can join rx to sy by a curve whose length is bounded by a constant proportional to r. Now let us show point 2. Thanks to
Step 1 and (47) we have that
Thus using (46), with s = r 2 and r = 2d i,l we get
Hence we arrive
So the proof of point 2 is done. On the other hand by following in a straightforward way the proof of point 3 in
Step 3 of Theorem 1.3 in [27] one gets easily point 3. Hence the proof of Step 3 is complete.
Step 4 There exists a positive constant C independent of l and i such that
Proof of Step 4
The proof is an adaptation of the arguments in Step 4 ([27])
Step 5 :Proof of Theorem 1.6
Following the same argument as in Step 5([27]) we have
ending the proof of Theorem 1.6.
Proof of Theorem 1.2
This section deals with the proof of Theorem 1.2. It is divided into four Subsections. The first one is concerned with an improvement of the Moser-Trudinger type inequality (see Proposition 2.4) and its corollaries. The second one is about the existence of a non-trivial global projection from some negative sublevels of II onto ∂M k (for the definition see Section 2 formula 14). The third one deals with the construction of a map from ∂M k into suitable negative sublevels of II. The last one describes the min-max scheme.
Improved Moser-Trudinger inequality
In this Subsection we give an improvement of the Moser-Trudinger type inequality, see Proposition 2.4. Afterwards, we state a Lemma which gives some sufficient conditions for the improvement to hold (see (49)). By these results, we derive that, for u ∈ H ∂ ∂n such that II(u) attains large negative values, e 3u can concentrate at most at k points of ∂M . (see Lemma 4.3). Finally from these results, we derive a corollary which gives the distance of e 3u (for some functions u suitably normalized) from ∂M k .
As said in the introduction of the Subsection, we start by the following Lemma giving an improvement of the Moser-Trudinger type inequality (Proposition 2.4). Its proof is a trivial adaptation of the arguments of Lemma 2.2in [17] .
In the next Lemma we show a criterion which implies the situation described in the first condition in (49). The result is proven in [17] Lemma 2.3.
Lemma 4.2 Let l be a given positive integer, and suppose that ǫ and r are positive numbers. Suppose that for a non-negative function
Then there exist ε > 0 and r > 0, depending only on ε, r, ℓ and ∂M (but not on f ), and ℓ + 1 points p 1 , . . . , p ℓ+1 ∈ ∂M (which depend on f ) satisfying
An interesting consequence of Lemma 4.1 is the following one. It characterize some functions in H ∂ ∂N for which the value of II is large negative. 
Proof. Suppose that by contradiction the statement is not true. Then there exists ǫ > 0, r > 0, and a sequence (u n ) ∈ H ∂n such that ∂M e 3un dS g = 1, II(u n ) → −∞ as n → +∞ and such that for any k tuples of points p 1 , . . . , p k ∈ ∂M ,we have (51)
Now applying Lemma 4.2 with f = e 3un , and after Lemma 4.1 with δ 0 = 2r, S i = B ∂M pi (r), and γ 0 =ǭ whereǭ ,r,p i are given as in Lemma 4.2, we have for everyǫ > 0 there exists C depending on ǫ, r, andǫ such that
where C is independent of n. Using elementary simplifications, the above inequality becomes
So, since κ P 4 ,P 3 < (k + 1)4π 2 , by choosingǫ small we get
thanks to Hölder inequality, to Sobolev embedding, to trace Sobolev embedding and to the fact that KerP
4π 2 (k+1−ǫ) > 0). Thus we arrive to
So we reach a contradiction. Hence the Lemma is proved.
Next we give a Lemma which is a direct consequence of the previous one. It gives the distance of the functions e 3u , from ∂M k for u belonging to low energy levels of II such that ∂M e 3u dS g = 1. Its proof is the same as the one of corollary in [17] . 
Mapping sublevels of II into (M ∂ ) k
In this short Subsection we show that one can map in a non trivial way some appropriate low energy sublevels of the Euler-Lagrange functional II into ∂M k . First of all arguing as in Proposition 3.1 in [17] , we have the following Lemma. Using the above Lemma we have the following non-trivial continuous global projection form low energy sublevels of II into ∂M k .
Proposition 4.6 For k ≥ 1 given as in (9) , there exists a large L > 0 and a continuous map Ψ from the sublevel {u : II(u) < −L, ∂M e 3u dS g = 1} into ∂M k which is topologically non-trivial.
By the non-contractibility of ∂M k , the non-triviality of the map is apparent from b) of Proposition 4.10 below.
Proof. We fix ε k so small that Lemma 4.5 applies with m = k. Then we apply Corollary 4.4 with ε = ε k . We let L be the corresponding large number, so that if II(u) ≤ −L and ∂M e 3u dS g = 1, then d(e 3u , ∂M k ) < ε k . Hence for these ranges of u , since the map u → e 3u is continuous from
, then the projections Π k from H 1 (Σ) onto ∂M k is well defined and continuous. .
Mapping ∂M k into sublevels of II
In this Subsection we will define some test functions depending on a real parameter l and give estimate of the quadratic part of the functional II on those functions as l tends to infinity. And as a corollary we define a continuous map from ∂M k into large negative sublevels of II. For δ > 0 small, consider a smooth non-decreasing cut-off function χ δ : R + → R satisfying the following properties (see [17] ):
where we have set
with d g (·, ·) denoting the Riemannian distance on M . Now we state a Lemma giving an estimate (uniform in σ ∈ ∂M k ) of the quadratic part P 4,3 g ϕ l,σ , ϕ l,σ of the Euler functional II as l → +∞. Its proof is a straightforward adaptation of the arguments in Lemma 4.5 in [27] .
Lemma 4.7 Suppose ϕ l,σ as in (52) and let ǫ > 0 small enough. Then as l → +∞ one has
Next we state a lemma giving estimates of the remainder part of the functional II along ϕ σ,l . The proof is the same as the one of formulas (40) and (41) in the proof of Lemma 4.3 in [17] .
Lemma 4.8 Soppose ϕ σ,l as in (52). Then as l → +∞ one has
and log ∂M e 3ϕ σ,l = O(1).
Now for l > 0 we define the map Φ l : ∂M k → H ∂ ∂n by the following formula
We have the following Lemma which is a trivial application of Lemmas 4.7 and 4.8.
Lemma 4.9 For k ≥ 1 (given as in (9) ), given any L > 0 large enough, there exists a small δ and a largel such that II(Φl(σ)) ≤ −L for every σ ∈ ∂M k .
Next we state a proposition giving the existence of the projection from ∂M k into large negative sublevels of II, and the non-triviality of the map Ψ of the proposition (4.6).
Proposition 4.10 Let Ψ be the map defined in proposition 4.6 . Then assuming k ≥ 1 (given as in (9)), for every L > 0 sufficiently large (such that proposition 4.6 applies), there exists a map
with the following properties a)
Proof. The statement (a) follows from Lemma 4.9. To prove (b) it is sufficient to consider the family of maps
We recall that when l is sufficiently large, then this composition is well defined. Therefore , since 
Min-max scheme
In this Subsection, we describe the min-max scheme based on the set ∂M k in order to prove Theorem 1.2. As anticipated in the introduction, we define a modified functional II ρ for which we can prove existence of solutions in a dense set of the values of ρ. Following a idea of Struwe ( see [33] ), this is done by proving the a.e differentiability of the map ρ → II ρ ( where II ρ is the minimax value for the functional II ρ ).
We now introduce the minimax scheme which provides existence of solutions for (8) . Let ∂M k denote the (contractible) cone over ∂M k , which can be represented as
with ∂M k × 0 collapsed to a single point. First let L be so large that Proposition 4.6 applies with L 4 , and then letl be so large that Proposition 4.10 applies for this value of L. Fixingl, we define the following class.
: π is continuous and π(· × 1) = Φl(·)}.
We then have the following properties.
Lemma 4.11 The set IIl is non-empty and moreover, letting
Proof. The proof is the same as the one of Lemma 5.1 in [17] . But we will repeat it for the reader's convenience.
To prove that IIl is non-empty, we just notice that the following map
belongs to IIl. Now to prove that IIl > − , writing m = (z, t) with z ∈ ∂M k we have that the map
is an homotopy in ∂M k between Ψ • Φl and a constant map. But this is impossible since ∂M k is noncontractible and Ψ • Φl is homotopic to the identity by Proposition 4.10.
Next we introduce a variant of the above minimax scheme, following [17] [33] and [27] . Proof. For ρ ≥ ρ ′ , there holds
Therefore it follows easily that also
hence the Lemma is proved.
From this Lemma it follows that the function ρ → Proof. The existence of Palais-Smale sequence (u l ) l at level II ρ follows from (55) and the bounded is proved exactly as in [15] , Lemma 3.2.
Next we state a Proposition saying that bounded Palais-Smale sequence of II ρ converges weakly (up to a subsequence) to a solution of the perturbed problem. The proof is the same as the one of Proposition 5.5 in [17] . Now we are ready to make the proof of Theorem 1.2.
Proofof Theorem 1.2
By (4.13) and (4.14) there exists a sequence ρ l → 1 and u l such that the following holds :
g u l + ρ l T g = ρκ (P 4,P 3 ) e 3u l ; on ∂M ; ∂u l ∂n g = 0 on ∂M.
Now since κ (P 4 ,P 3 ) = M Q g dV g + ∂M T g dS g then applying corollary 1.7 with Q l = ρ l Q g , T l = ρ l T g and T l = ρ l κ (P 4 ,P 3 ) we have that u l is bounded in C 4+α for every α ∈ (0, 1). Hence up to a subsequence it converges in C 1 (M ) to a solution of (7). Hence Theorem 1.2 is proved.
Remark 4.1 As said in the introduction, we now discuss how to settle the general case.
First of all, to deal with the remaining cases of situation 1, we proceed as in [17] . To obtain MoserTrudinger type inequality and its improvement we impose the additional condition û ≤ C whereû is the component of u in the direct sum of the negative eigenspaces. Furthermore another aspect has to be considered, that is not only e 3u can concentrate but also û can also tend to infinity. And to deal with this we have to substitute the set ∂M k with an other one, A k,k which is defined in terms of the integer k (given in (9) ) and the numberk of negative eigenvalues of P
4,3
g , as is done in [17] . This also requires suitable adaptation of the min-max scheme and of the monotonicity formula in Lemma 4.12, which in general becomes
for a fixed constant C > 0.
As already mentioned in the introduction, see Remark, to treat the situation 1, we only need to consider the casek = 0. In this case the same arguments as in [17] apply without any modifications.
