of series (1.3), then let both m and n tend to co independently of one another, and assign the limit h(x, y) (if it exists) to series (1.3) as its sum.
As is known, under conditions (1.1) and (1.2), series (1.3) converges for all x, y such that x # 0 (mod 27c), and this convergence is uniform on each rectangle T,,, = Cd, ~1 x Cc, 711 (0 < 6, & < ?T).
(See also the first part of the proof of Theorem 2 in Section 4.)
We note that even more is true : under conditions (1.1) and (1.2), series (1.3) converges regularly for all x, y such that x # 0 (mod 2~). (Concerning the notion of regular convergence, we refer the reader to [2] and also [3] .) As to the proof of the regular convergence of series (1.3) under conditions (1.1) and (1.2), see [4] where a proof is carried out in the case of double complex trigonometric series.
MAIN RESULTS
Conditions (1.1) and (1.2) do not imply, in general, the Lebesgue integrability of the sum h(x, y) of series (1.3) (cf. [6] for single cosine and sine series) or the integrability of h(x, y) in the sense of improper Riemann integral (cf. [l] for single sine series). On the other hand, we will show that, under conditions (1.1) and (1.2), series (1.3) is the generalized Fourier sine series of its sum h(x, y). (Concerning this terminology, see [7, Vol. We raise two problems in connection with Theorem 3. PROBLEM 1. The requirement of regular convergence in condition (2.5) seems to be essential. We conjecture that there exists a double sequence {ujk > such that conditions (1.1) and (1.2) are satisfied, the double series in (2.5) converges in Pringsheim's sense, and relation (2.3) does not hold. PROBLEM 2. We guess that condition (2.5) is not necessary for the fulfillment of (2.3) in general (i.e., when (2.2) is not satisfied).
We note, however, that the conditions in Theorem 3 imply more than (2.3). To go into details, we consider the so-called "row" series (i.e., when k is fixed and sin ky is deleted in series (1.3)) f l,a,k cos jx =,fk (x) (k = 1, 2, . ..) j=o (2.6) and "column" series t aik sin ky=gj(y) (j=O, 1, . ..). while the improper integral exists (k = 1, 2, . ..) (2.9) without any further condition on the ajk. Since the regular convergence of the series in (2.5) implies the (ordinary) convergence of its cohunns, in particular, the fulfillment of (2.9), we can conclude (2.8) (together with (2.3)) from the conditions of Theorem 3.
In spite of this observation, we conjecture that there exists a double sequence { ujk > such that conditions ( 1.1 ), (1.2), and (2.3) are satisfied, and the series in (2.5) does not converge regularly. By Theorem 2, if the differences A,,ajk are of constant sign, then {ujk} cannot be a counterexample.
Finally, we study the integrability of h(x, y)/y and h(x, y)/xy in the sense of improper Riemann integral, under stronger conditions than (1.2). It is easy to obtain a natural preassumption in the problem of the integrability of h(x, y)/xy. Namely, if h(x, y)/xy is integrable in the sense of improper Riemann integral, then we have necessarily h(0, y) = 0 for all y, that is jzo Qjk = 0 (k = l, 25 -), THEOREM exists (j = 0, 1, . ..) El0 E y without any further condition on the ajk. Since the regular convergence of series (2.14) implies the (ordinary) convergence of its rows, we can conclude (2.16) (together with (2.15)) from the conditions of Theorem 5.
In spite of this fact, we guess that there exists a double sequence {ajk} such that conditions (2.12), (2.13), and (2.15) are satisfied, and the series in (2.14) does not converge regularly. PROBLEM 5. It would be of interest to know, under what further conditions imposed on (a&} (e.g., A ,i ajk > 0 for all j and k), conditions (2.14) and (2.15) are equivalent.
On closing, we note that we dealt with the problem of the improper integrability of double cosine and double sine series in [5 J.
AUXILIARY RESULTS
We need four lemmas. for all 0 < 6, F < rr. By (1.2) and (4.8), the first sum on the right-hand side of (4.9) also converges uniformly in T,,, as m, n -+ co.
To sum up, by (4.5), (4.6) (4.9), and (4.10), we obtain that, under conditions (1.1) and (1. and the convergence is uniform in T,,, for all 0 < 6, E < rr. We note that in the above proof we did not use the full strength of (1.1); instead, we used only the following conditions: f, ,;, IA,~bmrtI <a, (4.27) f, nf?,* converges regularly.
We perform a double summation by parts to obtain h(x,y)= -f 5 b,,{cosmx-cos(m-1)x} In=, "=I x {sin ny -sin(n -1) JJ} (4.28) sin(m-i).cos(n-k)y. x{cos;-cos(n+;),).
From here and (4.27) it follows that relation (4.38) holds (even in the sense of absolute Lebesgue integral). This proves (4.37). Combining (4.29)-(4.31), (4.36), and (4.37) yields (2.15) to be proved.
