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ABSTRAK 
Metode  yang  digunakan  dalam  penelitian  ini  adalah  biometrik  pengenalan  identitas  berdasarkan 
karakteristik fisik. Pengenalan pola suara biometrik yang memiliki biaya rendah. Penelitian ini 
merancang pola penggunaan suara biometrik. sinyal input suara dalam bentuk suara yang direkam 
dengan durasi sekitar dua (2) detik pada sistem dan sinyal dekomposisi menggunakan transformasi 
wavelet diskrit. sistem verifikasi menggunakan ekstraksi karakteristik Koefisien Sub Band 
berdasarkan parameter cepstral (SBC) dengan menggunakanjumlah  koefisien 12. 
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ABSTRACT 
 
Method man with Biometric identity recognition, based on its physical characteristics. The introduction of a 
biometric voice pattern that has a low cost. This study designed a biometric use voice patterns. Voice input signals 
in the form of recorded sound with a duration of approximately two (2) seconds on the system and signal 
decomposition using discrete wavelet transform. Verification system using characteristic extraction Sub Band 
Coefficient Based cepstral parameters (sbc) by using the number of coefficients 12. 
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1. Pendahuluan 
 
Metode  pengenalan  identitas  manusia  
dengan  Biometrik,  berdasarkan  karakter fisiknya, 
misalnya  wajah,  sidik  jari,  struktur  telapak  
tangan,  letak   retina  mata,  suara/wicara.  
Verifikasi  ini  jauh  lebih  handal  daripada dengan  
metode konvensional karena selain  mudah  untuk  
diproses  juga  selalu  dibawa   oleh  manusia 
tersebut. Dan yang paling utama kelebihan  dari  
verifikasi  dengan   biometrik  ini  adalah  
bervariasinya untuk tiap-tiap orang dan tidak 
mudah  ditiru   oleh  orang  lain  seperti  halnya  
kode  numerik  atau alphabetik   
 
Tabel 1. Metode-metode yang digunakan Penelitian sebelumnya   
 
Metode Pemrosesan Sinyal Suara    Tingkat Identifikasi (%)   
LPC (Linier Predictive Coding)    90,61   
LPCC    96,73   
MFCC  (Mel  Frequency  Cepstrum   
Coefficient)   
97,55   
PLP    86,12   
NPC (random initialization)    61,63   
NPC (linier initialization)    100   
Sumber : Universitie Pierre & MarieCurie, LA Science A Paris, 2004   
 
Dari penelitian terdahulu mengenai 
pemrosesan sinyal suara, metode yang telah  
digunakan  Linier  Prediction,  Coding  (LPC),  
Frequency  Cepstrum  Coefficient  (MFCC),  
Neural  Predictive  Coding  NPC),  yang  
menggunakan  transformasi fourier dan tingkat 
identifikasinya mencapai 100%.   
Kelemahan metode menggunakan transformasi 
fourier antara lain kurang mampu memberikan 
informasi sinyal dalam waktu domain dan frekuensi 
secara  bersamaan dan dalam mennganalisis sinyal 
suara tidak stationer. Oleh karena itu  pada  
penelitian  ini  dalam  pemrosesan  sinyal  suara  
tidak  menggunakan  transformasi fourier.   
Sebelumnya  telah  dilakukan  penelitian  
mengenai  Sistem  Identifikasi  pembicara  
menggunakan  Transformasi  Wavelet  Diskrit  
berbasis  orthogonal  (symlet) dan Jaringan Saraf 
Tiruan Multi Layer Perceptron sebagai Pengenal 
Pola  [1].   
Dengan dasar penelitian tersebut dan studi 
literatur di atas, pada penelitian  ini  akan  dibuat  
suatu  sistem biometrika dan  verifikasi  
menggunakan  dua  buah  masukan  (Multimodal)  
pengenalan  pola  suara  dan  pengenalan  telinga.  
Dari  perancangan  ini  diharapkan  adanya  
peningkatan  performansi  sistem  untuk  
meningkatkan  tingkat  keamanan  dan  akurasi  dari  
proses  verifikasi.  Karena  dari  beberapa  penelitian  
yang  telah  ada,  sistem biometrika yang  
menggunakan  satu  masukan  memiliki  banyak  
kelemahan  dibandingkan  dengan  multimodal  
biometrika.   
 
2. Metodologi 
 
2.1 Pengolahan Sinyal Digital   
Konsep dasar pengolahan sinyal digital yang 
digunakan untuk penelitian  ini terdiri atas 
sampling, frame blocking, windowing, DFT, Power 
Spectral  Substraction, Mel Filter Bank dan 
Discrette Cosine Transform.   
Sampling   
Suara  manusia  akan  menghasilkan  sinyal  analog  
yang  terus  kontinyu.Karena  itu  sinyak  yang  ada  
dipotong-potong  dalam  slot-slot  interval  waktu  
tertentu.  Deret  diskrit  sample  x[n]  diperoleh  dari  
sinyal  kontinu x(t) dengan hubungan sebagai 
berikut,   
 
x[n] = x(nT) .......................................(1)   
 
Di  mana  T  adalah  periode  sampling  dan  1/T  =  
Fs  merupakan  frekuensi  sampling dalam satuan 
sampel/detik. Nilai N merupakan jumlah sampel.  
Berdasarkan  pada  teori  sampling  Nyquist,  maka  
syarat  dari  frekuensi  sampling adalah minimal dua 
kali frekuensi sinyal asli.   
 
Frame Blocking   
Frame Blocking merupakan pembagian suara 
menjadi beberapa frame dan  satu  frame  terdiri  
dari  beberapa  sampel.Proses  ini  diperlukan  untuk  
membentuk  sinyal  suara  yang  non  stasioner  
menjadi  sinyal  suara  yang  quasi-stasioner 
sehingga dapat dibah dari domain waktu ke dalam 
domain  frekuensi dengan Transformasi Fourier.   
 
Windowing   
Sinyal  suara  yang  dipotong-potong  menjadi  
beberapa  frame  akan  menyebabkan efek 
diskontinuitas pada awal dan akhir sinyal. Hal ini 
akan  menyebabkan  kesalahan  data  pada  proses  
Transformasi  Fourier  .  Windowing  diperlukan  
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untuk  mengurangi  efek  diskontinuitas  potongan  
sinyal tersebut.    
Transfomasi Wavelet Diskrit secara umum 
merupakan dekomposisi citra  pada frekuensi 
subband sinyal tersebut di mana komponennya 
dihasilkan  dengan  cara  penurunan  level  
dekomposisi.  Implementasi  transformasi  wavelet 
diskrit dapat dilakukan dengan cara melewatkan 
sinyal frekuensi  tinggi atau highpass filter dan 
frekuensi rendah atau lowpass filter.   
 
Subband Based Cepstrum Coefficient (SBC)   
Suara  Manusia  menyimpan  informasi  penting  
pada  frekuensi  tinggi.Informasi penting ini yang 
menentukan karakteristik suara manusia  dan  Mel  
scale  digunakan  untuk  mengakomodasi  
karakteristik  tersebut.   
Setiap nada suara manuasia dengan frekuensi aktual  
yang diukur dalam  Hz  nilai  subyektif  pitch  dapat  
diukur  dalam  Mel  Scale.  Mel  Scale  merupakan 
ukuran atau skala persepsi manusia dari frekuensi 
suatu suara.   
Pada  proses  SBC  sebenarnya  hampir  sama  
dengan  proses  MFCC  hanya  saja  bila  pada  
MFCC  sinyal  mengalami  proses  DFT  tetapi  pada  
SBC  digunakan Transformasi Wavelet Diskrit 
untuk menggantikan proses DFT.   
 
2.2 Jaringan Saraf Tiruan   
 
Dari  data  yang  telah  mengalami  proses  
Eigenface  dan  subband decomposition  sebelumnya  
masing-masing  akan  dilakukan  pelatihan  
menggunakan Jaringan Saraf Tiruan (JST)..   
 
JST  yang  pertama  adalah  untuk  
pengenalan  telinga dengan  menggunakan  satu  
hidden layer dengan banyak node yang digunakan 
pada hidden layer adalah 60  node,  jumlah  node  ini  
merupakan  representasi  dari  jumlah  klas  dari  
hasil  penghitungan Eigenface yang didapatkan.   
 
Untuk Hidden layer pertama digunakan 
40,80, 150 node dan hidden layer kedua  sebanyak  
25  node.  Sedangkan  untuk  output  layer  yang  
akan  digunakan 8  node  disesuaikan dengan 
jumlah orang/identitas.   
 
JST  yang  kedua  adalah  untuk  
pengenalan  pola  suara  dengan  menggunakan  
Hidden  Layer  sebanyak  2  hidden  layer  dengan  
jumlah  node  pada  hidden  layer  pertama sebanyak 
40,80, 150 dan pada hidden layer kedua sebanyak 
25 node dan  dengan output layer sebanyak 10 
disesuaikan dengan jumlah identitas.   
Jaringan  Saraf   Tiruan  merupakan  salah  satu  
representasi  buatan  dari  otak   manusia   yang   
selalu   mencoba   untuk   mensimulasikan   proses   
pembelajaran  pada  otak  manusia.  Secara  umum,  
meskipun  Jaringan  Saraf   Tiruan  banyak  jenisnya  
akan  tetapi  terdapat  persamaan  pada  komponen   
penyusunnya.  Seperti  juga  otak  manusia,  
Jaringan  Saraf Tiruan juga terdiri  dari  neuron  dan  
hubungan   diantaranya.   Neuron   mengolah   
informasi   yang   masuk  dan  meneruskan  ke  
neuron  selanjutnya.  Pada   Jaringan  Saraf  Tiruan   
istilah  untuk  menggantikan  hubungan/koneksi  
adalah  bobot.  Informasi  berupa   sinyal  listrik  
disimulasikan  sebagai  harga  yang  spesifik  pada  
bobot.  Dengan   cara  mengubah-ubah  harga  bobot  
artinya  kita  juga  mengubah-ubah  struktur   
hubungan/koneksi  antar  neuron.  Gambar   
dibawah ini adalah model / struktur  neuron 
Jaringan  Saraf Tiruan.     
Model  satu  neuron  dapat  dilihat  pada  gambar 3.  
dimana  input  Xi   masuk  ke  neuron  (neuron 
dengan hireraki yang lebih rendah, jika JST  
tersebut   memiliki  banyak  neuron  /  multi  layer).     
F(x)  = fungsi  output dari jaringan      
Elemen  pembobot  W  pada  setiap  neuron  
merupakan  representasi  dari   kekuatan  
sambungan  (strength  of  synapse)  antar  neuron.  
Pembobot  Wij  pada   model   diatas   menyatakan   
kekuatan   hubungan   antara neuron lapisan  i  ke  
lapisan j. Jika neuron pada  lapisan  i  berjumlah  n  
Gambar 1.  dekomposisi wavelet       
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sedangkan  pada  lapisan  j   berjumlah  m, maka 
pembobot Wij berbentuk m x n.  Penulisan dari 
subskrip pada  W  selalu  dimulai  dari   lapisan   
dengan   hierarki   yang   lebih   tinggi   baru   
kemudian ke hierarki  yang lebih rendah. Sehingga  
model pembobot tadi ditulis  Wij.     
Semua  data  input  yang  telah  diboboti dengan 
kekuatan sambungannya  akan dijumlahkan  
terlebih  dahulu  sebelum  diolah  menjadi  sinyal  
output dan  hasil penjumlahan ini, biasanya dikenal  
dengan NET. 
    
 
 
 
 
 
 
Fungsi   aktifasi   neuron  F(x)   adalah  fungsi  
pengolahan  dari  input  menjadi  sinyal   output.   
Mengaktifkan   jaringan   saraf   tiruan   berarti   
mengaktifkan  neuron  yang  ada  pada  jaringan  
tersebut. Banyak fungsi yang  dipakai  sebagai  
fungsi   pengaktif,   dianataranya   fungsi   
hiperbolik,   fungsi   impuls,  fungsi  step  dan  
fungsi  sigmoid.  Tetapi  yang   lazim  digunakan  
adalah  fungsi sigmoid karena funsi  ini mendekati 
kenerja sistem otak
.     
 
2.3. Identifikasi Pola Suara   
 
2.3.1  Proses Identifikasi Pola Suara   
 
1. Sampling Suara   
Pada  proses  perekaman  suara  ini  
digunakan  alat  tersendiri  untuk  merekam suara, 
yaitu menggunakan 
 software free audio recorder.  Untuk  
pemyamplingannya  dilakukan  dengan  frekuensi  
sampling  sesuai 
dengan aturan Nyquist.   
 
2. Proses Frame Blocking 
Sinyal  yang  telah  disampling  selanjutnya  
dibagi  dalam  frame  dalam waktu tertentu.   
 
Gambar 2. Konstruksi filter bank      
Gambar 3.  Struktur Neuron Jaringan Saraf Tiruan       
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Gambar 4. Proses Suara 
 
 
3. Windowing Hamming   
Untuk  mengurangi  diskontinuitas  sinyal  
setelah  proses  frame  blocking maka sinyal tiap-
tiap frame 
 difilter dengan windowing.   
 
4. Wavelet Subband Coding Based MFCC   
Pada  bagian  ini  dilakukan  Subband  memilah  milah  sinyal  ke  dalam 24 filter yang hampir sama 
dengan filterbank pada MFCC  dengan melakukan dekomposisi sinyal wavelet.   
 
 
3. Pembahasan 
   
 Pelatihan jaringan dilakukan dengan 
mengambil input dari pembicara sebanyak 8 orang 
(pembicara 1, pembicara 2, pembicara 3, pembicara 
4 sampai pembicara 8) dimana masing-masing 
pembicara mengucapkan 10 buah pola kata yaitu 
‘nol’, ‘satu’, ‘dua’ dan seterusnya sampai pola kata 
‘sembilan’. Pola kata dari masing-masing pembicara 
tersebut disimpan dan kemudian dilatihkan secara 
bersamaan ke dalam jaringan saraf tiruan. Pola kata 
tersebut dimasukkan secara urut mulai pembicara 1 
dengan pola kata ‘nol’, ‘satu’, ‘dua’ dan seterusnya 
sampai pola kata ‘sembilan’, kemudian pembicara 2 
dengan pola kata ‘nol’, ‘satu’, ‘dua’ sampai pola 
kata ‘sembilan’, demikian seterusnya sampai 
pembicara 5. Setelah semua data dimasukkan maka 
proses training dilakukan sampai error yang 
dihasilkan mencapai nilai yang telah ditentukan 
dimana pada proses ini digunakan nilai error 0,0001. 
 
3.1. Penentuan Struktur Jaringan Saraf Tiruan  
 
Pertama kali akan ditentukan jumlah node 
hidden layer dengan menggunakan satu hidden 
layer, nilai learning rate 0,5 momentum 0,5 serta 
input 32 data. Dari hasil pengujian didapat bahwa 
makin banyak jumlah node hidden layer yang 
digunakan maka akan menghasilkan error yang kecil 
dalam iterasi yang makin singkat, sampai mencapai 
suatu nilai tertentu dimana perubahan jumlah node 
hanya mengakibatkan sedikit perubahan pada 
jumlah iterasi. Dari pengujian tersebut maka didapat 
bahwa jumlah node hidden layer yang optimal ialah 
160 buah. Penambahan  jumlah node lebih besar dari 
160 tidak menghasilkan penurunan jumlah iterasi 
yang berarti. Makin banyak jumlah node yang 
digunakan akan memakai memori komputer makin 
besar sehingga jika dipilih jumlah node diatas 160 
akan terdapat pengorbanan pada jumlah memori 
yang digunakan tanpa diiringi perubahan jumlah 
iterasi yang berarti. 
 Setelah diketahui jumlah node hidden layer 
yang optimum, maka kemudian  dilanjutkan untuk 
menentukan nilai learning rate yang optimum. 
Untuk itu jaringan saraf tiruan akan diuji dengan 
menggunakan 1 hidden layer dengan 160 node, serta 
momentum 0,9, 0,75, 0,5, 0,25 dan 0,1. Dari 
pengujian dapat diambil kesimpulan bahwa makin 
besar nilai learning rate yang digunakan, maka 
jumlah iterasi yang dibutuhkan untuk mencapai 
error yang kecil makin sedikit. Tetapi penggunaan 
nilai learning rate yang terlalu besar akan 
memperbesar kemungkinan error yang terjadi. 
Sehingga nilai learning rate yang baik tercapai pada 
nilai yang tidak terlalu besar ataupun terlalu kecil. 
Dari hasil eksperimen, diambil nilai learning rate 
0,5 sebagai nilai yang terbaik. 
 Selain menentukan nilai learning rate, 
maka perlu ditentukan pula nilai momentum yang 
optimum. Dari pengujian yang dilakukan didapat 
bahwa makin kecil nilai momentum maka makin 
banyak iterasi yang dibutuhkan untuk mencapai 
error yang kecil. Untuk itu perlu diambil nilai 
momentum yang optimum dimana dalam program 
ini diambil nilai momentum 0,75. Hal ini 
disebabkan karena dengan menggunakan 
momentum 0,75 akan diperoleh error yang kecil 
dengan jumlah iterasi yang tidak terlalu banyak 
ataupun terlalu sedikit. 
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 Setelah menentukan parameter-parameter 
untuk satu hidden layer, maka sekarang akan diuji 
respon sistem jika menggunakan hidden layer lebih 
dari satu, dengan menggunakan nilai learning rate 
dan momentum yang didapat dari pengujian di atas. 
Dari pengujian ini (gambar 5 dan Gambar 6) didapat 
bahwa sistem akan optimal jika memakai struktur 
tiga hidden layer dengan konfigurasi 160, 100 dan 
30, dimana dengan struktur tersebut dicapai error 
yang kecil dalam iterasi yang singkat.  
 Jadi dari semua pengujian yang dilakukan didapat 
struktur jaringan saraf tiruan yang optimal untuk 
sistem pengenalan suara ini ialah menggunakan 3 
hidden layer dengan jumlah node 160, 100 dan 30 
serta nilai learning rate yang digunakan 0,5 dan 
momentum 0,75. 
 
Gambar 5. Struktur Jaringan Saraf Tiruan 
 
 
 
 
Gambar 6. Grafik Error dengan Satu dan Dua 
Hidden Layer 
 
3.2. Uji Pengenalan Suara 
 
 Pada tahap awal uji pengenalan dilakukan 
terhadap sinyal suara yang sama persis dengan yang 
telah ditrainingkan (training data set) dan didapat 
hasil bahwa error yang terjadi sebesar 12,5 % atau 
dengan kata lain keakuratan sistem untuk mengenali 
pola training data set mencapai 87,5 % (Tabel 2). 
 
 Kemudian dilakukan pengujian terhadap 
sinyal suara secara langsung dari microphone oleh 
orang yang sama dengan yang telah dilatihkan 
(pembicara1 s/d pembicara 8) ataupun oleh orang 
yang belum pernah dilatihkan sebelumnya yaitu 
pembicara 6 s/d 8 (blind data set). Dari proses 
pengujian ini didapat error rata-rata sebesar 10 % 
atau dengan kata lain keakuratan sistem untuk 
pengenalan pola blind data set mencapai 90 % 
(Tabel 3). Di sini tampak bahwa untuk pengenalan 
kata pada pembicara 1 s/d 5 terdapat error yang 
rendah, sedangkan pada pembicara 6 s/d 8 tampak 
error lebih tinggi, namun masih tetap bisa dikenali 
dengan kesalahan sekitar 20 %. 
 
Tabel 2. ERROR RATE PADA PENGUJIAN 
DENGAN TRAINING DATA SET 
Pembicara Error Rate 
Pembicara 1 0% 
Pembicara 2 0% 
Pembicara 3 0% 
Pembicara 4 10% 
Pembicara 5 0% 
Pembicara 6 0% 
Pembicara 7 0% 
Pembicara 8 0% 
Error rata-rata 12,5 % 
 
 
Tabel 3.. ERROR RATE PADA PENGUJIAN 
DENGAN BLIND DATA SET 
Pembicara Error Rate 
Pembicara 1 0 % 
Pembicara 2 0 % 
Pembicara 3 10 % 
Pembicara 4 10 % 
Pembicara 5 0 % 
Pembicara 6 20 % 
Pembicara 7 20 % 
Pembicara 8 20 % 
Error rata-rata 10 % 
 
4. Kesimpulan 
 
 Berdasarkan hasil analisis terhadap data 
yang telah diperoleh pada penelitian ini, maka 
diambil kesimpulan sebagai berikut : 
32 node
160 node
100 node
30 node
30 node
Input layer
Hidden layer 1
Hidden layer 2
Hidden layer 3
Output layer
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1. Keakuratan sistem pengenalan suara untuk 
pengenalan training data set mencapai 87,5 % 
dan untuk pengenalan blind data set mencapai 
90 %. 
2. Kesalahan pengenalan yang terjadi diakibatkan 
adanya perbedaan yang terlalu besar antara 
sinyal suara yang hendak dikenali dengan sinyal 
suara yang dilatihkan, hal ini dapat diatasi 
dengan menambahkan/memperbanyak berbagai 
variasi pola kata pada saat pelatihan dengan 
demikian sistem jaringan lebih diperkaya 
pengetahuannya. 
3. Terbuka penelitian lanjutan untuk memperbesar 
jumlah perbendaharaan kata, dan penggunaan 
metode hibrid lainnya sehingga pengenalan kata 
bersifat speaker independent. 
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