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CAPÍTULO I: RESUMEN 
1.1  TÍTULO 
El presente trabajo de investigación se titula: “Diseño de una aplicación de monitoreo de 
emanación de gases en la ciudad mediante el uso de tecnologías de inteligencia artificial”. 
1.2  RESUMEN 
El presente trabajo de investigación realiza una revisión de referencias bibliográficas 
relacionadas a sistemas de monitoreo y modelos de pronóstico de contaminación atmosférica 
basados en técnicas de inteligencia artificial. La revisión consta principalmente de artículos de 
investigación científica obtenidos de bases de datos revistas indexadas, donde se exponen 
sus principales hallazgos, así como se presentan puntos de encuentro y desencuentro entre 
los diferentes autores. Finalmente, se presentan las conclusiones obtenidas a partir de la 
síntesis de la información revisada. 












CAPÍTULO II: INTRODUCCIÓN 
2.1 CONTEXTO 
La contaminación de la atmósfera es un problema muy serio del medio ambiente a nivel global. 
Su existencia se da en las distintas sociedades, de forma independiente a sus niveles de 
desarrollo social y económico, llegando a ser una manifestación que incide específicamente 
en la salud del ser humano. Asimismo, se producen cambios químicos en la composición de 
la capa atmosférica, los cuales pueden generar alteraciones climáticas como la lluvia ácida o 
propiciar la devastación de la capa de ozono. Actualmente, la ciudad de Lima se encuentra 
dentro de las ciudades con mayor grado de gases contaminantes (CO2), y está ubicada en la 
posición veintidós a nivel global, y en América Latina es la octava, de acuerdo con el informe 
“Calidad mundial del aire” del año 2018. 
El desarrollo de diversos sectores, tales como la industria del petróleo, la industria de la pesca, 
la industria agrícola, sumados al creciente parque automotor ocasionan un enorme consumo 
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de combustibles fósiles. Mientras que, a la vez se producen altos índices de contaminantes, 
los cuales pueden poner en un gran riesgo la salud humana, así como el orden natural de los 
ecosistemas. En consecuencia, esto se ha convertido en una gran preocupación para la 
población, ya que el exceso de autos y fabricas provocan que al menos 15000 personas 
padezcan de enfermedades respiratorias, cardiovasculares, disminuyan su capacidad 
pulmonar, sufran lesiones pulmonares, problemas del corazón y ocasiona muertes a temprana 
edad. Por otro lado, a esto también se suma la acumulación de basura, ya que según MINAM, 
Lima produce cerca de 23 mil toneladas de residuos por día. 
Hoy en día, la contaminación atmosférica es la causante de graves problemas de salud para 
el hombre y afecta a su medio ambiente.  Por ello, con el propósito de proteger la salud de la 
población mundial, diversas entidades, así como autoridades, han establecido normas legales, 
enfocadas a los grandes sectores industriales, obligándolos a controlar sus emisiones con el 
objetivo de aportar a la reducción de la contaminación atmosférica, buscando minimizar el 
efecto de sus actividades diarias en nuestro medio ambiente.  
En consecuencia, surge la necesidad de vigilar de forma continua el estado de la calidad del 
aire en nuestro ambiente, evaluando qué tan eficaces son estas disposiciones legales y 
cerciorándonos de que se respeten los límites máximos permisibles que establecen estas 
normativas. 
 
2.2 OBJETIVOS DE LA INVESTIGACIÓN 
2.2.1 Objetivo general 
Identificar características esenciales para el diseño de un software que permita monitorear 
y pronosticar la calidad del aire a través del uso de tecnologías de inteligencia artificial. 
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2.2.2 Objetivos específicos 
1. Identificar características claves para el desarrollo de software de monitoreo de la 
calidad del aire, comprendiendo el funcionamiento de sus componentes. 
2. Revisar modelos predictivos, que se basan en la utilización de tecnologías de 
inteligencia artificial, con el fin de predecir índices de contaminación atmosférica. 
3. Sintetizar la información recolectada acerca de sistemas de monitoreo y modelos de 
predicción. 
 
2.3 PREGUNTAS DE INVESTIGACIÓN 
Este trabajo de investigación busca contestar la siguiente interrogante: ¿Cuáles son las 
características esenciales para el diseño de un software que permita monitorear y pronosticar 
la calidad del aire a través del uso de tecnologías de inteligencia artificial? 
 
2.4 ESTRUCTURA DEL TEXTO 
Este trabajo de investigación comprende el análisis de soluciones empleadas a problemáticas 
similares a la planteada, así como una revisión de investigaciones científicas relacionadas al 
pronóstico de la calidad del aire mediante la utilización de diversas tecnologías de inteligencia 
artificial, donde se exponen sus principales hallazgos, comparando y sintetizando la 













CAPÍTULO III: METODOLOGÍA 
 
3.1 FUENTES DE INFORMACIÓN 
Para el presente trabajo de investigación, se utilizó como principal fuente de información 
Scopus, una base de datos de un conjunto de referencias sobre publicaciones y artículos de 
revistas con carácter científico, así como los repositorios de trabajos de investigación de 
diversas universidades. 
 
3.2 CRITERIOS DE BÚSQUEDA 
Los criterios para la búsqueda de referencias bibliográficas fueron palabras claves como 
“pronóstico”, “contaminación”, “inteligencia artificial”, “monitorización”, “calidad del aire”. 
Del conjunto de resultados se optó por seleccionar aquellos trabajos que se relacionan de 




Al momento de seleccionar la información, también se dio preferencia al uso de referencias 
bibliográficas cuya fecha de publicación no exceda un periodo de 5 años de antigüedad a la 
fecha del desarrollo del presente trabajo de investigación. 
La presente investigación se limita a la revisión bibliográfica de fuentes con carácter científico 
que se relacionen de forma directa con la vigilancia y pronóstico de la calidad del aire, donde 
la información más relevante de las mismas contribuirá a la determinación de las 
características esenciales para el diseño de un software, el cual debe permitir la vigilancia y 





























CAPÍTULO IV: DESARROLLO Y RESULTADOS 
 
4.1 ESTRUCTURA DE LA INFORMACIÓN 
Las ideas principales de la información recolectada se pueden representar de forma general 













4.2 PRINCIPALES HALLAZGOS DE ESTUDIO 
Los contaminantes del aire se describen como un fenómeno negativo para el sistema 
ecológico, así como para la existencia y la mejora del hombre, en el momento que ciertos 
materiales en el medio ambiente superan un determinado nivel de concentración. 
Ante problemas de contaminación ambiental cada vez más graves, se han llevado a cabo una 
cantidad significativa de investigaciones relacionadas, y en esos estudios, el pronóstico de la 
contaminación del aire ha sido de suma importancia. 
A modo de prevención, el pronosticar la contaminación del aire es el punto de inicio para 
empezar a crear poderosas medidas de control de la contaminación, de modo que el 
pronóstico preciso de la contaminación atmosférica se trata de una tarea esencial en estos 
días. 
Una extensa investigación, a lo largo de estos años, ha demostrado que las diferentes 
estrategias de pronóstico para la contaminación atmosférica pueden dividirse en tres grandes 
grupos de forma convencional: modelos de predicción estadística, modelos basados en 
inteligencia artificial y modelos híbridos. 
Además, Bai, L., Wang, J., Ma, X. y Lu, H. (2018) en su review “Air pollution forecasts: An 
overview”, publicaron un resumen acerca de los distintos métodos existentes para el 
pronóstico de contaminación del aire, donde señalan que, desde la década de 1960, con el 
desarrollo del control e investigación de la contaminación del aire, es necesario que las 
personas comprendan las consecuencias de la contaminación del aire. Por lo tanto, aquella 




4.3 DESARROLLO DE LA INVESTIGACIÓN 
A continuación, se describen problemas similares relacionados al contexto de la investigación, 
así como se señalan las soluciones aplicadas a dichos problemas. 
Barrios, M. (2014), en su tesis de maestría “Sistema de medición electrónico de gases 
contaminantes basado en tecnología libre en la ciudad de Poza Rica”, señala que esta ciudad 
tiene como principal actividad industrial y de sustento: la explotación del petróleo. Debido a 
ello, esta ciudad presenta altos niveles de contaminación atmosférica, generado por emisiones 
de gases contaminantes, producto de la gran concentración de actividades industriales en esta 
zona. Esto ha sido de gran preocupación para el municipio, ya que las grandes emisiones 
de óxido de nitrógeno y óxido de carbono, así como las emisiones de gases incoloros 
altamente tóxicos, han tenido consecuencias perjudiciales para la salud de su población. 
Por lo tanto, el evidente crecimiento de las concentraciones de gases contaminantes ha dado 
motivo a prestar bastante atención sobre cómo es la calidad actual del aire que respiramos. La 
monitorización actual suele darse a través de un sistema que efectúa un monitoreo atmosférico 
a nivel industrial, el cual necesita de un considerable consumo energético y genera altos 
costos. 
Debido a la situación crítica de este municipio de México, Barrios optó por 
desarrollar un sistema que permite la medición electrónica de gases contaminantes, tales 
como ozono y monóxido de carbono, el cual se basa en el uso de tecnologías libres, logrando 
su verificación y haciendo una comparativa respecto a un sistema de medición industrial de la 
ciudad que se rige bajo las Normas Oficiales Mexicanas (NOM), teniendo como resultado un 
dispositivo que sirve como una herramienta de monitoreo atmosférico y el cual consiste en un 
sistema compuesto por una  red de sensores pequeños de bajo costo, que permite recolectar 
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información en tiempo real, facilitando y apoyando las tareas de toma de decisiones acerca de 
temas importantes relacionados al medio ambiente. Para poder desarrollar este sistema, se 
contó con un método de selección de componentes, donde se eligió un microcontrolador 
Arduino como principal componente, después de realizar las comparaciones de las 
funcionalidades que tenían cada uno de estos. Luego se procedió con la selección de los 
sensores requeridos para registrar los niveles de contaminantes que se generan más en la 
zona. Además, se seleccionaron diversas librerías de software para Arduino que permitían 
programar este microcontrolador, a fin de realizar el registro de datos desde los sensores. 
Posteriormente, el sistema desarrollado fue sometido a un proceso de calibración 
con el objetivo de evitar un margen de error mayor al 5%. A continuación, el circuito del 
sistema desarrollado en mención se puede apreciar en el siguiente gráfico.   
 
Circuito de microcontrolador utilizado para medir concentraciones de gases, diseñado 
por Barrios (2014) 
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Así es como, la tecnología de redes de estos sensores es considerada como una tecnología 
clave para el futuro, y como una de las más relevantes de este siglo. Entre las principales 
aplicaciones de estas redes de sensores tenemos las siguientes: monitoreo del tráfico aéreo, 
seguridad, actividades militares, supervisión del transporte terrestre, videovigilancia, 
automatización de procesos, robótica y ambiental. Respecto al sector del ambiente existen 
diversas aplicaciones para una red de sensores, tales como: el control climático y monitoreo 
del medio ambiente, la vigilancia, manejo de desastres, planes de respuesta ante emergencias 
y recopilación de datos de lugares desconocidos, entre otras aplicaciones por descubrir. 
En consecuencia, al hablar de sensores en el mundo informático, se debe entender que estos 
son conectados a una máquina que tiene la capacidad para procesar una señal, realizar su 
debida gestión y representarla. La máquina que tiene la capacidad para ejecutar estas tareas 
es un microcontrolador, por lo que es de suma importancia el proceso de determinación de 
estos componentes. 
La universalidad del desarrollo de estas nuevas tecnologías, sumado a la integración entre un 
microcontrolador y una red de sensores, permiten construir diminutos sistemas para 
monitorear el aire, dando facilidad también para lograr una mayor producción debido al 
abaratamiento de costos, lo que permite tener una mejor monitorización de la calidad del aire 
dando paso al desarrollo de modernas técnicas para realizar mediciones, que anteriormente 
no eran posibles con un sensor. 
Por un lado, las principales ventajas al implementar redes de sensores para monitorear el aire 
son: el abaratamiento, un consumo leve y uso eficiente de energía, así como la captura de 
datos en un espacio-tiempo. Por otro lado, las desventajas de utilizar redes de sensores 
resultan ser factores como la inexactitud, la carencia de mediciones que sean de total 
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confianza, un periodo de vida útil corto y la incompatibilidad entre componentes. Por lo tanto, 
se puede recalcar que un sensor, como cualquier dispositivo, se degrada cada cierto tiempo, 
por lo que es necesario contar con dispositivos que sirvan de respaldo y evitar que los sistemas 
presenten tiempos muertos de operatividad. 
Como se mencionó anteriormente, dentro de estas técnicas de computación desarrolladas se 
encuentran las del campo de la inteligencia artificial, las cuales han sido aplicadas a la 
predicción de contaminantes atmosféricos. Entre ellas tenemos lógica difusa, métodos 
de regresión, programación genética, las redes neuronales artificiales, clasificadores Gamma, 
sistemas expertos, máquinas de soporte vectorial, entre otros. Dentro de este grupo, es 
importante destacar aquellos modelos que parten de la utilización de redes neuronales, ya que 
estos manejan un tratamiento de la información a modo de un modelo matemático-
computacional, así como se basan en simular el comportamiento del cerebro del hombre. 
En efecto, los modelos mencionados son utilizados para predecir, estimar funciones y clasificar 
patrones. Una de las más importantes ventajas de utilizar modelos que se basan en redes 
neuronales artificiales es la gran cualidad que poseen para generalizar y gestionar cuestiones 
que no presentan un comportamiento lineal, ya que no se requiere un estricto entendimiento 
sobre la distribución de las variables claves de una investigación. 
Diversos estudios que comparan y analizan las diferentes técnicas que sirven en el pronóstico 
de los niveles de contaminación de la atmosfera han demostrado lo eficiente que son los 
modelos que parten del uso de redes neuronales.  
Particularmente, mediante el uso de sensores electrónicos y la utilización de algunas técnicas 
de inteligencia artificial, es posible predecir niveles de contaminación atmosférica para los 
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próximos años, permitiendo anticiparse y enfocarse en el desarrollo de una alternativa 
de solución a problemas ambientales. 
De forma concisa, la inteligencia artificial es un área del conocimiento que se compone de un 
conjunto de técnicas basadas en imitar de forma computacional las diversas competencias 
con relación al raciocinio del hombre, conforme a la capacidad para indagar modelos, 
diagnosticar, tipificar, entre otras habilidades. 
 
Métodos más populares de Inteligencia Artificial 
1. Red Neuronal Artificial (RNA) 
Una red neuronal es aquella que intenta replicar rasgos propios de la conducta de un animal. 
Se dice que esta está basada en el modelo matemático que permite el procesamiento de 
hechos similares de forma distribuida. Una RNA depende de la complejidad del dispositivo, 
mediante el ajuste de la conexión interna entre una amplia gama de nodos, para adquirir la 
causa del procesamiento de la información. Una red neuronal posee la capacidad para 
conocerse y adaptarse por sí misma. Una red multicapa de alimentación directa incluye tres 
componentes principales: la capa de entrada, la capa oculta y la capa de salida, donde cada 
una de sus capas contiene más de un dispositivo de procesamiento vinculado por enlaces 
acíclicos, cuyos tipos de enlace son denominados neuronas. 
Una RNA es una de las técnicas más representativas de la inteligencia artificial para 
pronosticar la contaminación del aire. Una RNA tiene buena capacidad de ajuste no lineal y 
permite mejorar la precisión de la predicción. Sin embargo, existen muchos factores que 
afectan a la contaminación del aire, así como que determinar una relación entre estos factores 




2. Back Propagation Neural Network 
Back Propagation es uno de los modelos de redes neuronales más ampliamente utilizados, 
que se basa en la concepción del algoritmo de propagación por error. Este incluye dos 
procedimientos generales, los cuales son la propagación hacia adelante de hechos y la 
propagación hacia atrás de errores. La capa de salida corrige el error, y la técnica de descenso 
de gradiente de error actualiza el peso de cada capa. El ciclo de propagación de estadísticas 
anticipadas y las tácticas de propagación de errores hacia atrás, así como el ajuste constante 
de los pesos de cada capa son las tácticas de conocimiento y aprendizaje que son parte 
esencial de una red neuronal, y las tácticas de estos dos procedimientos se mantienen hasta 
que los errores de la red disminuyen en un grado adecuado o previo. 
 
3. Adaptive Neural Network Fuzzy Inference System (ANFIS) 
Adaptive Neural Network Fuzzy Inference System es un sistema que se basa en la inferencia 
difusa de forma adaptativa de una red, la cual utiliza algoritmos de una red neuronal para lograr 
pautas difusas y características de membresía de hechos, así como también utiliza redes 
neuronales para imponer procedimientos de inferencia difusa. ANFIS está hecho de partes: 
una parte primaria y otra dedicada a la inferencia, donde estos dos componentes se 
encuentran conectados a través de una red con reglas difusas. 
 
Casos de aplicación de métodos de Inteligencia Artificial 
Para tener una perspectiva clara sobre el pronóstico de la contaminación del aire, este trabajo 
de investigación se enfoca en revisar la teoría y la aplicación de esos modelos de pronóstico. 
Además, este se basa totalmente en la evaluación de diversas técnicas de pronóstico, 
señalando beneficios y desventajas de cada una en relación con otras. 
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Chen, J., Chen, H., Wu, Z., Hu, D. y Pan, J. (2016) en su artículo científico “Forecasting smog-
related health hazard based on social media and physical sensor”, mencionan que los 
desastres causados por el smog son cada vez más frecuentes y pueden tener graves secuelas 
para el ambiente y la salud pública, especialmente en zonas urbanas. 
Además, señalan que las redes sociales, como un suministro de datos de la ciudad en tiempo 
real, se han convertido en una forma cada vez más útil para examinar las respuestas de los 
seres humanos ante los peligrosos para la salud ocasionados por el smog, ya que esta se 
puede utilizar para detectar, de forma temprana, potenciales problemas de salud pública. 
Este estudio presenta una alternativa de solución que hace uso de información de redes 
sociales y estadísticas de sensores electrónicos, con el fin de pronosticar el nivel de peligro de 
la contaminación para el día siguiente. 
En primer lugar, se modelan los riesgos para la salud relacionados con el smog y la gravedad 
de este, a través de la extracción de textos sin procesar de microblogging, así como de datos 
difundidos en las redes. 
En segundo lugar, se elabora un modelo de pronóstico de peligros para la salud partiendo del 
uso de una red neuronal, cuyos datos de entrada son patrones actuales de riesgos de peligro 
para la salud, así como un nivel gravedad de la contaminación del aire por smog. 
Posteriormente, el modelo desarrollado fue evaluado a través de técnicas de machine learning. 
Los autores consideran que fueron los primeros en elaborar una solución de pronóstico con 
este tipo de integración: redes sociales y sensores. 
Por último, señalan que este modelo de pronóstico puede asistir la toma de decisiones 
relacionadas a gestionar riesgos de salud ocasionados por la contaminación del aire, ya que 
es capaz de generar alertas de forma temprana. 
 
20 
Zhou, Y., Chang, F., Chang, L., Kao, I. y Wang, Y. (2019) en su artículo científico “Explore a 
deep learning multi-output neural network for regional multi-step-ahead air quality forecasts”, 
señala que el pronóstico oportuno de la calidad del aire regional de una ciudad es una actividad 
crucial y altamente beneficiosa como forma de asistencia en la toma de medidas de gestión 
ambiental, así como para evitar accidentes graves causados por la contaminación del aire. 
Los autores señalan que un modelo de red neuronal artificial recurrente con una arquitectura 
de memoria larga a corto plazo, concretamente un modelo SM-LSTM, resulta idóneo para la 
predicción multi-step de la calidad del aire de una región, pero este suele presentar 
inestabilidad a nivel espaciotemporal en los datos, y también evidencia efectos de retardo en 
el tiempo. 
Por ello, para evitar problemas similares de este tipo de modelo, los autores proponen un 
modelo de red neuronal profunda de múltiples salidas LSTM, es decir un modelo DM-LSTM, 
al cual también se incorporaron tres algoritmos de aprendizaje profundo, que servirían para 
personalizar el modelo, determinar factores de suma importancia dentro de las complejas 
relaciones espaciotemporales, así como para reducir el acaparamiento de errores durante el 
proceso de pronóstico multi-step de la calidad del aire. 
Posteriormente, el modelo propuesto fue evaluado de forma simultánea en cinco estaciones 
que realizan monitoreos sobre la calidad del aire dentro de la ciudad de Taipei, Taiwán, donde 
se utilizaron datos de distintas series temporales de contaminantes como partículas PM2.5 y 
PM10, así como datos de concentraciones de gases de tipo NOx. Los resultados de las 
pruebas evidenciaron que el modelo DM-LSTM propuesto, incorporado con tres algoritmos de 
aprendizaje profundo, es capaz de mejorar significativamente la estabilidad espaciotemporal 
y la precisión de los pronósticos regionales multi-step de la calidad del aire en el futuro. 
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Feng, X., Li, Q., Zhu, Y., Hou, J., Jin, L. y Wang, J. (2015) en su artículo científico “Artificial 
neural networks forecasting of PM2.5 pollution using air mass trajectory based geographic 
model and wavelet transformation”, presentan un modelo híbrido que combina el estudio del 
desplazamiento de la masa de aire con la transformación de wavelets, con el fin de mejorar la 
precisión del pronóstico de la red neuronal artificial sobre las concentraciones promedio diarias 
de PM2.5, con dos días de anticipación. 
El modelo que presentan los autores de la investigación fue desarrollado gracias a los datos 
recolectados desde 13 estaciones de monitoreo de polución del aire, en las ciudades de 
Beijing, Tianjin y Hebei. 
Dentro de este modelo, para poder diferenciar los “túneles” de transporte del “aire 
contaminado” y “aire limpio” hacia las estaciones de monitoreo seleccionadas, fue necesario 
tomar en cuenta la trayectoria de la masa de aire, donde cada “túnel” fue parte de una 
triangulación entre las estaciones de monitoreo. La velocidad y dirección del viento, también 
se consideraron como parámetros en el cálculo del valor del indicador de contaminación 
atmosférica basado en esta trayectoria. 
Por otro lado, la serie temporal de los niveles de concentración de PM2.5 fue descompuesta 
en pequeñas subseries, de menor variabilidad, mediante el proceso de transformación de 
wavelets. Posteriormente, el modelo de predicción fue aplicado a cada uno de estas, logrando 
sintetizar los resultados de predicción obtenidos de forma individual. 
Para la entrada del modelo de red neuronal de retro propagación de tipo perceptrón multicapa 
(MLP) se utilizó como datos las variables de pronóstico meteorológico diario, así como datos 
de concentración de contaminantes. 
Este modelo propuesto fue sometido a una etapa de verificación experimental durante un año 
aproximadamente, en donde se concluyó que un modelo geográfico que toma como base el 
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uso de trayectorias y la transformación de wavelets, resulta ser una opción efectiva que 
contribuye a mejorar la precisión de pronósticos de PM2.5. 
En conclusión, el modelo mostrado en este estudio dispone de un gran potencial para ser 
aplicado dentro de los sistemas de pronóstico de calidad del aire más avanzados, en otros 
países. 
 
Rahim, N. y Ahmad, Z. (2017) en su artículo científico “Graphical user interface application in 
matlab environment for water and air quality process monitoring”, presentan un modelo de 
monitorización del agua y calidad del aire, cuyo objetivo principal es describir y predecir los 
efectos observados de un cambio en el sistema de agua del río y el aire. 
Dicho modelo busca garantizar la calidad del sistema acuático y del aire, a través del 
pronóstico de las condiciones del agua y el nivel de calidad del aire. 
Este artículo hace mención de que la interfaz gráfica de usuario (GUI), ha sido utilizada 
progresivamente durante la última década en los sistemas de información que gestionan tanto 
la calidad del agua como la calidad del aire, con fines de validación y verificación sobre qué 
tan eficientes son los sistemas expertos en gestión de depósitos, y también en índices de 
contaminación del aire. 
Los autores también señalan que diversos investigadores han concluido que, el uso eficiente 
de una interfaz gráfica de usuario permite incrementar la efectividad de los sistemas de 
información que sirven para tareas de gestión. 
Este estudio trata de realizar una exploración sobre en lo que consiste un sistema de vigilancia 
avanzado de la condición del agua y aire, mediante un enfoque de red neuronal artificial, que 
luego es presentado al usuario a través de una GUI que permite ejecutar pruebas y ver 
predicciones en línea, las cuales resultan fáciles de monitorear, diagnosticar y controlar. 
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Luna, A., Talavera, A., Navarro, H. y Cano, L. (2019). En su artículo científico “Monitoreo de la 
calidad del aire con sensores electroquímicos de bajo costo y el uso de redes neuronales 
artificiales para la predicción de los niveles de concentración de contaminantes atmosféricos”, 
señalan los resultados de monitorización y estimación de contaminación del aire en una zona 
clave del distrito de San Isidro, en Lima, Perú. 
Los autores indican que utilizaron sensores electroquímicos económicos, inalámbricos y 
portátiles que permiten geolocalización, a fin de recolectar información acerca de los índices 
de polución, de forma confiable y al instante, los cuales sirven para cuantificar los índices de 
exposición de la contaminación de la atmósfera, así como aportar a la prevención y control de 
contaminantes con fines legales. 
Para la predicción de los niveles de SO2 y CO2, fue necesario aplicar y validar algoritmos 
basados en inteligencia computacional junto al uso de datos experimentales. 
Según los resultados del estudio, se concluyó que el uso de redes neuronales artificiales (RNA) 
posee un gran potencial a modo de herramienta metodológica enfocada a pronósticos 
relacionados a calidad del aire. 
 
Chen, J., Dobbie, G., Koh, Y., Somervell, E. y Olivares, G. (2018) en su artículo científico 
“Vehicle emission prediction using remote sensing data and machine learning techniques” 
señalan que, cada vez más investigadores están haciendo uso de tecnología de detección 
remota para medir las emisiones de óxido nítrico (NO) de automóviles en el mundo real, el cual 
es uno de los contaminantes más importantes y estudiados con mayor frecuencia. 
La meta del estudio fue construir un modelo robusto que permita predecir el factor de las 
emisiones de NO, a través del uso de datos de teledetección, los cuales servirían para la 
estimación de emisiones en el futuro. 
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Los autores señalan que este modelo puede ser de mucha utilidad para las autoridades locales 
del transporte en Nueva Zelanda, así como para monitorear niveles de contaminación de la 
ciudad, e incluso validar qué tan efectivas son las normas que regulan el tráfico. 
La investigación hizo uso de datos reales que fueron recopilados en un período de 10 años, 
donde los resultados demostraron que los patrones de emisiones de los vehículos se 
encuentran en constante evolución, evidenciando que la relevancia de los datos de 
teledetección, utilizados para estimaciones futuras, disminuye con el paso del tiempo. 
Finalmente, el modelo propuesto es evaluado y se obtiene una tasa de error que se compara 
favorablemente con la partición recursiva basada en el modelo lineal y el modelo de bosque 
aleatorio original. 
 
Zhang, Z., Dong, Y. y Yuan, Y. (2020) en su artículo científico “Temperature Forecasting via 
Convolutional Recurrent Neural Networks Based on Time-Series Data” señala que, en la 
actualidad, la inteligencia artificial y las redes neuronales profundas han sido utilizadas con 
mucho éxito en diversas aplicaciones, las cuales han cambiado drásticamente la vida de las 
personas en distintas áreas. A pesar de ello, los estudios hechos en el área de la meteorología 
han sido muy limitados, ya que los pronósticos meteorológicos siguen haciendo uso de 
simulaciones, a través de grandes grupos de recursos informáticos. 
Este artículo propone un modelo de pronóstico que pretende utilizar una red neuronal 
recurrente convolucional (CRNN) para estimar la temperatura a partir de registros de 
temperatura pasados, donde este modelo es capaz de comprender la relación 
espaciotemporal de los cambios de temperatura, partiendo de un análisis de los datos 
históricos, a través del uso de redes neuronales artificiales. 
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Kleine, J., Zalakeviciute, R., Gonzalez, M. y Rybarczyk, Y. (2017) en su artículo “Modeling 
PM2.5 Urban Pollution Using Machine Learning and Selected Meteorological Parameters”, 
mencionan que la contaminación del aire exterior cuesta millones de muertes prematuras 
anualmente, principalmente debido a partículas antropogénicas de partículas finas (PM2.5). 
Los autores comentan que el gran impacto del proceso de urbanización, la evolución de la 
industria automotriz y la constante expansión de la población mundial, sumados a la polución 
del ambiente por micropartículas, que se encuentra modulada por factores meteorológicos y 
particularidades geofísicas, hacen aún más complejo el desarrollo e implementación de 
modelos más avanzados de pronóstico. 
Por ello, los autores proponen un modelo basado en técnicas de machine learning que haga 
uso de un análisis de datos meteorológicos como de contaminantes, producto del conjunto de 
datos de seis años, con el objetivo de lograr estimar las concentraciones de PM2.5, partiendo 
de factores como velocidad y sentido del viento, o desde niveles de precipitación. 
Los autores señalan que, realizando un análisis de las series de tiempo, durante una 
temporada húmeda, se aprecia claramente que hay una alta correspondencia entre los datos 
pronosticados y los datos reales, por lo que también sugieren que cuando las condiciones 
climáticas son más extremas, se logra una mayor precisión en la predicción de PM2.5. 
Este estudio evidencia que la utilización de modelos estadísticos basados en técnicas de 
machine learning es muy importante si se desea predecir las concentraciones de PM2.5, 
tomando como punto de partida datos meteorológicos. 
 
Udaya, R. y Seshashayee, M. (2019) en su artículo científico “Intelligent air pollution prediction 
system using internet of things (IoT)”, señala que el Internet de las cosas es una ruta de acción 
interconectada que computa múltiples procedimientos, mecánicas dentro de máquinas 
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sofisticadas, así como cosas e individuos, con el fin de facilitar ciertos identificadores notables 
y la capacidad de intercambiar datos. 
En esta investigación, se propuso un marco base para Internet de las Cosas (IoT), a favor de 
observar la contaminación del aire natural y el pronóstico. Este marco puede ser utilizado para 
observar contaminaciones del aire en zonas específicas y para el examen de la calidad del 
aire al igual que la medición de este. Por ello, se propuso una nueva resolución a modo de 
marco para programar la observación de contaminaciones del aire, utilizando la combinación 
de IoT con inteligencia artificial, específicamente redes neuronales artificiales, así como 
modelos de memoria a largo plazo (LSTM). 
El objetivo de este artículo fue descubrir el mejor modelo de expectativa y predicción para el 
aumento o la caída de gases aéreos específicos como O3, NO2, SO2 y CO, que en conjunto 
se consideran destructivos según lo indicado por las directrices de la OMS. 
 
Srivastava, C., Singh, S. y Singh, A. (2018) en su artículo científico “Estimation of air pollution 
in Delhi using machine learning techniques”, señalan que la predicción de la contaminación 
del aire urbano se convierte en una alternativa indispensable para frenar sus consecuencias 
perjudiciales. 
En este estudio, se implementaron diversas técnicas de clasificación y regresión tales como la 
regresión lineal, la regresión de bosque aleatorio, la regresión basada en árboles de decisión, 
las redes neuronales artificiales, entre otras, con el objetivo de pronosticar índices de calidad 
del aire respecto a contaminantes como CO, NO2, SO2, O3, PM2.5 y PM10. 
Las técnicas mencionadas fueron evaluadas utilizando métricas como: error cuadrático medio, 
error absoluto medio y coeficiente de determinación, arrojando un rendimiento favorable, 
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evidenciando así que el uso de técnicas de regresión y redes neuronales artificiales son 
adecuadas para predecir la calidad del aire en Nueva Delhi. 
 
Mohammad, F., Lee, K. y Kim, Y. (2018) en su artículo científico “Short Term Load Forecasting 
Using Deep Neural Networks”, señala que la previsión de carga eléctrica desempeña un papel 
importante en la planificación energética, como la generación y distribución. No obstante, la 
carencia de un factor lineal y las características dinámicas que son parte del entorno de la red 
inteligente, suelen ser grandes inconvenientes en la precisión de pronósticos. 
Por ello, en este estudio, los autores proponen desarrollar un modelo de pronóstico de carga 
eléctrica partiendo de una red neuronal profunda, el cual consta de un conjunto de algoritmos 
computacionales inteligentes que permiten la construcción de una solución integral capaz de 
modelar relaciones no lineales complejas entre entradas y salidas de una red, a través de una 
arquitectura de múltiples capas ocultas que permiten realizar una gestión eficiente del 
consumo de energía eléctrica. 
Además, en la investigación se analiza la aplicabilidad de una red neuronal de alimentación 
profunda (Deep-FNN) y la de una red neuronal recurrente profunda (Deep-RNN), para realizar 
tareas de pronóstico de energía del operador del sistema eléctrico independiente de Nueva 
York. 
Posteriormente, ambos modelos fueron sometidos a diversas pruebas bajo distintas funciones 
de activación, tales como sigmoide o tangente hiperbólica, así como el rendimiento fue 
evaluado comparando mutuamente métricas como el error de porcentaje absoluto medio. 
 
Luo, C., Yang, H., Huang, L., Mahajan, S. y Chen, L. (2018) en su artículo científico “A Fast 
PM2.5 Forecast Approach Based on Time-Series Data Analysis, Regression and 
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Regularization”, señalan que el asunto de la contaminación atmosférica se ha transformado 
en una cuestión muy seria en los países desarrollados y en vías de desarrollo. Además, indican 
que la mayoría de las soluciones que existen actualmente no son tan efectivas, surgiendo la 
necesidad de contar con un sistema eficiente para monitorear y pronosticar la calidad del aire, 
que permita generar alertas de forma temprana. 
El principal propósito al realizar este estudio fue construir un sistema de pronóstico eficiente 
de alta precisión que funcione en tiempo real y que pueda ser implementado en Taiwán. Por 
lo que, se propone desarrollar un modelo de pronóstico iterativo adaptativo (AIF), que permita 
predecir concentraciones de PM2.5, en horas próximas, a través de la aplicación de algoritmos 
de programación lineal, procesos de normalización y uso de series temporales basadas en 
tendencias de datos históricos. 
A través de varios análisis comparativos, se demostró que el modelo propuesto puede obtener 
resultados significativos, logrando desarrollar un sistema eficiente de pronóstico que 
proporciona información en tiempo real para los usuarios, pudiendo planificar su vida diaria sin 
problemas y ser notificados rápidamente sobre eventos relevantes respecto a la calidad del 
aire. 
 
Abbasi, T., Abbasi, T., Luithui, C. y Abbasi, S. (2019) en su artículo científico “Modelling 
methane and nitrous oxide emissions from rice paddy wetlands in India using Artificial Neural 
Networks (ANNs)” mencionan que los arrozales, que son humedales artificiales poco 
profundos, son responsables del 11% de las emisiones totales de metano atribuidas a las 
fuentes antropogénicas. El papel del uso del agua en la conducción de estas emisiones, y la 
distribución de las emisiones a países individuales dedicados al cultivo de arroz, son aspectos 
que se han visto envueltos en controversias y desacuerdos. Este problema se debe en gran 
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medida a que, las emisiones de metano (CH4) no solo cambian dependiendo del tipo de 
cultivo, sino que también sufren transformaciones de acuerdo con factores geográficos como 
el tipo de región, las condiciones climáticas, el tipo de riego, fertilizantes utilizados y 
condiciones propias del suelo, entre otros. Por ello, el nivel actual de comprensión sobre los 
factores que influyen en cuanto a las emisiones es desigual, haciendo que sea difícil 
comprender con precisión el papel de los incalculables factores, y menos modelarlos, siendo 
casi imposible desarrollar modelos analíticos que vinculen las causas con los efectos frente a 
las emisiones de CH4 y N2O de los arrozales. 
Los autores de este estudio señalan que estos casos concretos, recurrir a técnicas basadas 
en inteligencia artificial, como las redes neuronales, resulta efectivo para el modelamiento de 
estos tipos de fenómenos, partiendo de un conjunto de datos históricos, sin la necesidad de 
una comprensión explícita de los mismos, resultando muy provechoso. 
A partir de lo señalado, los autores proponen modelos basados en redes neuronales con el 
propósito de pronosticar emisiones de metano y óxido nitroso, tomando en cuenta factores 
geográficos como los mencionados anteriormente.  
Al evaluar la capacidad predictiva de los modelos propuestos comparando conjuntos de datos 
reales, se evidenció que hay una estrecha correspondencia de los pronósticos del modelo con 
los resultados experimentales. 
En conclusión, los modelos propuestos en este estudio son válidos para estimar emisiones de 
óxido nitroso y metano en humedales de arroz, los cuales son continuamente inundados para 
los que se debe disponer de datos como carbono orgánico total, conductividad eléctrica del 




Asadollahfardi, G., Mehdinejad, M., Pam, M., Asadollahfardi, R. y Farnad, M. (2016) en su 
artículo científico “Predicting Carbon Monoxide Concentrations in the Air of Pardis City, Iran, 
Using an Artificial Neural Network”, señalan que se han propuesto diversos métodos para 
explicar el complejo proceso de pronóstico de la polución atmosférica, donde uno de estos 
métodos es el uso de las redes neuronales, donde gracias a sus estructuras matemáticas no 
lineales y su capacidad para proporcionar pronósticos aceptables, han ganado popularidad 
entre los investigadores. El objetivo del estudio fue comparar las capacidades de dos RNA 
diferentes, las redes neuronales de perceptrón multicapa y las de función de base radial, para 
predecir las emisiones de monóxido de carbono en los alrededores de Pardis City, Irán. 
En el estudio se utilizaron datos recopilados de varianza de temperatura por cada hora, 
velocidad del viento y niveles de humedad, todo esto como entradas para entrenar las redes. 
La red neuronal MLP tenía dos capas ocultas, las cuales contenían un número determinado 
de neuronas: 13 en el primer nodo y 25 en el segundo nodo. Por otro lado, la red neuronal de 
base radial poseía una capa oculta con 130 neuronas, donde los resultados proporcionados 
por esta red tuvieron una mayor precisión aceptable que en el caso de la red neuronal MLP. 
Finalmente, los resultados de un análisis de sensibilidad utilizando la red neuronal MLP 
indicaron que la temperatura es el factor principal en la predicción de las concentraciones de 
CO y que la velocidad y la humedad del viento son factores de segunda y tercera importancia 
al pronosticar los niveles de CO. 
 
Contreras, L. y Ferri, C. (2016) en su investigación científica “Wind-sensitive interpolation of 
urban air pollution forecasts” señalan que la población de zonas urbanas se encuentra 
permanentemente expuesta a la polución del aire exterior. Además, esta se encuentra 
relacionada con numerosas muertes prematuras y prenatales cada año. 
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Los autores mencionan que se calcula que la polución del aire en zonas urbanas cuesta 
aproximadamente el 2% del producto bruto interno en países desarrollados, así como un 5% 
en países en vías desarrollo. Por otro lado, señalan que diversos estudios consideran a las 
emisiones de los vehículos como las responsables de producir más del 90% de la 
contaminación atmosférica en muchas regiones. 
Asimismo, los autores presentan algunos resultados de interpolación de pronósticos de 
contaminación del aire urbano en tiempo real para la ciudad de Valencia en España.  
A pesar de que muchas ciudades proporcionan datos de calidad del aire, en muchos casos, 
esta información se presenta con demoras significativas, como tres horas para la ciudad de 
Valencia, y se limita al área donde se encuentran las estaciones de medición. 
Posteriormente, se realizan comparaciones entre varios modelos de regresión, los cuales 
tienen la capacidad para predecir niveles de distintos contaminantes, tales como ozono o NOx, 
a lo largo de diferentes ubicaciones de la ciudad. 
Los autores también señalan que la fuerza y sentido del viento son características claves en 
la distribución de contaminantes alrededor de una región, por lo que se hace énfasis en 
estudiar diversos métodos para incorporar estos factores en modelos de regresión. 
Finalmente, se analiza cómo interpolar pronósticos de toda la ciudad, proponiendo una 
solución que considera el sentido de la brisa, y que, mediante el uso de estas estimaciones de 
contaminación, es capaz de generar un mapa de contaminación en tiempo real de la ciudad 
de Valencia. 
 
Mishra, D. y Goyal, P. (2016) en su artículo científico “Neuro-fuzzy approach to forecast NO2 
pollutants addressed to air quality dispersion model over Delhi, India”, señalan que el 
pronóstico de la contaminación del aire es el problema ambiental más importante en las áreas 
 
32 
urbanas, ya que es útil para evaluar las consecuencias de los contaminantes atmosféricos en 
la salud humana. 
Asimismo, los autores mencionan un incremento de la contaminación del aire por encima del 
nivel estándar en el área urbanizada de Delhi y que esto será un grave problema en los 
próximos años. En ese sentido, la meta fundamental del estudio fue desarrollar un modelo que 
pueda pronosticar las concentraciones diarias de contaminaciones atmosféricas con un día de 
anticipación. 
En el estudio se propuso el modelo Neuro-Fuzzy basado en inteligencia artificial, el cual sirve 
como herramienta de pronóstico de la calidad del aire y se optó por estudiar la concentración 
del dióxido de nitrógeno (NO2) para el análisis. Además, la aplicación de AERMOD tuvo como 
objetivo mejorar la capacidad de predicción del modelo desarrollado a partir de las emisiones 
con orígenes antropogénicos. 
La capacitación y la validación fue realizada con los datos diarios de temporada que se 
encontraban disponibles. La evaluación del modelo se realizó comparando sus resultados con 
los valores reales observados, así como con otros modelos estadísticos como MLR y RNA, lo 
que revela que el modelo NF funciona bien y se puede utilizar en pronósticos. 
 
Xi, X., Wei, Z., Xiaoguang, R., Wenjun, Y. y Jin, D. (2015) en su artículo científico “A 
comprehensive evaluation of air pollution prediction improvement by a machine learning 
method” indican que la predicción de la contaminación del aire urbano es una de las 
actividades más importantes en la gestión de la contaminación del aire urbano. 
En este artículo se comenta acerca de todas las ventajas del pronóstico sobre contaminación 
y climas. También, se diseña un marco de evaluación integral para mejorar el rendimiento de 
la predicción, donde los experimentos se implementan con diferentes grupos de características 
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y algoritmos de clasificación en el método de aprendizaje automático para 74 ciudades en 
China, con el propósito de encontrar el mejor modelo para cada ciudad. Es así como a partir 
de experimentos en diferentes ciudades, se puede obtener el mejor resultado mediante 
diferentes grupos de selección de características y selección de modelos. 
En conclusión, se menciona que los resultados experimentales indican que cuantas más 
funciones utilizamos, más posibilidades hay de mejorar la precisión de un pronóstico. 
 
Oprea, M., Ianache, C., Mihalache, S., Iordache, S. y Savu, T. (2015) en su artículo de 
investigación “On the development of an intelligent system for particulate matter air pollution 
monitoring, analysis and forecasting in urban regions” se habla  acerca del desarrollo de un 
sistema inteligente para el monitoreo, análisis y predicción de la polución del aire en partículas 
PM en dos ciudades piloto, Ploiesti y Targoviste, así como en áreas seleccionadas cerca de 
escuelas, jardines de infantes y hospitales pediátricos. 
El objetivo principal del desarrollo del sistema fue proporcionar alertas tempranas de expertos 
para proteger a los niños con problemas de salud, por lo que se diseñó una red de monitoreo 
PM 10, PM 2.5 in situ y se desarrolló una red de monitoreo PM 2.5 en línea para cada ciudad. 
También, se describen dos estudios de caso de análisis y predicción de la contaminación 
atmosférica por PM en la ciudad de Ploiesti, donde el pronóstico y el análisis de la repercusión 
de la contaminación del aire por PM, en la salud de los menores, fueron realizados utilizando 
técnicas estadísticas y de inteligencia artificial. 
 
Souza, R., Coelho, G., Da Silva, A. y Pozza, S. (2015) en su artículo científico “Using 
ensembles of artificial neural networks to improve PM10 forecasts” mencionan que las altas 
concentraciones de contaminantes atmosféricos provocan efectos negativos que van desde 
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problemas respiratorios en humanos hasta alteraciones en el crecimiento de los cultivos 
debido a la reducción de la radiación solar. En ese sentido, el estudio de partículas 
suspendidas (PM) en la atmósfera es especialmente relevante. También, se menciona que 
varias investigaciones están dedicados a evaluar los impactos de PM y desarrollar modelos 
para pronosticar las concentraciones de PM. Entre estos modelos, las redes neuronales 
artificiales (RNA) a menudo se emplean principalmente debido a que son capaces de aprender 
de un conjunto de muestras de datos de entrenamiento y se sabe que son aproximadores de 
funciones universales. Sin embargo, la mayoría de los algoritmos de entrenamiento RNA son 
susceptibles a las condiciones iniciales, por lo que los modelos resultantes de distintas fases 
de entrenamiento pueden presentar diferentes precisiones para el mismo problema. 
A partir de varios trabajos de investigación sobre aprendizaje automático se sabe que el 
enfoque de conjunto, que básicamente combina un conjunto de predictores de alta precisión 
ligeramente diferentes, tiende a conducir a pronósticos más precisos. Por ello, en este artículo 
se propone un conjunto de RNA para pronosticar las concentraciones diarias de PM10 en la 
ciudad de Piracicaba, Brasil, donde el conjunto fue entrenado con muestras diarias 
recolectadas de julio 2009 a junio 2013. Además, se realizaron experimentos con distintas 
configuraciones de RNA y se obtuvo una reducción promedio de 8.85% en el error cuadrático 
medio. 
Los conjuntos se compararon con los RNA individuales que condujeron a la mejor precisión 
en el conjunto de datos de entrenamiento. También se verificó que, en comparación con los 
distintos modelos RNA, el enfoque basado en conjuntos facilitó la generación de modelos de 
alta precisión, ya que permitió un aumento de la solidez del proceso de desarrollo. 
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Es importante resaltar que el enfoque propuesto se puede aplicar directamente a otros 
escenarios relacionados con la predicción de las concentraciones de PM, como diferentes 
contaminantes atmosféricos y datos meteorológicos. 
 
Zhou, Y., Chang, L. y Chang, F. (2020) en su artículo científico “Explore a Multivariate Bayesian 
Uncertainty Processor driven by artificial neural networks for probabilistic PM 2.5 forecasting” 
relatan acerca del estudio que realizaron, el cual consistió en la integración de un procesador 
de incertidumbre bayesiano multivariado (MBUP) y una red neuronal artificial (RNA) para 
generar pronósticos probabilísticos precisos de PM2.5. 
Las contribuciones del enfoque propuesto fueron dos. En primer lugar, el MBUP puede 
capturar la estructura de dependencia multivariada no lineal entre los datos observados y los 
pronosticados. En segundo lugar, el MBUP puede aliviar la incertidumbre predictiva 
encontrada en los modelos de pronóstico PM2.5 configurados por una RNA. 
La fiabilidad del enfoque propuesto fue evaluada por un caso de estudio de la calidad del aire 
en la ciudad de Taipei, Taiwán. Se tomaron en cuenta los pronósticos de concentraciones de 
PM2.5 en función de factores meteorológicos y de calidad del aire, a su vez basados en 
conjuntos de datos de observación por hora durante un largo periodo (2010-2018). 
En primer lugar, se investigó la Red Neural de Propagación Posterior (BPNN) y el Sistema de 
Inferencia Neural Adaptable Neural (ANFIS) para producir pronósticos deterministas. 
Los resultados de la investigación revelaron que el modelo ANFIS podría aprender diferentes 
mecanismos de emisión de contaminantes del aire (es decir, procesos primarios, secundarios 
y naturales) del sistema de inferencia difusa basado en agrupamiento y producir pronósticos 
deterministas más precisos que el BPNN. El modelo ANFIS luego proporcionó entradas, es 
decir, estimaciones puntuales, hacia los modelos de pronóstico probabilístico. 
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Es importante resaltar que los procesadores de incertidumbre bayesianos (BUP) pueden 
modelar la estructura de dependencia, es decir la función de densidad posterior, entre los 
datos observados y los pronosticados utilizando una función de densidad previa y una función 
de densidad de probabilidad. 
Los resultados obtenidos de esta investigación demostraron que el MBUP no solo es capaz 
de superar al UBUP, sino que también se adapta a la compleja estructura de dependencia 
multivariante no lineal entre observaciones y pronósticos. En consecuencia, el enfoque 
propuesto resulta que es capaz de reducir la incertidumbre predictiva, así como puede mejorar 
significativamente la confiabilidad del modelo y la precisión del pronóstico de PM2.5. 
 
Sharma, E., Deo, R., Prasad, R. y Parisi, A. (2020) en su artículo científico “A hybrid air quality 
early-warning framework: An hourly forecasting model with online sequential extreme learning 
machines and empirical mode decomposition algorithms” mencionan que elaborar un modelo 
de la calidad del aire a través del uso de herramientas que resulten prácticas y que permita 
realizar pronósticos en tiempo real con el propósito de aplacar riesgos en la salud colectiva, 
continúa siendo una tarea que se enfrenta a muchos desafíos, debido a la naturaleza caótica, 
no lineal y de alta dimensión de las variables utilizadas en el pronóstico de la calidad del aire. 
Esta investigación propone un marco híbrido de inteligencia artificial de alerta temprana, el 
cual es capaz de emular variables de calidad del aire por hora, es decir PM2.5 y PM10. 
Además, las variables atmosféricas fueron asociadas con el aumento de la mortalidad que es 
inducida por las vías respiratorias y el costo recurrente de la asistencia sanitaria. 
Las series de datos de calidad del aire por hora, desde enero de 2015 hasta diciembre de 
2017, se delimitan en sus respectivas funciones de modo intrínseco y una subserie residual 
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que revela patrones y resuelve características de complejidad de datos, seguido de la función 
de autocorrelación parcial que permite revelar cambios históricos en la calidad del aire. 
Para diseñar el modelo híbrido, los datos fueron divididos en 3 subconjuntos: capacitación 
70%, validación 15% y pruebas 15%. 
Para evaluar la precisión del modelo se utilizaron métricas estadísticas como: error cuadrático 
medio, error absoluto medio, índice de Willmott, índice de Legates & McCabe y coeficientes 
de Nash-Sutcliffe. 
Los resultados visuales y estadísticos demostraron que el modelo ICEEMDAN-OS-ELM 
propuesto registra resultados superiores, superando a los enfoques de comparación 
alternativos. Además, el análisis visual de la calidad del aire prevista y observada, a través de 
un diagrama de Taylor, ilustra la precisión del modelo objetivo, confirmando la versatilidad del 
modelo inteligencia artificial de alerta temprana en la generación de pronósticos de calidad del 
aire. Por lo tanto, el excelente rendimiento indica que el modelo híbrido propuesto posee un 
gran potencial para su uso en actividades de vigilancia de la calidad del aire, contribuyendo a 
la mitigación de amenazas contra la salud pública. 
 
Karatzas, K., Katsifarakis, N., Orlowski, C. y Sarzyński, A. (2017) en su artículo científico 
“Urban air quality forecasting: A regression and a classification approach” señalan que 
emplearon métodos de inteligencia computacional para modelar la polución del aire en la 
región metropolitana de Gdansk en Polonia. 
En dicha investigación, el problema de pronóstico se aborda utilizando algoritmos de 
clasificación y regresión. Además, se presenta un método que permite la utilización de un único 
modelo apoyado en una red neuronal para toda el área de interés. 
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Los resultados del modelo evidenciaron un buen rendimiento, obteniendo un coeficiente de 
correlación entre los pronósticos y las mediciones para la concentración de PM10 por hora, 
con 24 horas de anticipación, que alcanzó un valor de 0.81 y un índice de acuerdo de hasta 
54%. Por otro lado, el modelo de conjunto muestra una disminución en el error cuadrático 
medio en comparación con el mejor modelo simple. 
En conclusión, los resultados generales señalan que el enfoque de modelado específico 
presentado puede apoyar la provisión de pronósticos de calidad del aire en una central 
operativa. 
 
Kedari, S., Vuppalapati, J., Ilapakurti, A., Vuppalapati, R. y Vuppalapati, C. (2020) en su artículo 
científico “The Role of Supervised Climate Data Models and Dairy IoT Edge Devices in 
Democratizing Artificial Intelligence to Small Scale Dairy Farmers Worldwide” señalan que el 
cambio climático afecta a la producción de leche a nivel global. Por un lado, el aumento del 
estrés en las vacas debido al calor está causando que las granjas lecheras de tamaño 
promedio pierdan miles de galones de leche cada año. Por otro lado, el cambio climático 
drástico, especialmente en los países en desarrollo, empuja a los pequeños agricultores, 
agricultores con menos de 10 a 25 animales de ganado, por debajo de la línea de pobreza e 
incluso está provocando suicidios debido al estrés económico y el estigma social. Por lo tanto, 
es evidente que las prácticas actuales de la agricultura lechera se están quedando cortas al 
intentar resistir a los impactos del cambio climático. 
En consecuencia, los autores de este trabajo señalan que se necesitan técnicas innovadoras 
e inteligentes para la producción lechera, que empleen las mejores prácticas tradicionales 
respaldándose en información obtenida a partir de datos, con el fin de contrarrestar los efectos 
negativos del cambio climático. 
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Los autores plantean que el clima es un problema de datos y que el acceso de los dispositivos 
IoT basados en inteligencia artificial para los agricultores, no solo les permite a los agricultores 
comprender los patrones y las firmas del cambio climático, sino que también proporciona la 
capacidad de pronosticar los inminentes eventos de cambio climático y permite obtener 
recomendaciones basadas en datos para mitigar los efectos nocivos del cambio climático. Por 
lo tanto, con la disponibilidad de nuevas herramientas de datos, los agricultores no solo pueden 
mejorar su nivel de vida, sino que también pueden superar el tema del suicidio relacionado 
con el cambio climático. 
 
Bendaoud, N. y Farah, N. (2020) en su artículo científico “Using deep learning for short-term 
load forecasting” indican que la electricidad es la fuente energética más esencial que se 
explota hoy en día, ya que esta es primordial para un desarrollo económico y para mantener 
una estabilidad social, lo que a su vez implica la necesidad de modelar sistemas que permitan 
mantener un equilibrio perfecto entre la oferta y la demanda, ya que esta tarea depende en 
gran medida de identificar los factores que afectan el consumo de energía y mejorar la 
precisión del modelo previsto. Este artículo presenta una nueva red neuronal convolucional 
para el pronóstico de carga a corto plazo (STLF). Además, los autores señalan que se han 
realizado estudios para identificar los diferentes factores que afectan el consumo de energía 
en Argelia (Norte de África), y estos estudios ayudaron a determinar los aportes al modelo. 
La red neuronal convolucional del modelo propuesto utiliza una entrada bidimensional a 
diferencia de la entrada unidimensional convencional utilizada para el modelo STLF. Además, 
los resultados proporcionados por la red neuronal convolucional se compararon con otros 





Viswavandya, M., Sarangi, B., Mohanty, S. y Mohanty, A. (2019) en su artículo científico “Short 
Term Solar Energy Forecasting by Using Fuzzy Logic and ANFIS” mencionan que la predicción 
precisa de la energía solar es un tema clave para una integración significativa de las plantas 
de energía solar en la red. 
Además, señalan que la tecnología solar fotovoltaica es la tecnología más preferible y vital en 
comparación con todas las demás fuentes de energía renovables. Incluso se sabe que la 
energía solar es muy irregular, por lo que la salida del sistema fotovoltaico solar se desvía 
debido a las condiciones atmosféricas como temperaturas, humedad, velocidad del viento, 
irradiancia solar y otros datos climatológicos. Por lo tanto, es necesario predecir la energía 
solar para minimizar la incertidumbre en el aprovechamiento de energía del sistema solar 
fotovoltaico.  
En este trabajo, se desarrolla el modelo de lógica difusa y el modelo ANFIS para manipular los 
datos de irradiación solar que sirven para pronosticar la irradiación solar de corta duración. 
Finalmente, los resultados adquiridos correspondieron a los datos manipulados y se ratifica 
que los resultados válidos. 
 
Dotse, S., Petra, M., Dagar, L. y De Silva, L. (2017) en su artículo científico “Application of 
computational intelligence techniques to forecast daily PM10 exceedances in Brunei 
Darussalam” indican que las partículas en suspensión PM10  son el contaminante que causa 
excedentes en los umbrales de calidad del aire del ambiente, y el indicador clave del índice de 
calidad del aire en Brunei Darussalam para los episodios relacionados con la neblina causados 
por los incendios recurrentes de biomasa en el sudeste asiático. 
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El presente estudio tiene como objetivo proporcionar pronósticos adecuados para las 
superaciones de PM10 para ayudar en el asesoramiento de salud durante los episodios de 
bruma en los cuatro distritos administrativos del país. Se ha propuesto un marco basado en 
técnicas de inteligencia computacional de bosques aleatorios (RF), algoritmo genético (GA) y 
redes neuronales de propagación inversa (BPNN) en el que la predicción final se realiza 
mediante el modelo BPNN. Una combinación híbrida de GA y RF se aplica inicialmente para 
determinar el conjunto óptimo de entradas de los conjuntos de datos iniciales de meteorología 
ampliamente disponible, la persistencia de altos niveles de contaminación, las variaciones a 
corto y largo plazo de los parámetros de las tasas de emisión. El procedimiento de selección 
de entradas no depende del algoritmo de entrenamiento de propagación hacia atrás. 
Los resultados numéricos presentados evidenciaron que el modelo propuesto no solo produjo 
pronósticos satisfactorios, sino que también se desempeñó de manera consistente a través de 
varios indicadores estadísticos de rendimiento en comparación con la optimización estándar 
de BPNN y GA basada en el algoritmo de entrenamiento de propagación inversa.  
Este modelo también mostró pronósticos de superación de umbral satisfactorios logrando, por 
ejemplo, la mejor tasa predicha verdadera de 0.800, tasa de falsos positivos de 0.014, tasa de 
falsas alarmas de 0.333 e índice de éxito de 0.786 en la estación de monitoreo del distrito de 
Brunei-Muara. 
En general, el estudio actual presenta profundas implicaciones en futuros estudios para 
desarrollar un modelo de pronóstico de la calidad del aire en tiempo real que permita respaldar 
la gestión de la turbidez. 
 
Sharma, N., Taneja, S., Sagar, V. y Bhatt, A. (2018) en su artículo científico “Forecasting air 
pollution load in Delhi using data analysis tools” mencionan que el gran asunto de la polución 
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del aire siempre ha sido motivo de preocupación debido al rápido desarrollo y urbanización 
durante un largo período. 
En este estudio se señala que el creciente nivel de contaminantes en el aire, durante el periodo 
2016-2017, ha deteriorado la calidad del aire de Delhi a un ritmo alarmante. Esto llevó a centrar 
el estudio en la vigilancia del aire de la región de Delhi. 
El pronóstico de la condición futura del aire se llevó a cabo analizando los contaminantes por 
medio de métodos de análisis de datos. Además, se propuso realizar una evaluación detallada 
sobre los contaminantes del aire desde el año 2009 al 2017 junto con una observación crítica 
de la tendencia de los contaminantes del aire del periodo 2016-2017 en Delhi. Se utilizó un 
análisis descriptivo y un análisis predictivo para estudiar las tendencias de varios 
contaminantes del aire como dióxido de azufre (SO2), dióxido de nitrógeno (NO2), partículas 
en suspensión (PM), ozono (O3), monóxido de carbono (CO), benceno y pronósticos. 
 
Bougoudis, I., Demertzis, K. y Iliadis, L. (2016) en su artículo científico “HISYCOL a hybrid 
computational intelligence system for combined machine learning: the case of air pollution 
modeling in Athens” señalan que el análisis de la vigilancia del aire, así como el monitoreo 
continuo de los niveles de contaminación del aire son temas importantes de la ciencia y la 
investigación ambiental. Además, mencionan que este problema tiene un impacto real en la 
salud del hombre y de su calidad de vida. En consecuencia, la determinación de las 
condiciones que favorecen la alta concentración de contaminantes y la previsión oportuna de 
tales sucesos es crucial, ya que facilita la imposición de medidas específicas de protección y 
prevención por parte de la protección civil. 
Este trabajo de investigación realiza un análisis de un innovador sistema híbrido inteligente 
triple de algoritmos combinados de aprendizaje automático llamado HISYCOL. En primer 
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lugar, se trata la correlación de las condiciones bajo las cuales emergen altas concentraciones 
de contaminantes. En segundo lugar, se propone y presenta un sistema de conjunto que utiliza 
una combinación de algoritmos de aprendizaje automático capaces de pronosticar los valores 
de los contaminantes del aire. Además, el enfoque presentado permite lograr un avance en la 
precisión de los modelos de pronóstico existentes mediante el uso de aprendizaje automático 
no supervisado para agrupar los vectores de datos y rastrear el conocimiento oculto.  
Finalmente, se emplea un sistema de inferencia difusa Mamdani para cada contaminante del 
aire con el fin de pronosticar aún más eficazmente las concentraciones. 
 
Ayyalasomayajula, H., Gabriel, E., Lindner, P. y Price, D. (2016) en su artículo científico “Air 
Quality Simulations Using Big Data Programming Models” mencionan que los pronósticos de 
niveles diarios de contaminantes se han convertido en una parte estándar de las predicciones 
meteorológicas en la televisión, en línea y en los periódicos. 
Los grupos de investigación también necesitan analizar plazos más largos en más ubicaciones 
para correlacionar los desarrollos a largo plazo de diferentes contaminantes con múltiples 
efectos graves para la salud, como el asma. 
Este artículo presenta una comparación de los modelos de programación Hadoop MapReduce 
y Spark para simulaciones de calidad del aire, guiando el desarrollo de código futuro para los 
grupos de investigación interesados en estos análisis. Para ello, se utilizaron dos casos de 
uso, donde el primero fue calcular el promedio móvil de ocho horas de contaminantes en una 
región restringida y el segundo identificar grupos de sensores que muestran patrones similares 
en la concentración de contaminantes durante varios años en el estado de Texas. 
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El conjunto de datos utilizado en este análisis son datos de contaminación del aire recopilados 
durante quince años en 179 sitios de monitoreo en todo el estado de Texas para una variedad 
de contaminantes. 
Finalmente, los resultados revelaron beneficios de rendimiento de entre 20% y 25% para las 
soluciones Spark sobre MapReduce. 
 
Mishra, D. y Goyal, P. (2015) en su artículo científico “Development of artificial intelligence 
based NO2 forecasting models at Taj Mahal, Agra” señalan que técnicas como la regresión 
estadística y modelos específicos basados en inteligencia computacional son de utilidad para 
el pronóstico de las concentraciones de NO2 por hora en el monumento histórico Taj Mahal, 
en Agra. 
En este estudio indican que el modelo fue desarrollado con el propósito de pronosticar la 
calidad del aire orientada a la previsión de la salud colectiva, ya que los últimos diez años del 
análisis de datos de la contaminación del aire revelaron que la concentración de contaminantes 
aumentó significativamente. Además, observaron que los niveles de contaminación son 
siempre más altos durante los meses de noviembre en los alrededores de Taj Mahal, por lo 
que se utilizaron datos de observaciones por hora de los meses de noviembre, para la 
construcción de modelos de pronóstico de vigilancia del aire en Agra, India. 
En primer lugar, se utilizó la regresión lineal múltiple que serviría para construir un modelo de 
predicción de la calidad del aire a fin de pronosticar las concentraciones de NO2 en Agra. 
Además, se analizó un enfoque novedoso basado en modelos de regresión y se realizó un 
estudio de componentes principales para encontrar las correlaciones entre diferentes variables 
predictoras meteorológicas y de contaminantes del aire. 
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Luego, se tomaron las variables significativas como parámetros de entrada para proponer el 
modelo confiable de perceptrón multicapa de la red neuronal artificial que serviría para 
pronosticar la contaminación del aire. 
Los modelos MLR y PCA fueron evaluados mediante un análisis estadístico donde se concluyó 
que el modelo PCA funciona mejor y puede usarse para pronosticar la contaminación del aire 































CAPÍTULO V: CONCLUSIONES 
 
5.1 TENDENCIAS 
La contaminación del aire se presenta como un gran desafío del último siglo, ya que ha 
despertado un gran interés por la vigilancia de la calidad del aire, dando paso al surgimiento 
de nuevas metodologías y tácticas de pronóstico de la contaminación atmosférica que son 
superiores en precisión con respecto a métodos clásicos de estimación. 
 
5.2 ENCUENTROS Y DESENCUENTROS ENTRE ESTUDIOS 
En este trabajo de investigación se realizó una revisión de las principales estrategias de 
predicción de contaminantes en el aire, donde cada una posee tanto ventajas como 
desventajas en tareas de pronóstico de contaminantes. 
Los modelos estadísticos pueden ser aplicados a diferentes contextos y no requieren de 
mucho tiempo para ser construidos, pero estos necesitan partir del consumo de un gran 
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conjunto de datos, así como dependen bastante de la técnica que se utilice para tratar las 
series temporales. 
Los modelos de predicción que emplean tecnologías de inteligencia artificial, como las redes 
neuronales, son capaces de obtener buenos resultados, particularmente sobre conjuntos de 
datos que no sean lineales, pero suelen ser inestables y dependen bastante del conjunto de 
datos que empleen. 
Los modelos de pronóstico híbridos son mucho más robustos, presentan un escaso nivel de 
riesgo y son capaces de adaptarse al integrarse con otros modelos, aprovechando sus 
principales beneficios, pero a menudo comprenden un gran nivel de complejidad en su diseño 
y construcción. 
Comparando estos tipos de modelos se concluye que, el rendimiento de los modelos de 
predicción que se basan en tecnologías de inteligencia artificial es mucho mejor que el de los 
modelos estadísticos, pero estos modelos no son capaces de obtener un rendimiento superior 
al de un modelo híbrido. 
Por otro lado, las investigaciones revisadas sugieren que existe una mejora de precisión en 
los modelos de pronóstico, cuando se toman en cuenta las variables meteorológicas, así como 
otros factores geográficos del entorno. 
Al efectuar pronósticos de la contaminación del aire basados en un área específica y 
determinados contaminantes, estamos sujetos a diversos factores atmosféricos del entorno 
que influyen directamente en la precisión de los pronósticos, por lo que no existe un modelo 
de pronóstico que se ajuste perfectamente a cualquier contexto o necesidad, ni existe una 
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6.2.1 Glosario de términos 
 
AERMOD: Se trata de un software simulador de modelos de dispersiones de concentración y 
exposición de contaminación atmosférica originada por varias fuentes. 
LSTM: Término abreviado de “Long short-term memory”, el cual se refiere a una arquitectura 
de red neuronal artificial recurrente utilizada en el campo del aprendizaje profundo, la cual 
posee conexiones de retroalimentación que le otorgan la capacidad para realizar tareas como 
el reconocimiento de voz y la detección de anomalías en el tráfico de redes informáticas. 
Multi-step: Cuando hablamos de predicción utilizando series de tiempo, con “multi-step” nos 
referimos a la predicción que consta de varios periodos de tiempo en el futuro. 
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MLP: Término utilizado para abreviar el concepto de perceptrón multicapa, el cual se trata de 
un tipo de modelo de red neuronal artificial de alimentación directa y que consta de al menos 
tres capas de nodos: capa de entrada, capa oculta y capa de salida. 
MLR: Abreviación de regresión lineal múltiple, la cual representa un método estadístico 
utilizado en el modelamiento de una relación lineal entre una variable dependiente y una o más 
variables independientes. 
NOx: Término genérico que hace referencia a un grupo de gases muy reactivos que contienen 
nitrógeno y oxígeno en diversas proporciones, como por ejemplo el NO y NO2. 
PM: Término utilizado para referirse a materia particulada, el cual abarca una mezcla de 
partículas sólidas y gotas líquidas que se pueden encontrar en el aire, las cuales suelen ser 
tan pequeñas que solo pueden ser detectadas por un microscopio electrónico. 
PM10: Pequeñas partículas sólidas o líquidas dispersas en la atmósfera, cuyo diámetro 
aerodinámico es menor que 10 micras. 
PM2.5: Muy pequeñas partículas sólidas o líquidas dispersas en la atmósfera, cuyo diámetro 
aerodinámico es menor que 2.5 micras. 
Smog: Tipo de contaminación del aire intensa que consta generalmente de la mezcla de humo 
de zonas urbanas y niebla en el aire. 
Wavelet: Oscilación en forma de onda con una amplitud que comienza en cero, aumenta y 
luego disminuye a cero, las cuales son diseñadas intencionalmente para tener propiedades 
específicas que las hacen útiles en el procesamiento de señales. 
