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Abstract
The occurrence of supershear ruptures implies unique pre- and post-seismic stress con
ditions on and around the host fault segment leading to off-fault aftershocks. This increases
seismic hazard even at very large distances away from the main fault. This thesis tries to
ascertain whether this leads to anomalous statistical behaviour of the aftershock sequences
produced by these events. The aftershock sequences of the known supershear events are
studied and, for each sequence, the statistical features of the aftershocks in the supershear
zone are compared with those of the rest of the aftershocks. It is observed that the ¿»-value is
always higher in the supershear zone, the largest aftershock magnitude is smaller than that
expected according to Bath’s law and that there is no systematic trend in the spatial distribu
tion of the exponent of the modified Omori law. It is further proposed that these statistical
features are a consequence of the off-fault distribution of aftershocks and that the ¿»-value
anomaly is due to the dependence of the ¿»-value on material strength.

Key words: supershear ruptures, rupture dynamics, earthquake physics, Gutenberg Richter scal
ing, aftershock statistics, modified Omori law, Bâth’s law.
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Chapter 1
Introduction
Crustal earthquakes occur as a result of transient release of elastic energy caused by the
formation and growth of large ruptures under the influence of large tectonic stresses ac
cumulated in the crust over geological time-scales. Ruptures nucleate in zones where the
applied crustal stress can overcome the rock (or other geological material) strength and grow
outward, dynamically radiating energy from regions around the rupture tip in the form of
seismic waves. Most earthquake ruptures propagate with speeds smaller than the Rayleigh
wave velocity of the medium. These are called sub-Rayleigh ruptures. However, segments
of otherwise sub-Rayleigh seismogenic ruptures can occasionally accelerate to and sustain
speeds higher than the local shear wave velocity under suitable conditions, giving rise to
so-called supershear ruptures (Andrews, 1976; Das and Aki, 1977). Such high speeds are
theoretically possible only for purely mode II (or in-plane) ruptures.
Supershear ruptures require the presence of specific strength and stress conditions on the
geological fault which are very different from the requirements of a sub-Rayleigh rupture.
There are, however, several candidate theories for mechanisms by which a rupture might
accelerate to supershear speeds. The occurrence of supershear ruptures usually is associated
1
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with a local higher value of prestress on the supershear fault segment compared to the subRayleigh segments of the same fault (Andrews, 1976; Das and Aki, 1977). The presence
of local strength or stress heterogeneities may also lead to accelerated energy release in
dynamic ruptures with sustained supershear energy bursts (Dunham et al, 2003; Dunham,
2007; Lu et al., 2009). It has been further observed in laboratory experiments that mode II
ruptures along planes of weakness in materials also may originate as supershear (Rosakis
etal., 1999).
Unlike the pre-seismic requirements, the post-seismic stress implications of a supers
hear rupture are unique. Unattenuated shear stresses generated by the supershear rupture
are radiated to distances comparable to the depth of rupture instead of rapidly decaying at
much smaller distances from the rupture, as seen for sub-Rayleigh ruptures. This leads to
high stress concentrations at large distances from the fault. This leads to significant ground
shaking at large distances away from the main fault thus increasing the co-seismic hazard in
these regions. This off-fault stress redistribution also leads to aftershocks being distributed
away from the fault on the supershear segment of the rupture (Bouchon and Karabulut,
2008). There is, therefore, an elevation in the post-mainshock seismological hazard as well
at large distances away from the main rupture. This systematic off-fault redistribution of
aftershocks is unique to supershear rupture segments. The statistical properties of such af
tershock sequences have not been studied in any considerable detail. This thesis tries to
ascertain whether these pre- and post-seismic stress conditions and the resultant spatial af
tershock distributions lead to discernible features in the statistical properties of the aftershock
sequences of the earthquakes known to be associated with supershear ruptures.
A combination of instrumental records, inversions and field studies have confirmed five
large earthquakes where rupture speeds exceeded the local shear wave velocity on some
segment of the seismogenic rupture: 1979 Mw 6.5 Imperial Valley (California) (Archuleta,
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1984; Spudich and Cranswick, 1984), 1999 Mw 7.6 Izmit (Turkey) (Bouchon et al., 2000,
2001); 1999 Mw 7.2 Duzce (Turkey) (Bouchon et al., 2001; Bouin et al., 2004; Konca et al.,
2010); 2001 Mw 7.8 Kunlunshan (Tibet) (Bouchon and Vallee, 2003; Robinson et al., 2006;
Vallee et al., 2008) and 2002 Mw 7.9 Denali (Alaska) earthquake (Aagaard et al., 2004;
Dunham and Archuleta, 2004; Ellsworth et al., 2004). Detailed statistical analysis of each of
these aftershock sequences, with the exception of the Kunlunshan sequence, was undertaken
here. The Kunlunshan sequence had too few aftershocks to yield statistically reliable results.
All inferred observations of supershear rupture propagation are limited to large strike-slip
earthquakes. It is not clear if supershear rupture propagation can occur in other tectonic
settings as well. It is also not clear if such events are actually very rare occurrences or
does the quality of available seismological data not allow supershear rupture propagation
being detected. But on the basis of the present state of our knowledge it can be said that, in
comparison to sub-Rayleigh events, an overwhelmingly small number of earthquakes exhibit
supershear rupture propagation.
The research was undertaken in two stages. The scaling properties of the aftershock
sequence of the Denali earthquake were first looked at in detail. The sequence exhibits non
trivial scaling behavior in magnitude, aftershock decay rates, and aftershock interoccurrence
times. In particular, a marked spatial variability was observed in the Gutenberg-Richter ex
ponent, the ¿»-value, along the different segments of the rupture. It was also observed that
this statistical parameter varied between early and late times after the mainshock and over
different magnitude ranges. Strong indications were found that certain aspects of this vari
ability might be ascribed to the occurrence of some of the aftershocks on and around the
supershear rupture segment associated with this event. Particularly, a statistically higher bvalue was observed for the aftershocks that occurred in the zone surrounding the supershear
rupture. Further, a method was outlined to obtain an average ¿»-value, consistent with the
theory and statistical properties of the data, for such sequences which show variability in
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the ¿»-value over different magnitude ranges. A large difference was observed between the
magnitude of the largest aftershock and the mainshock. This was analyzed and discussed
using the modified Bath’s law (Shcherbakov and Turcotte, 2004). It was observed that the
aftershock decay rate can be approximated by the modified Omori law. The distribution of
interoccurrence times was studied and it was showed that it can be explained in terms of a
non-homogeneous Poisson process in time. It was observed that the rescaled interoccurrence
time distributions for various magnitude thresholds collapse into a single curve which indi
cates that the aftershock sequence exhibits self-similarity in both magnitude and time. In
particular, the statistical features of the aftershock sequence showed that the rupture process
or the pre-conditions that lead to it may influence aftershock statistics.
Further analysis was done to check whether the spatial ¿»-value variability and abnormally
large difference between the mainshock and largest aftershock magnitudes encountered in the
Denali afterhsock sequence are universal features for aftershocks of supershear earthquakes.
This natural extension of the first stage of the research formed the second part of the work.
The statistical properties of the aftershock sequences of the Imperial Valley, Izmit and Duzce
earthquakes were looked at along with those of the Denali sequence. Particularly, the statis
tical properties of aftershocks within the zone around the supershear segment of the rupture
were analyzed and compared to the corresponding properties of the rest of the aftershocks in
each of the sequences. The Gutenberg-Richter scaling, the modified Omori law and Bath’s
law were analyzed for each sequence. It was observed that the ¿-value is always higher in
the supershear zone than the rest of the sequence. It was also observed that, on average, the
largest aftershock magnitude is smaller than that expected according to Bath’s law. More
over, it was seen that there is no systematic trend in the exponent of the modified Omori law
when comparing the aftershocks in the supershear zone to the rest of the aftershock region.
A description of the probable physical reasons behind these statistical anomalies has also
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been attempted in this study. It has been argued that the statistical anomalies are correlatable
with the properties of dynamic rupture propagation. It has been shown, both with physical
arguments as well as through some simple analytical calculations, that the distribution of
aftershocks away from the fault in the supershear zone plays a major role in creating these
statistical anomalies. The dependence of the ¿»-value on the physical conditions and prop
erties existing around the fault zone has been discussed in detail. The random fluctuations
in the Omori law parameter is also discussed in light of existing theories of aftershock gen
eration. The Bath’s law anomaly is related to particular features of statistical models of
seismicity.

Chapter 2
Background on supershear ruptures and
aftershock statistics
This chapter aims at a thorough review of the scientific literature relevant to this work and is
divided into two separate sections. The first mainly deals with the current scientific under
standing of the occurrence of supershear earthquakes and the physics of the rupture process.
The known characteristics of the aftershocks of supershear earthquakes is also reviewed. The
second section deals with the known statistical properties of a given aftershock sequence.
This section describes the various statistical parameters that characterize these statistical
properties and points out possible physical connections of these parameters with the process
of production of aftershocks.

2.1 General features of supershear ruptures
An earthquake rupture is called supershear if it propagates stably with a velocity greater than
the local shear wave velocity but less than the local dilatational wave velocity for some part of
6
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its spatio-temporal history. Most shallow crustal earthquakes occur due to sudden rupturing
of the crust along pre-existing fault planes under remote tectonic loading. The growth of
shear ruptures in linear elastic media along a plane of weakness is a good theoretical analogue
for this problem. Figure 2.1 shows the different possible modes of ruptures. Among the two
types of shear ruptures, only Mode II ruptures can exhibit speeds larger than the Rayleigh
wave velocity of the medium. Mode II ruptures are in-plane shear ruptures where the relative
sliding of the crack faces is constrained on the crack plane and is perpendicular to the crack
front.

Mode I: Tensile

Mode II: In Plane

Mode III: Anti-plane

Figure 2.1: The different modes of rupture shown schematically. Earthquakes, at least in the
macro scale, are pure shear ruptures of only mode II or mode III type. Only pure mode II
ruptures can undergo supershear transitions theoretically. Mode III ruptures have a maximum
possible velocity equal to the Rayleigh wave velocity of the medium. (Figure adapted from:
h ttp :/ / www.n d t-ed .org)
Theoretical solutions for such expanding mode II cracks predicted supershear ruptures
about thirty years ago (Burridge, 1973; Andrews, 1976; Das andAki, 1977) and their proper
ties were subsequently studied in detail. But observation of supershear ruptures in real earth
quakes was not achieved until recently (.Archuleta, 1984; Spudich and Cranswick, 1984).
Since direct observation of rupture propagation in the crust is impossible, seismologists
must rely on the ground motion records and seismic inversions to study rupture histories
of earthquakes. With recent advancements in both instrumentation as well as computational
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capabilities, it has become clear that segments of seismogenic ruptures may become supers
hear in real earthquakes. The spatio-temporal rupture velocity history for large earthquakes is
generally inferred by kinematic or dynamic inversion of ground motion records (.Archuleta,
1984; Olsen et al., 1997; Peyrat et al., 2001; Madariaga and Olsen, 2002). In kinematic
inversion, no information about the source is utilized (.Madariaga and Olsen, 2002). A dis
location source model is assumed and on the basis of the model a synthetic seismogram is
calculated using the suitable mathematical form for the medium response (or the Green’s
function). The dislocation model involves specifying the spatio-temporal rupture velocity
distrbution as a model parameter and, therefore, minimizing the misfit between the synthetic
and observed ground motion records yields a suitable estimate of the rupture velocity history.
Dynamic inversion attempts to solve the full elastodynamic wave equation (Navier’s equa
tion) subject to boundary conditions on the plane hosting the rupture (Madariaga and Olsen,
2002) to create the synthetic seismogram. The prestress on the rupture plane needs to be
supplied as initial condition. As slip history can be related to the static stress drop (.Brodsky
and Kanamori, 2004), the pre-stress distribution can be approximated using the slip history
obtained from a kinematic inversion (Olsen et al, 1997; Madariaga and Olsen, 2002). For
example, in (Olsen et al, 1997), the rupture history for the 1992 Mw7.3 Landers earthquake
was dynamically inverted by defining the pre-stress as the sum of a stress baseline of 5 MPa
and the static stress drop (inverted in sign) obtained from the kinematic inversion of slip
history by Wald and Heaton (1994). In such a case the dynamic inversion works as a refine
ment on the kinematic inversion. Once the synthetic seismogram is obtained, minimizing the
misfit between the synthetic and observed waveforms gives the rupture speed, slip history,
rupture dimensions etc. Generally, long-period surface waves are used for these inversions
as they are least susceptible to scattering, anelastic attenuation and other complex propaga
tion effects (Brodsky and Kanamori, 2004). Such inversions also lead to estimates of rupture
lengths. Such estimates are accurate to within a few tens of kilometers of the actual rupture
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length (Zhang and Kanamori, 1988). So the spatial extent of supershear rupture segments
are estimated from both rupture speed and slip histories and can be expected to be accurate
within an order of 10 km in magnitude.
As mentioned earlier, the five earthquakes that have been inferred to have had sizeable su
pershear rupture segments are: 1979 Mw 6.5 Imperial Valley (California) (.Archuleta, 1984;
Spudich and Cranswick, 1984), 1999 Mw 7.6 Izmit (Turkey) (Bouchon et al., 2000, 2001);
1999 Mw 7.2 Duzce (Turkey) (Bouchon et al., 2001; Bouin et al., 2004; Konca et al., 2010);
2001 Mw 7.8 Kunlunshan (Tibet) (Bouchon and Vallee, 2003; Robinson et al., 2006; Vallee
et al., 2008) and 2002 Mw 7.9 Denali (Alaska) earthquake (Aagaard et al., 2004; Dunham
and Archuleta, 2004; Ellsworth et al., 2004). Apart from these aforementioned events, re
ports of the rupture velocity exceeding the shear wave velocity on fault patches only a few
kilometers long were made for the 1992 Mw 7.3 Landers (California) earthquake (Olsen
et al., 1997; Peyrat et al., 2001). The evidence here is less conclusive due to contradictory
ground motion records and the fact that rupture speeds over such short distances are poorly
resolved. Supershear ruptures are generally associated with special pre- and post-seismic
stress conditions, e.g. the requirement of high prestress to initiate supershear rupture propa
gation (Rosakis, 2002; Dunham, 2007; Lu et al., 2009) and the transmission of shear stresses
within the shear wave mach cones to large distances away from the rupture plane (Bhat et al.,
2007; Mello et al., 2010). This off-fault stress redistribution and the fact that supershear rup
tures are generally observed to occur on frictionally smooth segments of faults lead to the
occurrence of aftershocks off the main fault (Bouchon and Karabulut, 2008). The goal of
this work is to find out whether this unique pattern of aftershock generation and the pre- and
post-seismic stress redistributions affect the aftershock statistics of supershear mainshocks.
In particular, an attempt is made to ascertain whether the aftershocks which occurred near the
supershear rupture segment are statistically different from the ones which occurred through
out the rest of the aftershock region. To relate the observed statistical signals, if any, to
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the properties of dynamic rupture propagation and in particular to supershear transition, one
needs to understand the physical mechanisms of sub-Rayleigh to supershear transitions. The
following sections review the present state of scientific knowledge about these transitions
and the effect that they have on aftershock occurrence.

2.2 Supershear ruptures and aftershock sequences
Earthquakes are generally modeled as shear cracks propagating along planes of weakness
in geological material analogous to faults. In geological terms, a fault is a planar crack or
discontinuity in a volume of rock, across which there has been significant displacement. The
propagation of the ruptures leads to the observed significant displacements (stated in the ge
ological definition of faults) of the two blocks juxtaposed across the pre-existing plane of
weakness. Spontaneous ruptures occur when the outward flux of kinetic and strain energy
from the nucléation zone overcomes the local fracture energy and the rupture effectively
grows by breaking the intact material lying ahead. As the crack tip is a soured of radiation
of the elastic waves carrying information about rupture propagation through the medium,
any perturbation to the speed at which the rupture is propagating would lead to high fre
quency ground motions. One example of rupture speed perturbation, predicted theoretically
(Burridge, 1973; Andrews, 1976; Das andAki, 1977) and observed experimentally (Rosakis
et al., 1999; Xia et al, 2004, 2005) as well as in real earthquakes (Bouchon and Vallee, 2003;
Aagaard et al, 2004), is the transition of ruptures from sub-Rayleigh to supershear speeds.
It has also been generally observed that only large strike-slip events tend to exhibit su
pershear events. It is not clearly understood that if the occurrence of supershear ruptures
are limited to the strike-slip tectonic setting only. Observational evidence is lacking in this
regard. It is also not understood if smaller strike slip events can also exhibit supershear
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ruptures. There have been some discussion whether the Mw 6.0 2004 Parkfield earthquake
showed supershear rupture features (Xia et al., 2005). But this has never been conclusively
proven. Two reasons for the lack of supershear ruptures in small strike slip events can be
intuitively understood. Firstly, with the present level of instrumentation and schemes of
seismological inversion, it is very difficult to numerically ascertain supershear rupture for
small magnitude events. Secondly, it has been observed that one requirement for supershear
transition is a long rupture length which allows the rupture front to gather enough strength
to become supershear. This requirement is difficult to accommodate in smaller strike-slip
earthquakes. But this transition length requirement varies in a large range (from < 10 km to
50 km) for observed supershear events (Bouchon and Karabulut, 2008). Thus, the answer
to this question remains open. The phenomenon of supershear rupture propagation in nature
is still largely not understood and it is of central importance to understand the requirements
and implications of the occurrence of these class of ruptures.
Studies of sub-Rayleigh to supershear transition have an important practical use. Un
derstanding the conditions that lead to supershear rupture propagation in models of fault
planes can help constrain properties and stress conditions on the real faults where rupture
speeds of large earthquakes have been inferred. Additionally, it is important to know which
conditions can lead to supershear ruptures on faults in order to understand the likelihood of
occurrence of these ruptures because the seismic hazard presented by them is significantly
different from that of earthquakes without supershear rupture. As mentioned above, supers
hear ruptures can cause considerably stronger shaking at large distances away from the fault
than sub-Rayleigh ruptures since Mach fronts generated by supershear ruptures carry large
stresses and particle velocities far from the fault (Bhat et al., 2007). This property of super
shear ruptures also leads to the aforesaid distribution of aftershocks far away from the fault
and hence the increase of post-mainshock hazard in otherwise unanticipated regions (Bou
chon and Karabulut, 2008). The study of aftershocks generated by earthquakes associated

C hapter 2. B ackground on supershear ruptures and aftershock statistics

12

with supershear ruptures enables us to study this increased seismic hazard at large distances
away from the fault after the mainshock and is therefore of significant practical utility.

2.2.1 Physics of supershear ruptures
The occurrence of supershear ruptures is observed in general when initially sub-Rayleigh
ruptures accelerate to supershear rupture velocities. Using elastodynamic equations of mo
tion under the appropriate initial and boundary conditions, it can be analytically shown that
for bilaterally growing mode II ruptures along a plane of weakness in a homogenenous
medium, a stress peak travels at speeds higher than the Rayleigh and shear wave velocities
ahead of the rupture tip (Burridge, 1973). Andrews (1976) performed numerical simulations
of spontaneous rupture propagation on a uniformly prestressed and frictionally homogeneous
interface governed by a linear slip weakening friction law. This means that on the interface,
which is analogous to the fault plane, friction linearly decreases from static friction strength
r s to constant dynamic friction strength rd over a characteristic slip length d0. This implies
that the total fracture energy is finite and is given as
. This quantity is the area under
the friction curve in Figure 2.2(b). Andrews initiated his model with shear stress and slip
distributions appropriate for a critical static crack under a uniform far-field shear loading r°
and nucleated a dynamic crack by slightly perturbing the shear stress profile along the criti
cal crack face. Figure 2.2 shows this model schematically along with the functional form of
the linear slip weakening friction assumed by Andrews (1976).
This work reaffirmed the analytical results of Burridge (1973) by showing through nu
merical simulations that a growing shear stress peak indeed propagates with a speed slightly
higher than the shear wave speed cs in front of the initially sub-Rayleigh crack. The simu
lations showed that as the rupture accelerated to speeds close to the Rayleigh wave velocity
cR, the supershear stress peak approached its limiting value rmax = r° + 5cnt(r° - rd), where
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Figure 2.2: (a) A schematic diagram showing the initial steady state crack of critical length
assumed by Andrews (1976). Co-ordinate system with origin at the center of the crack,
(b) Functional form of the linear slip-weakening friction law assumed by Andrews (1976)
showing variation of shear stress T with slip on the interface 6. This implies that the total
fracture energy is finite and is given as
(Figure adapted from: Liu and Lapusta
(2008))
S crit = 1.77 is a critical value of the seismic ratio. Here the seismic ratio S is defined as
r°
S = -j-0rs —
_ jd

21

( . )

and it follows from this definition that 5 = 5 ^ when rs = rmax. In the above model, S is
the model parameter and hence rmax was obtained by changing the value of S to S = 5crit =
1.77. If Tmax > t \ the shear stress peak overcomes the static friction strength during crack
propagation and a daughter crack is initiated ahead of the main extending crack. Figure 2.3
shows this theoretical shear stress profile with the supershear stress peak. The daughter crack
is created by supershear loading and hence is supershear from its very onset. In other words,
at a given point on the fault, the shear stress begins to increase upon the arrival of the P-phase
and continues to grow to a maximum just before the arrival of the S-phase (see Figure 2.3(b)).
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Figure 2.3: (a) The shear stress profile around the rupture tip of a spontaneously bilaterally
expanding shear crack. Shear stresses t (x , t) are normalized in keeping with the definition
of the seismic ratio. The distance from the center of the crack, x, also is normalized by the
distance traveled by the S-wave since rupture initiation. The supershear stress peak clearly
is seen ahead of the singularity at the crack tip. The letters P, S, R denote the arrival of
P-wave, S-wave and Rayleigh wave phases, (b) Blow up of the rectangular block in part (a).
The relative values of rmax and rs (rmax is normalized as S max and rs is normalized as the
seismic ratio S ) control the nucleation of the daughter crack. The condition for creation of
the daughter crack is rmax > rs or 5 max > S. 5 min is the local minimum of the dynamic shear
stress. (Figure adapted from: Dunham (2007))

C hapter 2. B ackground on supershear ruptures and aftershock statistics

15

This local maximum is the aforementioned intersonic stress peak. The arrival of the S-phase
further relaxes the stress until it reaches a local minimum and then begins to rise again after
the arrival of the Rayleigh phase to subsequently reach a singularity at the rupture tip (see
Figure 2.3(b)). Under favorable conditions, this intersonic stress peak could cause slip of
material across the plane of weakness causing transient supershear crack growth through the
formation of a daughter crack ahead of the main rupture and the S-phase (Andrews, 1976;
Das and Aki, 1977). This favorable condition is rmax > r s as stated before. This implies
that, given Scrit = 1.77 (as observed in his simulations by Andrews (1976)) and the constant
friction parameter rd of the fault plane, the value of the shear prestress r° on the interface
has to be large enough for this intersonic daughter crack to nucleate on a homogeneous fault.
The condition rmax > rs implies the following inequality,
T °-T d
■rS _ _ -7-d

>

1 + «S'oit

= 0.36.
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( . )

Therefore, equivalently, the seismic ratio S has to be smaller than its critical value, Scrjt =
1.77. If the shear prestress on the interface is not large enough given its frictional properties,
the daughter crack cannot nucleate and no intersonic transition can take place. In this case
the limiting rupture speed of the main crack is the same as the limiting speed of a mode II
self-similar crack: the Rayleigh wave speed cR. If the daughter crack does form, it may or
may not be connected with the main rupture depending on the past rupture history and the
peak strength level of the material. Whether or not the rupture ultimately transitions to a su
pershear propagation velocity depends upon the stability of the daughter crack. A complete
supershear transition occurs when the supershear daughter crack is stable enough to continue
growing and becomes physically connected to the main sub-Rayleigh crack effectively form
ing a single crack whose leading edge is now moving at intersonic speeds. This mechanism
of sub-Rayleigh to supershear transition is generally called the Burridge-Andrews mecha
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nism and is a widely accepted description for the transition of cracks from sub-Rayleigh
speeds to supershear speeds.
Besides the theoretical results from rupture dynamics discussed above (Andrews, 1976;
Das and Aki, 1977; Dunham, 2007), experimental evidence (Xia et al., 2004) also suggests
that the pre-requisite for this mode of intersonic transition to happen (on a homogeneous
fault) is that the prestress level on the supershear segment of the fault should be closer to
failure strength of the fault patch than to the residual stress level prior to the initiation of
rupture on that segment. An additional requirement for the homogeneous fault to host super
shear transition is the availability of a long, straight patch of the plane of weakness which
lets the rupture front gather enough energy to become supershear. The distance between the
location of the main crack initiation and the location of intersonic transition is called the
intersonic transition length. In other words, the Burridge-Andrews mechanism requires the
availability of a minimum critical transition length on the fault. This requirement of a crit
ical transition length also was predicted theoretically (Andrews, 1976; Das and Aki, 1977),
observed in experiments (Xia et al., 2004) and real earthquakes (Bouchon et al., 2010). It is
worthwhile to note that values of r° only slightly larger than the limiting value would imply
transition to intersonic speeds at very large propagation distances; e.g. for a transition dis
tance of 13.6LCa normalized prestress value (r° - rd)/(rs - rd) = 0.53 (Liu and Lapusta,
2008) is required. Here Lc is the length of the initial critical static crack considered in the
simulations which has a value
1

p(rs

-

7r(l - v) (r° -

Ta)dp
t4 )2

(2.3)

where v is the Poisson’s ratio and p is the shear modulus. Therefore, larger values of r°
are needed for smaller transition distances while smaller values of r° lead to larger tran
sition distances. This transition length has also been studied for real earthquakes. It has
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been observed, based on the scaling of the lab parameters in Eq. (2.3) and ground motion
observations, that the transition lengths for Izmit and Duzce was less than 10 km while
for Kunlunshan it was of the order of 25-50 km (Xia et al, 2005). This large variation is
primarily due to our lack of precise knowledge of the friction parameters in the crust and
inaccuracy of our observations. But this requirement of a large transition length might also
explain why small strike-slip events with small rupture lengths have not yet been observed
to be supershear.
A number of theoretical and numerical studies have investigated the sub-Rayleigh to su
pershear transition and/or propagation since this early work of Burridge (1973) and Andrews
(1976). Significant advances have been made in understanding various theoretical aspects of
crack propagation with speeds larger than the Rayleigh wave speed cr (Burridge et al., 1979;
Freund, 1979; Broberg, 1994, 1996; Samudrala et al., 2002; Antipov and Willis, 2003). In
part, it has been established that cracks cannot propagate with speeds in the interval [cR, cs]
due to the violation of the requirement for positive outward flux of kinetic and strain energy
from the fracture tip. It has further been established that intersonic cracks in models with
finite tractions, constant fracture energy, and uniform prestress tend to accelerate to the dilatational wave speed. The transition of a sub-Rayleigh mode II crack to intersonic speeds
has been studied using both continuum and molecular dynamics simulations and the two ap
proaches agree (Gao et al, 2001). Supershear transitions under mixed-mode conditions have
been analyzed numerically and it has been observed that the transition from sub-Rayleigh to
intersonic speeds can occur through an abrupt acceleration of the tip of the main cohesive
zone (Geubelle and Kubair, 2001). It has also been reported that transition distances for the
Burridge-Andrews mechanism can be obtained from the self-similar crack model by requir
ing that the daughter crack reaches a critical size (Dunham, 2007).
Recently, numerical simulations on heterogeneous faults have shown that the above con

C hapter 2. B ackground on supershear ruptures and aftershock statistics

18

ditions, though sufficient, are not necessary to lead to supershear transition. Studies of intersonic transition in 3D models of rupture propagation in the presence of strength or stress
heterogeneities have shown that these heterogeneities can facilitate the rupture accelerating
to speeds higher than the shear wave velocity (Dunham et al., 2003; Dunham, 2007; Liu
and Lapusta, 2008; Lu et al., 2009). When rupture encounters these heterogeneities, stress
waves of high amplitudes are produced. If these amplitudes are high enough with respect to
the strength of the surrounding material, transient bursts of supershear speeds can be gener
ated (Dunham, 2007). Whether or not the duration of these transients is sufficient to cause
a sustainable increase in rupture velocity remains an open question. These mechanisms do
not require either the availability of very high prestress or large transition distances in low
prestress conditions. Under these scenarios, intersonic rupture transition can take place at
prestress levels that are lower than the ones suggested by the Burridge-Andrews mechanism
CLiu and Lapusta, 2008). Instead of depending on the prestress, the transition lengths depend
on the position of favorable heterogeneities with respect to the nucleation point of the main
rupture as the secondary crack acquires sustained intersonic speeds close to that position.
Additionally, it has been experimentally observed that ruptures can originate as supershear
under impulsive intersonic loading as well and propagate as such (Rosakis et al., 1999).
However, to date this has not been observed in real earthquakes.

2.2.2 Off-fault damage and aftershock pattern
Of more interest to us are the post-seismic implications of supershear ruptures. Supershear
rupture leads to the formation of supershear characteristics which transmit the shear com
ponent of stress and particle velocities. These are transmitted along shear Mach cones (or
along shear Mach bands in 2D as discussed below) to large distances away from the main
rupture. Figure 2.4 shows such shear stress Mach cones observed in laboratory experiments
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Figure 2.4: (a) Experimental isochromatic fringes in Homalite-100 (a photoelastic material)
observed for a expanding shear crack along a plane of weakness. Photoelastic fringe patterns
show contours of constant maximum in-plane shear stress. Rupture speed is 1.47cs. Shear
Mach cones are seen clearly, (b) Analytically derived fringe patterns following the solutions
by Freund (1979) for the same conditions. The close agreements with the pattern in (a)
are clear. Distortions in the experiment are possibly due to the stress field generated by the
loading pulse and the presence of cohesion on the crack face (Figure adapted from: Rosakis
etal. (1999)).
and numerical simulations.
Supershear ruptures differ from their sub-Rayleigh counterparts in terms of the modes
of stressing produced in the material on and surrounding the rupture plane. The co-seismic
stressing in a medium is brought about by both the P and S waves. In sub-Rayleigh ruptures,
the stressing due to these two modes is strongly coupled as they affect overlapping regions.
But the presence of the shear stress Mach front in supershear rupture propagation decouples
the stressing due to the P and S waves. The S wavefield stresses the region only behind the
Mach front while ahead of the rupture front the stressing is purely due to P waves. In 2D,
for the case of expanding crack-like ruptures, there is only one Mach front which emanates
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from the rupture tip (Andrews, 1976). In the case of a slip pulse, two Mach fronts develop
at the leading and the trailing edge of the slipping region, and the region between these two
characteristics defines the S wave stressing region (Bhat et al., 2007). Within the band, the
stress field does not attenuate with distance away from the rupture and stays nearly constant
along lines parallel to the leading Mach front. For a pure 2D solution of the elastodynamic
equation, this leads to the shear stresses extending to infinity (Bhat et al., 2007). This leads
to magnitudes of dynamic stresses similar to those on the rupture plane even in regions
far off the fault (Bhat et al., 2007). As asserted earlier, this unattenuated transmission of
shear stresses within the Mach band could potentially lead to significant ground shaking
at distances far away from the rupture plane. This is very different from the rapid die-off
of the shear stress field with off-fault distance observed in sub-Rayleigh ruptures. In real
earthquake ruptures, the rupture stops at finite depths which are comparable to the depth
of the seismogenic zone and this length scale becomes the dominant length scale in the
problem, limiting the extent of the off-fault damage region (Bhat et al., 2007). The width
of the off-fault damage region is therefore of the order of the depth of faulting and the shear
stress increase in this region is of the same magnitude as that on the main rupture (Dunham
and Bhat, 2008; Bouchon and Karabulut, 2008).
The P waves are the sole agents of stressing outside the Mach band and these stresses at
tenuate with distance. However, as the rupture speed approaches the dilatational wave speed
of the host medium, the Lorentz-like contraction of the stressing region in the fault parallel
direction increases significantly. This leads to an increase in the extent of the stressing region
in the fault normal direction (Bhat et al., 2007). In turn, this again leads to greater spatial
influence of dynamic stress perturbations due to a supershear rupture in comparison with a
sub-Rayleigh rupture.
As stated before, the crack tip is a source of radiation of the elastic waves carrying in
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formation about rupture propagation through the medium and any perturbation to the speed
at which the rupture is propagating is expected to lead to high frequency ground motions.
In particular, the Mach pulse should lead to high spectral accelerations at stations swept by
the Mach cone (Bizzarri et al., 2010). As the spectral accelerations are dominated by high
frequency components, it is expected that ground motion signature of supershear ruptures
should be rich in high frequency data (Bouchon and Karabulut, 2008; Bizzarri et al., 2010).
It has been seen that stations near supershear segments, which have experienced the Mach
pulse, do not show such elevated levels of spectral accelerations (Ellsworth et al., 2004; Biz
zarri et al., 2010). This puzzling lack of high frequency ground motion can be explained by
noting that the high frequency components of ground motion are due to frictional or stress
heterogeneities on the fault (Bouchon and Vallee, 2003; Bouchon et al., 2001). As the su
pershear segments become stress smoothened due to large stress drops (or large slips), the
supershear rupture segments are frictionally smooth as well and this leads to the low spec
tral acceleration levels at stations close to the supershear segment. However, Bizzarri et al.
(2010) suggest that the lack of elevated spectral acceleration suggests that either Mach pulses
in real earthquakes are highly incoherent or that Mach pulses are vulnerable to attenuation
through nonlinear soil response.
If one accepts the stress smoothing explanation, then according to the barrier model of
aftershocks, this precludes the possibility of having aftershocks on the main fault. Such
zones of remarkable post-mainshock seismic quiescence have been observed for the supers
hear mainshocks (Bouchon and Karabulut, 2008). The aftershocks on supershear segments
are located systematically off the main fault on which supershear ruptures are hosted. This is
a universal feature for the aftershock sequences of all the five earthquakes mentioned above.
On the supershear segments the fault planes themselves are remarkably quiescent, whereas
the aftershocks occur on secondary off fault structural features. The activation of the sec
ondary structures has been attributed to the unique off-fault stressing patterns of supershear
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ruptures discussed above (Bouchon and Karabulut, 2008). It is of interest, therefore, to
analyze if these unique modes of aftershock occurrence and stress and strength conditions
lead to appreciable differences in the well-known statistical properties of aftershocks, po
tentially providing an understanding of the physical controls on the statistical properties of
aftershocks. Moreover, it would give us an opportunity to look at the statistical signatures
of seismicity as an indirect indicator of rupture behavior on a given fault segment. These
questions provided the basic motivation behind the substance of this thesis.

2.3 Statistical features of aftershocks
The basic statistical properties of any aftershock sequence are described in terms of mainly
three empirical statistical laws: the distribution of aftershock magnitudes described by the
Gutenberg-Richter (GR) scaling (Gutenberg and Richter, 1954), the decay of aftershock
rates with time described by the modified Omori law (Utsu, 1961) and the difference be
tween the mainshock and the largest aftershock magnitude described by Bâth’s law (Bath,
1965). Besides these there has been considerable interest in the properties of interoccur
rence times of aftershocks in recent years. Theoretical distributions of the interoccurrence
times of aftershocks have been proposed in terms of the theory of non-homogeneous Poisson
processes and actual aftershock sequences have been reliably observed to follow these theo
retical constructs (Shcherbakov et al, 2005a). This section will briefly describe the present
state of our knowledge of these statistical properties of aftershocks.
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2.3.1 Gutenberg-Richter (GR) Scaling
The Gutenberg Richter scaling is defined as (Gutenberg and Richter, 1954)
log10¿V(> m) - a -b m ,

(2.4)

where N{> m) is the number of earthquakes with magnitudes greater or equal to magnitude
m, and a and b are constants. This relationship holds for global earthquake catalogues and is
applicable to aftershock sequences as well. A high ¿»-value indicates a larger proportion of
small earthquakes while a small ¿-value indicates the opposite. It has been observed that the
¿-value for global or very large datasets is close to unity (Turcotte, 1997). However, ¿-values
have been observed to exhibit statistically significant variations in laboratory experiments,
mines and different tectonic regimes such as subducting slabs, near magma chambers, along
fault zones and among different aftershock zones (Wiemer and Wyss, 2002). It also has been
suggested that as the GR scaling is a power law in terms of energy released by earthquakes,
the ¿-value has a close relationship with the fractal structure of fault networks in fault zones.
In particular, the similarity dimensions of the fractal network of faults have been shown to
have close correlation with the ¿-value (Turcotte, 1997). It has been further suggested that
the ¿-value might be related to the fractal geometry of the fractured fault surface (Bhattacharya et al., 2010; De Rubeis et al., 1996). But of the most interest to us is the suggestion
that the ¿-value might be closely related to stress regimes across fault zones (Scholz, 1968a;
Mogi, 1962; Mori and Abercrombie, 1997; Schorlemmer et a l, 2005). In particular, there has
been a hypothesis that as the confining pressure increases with depth, the ¿-value is expected
to decrease whereas the average earthquake magnitude is expected to increase. Statistical
analysis of several earthquake catalogs have yielded mixed results with some authors claim
ing validation of the hypothesis {Mori and Abercrombie, 1997; Gerstenberger et al., 2001)
while on the other hand others consider the significance tests used in these validations biased
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towards the rejection of the null hypothesis (Amorese et al., 2010). It can, however, be an
alytically shown under simplifying but reasonable assumptions that the ¿»-value should vary
with changes in the prestress level (Scholz, 1968a). As supershear segements in general are
subjected to higher prestress, the dependence of ¿-values on prestress can lead to detectable
statistical signals related to the occurrence of supershear ruptures. Therefore this hypothesis
is of central importance to our search for anomalies and this is something that needs to be
looked at in further detail following the seminal work of Scholz (1968a).
Scholz (1968a) set up a probabilistic model to analyze the stress distribution in a het
erogeneous material body subjected to an average uniform applied stress, cr. Due to the
presence of elastic and structural inhomogeneities such as defects, the local stress at a point,
cr, will vary about this average in some complex way. As it is extremely difficult to estimate
the deterministic mathematical description of this stress field, assuming that the length scale
of the inhomogeneities is much smaller than the scale of the body itself, the local stress cr
can be thought of as a random variable. Under this premise, let the conditional probability
distribution that in a given small area anywhere within the whole sample (small enough to
have uniform stress within it) the local stress is cr, given the mean stress (or the prestress)
is <x, be given by f(cr\&). The general shape of f(cr\a) is expected to be something close
to the distribution in Figure 2.5 but other shapes may exist depending on the extent of the
inhomogeneities in the medium. However, the following analysis holds independent of the
shape. Let the strength of the material of the small region with stress cr be S . Therefore, the
probability that the given small region will develop a fracture is given by,
(2.5)
and is shown by the shaded portion under the graph in Figure 2.5.
The value of the L.H.S. is an increasing function of cr given constant S and a decreasing

C hapter 2. B ackground on supershear ruptures and aftershock statistics

25

Figure 2.5: On the left, schematic diagram of the model. On the right, an arbitrary shape of
the function f(cr\&) exhibiting the important parameters - the prestress & and the material
strength S. The grey shaded area shows the domain of integration for the calculation of
F(S\cr). (Figure adapted from: Scholz (1968a))

function of S given constant <x. According to Eq. (2.5), the probability that a crack will occur
within a given region is constant and depends only on the strength and the average prestress.
More precisely, the probability that a crack will grow to an area A and stop as it expands from
an area A to an area A + dA is given by the following probabilistic model (Scholz, 1968a),
g(A)dA = 1 ~ F^
A (T)dA.

(2.6)

Since the definition of F(S |<x) requires the existence of a fracture, Eq. (2.6) implies that
the existence of a fracture increases the likelihood of fracture growth in the surrounding
region or in other words fracturing weakens the surrounding material. Additionally, the
larger the fracture, the larger the possibility of its growth. These two properties capture the
essence of the macroscopic properties of fractures. If one defines the number of fractures of
an area within the range A to A + dA as n(A), then the cumulative number of fractures in the
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medium with area larger than A is given by,
N(A) =

n(A')dA'.

(2.7)

As g(A)dA in Eq. (2.6) represents the probability of occurrence of a crack of area A to A +dA
amongst all cracks of area of at least A, using the definition of N(A) from Eq. (2.7) one can
write
< A + dAf] Area > A) ------dA
n(A) Jt -----------dN(A)
g(A)dA = Prob(AreaProb(Area
( 2 . 8)
> A)
N(A)
N(A)
Following Scholz (1968a), from Eqs. (2.6) and (2.8), it can be readily shown that
[1 - F(S|d-)MlogA) = -¿/[logN(A)].

(2.9)

One can simplify Eq. (2.9) to finally obtain,
N(A) = a -[1-F(S,*)].

(2.10)

It is intuitive to understand that, because seismic energy released is related to fracture area,
the exponent in the power law in Eq. (2.10) is related to the ¿»-value. In fact it can be shown
clearly that the relationship is (Scholz, 1968a)
fc = y [l-F (S |c r)]

(2.11)

under the assumption that the cracks are narrow, penny shaped, contained in a spherical
volume and that cracks of different sizes are similar in shape. Here, A is an empirical con
stant. Scholz showed in his paper that this holds for rock microfracturing in general (Scholz,
1968a). It has been shown that this result holds for earthquake ruptures as well (Schor-
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lemmer et al., 2005). In particular, the ¿»-value varies systematically for different types of
faulting with normal faulting events having the highest ¿-values, thrust events the lowest and
strike-slip events intermediate values (Schorlemmer et al., 2005). As thrust faults are gener
ally under higher stress than normal faults it can therefore be inferred that ¿-value depends
inversely on differential stress (Schorlemmer et al., 2005). So, in addition to the debated
observations of variations of the ¿-value with depth, our existing knowledge of ¿-values and
their dependence on stress leads to the understanding that higher prestress regimes should
lead to lower ¿-values.

2.3.2 Bath’s Law
Bath’s law is defined as (Bath, 1965)
Amobs —Wms

M obs

(2.12)

where rnms is the magnitude of the mainshock and mobs is the magnitude of the largest
recorded aftershock. In general, Am0bS is considered to be a constant, Amobs « 1.2, inde
pendent of the mainshock event (Bath, 1965). A number of studies have been undertaken
to estimate the variability in Amobs and it is generally believed that Bath’s law is a statis
tical statement (Amobs »1.2 only when one averages over numerous aftershock sequences
i.e. Amobs » 1.2) and does not strictly apply to individual aftershock sequences (Vere-Jones,
1969; Kisslinger and Jones, 1991; Tsapanos, 1990; Felzer et al., 2002; Console et al., 2003;
Helmstetter and Somette, 2003a). It is also believed that the origin of Bath’s law is in the
selection procedure used to define mainshocks and aftershocks rather than in the difference
in the mechanisms controlling the magnitude of the mainshock and of the aftershocks (VereJones, 1969; Console et al., 2003; Helmstetter and Somette, 2003a). In models of aftershock
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occurrence like the Epidemic Type Aftershock Sequence model (Ogata, 1988; Helmstetter
and Sornette, 2003b) and Branching Aftershock Sequence (Holliday et al., 2008) the value
of Am (the lack of the suffix ‘obs’ indicates that this is a numerical analogue of Amobs) con
trols the total number of aftershocks produced. A high value of Am reduces the total number
of aftershocks and hence its value is related to aftershock productivity.
Shcherbakov and Turcotte (2004) proposed a simple physical explanation for both the
classical as well as modified Baths law. They proposed that the Bath’s law is a consequence
of the fact that the radiation of the total stored elastic energy (in the crust) by seismic pro
cesses is partitioned in a fixed ratio between aftershocks and the mainshock. For major
California earthquakes, on average, the mainshocks contribute around 96% of the total seis
mic radiation while the aftershocks radiate the rest 4% (Shcherbakov and Turcotte, 2004).
In other words, there is not enough stored energy available to be released by aftershocks as
most of the energy is released by the mainshock. This explains why the largest aftershock
magnitude cannot be larger than an upper limiting magnitude which must itself be lesser than
the mainshock magnitude.
The difference Am can be evaluated in a manner consistent with the GR scaling (as it may
be possible that the largest magnitude aftershock is yet to occur in reality) rather than from
the catalog itself. To differentiate this from the observed difference between the maximum
aftershock magnitude and the mainshock magnitude, Amobs, this difference is referred to as
Aminf. It is possible to infer the largest aftershock magnitude from the GR law and to fit it
into the standard picture of the Bath’s law following Shcherbakov and Turcotte (2004) in an
attempt to fit both the GR law and the Bath’s law into a common framework. To achieve this,
N(> m) = 1 can be substituted in the Gutenberg-Richter scaling law to obtain
a - bminf,

(2.13)
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where minf represents the largest inferred aftershock. Thus, combining the latter statement
and Eq. (2.4), it can be shown
log10N(> m) = b (minf - m).

(2.14)

In general, Aminf = mms - mm{ ~ 1. This will be referred to as the modified Bath’s law
(Shcherbakov and Turcotte, 2004). Using this latter method, it is possible to calculate the
difference in magnitude between the mainshock and the largest inferred aftershock.

2.3.3 Omori Law
To model the decay of aftershock rates one can employ the modified Omori law (Utsu et al.,
1995)
1
dN
r(t, >mc) = —
(2.15)
dt r[l + t/c]P ’
where t is time elapsed since the mainshock, mc is a lower magnitude cutoff above which
earthquakes are taken into account, r and c are characteristic times, and p is an exponent
specifying how fast the sequence is decaying in time. The mechanism behind the time depen
dence in Omori law has been debated. Elastic effects work on short time scales and cannot
explain the gradual decay of aftershock sequences over very long times. Therefore, the value
p is thought to reflect the mechanical conditions of Earth’s crust. There have been reports of
systematic regional variations of the p-value in Japan which could be attributed to regional
variation of surface heat-flow values (Mogi, 1962; Kisslinger and Jones, 1991). The central
argument behind this hypothesis is that aftershock activity decays faster as the stress relaxes
faster in regions of higher crustal temperature. Many other mechanisms have been proposed
for this temporal decay e.g. subcritical crack growth (Das and Scholz, 1981), visco-elastic
relaxation (Mikumo and Miyatake, 1979), post-seismic creep due to stress corrosion in the
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regions of stress concentration after the mainshock (Scholz, 1968b), static fatigue (Narteau
et al., 2002), pore fluid flow (Nur and Booker, 1971), post-seismic slip (Schaffet al., 1998)
and earthquake nucleation under rate- and state-variable friction (Dieterich, 1994). Of partic
ular interest to this study is the rate-and-state model of rock friction as it attempts to explain
the Omori law decay in terms of stress distributions on the fault plane, the dependence of af
tershock duration on stressing rate and the slow diffusion of aftershocks with time (Dieterich,
1994). In particular, this approach can be extended to show that the p-value in Eq. (2.15)
depends on the stress heterogeneity on the fault and that the larger the heterogeneity, the
larger the value of p (Helmstetter and Shaw, 2006).
In general, it is assumed that the parameters c and r are constants and are specific to a
given aftershock sequence. The significance of the parameter c has been somewhat debated.
It may reflect the poor detection level during the early post-seismic period when coda waves
from the mainshock make it difficult to identify aftershocks or large magnitude event swarms
mask smaller events (Narteau et al., 2002; Kagan, 2004). It may have more physical con
notations as well; e.g. due to finite duration of earthquake nucleation time (Das and Scholz,
1981; Dieterich, 1994) or, for post-mainshock seismicity driven by afterslip, due to the re
sponse of aseismically creeping zones to the co-seismic stress change (Perfettini andAvouac,
2004). It recently has been suggested that r and c may be considered functions of the lower
magnitude cutoff mc, and thus may be written as r(mc) and c(mc) (Shcherbakov et al, 2004).
This approach leads to very important relationships between the ¿-value and the p-value, as
follows. First calculate Ntot(> mc) by integrating Eq. (2.15) following Shcherbakov et al.
(2004),
00

0

t > 0, p î 1.

(2.16)
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This may be substituted into Eq. (2.14) to obtain
-T = (p - l)10*(minf_mc>.

(2.17)

The result is an important ratio of c to r, both of which occur in the modified Omori’s law.
Following Turcotte et al. (2007), it is assumed that
c=

,

T — T * JQ-Q'imjnf-mc)

(2.18)
(2.19)

Here c* and r* represent c(mmf) and r(minf) respectively. These two equations preserve the
GR scaling, and k and a are obtained through fits to the data. In the limit of t » c(mc), the
modified Omori law in Eq. (2.15) becomes
r(t » c, mc) = r (m1 c) c(mc)

2 20)

( .

Assuming that this follows the GR scaling it is easy to obtain
r(t » c,mc) = r*10e(mi"f_fflc),

2 21)

( .

where /? is the ¿-value for aftershocks at large times. Substituting Eqs. (2.17), (2.18) and
(2.20) into Eq. (2.19) gives
,*\p
r
( 2 .22)
★

and
P = a + pK.

(2.23)
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Using Eqs. (2.17), (2.18), (2.19) and (2.23) it is also possible to obtain:
p = b + (p -\)K .

(2.24)

This is a unique relationship between the ¿»-value and the p-value and provides a framework
for the reliable estimation of b or p given the other. This is particularly useful because one
of the main problems in the estimation of ¿»-values for aftershock sequences is the issue
with the completeness of the magnitude time series at early times after the mainshock. The
estimation of /?, the ¿»-value at long times after the mainshock, is free from such errors and
can be robustly performed. This approach is later used to estimate an average ¿7-value for a
sequence which has two slopes in the GR scaling. This represents another applicability of
this approach.
On substituting Eq. (2.14) into Eq. (2.16) and eliminating the constant r, the generalized
Omori law is obtained from the modified Omori law (Shcherbakov et al., 2004)
c)
1
r(t, mc) ( p - l)106(mi"f~m
c(mc)
[1 + t/c(mc)]P

(2.25)

Given that Aminf = mms —minf, one can eliminate minf from the above equation to obtain
1
r(t, mc) (p — l)10/?(Wms_Aminf_mc)
cinte)
[1 +t/c(mc)]P

(2.26)

As noted by Shcherbakov et al. (2004), the ratios of rates for equally spaced cut-off mag
nitudes at large times (t s> c) is constant. Using the previous equation, in the limit of
t » c(mc), it can be shown that
c(mc)

c(mc + dm)

R(t c(mc),dm) U-1
10*4"

(2.27)
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where R(t » c(mc), dm) is the constant ratio of rates given that the difference in magnitude
cutoffs dm is fixed. Shcherbakov et al. (2004) proposed that
R(t » c(mc), dm) = \QPdm,

(2.28)

and thus it is possible to calculate the c(mc) values and rates for a number of magnitude
cutoffs given the c(mc) value for one specific cutoff. While the modified Omori law is only
an approximation of the real observed rates, it is generally shown to be a good approximation
for aftershock sequences.

2.3.4 Interoccurrence Scaling
The last scaling law to be analyzed is the distribution of interoccurrence times between suc
cessive aftershocks. Interoccurrence time distributions are an important aspect of the statis
tical characterization of point processes. In particular, they provide important insight into
the types of spatio-temporal correlations exhibited by the point process. The first attempt
to propose a unified scaling law for the temporal distribution of earthquakes was based on
seismicity in California (Bak et al, 2002). The distribution of interoccurrence times between
successive earthquakes was obtained by using a spatial grid size (used for subdividing the
region) and a lower magnitude cutoff as scaling parameters. For short times, aftershocks
appeared to dominate the scaling properties of the distribution, exhibiting temporal decay
according to the modified Omori law (Bak et al., 2002). For long times, an exponential scal
ing regime was found that, the authors argued, was related to the occurrence of mainshocks
(Bak et al., 2002). The hypothesis that the second regime is not an exponential but another
power law has been put forward to account for the spatial heterogeneity of seismic activity
(Corral, 2003). The change in behavior between these two regimes was further analyzed
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based on a nonstationary Poisson sequence of events in Lindman et al. (2005).
An alternative approach to describe a unified scaling scheme for the recurrence times of
earthquakes also has been suggested, where the distributions computed for different spatial
areas and magnitude ranges are rescaled with the rate of seismic activity for each geological
region being considered (Corral, 2004a,b, 2005). The central argument here was that the
seismicity rate fully controls the observed scaling of earthquake recurrence times. Addition
ally, it was shown that the shape of the distribution can be approximated by the generalized
gamma function, indicating the existence of correlations in the recurrence times beyond the
temporal extent of the aftershock sequences. This approach agrees with observations that
mainshocks display a nonrandom behavior, exhibiting some effects of long-range memory
(Mega et al., 2003).
Extending this idea to aftershocks, it has been shown that the distribution of interoccur
rence times of aftershocks can be approximated by a non-homogenous Poisson point process
(Toda et al., 1998; Shcherbakov et al., 2005a), driven by the modified Omori law as a rate.
The instantaneous probability distribution function of interoccurrence times Y at time t, until
the occurrence of the next event, in accordance with the definition of a non-homogeneous
Poisson process hypothesis, has the following form (Shcherbakov et al, 2005a; Yakovlev
et al, 2005):
F(t, At) = Prob(T < At) = 1 - e~ -f * «
(2.29)
where r(t) is a rate of occurrence of events at the time t. For the specific case of aftershocks,
the rate is defined by the modified Omori Law as stated above. Using Eq. (2.29), the prob
ability density function for the entire duration T of the aftershock sequence may then be
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modeled as
p Tm = N

Jo

r(s) r(s

(2.30)

rT
where N = JQ
r(u)du is the total number of events. Eq. (2.30) is an exact formula valid for
any time dependent rate and for a given time interval T (Shcherbakov et al., 2005a).

It has been further observed that the distributions at large interoccurrence times (in gen
eral At > 300 s) collapse into a single function according to the following scaling law
(Shcherbakov et al., 2005a)
PT,Cj(àt) T1

(2.31)

regardless of magnitude cutoff or time interval taken. Here f(x) is approximately /( x) =
Ax7 exp(-x/B), the generalized gamma function. It must be noted that v and <5 are inde
pendent constants. It was predicted in Shcherbakov et al. (2005a) that 5 ~ p. This shows
that aftershocks can be approximated as a non-homogeneous Poisson process over several
magnitude scales and underlines the self-similarity of aftershock sequences in both time and
magnitude domains. The same scaling law, however, does not apply for small interoccur
rence times (At < 300 s). If a scaling does exist for the smaller interoccurrence intervals,
it is not of the same mathematical form as for the large interoccurrence times (Shcherbakov
et al., 2005a).

Chapter 3
Data and methods used
This chapter describes in detail the data sets used in this work including descriptions of the
aftershock sequences and the geological details of the faults which hosted the respective
mainshocks. Later sections describe in detail the statistical methods used to evaluate the
various statistical parameters that describe an aftershock sequence.

3.1 Aftershock sequences considered
As stated in the introduction, at least five earthquake ruptures (to date) have been inferred
to have exceeded the local shear wave velocity on parts of their propagation paths. In the
present research, only four sequences were analyzed: 1979 Mw 6.5 Imperial Valley (Califor
nia), 1999 Mw 7.6 Izmit (Turkey), 1999 Mw 7.2 Duzce (Turkey) and 2002 Mw 7.9 Denali
(Alaska) earthquakes. Ideally, the statistical analysis should have been performed on all of
the five aftershock sequences mentioned in the introduction. But the lack of a sufficient
number of events leads to rather poor statistics and erroneous parameter estimation for the
sequence of aftershocks of the 2001 Mw 7.8 Kunlunshan (Tibet) event. Further, it is not
36
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immediately clear if the lack of aftershocks is natural or due to poor network coverage or a
combination of both. Statistical analysis of each of the aforementioned four sequences were
carried out to quantify the statistical signals, if any, that provide support for the supershear
rupture velocity models for these events. Here statistical signals imply specific peculiarities
or anomalies in the statistical features of the aftershock sequences which may be correlated
with the occurrence of the supershear rupture. A brief description of each of these sequences
is given below.
1979 Mw 6.5 Imperial Valley (California)
The surface faulting of the Imperial Valley earthquake has been studied in detail by Sharp
et al. (1982). Faulting occurred on the Imperial and Brawley faults, rupture on the Brawley fault being triggered by rupture on the Imperial fault. The inferred supershear rupture
segment occurred on the Imperial fault (Bouchon et al., 2010) and is shown in Figure 3.1(a)
as the part of the rupture segment enclosed by the solid box. This segment ends where the
Imperial fault intersects with the Brawley fault. The aftershocks considered are defined as
all the seismicity occurring within the spatial box in Figure 3.1(a) within the first 183 days
of the occurrence of the mainshock. After this period, the seismicity rate tends to fall off to
the background level. The SCEC catalog (h ttp : / / www.data. scec. org) is used for this
sequence.
1999 Mw 7.6 Izmit (Tfirkey)
The Izmit earthquake ruptured an approximately 150 km long segment of the North Ana
tolian Fault. The rupture began in the middle of the fault and continued symmetrically
outward (see Figure 3.1(b)). Towards the east the rupture propagated at supershear veloci
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ties for about 50 km before slowing down to sub-Rayleigh speeds (Bouchon et al., 2010) .
This is shown in the segment enclosed within the solid box in Figure 3.1(b). Towards the
west, the rupture broke at sub-Rayleigh velocities and extended beneath the Izmit Bay and
the Marmara Sea. The aftershocks considered are defined as all the seismicity occurring
within the spatial box in Figure 3.1(b) within the first 90 days of the occurrence of the mainshock. The shorter time window in this case is due to the possible mixing of the aftershock
sequence with events from the Duzce sequence which overlaps spatially with the Izmit se
quence after the first 3 months of the occurrence of the Izmit mainshock. The EMSC catalog
(h ttp : //www. emsc-csem. org) is used for this sequence.

1999 Mw 7.2 Duzce (Ttirkey)
The 1999 Mw1.2 Duzce earthquake occurred 3 months after the Izmit earthquake and ex
tended the 150 km long rupture (of the Izmit earthquake) 40 km eastward. Like the Izmit
earthquake, this was a bilateral event nucleating near the middle of the fault (see Figure 3.1 (c)),
and near-field ground motion recordings show that while rupture propagated westward from
the hypocenter at sub-Rayleigh velocities, the average eastward velocity was supershear
{Bouchon et al., 2010). This section is shown in Figure 3.1(c) as the part of the rupture
segment enclosed by the solid box. The aftershocks considered are defined as all the seis
micity occurring within the spatial box in Figure 3.1(c) within the first 365 days of the
occurrence of the mainshock. The EMSC catalog (http://www.emsc-csem.org) is used
for this sequence.
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2002 Mw 7.9 Denali (Alaska)
The Denali earthquake produced a surface rupture of about 340 km. Rupture started on
a 48 km long north dipping thrust fault, the Sustina Glacier fault, then propagated east
ward for nearly 300 km as a strike-slip rupture along the adjacent Denali and Totschunda
faults (Eberhart-Phillips et al, 2003a). The length of the supershear segment is not pre
cisely known, but modelling of the lone near-fault accelerometer records suggests that the
supershear episode began at a longitude of about 146.5° (Bouchon and Karabulut, 2008).
A supershear speed of 5.5 km/s (Ellsworth et al., 2004; Dunham and Archuleta, 2004) and
an average rupture velocity of 3.3 km/s (Oglesby et al, 2004) give an estimate of about
60 km for the length of the supershear segment. This segment is shown in Figure 3.1(d)
as the part of the rupture segment enclosed by the solid box. Unless otherwise stated, the
aftershocks considered are defined as all the seismicity occurring within the spatial box in
Figure 3.1(d) within the first 365 days of the occurrence of the mainshock. The AEIC catalog
(h ttp : //www. a e ic . alask a. edu/) was used for this sequence.
Consistent statistical analyses were carried out on each of these sequences to unearth the
signals of our interest. This is described in the following sections.

3.2 Methods
As stated in Chapter 2, the basic statistical properties of any aftershock sequence are de
scribed primarily in terms of three empirical statistical laws: the distribution of aftershock
magnitudes described by the Gutenberg-Richter (GR) scaling (Gutenberg and Richter, 1954),
the decay of aftershock rates with time described by the modified Omori law (Utsu, 1961)
and the difference between the mainshock and the largest aftershock magnitude described by
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D ata a n d m e t h o d s u s e d

(a)

(b)
Figure 3.1: Spatial distribution of seismicity in the aftershock region considered for: (a) 1979
Mw 6.5 Imperial Valley (California), (b) 1999 Mw 7.6 Izmit (Turkey). The solid boxes show
the supershear zones considered later in the study. Tectonic movements are also indicated.
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(c)
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Figure 3.1: Spatial distribution of seismicity in the aftershock region considered for: (c)
1999 Mw 7.2 Duzce (Turkey) and (d) 2002 Mw 7.9 Denali (Alaska) earthquakes. The solid
boxes show the supershear zones considered later in the study. Tectonic movements are also
indicated.
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Bath’s law (Bath, 1965). All the above three relationships have been investigated for each
of the four aftershock sequences considered here. Additionally, the distribution of the after
shock interoccurrence times was studied for the Denali earthquake. But this did not require
any additional parameter estimation other than those of the modified Omori law. The col
lapse of the interoccurrence time distributions at large times (Eq. (2.31)) after the mainshock
was carried out based on the visual quality of the fit. Therefore, the estimation methods of
the parameters of the GR scaling, the Omori law and Bath’s law only are discussed below.

3.2.1 Estimation of GR Scaling parameters
The estimation of the ¿-value has been the subject of considerable research and various
methods exist. The most statistically appealing of these is the maximum likelihood method
first used independently by Aki (1965) and Utsu (1965) which gives the estimate of the bvalue as:
i = _!og'°*.
(3.1)
m -m min
where mm¡n is the minimum magnitude up to which the GR law can accurately represent the
cumulative number of earthquakes larger or equal to a given magnitude and m is the average
magnitude. The definition of mmin originates from the definition of the probability density
function for magnitudes consistent with the mathematical form of the GR law. This is given
as (Bender, 1983):
f( x _ P exP i~P(m ~ mmin)]
n
nm ) 1 - exp [-P(mmax - mmin)] ’
where mmax is the maximum magnitude up to which f(m ) describes the distribution of mag
nitudes and ft = ln(10)b. There are two problems with Eq. (3.1) when applied to real
earthquake catalogues. Firstly, it considers reported earthquake magnitudes as a continuous
variable which is not accurate as most earthquake catalogues report magnitudes up to a pre-
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cision of one decimal place for recent events. Therefore magnitude should be considered
as a grouped or binned variable with a finite non-zero bin length 6m (which in this case is
6m = 0.1). This means that instead of observing mmin physically on the catalogue, a different
minimum magnitude is observed, mc = mmin + y , which is the completeness magnitude.
This is the smallest observed magnitude on the catalogue above which the cumulative num
ber of earthquakes (above a given magnitude) are accurately described by the GR law. It is
very important to note that the minimum magnitude of completeness mc physically observed
in the catalogue does not feature in Eq. (3.1) and hence one needs to express mmin in terms of
mc to be able to use the formula for real catalogues. Assuming rnmm = mc would lead to a bias
in the estimate. The other source of inaccuracy in Eq. (3.1) is the fact that it considers the
maximum magnitude value for the dataset to be infinite which is never the case. In fact for
aftershock sequences the difference between the completeness magnitude and the maximum
magnitude in the sequence can be pretty small. This too introduces a bias in the estimate
of ¿»-value obtained from Eq. (3.1) (Bender, 1983; Tinti and Mulargia, 1987; Guttorp and
Hopkins, 1986). This problem was considered by Bender (1983) and she gave a method for
obtaining the ¿-value of grouped and finite maximum magnitude data as a function of the
root of the following equation:
g
ntf m - mmin - \óm
1 - q 1 —qn
6m

(3.3)

where q = exp [- ln(10) b dm] and n = (mmax - rnmin)/(5m. It is straightforward to see that for
n —» oo, Eq. (3.3) gives (Tinti and Mulargia, 1987; Guttorp and Hopkins, 1986):
g In 1 + - 6m
b = iogio
6m
m —m,

(3.4)

It has been observed, however, that for a difference of about 3.0 in magnitude between mmin
and rnmax or n « 30 (as in our case), the value of b obtained from Eq. (3.3) agrees closely
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with the asymptotic value of b obtained from Eq. (3.4) (Bender, 1983). This was verified
with the Denali aftershock sequence and Eq. (3.4) was used to obtain the maximum likeli
hood estimate (hereafter referred to as the ML estimate). The asymptotic distribution for b
(more precisely for log^ g) is given in Guttorp and Hopkins (1986) is appropriate to calcu
late confidence intervals in our case. Unless otherwise specified a 98% confidence level is
reported throughout the text.
Additionally, the completeness magnitude was estimated for each of the sequences using
the Entire Magnitude Range (EMR) method (Woessner and Wiemer, 2005). But for fitting
purposes, a minimum magnitude slightly higher than the estimated value of completeness
magnitude was systematically fixed and used as the actual mc. Events only above or equal
to mc in magnitude were used to calculate the ¿»-value. This practice tends to yield more
stable estimates of the ¿-value as the a priori assumption of the exponential distribution of
magnitudes for the ML estimate assigns much larger weights to the smaller magnitudes (the
maximum weight to mc in fact) and hence the estimate is very sensitive to the minimum
magnitude considered leading to this conservative approach. The ¿-values thus estimated
using the ML estimate for the four sequences are reported in Figure (3.2).
To confirm the existence of the heterogeneities in the ¿-value these were re-estimated
using a different method as well for the Denali aftershock sequence. The maximum likeli
hood estimation assumes an underlying distribution function to obtain the parameters which
describe the given sample. A statistical counterpoint to this is the least squares technique.
A major problem with least squares fitting is that it is very susceptible to biased estimation
in the presence of outliers and significant measurement errors. Additionally for heavy tailed
distributions, it gives systematically biased estimates in the presence of even small counting
uncertainties due to the non-Gaussian nature of the error distribution. An alternative to this
is the repeated medians (hereafter referred to as the RM estimate) estimation of the ¿-value
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Figure 3.2: The frequency-m agnitude plots for the sequences considered in the text. The
¿-values reported in the legend are for the full sequences (the w hole aftershock region) es
tim ated using the M L estim ate (show n as solid curves in the figure). M inim um m agnitudes
(.mc) are reported in the legend. The datasets for all the sequences are described in Sec
tion 3.1. Errors are reported at the 98% confidence level.
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(Amorese et al., 2010) which is robust both in the presence of outliers and measurement
errors. Additionally it is non-parametric as well and requires limited a priori information.
An implementation of the RM estimation technique is outlined here following Amorese et al.
(2010) for estimating the b- value. Let us consider Eq. (2.4) for binned data with n magnitude
bins. Then for the i,h bin m(, one can calculate n - 1 slopes pairwise between i and the other
bins as
, = ---------------------log10^ - l o g 10A, , m; i mi.
bn
rrij - mi

(3.5)

Then, for each bin i, the median of the above n - 1 slopes is taken. This results in n
median values. In the repeated medians technique, the estimator of the slope, and hence the
¿-value, is the median of the slopes. Therefore, the RM estimate of the ¿-value is
b = -Med[Med(h,7)].

(3.6)

An algorithm to calculate the bootstrapped estimate of the standard error of the RM
estimate is also given in Amorese et al. (2010). The RM estimate of the ¿-value is used here
along with the ML estimate to strengthen our claim of spatial heterogeneity in the ¿-value
for the Denali aftershock sequence. This estimate is not used in other cases as the estimate
gives robust results only for a very large dataset. Examining heterogeneities in the ¿-value
entails segmentation of the aftershock sequences into spatial or temporal segments. This
generally leaves very few events left above the completeness magnitude. The RM estimate is
robust only for datasets with size larger than 700 (Amorese et al., 2010). Also, a comparison
of the ¿-values obtained with this estimation procedure implies that all spatial or temporal
aftershock segments of a given aftershock sequence must follow the above size restriction.
This is true only for the Denali aftershock sequence, owing to its large number of recorded
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aftershocks. As will become clear later, when these restrictive conditions are satisfied, both
the MLE and the RME lead to very comparable results.

3.2.2 Estimation of modified Omori Law parameters
The modified Omori law has the form
r(t, > mc) = dN
dt

r[ 1 +

1

t/c]P ’

(3.7)

where t is time elapsed since the mainshock, mc is a lower magnitude cutoff above which
earthquakes are taken into account, r and c are characteristic times, and p is an exponent
specifying how fast the sequence is decaying in time. Thus, this describes the rate of decay
of aftershocks with time since the mainshock. The estimation of the modified Omori law
parameters is usually done for a slightly different expression of Eq. (2.15) (Utsu, 1961):
r(t, > mc) = K(t + c) p,

(3.8)

where t is the time since the mainshock and p and c have the same connotation as in
Eq. (2.15). The definition of Eq. (3.8) entails that we also have the following relationship
between K in Eq. (3.8) and r in Eq. (2.15)
cp .
K=—
T

(3.9)

Traditional methods of estimating the p-value involve a linear least squares estimate of the
exponent as the slope of the log-log plot of the rate of aftershock activity versus time since
the mainshock. But a more robust method of estimating the parameters is by using a maxi
mum likelihood procedure was given by Utsu et al. (1995); Guo and Ogata (1997); Ogata
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(1999). A brief outline of this approach is given here following (Ogata, 1999). Consider
the occurrence times of aftershocks in a sequence {t\, t2, .., tN} such that they all belong to an
interval [5, T] given that the mainshock is assumed to have marked the origin of the time
axis, t = 0. Also assume that the aftershock sequence is distributed temporally as a nonhomogeneous Poisson process with the rate function given by Eq. (3.8). This results in a
triplet of parameters to estimate given by the parameter vector 6 = {K,c,p}. It can be shown
that the log-likelihood function of this non-homogeneous Poisson process is
N

log L(9 = {K, c, p}; 5, T) = A log K - p J ] logfo + c) - KA(c, p; S, T),
1=1

(3.10)

where

'
[(T + c)]-p -(S + c Ÿ -p] /(l-p ) : p t l
A (c,p;S,T) <
(3.11)
log(r + c) - log(5 + c)
: p = 1.
Solving for the parameter values that maximize the log-likelihood function in Eq. (3.10)
gives us the maximum likelihood estimate of 6 which is 6 = [K, c, p). The maximum like
lihood estimate also gives the estimates of the standard errors in the estimation process.
The inverse of the Fisher information matrix of the log-likelihood function in Eq. (3.10)
provides the variance-covariance matrix of the errors of the maximum likelihood estimate
and the standard errors of the estimation procedure. Errors are generally specified at 98%.
The p-values thus estimated using the ML estimate for the four sequences are reported in
Figure 3.3.

3.2.3 Bath’s Law
The estimation of the differences between the maximum aftershock magnitude and the mainshock magnitude is very straightforward when one uses the catalog. The method becomes
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t [days]
Figure 3.3: The rate of decay o f aftershocks for the sequences considered. Solid lines show
the m axim um likelihood estim ates o f the m odified O m ori law. The datasets for all the se
quences are described in Section 3.1. T he legend show s the respective p -values with 98%
confidence intervals.
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more non-trivial when the modified Bath’s law in Eq. (2.14) is used. This entails the use
of Eq. (2.13) to obtain the value of mmf which involves a-priori knowledge of the ¿-value.
Therefore, a stable and proper estimate of the ¿-value is essential. Only the MLE of the
¿-value has been used for this purpose when using Eq. (2.13). Fig 3.4 shows an example of
estimation of this inferred maximum magnitude using the Denali aftershock sequence GR
scaling relationship.

Magnitude, m

Figure 3.4: The method of inferring the largest aftershock magnitude, mmf, is illustrated for
the case of the Denali sequence. The value of minf is given by the x-intercept of the GR law fit
to the frequency-magnitude statistics. The estimate of the ¿-value used is the ML estimate.
The estimation of errors involved in Bath’s law is a tricky issue. It can be seen from
both Eqs. (2.12) and (2.14) that the estimation of errors in Bath’s Law involves estimating
uncertainties in earthquake magnitudes and this information is unfortunately missing from

C hapter 3. D ata and methods used

51

all the catalogs used in this study. The sources of these errors can be limitations in instru
mentation or in the inversion algorithm used (Werner and Sornette, 2008). The estimation of
magnitude uncertainties in the absence of this information is beyond the scope of this thesis
and there exist very few studies in the literature on this topic (Werner and Sornette, 2008).
The magnitude of such uncertainties vary over a wide range, e.g. in the Northern California
Seismic Network (NCSN) catalog, errors could be as high as 1.71 with an average of 0.15 but
99% confidence intervals (we use 98% for all our parameter estimates) are as large as ±0.59
(Werner and Sornette, 2008). Such errors are larger when one uses a mixture of magnitude
scales as is the case for most seismic catalogs (Werner and Sornette, 2008). There is also no
evidence that magnitude uncertainty decreases with increased magnitude (Werner and Sor
nette, 2008). As these magnitude errors could not be robustly estimated in our case, we do
not state these errors. It must be pointed out that the error in estimating min{ can be estimated
independently as the sum of errors in estimating a- and ¿»-values. But this error, in our case,
is always smaller than the expected magnitude uncertainties in catalogs and therefore cannot
be used as an estimate of the error in Aminf.

Chapter 4
Data Analysis and Results
This chapter deals with the analysis of the the data mentioned in Chapter 3. The structure of
this chapter is arranged according to progression of the research itself. The research primar
ily began by analyzing the statistical features of the Denali aftershock sequence. The main
reason for beginning with this sequence were that: 1) It was a large magnitude strike-slip
earthquake, which generally are rare and 2) To check if the statistical features of this after
shock sequence showed some particular traits which could be correlated with the occurrence
of the supershear rupture during the mainshock. Of all the four aforementioned supershear
mainshocks, the Denali earthquake was the obvious best candidate as it produced numerous
aftershocks, something which is rare with supershear earthquakes (Bouchon and Karabulut,
2008). Some peculiar statistical features of the Denali aftershock sequence were observed
which can be shown, as is argued later, to have been caused by the occurrence of the su
pershear rupture associated with the mainshock. As a result, it was natural to try to verify
whether these features were universal features of the aftershock sequences of the known su
pershear mainshocks. This led to the second part of this work which involved analyzing all
the aftershock data sets mentioned in Section 3.1. The thesis, in its arrangement, remains
52
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faithful to this path of progression of the research and reports the findings of the study in two
sections. The first deals with our very detailed analysis of the Denali aftershock sequence,
the second is the extension of this analysis to the four aftershock sequences mentioned in
Chapter 3.

4.1 Denali aftershock sequence
A comprehensive analysis of the frequency-magnitude statistics of the Denali aftershock se
quence by studying its temporal and spatial evolution is presented here. Besides these global
features of the sequence, the statistics of the aftershocks which occurred within a zone sur
rounding the supershear segment of the initial mainshock rupture were also analyzed and
compared to the rest of aftershocks. The temporal decay rates of aftershocks were analyzed
and modeled using the generalized Omori’s law approach (Shcherbakov et al., 2004). The
difference between the magnitude of the largest observed aftershock and the magnitude of the
mainshock were computed. This difference reflects another empirical law known in seismol
ogy as Bath’s law {Bath, 1965). By using a modified form of Bath’s law {Shcherbakov and
Turcotte, 2004) it was possible to estimate the so-called “inferred” largest aftershock from
the extrapolation of Gutenber-Richter scaling. Interoccurrence or interevent time statistics
between successive aftershocks is another important aspect of the temporal evolution of the
sequence. These statistics were analyzed and a model based on the non-homogeneous Pois
son process {Toda et al., 1998; Shcherbakov et al., 2005a) was used to quantify the observed
results. The interoccurrence distributions follow Eq. (2.30) closely for large interoccurrence
times. The scaling analysis of the interoccurrence times distributions was performed accord
ing to Shcherbakov et al. (2005a) using Eq. (2.31).
The Mw 7.9 Denali Fault earthquake (DFE), which occurred on November 3rd, 2002
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(22:12:46 UTC), was one of the largest strike-slip earthquakes to occur in North America
since the 1857 Fort Tejon earthquake. It was felt as far away as southern Alberta, Canada,
and its effects were felt even in Louisiana (Cassidy and Rogers, 2004; Rowe et al., 2004). The
early analysis by Eberhart-Phillips et al. (2003b) showed that the earthquake mainshock was
comprised of three subevents with moment magnitudes Mw 7.2, 7.3 and 7.6. The DFE was
preceded by a large foreshock, the Nenana Mountain earthquake (NME), on October 23rd,
2002 (11:27:19 UTC) which was recorded as Mw 6.7. The epicentre of this foreshock was
approximately 22 km west of the DFE mainshock. Aftershocks of this event outlined a 45 km
stretch of the Denali Fault (Eberhart-Phillips et al., 2003b). The DFE nucleated on the
previously unknown Susitna Glacier thrust fault, and progressed eastward onto the Denali
Fault. It ruptured approximately 218 km of the Denali fault, before passing through the
14 km transfer zone onto the southeast trending Totschunda fault (Eberhart-Phillips et al.,
2003b). While the Susitna Glacier fault is a thrust fault, both the Denali and Totschunda
faults are right-lateral strike-slip faults. It has been speculated that many unrecognized thrust
faults such as the Susitna Glacier fault exist in the region and that a similar large-magnitude
event may take place in the future (Crone et al., 2004).
Aftershocks of the Denali fault earthquake (DFE) continued for years after the mainshock
(speculated to come down to the background level in 14 years (Ratchkovski et al., 2004)).
The AEIC catalogue (h ttp : //www. a e ic . alask a. edu) was used for our analyses, where
the magnitudes reported are mL, mb and Ms. The maximum of the three magnitude listings
was chosen for each event when assigning a magnitude to an event following Kagan and
Jackson (2010). The major problem encountered in the studies of aftershocks is the lack of
reliable data especially immediately after a mainshock. The detailed analysis of aftershock
sequence waveforms reveals that significant number of early events is missing in existing
catalogues (Peng et al., 2006, 2007). This generally is ascribed to the lower sensitivity of
recording instruments to smaller events in the wake of a large event and its large aftershocks.
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This masking of smaller magnitude aftershocks further complicates the omnipresent problem
of defining a minimum magnitude of completeness for the catalogue. The catalogue used
here is complete only for events greater than mL > 2.3 if one omits the first day after the
mainshock (Ratchkovski et al., 2004). This time omission threshold, called Tcut hereafter, is
somewhat arbitrary and the full sequence is used in general as some of the large aftershocks
recorded fall within the first day of the mainshock (including the largest aftershock which
we have to consider to formulate Bath’s law). Wherever a signal of interest is observed in the
¿-value various Tcut values are imposed on the data to ensure that the signal is not an artifact
of the initial high incompleteness level of the sequence. For most fitting purposes, a slightly
higher completeness magnitude mc of 2.5 is used. A contentious issue for the analysis of
any aftershock sequence is the choice of the spatial domain for the study. In this study, the
aftershock region (shown in Figure 4.1) is subdivided into 5 subregions to a depth of 20 km.
While aftershocks occurred all along the rupture of the mainshock, they are sparse along
the fault segment between 145.5°W and 146.5°W. As mentioned in Section 3.1, this may be
attributed to supershear rupture along this part of the fault (Bouchon and Karabulut, 2008).
Since such supershear ruptures are quite rare, it is of interest to study the statistics of the
aftershocks which occurred on the segment and compare these with the statistics for the
other segments and the background seismicity. This subregion hereafter is referred to as the
supershear zone and is shown bordered in solid lines in Figure 4.1.
Since large-scale strike-slip events (Mw > 7.5) are rare, the DFE provides a good oppor
tunity to study in detail the temporal scaling properties of aftershock sequences generated by
such mainshocks. The Denali fault system (DFS) is similar to other major strike-slip fault
systems in the world such as the San Andreas fault system, the Altyn Tagh system in Asia
and the North Anatolian system in Turkey. To date, the majority of large strike-slip earth
quakes have occurred in sparsely populated regions but this might not always be the case. It
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Figure 4.1: The subdivision of the aftershock region into five regions based on the tectonic
setting and occurrence o f earthquakes in the D enali aftershock sequence. The first zone
contains the aftershocks that occurred on the Susitna fault, the second, third and fourth zones
account for three aftershock clusters that occurred on the 218 km stretch of the D enali fault
and the fifth zone contains the aftershocks that occurred on the Totschunda fault. The second
zone contains the supershear segm ent (enclosed by solid boundaries), b, a and p-values
w ere calculated for each o f the zones and are reported in Table 4.1. The suffix SZ im plies
values inside the supershear zone and the suffix R Z im plies values obtained for the rest of
the aftershock region. These values are calculated by finding the GR scaling distribution in
each zone and fitting using the m axim um likelihood m ethod as described in the text betw een
m = 2.5 and m = 5.0 for the first 365 days since the m ainshock. The p-values calculated for
each o f these tw o zones are also reported. All confidence intervals are at 98% level.
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is important to learn more about these large events to better estimate the hazard associated
with such an occurrence.
Aftershocks are an essential part of any major seismic activity. They occur due to static
and dynamic stress redistribution in the vicinity of major earthquakes (Kisslinger, 1996;
Shcherbakov et al, 2005b). They also represent an outcome of complex triggering mech
anisms which operate in a highly heterogeneous system of non-linearly interacting faults
embedded in a viscoelastic medium (Ben-Zion, 2008). Therefore, a deeper understanding of
the mechanism and physics of aftershocks is of crucial importance. The present study aims
at providing detailed and accurate statistical inferences about the DFE aftershock sequence
working within the limitations set by the data. Such detailed studies would lead to a better
understanding of the aftershock process in general.

4.1.1 GR Scaling
The GR scaling of the Denali aftershock sequence reveals a pronounced variability in the
¿»-value over different magnitude ranges. This is unusual and hence an attempt was made to
demarcate the different regimes. It appears that there are at least two clear magnitude regimes
for this variability in the ¿»-value, the magnitude range 2.5 < m < 5.0 with b = 0.85 ± 0.04
and the range 4.8 < m < 6.0 with b = 1.35 ± 0.53 (see Figure 4.2(a)), for a one year time
window after the mainshock.
One possible explanation for the bump might be that it is caused by statistical sampling
fluctuations due to finite sample size. Additionally, as counts in non-overlapping magnitude
bins in the traditional cumulative plot of the GR law are not independent of each other, they
are prone to show apparent trends. One solution is to plot the non-cumulative or incremental
count statistics, in other words, the histogram of the magnitude distribution (open circles in
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F igure 4.2: (a) Cum ulative, N(> m), frequency-m agnitude distribution (open square sym 
bols) for the w hole sequence exhibiting the variation o f ¿»-values w ith different m agnitude
ranges. The m agnitude o f the inferred largest aftershock is min{ = 6.5. The increm ental,
N(= m ), frequency m agnitude distribution (open circles) is also shown with the 98% Pois
son confidence intervals (dashed curves), (b) T he variation o f the ¿»-values betw een the
supershear zone (¿»sz) and the rest of the aftershock zone (¿»rz ) is shown as the frequency
distribution o f m agnitudes.
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Figure 4.2a). If the bump is due to statistical fluctuations or apparent trends then the full
distribution should be explained by the Poisson error bounds of the synthetic probability
distribution function generated by the ¿»-value obtained by maximum likelihood estimation
within the magnitude range 2.5 < m < 5.0 without any outliers. Under the assumption that
the GR law holds above mc = 2.5 and as the maximum magnitude is larger than m - 2.5 by
2.5, the synthetic exponential probability distribution function is approximated by Eq. (3.2)
with mmax —» oo. The statistical fluctuations due to finite samples being drawn from this
synthetic distribution with b = 0.85 is given by its Poisson confidence intervals (98% lev
els shown as dashed curves in Figure 4.2a). As is clearly seen in Figure 4.2a, the complete
tail cannot be explained by statistical fluctuations or apparent correlations as it shows some
outliers beyond the error bounds. These outliers can be seen beyond the lower error bounds
between magnitudes 3.0 and 4.0 and beyond the upper error bound between magnitudes 4.0
and 5.0 in Figure 4.2a. This shows that this change in slope might be a signal of interest.
There is, however, another possible source of error in this line of argument. Our arguments
hinge on the assumption of the completeness magnitude mc = 2.5 as constant over the entire
time evolution of the magnitude series. This might not be valid due to the early tempo
ral fluctuations in mc in aftershock sequences as discussed above. To investigate this, the
¿»-values were recalculated for the aforementioned two magnitude domains by introducing
progressively increasing values of Tcin from 0 day to 1 day. This is expected to reduce the
variability in mc in time. This is shown in Figure 4.3a. It was observed that the variability
in ¿-value is still present after removing even the whole of the first day from the sequence.
This sequence is complete at mc = 2.3 as mentioned above.
A

To illustrate that the variation in ¿»-value over different magnitude ranges is still present
the frequency magnitude statistics is shown (Figure 4.3b) for Tcat = 1 day. One can clearly
see the change over near to m = 5.0. This plot is further appended with the incremental count
plot as in Figure 4.2a. At Tcut = 1, most of the tail of the frequency magnitude distribution
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Figure 4.3: (a) The plot of the ¿»-values w ith progressively increasing values of Tcut over the
tw o m agnitude dom ains m entioned in the text, 2.5 < m < 5.0 and 4.8 < m < 6.0. The
tim e w indow considered for each value of Tcut is [Tcut days, 365 days]. For Tcut values of
up to 1 day, there appears to be a significant bum p in the G R scaling. This is evident from
the larger ¿»-value in the range 4.8 < m < 6.0 than the range 2.5 < m < 5.0. E rror bars
represent standard errors, (b) The cum ulative, N{> m), frequency m agnitude distribution
(open squares) for the tim e w indow [1 day, 365 days]. T he increm ental, N(= m), frequency
m agnitude distribution (open circles) is also shown. The 98% Poisson confidence intervals
(dashed curves) show that the exponential m odel w ith b = 0.85 can explain m ost of the tail
as w ithin statistical fluctuations.
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is explained by the statistical fluctuations around the synthetic model obtained by fitting at
lower magnitudes (within 2.5 < m < 5.0 as before) due to finite size sampling. But there is at
least one point which is an outlier. This shows that the presence of the ¿-value variation over
different magnitude ranges might not be an artefact of the catalog incompleteness entirely.
Nevertheless, this also shows that the ¿-value calculated over the range 2.5 < m < 5.0 for
the one year time window can be used as representative for the sequence as this explains
most of the tail in the absence of incompleteness issues. Throughout this section describ
ing the statistical features of the Denali sequence, whenever the ¿-value is referred to, it
is calculated over this magnitude range unless otherwise specified. This, it will be argued
later, is also the most suitable range for the calculation of the ¿-value in terms of the unified
framework of scaling properties of aftershock sequences (Shcherbakov and Turcotte, 2004;
Shcherbakov et al., 2004, 2005a,b, 2006). The above framework was developed for ¿-values
which don’t change (above the completeness magnitude) over different magnitude ranges
and hence only work with a unique ¿-value over all magnitudes. More theoretical arguments
will be produced vindicating this choice of the representative ¿-value later in the text.
The most striking characteristic of the Denali aftershock sequence is the spatial variabil
ity of the ¿-value. Ratchkovski et al. (2004) show that the ¿-value varies from approximately
1.2 near the hypocentre to 0.7 towards the eastern part of the fault. This spatial variabil
ity was looked at in the light of the fact that there was significant variation in the rupture
speed over the length of the fault network. In particular, the segment between 145.5°W and
146.5°W exhibit supershear rupture velocities (Bouchon and Karabulut, 2008). The spatial
distribution of the aftershocks was segmented (see Figure 4.1) into five regions based on
the geology of the region and distribution of aftershock clusters. The first zone contains the
aftershocks that occurred on the Susitna fault, the second, third and fourth zones account for
three aftershock clusters that occurred on the 218 km stretch of the Denali fault and the fifth
zone contains the aftershocks that occurred on the Totschunda fault.
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The second zone contains the supershear segment. These segments exhibit strong spatial
variability in the ¿»-value (see Table 4.1). The ¿»-values change from a minimum 0.70±0.14 in
Zone 5 to a maximum 1.05 ± 0.17 in the supershear zone. The most remarkable aspect of this
variation is the transition from a moderately high b = 0.94±0.07 on the Susitna fault (Zone 1)
to the highest 1.05 ±0.17 in the supershear zone (Zone 2) to a very low 0.77 ±0.09 in the post
supershear zone (Zone 3). This might indicate that the supershear rupture velocity affects
the ¿»-value and the high ¿»-value may be a signature of the aftershocks in the supershear
zone. The high ¿»-value also corroborates the fact that supershear ruptures generally have a
smaller number of large magnitude aftershocks than expected for a mainshock of the given
magnitude (Bouchon and Karabulut, 2008). The increase in ¿»-value in the supershear zone
becomes more significant when one considers the marked decrease just adjacent to it in Zone
3. This might be due to the rupture reverting back to subshear speeds beyond Zone 2. As
the spatial extent of supershear segments are accurate to within an order of magnitude of 10
km, we checked whether an equivalent change in the spatial extent of Zone 2 leads to any
significant variation in the statistical trends observed and found the results to be insensitive
to such modifications.
Zone
¿’RM
N
«M L
byih
Û RM
P
1 0.94 ± 0.07 5.41 0.87 ± 0.10 5.21 0.99 ± 0.06 1119
2 1.05 ± 0.17 4.95 1.10 ± 0.23 5.06 1.40 ± 0.25 212
3 0.77 ± 0.09 4.56 0.75 ± 0.11 4.52 1.19 ± 0.11 444
4 0.77 ± 0.07 4.72 0.81 ± 0.12 4.81 1.33 ± 0.12 624
5 0.70 ± 0.15 3.86 0.68 ± 0.21 3.80 1.39 ± 0.30 129
Table 4.1: Table showing the spatial variation of ¿»-value, /»-value and a within the aftershock
region for the 365 day time window with Tcut = 0 days, ¿»m l and ¿»rm are the estimates of b
using the ML and RM estimates respectively. The a-values with the same suffices are the avalues as obtained according to Eq. (2.4) using the corresponding ¿»-values. N is the number
of aftershocks in the zone greater than or equal to m = 2.5. All errors are at 98% confidence
level.
The overall ¿»-value calculated over the entire rupture area by Ratchkovski et al. (2004)
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was 0.96. Eberhart-Phillips et al. (2003a) calculated a ¿-value of 1.2. The value obtained
by Ratchkovski et al. (2004) might be higher due to the fact that they introduced a Tout —0.3
day removing some large aftershocks in the sequence in the process. The fact that they fit
their data over a different magnitude range (m > 3.0) might also play a role. But the most
significant source of the discrepancy is probably the difference in estimation methods. This
belief stems from the fact that for the same value of Tcut and magnitude threshold a value
of b = 0.90 ± 0.07 was found in this study which is statistically indistinguishable from the
value obtained for the full one year time window in the range 2.5 < m < 5.0. The higher
value obtained by Eberhart-Phillips et al. (2003a) is more difficult to explain as details of
the methodology are not given.
To confirm the stability of this result the ¿-values, for the aforementioned seismicity
zones, were re-estimated using the RM estimate of the ¿-value along with the ML estimate
to strengthen our claims of the aforementioned spatial heterogeneity in the ¿-value. The
estimates of the ¿-value using the RM method are also given in Table 4.1. They exhibit the
same quantitative features as the ML estimate of the ¿-value. This increases our confidence
on the existence of a signal in the ¿-values due to the presence of the supershear rupture
segment.
A spatial map of the a-value (the constant a in Eq. (2.4)) was also created by evaluating
its value in each of the five zones over the same one year period since the mainshock. The
a-value gives the total number of aftershocks larger or equal in magnitude to m = 0 (Yang
and Ben-Zion, 2009). In a real catalogue, it is an estimate of the total number of aftershocks
at or above m = 0 that should have been observed if the instruments would have detected all
aftershocks at or above m = 0 (assuming the GR law is applicable at m = 0). The estimate of
a is affected by the problem that the total number of aftershocks is not robustly accounted for
magnitudes smaller than mc. Hence, we estimate the a-value in a manner consistent with the
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GR law but only using parameters robustly estimated in this study. To do this we evaluate
Eq. (2.4) at m = mc to obtain the following equation:
a = log10N(> mc) + bmc.

(4.1)

Using Eq. (4.1) we can obtain a robust estimate of the «-value as all of N(> mc), b and mc
can be reliably estimated. Therefore this is the proper measure of the «-value. Two sets of
values were obtained for a, one for the ML estimate and the other for the RM estimate of the
¿-value (see Table 4.1). Both the sets show the same trend. The highest a-value occurs in
Zone 1. It then goes down in Zones 2 and 3 before reaching a local maximum in Zone 4 and
then again going down in Zone 5. Zone 5 has the smallest a-value. Occurrence of supershear
earthquakes is generally associated with a relatively low total number of aftershocks (Bouchon and Karabulut, 2008). But the spatial map of the «-value shows that this expectation
cannot be equated to the observation of the smallest number of aftershocks in the supershear
zone itself. In fact, the expected number of aftershocks at or above m = 0 in Zone 5 is much
smaller than the value in Zone 2. The global maximum or minimum in the spatial variability
of the «-value does not correlate with the occurrence of the supershear rupture.
As stated before, we have used the maximum of the three magnitude listings mL, mb and
Ms in estimating the parameters in Table 4.1. To check if these trends are artifacts of this
method of choosing the magnitude, the ¿-values are re-estimated using only the mL values.
This subset has just one event less than the dataset used in Table 4.1 for magnitudes greater
than mc (for all magnitudes, we have raL magnitudes for 89% of the events for a one year
time window after the mainshock). Only the ¿- and a-values were re-estimated as magnitude
bias is expected to be observed only in these estimates. Table 4.2 reports these estimates.
Comparison with Table 4.1 will immediately reveal that the b- and «-values obtained with
only the mL listing are very close to our primary estimate using the maximum of three magni-
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t’M L
h>RM
Zone
N
a ML
Ar m
1 0.96 ± 0.07 5.44 0.87 + 0.10 5.23 1119
2 1.05 ± 0.17 4.95 1.09 ± 0.22 5.05 212
3 0.77 ± 0.09 4.57 0.75 ± 0.12 4.50 443
4 0.78 ± 0.07 4.74 0.82 ± 0.13 4.83 624
5 0.71 ± 0.15 3.89 0.74 ± 0.20 3.96 129
Table 4.2: Table showing the spatial variation of ¿»-value and a within the aftershock re
gion for the 365 day time window with TcM = 0 days but only using the events listed with
magnitude mL in the catalog. bML and ¿>RM are the estimates of b using the ML and RM
estimates respectively. The a-values with the same suffices are the a-values as obtained ac
cording to Eq. (2.4) using the corresponding ¿-values. N is the number of aftershocks in the
zone greater than or equal to m = 2.5. All errors are at 98% confidence level. Comparison
with Table 4.1 will immediately reveal that the b- and a-values obtained with only the mL
listing are very close to our primary estimate using the maximum of three magnitudes. The
statistical trends are exactly the same as Table 4.1.
tudes. The statistical trends are exactly the same as Table 4.1. This conclusively proves that
the statistical trends are robust under the choice of magnitudes that we have employed. For
the full sequence, the mL dataset yields a ¿-value of 0.86 ± 0.04 which is indistinguishable
from the value 0.85 ± 0.04 reported earlier (for the magnitude range 2.5 < m < 5.0) using
the maximum of the three magnitudes.
To further enhance the signal correlating the highest ¿-value with the occurrence of the
supershear rupture, the entire aftershock region was re-divided into two zones: the supershear
zone (Zone 2) and the rest of the aftershock zone (see Figure 4.1). The ¿-value inside the
supershear zone was calculated and compared to the ¿-value for the rest of the aftershock
region as shown in Figure 4.2(b). The ¿-value inside the supershear zone is higher (1.05 ±
0.17) than the rest of the aftershock region (0.84 ± 0.04).
To further establish spatial heterogeneity in the ¿-value, statistical significance testing of
the difference in the estimates of the ¿-value between the supershear zone and the rest of
the aftershock zone was carried out. To this end two different significance tests were used
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TCnt Method for ¿ est.
0.0 day
ML
RM
ML
0.5 day
RM
1.0 day
ML
RM

¿sz

1.05 ±0.17
1.10 ±0.23
1.17 ±0.20
1.22 ±0.27
1.19 ±0.21
1.21 ±0.27

¿RZ

0.84 ± 0.04
0.82 ± 0.05
0.96 ± 0.05
0.95 ± 0.08
0.99 ± 0.05
0.97 ± 0.08

Mag. range P T
—
[2.5, 5.0]
[2.5, 5.0] - 1
[2.5, 5.0] 1 [2.5, 5.0] - 1
[2.5, 5.0] 1 —
[2.5, 5.0] - 0*
95

95

1

*The difference is significant at the 94.6% level.

Table 4.3: Table showing values of the ML estimate and RM estimate (described in the text)
of the ¿-values inside and outside the supershear zone (see Figure 4.1) along with 95% confi
dence intervals for different values of Tcut. The suffix SZ implies values inside the supershear
zone and the suffix RZ implies values obtained for the rest of the aftershock region. The re
sults of the significance tests, bootstrapped Fisher’s permutation (the P column) for the ML
estimate and /-test (the T column) for the RM estimate, are given for the difference in bvalue between the supershear zone and the rest of the aftershock region at 95% significance
level. A value of 1 in the test result column means the difference is significant. The ¿-value
in the supershear zone is always significantly higher than the rest of the aftershock zone at
95% except for the RM estimate for Tcul =1.0 day.
95

95

for the two different estimation procedures. For the ML estimate a resampled version of
Fisher’s permutation test was used (equation (9) and the preceding paragraph in Amorese
et al. (2010)). For the RM estimate a /-test using equation (10) in Amorese et al. (2010)
was carried out. Both the tests were carried out at 95% confidence level. These tests were
repeated for Tcul = 1 / 2 and 1 days respectively. Table 4.3 gives the results of these tests
with column Pa denoting test results for the permutation test using the ML estimate at a
confidence level and column Ta denoting the same for the /-test using the RM estimate. In
the table, a rejection of the null hypothesis leads to a score of 1 implying that the ¿-values
in the the two zones are significantly different at the given significance level. Except for
TCut = L0 for the /-test, the difference is always significant. Even for this case, the difference
is significant at 94.6% which, for all practical purposes, is equivalent to significance at 95%.
This shows that the occurrence of the high ¿-value in the supershear zone is statistically
significant and not an artefact of data vagaries and uncertainties.
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The ¿-value in the Denali aftershock region does not vary substantially over time (see
Figures 4.4(a) and 4.4(b)) if one takes into account the background, the foreshocks and the
aftershocks. For the half-decade prior to the Mw 6.7 NME foreshock, the ¿-value is found
to be 1.0 ± 0.3. For the year preceding the foreshocks the ¿-value however goes down to
0.8 ± 0.4. For the foreshock sequence the ¿-value is found to be 1.1 ± 0.3. For all the
above time windows, the ¿-value was calculated within the range 2.0 < m < 4.0 to allow
for a significant number of events. For the year after the mainshock, over the entire defined
aftershock region, the ¿-value is found to be 0.85 ± 0.04 as mentioned earlier. This latter
value remains fairly stable for the area over the next two years going up to ¿ = 0.87 ± 0.04
as also mentioned earlier. The remarkable thing is that if one removes the first 1 0 - 3 0
days from the series then the aforementioned variation in ¿ over different magnitude ranges
vanishes and a uniformly high ¿-value of 1.04 ± 0.09 is obtained (see Figure 4.4a). The
proximity of this value to the value obtained for the supershear zone and the fact that the
supershear aftershocks occur later in the sequence indicate that the variability in ¿-value over
magnitude might be due to the introduction of the supershear aftershocks in the sequence.
Then the lower ¿-value for the magnitude range 2.5 < m < 5.0 might be ascribed to the early
aftershocks on the Susitna fault and also the low magnitude non-supershear aftershocks.
It is further seen that (see Figure 4.4b) the ¿-value is fairly constant in time over the
entire aftershock region after the Nov. 3rd, 2002 mainshock with the exception of the time
window comprising of the first day after the mainshock where the ¿-value is pretty small
0.55 ± 0.06. But the completeness magnitude within the first day of the mainshock was
most probably higher than 2.5 due to a large number of large magnitude events masking the
smaller magnitude events. This makes this estimate unreliable. A more reliable estimate
is obtained when one carries out the estimation over the magnitude range 4.0 < m < 5.5.
This gives ¿ = 0.9 ± 0.2. After a month, the ¿-value becomes 0.79 ± 0.04; after six months
the value is ¿ = 0.85 ± 0.04 and then going on to ¿ = 0.85 ± 0.04, ¿ = 0.86 ± 0.04 and
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Figure 4.4: (a) The frequency distributions of m agnitudes for half-decade background (in
verted triangle), one-year background (square), foreshocks (diam ond), one year after the
m ainshock (triangle) and w ithin the tim e w indow 30 - 365 days since the m ainshock (cir
cle). For the background and the foreshocks ¿-values are obtained by using the m axim um
likelihood m ethod as described in the text betw een m = 2.0 and m = 4.0. For the rest o f the
data ¿-values are obtained by using the sam e m ethod betw een m - 2.5 and m = 5.0. (b) The
tem poral variation of the ¿-value. The sequence is analyzed w ithin 1 day (square), 10 day
(inverted triangle), 30 day (diam ond), 183 day (triangle), 365 day (circle), 730 day (star) and
1095 day (pentagon) tim e w indow s since the m ainshock. T he ¿-values w ere obtained over
the range 4.0 < m < 5.5 for the 1 day tim e w indow and over the range 2.5 < m < 5.0 for all
other tim e w indow s.
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¿ = 0.87 ± 0.04 for one year, two years and three years respectively.
Overall, the variability of the ¿-value poses problems in the application of the modified
Omori law and in interoccurrence scaling, both of which take the ¿-value to be a constant as
mentioned before. Ideally the unified framework of generalized Omori law, modified Bath’s
law and interoccurrence scaling (Shcherbakov and Turcotte, 2004; Shcherbakov et al., 2004,
2005a,b, 2006) should be developed for GR models with more than one slope. But this can
be dealt in detail only in a separate article entirely devoted to the topic. As such, it was
necessary to assume a unique representative ¿-value consistent with the existing single slope
framework in our effort to completely describe the given aftershock sequence statistically.
Fortunately, the unified framework also provides a way to compute the ¿-value theoretically.
This was used as a check to confirm our choice of the unique representative ¿-value and
our choice is vindicated. These principles will be presented in detail in the discussion of the
modified Omori law, but for the moment it is sufficient to say that the unique representative bvalue was chosen to be the one obtained over the magnitude range 2.5 < m < 5.0. This gives
us ¿ = 0.85 ± 0.04 for the one year, ¿ = 0.86 ± 0.04 for the two year and ¿ = 0.87 ± 0.04 for
the three year periods respectively. At the level of the accuracy in magnitude determination,
which is up to the first place of decimal, and at 98% confidence level, a distinction cannot be
made between the three values. The value ¿ = 0.85 ± 0.04 is chosen as representative for the
remainder of the discussion. This choice is vindicated later in Subsection 4.1.3.

4.1.2 Bath’s Law
The largest recorded aftershock in the Denali aftershock sequence had mL 5.8 and occurred
19.6 minutes after the mainshock. This yields Amobs = 2.1, which is higher than expected
from Bath’s law. Here it must be remembered that, as mentioned before, Bath’s law does
not strictly apply to individual aftershock sequences. The largest aftershock magnitude is
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inferred from the GR law and to fit it into the standard picture of the Bath’s law following
Shcherbakov and Turcotte (2004) in an attempt to see both the GR law and the Bath’s law
within a common framework. The anomaly with respect to the standard Bath’s law, besides
representing a statistical fluctuation, may be also due to the use of the moment magnitude
scale for the mainshock magnitude while the largest aftershock is recorded in local mag
nitude. Moment magnitudes take into account the whole rupture area and are significantly
higher than the local magnitudes recorded at the epicentre. The local magnitude of the first
Denali mainshock, which Eberhart-Phillips et al. (2003a) refer to as the first subevent, is
7.2. The use of this value in Eq. (2.12) gives a A m 0bs value of 1.4. Alternatively, as posited
in Bouchon and Karabulut (2008), the inferred occurrence of the supershear rupture could
have a role in the lesser magnitude of the largest recorded aftershock as observed for the 2001
Kulunshan earthquake (Mw 7.9) where the largest recorded aftershock had a magnitude of
only 5.6.
The use of Eq. (2.13) to obtain the inferred largest aftershock consistent with the GR
scaling, however, also suffers from the same problem as before: the lack of a consistent
¿»-value results in a variance of Awinf. The averaged ¿-value 0.85 ± 0.04 was used to find
the largest inferred aftershock, minf, that was consistent with the data. The intersection of
the fit line and the line N = 1 gives a value of minf = 6.5 and thus, Aminf = 1.4 (see
Figure 4.2(a)). This is equal to the Amobs value obtained using the local magnitude of the
first Denali mainshock.

4.1.3 Omori law
The parameters of the Omori law were analyzed by fitting the observed aftershock rates for
a three year time window since the mainshock. Values for p, c(mc) and r(mc) were obtained
for the three year aftershock sequence at different values of mc (varying in steps of 0.1 in
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the interval 2.0 < mc < 4.5) using a maximum likelihood estimate of the Omori relation
(Utsu et al., 1995; Guo and Ogata, 1997). This yielded p = 1.15 ± 0.06 at mc = 3.0 with
minimal variability in the value of p between different magnitude thresholds. The values of
c(mc) and r(mc) obtained from this exercise were then fitted according to Eqs. (2.18) and
(2.19) respectively. The fits are shown in Figure 4.5. The fits are carried out over the range
2.0 <mc < 3.5 as above mc = 3.5 the statistics are poor.
For all practical purposes it is clear that r(mc) is independent of the magnitude threshold
(with a small slope -0.002 ± 0.019). This shows that very few aftershocks occur in the
magnitude range 2.0 < M < 4.5 initially and that most early aftershocks are of higher
magnitude. The result a « 0 (implying r is constant) has been reported for other aftershock
sequences e.g. in Parkfield, California (Shcherbakov et al., 2006) and in Japan (Nanjo et al.,
2007) and seems to be a universal feature of aftershock sequences. This is probably related to
the early aftershock deficiency effect seen in the Parkfield aftershock sequence (Peng et al.,
2006) and in Japan (Peng et al., 2007) wherein the number of aftershocks seen immediately
after the mainshock is smaller than expected from the Omori law decay rate for the whole
sequence even after correcting for completeness. Figure 4.5b shows that c(mc) systematically
increases with decreasing mc according to Eq. (2.18). This shows, as observed for other
aftershock sequences around the world (Shcherbakov et al., 2004, 2005b, 2006; Nanjo et al.,
2007) , that the c(mc) value is more than merely an artifact of incompleteness in the early part
of the catalog.
For our purposes, Eq. (2.23) is particularly important as it gives us a relationship between
¡3, k and a. Using these values of k, a and p in Eq. (2.23) it can be shown that ¡3 = 1.03.
For obtaining ¡3 by fitting the GR law, a time window which started from 30 days after the
mainshock and continued until three years was used and the whole aftershock region was
considered. This gives ¡3 = 1.04 ± 0.09 which is in excellent agreement with the calculated
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Figure 4.5: Variation in: (a) r(mc) with mmi - mc. Solid line shows the trend obtained by
fitting, (b) c(mc) with mmf - mc. The solid curve shows the line fitted to the data. In both (a)
and (b), a linear least squares fitting has been carried out for 2.0 >mc > 3.5 because of poor
statistics for higher values of mc. All confidence intervals at 98% level.
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value for ¡3. As mentioned before, due to the omission of the first thirty days, the value of ¡3
has no variability with respect to magnitude ranges and the obtained value is very reliable.
An interesting result can be obtained using the theory outlined in Section 2.3.3. The
exponent j.3 is the same exponent present in the productivity law analyzed by Felzer et al.
(2004) and Helmstetter et al. (2005). This can be shown as follows
fc = — = K ’
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where K is a productivity constant. Using Eq. (4.2) we finally obtain
K cc lO0(m'nf“"u .

(4.3)

This is a clear relationship between ¡3, minf and mc that can be evaluated to obtain the pro
ductivity of an aftershock sequence. As ¡3 can be robustly estimated, therefore so can be the
estimate of the exponent reported by Felzer et al. (2004) and Helmstetter et al. (2005) in an
independent manner.
As mentioned before, Eq. (2.24) is important with respect to the problem concerning
the heterogeneity in ¿-value in magnitude of the DFE aftershock sequence, as it allows us
to obtain the ¿-value knowing f3, k and the p. This ¿-value should be the proper ¿-value
to choose for analysis as this agrees with both the GR and the Omori laws. Putting back
the values of /3,k and p in Eq. (2.24) one gets ¿ = 0.91 which is pretty close to the fitted
representative ¿-value (0.85 ± 0.04) used at the given confidence level. This supports the
choice of the representative ¿-value for the aftershock sequence. The result a « 0 means
¡3 = pK and hence,
(4.4)
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This gives another indirect means to check for representative ¿-value. This analysis thus
gives an independent estimate of the average ¿-value over the magnitude ranges and can be
used as a general template for GR scalings with such heterogeneities in the ¿-value over
different magnitude ranges, as found here.
As mentioned before, using Eq. (2.27), it is possible to calculate the c(mc) values and
rates for a number of magnitude cutoffs given the c(mc) value for one specific cutoff. For
the required input c(mc) value mc = 3.0 was used. At this magnitude cutoff, the maximum
likelihood estimation (Utsu et al., 1995; Guo and Ogata, 1997) yielded p = 1.15 ± 0.06,
c(mc) = 0.25 ± 0.11 and r = 0.0012 ± 0.0007 days. This curve is shown as the solid line
in Figure 4.6. The magnitude cutoff of 3.0 is higher than the completeness of the catalogue,
so it is safe to assume that even at short times all earthquakes of magnitude 3.0 or greater
were detected. Using the p-value, the ¿-value, the difference in magnitude cutoffs dm and
c(3.0), the c(mc) values for other magnitude cutoffs can be calculated using Eq. (2.27).
For this purpose the values /? = 1.04, ¿ = 0.91, and dm = 0.5 were used. The curves
calculated are shown in Figure 4.6 as dashed lines and are generally a good approximation
to the observed rates for t > 1 days. The fits worsens for t < 1. This may be due to the
introduction of a number of temporary seismograph stations in the network after the Denali
mainshock, resulting in a relatively higher number of aftershocks recorded. The addition of
these temporary stations, primarily in the central and eastern segments of the rupture zone,
greatly improved coverage around the Denali fault and provided valuable data (Ratchkovski
et al., 2004). The fits are also weaker for mc > 4.0, but this is accounted for by the lack of
events at these higher magnitudes.
Further, the spatial variation of p was mapped over the seismic zones depicted in Fig
ure 4.1 (see Table 4.1). For this purpose the 365 day time window was used to be consistent
with the analysis of the spatial variability of the ¿-value. The spatial variability is marked as
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Figure 4.6: The rates of occurrence of aftershocks are shown for three years after the m ainshock. Low er m agnitude cutoffs w ere taken to be mc = 2.0, 2.5, 3.0, 3.5, 4.0, and 4.5. The
thick solid line show s the fitted curve (for mc = 3.0) and the dashed lines show the theoreti
cally predicted curves (for all other mc values). The value of c(3.0), r and p w ere calculated
by fitting the data for all aftershocks of m agnitude greater than mc = 3.0 to the m odified
O m ori’s law Eq. (2.15) by a m axim um likelihood m ethod. The c(mc) values for all other
curves w ere subsequently calculated using Eq. (2.27).
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that of the ¿-value. In particular, the supershear zone does not show any apparent anomaly
in the p-value. The lowest value p = 0.99 ± 0.06 occurs on the Susitna fault and the max
imum (p = 1.40 ± 0.25) occurs in Zone 2. But Zone 5 (the region around the Totschunda
fault) shows a p-value of 1.39 ± 0.30 which is almost indistinguishable from the p-value in
Zone 2. With the level of uncertainties in arrival times and occurrence times of events, such
small differences in values cannot be considered as significant. At our chosen 98% level of
significance, in fact, the p-values of Zones 2, 3, 4 and 5 are indistinguishable. Even then, to
be consistent in the analysis, the /?-values for the supershear zone (Zone 2) and the rest of
the aftershock zone were evaluated as before for the ¿-value. The supershear zone clearly
shows a higher p-value (1.40 ± 0.25) than the rest of the aftershock region (1.13 ± 0.05)
(see Figure 4.1 and Table 4.1). This observation is not intuitively correlated to the observed
properties of supershear ruptures and may well be a statistical fluctuation. At the 98% con
fidence level, the difference is not significant as well. Most importantly however, due to the
lack of a clear correlation of the global maximum in the spatial map of the p-value with the
supershear zone there is much lesser confidence in this result.

4.1.4 Interoccurrence Scaling
The interoccurrence scaling given by Eq. (2.30) was computed for T - 30 days, 183 days,
365 days, 730 days and 1095 days after the mainshock. Fits of the data generally improved
as time after mainshock passes, due to the increased number of events. Shown in Figure
4.7 is the interoccurrence distribution for three years; other time scales yield similar results.
The fits tend to be good until a magnitude cutoff of about 3.5, at which point there are
too few events for a good approximation to be found. The collapse of the distribution of
interoccurrence times for large times, given by Eq. (2.31), was also verified. In this case,
it was found that the best collapse occurs for v = 1.1 and 6 = 1.11. As was predicted in
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Shcherbakov et al. (2005a), in this case 6 ~ p. This is shown in Figure 4.8. This clearly
show s that aftershocks can be approxim ated as a non-hom ogeneous Poisson process over
several m agnitude scales and underlines the self-sim ilarity of aftershock sequences in both
tim e and m agnitude dom ains.

Figure 4.7: The interoccurrence tim e distributions are shown for three years after the m ainshock, with m agnitude cutoffs mc = 2.0, 2.5, 3.0, 3.5, 4.0 and 4.5. These results for this tim e
scale are sim ilar to the results for 30 days, 183 days, 730 days, and 1095 days. The dashed
lines have been com puted using Eq. (2.30).

4.2 Universal features among the four aftershock sequences
The clear signal obtained from the study of the D enali aftershock sequence is that there is
a correlation betw een the spatial occurrence of the supershear segm ent on the rupture asso
ciated with the m ainshock and a local m axim um in the spatial distribution of the ¿-value of
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A it1 [T/c(mc)Ys
Figure 4.8: The scaling of interoccurrence tim es distribution for large tim es (At > 500 s)
according to equation 2.31. M agnitude cutoffs mc - 2.0, 2.5, 3.0, and 3.5 for the time
intervals of 30 days, 183 days, 365 days, 730 days and 1095 days are included. The best
collapse found was for 6 = 1.11 and v = 1.1. The solid curve is a fit of the generalized
gam m a function, f(x) = Axy exp(-Jt/B ), with A = 0.6, B = 1.4, y = 0.06.
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the aftershock sequence associated with the mainshock. It was also observed that this max
imum in the ¿»-value is significant and is not an artefact of the catalog incompleteness that
often plagues magnitude-time series of aftershocks, especially early on after the mainshock.
It was further observed that the /»-value showed no such obvious trends and there was no
clear correlation of the either the maximum or the minimum of the spatial distribution of the
p- value with the occurrence of the supershear rupture. Finally, it was seen that the difference
between the maximum aftershock magnitude and the mainshock magnitude was higher than
expected from both the original and modified Bath’s laws. In the second part of this anal
ysis an attempt was made to examine if these features are universal among the aftershock
sequences of supershear earthquakes. If these are indeed universal features, then there must
be some aspect of the physics of the supershear ruptures that controls these properties. More
importantly, this would show that there are physical effects of dynamic rupture propagation
(that leads to the mainshock) which can influence aftershock statistics.

4.2.1 GR Scaling
The frequency-magnitude statistics and aftershock decay rates for each of the full four se
quences mentioned in Section 3.1 were estimated. A slightly different magnitude range was
used here for estimating the ¿»-values for the Denali aftershock sequence than that used in
Section 4.1. Instead of choosing the magnitude range 2.5 < m < 5.0, all aftershocks above
m > 2.5 were used. This is because for all other aftershock sequences all aftershocks above
the computed completeness magnitude were used and the analysis needed to be consistent
in this regard. This leads to a slightly different dataset for the Denali sequence and leads to
very slightly different values of the statistical parameters. These values are reported in all
tables which compare the corresponding parameters of the four aftershock sequences.
The aftershock regions were initially segmented into several smaller zones (Figure 4.9)
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Figure 4.9: Spatial segm entation o f seism icity in the aftershock region initially used to de
term ine the supershear zone for: (a) 1979 Mw 6.5 Im perial Valley (California), (b) 1999 Mw
7.6 Izm it (Turkey). The supershear zone is enclosed by the solid box on each map.
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(C)
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Figure 4.9: Spatial segm entation of seism icity in the aftershock region initially used to deter
m ine the supershear zone for: (c) 1999 Mw 7.2 D uzce (Turkey) and (d) 2002 Mw 7.9 Denali
(A laska) earthquakes. The supershear zone is enclosed by the solid box on each map.
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to determine if the seismicity in the supershear zones for the above sequences exhibited any
b or /»-value anomalies. This zonation was based, in general, on the spatial positions of
seismicity clusters and local geology and tectonics. However, for each sequence, one of
these zones was constructed such that it contained the inferred supershear segment of the
corresponding rupture (enclosed by solid boxes on the maps in Figure 4.9). The b and pvalues were estimated for each segment for all the sequences. These values are reported in
Table 4.4. It can be clearly seen that the ¿»-values in the supershear zones for each of the
sequences is higher than the other segments. There is no such systematic variation in the pvalues. Using this approach it was possible to demarcate the spatial extent of the high ¿»-value
zone which also coincided with the supershear zone. To further enhance the signal observed
in the ¿»-values the spatial seismicity distribution was then re-segmented into two seismicity
zones. The first region contains the supershear segments of the respective ruptures Bouchon
et al. (2010) and is shown enclosed in a solid box on the corresponding maps (Figure 4.9).
This is referred to as the supershear zone (SZ). The second is the remainder of the aftershock
zone outside the solid box (as shown in the respective maps) called the residual zone (RZ).
As the spatial extent of supershear segments are accurate to within an order of magnitude of
10 km, we checked whether an equivalent change in the spatial extent of the SZ leads to any
significant variation in the statistical trends observed and found the results to be insensitive
to such modifications. The parameters of the GR scaling and modified Omori
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Table 4.4: The &and p-values corresponding to the spatially segmented seismicity maps in Figure 1. The numbering of the
zones is the same as in the figure. The grey shaded zones for each sequence are the ones inferred to have hosted the supershear
segments of the corresponding ruptures. The ¿»-value in the supershear zone is observed to be always higher than the other
segments. There is no such systematic variation in the p-value.
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law were examined both inside and outside the supershear zones for each of the sequences
to check whether there is a systematic statistical variation in the values of the parameters
between the two zones (Table 4.5).
The most striking feature of these aftershock sequences is the spatial heterogeneity of
the ¿-values. In all the sequences, it was found that the ¿-value inside the SZ is higher
than the ¿-value within the RZ (Table 4.5). Significance tests were performed to confirm
the statistical significance of the differences observed in the estimated ¿-values. The same
re-sampled version of Fisher’s permutation test Amorese et al. (2010) at the 95% confidence
level (Table 4.5) was used for this purpose (as in Section 4.1). The differences in the bvalues between the two zones are significant at the 95% level for Imperial Valley and Denali
sequences, while for the Izmit and Duzce sequences the difference is significant at 59% and
82% respectively. The lower significance levels for the latter two can be attributed to the
small number of aftershocks contained in both of them.
Event
mc N
¿S Z
¿R Z
Psz
Prz Amobs Aminf
P
Imper. Valley 2.50 599 1.34 ±0.46 0.84 + 0.08 1 1.30 ±0.33 1.57 ±0.13 0.70 0.78
Izmit 3.20 246 0.94 ±0.21 0.84 ±0.17 0 0.77 ±0.16 0.74 ±0.15 1.90 1.40
Duzce 3.20 117 1.44 ±0.46 1.07 ±0.31 0 1.25 ±0.26 1.26 ±0.25 1.50 2.50
Denali 2.50 2530 1.02 ± 0.16 0.81 ± 0.04 1 1.40 ±0.25 1.13 ±0.05 2.10 1.24
Table 4.5: The ¿-values and corresponding results of the significance tests for each of the
four aftershock sequence considered. ¿sz is the ¿-value inside the supershear zone (inside the
respective solid bounding boxes in the maps), ¿ rz is the ¿-value in the rest of the aftershock
region. Errors in ¿-values are given at 98% level. Column P95 gives the significance test
results with 1 implying the null hypothesis is rejected. N is the total number of aftershocks
in the full dataset above mc. Note that the ¿-value inside the supershear zone is systematically
higher than the rest of the aftershock region and this difference is significant at 95% for those
sequences with good statistics. The values Amobs = 1.55 and Aininf = 1.49 show that the
largest aftershock magnitude is smaller than expected form Bath’s law.
95
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The most important issue with estimating ¿-values is the correct estimation of the com
pleteness magnitude of the aftershock sequence and ensuring that the ¿-value is not biased
due to the inclusion of magnitudes smaller than mc in the sample being used for estimation.
The entire magnitude range (EMR) Woessner and Wiemer (2005) method was used to esti
mate the completeness magnitudes. As before (for the Denali sequence), a minimum magni
tude mc slightly higher than the value estimated using the EMR method was used (Table 4.5).
However, the completeness magnitude of aftershock sequences can be a complicated func
tion of time as stated in Section 4.1. This variation in mc with time was calculated and the
same method was used as with the Denali aftershock sequence i.e. to remove the effect of
variations in mc with time on the estimation of ¿-values for aftershocks sequences a time
truncation of the aftershock sequence was introduced such that it minimizes the early vari
ability in mc immediately after the mainshock but does not significantly worsen the statistics
due to event removal. In our case, Tcut = 1 day was chosen as the optimum value and is used
uniformly for all the sequences. The mc after Tcut = 1 day is obtained from the time variation
of mc obtained for each of the aftershock datasets. Re-estimation of the parameters from the
r cut = 1 day sequences removes possible completeness artifacts in the estimation procedure.
The results of this re-estimation are shown in Table 4.6. Again, the same trend is obtained
i.e. the ¿-values inside the SZ is systematically higher than the ¿-values in the RZ for each
of the sequences.
To establish the significance of this statistical result systematic significance tests were
carried out on the estimates obtained for the sequences with Tcut = 1 day. The resampled
version of Fisher’s permutation test was used Amorese et al. (2010), as before, at 95% con
fidence level. Table 4.6 gives the results for these tests for Tcut = 1 day, with column Pa
denoting test results for the permutation test using the ML estimate at a confidence level. In
the table, a rejection of the null hypothesis leads to a score of 1 implying that the ¿-values
in the two zones are significantly different at the given significance level. As is clear from
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Event
Imperial Valley
Izmit
Duzce
Denali

mc (after 1 day)
2.10 ±0.16
3.30 ±0.10
3.10 ±0.08
2.50 ± 0.05

86
¿sz

^RZ

P 95

1.32 ±0.37
1.14 ±0.35
2.15 ±0.74
1.15 ±0.20

1.08 ±0.12
0.97 ± 0.25
1.88 ±0.57
0.96 ± 0.05

0
0
0
1

N
537
140
62
2002

Table 4.6: The re-estimation of the ¿-values with Tcut = 1 day. All symbols are the same
as Table 1 except that they are now evaluated for the sequences with all the aftershocks
occurring within the first day removed. Errors are reported at 98% confidence level. The
value of mc after 1 day is obtained from the time variation of mc evaluated using the Entire
Magnitude Range method. The same statistical trends are observed as Table 1. The only
difference is that ¿sz and ¿ rz are no more statistically different at 95% confidence level for
the Imperial Valley sequence. However, the difference remains significant at 93% for Fisher’s
permutation test.
the respective columns in Table 4.5, for Tcul = 0 days the difference is significant at the
95% level for the Imperial Valley and Denali sequences, while for the Izmit and Duzce se
quences the difference is not significant at this level. For Tcut = 1 day, similar results were
obtained for the significance tests (see Table 4.6), although the ¿-values inside SZ and RZ
are no longer statistically different at 95% confidence level for the Imperial Valley sequence.
However, the difference for Imperial Valley remains significant at 93%.

4.2.2 Omori Law
The estimation of the p-value of the Omori law does not reveal a clear trend (see Tables 4.4
and 4.5). The p-values are generally high both inside and outside the SZ with the exception
of the Izmit sequence. But for the Denali sequence the p-value in the SZ is higher while
for Imperial Valley it is lower than the p-value obtained in the RZ. For the Izmit and Duzce
sequences the two values are nearly equal. As there is a clear lack of a systematic signal,
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further significance tests were not employed on these results and it was assumed that the
p-values show no systematic spatial heterogeneity.

4.2.3 Bath’s Law
The third feature studied was the relation between the magnitudes of the mainshock and
the largest aftershock, Bath’s law. Table 4.1 shows the results of this analysis. Both the
original form of Bath’s law (Amobs = 1.55) and the modified form (Aminf = 1.49) show that
the largest magnitude aftershock is smaller than expected. This is consistent with previous
reports of the largest aftershock magnitude being smaller than that expected from Bath’s law
in aftershock sequences generated by the supershear events Bouchon and Karabulut (2008).
The Kunlunshan event (A/w 7.9, largest aftershock Mw 5.6), though not included in this
study, also supports this finding.

Chapter 5
Discussion and Conclusions
The statistical results obtained in our study are important. It has been reliably shown that
the occurrence of supershear earthquakes does affect the statistical properties of the resul
tant aftershock sequence. Most prominently, the spatial distribution of the ¿-value seems to
have a local maximum around the geological region that hosted the supershear segment of
the mainshock rupture. The p- value describing the decay of aftershocks with time however
was not observed to show any such trend. It was observed that the magnitude of the largest
aftershock was systematically smaller than that expected from the Bath’s law. This chapter
focuses on the relationship between the statistical peculiarities of the aftershock sequences
revealed in our analysis and the physics of aftershock occurrence. This chapter has two sec
tions: 1) Discussion of the results obtained in the Denali aftershock sequence 2) Discussion
of the results observed for the four aftershock sequences studied for establishing universal
statistical properties. Naturally, the assertions for the Denali aftershock sequence analyses
are extended and generalized by analyzing all the four aftershock sequences. It is argued that
the end result demonstrates that aftershock statistics are in fact affected by the occurrence of
dynamic supershear ruptures associated with the mainshock.
88

C hapter 5. D iscussion and C onclusions

89

5.1 Denali aftershock sequence
In this study, the spatio-temporal scaling properties of the aftershock sequence of the 2002
Denali fault earthquake (DFE) were analyzed. It was found that the value of the GR exponent
b showed different values over at least two separate magnitude regimes, one for m < 5.0 and
another for m > 4.8. This difference is not present when the first 10 - 30 days after the
mainshock are excluded, although the GR scaling of the first 30 days does not appear to be
significantly different than other time scales. The averaged ¿-value found to be 0.85 ± 0.04.
The largest aftershock recorded was smaller than expected, with a magnitude of only 5.8,
giving A m 0bs = 2.1. Using the method outlined in Shcherbakov and Turcotte (2004), the
magnitude of the largest inferred aftershock, m¡nf, was found to be 6.5, and thus A m inf = 1.4.
The rate of decay of aftershocks followed the modified Omori law. The c(mc) value
was seen to be dependent on the lower magnitude cutoff mc, with c(mc) decreasing as mc
increases. It was determined that r(mc) is approximately constant regardless of the lower
magnitude cutoff mc. The c(mc) values for different magnitude cutoffs were also successfully
predicted by using the observed c(mc) at mc = 3.0 using the scheme outlined in Shcherbakov
et al. (2004). This and the observation of constancy in r and p over different magnitude
thresholds allows us to predict aftershock decay rates for different magnitude thresholds.
This is of considerable importance because earthquake data is not reliable for very low mag
nitudes and greatly reduced in size for higher thresholds.
It has been shown that the distribution of interoccurrence times can be modeled using the
theory of a non-homogenous Poisson process. These distributions constructed for various
magnitude cutoffs and observational time intervals can be rescaled according to Eq. (2.31)
(with v = 1.1 and 6 = 1.11) for large interoccurrence times (At > 500 s). This re-emphasizes
the validity of considering aftershocks as a non-homogeneous Poisson process with the rate
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given by the generalized Omori’s law Eq. (2.25).
The most important finding of this study is the striking variations in the ¿-value seen
over space and magnitude ranges. The variation in the ¿-value over different magnitude
ranges found in the GR scaling was resolved by using the theoretical principles proposed in
Shcherbakov and Turcotte (2004), Shcherbakov et al. (2004) and in Turcotte et al. (2007). It
was seen that this theory and the data vindicate our choice of ¿ = 0.85 ± 0.04. This approach
may prove helpful for other aftershock sequences which exhibit such behavior. Our work
also indicates that this variability in ¿-value might stem from the existence of the supers
hear rupture. It also is found that aftershocks occurring near the supershear rupture show
an anomalously high ¿-value compared to other parts of the aftershock region. The ¿-value
is found to be low in value immediately after the mainshock, even after taking into account
catalogue incompleteness. This and the constancy in the value of r further indicate a re
markable early quiescence of smaller magnitude aftershocks. It would be of future interest
to see whether dip-slip mechanisms in general lead to such spatio-temporal variations in the
¿-value. The indication that the spatial variation of the magnitude distributions of the af
tershock sequence of a supershear earthquake shows such anomalies is very significant. It
points towards the fact that some statistical properties of aftershock sequences are connected
either to the rupture process or to the pre-seismic conditions that control seismogenic rup
tures. To verify this, this work was extended to confirm the universality of such high ¿-values
for aftershocks occurring in a supershear zone and to check whether this can be considered
a signature trait.
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5.2 Universal statistical features of the aftershock sequences
One could argue that the very large stress drops associated with the occurrence of supers
hear ruptures on the supershear zone segment could spatially smooth out the stress profile
on this part of the rupture. This would lead to, on average, small residual stress concentra
tions, small stress drops and small magnitude aftershocks leading to a high ¿-value inside
supershear zone. It is notable that earthquake populations in highly prestressed zones have
been observed to exhibit low ¿-values Schorlemmer et al. (2005). But it is unclear if this
observation holds specifically for aftershocks as well and therefore might not necessarily be
a contradiction to the above explanation.
The physical explanation of the large ¿-value potentially is more complicated than the
simplistic view presented above as it is unlikely that the postseismic static stress redistribu
tions on the fault alone control the ¿-value observed in the supershear zone. The ¿-value
anomaly also should be related to the preferential off-fault distribution of aftershocks in the
supershear zone. This view is easily confirmed if one examines Eq. (2.11). The ¿-value
is a decreasing function of F(S |<x). F(S\cr) is the cumulative integral over the conditional
probability distribution function describing the probability that the given small region will
develop a fracture given a strength S of the material hosting the fracture (see Figure 2.5). The
value of this integral depends on the relative values of the average prestress on the material
and the strength of the material. This was used by Scholz (1968a) to argue that as prestress
increased, F(S |<x) increased and the ¿-value decreased. This, as we have discussed before,
has been observed to varying degrees of certainty (Schorlemmer and Wiemer, 2005). But,
by the same token, F(S |<x) is also a decreasing function of the strength S of the material. So
if fractures occur on stronger patches of material then the resultant ¿-values will be larger
than those observed for fractures on weaker material. This is what, we argue, happens in the
case of aftershock sequences of supershear earthquakes. The aftershocks in the supershear
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zone were systematically located off the main fault and hence on stronger material. This
made F(S |cf) smaller for these aftershocks and hence leads to a larger ¿-value. But as stated
before, this analysis does not strictly apply to aftershocks and hence cannot be claimed as
the only viable physical cause. It also remains unclear if the opposing effect of the higher
prestress on the ¿-value can cancel out the effect of the higher strength. It seems that for the
four cases studied here, the increasing effects of the strength on the ¿-value are clearly higher
and is possibly aided by the large stress drops on the supershear segment. But again, whether
this signal is discernible or not depends on the relative values of the average prestress on the
material and the strength of the material surrounding the supershear segment in a particular
scenario.
Strangely, the view that the increase in ¿-value is due to the off-fault distribution of af
tershocks in stronger material is supported by the lack of trend observed in the Omori law
decay exponent p. According to the barrier model of aftershocks (Aki, 1984), the pattern
of postseismic redistribution of static stress concentrations on the fault controls the p-value.
Existing literature points towards a decrease in p- value with increasing stress heterogeneities
for planar faults obeying the rate and state friction laws (Helmstetter and Shaw, 2006). From
the physics of the rupture process, the postseismic redistribution of static stress concentra
tions on the supershear segment should, to first order, be different from the sub-Rayleigh
segments as both the pre- and co-seismic stress conditions were different. In particular, the
stress on the supershear segment should have been spatially smoothed. This indicates that
the p-value in the supershear zone should have been systematically smaller than in the RZ.
No such trend is observed in the / j-value variations. This is not unexpected as the above
line of reasoning does not hold in this case. This is because aftershocks in the supershear
zone are mostly distributed away from the main fault leading to random variations in the pvalues. This off-fault distribution does seem to be a major controlling factor of the statistical
signature of these aftershocks. Another interesting property of these aftershock sequences
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is revealed upon comparing them with statistical models of aftershock occurrence like the
Epidemic Type Aftershock Sequence model (Ogata, 1988). In such models, the value of Am
(absence of the subscript here implies both inferred and observed) controls the total number
of aftershocks produced. A high value of Am reduces the total number of aftershocks and this
is consistent with observations for supershear mainshocks (Bouchon and Karabulut, 2008).
For future work, the above arguments and statistical observations can be tested in cou
pled numerical simulations of dynamic ruptures and aftershock sequences. The stress state
of the supershear segment is modified greatly by coseismic stress redistributions due to su
pershear rupture propagation and this is a major cause behind the remarkable aftershock
patterns of supershear earthquakes. To mimic this, one could couple an aftershock model
with a precursory dynamic rupture model. In other words, instead of assigning simple static
stress values and stress heterogeneities, one could add the dynamic stresses produced by the
shear and Rayleigh Mach cones and the fault-normal expansion of the dilatational stressing
region. This model could then also trigger aftershocks dynamically. This should, in princi
ple, produce aftershocks far-off the main fault due to high stress loading at these distances.
The specification of friction laws for aftershock generation is an important issue here. If
one assumes a rate-and-state type construct for generating the aftershocks (Dieterich, 1994)
then, due to the off-fault distribution of aftershocks, the modeling of aftershocks of super
shear earthquakes cannot be done by simply imposing rate-and-state friction on the fault.
With large distances off the fault frictional properties might change. This would probably
need a segment-wise definition of friction laws both on and off of the fault. As aftershocks
near the supershear segment differ statistically from those elsewhere in the aftershock zone,
supershear earthquakes present an excellent opportunity for discerning which parameters of
the of friction laws control which parameters of the statistical properties of aftershocks by
matching simulations to the statistical results. This would also allow us to better understand
the requirements for off-fault aftershock generation and provide a complete numerical frame
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work for studying aftershocks. This also might, on a grander scale, tell us about precisely
how aftershock occurrence is related to rupture propagation and hence the relationship be
tween stress redistribution and seismicity. The results of our statistical analysis therefor has
opened up a new question about the true nature of the relationship between aftershocks and
dynamic ruptures. It is a question that, we believe, has a definite answer that can be obtained
through numerical simulation.
Our analysis describes the relation of the supershear rupture process and the statistics
of subsequent aftershocks. Studies probing the basic physics of occurrence of aftershocks
need to be undertaken to describe the precise physical causes of the statistical anomalies
observed here. It is established reliably that there exist statistical anomalies in aftershock
sequences of mainshocks associated with the supershear ruptures. The usual assumption of
spatial homogeneity of statistical parameters breaks down due to the influence of the rupture
process. Such statistical signals can be used to confirm the physical nature of the rupture
process. But, most importantly this study has provided a reasonable physical explanation for
the root causes of the statistical features of aftershock sequences of supershear earthquakes.
We have been able to argue that the systematic off-fault distribution of aftershocks around
the supershear segment controls the spatial distribution of the b and p-values. This study
thus clearly demonstrates that dynamic rupture properties can affect the statistical signatures
of aftershocks.
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