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The purpose of this paper is to discuss the Hamiltonian H = Jl + 2 J2 T 
3 I + NJ~(~J~Y 424, ~ &) + 28(J,J,JP cos(y4 + q4 - &), where the .I 
Jk’s are canonically conjugate to the 4,‘s (k = 1, 2, 3). In the case p = 0 or 
01 == 0 the corresponding Hamilton equations are integrable. A computer 
study of the full Hamiltonian was made by Ford and Lunsford (Phys. Rev. A. 
1 (1970), 59-70). The present paper obtains analytical results that are con- 
fronted with the computer study. The results are obtained by expanding the 
Hamiltonian into a power series about a certain equilibrium point and con- 
structing the corresponding Gustavson normal form up to 4th-order terms. 
The Gustavson normal form appears as a member of the enveloping algebra of 
the Lie algebra SO(2, 1). It is shown that the normal form can be used to 
explain certain features of Figures 5-9 of the above-mentioned computer study. 
Moreover the Komogloroff-Arnold-Moser theory is invoked to prove that the 
quasiperiodic solutions of the /I = 0 case can be analytically continued to 
nonzero but sufficiently small /l/z. 
1. INTRODUCTION 
The purpose of the present paper is to study the classical Hamiltonian 
HI = 11 + 2/a + 3-L + ~U2JaY2 cos(2A - $2) 
+ 33w2w2 N?4 + $2 - 43). 
(1) 
Here the Jk’s (k = 1, 2, 3) denote the canonical conjugate momenta to the 
angle variables dk (k = 1, 2, 3). 
Equation (1.1) is the simplest Hamiltonian that describes an interaction of 
three resonant vibrational modes of a one dimensional nonlinear lattice. 
(Compare [l, p. 41, formula (29)].) 
I f  p = 0 or 01 = 0 the corresponding Hamilton equations are integrable. 
The solutions of these cases are discussed in Sections 3 and 4 of the 
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present paper. The case /3 = 0 has already been treated as early as 1921 from 
the point of view of comparing certain series solutions with the exact solu- 
tion [2]. 
Also, a discussion of the full Hamiltonian (1.1) based on a computer study 
already exists [3]. As a matter of fact, the present paper grew out of a question 
asked in a letter by the first named author of [3], who also drew the present 
author’s attention to [2], Prof. Joseph Ford. He asked the present author 
whether the perturbation theory as proposed in [4] would permit the con- 
struction of formal solutions which could be compared with the numerical 
solutions of his and his colleague’s computer study [3]. 
Sections 4 and 6 of the present paper are dedicated in part to the task 
of giving at least a partial answer to Prof. Ford’s question. We show that our 
analytical methods are indeed able to explain certain features of Figs. l-10 
of [3]. The methods are essentially the same as the ones applied by the 
author in [4]. 
It should, however, be emphasized that these methods are not new. As 
the author already stated in the introduction to his paper [I] he has learned 
the method by studying the monograph by J. Moser [5]. The method is 
known among workers in classical mechanics as method of the Gustavson 
normal form and apparently goes back to a paper of Gustavson [6]. For a 
recent interesting application of the method see [7]. The method essentially 
is based on the construction of a formal canonical transformation which 
transforms the full Hamiltonian into a form that “commutes” (i.e., is in 
involution with) the unperturbed Hamiltonian. Clearly, the method strongly 
depends on the way in which the full Hamiltonian is decomposed into an 
unperturbed part and a perturbation. Note that (1) is already in Gustavson 
normal form with respect to the leading term I. 
In our paper we first expand the Hamiltonian into a power series about a 
certain equilibrium point (see Section 6). Then the corresponding quadratic 
part is taken as unperturbed Hamiltonian and the higher-order terms as 
perturbation. The quadratic part turns out to be of the form of which the 
author of [7, p. 3131 states: Stability and instability depend on the third- 
and fourth-order term. We show that the Gustavson normal form of our 
Hamiltonian obtained in this way is actually a member of the enveloping 
algebra of the Lie algebra of the three-dimensional Lorentz group. The 
fourth-order term of the normal form is in one-to-one correspondence with a 
3-vector and if this vector is “space-like” (in the terminology of the theory of 
relativity) it can be asserted that the equilibrium point is unstable. If  the 
vector is time-like although the truncated Hamiltonian is stable, actual 
stability seems to depend on higher than fourth-order terms. 
Finally, in Section 5 of the present paper we show by invoking the 
Komogloroff-Arnold-Moser theory that the majority of the quasiperiodic 
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solutions found in the ,6 = 0 case persist for nonzero but sufficiently small 
Y = B/a. 
2. GENERALPROPERTIESANDEQUIVALENTFORMSOFTHEHAMILTONIAN( 1.1) 
As we announced in the introduction we will study the Hamiltonian 
HI = .A + Jz + 3.k + Jd2W2 cos(295, - A> 
+ vxLJ2.T3Y’2 COS(~l + (62 - A)* 
(1) 
Here the 1;s (K = 1,2, 3) are the canonical conjugate momenta corre- 
sponding the angle variables C& (k = 1,2, 3). The phase space which we 
denote by Xr is the topological product of a 2-torus (obtained by identifying 
all points (& + 2npl , d2 + 277~ , 4, + 27~~~~ p, , p, , pa = integers) of the 
& , +a , +,-space and the octant 
in momenta space. 
We recognize that the quantity 
is an integral of motion and that therefore the Hamiltonian (1) is in Birkhoff 
Gustavson normal form with respect to I. A second obvious integral is the 
energy, i.e., the Hamiltonian itself. We find it convenient to normalize the 
energy in such a way that E = 0 corresponds to Hr = I. We also introduce 
the quantity 
J=h+2Jz=I--1,. (4) 
J is an exact integral only if /3 = 0. Notice that the domain of real analyticity 
‘%r of the Hamiltonian Hr does not coincide with the full phase space X1 , 
but only with its interior. Hence there is no guarantee that a solution curve 
starting inside the domain (2) will not reach the boundary within a finite 
amount of time. 
One might first think that this difficulty could be avoided by restricting 
the discussion to E # 0 solutions. This is indeed the case if /I = 0 because 
such solutions stay away from the surfaces Jr = 0, ]a = 0 and Ja is an 
integral, which we can keep positive. 
However, for j3 # 0 this remedy does not work because the surface Js = 0 
can be reached in principle also on solution curves for which E f 0. It is 
easy to see by examining the equation for $a that on the boundary surface 
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Ja = 0: 4s = co. The physical interpretation of our Hamiltonian (l.l), which 
we gave in the introduction, suggests that this result must be interpreted as a 
break down of the coordinate system, i.e., #a is undefined for Js = 0. In this 
way we are led to introduce new coordinates. First we subject Hr to the 
symplectic transformation 
I = II+ 2-L + 3-L) *=42-241, x=+3-341, (5) 
i.e., we switch to the angle variables 4, I+G, x and corresponding momenta I, 
Jz 7 Ja - 
The Hamiltonian in the new variables is 
HII = I + 4J - 2.72) PJ2Y2 ~0s 1cI + 2PKl- 2J2) J2W2 coso: - 9h 
(6) 
where J was defined in (4). 
The phase space Xn of Hn has the same topological structure as Xr . The 
range of the momenta is now 
u2 9 12 > I I J2 3 O,J2 b 0,212 + 3.L < I>, 
and the domain of real analyticity 91n of Hn is the interior of X,, . 
A subsequent introduction of rectangular coordinates 
x = (2J,)1/2 cos i/J, y = -(2J2)li2 sin $, 
u = (2/p cos x, v = --(2J3)lj2 sin x, 
(7) 
will remove the difficulties that we alluded to above, at least for {E # O}- 
solutions. The transformation (10) casts our Hamiltonian into the following 
form 
HII, = I + a(] - x2 - y”) x + p(J - x2 - y2)li2 (xu + yv), (8) 
where 
J = I - 3 (24” + 9). (9) 
The phase space X,,, is the topological product of a circle (corresponding to 
+r) and the elliptical cone 
{I, x, y, u, v I x2 + y2 + # (u” + v”) < I} 
and the domain of real analyticity of HII,: 21m is its interior. Here $r , x, u 
are the position coordinates and I, y, v the canonical conjugate momenta. 
Hamiltonian HIn is less singular than either HI or HII . This is due to 
the smoothing effect of the transformation (7). Indeed the inverse transforma- 
tion maps the subdomain 
llDIII = (~2 + ~2 > 0; 2d2 + v2 > 0} n (uIII 
analytically onto ‘2&r . 
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It follows directly from the form of Hamiltonian HnI that any solution on 
which E # 0 can not leave the domain of analyticity. There even exists a 
transformation of coordinates that removes all singularities from our Hamil- 
tonian Hr , namely, 
zlc = Jil2&-‘6k, q  = -J;!2&%, (k = 
which transforms the Hamiltonian into 
HIV = i(1 - a d? n/r, + 2&V&, 
where 
M2 =ImM+, M+ = ,q?z2 ) 
N2 =ImN+, iv+ = z1z2z3 . 
= 1,2, 3), (10) 
(11) 
(Q) 
(The reader might find our notation in (11) and (12) somewhat exotic. 
Hopefully he will learn to accept it if he proceeds reading.) 
The i on the right side of (11) has to be inserted because the transforma- 
tion (10) is not quite canonical but satisfies 
dz, A d.%,< = i(dJ, A d&) (k = 1,2, 3), 
i.e., the sk can be interpreted as position coordinates and the xk as corre- 
sponding momenta. Notice that Hiv is real analytic on the complete phase 
space, i.e., we have 
211v = R6, 
and the inverse transformation (10) maps the subdomain 
analytically onto ‘%r . The canonical coordinates of the Hamiltonians H,,, 
and Hrv are related by the transformation 
I= II+ 212 + 313, Jk=I+I” (k = 1,2,3), 
&=&ln(-$)=$arg[$), 
where Ml =ReM+, 
d2 
8 = - Im(%i3z3). 
J;/2 
(13) 
It maps the subdomain { J1 > 0} of ‘urv analytically onto 21m . 
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Summarizing we have the following chain of analytic manifolds and diffeo- 
morphisms: 
XI, = 2l,” 3 {J1 > O} ‘2 2&I 3 a,11 Jz %,I -z %I tt {J&J3 > O} c ‘iaJ[I” . 
Throughout this discussion we have assumed fi # 0. For /I = 0 the situa- 
tion is somewhat different. It is summarized in the following chain of analytic 
manifolds and diffeomorphisms: 
‘XI” 3 {“/I > 0) ‘St! 9&r c rug 3 a,‘p,) 2 q* c rug 2? .I(o) 3 5x1 
‘2 UIJ2~3 > 01 c ‘c” - 
Here %~“’ (; = I, II, III) are the domains of real analyticity of the Hamil- 
tonians H!” (; = I, II, III) th t a are obtained from the Hamiltonians Hi 
(i = I, II, ‘III) by putting ,t? = 0 and 
afi; = {(x2 + y2) > 0, u2 + zJ2 > O} n @I . 
The domains ‘91i”’ (i = I, II, III) are 
@) =Xin{Jz >0} (i = I, II), 
G! = XII, . 
Notice that H&) and Hit’ are both real analytic on their respective phase 
spaces and they are connected by the canonical transformation (13). Yet 
they induce quite different flows on the boundary surface Jr = 0. This is 
easily understood from the observation that on this boundary surface the 
transformation (13) is singular. 
In order to summarize the most important facts emerging from our 
previous discussion in a concise fashion, we introduce the concept of the 
equivalence of two Hamiltonian on a manifold. 
DEFINITION. Two Hamiltonians Hr , HI, that are real analytic on the 
domains Iur ,2&r of their respective phase spaces X1 , X,, are called equivalent 
on an analytic manifold 9 iff there exist two analytic imbeddings ir , ilI of 
3 into ‘5& and an whose images are invariant analytic submanifolds denoted 
by 3, , a,, and a canonical analytic diffeomorphism T of 3, onto a,, taking 
Hr into Hn such that the diagram commutes. 
T  
-4 41 
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Because the flow induced by H, on IDI and the one induced by Hn on a,, 
are related by an analytic diffeomorphism we may identify them (by pulling 
them back onto II) with help of ir , in) and state: If HI and Hn are equivalent on 
a they induce the same flow on 9. 
We summarize our previous discussion in the two statements: 
(i) HnI and Hrv are equivalent on the open submanifold E # 0; 
(ii) on the open submanifold Js > 0, E # 0 all four Hamiltonians 
Hj”’ (; = I, II, III, IV) are equivalent. 
With the exception of Section 3, where we discuss the {E = 0}-solutions 
of both Hm and HIV , we consistently take the point of view that Hrv gives 
the correct description of the physical system, i.e., we assume that the 
physical system has the property that the angles C& (K = 1,2, 3) become 
undefined if the corresponding action variables Jk (K = 1,2, 3) vanish. This 
is certainly the case if our Hamiltonian is interpreted as describing an inter- 
action of three resonant vibrational modes of a one-dimensional nonlinear 
lattice. For certain classes of solutions it may be more convenient to work 
with one of the other Hamiltonians than HIV . This however does not imply 
that we abandon the point of view stated above if the class of solutions under 
investigation lies on a submanifold on which the chosen Hamiltonian is 
equivalent to HIV . 
3. THE CASE /I = 0, a: #0 
We work with Hamiltonian HIV . We normalize a: to 1. (The normalization 
to -1 is treated analogously. A time inversion followed by a change of sign 
of the leading term in the Hamiltonian i.e., I reduces the latter case to the 
former.) This is accomplished by a transformation 
, 
&Zzlc, 
a 
H;, = ar2Hrv . 
Dropping the primes again, we obtain 
Hrv = i(1 - d2 M,). (2) 
I, J, E, J3 are integrals and we have 
1=1+3Jz. 
Using the following definition of the Poisson-brackets 
(3) 
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we calculate 
W, , WI = iMz , (4) 
where Ml, M, have been defined above (compare (2.12)) and (2.13) and 
where 
Ms = 8 (Jl - _I,), Jk = 1 zk 1’ (k = 1,2,3). (5) 
If also [Ml , M,] = in/r, , we would deal with bracket relations isomorphic 
to those of the Lie algebra of SU (2). However, we obtain 
334’1, J&l = ;.L(.L - 41,) = i (-f + 2M,) (6M, - J). (6) 
In the last equality we made use of the relations 
I,=f+2M,, Jz = f - MS, 
which are obtained by eliminating J1 and Js from the equations defining J 
and Ms. Notice that 
as a consequence of the fact that J1 and ]a are required to be nonnegative. 
It is therefore no restriction to assume: J > 0. (Otherwise 
permanently.) Furthermore we obtain 
Ml2 + M$ = 1 M+ I2 = J1”J2 = (+ + 2M,)2 (f - MS) . (9) 
Here again we made use of the relation (7). From (2) and (4) we obtain 
~I&=-~Z~[M,,M~]=~/ZM~, (10) 
where the dot denotes the derivative with respect to the time t. Finally 
we introduce the variable 
2M3 
WE---------, 
J 
-&W<f, 
and replace M2 in (22) by the energy 
E=--\/ZM 
(y2 2’ (12) 
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Combining (9)-( 12) we obtain the following equations of motion for the 
quantity w: 
(13) 
If we stretch the time variable by J1iz, 
s = pt, 
and introduce the normalized energy 
(14) 
the differential equation (13) takes the simple form 
(W’Y 4 + p2 = g(w), (15) 
g(w) = (4 - w)2 (2 + w) = w3 - $s + +. , (‘6) 
and the prime denotes the derivative with respect to s. Equation (15) can be 
interpreted as energy conservation law of a particle of mass 4 and total 
energy -p2 that moves within the interval [- $ , 41 of the w-axis under the 
influence of the potential -g(w). 
Subsequently we refer to this interpretation shortly as the “w-model” 
interpretation. The function g(w) is plotted in Fig. 1 and the corresponding 
allowed trajectories (i.e., those contained in the strip - { < w < 8) are 
depicted in Fig. 2. p2 is necessarily confined to the interval [O, &I. For 
p2 = &- the w-model has an equilibrium point located at (- 4, 0). It is 
surrounded by a family of closed trajectories that, with decreasing value of p2, 
FIG. I. Graph of the function g. 
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I 
FIG. 2. Flow in the phase space of the “w-model.” 
approach the boundary curve which is reached when p2 = 0 and is conse- 
quently the locus of all those points in the (w, w’)-plane satisfying 
W’2 
- - g(w) = 0. 
4 
It contains an unstable equilibrium point located at (0, 4). 
How do these features of the w-model translate into properties of the 
original model described by Hi:) or any of the other three Hamiltonians ? 
According to what we said above, all four Hamiltonians are equivalent on the 
manifold E # 0. Let us therefore first investigate the class of solutions on this 
manifold, i.e., those solutions that correspond to the trajectories inside the 
boundary curve of the w-model. As a special property of such solutions, we 
note that w # 4 at all times. In order to discuss these solutions we will also 
use the Hamiltonian 
H# = I + (J - x2 - y”) x. (18) 
Now from (7) and (11) we obtain 
Setting this expression into the transformation formula (2.13) and taking 
into account (lo)-(12) we obtain 
J112P 
x = J({" w) = ~ , 
3-W Y--2(*:4. (20) 
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To the equilibrium point (- 4, 0) of the w-model with energy (in the w-model 
interpretation) -p2 = - & there correspond the two equilibrium points 
y=o 
of Fig. 3. Their energy is 
2 J3/3 
(21) 
FIG. 3. Flow induced by Hi;; in the x-y-plane. 
They are surrounded by a family of periodic orbits. The qualitative behavior 
of the flow in the x-y plane is depicted in Fig. 3. Rather than writing down the 
corresponding equation for u and v we recall that J3 is an integral that at 
first we keep positive. It is therefore more convenient to work with the 
variables x and J3 . 
We obtain from (18) remembering the definition (2.4) 
and similarly, 
&-Eg- J17J 1+x=1+----. 
i-W 
(22) 
(23) 
Thus we have reduced the problem of obtaining the { J3 > 0, E # 0}-solution 
of the case /3 = 0 to the integration of Eq. (15). 
Before we turn to this task, let us make a few remarks about the other 
solutions. For Js = 0, E # 0, H$ and Hit) are still equivalent. However x 
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becomes undefined and we have to use the original variables u, v. Now 
Ja = 0 is equivalent to u = w = 0. It follows that in the case Js = 0, E # 0 
the motion is described by Eqs. (20) and (23) (where J = I and w is a solution 
of (15)), i.e., by simply dropping (22). 
As for the {E = 0, Ja > 0}- solutions, we observe that they decompose 
into two distinct classes corresponding to two invariant manifolds. On the 
first, which is represented by the interval {x = 0; -J112 < y < JV2) of 
Fig. 3 or by the boundary curve deleted by the point (0, 3) of Fig. 1, Hi$ 
and Hi? are equivalent; however on the second manifold which is represented 
by the circle x2 + y2 = J (i.e., Ji = 0) of Fig. 3 or by the point (0, +) of 
Fig. 1, and which turns out to have the topological structure of a 3-torus, the 
flow induced by Hi!/ and Hit’ are markedly different. Although Hi;; on 
this 3-torus, according to our point of view, does not represent the physical 
system under consideration, it is instructive to have a look at the correspond- 
ing flow. Because on this manifold Hit/ is equivalent to Hi!’ and Hi’), it is 
convenient to write down the equations of motion on this manifold in terms 
of the variables $,4i , +a. We find 
tj = -2Ji/acos*, J1 = 1, & = 3. (24) 
Integration yields 
cos z) = [cash 2J’l”(t + co)]-1, +1=yG +4 +3=43+34 (25) 
where co , $1 T 43 > are integration constants. From these equations we easily 
recognize that the flow in the H {$-description is asymptotically for t + co 
represented by the point (x = 0, y = J1j2 of Fig. 3, i.e., by the one parametric 
family of periodic solutions (26)): 
#k = & + kt, (k = 1,2,3), $2 - 24, = Et 2 * Pk 
In other words, the 3-torus Ji = 0 is the stable manifold of the family of 
periodic solutions (26)) . At the same time it is the unstable manifols that 
belongs to the periodic solutions (26)+ . On the other hand, the manifold 
(x = 0; --Ii/2 < y < J112) is the stable (unstable) manifold of the periodic 
solutions (26)+ ((26)-, respectively). This is easily recognized from the fact 
that on this manifold (on which H$ and H$ are equivalent) the equations 
of motion are 
$1=1, &=3, j=-J+ya, 
with corresponding solutions 
+1=&+t, +3=&+3t, 
y = -Tanh(J1/2t + ci), 
where Jr’, r/r’, co’ are integration constants. 
(27) 
(28) 
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The flow pattern in Fig. 3 corresponds to the HjFj description of the 
{E = O}-solutions. As mentioned above, the Hit) description of the flow 
differs from the one induced by Hjp/ on the boundary manifold j1 = 0. 
Indeed, the former is characterized by the two parametric family of periodic 
solutions 
21 - - 0, 
J z,=i - 
t 1 2 
li2 exp[-i($, + 2t)], 
(29) 
z, = iJi’2 exp[-i($, + 3t)]. 
So far we have given a description of the {E = O}-solutions under the assump- 
tion that Ja > 0. (Notice that our assumption J > 0 also implies Ja < 1/3.) 
I f  also Js = 0, the flow pattern in both the H&r and Hi:-description is 
essentially the same as for Ja > 0 with the only exception that 4, becomes 
undefined and the equation for $a in (24)-(28) must be dropped. 
The description of the {E = O)-solutions is now completed and we return 
to the task of completing the description of the E f  0 solutions. In order to 
do that we are required to integrate Eq. (15). 
We first introduce the cubic polynomial 
VW, P) = g(w) - P2, (30) 
where g(w) is given in (16) and decompose it into linear factors 
Y(w, p) = (w - e,) (w - e,) (w - 4. (31) 
The roots are real and even functions of p in the relevant interval 
2 
I P I G 2711”. (32) 
Moreover, they satisfy the relation 
e, + e2 + e3 = 0. (33) 
We order them in such a way that 
The two sheets of the Riemanian surface of Y(w, p) for p fixed in the interval 
(32) are depicted in Fig. 4.The multivalued function 
5 = F(z) = + j-i (Y($)l,2 (34) 
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--j.. 
‘W:n 
-i + 
___ up. *  %I e. 
\ 
1. d; 
C. 
FIG. 4. The two sheets of the Riemanian surface of Y as a function of w. 
maps it onto the b-plane in such a manner that the inverse function, the 
so-called Weierstrass p-function 
PG PI> 
is doubly periodic with frequencies wr(p), wa(p), where by definition 
%(P) = (i= 1,2,3), 
(35) 
(36) 
and the path of integration is C, (compare Fig. 4). Figure 5 then shows that 
the relation 
q+ w3 = w2 (37) 
FIG. 5. Fundamental rectangle (with sides equal to the periods) of the Weierstrass 
function (3.35). 
exists between the w’s. Because p is confined to the interval (32), wr is real 
and ws purely imaginary such that the b-plane is covered by rectangles of 
the kind as depicted in Fig. 5 and the function (35) maps any one of them 
(more exactly the open rectangle supplemented by, say, the left hand and 
lower edges) onto the entire Riemanian surface of Y(w, p) (see Fig. 4) in a 
one-to-one and, with the exception of the branch points e, , es, e3, co, 
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conformal manner. The statement that the function (35) is doubly periodic 
with frequencies means that all the points 
5+P%+Q% (p, q = arbitrary integers) 
are mapped onto the same point of the Riemanian surface. 
These considerations, which are standard and can be looked up in any 
book about elliptic functions [8] show that to each value p in the interval (32) 
there exists (modulo time translations of course) exactly one real solution 
of the equation (15) namely, 
w(s, p) = p (s + y > P) * (38) 
We have normalized it in such a way that it satisfies the initial condition 
40, P) = e,(f). (39) 
It has the real period wr(p). The existence of such a period is in accordance 
with the general shape of the trajectories of Figs. 1 or 3. 
Assuming Ja > 0, E # 0, we proceed to write down the complete set of 
solutions represented by those trajectories. This time we work with the 
Hamiltonians: 
Hi’ = I + (J - 21,) (2J,)l” cos z,k 
Using (7) and (11) we first find 
Jz@, -% A) = f (w(P, P) + f) . 
If we insert this expression into the equation for # 
CX2E $E = _ 1 2 c__ - ___ 
J w-t% i-w 
and integrate, we obtain 
3(t, E, .A) = ,M.P2~, P) - WP’% ~11, 
where 
(40) 
(41) 
(42) 
(43) 
w 
The normalization of # has been chosen in such a way that it is compatible 
with the normalization of w(s, p), given in (39) and the energy conservation 
law 
(J - 2J2)(2J2)1/2 cos 4 = a2E, (45a) 
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or 
g(w) cos2 * = p2. 
Indeed, (39) and (45) imply that, at time t = 0, 
co9 $h = 1. 
Wb) 
If we split a and b into a part periodic in s and a part linear in S, i,e., 
where a(p) = +h), P) an d analogously for b, and substitute these expres- 
sions into (43), it appears first as if 4 were quasiperiodic with frequencies 
and f@(f) - W/3)1. 
However, we will in a moment establish that the second frequency in (47) 
actually vanishes, such that z/ is periodic with the same period as J2 namely 
~l(P)lP2. 
To this end we first write a and 6 as complex integrals. We find 
a(f) = t f, (Y(w, P,$ (w + g>; 6(f) = ; $, (Y(e0, f,$ (4 - w) ' 
(48) 
where C is the closed path of Fig. 4. Now, 
26-z= iI (3w + 1) 1 c (Y(w,,))1’2(w + $)($ - w) = dw(3w2 - a) -- 2 f c(y(w,f))""g(w) 
1 (aY/aw) dw 1 = -- 
2 f c (Y(w, p)y2 (Y(w, p) + p2) = - 7 f 
d5 0 
52 = . 
(49) 
To obtain the expression in the last integral, we made the substitution 
5 = (Y(w, fw2f-l whereby the path of integration is transformed into a 
simple closed path about the origin of the c-plane. 
Finally we obtain the angles x, & as functions of the time by integrating 
(22) and (23): 
x = i - 3fb(J"2t, f>, (5W 
Cl =d1 + t + fKP~, PI. (5Ob) 
Equation (50b) may be replaced by the simpler equation 
+=&+3t, +i+3+1. (51) 
409/M-6 
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Summarizing, we obtain the following result: The closed trajectories inside 
the circle of radius J II2 of Fig. 3 represent 3-tori that support a quasiperiodic 
motion with frequencies 
%(P, I) = J$g; V2(P, I) = - s b(P)? 
v,(L, J) = 1 + py;y’ , 
(52) 
1 
and energy E = p J 3/2 /a 2. Obviously v3 can be replaced by the the simpler 
expression 
v3(p, 1) = 3~3 + vz = 3, (53) 
which corresponds to the choice of 43 as third angle instead of $r . 
4. THE CASE 01 = 0, j3 f  0 
This case is treated similarly to the case 01 # 0, /3 = 0. Besides the integrals 
I and E we introduce the integral 
L = 212 + J3h 
whose values lie in the interval 
O<L<I. 
We observe that 
and as a consequence 
j3 = i&W2 , I31 = --2PN, , 
where 
N,=ReN+, N, =ImN+. 
We find 
(4) 
(5) 
II-l-L--s, Jz = ; - 13 . 
The requirement that all J’s are nonnegative restricts J3 as follows: 
O< J,<min 
( 
;,I-L 
! 
, 
We obtain 
(6) 
(7) 
N12 + N22 = 111213 = ~(13 > Lh (8) 
(1) 
(2) 
(3) 
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where 
(9) 
is a polynomial of third order with roots 0, L/2, I -L. 
Using (4) and stretching the time by 1 fi I: 
we obtain 
(J3’)2 + ; = 4P(J, > L), (11) 
where E is again the total energy and the prime denotes the derivative with 
respect to s. 
Setting J3 = w + c, where c = &(2I -L), we obtain 
(w’)2 + I72 = 4(w - &) (w - fT2) (w - iT3), 
where 
I? = /3-lE, 
(12) 
&=-c+max $,I-L 
( ) 
, 
tT2=--c+min $,I--L), 
(13) 
( 
& = -c, 
such that 
F3 <z2 <t$; t?l + c2 + c3 = 0. (14) 
Equation (12) allows a “w-model” interpretation similar to the one of Eq. 
(3.15). Here the particle is restricted to move in the interval 
P3 , 4. (15) 
We introduce the cubic polynomial 
Y(w, A) = 4(w - f?J (w - 4) (w - tT3) - x (16) 
and represent it in two ways 
Y(w, A) = 4w3 - g,w - g, = 4(w - el) (w - e2) (w - e3). (17) 
Here the e,‘s (k = 1,2, 3) satisfy the same relations (14) as the &‘s and they 
(as well as g, , g3) are of functions h and L such that for X = 0, 
e,(O, L) = Zk (k = 1, 2, 3). (18) 
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Notice that al1 roots are real for X = 0 and the corresponding discriminant is 
positive. We wish to determine the upper limit for X for which this property 
prevails. The discriminant of the cubic polynomial is 
D = gz3 - 27g32 = gZ” - 27(& + X)z 
fi - 27(2g’,h + h2) = j2” - 27(X + g”3)2. 
Here the tilded quantities correspond to the case h = 0, i.e., 
& = -4(& + tT2tT3 + e3t?11) = 4(Zs32 - iy2) 
= &[412 - IOLJ + 7L2] = 5[3(1- L)2 + (2L - 1)2], 
(19) 
i3 = 4@& = 4 [4P - 13LI + lOL2] (21 - L) 
= &(2L -Z) (5L - 41) (21 -L). (20) 
The differential equation (12) can now be cast into the form 
where e2 is restricted to the interval 
i.e., for fixed L and e2 restricted to the interval (22) the w-model has a 
family of periodic solutions parametrized by e. The point (- ?&2/3)1/2, 0) 
in the w-&plane is a stable equilibrium point whose energy is given by the 
right end point of the interval (22). 
We refrain from giving a complete translation of these features of the 
zu-model into those of the original model but restrict our discussion to 
analytic description of the curves of the type of Fig. 5 in [3]. 
In order to facilitate the comparison of our analytical results with the 
computer study of the authors of [3] we first present a dictionary for the 
symbols used in their paper and ours. 
Their notation 
29m 
P- 
Y-F 
K 
31 
Z 
42,P2 
!73,P3 
Our notation 
a 
B 
Y=- cf 
B 
E 
Z 
L 
x2 Y 
u, ‘7) 
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We also find that the use of polar coordinates (r = (2Js)rj2, x) in the U-U- 
plane simplifies the analytic description of the curves of Fig. 5 in [3]. Those 
curves are obtained by projecting the curves L = const., E = const., x = 0 
in the x-y-u-w-space (we ignore $i and keep I fixed) onto the u-v-plane. 
x = 0 implies y2 = 21, and 
E2 = 4f12 J1 J2 J3 sin2 x = 4fi2p( J3 , L) sin2 x, (23) 
where p is again the polynomial defined in (9). Recall that the range of L 
and J3 is restricted by the conditions (2) and (7). The domain defined in a 
G Is-plane defined by these inequalities is the triangle of Fig. 6 with vertices 
‘3 
f 
/ 
J,=ZL;I / 
J, > 2L-I \. > 
L =co,s;p 
J. < 2L-I 
-5 I 
FIG. 6. 
(4.24) and 
” J,=f,(A,L) IA =fixedl 
Typical level curve of the function 4p( J3 , I,) and graphs of 
(4.25). 
the functions 
(0, 0), ($1, &1) and (I, 0). Inside the triangle we have drawn the qualitative 
features of the level curves of the function 4p( J3 , L). The corresponding level 
constant we denote by A. The level curves are closed curves surrounding 
the point ($1, &II), which corresponds to the maximum X = &Is of our 
function. In Fig. 6 we have also drawn the two curves that connect the points 
of the level curves with vertical and horizontal tangent, respectively. The 
first one is characterized by the condition 
and therefore is the graph of the function 
J3 = f (21- L) - ; ($,“” = + [21 -L - (3(1- L)2 + (2L - I)“)‘/“]. 
(24) 
The second one which is defined by the condition @IaL = 0 is a straight line 
with the equation 
J, = 2L - I. (25) 
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The values of our function along the curve (24) are 
h,(L) = (*yz - j3 
= -${[3(1-L)2 + (2L -I)2]3/2 - (2L - 1)(5L - 41)(21-L)}. (26) 
Along the line (25) the function takes the values: 
h,(L) = 4p(2L - I,L) = 2(2L - 1)(3L - 21)2, (274 
or using J3 as independent variable: 
‘2(J3) = 4p (h ) w) = $ J3(I - 313)2’ (27b) 
We recognize that the upper and lower parts of the level curves of Fig. 6 
(separated by the curve (24) are the graphs of the functions 
f,@, L) = e,P, L) + g-21 - L), 
f3Gt L) = e,@, L) + w  - L), 
(28) 
for fixed h and variable L. The domain of definition of both functions for 
fixed X is the interval [L,,(h), L,(h)], where L, , L, are the two solutions of the 
sixth-order equation X = h,(L) (see (26)) that lie in the interval [0, $11 and 
[$I, I], respectively. Especially we have 
L,(h)= 2 (y2, L,(h) z I - (+)1’2 as X + 0, 
(29) 
L,(&P) =L,($P) = $1. 
We also note that the location of the maximum of the function f2 and the 
minimum of the function f3 for variable L and fixed h are given by the solu- 
tions L,(h), L3()o of Eq. (27a) lying in the intervals [$I, #I] and [1/2, $11, 
respectively. Especially we have 
&(A) z $I- ($)““, L,(h) G + + + 
L,(p) =L,(&P) = ;I. 
as h --f 0, (30) 
Now we are ready to turn to our original task, namely to give an analytical 
description of the curves of the type as depicted in Fig. 5 of [3]. 
If Ez is fixed in the interval 
[O, &I”], (31) 
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we recognize from (23) and Fig. 6 that to each value of L in the interval 
L(-w~ uw1 (32) 
there corresponds a curve in the u-v-plane whose analytical description in 
polar coordinates is given by 
(33) 
Here h is a parameter varying in the interval [E2, h,(L)]. The curve is symme- 
tric with respect to the u- and v-axis because the substitutions x --+ x + r, 
x --f -x leave its equation invariant. We also recognize that the curve lies 
in the union of the two angular domains 
(34)F 
where 6 is that solution of the equation 
cos = (h,(&l~ ’ 
which lies in [0, (r/2)]. B ecause each ray x = const. in the interior of the 
angular domain (34) cuts the curve in two points, the curve decomposes into 
two identical pieces lying in the upper and lower half plane, respectively. 
Because 
f2ML), L) = f3ML)> -9 
these curves are closed. The total domain covered by curves in this way is 
=: 
I 
J3, x /2L,(h) - I < J3 < 2L,(h) - I; sin2 x = $; E2 < h < Al31 . 
(35) 
As we have seen above, each curve corresponding to a fixed value of L 
decomposes into two connected components (each of which is a simple 
closed curve), one lying in the upper half, the other one lying in the lower 
half of the (21, v)-plane. Instead of drawing both components to each value of 
L, we shall adopt the following convention. 
If L lies in the interval [L,(e2), L,(B2)] we only draw the component in the 
upper half plane, whereas if L lies in the interval [L2(E2), L,(e2)] we limit 
ourselves to the consideration of the component in the lower half plane. 
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Thus, each of the two half planes is covered by a different family of simple 
closed nonintersecting curves. On the first family we have (compare Fig. 6): 
J,>2L-I or Y2 = 2J2 < HI - 3Js), (36) 
whereas on the second family the opposite inequalities hold. 
Substituting x = 0 into the energy conservation law and solving it for y2 
we obtain the expression 
y2 = $I- 313) f (hzU3) - &y2> 
which is obviously real on the domain (35). 
Equation (36) h s ows that throughout a curve of the first (second) family 
the square root in (37) has negative (positive) sign. Hence, our convention of 
defining the two families of closed curves is in complete agreement with the 
one chosen by the authors of [3]. Notice however, that we have ignored all 
curves whose L-value lies in the interval [Ls(E2), L2(e2)]. An inspection of 
Fig. 6 shows that on a curve of this third family y2 switches from one branch 
to the other. Apparently none of the curves in the numerical study of [3] 
belongs to this family. 
Before concluding this section we wish to derive a formula for the coor- 
dinates of the two center points of Fig. 5 in [3]. By definition we have 
X,(L&@)) = e2 (k = 0, 1) such that the curves corresponding to L = L,(E2) 
(K = 0, 1) degenerate to a point. h is forced to assume the value E2, hence: 
x = 7r/2 for L = L,,(e2) and x = 3a/2 for L = L,(e2). The corresponding 
values of Js are obtained by substituting L = Lk(e2) (K = 0, 1) into (24). For 
small J!? this recipe yields 
It is not difficult to check that these center points represent quasiperiodic 
solutions of the {a = 0}-problem, on which & (h = 1,2, 3) changes with 
frequency rh = (E/2) (Jr’)-’ (h = 1,2, 3; K = 0, 1). Here JL” is obtained by 
substituting L = Lk(E2) (K = 0, 1) into (6) and (24). As a consequence of (24) 
there exists the relation 72 = r3 - pi between these frequencies. 
5. PERMANENCE OF THE QUASIPERIODIC SOLUTIONS FOR SMAL,L /3 
In this section we wish to prove that the majority of those tori that we 
found in the {fi = 0}-case survive when p becomes nonzero but stays suffi- 
ciently small. More exactly, the Lebesque measure of the set of those tori 
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that are destroyed by the perturbation goes to 0 together with #I. The remain- 
ing tori, namely those that support a quasiperiodic motion for which the 
frequencies ~i(p, J), y2(p, J) (compare (3.52)) satisfy some irrationality 
condition of the type 
(c, K = real positive constants, p, 4 = integers) continue to exist, although 
they are slightly deformed. 
Of course, to prove our contention we will invoke the theorem of 
Komogloroff and Arnold. (See e.g. [9].) 
In order to apply the theorem we treat the integral I as a mere pamater 
and ignore the variable $r . In other words we keep I fixed and study the 
projection of the tlow onto a surface 
& = const. 
This flow is described by the same Hamiltonian, except that we can drop the 
leading term 1, 
K = 4J - 2-L) W2Y’2 ~0s $ + NJ - 212) JJP 4x - $4 (2) 
as the flow in the full phase space. A subsequent application of the trans- 
formation (3.1) normalizes 01 to 1 and replaces fi by y  = p/a. 
The application of Arnolds theorem requires that we introduce natural 
action and angle variables in the {/3 = 0}-problem. 
The action variable representing the oriented area divided by 27r of a 
generic closed trajectory of Fig. 3 is given by 
where the path of integration is along the trajectory. Using the relations 
(3.14), (3.15), (3.20), (3.30), we find 
y1 = .fz f t+dw = h $ (y(w, P))1’2 dw, c4j 
(4 - my 2Tr c (g - w)” 
where C is the closed path of Fig. 4. It is convenient to introduce the function 
(5) 
such that 
Yl = &w* (6) 
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Using the identity 
1 d (Y(w, PY’” -- 
2 dw (Q-w)” 
= (Yh P))“” 
(+ - w)3 + $ (Y(w(p))“z - -: (Y(w, & (g - w) ’ 
we obtain 
Q(P) = hJl(P> - 4(P), (7) 
where q(p) has been defined in (3.36) and &I) in (3.48). For later use we also 
derive an expression for the derivative of Q. Instead of differentiating (7) we 
start with the defining relation (5). We obtain: 
Q’(p) = I (Y(wlp)) I,2 b” - w-4 P)l (g 1 w)3 dw 
= P (y(wlp))l,2 k(w) - 2y(w, PN (Q : w)3 dw 
(8) 
= $ 
-- - I (Y(ZW2 + 2%) - 26(P) + 34p) = q(p). 
In the last row use has been made of (7). Combining this result with the fact 
that 
we obtain the following representation for Q(p): 
Q!(P) = 
I 
O<Pe& 
2 (10) 
-z/udp<o* 
To establish the result (9) we observe that: 
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The integration in the previous integrals is performed along a small circle 
containing the point w = - Q. Indeed, inserting these values into (7) 
yields (9). 
The generating function of the canonical transformation which switches 
from the original variables (/a , #), (/a , X) to the natural action angle variables 
of the {/I = 0}-problem (yr , xi), (ya = Js , x2) is 
S(#> X;YI 9~2) = j" J&;Y~ >yz)d# +x '~2 9 
0 
(12) 
where y2 = Js and y1 is given in (4). To find the corresponding angle variables 
we need the derivatives 
aJ2 -Y 
ayk 
(k = 1,2), 
which are best obtained from the energy conservation law. We write it in the 
form 
="'(J2 3 Js 3 #J) = J3’2~ = K,(YI > ~219 (13) 
where the left side is the Hamiltonian (2) for /3 = 0 and the right side is the 
transformed Hamiltonian for the same value of /3. Here p has to be regarded 
as a function of ~1 = yi/ J obtained by solving 
for p. This is possible because 52 is an odd function of p which is monotonically 
increasing in both intervals 
[ 
2 -q-+l)s (o&] (15) 
as is recognized from (8). (The fact that it is discontinuous at 0 does not 
matter.) By differentiating (14) with respect to p we obtain 
2rr 
p’=wl(p)- WI 
Hence we obtain from (13): 
and therefore: 
3s *1=-= 
8Yl s 
*'"~~=Jl,2$so*~~~S, 
0 aY1 
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and similarly: 
The Hamiltonian (2) assumes in the new variables the following form: 
K = 1”‘“~ + d2JF(x, , CL) co+, - +, , EL)), (21) 
where 
w5 , P) = [(i - 4% PI> (t + 44 P)Il”“, 
W, > 14 = PI% P> + %s, ~11, (22) 
Wl 
s =-x1, 
Yl 
2rr cc=--- 
J = I - 3y, 
(compare (3.44), (3.46)), and where p has to be regarded as a function of II. 
K is now in the form in which Arnold’s theorem becomes applicable. 
According to his theorem, the analytic continuation of the majority of quasi- 
periodic solutions of the (r = 0}-problem on each energy surface is guaranteed 
if 
aK, aK,, - - 
aYi aYk aYi # 0. 
25 0 
(23) 
aYk 
We already established (see (17) and (19)) that 
al x = JW . $- = y1 , 
.+ JV(3Pp’-;p)=v2, 
(24) 
In the last equality we took into account the relations (7), (14) and (16). 
vr , va are defined in (3.52). 
The determinant (23) is 
27 
The decisive condition therefore is 
3p % + 1 f 0. (25) 
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This condition is certainly satisfied in the relevant intervals (15) with the 
possible exception of finitely many values. 
Indeed, we find 
Thus: 
q’(p) = 5 f dw 
c (WY PN3’” * 
%’ (5 &) = * & $ (w + +)3d; - 3)3/Z 
= f l -$$g(f-w,3’21,~_, 
and, 
I  45 1 1+3p~=1-5-4=~#o. 
Because wr(p) is an analytic function of p in the intervals (15) our contention 
follows. 
Remark. Because the condition (25) can be written in the form 
where Y i , v2 are defined in (3.52), the analytic continuation is guaranteed for 
those quasiperiodic solutions for which is a “strongly” irrational number, 
i.e., which satisfies a condition of the type (1). 
6. THE QUESTION OF STABILITY OF SOME EQUILIBRIUM POINTS AND THE 
EXISTENCE OF A THIRD FORMAL INTEGRAL IN THE GENRRAL CASE 
In this section we work with Hamiltonian HIIi ignoring again the angle 
variable +i and keeping I constant such that the phase space reduces to the 
four-dimensional ellipsoid 
(X,Y,~,~IX2+Y2+~(~2+~2)~~I). (1) 
We may also drop the leading term 1 in the Hamiltonian, such that the 
Hamiltonian under investigation takes the form 
K = UJlX + sr,““(m + YW). (2) 
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By stretching the time variable by OL we can normalize 01 to 1 and replace ,C? 
by Y = isb- 
Our program is to investigate the stability of three obvious equilibrium 
points of (2) and to construct the Gustavson normal form corresponding to 
the third one. It is found that, if y  = /3/ 01 is small enough, the first two equilib- 
rium points are stable and the third unstable. If  y  is large the stability of 
those equilibrium points is not investigated. Instead we use the Gustavson 
normal form to give an interpretation of some of the features of the computer 
study made in [3]. The basic features of the figures found in that paper, 
namely the peculiar journey of the two center points across the u, v-plane 
for small increasing a: can indeed be predicted by exploiting the fact that the 
Gustavson normal form yields a third approximate integral. Also, an approx- 
imate analytical description of the curves surrounding the center point 
in the upper u, o-plane can be extracted from the normal form. We start out 
by writing down the equations corresponding to Hamiltonian (2): 
A? = z = -2yx - +y(xu +yv) + yJy2v, 
aY 
j,-53x2+ya-J+ + x(m + YV) - YJl”“% 
1 
aK Y 
Zi = z = - J;‘/2 . 3 v(xu + YV) + rJ;‘“r, 2 
aK Y 
d=--=pT 2 * J- u(xu + yv) - yJy2X, 
where again 
J1 = J- x2 - y2 =I-- $3 -y2 - Q(u" + 3. 
Two obvious equilibrium points are 
I 112 
x=f- , ( 1 3 y===u=v=o. 
They are located on the boundary surface J3 = 0 and are already present in 
the /J = 0 problem. Indeed they coincide with the two equilibrium points of 
Fig. 3 if we require that J takes the special value I. Hence they represent a 
periodic motion with frequencies 
Vl f  & , I) = 1 f  ($)I,. 
( 
Recall that # = 0 and the angle x (or +a) becomes undefined on the surface 
J3 = 0 according to our interpretation of the Hamiltonian under investigation. 
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In order to investigate the stability of these equilibrium points we set 
I 112 
x==.$f 5 ( 1 (6) 
and find after some calculation that the quadratic parts corresponding to the 
two equilibrium points are 
(7) 
They are definite for y2 < 3, proving that the periodic solutions represented 
by the equilibrium points of the Hamiltonian K, for these values of y are 
stable. 
A more interesting equilibrium point is the following: 
x=y=v=o, ~=$~-~gny(--.&..-)~‘~=-~, (8) 
where 
Y2 Y=-. 
Y2 + Q 
Notice that this equilibrium point has no nontrivial counterpart in the 
{/I = O)-case because as y -+ 0 we obtain 
i.e., J = 0 and Fig. 3 collapses to a point. However for y # 0 we have 
3 I 
-u2=---<I, 
2 $r” + 1 
i.e., the equilibrium points lies well within the ellipsoid (1). Although it has 
energy 0, we have at the point 
Jl = ] = VI # 0. (12) 
The point is therefore present in both the Hm and Hiv description. We proceed 
to expand the Hamiltonian about this point into a convergent power series 
up to fourth-order term and subsequently construct the corresponding term 
of the Gustavson’s normal form. In doing so we will employ the formalism 
that was described by the author in [4]. From the normal form we will then 
obtain an approximate third integral, which we will use to explain certain 
features of some figures of the computer study made in [3]. 
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Setting 
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x = ES’, y = 3, w = &; ‘R= 
the Hamiltonian becomes 
K = ($ - eq) x - 33ux 
+ y(y1)W (1 - 3 - J$z)“2 * (A% + y” + $) ) 
03) 
where 
q = x? + Y2 + g+” + v2), (14) 
and the tildes have been dropped again. The terms of order .& drop out. 
The Oth-order term is 
y(vI)‘l” g xu + yw] . (15) 
The term linear in c is 
1 3 
-- - 2 x(x2 + y”) 
- 
4 
w2x + 
3 
-242x + 
3 
- 
4V 2 
uyw, 
and the term quadratic in E is 
-21_2L 1 ( 
1 Lx+yw +F--- 
> u2x I 
9 ?2 
2 (vI)l’2 v 16 ~~(vI)l/~ - -g #y/2 (xu + Y4 
z (& + Y”) (!I +pJ ’ 
(16) 
(17) 
1 1 
z, = - 
2 ( __ (u + 4 + i(v + Y,! 9 yw 
1 I 
2$. = - 
2 ( - (@ - 4 i- i(w - Y,) 
(18) 
yv2 
The transformation 
with the inverse 
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has the property 
dz, A ds$ + dz, A dz, = & (dy A dx + dv A du), 
such that the transformed Hamiltonian has to be multiplied by i/v1’2. After 
some calculation the Hamiltonian in the new variable becomes 
where 
K’ = iK, (20) 
K = 11’2(Q1 - Q2) + g ((1 - v) (~1 - @ + (5 - 3v) (x1 - .a>2 (gI - 5) 
+ 24(q - z2) z1z2 + c.c.} + E 2$$Ql -Qz> 
x 
i 
q [(Zl - 22y + C.C.] - (1 + v) (Zr - X2) (,S$ - ZY2) 
- 3(% + x2) (% + %)/ + D(E3). (21) 
Here Qlc = x$& (k = I, 2) and C.C. means conjugate complex. 
Notice that K just changes sign under the permutation zr t+ z2 . (This is a 
property of the full Hamiltonian not just of the terms up to second order in 6.) 
This is seen from the fact that in the original variables the transformation is: 
x-+-x, y---Y, u -+ u, v ---f v. 
This symmetry somewhat simplifies the calculation of the Gustavson normal 
form to which we now return. We write 
K = K’O’ + l V, (22) 
where 
k=O 
is a formal power series in E and 
K’O’ = 2y11/2M3 , jq=Qk& 
2 (23) 
The quantities 
Ml = Re(x,z,), M2 = Wzlz2), Mo = HQ1 + 82) 
have zero Poisson brackets with K(O), or was we say in analogy to quantum 
mechanics, they commute with K(O). We easily verify that they generate the 
Lie algebra of SO( 1,2). Indeed we have 
[Ml, Mzl = -iMo, 
W2, Mel = iM1, (24) 
[MO , Ml1 = iM2 , 
4091541-7 
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and 
M,,2 - Ml2 - M2” = M,“. (25) 
Because of the four quantities Mk (k = 0, 1, 2, 3) the first three are invariant 
under the transformation zi t+ Z, whereas the last changes its sign, it follows 
that the Gustavson normal form is a member of the enveloping algebra of the 
Lie algebra of SO(1, 2) of the following type 
K’O’ + M, W, (26) 
where 
W=f ,Zku/“k’ (27) 
k=l 
is a formal power series in c2 whose Kth term WC”) is a polynomial of degree K 
in MO, Ml , M2. 
Especially we have 
W’l’ = AM0 + BM, + CM,, (28) 
where A, B, C are real numbers. We wish to prove that our equilibrium point 
is unstable if the vector 
is “space-like,” i.e., if 
(A, B, C) (29) 
B2 + C2 > AZ. (30) 
If  the condition is not satisfied, i.e., if the vector is “null-like” or “time-like” 
no conclusion can be drawn by investigating W(l) but stability depends on 
the higher-order terms. Using the spinor representation of SO( 1, 2), we 
will show below that under the condition (30) there exists a symplectic 
transformation of the variables z1 , za , or , g2 such that the vector (A, B, C) 
in the new coordinates has only the first component different from zero, 
i.e., it is sufficient to study the Hamiltonian 
K’O’ + 2BM,M, + O(e3). (31) 
Anticipating this result for a moment and dropping higher-order terms we 
recognize that M3 and Mr are integrals and therefore also MO2 - M22 
according to (25). Hence in a M2-MO-diagram the flow is represented by a 
one parameter family of hyperbola opening toward the positive M,,-axis. 
These considerations indicate that the point 0: x = y  = u = v  = 0 is unstable. 
In order to present a rigorous proof of this contention we remark that the 
function 
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takes positive as well as negative values in each neighborhood of 0. Moreover 
its rate of change per unit time is 
M2 = i2BM3[Ml ) M,] + D(2) = 2BM3Mo + D(G) 
The last equality follows from (23) and the relation 
Therefore ik12 for E # 0 and for E small enough has constant sign throughout 
a neighborhood of 0. These facts imply that every {E # 0}-solution starting 
in a given neighborhood of the equilibrium point will escape this neigh- 
borhood eventually [lo, p. 1651. 
To prove the existence of the symplectic transformation of the s-variables 
that transforms (29) into the l-direction we first remark that we have 
where 
Mi = miz+ (i = 0, 1, 2, 3), (32) 
and ui (i = 0, 1, 2, 3) are the usual Pauli matrices. Hence, 
W’l’ = z2Iz+, (34) 
where VI is the matrix 
i 
A B - iC 
B+iC 1 A * (35) 
According to the usual representation theory of the Lorentz group there 
exists a transformation 23 E SU(I, 1) such that 
%vm3+ = Bu, (36) 
if the vector (A, B, C) is “space-like” and 
232m+ = Au, (37) 
($ B = real numbers) if it is “time-like”. To complete the proof it remains 
only to show that the group SU(1, 1) induces symplectic transformations of 
the z-variables. 
Let 
W=(i !!), where Iu~~-]II~=~. 
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Then % E SU( 1, 1) and the transformation of the x-variables induced by !Z3 is 
cl = az, + bs2 , cl = iq + bz, , 
5, = bz, + m2 ) t2 = bz, + azg , 
which is easily seen to have the property 
d[, A dc, + d&, A d{, = dz, A drFl + dx, A dq . 
Our contention is proved. 
(39) 
In addition, we see that if we neglect higher-order terms in the “time-like” 
case, it is sufficient to discuss the Hamiltonian (31) with IM, replaced by M, 
such that rVr, and &!a become integrals of the truncated Hamiltonian. From 
(25) we can infer that the corresponding flow in the iW1 , J&-plane is repre- 
sented by a family of circles. Similarly we find a family of parabola in an 
appropriate plane in the “null-like” case. However the inclusion of the higher- 
order terms may principally change the flow in the last two cases (i.e., if the 
condition (30) is violated). An attempt to investigate stability in the “time- 
like” case by invoking the Moser-Arnold theory along the lines of [7] would 
at least require a detailed knowledge of W2). 
After these general remarks we return to our specific Hamiltonian. In order 
to obtain the first-order term of the Gustavson normal form we use the 
formalism of [4]. 
The recipe to calculate it is contained in a modified version of formula(2.29) 
of that paper, namely, 
W’l’ = pm + &q-$j. 
w 
Here the caret denotes projection onto the cornmutant with K(O) (which in 
the present case is the enveloping algebra of the Lie algebra of SO(l, 2)) and 
S(O) is the solution of 
i[K’O’, S’O’] : y(o) (41) 
normalized in such a way that 
3’0’ zzt 0. 
The additional term P(l) as compared with the above quoted formula of [4] 
is due to the fact that the latter was derived under the additional assumption 
that P(l) = 0. 
The result of our calculation for the Hamiltonian (21) is 
W1’ = - 3 (AM0 + BM,), 
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where 
44z-++f+3/2, B=+++. (43) 
According to our previous remarks the equilibrium point (8) is unstable if 
I.e., 
For I y  I >, l/ V/5 th e question of stability remains unsettled. 
In the remaining part of this paper we will use our results to give an inter- 
pretation of some of the features of the computer study of [3]. 
To this end we set E = 1 and use the approximate formal integral 
L = 4v(A + B)-l [AM,, + BM,] = 2v [(MO + MI) + +$ (MO - MI)] . 
(45) 
Now we have 
where 
‘M,=;(Q,+QJ=~[;(ti2+~2)+(~2+~2)], (46) 
~~ = Re zl.z2 = $ [$ (122 - x2) + ( ys - G)] , (47) 
~=u-~=u+ollB. (48) 
Y 
Setting also x = 0 (compare [3]) we obtain 
L = ii2 + vy2 + k(y) 02, 
where 
(49) 
K(y) = v2(y2 - $>/(r2 + 5,. (50) 
We note that the formal integral L as given in (49) approaches the exact 
integral denoted by the same symbol in the {a = 0}-case. (Compare (4.1)) 
In order to explain the behavior of the regular curves in Fig. 6-9 of [3] 
we may assume that the ratio 
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is small and therefore we proceed as follows. We eliminate y2 in the exact 
energy integral 
82 = g = (I - + (24” + v”) - y2) yW (51) 
with help of (49) and expand the result into a power series in the variable y-l. 
After some calculation we find that if the transformation to Gustavson normal 
form where convergent the curves of Fig. 6-9 of [3] should be approximate 
level curves of the function 
f(U, v,L, y) = [d-L - ~V(U" + v") + J2 + W] * [L - zz - W] 29 
= [I-L - g(uz + v")] [L - u2 - v2]v2 
(52) 
+ 2y-w%v2[2L -I- &(u" + w")] + Q-2) 
= 4[P(Js ,L) + y-'d2J~'2(2L -I - Js)cosx]sin2x 
+ qT2>, 
wherep is the polynomial defined in (4.9) and the level constant is given by 
“2i.P = iP + qy-2). 
In this first approximation the level curves allow a description similar to the 
one given in (4.33) for the (cz = O}- case. As a matter of fact the relation 
between J3 = r2/2 and the parameter is the same as in (4.33) whereas the 
angle x is now determined by the formula 
1 sin2X z-E2 
x [ 
1 - 4 -l -$ di(jp(2L - I - J3) (I - y2 + D(,-2)] . 
(53) 
The center points of the two families of curves described in this way are 
determined by the conditions 
(54) 
and therefore have coordinates 
vk 2 = &l-LL,) - 8[3(1 -LL,)2 + (2Lk - 1)2]'/" + o(p), (55) 
uk = y-1211'2(2L, - I - &k2)(21 -LL, - 20k2)-l + D(y-2), 
(k = 0, I), (56) 
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where for fixed energy ,Z? the corresponding L,-value is obtained as a solution 
of the equation 
f (% > vk , Lk , 7) = v2B. (57) 
In the limiting case y + co (i.e., o( --f 0) we have uk = 0 and vk2 agrees with 
the expression obtained from (4.24). M oreover, the solutions L, = Lk(E2) 
(K = 0, 1) of (57) agree with the expressions denoted by the same symbols 
in Section 4. 
To first order in y-l, ok2 remains unchanged and uk is given by the leading 
term of (56). The denominator of this term is positive in the entire interval 
0 <L < I whereas the numerator 
=L - $I + i[3(I - L)2 + (2L - 42]1/2, 6 
being negative for L = 0, changes sign at L = %I such that this term is 
positive for 0 <L < $I and negative for $I <L <I. Combining this 
result with the fact that L,(e2) lies in the interval [$I, I] we find that the 
“center point” of the upper half plane (v > 0) travels to the left and the one 
of the lower half plane (v < 0) to the right as 01 increases from 0 to positive 
values. 
This result is in complete agreement with the computer study of [3]. The 
expression (56) allows a quantitative evaluation of the u-coordinate of these 
“traveling center points” for small values of 01. Assuming that i? < I we can 
use the expression (4.29) for Lk(82) (k = 0, 1) and the expressions (4.38) 
for vk2 (K = 0, 1). Thus we obtain 
u. = y-1 
[ 
--p/2 + 3 1 IT 1 __ + W2)] + xw2), 2 I 
u1 = y-1 
[ 
2IV - 3&p + W2)] + qY-2)* 
(58) 
Hence, we find in this approximation, which holds under the assumptions 
that the lower “center point” travels twice as fast to the right as the upper 
“center point” travels to the left. 
Whereas (58) is in good agreement with the computer study of [3], (59) 
seems to give reasonable agreement for Fig. 6 of [3] but already in Fig. 7 
the lower center point lies farther to the right as it should according to (59). 
This discrepancy is due to the fact that the description of the family of 
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curves by the formal integral L becomes worse the greater their distance from 
the equilibrium point 
$ = - [&]li2, d = 0, (60) 
becomes. 
This is also the reason why for increasing 01 the curves in the lower half 
plane are replaced much sooner by a stochastic distribution of points whereas 
there are regular curves in the upper half plane that persist throughout the 
increase of 01 (see [3, Fig. 6101). Indeed, it is possible to give a much more 
transparent approximate analytical description of the regular family of 
curves in the upper half plane than the one contained in (4.33) and (53). 
Because this family is relatively close to the equilibrium point (60) we use the 
approximation to the energy integral that follows from (15) for x = 0: 
E = /3(d)“” yv. 
We use this expression to eliminate y in (49) and obtain 
Setting finally 
ti = L112 COS K, 
E2 1 
T7+kV2=LSin2K, 
we obtain the following approximate description of the curves in the upper 
half plane of [3, Fig. 7-101 
u = - j&r” +L112 COS K, 
h l/2 (61) 
L2Sin4K-4482r 
1 I 
. 
Here K is just a suitable parameter which we may restrict to that part of the 
interval [0,27r) on which the square root of formula (61) is real. 
7. OUTLOOK 
As already stated in the introduction one goal of the present work was to 
demonstrate that even in cases in which the Hamiltonian is already in 
Birkhoff-Gustavson normal form with respect to its leading term, it is 
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possible to construct an additional formal integral that is independent of the 
two obvious integrals given by the Hamiltonian itself and its leading term. 
The method of construction of this third integral proceeds roughly along the 
following lines. 
(i) We perform a canonical transformation such that the leading term 
becomes a momentum variable, which we denote by I. The corresponding 
angle variable can be ignored. 
(ii) On a generic surface 1 = constant we look for a suitable equilib- 
rium point about which the Hamiltonian is expanded into a (convergent) 
power series. 
(iii) We bring the Hamiltonian into Gustavson normal form with 
respect to the new leading term. This normal form contains the desired third 
integral. 
In our specific model Hamiltonian we determined the lowest order term of 
this integral and used it to explain the main features of the Hamiltonian 
flow. We found that the agreement between the analytical and the numerical 
description is the better the larger y is, i.e., the closer the flow resembles the 
one of the integrable case OL = 0. 
The fact that for decreasing y the flow obtained by numerical integration 
disintegrates, i.e., becomes at first more and more stochastic indicates that 
our transformation into normal form is divergent. If y becomes very small 
Komogloroff-Arnold-Moser theory applies. It implies that the flow becomes 
increasingly quasi periodic, i.e., as y --f 0 the flow resembles more and more 
the one that is found in the integrable case j3 = 0. 
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