Let ξ 1 , ξ 2 , ξ 3 be independent random variables with nonvanishing characteristic functions, and a j , b j be real numbers such that
Introduction
In the article [7] C.R. Rao proved the following theorem.
Theorem A. Let ξ 1 , ξ 2 , ξ 3 be independent random variables with nonvanishing characteristic functions, and a j , b j be real numbers such that a i /b i = a j /b j for i = j. Let L 1 = a 1 ξ 1 + a 2 ξ 2 + a 3 ξ 3 , L 2 = b 1 ξ 1 +b 2 ξ 2 +b 3 ξ 3 . Then the distribution of the random vector (L 1 , L 2 ) determines the distributions of the random variables ξ j up to a change of location.
The C.R. Rao theorem is a generalisation of the following result by I. Kotlarski [4] . The aim of this note is to prove an analogue of the C.R. Rao theorem for linear forms of independent random variables with values in a locally compact Abelian group. We also prove an analogue for independent random variables with values in an a-adic solenoid of similar C.R. Rao's theorem. In so doing coefficients of linear forms are continuous endomorphisms of the group.
Let X be a second countable locally compact Abelian group. We will consider only such groups, without mentioning it specifically. Denote by Y the character group of the group X, and by (x, y) the value of a character y ∈ Y at an element x ∈ X. Let α : X → X be a continuous endomorphism. The adjoint endomorphismα : Y → Y is defined by the formula (αx, y) = (x,αy) for all x ∈ X, y ∈ Y . If G is a closed subgroup of X, denote by A(Y, G) = {y ∈ Y : (x, y) = 1 for all x ∈ G} its annihilator.
Let f (y) be a function on the group Y , and let h be an arbitrary element of Y . Denote by ∆ h the finite difference operator ∆ h f (y) = f (y + h) − f (y).
A function f (y) on the group Y is called a polynomial if for some natural n it satisfies the equation
h f (y) = 0, y, h ∈ Y. The minimal n for which this equality takes place is called the degree of f (y).
Denote by M 1 (X) the convolution semigroup of probability distributions on the group X. Let µ ∈ M 1 (X). Denote byμ
the characteristic function of the distribution µ. Denote by E x the degenerate distribution concentrated at a point x ∈ X.
where x ∈ X, and ϕ(y) is a continuous nonnegative function on the group Y satisfying the equation
Proof of the main theorem
The following result can be considered as an analogue of Theorem A for locally compact Abelian groups. Theorem 1 . Let X be a locally compact Abelian group, ξ 1 , ξ 2 , ξ 3 be independent random variables with values in the group X with nonvanishing characteristic functions, and
or (II) L 1 = ξ 1 + ξ 2 and b j satisfy the conditions
Then the distribution of the random vector (L 1 , L 2 ) determines the distributions of the random variables ξ j up to a shift.
For the convenience of references we formulate the following assertion in the form of a lemma. Proof of Theorem 1. Let η 1 , η 2 , η 3 be independent random variables with values in the group X with nonvanishing characteristic functions. Denote by µ j the distribution of the random variable ξ j , and by ν j the distribution of the random variable η j . Put
Assume that (I) holds. Put
By the hypothesis of the theorem the random vectors (L 1 , L 2 ) and (M 1 , M 2 ) are identically distributed, and hence, they have the same characteristic functions. Then it follows from () that
We find from (6) that the functions f j (y) satisfy the equation
We will prove that there exist elements x j ∈ X such that f j (y) = (x j , y), y ∈ Y , j = 1, 2, 3. To prove we use the finite difference method. Let k 1 be an arbitrary element of the group Y . Put h 1 = −b 1 k 1 . Then h 1 +b 1 k 1 = 0. Substitute u + h 1 for u and v + k 1 for v in equation (7) . Dividing the resulting equation into equation (7), we obtain
Let k 2 be an arbitrary element of the group Y . Put h 2 = −b 2 k 2 . Then h 2 +b 2 k 2 = 0. Substitute u + h 2 for u and v + k 2 for v in equation (8). Dividing the resulting equation into equation (8), we find
Substitute
Since k 1 and k 2 are arbitrary elements of the group Y , this implies that the function f 3 (y) satisfies the equation
and hence,
Taking into account that f 3 (−y) = f 3 (y), y ∈ Y , we find from equation (10) that |f 3 (y)| = 1, y ∈ Y . Thus, we proved that the function f 3 (y) is a character of the group Y . By the Pontryagin duality theorem there is an element x 3 ∈ X such that f 3 (y) = (x 3 , y). Arguing in a similar way we get that there exist elements x j ∈ X such that f j (y) = (x j , y), y ∈ Y , j = 1, 2. Thus,ν j (y) =μ j (y)(x j , y), y ∈ Y , and hence, ν j = µ j * E x j , j = 1, 2, 3. Thus, in the case when (I) holds, the theorem is proved. Assume that (II) holds. Put
Arguing as in the proof of the theorem in the case when (I) holds, we get that the characteristic function of the random vector
and the identical distributiveness of the random vectors (L 1 , L 2 ) and (M 1 , M 2 ) implies that the functions f j (y) satisfy the equation
The theorem will be proved if we prove that the functions f j (y), j = 1, 2, 3, are characters of the group Y . First verify that the function f 3 (y) is a character of the group Y . We follow the scheme of the proof of the theorem in the case when (I) holds. Eliminating from equation (12) the function f 1 (y), we obtain
Eliminating from equation (13) the functionf 2 (y), we get
Putting v = 0 in equation (14), using Lemma 1 and the fact that Ker b 3 = {0}, we make sure that the function f 3 (y) is a character of the group Y . Verify now that the functions f j (y), j = 1, 2, are characters of the group Y . Let h be an arbitrary element of the group Y . Substitute u + h for u in equation (13). Dividing the resulting equation into equation (13), we obtain
Putting here u = v = 0, using Lemma 1 and the fact that Ker(b 2 − b 1 ) = {0}, we make sure that the function f 2 (y) is a character of the group Y . Arguing in a similar way we prove that the function f 1 (y) is a character of the group Y . The theorem is completely proved.
Remark 1 . In the article [6] B.L.S. Prakasa Rao noted that the proof by I. Kotlarski of Theorem B can be extended without any changes to locally compact Abelian groups. Our proof of Theorem 1 is new for the group of real numbers R and different from the proof of Theorem A given by C.R. Rao in [7] . In [7] for solving equations (7) and (12) one takes the logarithm of both sides of the equation considering the main branch of it. Then one proves that g k (y) = log f k (y) are linear functions, and hence f k (y) = e ix k y , x k ∈ R, k = 1, 2, 3. Theorem A follows from this. In the case of locally compact Abelian groups, generally speaking, one can not take the logarithm of equations (7) and (12). Moreover, since X is an arbitrary locally compact Abelian group, it is well-known that, generally speaking, not every character (x, y) of the group Y is of the form (x, y) = e ih(y) , where h(y) is a continuous real valued function satisfying the equation
Remark 2 . Suppose that in Theorem 1 L 1 = ξ 1 + ξ 2 and L 2 = ξ 2 + ξ 3 . Then, obviously, continuous endomorphisms b j satisfy conditions (4), and Theorem 1 implies, in particular, a group analogue of the I. Kotlarsi theorem (see [6] ). It is easy to see that Theorem 1 implies the following theorem proved by C.R. Rao in [7] .
Theorem C. Let ξ 1 , ξ 2 , ξ 3 be independent random vectors with values in the space R p with nonvanishing characteristic functions. Let a j , b j be (p × p)-matrices satisfying the conditions:
(i) a j is either the zero matrix or a nonsingular matrix, and the only one of the matrices a j may be the zero matrix;
(ii) b j is either the zero matrix or a nonsingular matrix, and the only one of the matrices b j may be the zero matrix;
(iii) the matrices a j and b j can not be both the zero matrices;
determines the distributions of the random vectors ξ j up to a change of location.
We supplement Theorem 1 with the following assertion. Proposition 1 . Let X be a locally compact Abelian group, ξ 1 and ξ 2 be independent random variables with values in the group X with nonvanishing characteristic functions. Let b 1 and b 2 be continuous endomorphisms of the group X such that
Let
uniquely determines the distributions of the random variables ξ 1 and ξ 2 .
Proof. Retaining the notation used in the proof of Theorem 1, we get that the functions f j (y) satisfy the equation
Putting here u = −b 2 y, v = y, we obtain
Since
Arguing in a similar way we get that ν 2 = µ 2 .
Remark 3 . Theorem 1 and Proposition 1 fail if we omit conditions (3), (4) and (15) respectively. Constract the corresponding examples. Recall the definition of a Poisson distribution on the group X. Let x 0 ∈ X, λ > 0. Put
The characteristic function of the Poisson distribution e(λE x 0 ) is of the form
Let b j , j = 1, 2, 3, be continuous endomorphisms of the group X. Assume that conditions (3) are not satisfied. Assume for definiteness that Ker(
, and a number a > 0. Consider the distributions µ 1 = µ 2 = e(2aE x 0 ), ν 1 = e(aE x 0 ), ν 2 = e(3aE x 0 ), µ 3 = ν 3 = µ, where µ is an arbitrary distribution on X. Let ξ 1 , ξ 2 , ξ 3 be independent random variables with values in the group X and distributions µ j , and η 1 , η 2 , η 3 be independent random variables with values in the group X and distributions ν j . It is obvious that ν 1 and ν 2 are not shifts of µ 1 and µ 2 . Put
We see that the characteristic functions of the random vectors (L 1 , L 2 ) and (M 1 , M 2 ) coincide. Hence, the distributions of the random vectors (L 1 , L 2 ) and (M 1 , M 2 ) also coincide. Thus, if L 1 = ξ 1 + ξ 2 + ξ 3 and conditions (3) are not satisfied, then Theorem 1 fails. Arguing in a similar way we convince ourselves that Theorem 1 fails in the case when L 1 = ξ 1 +ξ 2 if we omit the condition Ker(b 1 −b 2 ) = {0}. For Proposition 1 the reasoning is the same. Assume now that G = Ker b 3 = {0}. Let µ 3 and ν 3 be arbitrary distributions on the group X supported in G. It is easy to see that thenμ 3 (y) =ν 3 (y) = 1, y ∈ A(Y, G). Sinceã(Y ) = A(Y, Ker a) for any continuous endomorphism a of the group X ([3, (24.38)]), we haveb 3 (Y ) = A(Y, G). Hencê
Let µ 1 = ν 1 and µ 2 = ν 2 be arbitrary distributions on the group X, and assume that ν 3 is not a shift of µ 3 . Let ξ 1 , ξ 2 , ξ 3 be independent random variables with values in the group X and distributions µ j , and η 1 , η 2 , η 3 be independent random variables with values in the group X and distributions ν j . Put 
C.R. Rao's theorem for a-adic solenoids
Theorem D. Let ξ j , j = 1, 2, 3, 4, be independent random variables with nonvanishing characteristic functions, and a j , b j be real numbers such that
determines the distributions of the random variables ξ j up to convolution with a Gaussian distribution.
We prove that Theorem D is valid for a-adic solenoids. Recall the definition of an a-adic solenoid. Put a= (a 0 , a 1 , . . . ), where all a j ∈ Z, a j > 1. Denote by ∆ a the group of a-adic integers. Consider the group R × ∆ a . Denote by B the subgroup of the group R × ∆ a of the form B = {(n, nu)} ∞ n=−∞ , where u = (1, 0, . . . , 0, . . . ). The factor-group Σ a = (R × ∆ a )/B is called an a-adic solenoid. The group Σ a is compact, connected and has dimension 1 ([3, (10.12), (10.13), (24.28)]).
In order not to complicate the notation we will identify H a with the character group of the group Σ a . It follows from (1) and (2) that the characteristic function of a Gaussian distribution γ on a-adic solenoid Σ a is of the formγ (y) = (x, y) exp{−σy 2 }, y ∈ H a , where x ∈ Σ a , σ ≥ 0.
The following result can be considered as an analogue of Theorem D for a-adic solenoids. 
or (II) L 1 = ξ 1 + ξ 2 + ξ 3 and b j satisfy the conditions
Then the distribution of the random vector (L 1 , L 2 ) determines the distributions of the random variables ξ j up to convolution with a Gaussian distribution.
To prove the theorem we need the following lemmas. 
where ψ j (y) and B(y) are continuous functions on Y . Then ψ j (y) are polynomial on Y of degree at most n − 1. If B(y) = 0 for y ∈ Y , then ψ j (y) are of degree at most n − 2.
Proof. To prove we use the finite difference method. Let k 1 be an arbitrary element of the group Y . Put
Subtracting equation (21) from the resulting equation we get
where (22) from the resulting equation we obtain
where
Arguing in a similar way we arrive at the equation
where k m are arbitrary elements of the group Y , 
Putting v = 0 in equation (24) and taking into account that all sets (β i − β j )(Y ) are dense in Y for i = j, we obtain that the function ψ 1 (y) satisfies the equation
is a polynomial on Y of degree at most n − 1. If B(y) = 0 for y ∈ Y , then in (23) the right-hand side is equal to zero, and the polynomial ψ 1 (y) is of degree at most n − 2. For the functions ψ j (y), j = 2, 3, . . . , n, we argue in a similar way. The lemma is proved.
Lemma 3 [2, Lemma 9.13]). Let X be a locally compact Abelian group containing no more than one element of order 2. Let Y be the character group of the group X. Let g(y) be a continuous function on the group Y satisfying the equation
and conditions
Then g(y) is a character of the group Y .
Proof of Theorem 2. Let η j , j = 1, 2, 3, 4, be independent random variables with values in the group X with nonvanishing characteristic functions. Denote by µ j the distribution of the random variable ξ j , and by ν j the distribution of the random variable η j . Put
Obviously, each of the functions g j (y) satisfies conditions (26). Assume that (I) holds. Put M 1 = η 1 + η 2 + η 3 + η 4 . Suppose that the distributions of the random vectors (L 1 , L 2 ) and (M 1 , M 2 ) coincide. We prove that either f j (y) or (f j (y)) −1 is the characteristic function of a Gaussian distribution. Thus, in the case when (I) holds, the theorem will be proved.
Arguing as in the proof of Theorem 1, we obtain that the functions f j (y) satisfy the equation
It follows from (27) that the functions ψ j (y) satisfy the equation
Since Y is a discrete group and continuous endomorphisms b j satisfy conditions (3), by Lemma 1
is a polynomial of degree at most 2. Since ψ j (−y) = ψ j (y), y ∈ Y , and ψ j (0) = 0, it is easy to see that each of the functions ψ j (y) satisfies equation (2) . Hence, ψ j (y) = σ j y 2 for some real σ j . It means that either |f j (y)| or |f j (y)| −1 is the characteristic function of a Gaussian distribution. We will prove that each of the functions g j (y) satisfies equation (25). Since any a-adic solenoid Σ a contains no more than one element of order 2, by Lemma 3 all g j (y) are characters of the group Y . Thus, in the case when (I) holds, the theorem will be proved.
Obviously, the functions g j (y) satisfy the equation
Arguing as in the proof of Theorem 1 and retaining the notation used in the proof of Theorem 1, we eliminate from equation (29) successively the functions g 1 (y), g 2 (y), g 3 (y). We obtain that the function g 4 (y) satisfies the equation
arbitrary elements of the group Y , it follows from this that the function g 4 (y) satisfies the equation
Put u = −k, m = k in equation (31). We get
Hence, the function g 4 (y) satisfies equation (25). For the functions g j (y), j = 1, 2, 3, we argue in a similar way.
Assume that (II) holds. Put M 1 = η 1 + η 2 + η 3 . Arguing as in the proof of the theorem when (I) holds, we get that the characteristic function of the random vector (L 1 , L 2 ) is of the form
It follows from (32) that the functions ψ j (y) satisfy the equation
Taking into account Lemma 1, by Lemma 2 (33) implies that ψ j (y), j = 1, 2, 3, are polynomial of degree at most 2. We note that since Ker b 4 = {0}, by Lemma 1 the setb 4 (Y ) is dense in Y , and henceb 4 (Y ) = Y . Taking this into account and putting in (33) u = 0, we obtain that ψ 4 (y) is also a polynomial of degree at most 2. As in the case when (I) holds, it follows from this that either |f j (y)| or |f j (y)| −1 is the characteristic function of a Gaussian distribution. Obviously, the functions g j (y) satisfy the equation
We will make sure that each of the functions g j (y) satisfies equation (25). Then, by Lemma 3 each of the functions g j (y) is a character of the group Y . Thus, in the case, when (II) holds, the theorem will be also proved. First verify that the function g 4 (y) satisfies equation (25). Arguing as in the proof of the theorem when (I) holds, we eliminate from equation (34) the functions g 1 (y) and g 2 (y). We get 
