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The importance of electrostatic interactions in soft matter and biological systems can often be
traced to non-uniform charge effects, which are commonly described using a multipole expansion
of the corresponding charge distribution. The standard approach when extracting the charge dis-
tribution of a given system is to treat the constituent charges as points. This can, however, lead
to an overestimation of multipole moments of high order, such as dipole, quadrupole, and higher
moments. Focusing on distributions of charges located on a spherical surface – characteristic of
numerous biological macromolecules, such as globular proteins and viral capsids, as well as of in-
verse patchy colloids – we develop a novel way of representing spherical surface charge distributions
based on the von Mises-Fisher distribution. This approach takes into account the finite spatial
extension of individual charges, and leads to a simple yet powerful way of describing surface charge
distributions and their multipole expansions. In this manner, we analyze charge distributions and
the derived multipole moments of a number of different spherical configurations of identical charges
with various degrees of symmetry. We show how the number of charges, their size, and the geome-
try of their configuration influence the behavior and relative importance of multipole magnitudes of
different order. Importantly, we clearly demonstrate how neglecting the effect of charge size leads
to an overestimation of high-order multipoles. The results of our work can be applied to construct
analytical models of electrostatic interactions and multipole expansion of charged particles in diverse
soft matter and biological systems.
I. INTRODUCTION
It is hard to underestimate the importance of charge
and the resulting electrostatic interactions in various soft
matter and biological systems. These include protein-
protein and protein-polyelectrolyte interactions, viral
capsid assembly and stability, interactions and crystal-
lization of inverse patchy colloids, and drug delivery and
cellular uptake of nanoparticles [1–5]. Electrostatic in-
teractions are also highly tunable and consequently en-
able a controllable and tunable assembly of charged par-
ticles [2, 6]. The control over electrostatic effects can be
achieved either by varying particle size and the size of
their patches of charge, or by changing the properties of
the surrounding electrolyte – most importantly, its salt
concentration and pH value [6–13]. What is more, the
charge on biological macromolecules can be in principle
also regulated via induced mutations, changing the na-
ture and charge of their amino acid composition [14].
Experimental observations and numerical simulations
of electrostatic effects in these systems are often supple-
mented by analytical models [1–4, 15]. In a first approx-
imation, the total charge on a particle – be it a colloid
or a macromolecule – can account for a large amount of
its electrostatic behavior. But while such treatment of
particles as homogeneously charged is customary, non-
uniform charge effects often play a significant role that
cannot be neglected [16, 17]. For instance, both charge
heterogeneity (patchiness) and charge fluctuation reduce
the electrostatic repulsion between proteins or protein
aggregates, eventually even giving way to attraction [17–
∗ anze.bozic@ijs.si
21]. Likewise, heterogeneity of charge is a determining
factor in the aggregation and crystallization of inverse
patchy colloids, as well as in their interaction with poly-
electrolytes [3, 6, 22–25]. Recent experiments have also
revealed a long-range attraction between overall neutral
surfaces, locally charged in a mosaic-like structure of pos-
itively and negatively charged patches [26–28].
Due to the typical size of colloidal and molecular sys-
tems, and the sheer number of atoms and charges in-
volved in them, effective coarse-grained representations
of their interaction potentials are vital for the modeling
of such systems [29]. A common way of describing charge
heterogeneities in particles and reducing their complexity
is the multipole expansion of particles’ surface charge dis-
tributions. This approach presents an efficient way of de-
scribing surface charges as continuous patches, easing the
description of the rich set of surface charge patterns em-
bedded in proteins and charged patchy particles [22, 30].
In addition to determining and classifying the electro-
static multipole moments of different proteins [10, 31, 32],
multipole expansion has also been widely used to ex-
plore protein-protein, protein-ligand, and colloidal inter-
actions [13, 22, 29, 33, 34], predict the electrophoretic
mobility of proteins [35], and to provide a representation
of both the protein structure [36] and of the symmetry
of viral capsids [37, 38].
In obtaining a multipole representation of a particle’s
surface charge distribution, the charges on the parti-
cle are typically treated as point charges represented by
Dirac δ functions. Similarly, the patches of charge on
inverse patchy colloids are often considered to cover an
exact surface area of the colloid, defined by sharp edges.
While common, both descriptions are known to have mul-
tipole expansions where it is difficult to achieve an accu-
rate representation of a surface charge distribution with
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2a finite number of multipole terms, due to the Dirac
δ and Heaviside step functions involved [18, 39]. And
while an arbitrary cutoff can in principle be chosen, e.g.,
by representing a surface charge distribution only by its
monopole, dipole, and quadrupole moments, this leaves
open the question of accuracy and relevance of high-order
multipole moments.
Here, we present a novel way of constructing spheri-
cal surface charge distributions based on the von Mises-
Fisher distribution, taking into account the finite extent
of individual charges on a given particle. We derive
the expression for the multipole moments of thusly con-
structed distributions, yielding a simple yet elegant form
which can be used to study how the number and size of
charges as well as the geometry of their configuration on a
particle influences the relative relevance of multipole mo-
ments of different order. The derived model presents an
improvement in the description of the multipole represen-
tation of any number of charges on a spherical particle,
with a simplicity which nonetheless allows it to serve as a
more accurate input for analytical models of electrostatic
effects in systems of globular proteins, viral capsids, and
charged patchy colloids.
II. CONSTRUCTING SPHERICAL SURFACE
CHARGE DISTRIBUTIONS
We consider a point charge qke0, located on a unit
sphere of radius R = 1 at a position rk = (R,ϑk, ϕk) =
(R,Ωk), written in spherical coordinates; e0 is the ele-
mentary charge. The contribution of the point charge to
the total surface charge distribution on the sphere, when
written in terms of the Dirac δ function, is
σδ(Ω) =
qke0
R2
× δ(Ω− Ωk), (1)
normalized so that
∫
σδ(Ω) dV = qke0. Such a descrip-
tion, while standard, can cause difficulties when describ-
ing a contribution of many charges to the surface charge
distribution and then expanding it in terms of multipoles.
Specifically, the multipole coefficients of the distribution
converge poorly, as an infinite sum over spherical har-
monics is required to accurately represent the Dirac δ
function.
In order to remedy this, we now represent a point
charge qke0 with a normal distribution on a sphere in-
stead, writing its contribution to the total surface charge
distribution as
σvMF(Ω) =
qke0
R2
× f(Ω |Ωk, λk), (2)
where the function f(Ω |Ωk, λ) is the von Mises-Fisher
(vMF) distribution on a unit sphere in three dimen-
sions [40],
f(Ω |Ωk, λ) = λ
4pi sinhλ
exp(λ cos γk). (3)
Here, cos γk denotes the great-circle distance between
points Ω and Ωk on the sphere. The vMF distribution
is a normal distribution on a sphere, centered around a
mean direction Ωk with a concentration parameter λ –
the higher its value, the higher the concentration of the
distribution around the mean direction (see Fig. 7 in Ap-
pendix A). We write the normalization factor 1/R2 in
Eq. (2) in analogy with the spherical expression of the
Dirac δ function [Eq. (1)].
Given N charges on a sphere, the total surface charge
distribution can thus be written as a sum of contributions
from individual charges:
σ(Ω) =
e0
4piR2
N∑
k=1
qkλk
sinhλk
exp(λk cos γk), (4)
where each charge is represented by its own vMF distri-
bution characterized by the mean direction Ωk, coincid-
ing with the position of the charge projected onto the
unit sphere, and the charge’s concentration parameter
λk, describing its spatial extension around the mean po-
sition. The surface charge distribution, Eq. (4), can in
turn be expanded in terms of its multipole moments
σ(Ω) =
e0
4piR2
∑
l,m
σlmYlm(Ω). (5)
A lengthy derivation, given in Appendix B, yields a very
elegant expression for the multipole coefficients σlm,
σlm = 4pi
∑
k
qk gl(λk)Y
∗
lm(Ωk), (6)
where we have defined
gl(λ) =
λ
sinhλ
il(λ). (7)
Here, il(x) are the modified spherical Bessel functions of
the first kind [41]. Rather unexpectedly, the multipole
coefficients are determined by a single function depen-
dent on the multipole order ` and the concentration pa-
rameter λk. With the knowledge of multipole coefficients
[Eq. (6)], we can now also insert them back into Eq. (4)
to obtain the total surface charge distribution.
Given an expansion of a surface charge distribution in
terms of its multipole coefficients, we define the multipole
magnitude Sl of order ` as
Sl =
√
4pi
2l + 1
∑
m
|σlm|2. (8)
Inserting the expression for the multipole coefficients,
Eq. (6), we obtain the normalized multipole magnitudes
(Appendix C)
3Sl
|S0| =
(∑
k
|qk|
)−1 [∑
k=t
q2k g
2
l (λk) + 2
∑
k>t
qkqt gl(λk) gl(λt)Pl(cos γkt)
]1/2
. (9)
The monopole moment S0 relates of course to the total
charge Q, whereas the multipole moments of the first and
second order correspond to the dipole and quadrupole
moment, respectively, and can be easily related to their
Cartesian forms [10]. In order to enable an easy com-
parison between configurations with the same number of
charges but different total charge, we have normalized the
multipole magnitudes in Eq. (9) with the absolute value
of the monopole moment, |S0| = 4pi
∑
k |qk| = 4pi|Q|.
We have thus derived the multipole coefficients for
an arbitrary distribution of N charges on a unit sphere
[Eq. (6)], where we have assigned to them vMF distri-
butions with given mean directions Ωk and concentra-
tion parameters λk. Through this, we have obtained a
very simple expression both for the resulting total surface
charge distribution and its corresponding multipole mo-
ments [Eq. (9)]. Such an approach ascribes a finite, con-
tinuous spatial extent to each charge, providing a more
realistic description and at the same time avoiding the
difficulties related to the multipole expansion of Dirac δ
functions.
A. Configurations of identical charges
In order now to explore the consequences of the derived
expressions for the surface charge distribution and its
multipole moments, we will limit ourselves in the rest of
the paper to configurations where all the charges possess
identical properties, qk = q = 1 and λk = λ.
Such an assumption immediately enables us to study
certain limiting cases of our results (Appendix D): When
the concentration parameter λ tends to 0, the surface
charge distribution of any configuration of charges ex-
pectedly becomes a uniform distribution on the sphere,
described by its total charge. On the other hand, when λ
tends to infinity, the surface charge distribution reduces
to a sum over Dirac δ functions of individual charges
[Eq. (1)].
More interestingly, the multipole magnitudes of a con-
figuration of N identical charges can be expressed as
Sl
|S0| = gl(λ)×
(
1
N
+
2
N2
∑
k>t
Pl(cos γkt)
)1/2
(10)
= gl(λ)× S
∞
l
|S0| . (11)
From here, we see that there are two major factors de-
termining the relative contribution of a given multipole
moment Sl to the surface charge distribution. The first
factor is given by the function gl(λ), and the second by
the geometry of the configuration of the N charges, given
by their spherical distances cos γkt. The latter are indeed
all that determines the multipole magnitudes in the limit
λ → ∞, as limλ→∞ gl(λ) = 1 ∀l. On the other hand,
when λ → 0, we have limλ→0 gl(λ) ∝ λl and the low-
order multipoles become increasingly dominant. A more
detailed discussion of the different limiting cases is given
in Appendix D.
III. RANDOM CONFIGURATIONS OF
IDENTICAL CHARGES AND THE ROLE OF
SYMMETRY
We study the implications of our results by applying
them to different configurations of N identical charges on
a unit sphere and analyzing the properties of the resulting
surface charge distributions. All the charges share the
same properties, qk = q = 1 and λk = λ, with λ and
N being variable. For comparison, we use three different
types of charge configurations on a sphere:
(i) Random distributions of charges, where the posi-
tions of charges are distributed uniformly on the
sphere.
(ii) Distributions of charges with some minimal dis-
tance between them. The positions of these charges
are generated randomly and picked according to
Mitchell’s best-candidate algorithm [42] (approxi-
mating Poisson disc sampling and blue noise). In
this manner, we prevent charges from being dis-
tributed too closely together, as can, for instance,
happen in scheme (i). The resulting positions of
charges are, while random, no longer independent.
(iii) Distributions of charges based on the solutions of
the Thomson problem, which minimizes the elec-
trostatic energy of such a configuration [43]. Com-
pared to schemes (i) and (ii), the charges in these
configurations are spaced the furthest apart, and
the configurations exhibit various symmetries, in-
cluding tetrahedral, octahedral, and icosahedral
(depending on the number of charges N).
We will refer to these configurations as random, Mitchell,
and Thomson configurations, respectively. While the so-
lutions of the Thomson problem, (iii), provide unique
configurations for a given N , generating them randomly
– either uniformly, (i), or with Mitchell’s algorithm, (ii)
– can yield many different configurations. In the latter
two cases we thus generate, for each N , M = 5000 dif-
ferent configurations, allowing us to operate in terms of
average quantities, where the average is taken over all M
configurations.
4Figure 1. Surface charge distributions for configurations of N = 10 identical charges on a unit sphere. The distributions are
mapped from a sphere onto a plane using Mollweide projection. (a), (d) Configuration based on the solution of the Thomson
problem; (b), (e) configuration with charge positions generated using Mitchell’s best candidate algorithm; (c), (f) configuration
generated by uniformly random positioning of charges. The value of the concentration parameter in panels (a)-(c) is λ = 1,
and in panels (d)-(f) λ = 10. The color scheme shows the angular variation of the surface charge distribution in arbitrary
units, with warmer colors indicating larger values.
In Fig. 1, we use the three different schemes (i)-(iii)
to obtain configurations of N = 10 identical charges and
their surface charge distributions, which have been pro-
jected from a sphere onto a plane using Mollweide pro-
jection [44]. In addition, the configurations are shown
at two different values of the concentration parameter,
λ = 1 and λ = 10 (cf. also Fig. 7 in Appendix A). We see
that, for small λ, the Thomson configuration is almost in-
distinguishable from a uniform charge distribution. Ran-
dom and Mitchell configurations show more variation, es-
pecially if the charges are allowed to be located close to
each other. At higher λ, where the influence of charges is
more concentrated around their positions, the deviations
from a uniform distribution become more prominent in
all three configurations. Again, however, the relative po-
sitions of the charges determine the extent of this varia-
tion. These observations indicate that indeed λ and the
relative positions of the charges (given by cos γkt) will
determine the multipole characterization of a given con-
figuration of charges. Mitchell’s algorithm, (ii), positions
the charges so that there is a minimal distance between
them, leading to a “layered” distribution of distances be-
tween charges; on the other hand, random positioning
of charges onto the sphere, (i), tends to distribute them
uniformly on average (see Fig. 8 in Appendix E). Lastly,
Thomson configurations exhibit the largest distances be-
tween particles and the highest overall symmetry.
A. Multipole expansion
Figure 1 provides us with an insight into how a par-
ticular configuration of charges and their concentration
parameter λ influence the resulting surface charge dis-
tribution. However, as it is difficult to assess the gen-
eral influence of the number of charges and their prop-
erties based on their surface charge distribution alone,
we now turn our attention to their multipole magnitudes
[Eq. (11)].
Figure 2 shows the distributions of the first 6 normal-
ized multipole moments for 5000 different random and
Mitchell configurations of N = 10 identical charges. We
can see that, in both cases, at small values of λ the mul-
tipole moments of high order ` are quickly suppressed,
and the surface charge distribution is thus dominated by
its monopole moment. When λ increases, the high-order
multipoles drop off ever more slowly until they become
comparable among each other in the limit λ → ∞. On
average, random configurations tend to have much larger
low-order multipoles (dipole, quadrupole) compared to
Mitchell configurations with a minimum distance be-
tween the charges; this difference disappears for high-
order multipoles. All these observations stem from the
mean values of multipoles obtained by averaging over the
5000 different configurations; within these, there is still
a significant amount of variation, especially for low `.
As the concentration parameter λ is increased, mul-
tipoles of high order become less and less negligible
(Fig. 2). This behavior becomes even more pronounced
when we plot the normalized total power of order `,
Pl/|P0|, obtained by terminating the expression for to-
tal power [Eq. (C4)] at a given `. The total power con-
sists of a sum of squared multipole magnitudes, and is
shown in Fig. 3 for configurations of N = 10 identical
charges. Again, we can see clearly that at low λ, the
surface charge distribution of any configuration is domi-
nated by its monopole moment. Upon a gradual increase
in λ, the next few multipole moments become more im-
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Figure 2. Violin plot of the first 6 multipole magnitudes
for random and Mitchell configurations of N = 10 identi-
cal charges. Each entry in the violin plot shows a (mirrored)
distribution of normalized magnitudes of 5000 different con-
figurations, with the central symbols denoting the mean and
the bars denoting the corresponding standard deviation. Star
symbols show the multipole magnitudes of the corresponding
Thomson configuration. The plot is shown for four different
values of the concentration parameter λ.
portant, while the majority of the multipoles still do not
contribute to the total power. However, with a still fur-
ther increase in λ, more and more multipoles need to
be summed before the total power converges, and when
λ = 1000, we are far from convergence even when we
truncate the sum only at ` = 21. This observation holds
regardless of which of the three configuration schemes
(i)-(iii) we choose. We can also observe that the total
power of Mitchell configurations of charges, keeping a
minimum distance between them, matches quite closely
the total power of the corresponding Thomson configu-
ration, while the total power of random configurations
is always higher, especially due to the higher values of
dipole and quadrupole moments.
Figures 9 and 10 in Appendix E show the results for
configurations of N = 20 identical charges, analogous
to those presented in Figs. 2 and 3 for configurations of
N = 10 charges. We can see that the general behavior
is similar in the two cases. Notably, though, a higher
number of charges lowers the overall magnitudes of mul-
tipoles compared to the monopole moment, and in case
of Mitchell configurations, the first non-negligible multi-
pole occurs at a later value of ` compared to the case of
N = 10 charges (` ∼ 8 and ` ∼ 6, respectively).
The first non-negligible multipole in an expansion of a
surface charge distribution thus appears to be in large
part determined by any symmetry a given configura-
tion might possess. Thomson configuration of N = 10
identical charges possesses a D4d symmetry [43], and
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Figure 3. Normalized total power Pl/|P0| of random and
Mitchell configurations of N = 10 identical charges, obtained
by summing the squares of multipole magnitudes up to order
`. Full lines show the mean values, obtained by averaging
over 5000 different configurations, while the shaded regions
denote the corresponding standard deviations. The latter are
negligible for Mitchell configurations. Dashed lines and star
symbols show the total power for the corresponding Thomson
configuration. The plot is shown for four different values of
the concentration parameter λ.
as such, its first non-vanishing multipole should be the
quadrupole, ` = 2 [45]. From Fig. 4 we can observe that
this is indeed the case. Multipole magnitudes reach a
first peak, however, at ` = 5 and ` = 6. Compared
with the corresponding random and Mitchell configura-
tions, the Thomson configuration also shows the most
variation between multipoles of different order – that is,
while some multipoles are strongly represented in the ex-
pansion, others are completely absent; this is especially
noticeable in the limit λ → ∞, where the only contri-
bution to the multipoles is due to the geometry of the
configuration [Eq. (11)]. We can see that the higher the
order of the multipole, `, the more slowly this limiting
value is reached.
The results for configurations of N = 10 identical
charges indicate that the multipole description of a sur-
face charge distribution and its deviations from a uniform
distribution are influenced by several factors (Fig. 4). In
configurations where high-order multipoles (large `) are
dominant, the description of charges will approach the
limit of Dirac δ functions (λ → ∞) slowly, i.e., their
surface charge distribution will be approximated well by
a uniform distribution in a wider range of λs. Another
factor influencing the deviation from a uniform distribu-
tion is the limiting value of the multipole magnitudes,
S∞l , dependent solely on the geometrical distribution
of the charges. A lower limiting value, typical of com-
pletely random distributions, implies that, in spite of
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Figure 4. Heatmap of normalized multipole magnitudes Sl/|S0| as a function of λ and ` for different configurations of N = 10
identical charges. Plots isolate the λ-dependence of multipoles with order ` = 1, 2, 4, and 6. In the case of random and Mitchell
configurations, the heatmap and the full lines in the plots show the mean values obtained by averaging over 5000 different
configurations, while the shaded regions denote the corresponding standard deviations. The last column of the heatmap and
the star symbols in the plots show the values of multipole magnitudes in the limit λ→∞, S∞l /|S0|.
how quickly this limit is attained with λ, the uniform
distribution given by the monopole moment will remain
dominant.
We now wish to generalize these observations to con-
figurations with an arbitrary number of charges. In order
to do that, we will characterize the behavior of multipole
magnitudes Sl with two parameters: first, with their lim-
iting value S∞l , and second, with the value of the concen-
tration parameter where a multipole magnitude reaches
10% of the monopole moment, which we will denote λ0.1:
Sl
|S0|
∣∣∣∣
λ0.1
= gl(λ0.1)× S
∞
l
|S0| = 0.1. (12)
The dependence of these two parameters on the number
of identical charges in a configuration, N , is shown in
Figs. 5 and 6 for a large number of multipole magnitudes.
First of all, we see that, for random configurations of
charges, the limiting value S∞l changes only slowly with
`, while it decreases with N (Fig. 5). However, the value
of ` influences rather strongly the parameter λ0.1 – the
speed at which the limiting value S∞l is attained (Fig. 6).
In contrast, λ0.1 is not influenced much by the number
of charges in a random configuration.
The number of charges N has a much bigger influence
on the behavior of Thomson configurations. Partially,
this is to be expected, as they exhibit various symmetries
at different N , resulting in a strong presence of multi-
poles of given ` and on the almost complete vanishing
of other multipoles. For instance, it is known that for
configurations with tetrahedral, octahedral, and icosahe-
dral symmetries, only certain values of ` are permitted
in the multipole expansion of the surface charge distri-
bution [18, 37]: `tet = 4i + 6j (+3), `oct = 4i + 6j (+9),
and `ico = 6i + 10j (+15); configurations with odd val-
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Figure 5. Heatmap showing the limiting value of the multi-
pole magnitudes S∞l /|S0| as a function of N and `. The value
of S∞l /|S0| is obtained in the limit λ→∞, and depends solely
on the distances between charges in a given configuration. In
the case of random and Mitchell configurations, the heatmap
shows the mean values obtained by averaging over 5000 dif-
ferent configurations.
ues of ` are those which lack inversion symmetry. The
symmetries of different configurations and the permitted
multipoles in their expansion are reflected in a checkered
pattern in the heatmaps in Figs. 5 and 6, a pattern which
is completely absent in the case of random configurations.
In addition to this, Thomson configurations exhibit
vanishing multipole moments of low order `, the amount
of which increases with increasing N . For example, while
the dipole and quadrupole moment are negligible for a
Thomson configuration with N = 10 charges, all of the
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Figure 6. Heatmap showing the value of the concentration
parameter where a multipole magnitude reaches 10% of the
monopole magnitude (total charge), λ0.1, as a function of N
and `. A value of λ0.1 = 1000 indicates that a multipole does
not reach the 10% value of the monopole in the considered
range of λs. In the case of random and Mitchell configura-
tions, the heatmap shows the mean values obtained by aver-
aging over 5000 different configurations.
first 10 multipole moments are negligible for a Thom-
son configuration with N = 60 charges. What is more,
these vanishing multipole moments appear to occur pe-
riodically in “islands” of ` numbers, the extent of which
increases with N (see also Fig. 11 in Appendix E).
Mitchell configurations present a middle ground be-
tween random and Thomson configurations. The varia-
tion of S∞l and λ0.1 occurs gradually with N , in a similar
fashion to random configurations, yet at the same time
we can observe the same vanishing multipoles of low or-
der at higher numbers of charges as we saw for Thom-
son configurations. Individual multipoles also tend to be
more pronounced in Mitchell configurations compared to
the multipoles of random configurations, yet not so strik-
ingly as in the symmetric Thomson configurations.
Taken together, our results for configurations of iden-
tical charges show that the multipole magnitudes of their
surface charge distributions depend strongly on the exact
geometry of the configuration, with clear differences be-
tween randomly positioned charges, configurations where
charges are placed a minimum distance apart, and con-
figurations of very high symmetry. In addition, both the
number of charges and their size – given by the concentra-
tion parameter – place the surface charge distribution of
a configuration of charges in different regimes, where the
distribution can either behave solely as a uniform distri-
bution, or needs a large number of high-order multipoles
to be accurately represented.
IV. DISCUSSION AND CONCLUSIONS
In this work, we have presented a novel way of
constructing continuous surface charge distributions of
spherical particles composed of numerous charges. Our
approach is based on the description of individual charges
with a vMF distribution on a sphere, taking into account
the finite extent of the charges. With this, we were able to
extract the electrostatic multipoles of such surface charge
distributions and analyze their behavior as a function of
the multipole order `, and the number N and size (con-
centration parameter λ) of the charges. Analytically, we
have derived the precise relation of the multipole mag-
nitudes to the size of the charges and the geometry of
their configuration on the sphere. We have explored the
predictions of our approach on different configurations of
identical charges, generated either randomly or by using
Mitchell’s algorithm, or extracted from the solutions of
the Thomson problem.
While we have considered configurations of charges
with identical properties, the results derived in this paper
allow an easy generalization to arbitrary configurations
of fractional charges qk with concentration parameters
λk (which take into account their relative extension on
a unit sphere with R = 1). In addition, given a “physi-
cal” size of a charge ak, we can rewrite the concentration
parameter for an arbitrary size of the sphere R as
λk =
R
ak
. (13)
This implies that, for a given size of a charge, the pa-
rameter λ will be larger for larger spheres, where the
same charge will appear more localized on a larger than
on a smaller sphere. In this way, our approach can
be used to study the surface charge distributions on
biomolecules of different sizes, ranging from small globu-
lar proteins (R & 1 nm) to larger viral capsids (R & 10-
20 nm) [10, 46], thus spanning a range of λk & 1-100,
depending on the size of the macromolecule in question.
This of course makes it necessary to be able to estimate
the value of the parameter ak, which can be obtained
from the biochemical nature of the molecules (such as
different amino acids) carrying the charge in a given sys-
tem.
An important conclusion we can draw from our results
is that the relationship between the size of the charges
relative to the size of the sphere they are located on
plays a significant role in determining the resulting sur-
face charge distributions. We have seen that going from
very spread-out charges (small λ) to charges that can
be treated as Dirac δ functions (large λ) results in a
wildly different relative importance of the correspond-
ing multipole magnitudes. Specifically, a surface charge
distribution constructed out of point charges will need
in principle an infinite sum of multipoles in order to be
represented accurately, potentially masking the impor-
tance of low-order multipoles. Consequently, such a de-
scription could lead to an over- or underestimation of
dipole and quadrupole moments. Our results also indi-
cate that even in descriptions of general charge distri-
butions of molecules, taking into account the finite ex-
tension of charges could have a pronounced effect on the
8determination of their electrostatic multipoles [47, 48].
In general, our approach also helps distinguish the
regime where a given configuration of charges on a sphere
can be described well by a uniform distribution from
the regime where the charges are localized enough that
their geometry and symmetry determine the largest mul-
tipoles in the expansion of the surface charge distribu-
tion. While the geometry of a particular configuration of
charges turns out to play a large role, it will nonetheless
tend to a uniform distribution when λ 1, whereas the
multipole magnitudes will be determined solely by the
geometry of the configuration when λ 1. In the inter-
mediate regime of λs, increasing the number of charges in
a configuration will in general reduce the importance of
high-order multipoles, the more so the less symmetric the
configuration. At the same time, multipoles of low order
are prominent at small values of λ, and the high-order
multipoles become comparable only when λ is increased.
The parameter space of biological macromolecules and
colloids can in fact span a large range of values studied
in this work. The charge of both small globular pro-
teins and large capsid assemblies is carried by the same
amino acids, meaning that the concentration parame-
ters of charges will be smaller for the globular proteins
than for viral capsids. On the other hand, viral capsids
can carry several hundreds or thousands of individual
charges, while the smaller proteins are often composed of
only a few tens of charges. Consequently, we can expect
a large variation in the multipole behavior of the surface
charge distributions in different systems.
A particular observation that should be of importance
when describing the surface charge distributions in vi-
ral capsids is that the order ` of the dominant multipole
in symmetric distributions increases with an increasing
number of charges in a configuration. This is in contrast
to random configurations of charges, which tend to be
dominated by low-order multipoles, no matter the num-
ber of charges. As viral capsids possess very high sym-
metry – typically icosahedral – our approach can be used
to extract the dominant multipole describing the sym-
metry of a particular configuration, which was recently
shown to play a role in orientational phase transitions in
capsids [49].
The approach presented in this work enables a simple
yet powerful construction of continuous surface charge
distributions from individual charges on spherical parti-
cles, taking into account the finite size of each charge.
This allows for a construction of various analytical mod-
els based on multipole expansion that can be used in de-
scribing systems of inverse patchy colloids, small globular
proteins, and viral capsids of different sizes. In addition,
the approach presented here can help elucidate the rela-
tive relevance of multipole magnitudes in a given system,
and can help distinguish the cases where total charge
provides a sufficient description of the electrostatic prop-
erties from the cases where a more detailed multipole
expansion is needed.
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Appendix A: von Mises-Fisher distribution
Von Mises-Fisher (vMF) distribution is a normal prob-
ability distribution on the (p − 1)-dimensional sphere
in Rp [40]. The vMF distribution for a random p-
dimensional vector r is given by
fp(r | r0, λ) = Cp(λ) exp(λ rT0 r). (A1)
Here, λ > 0, |r0|=1, and the normalization constant Cp
is equal to
Cp(λ) =
λp/2−1
(2pi)p/2Ip/2−1(λ)
, (A2)
where Iν denotes the modified Bessel functions of the first
kind [41]. vMF distribution is a normal distribution on
a sphere, where the parameter r0 is the mean direction
of the distribution, and the parameter λ is the concen-
tration parameter – the higher its value, the higher the
concentration of the distribution around the mean di-
rection. A generalization of the vMF distribution to a
bivariate normal distribution with an unconstrained co-
variance matrix is called the spherical Fisher-Bingham or
Kent distribution [50].
In three dimensions – on a unit sphere S2 – the nor-
malization constant of the vMF distribution reduces to
C3 =
λ
4pi sinhλ
=
λ
4pi(eλ − e−λ) , (A3)
and we can thus write
f3(r | r0, λ) = λ
4pi sinhλ
exp(λ rT0 r). (A4)
Since any vector on the unit sphere can be represented
in spherical coordinates as
r = (cosϕ sinϑ, sinϕ sinϑ, cosϑ). (A5)
the exponent of the vMF distribution becomes
exp(λ rT0 r) = exp(λ cos γ0), (A6)
where γ0 denotes the great-circle distance between points
Ω and Ω0,
cos γ0 = cosϑ cosϑ0 + cos(ϕ− ϕ0) sinϑ sinϑ0. (A7)
With this, we can write the vMF distribution on a unit
sphere centered around a point Ω0 as
f3(Ω |Ω0, λ) = λ
4pi sinhλ
exp(λ cos γ0). (A8)
9Figure 7. Distribution of a single point charge with q = 1 located on the x axis on a unit sphere. The distribution is shown
for three different values of λ = 1, 10, 100. The distribution was mapped from a sphere to a plane using Mollweide projection,
and the coordinate axes are shown with gray stars.
The distribution is normalized so that∮
S2
dΩ f3(Ω |Ω0, λ) = 1. (A9)
The parameter λ determines the concentration of the dis-
tribution centered around Ω0. For λ = 0, the distribu-
tion is uniform on the sphere, while for λ → ∞, the
distribution tends to a Dirac δ function. Applying this
to a distribution of a single point charge on a unit sphere
[Eq. (1)], Fig. 7 shows the distribution of a charge with
q = 1 located on the x-axis, for three different values of
λ. When the concentration parameter is small, λ = 1,
the distribution extends across most of the unit sphere;
however, with increasing λ, the influence of the charge
becomes more and more localized.
Appendix B: Derivation of multipole coefficients of
the vMF surface charge distribution
We start with the vMF surface charge distribution of a
number of point charges qk with concentration parame-
ters λk and centered on positions Ωk [Eq. (4)]. From the
corresponding multipole expansion, Eq. (5), we obtain
for the multipole coefficients
σlm =
∑
k
qkλk
sinhλk
∮
dΩY ∗lm(Ω) exp(λk cos γk). (B1)
The exponential function can be written as a power se-
ries, wherefrom we get
σlm =
∑
k
qkλk
sinhλk
∑
n
λnk
n!
∮
dΩY ∗lm(Ω) cos
n γk. (B2)
Introducing xk = cos γk, we split the sum over n into
even and odd terms:
σlm =
∑
k
qkλk
sinhλk
{∮
dΩY ∗lm(Ω)
∑
n
λ2nk
(2n)!
x2nk
+
∮
dΩY ∗lm(Ω)
∑
n
λ2n+1k
(2n+ 1)!
x2n+1k
}
. (B3)
Based on Ref. [51], we postulate that
∞∑
n=0
αnx
n
k =
∞∑
m=0
amPm(xk), (B4)
where Pn(x) are the Legendre polynomials, and the sum
runs either over m = n = even or m = n = odd. Using
the orthogonality of spherical harmonics, we can write
∑
n
αn
∫ 1
−1
xnPm(x)dx =
2
2m+ 1
am. (B5)
The integral can be split in two parts, and taking into
account Pm(−x) = (−1)mPm(x), we see that
am =
2m+ 1
2
∑
n
αn ×
2
∫ 1
0
xnPm(x)dx , n+m even
0 , n+m odd
, (B6)
and the integral can be expressed in terms of Γ functions [41]:∫ 1
0
xnPm(x)dx =
√
pi 2−n−1Γ(1 + n)
Γ(1 + n/2−m/2)Γ(3/2 + n/2 +m/2) . (B7)
By writing am =
∑
nAmnαn, we get from Eq. (B6)
Amn =
√
pi 2−n−1 (2m+ 1)Γ(1 + n)
Γ(1 + n/2−m/2)Γ(3/2 + n/2 +m/2) , n+m even; m 6 n, (B8)
10
and 0 otherwise. We immediately see that when n = even, so is m, and conversely, when n = odd, so is again m.
Summing over even powers of x in Eq. (B4) will thus yield only Pn(x) of even order, and similarly for the sum over
odd powers. In addition, the coefficients Amn are nonzero only when m 6 n. From Eq. (B3) we have αn = λn/n!,
and so it follows that
am =
∞∑
n>m
Amn
λn
n!
=
∞∑
n>m
λn
√
pi 2−n−1 (2m+ 1)
Γ(1 + n/2−m/2) Γ(3/2 + n/2 +m/2) , n+m even. (B9)
Inserting now the theorem in Eq. (B4) into Eq. (B3), we obtain
σlm =
∑
k
qkλk
sinhλk
{∮
dΩY ∗lm(Ω)
∑
s
a2sP2s(xk) +
∮
dΩY ∗lm(Ω)
∑
s
a2s+1P2s+1(xk)
}
. (B10)
Next, we use the addition theorem for the spherical harmonics to write
σlm =
∑
k
qkλk
sinhλk
{∑
s
a2s
∮
dΩY ∗lm(Ω)
4pi
2(2s) + 1
2s∑
t=−2s
Y2s,t(Ω)Y
∗
2s,t(Ωk)+
∑
s
a2s+1
∮
dΩY ∗lm(Ω)
4pi
2(2s+ 1) + 1
2s+1∑
t=−2s+1
Y2s+1,t(Ω)Y
∗
2s+1,t(Ωk)
}
. (B11)
Rearranging the order of summation and integration, the integrals evaluate into Dirac δ functions. By virtue of this,
the sums over s and t disappear, yielding
σlm =
∑
k
qkλk
sinhλk
×

al
4pi
2l + 1
Y ∗l,m(Ωk) , l even
al
4pi
2l + 1
Y ∗l,m(Ωk) , l odd
. (B12)
Using the expression for the coefficients am in Eq. (B9), we obtain from Eq. (B12):
σlm = 4pi
∑
k
qk Y
∗
lm(Ωk)
∞∑
s>l
λs+1k
sinhλk
√
pi 2−s−1
Γ(s/2− l/2 + 1) Γ(s/2 + l/2 + 3/2) , l + s even, (B13)
which holds true for both even and odd l. Introducing
gl(λ) =
∞∑
s>l
λs+1
sinhλ
√
pi 2−s−1
Γ(s/2− l/2 + 1) Γ(s/2 + l/2 + 3/2) , l + s even, (B14)
we can write the multipole coefficients as
σlm = 4pi
∑
k
qk gl(λk)Y
∗
lm(Ωk). (B15)
What is more, using Mathematica software [52] we can
show that the function gl(λ) evaluates to
gl(λ) =
λ
sinhλ
il(λ), (B16)
where
il(x) =
√
pi
2x
Il+1/2(x) (B17)
are the modified spherical Bessel functions of the first
kind [41]. Thus, we finally obtain the result of Eq. (6).
Appendix C: Multipole magnitudes, total power,
and bond order parameters
In order to obtain the multipole magnitudes from
Eq. (8), we insert the expression for the multipole coeffi-
cients, Eq. (6), into the squared form of the magnitudes.
Thus, we get
S2l =
(4pi)3
2l + 1
∑
m
[(∑
k
qk gl(λk)Y
∗
lm(Ωk)
)
×
(∑
t
qt gl(λt)Ylm(Ωt)
)]
. (C1)
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Using the addition theorem for spherical harmonics, we
then obtain
S2l = (4pi)
2
∑
k,t
qk qt gl(λk) gl(λt)Pl(cos γkt). (C2)
Taking into account that Pl(cos γkk = 1) = 1 and that
cos γkt = cos γtk, this expression simplifies to
S2l = (4pi)
2
[∑
k=t
q2k g
2
l (λk)
+ 2
∑
k>t
qk qt gl(λk) gl(λt)Pl(cos γkt)
]
. (C3)
Normalizing this expression with |S0| = 4pi
∑
k |qk|, we
obtain Eq. 9. Knowing the multipole magnitudes, we
can also immediately write down the total power
P =
∫
Ω
|σ(Ω)|2dΩ =
∑
l
4pi
2l + 1
∑
m
|σlm|2 =
∑
l
S2l .
(C4)
Appendix D: Limiting cases
In the limit where λ → 0, the asymptotic behavior of
gl(λ) is given by
lim
λ→0
gl(λ) ∝ λl +O(λl+2), (D1)
and specifically, limλ→0 g0(λ) = 1. In this limit, the term
with l = 0 becomes dominant, and thus the only non-
zero multipole coefficient σlm is that with l = m = 0.
There, limλ→0 σ00 =
√
4piQ, with Q =
∑
k qk the total
charge on the sphere. Inserting this into the expression
for the multipole expansion of the surface charge density,
Eq. (5), we get indeed that
lim
λ→0
σ(Ω) =
Qe0
4piR2
, (D2)
a uniform distribution on a sphere.
In the other limit where λ → ∞, the function gl(λ)
always tends to 1, independent of l:
lim
λ→∞
g(l, λ) = 1 ∀l. (D3)
The multipole coefficients σlm simplify to limλ→∞ σlm =
4pi
∑
k qk Y
∗
lm(Ωk), yielding
lim
λ→∞
σ(Ω) =
e0
R2
∑
k
qk
∑
l,m
Y ∗lm(Ωk)Ylm(Ω)
=
e0
R2
∑
k
qk δ(Ω− Ωk), (D4)
which is indeed a surface charge distribution composed of
Dirac δ functions centered at Ωk. Here we also see why,
when using Dirac δ functions for the description of point
charges, in principle an infinite sum over ` is needed to
represent the distribution correctly.
As for the multipole magnitudes, the only non-zero
moment in the limit of λ → 0 is of course S0, with all
higher multipoles tending to zero, limλ→0 Sl/|S0| = 0 for
l > 1. On the other hand, the multipole magnitudes
in the limit of λ → ∞ are determined purely by their
geometrical factor
lim
λ→∞
Sl
|S0| =
S∞l
|S0| =
√
1
N
+
2
N2
∑
k>t
Pl(cos γkt), (D5)
which is dependent on the spherical distances between
the charges on the sphere, cos γkt.
Appendix E: Additional figures
Here, we show several additional figures complement-
ing the results presented in the main text.
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Figure 8. Histogram of distances between charges, given
by cos γkt, and of the closest distance between two charges,
cos min γkt with k 6= t. The histograms were obtained from
5000 different random and Mitchell configurations of N = 10
identical charges. The dashed vertical line shows the mini-
mum distance of the corresponding Thomson configuration.
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Figure 11. Heatmaps of normalized multipole magnitudes Sl/|S0| as a function of λ and N for two different values of ` = 6,
12. In the case of random and Mitchell configurations, the heatmaps show the mean values obtained by averaging over 5000
different configurations. The last columns of the heatmaps show the values of the multipole magnitudes in the limit λ → ∞,
S∞l /|S0|.
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Figure 9. Violin plot of the first 12 multipole magnitudes for
configurations of N = 20 identical charges, generated either
randomly or by using Mitchell’s algorithm. Each entry in
the violin plot shows a (mirrored) distribution of normalized
magnitudes of 5000 different configurations, with the central
symbols denoting the mean and the bars denoting the corre-
sponding standard deviation. Star symbols show the multi-
pole magnitudes of the corresponding Thomson configuration.
The plot is shown for four different values of the concentration
parameter λ.
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Figure 10. Normalized total power Pl/|P0| of random and
Mitchell configurations of N = 20 identical charges, obtained
by summing the squares of multipole magnitudes up to order
`. Full lines show the mean values, obtained by averaging
over 5000 different configurations, while the shaded regions
denote the corresponding standard deviations. The latter are
negligible for Mitchell configurations. Dashed lines and star
symbols show the total power for the corresponding Thomson
configuration. The plot is shown for four different values of
the concentration parameter λ.
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