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ABSTRACT
We develop a graph structure for feature vectors in machine learning, which
we denote as a feature network (FN); this is different from sample-based networks,
in which nodes simply represent samples. FNs reveal the underlying relationship
among feature vector components and re-represent features as functions on a net-
work. Our study focuses on using FN structures to extract underlying information
and thus improve machine learning performance. Upon the representation of fea-
ture vectors as such functions, so-called graph signal processing, or graph functional
analytic techniques can be implemented, consisting of analytic operations includ-
ing differentiation and integration of feature vectors. Our motivation originated
from a study using infrared spectroscopy data, where domain experts prefer using
the second derivative information rather than the original data; this is an illustra-
tion of the potential power of understanding the underlying feature structure.
We begin by developing a classification method based on the premise that is
assuming data from different classes (e.g., different cancer subtypes) will have
distinct underlying graph structures, for graphs consisting of genes as nodes and
gene covariances as edges. That is, a feature vector from one class will tend to
be "smooth" on the related FN, and "fluctuate" in the other FNs. This method,
using an entirely new set of features from standard ones, on its own proves to
v
somewhat outperform SVM and KNN in classifying cancer subtypes in infrared
spectroscopy data and gene expression data. We are effectively also projecting
high-dimensional data into a low dimensional representation of graph smooth-
ness, providing a unique way of data visualization.
Additionally, FNs represent new ways of thinking about data. With a graph
structure for feature vectors, graphical functional analysis can be used to extract
various types of information not apparent in the original feature vectors. Specif-
ically, operations such as calculus, Fourier transforms, and convolutions can be
performed on the graph vertex domain. We introduce a family of calculus-like
operators in reproducing kernel Hilbert spaces for feature vector regularization to
deal with two types of data deficiency, which we designate as noise and blurring.
Such operations are generalized from widely used ones in computer vision. The
derivative operations on feature vectors provide additional information by ampli-
fying differences between highly correlated features. Integrating feature vectors
smooths and denoises them. Applications show that those denoising and deblur-
ring operators can improve classification algorithms.
The feature network with deep learning can be naturally extended to graph
convolutional networks. We propose a deep multiscale clustering structure with
small learning complexity on general graph structures. This framework substan-
tially reduces the number of parameters, and it allows the introduction of general
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Background on Graphs and Machine Learning
This chapter presents the motivation of our work, explains the concept of the un-
derlying graph structure in machine learning (ML) feature vectors, and provides a
set of background knowledge on ML and graph methods.
Certain views of data as functions on graphs have been developed largely
in the engineering literature. In this view, known as graph signal processing,
a data vector can be viewed as a function of its indices, and a graph structure
can essentially be imposed on the indices of data vectors. If the indices are
genes in a computational biology gene expression dataset, then many natural
network structures arise on these sets of features. These notions generalize older
approaches in which signals are viewed strictly as functions of time or functions
on euclidean spaces. This view has not fully matured and been integrated into
ML, though it is clear that ML feature vectors might be prime candidates for such
signal processing improvements.
This dissertation is partially derived from (Mu et al., 2016).
2
1.1 GRAPH METHODS IN MACHINE LEARNING
Graphs as generalized tools in data structures are commonly used to characterize
interactions between objects of interest. Many real-world relationships are best
modeled using graph structures, including social networks, technology networks,
as well as chemical and molecular representations. Graphs are powerful because
they provide an efficient way to represent complex systems.
In recent years, with the rapid development of the theories of social networks,
computational biology, financial mathematics, and many other data-intensive ar-
eas, researchers have shown an increased interest in graphs with ML applications.
Research on social network analysis in the data mining community includes clus-
tering analysis (Dong et al., 2013); classification (Rapaport et al., 2007); and link
prediction (Fire et al., 2011). Co-authorship networks were explored in (Newman,
2004). A recommendation system generated by (West et al., 2016) from citation net-
works based on clustering represents the many tools based on graph theory and
ML that are being built currently.
In the mathematical models of supervised learning, each sample/object is rep-
resented by a feature vector. Predicted output values of samples form the objects
of ML tasks, and feature vectors provide the needed information. Involvement
of graph structures in such ML tasks involves two types of structures; 1) sample
networks (in which nodes represent samples), and 2) feature networks (in which
nodes represent features).
Research on sample networks is normally focused on network-based ap-
proaches to modeling and analysis of complex systems. However, in proposing
the notion of a feature network, we want to focus on the functions on the network
(each generated by a single sample), and not the graph structure. In our analyses,
3
the network only provides prior knowledge on the data. This is comparable to
the use of structural prior knowledge in convolutional neural networks (CNNs),
where the windowed structure of the learning process is heavily used in the archi-
tecture, while single weights/connectivities in the network do not carry as much
importance.
Feature networks (FNs) reveal the underlying relationship among feature vec-
tor components and re-represent feature vectors as functions on a network. Any
real-valued feature vector can be viewed as a real function on the underlying graph
vertices (each representing a single feature index), in one-to-one correspondence
with features in the feature space. This often appears as prior knowledge of the
data, analogous to the linear structure of time series data or the grid structure of
images. In other cases, FNs are not directly given (e.g., as in biological networks),
but can be constructed based on the correlations/distances between features as
estimated by prior or given data.
1.1.1 Graph structure for feature vectors
Figure 1.1: Graph representations for different datasets. (a) Time
series; (b) digital image; (c) general graph.
We illustrate graph structures on feature vectors with examples shown in Fig-
ure 1.1. The linearly connected graph in Figure 1.1(a) represents a finite discrete
time series. All edges are directed and have the same weight, reflecting the lin-
4
ear structure of a time series. This commonly appears in real-world financial data
structures. Technical analysis of stocks is one of many contexts for of this type of
data structure application.
The two-dimensional rectangular lattice in Figure 1.1(b) represents a general
digital image, and the set of highest correlations between features. Each node
represents a pixel, and each pixel value is most closely related to the values of
the four adjacent pixels. All edges are undirected and have the same weights,
since connections are symmetric. By extracting multi-scale localized spatial fea-
tures and composing them to construct highly expressive representations, convo-
lutional neural networks (CNNs) have led to breakthroughs in almost all ML areas
and have started a new era of deep learning.
The graph in Figure 1.1(c) represents a subgraph of a gene co-expression net-
work for lung cancer. Each node denotes a gene, and an edge between a pair of
nodes exists if there is a significant co-expression relationship between the nodes.
The edge weights can be determined as correlations between genes. Such weighted
gene co-expression networks have been broadly used in computational biology ap-
plications.
There can be many uses of underlying structures on indices formed by genes;
examples include gene networks based on biochemical pathways (Kanehisa &
Goto, 2000), membership in protein modules (Jansen et al., 2003), Gene Ontol-
ogy annotations (Ashburner et al., 2000), genetic co-expression (Zhang & Horvath,
2005; Ruan et al., 2010), among others. Such networks represent varying underly-
ing structures relating genes. Though our examples focus on gene networks, the
methods apply to more general network/metric structures on feature index sets.
Any prior information on the pairwise association, correlation, or similarity of in-
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dex elements could be used to construct such a network and apply this framework.
As another example, stock price prediction algorithms use historical stock
prices of a target stock together with related (correlated) stocks as feature vectors
(Yang et al., 2002; Kim, 2003). Prior temporal associations (e.g., correlations) of
price checkpoints of related stocks can be used to structure feature indices (in-
dividual stocks at each checkpoint) into a network. Many financial applications
have used such network-based approaches to analyze and predict the stock mar-
ket (Mandere, 2009; Tumminello et al., 2007).
More generally, a standard correlation (variance-covariance) matrix of past or
current (prior or posterior) values of components in any feature space can be used
to construct scalar-valued similarity networks by following algorithms available in
data mining and ML algorithms, involving such tools as minimum spanning trees
(Bonanno et al., 2003), planar maximally filtered graphs (Tumminello et al., 2005)
and the thresholding method (Zhang & Horvath, 2005). A corresponding approach
in computational biology involves the construction of the gene co-expression net-
work, linking genes that tend to be expressed together in a (current or prior) series
of experiments or different time points in a single experiment (Zhang & Horvath,
2005; Ruan et al., 2010). This gives (scalar or boolean) networks built from mea-
suring or thresholding pairwise correlations among features in gene expression
vectors (containing expression levels of the set of all measured genes). As indi-
cated earlier, such a co-expression network can be learned from a current data set
(e.g., machine training data for discriminating biological phenotypes based on ex-
pression features) or from past independent data. In the former case, the network
is based on posterior information, and in the latter prior information, the methods
described here can be applied in both cases. However, the data quality of posterior
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information (from the current data set) will be heavily impacted by the amount of
noise in the dataset itself. Therefore denoising performance on a data set based on
information from the dataset itself will be compromised when the data noise level
increases.
1.1.2 Machine Learning feature map
A major challenge in forming ML classifiers is the proper choice of feature vectors
(FVs) to represent objects. It can be argued that the choice of feature space, feature
mapping to a new space, or (equivalently) the choice of a kernel, is as important as
the choice of the machine classifier itself (Schölkopf & Smola, 2002; Cristianini &
Shawe-Taylor, 2000). Novel maps producing feature vectors with new characteris-
tics can be a powerful tool in classification.
The usefulness of novel feature maps can be illustrated in the problem of facial
recognition (Jia & Nixon, 1995; Geng & Jiang, 2009), where the choice of the feature
map dramatically improves success in an ML task. In the standard representation
of FVs in face recognition tasks, as bitmap images with pixel intensities, it has tra-
ditionally been difficult to form a machine that directly takes this information and
results in appropriate facial recognition. However, the problem of face recognition
can be solved quite rapidly with a new feature map. This replaces standard bitmap
vector representations of facial images, with feature vectors consisting of distances
and ratios of distances among primary facial features. Using a feature vector of 20
to 40 such features can result in very sensitive and even better-than-human facial
recognition (Mian et al., 2013; Kriaj et al., 2010).
It is important to develop feature maps that take FVs and canonically map them




In current ML applications with increasing numbers of features, it is common to
find multiple features that cluster into highly correlated groups that give very re-
dundant information to a classifier. Within such correlated groups, even small
differences can provide important information. The problem is that such small
differences can hardly be detected, e.g., by a support vector machine (SVM) classi-
fier, since only coarser feature differences are significant enough to present a signal
to the SVM at a given level. In these cases, some special feature maps can enhance
contrast in the signal in a very consistent and informative way. An example is
an ML study based on biomedical spectral data (Diem et al., 2016). This involves
reflected optical spectral features of a human cancer sample, each measuring re-
flection of infra-red illumination at a fixed wavelength/frequency. Usually, a few
hundred features (i.e., refletances a varying frequencies) are sampled and linearly
ordered (by frequency or wave number) as in Figure 1.1(a). Such spectroscopy
feature vectors are then used for lung cancer subtype classifications. Given the
natural ordinal structure of the features (by wave number), it is safe to say that
there is a high correlation among signals from adjacent wave numbers, which of-
ten justifies the practice of taking first or second-order derivatives of the data with
respect to spectral wave number. The 4th derivative of spectroscopy features also
has been proved to provide additional information for classification. Effectively
this eliminates the highly correlated part of signals from adjacent wave number
frequencies.
From a network perspective, the above wave number-based features have a
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natural graph structure that relates adjacent features, either on principle or based
on their high correlation. The above second derivative is in fact then equivalent to
the graph Laplacian for this graph structure. We propose to generalize this process
to more general feature vectors, that do not have such a canonical linear structure
relating them, but do have a correlation/covariance structure that makes them part
of a canonical graph/network structure. This then allows the graph Laplacian, as
a generalization of the above derivative, to act on a much more general basis, on
more general feature vectors.
This is thus the motivation for the method we propose. The network formed
by features in a feature vector determined by some relationship structure (e.g. co-
variance/correlation) connects nodes (genes, spectral components or more general
features) that are highly correlated, and whose differences (or second-order differ-
ences) may convey more information than they themselves do. This is precisely
what is done when the graph Laplacian is formed. Features that are found to be
highly correlated in the training set (by being connected in the trained network)
are essentially subtracted and form new features for classification tasks.
In the above-mentioned example of cancer tissue classification with spectral
feature vectors (Diem et al., 2016), infrared light of 500 consecutive frequencies (or
equivalently wave numbers, which are inverses of frequencies) is reflected from
a cancer sample and measured for intensity at each of the 500 frequencies (wave
numbers), giving a feature vector of size 500 ordered from wavenumber 1800 cm−1
(highest frequency) to 800 cm−1 (lowest frequency). In Figure 1.2, the black curve
represents spectral data from the adenocarcinoma (ADC) lung cancer subtype, and
the grey curve from the necrosis tissue. There exists a significant amount of overlap
between these two when they overlap, and it can be challenging for a classification
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model to differentiate between them just with raw spectral data.
Figure 1.2: Comparison between spectra from regions of ADC (black
traces) and ADC with necrosis (gray traces). Top: second derivative
spectra; bottom: absorption spectra (Diem et al., 2016).
In this case, as mentioned, it is already a common practice (Mu et al., 2015;
Akalin et al., 2015; Diem et al., 2016) to take derivatives of the raw feature vec-
tors (first and second difference operations) with respect to the frequency or wave
number, under the premise that such subtle interactions of adjacent features will be
’contrast-enhanced’. To say it differently, differentiation allows the detection and
more positive identification of trace and subtle differences. Virtually undetectable
differences in the original absorbance space can become much more obvious after
being transformed into second-order derivative space.
The key observation here is that the feature vector indices (in this case, 1, 2, . . . ,
500) have a structure, in this example, a simple ordinal one. This structure can
also be viewed as a linear graph, in which each node is connected only to one
10
before and one after it. The principle of differentiation can be extended to arbitrary
graph structures. In fact, the index set of a family of feature vectors can always be
given such a graph structure. The differentiation discussed above can be better
understood by noting that a feature vector x = (x1, . . . , xp) is considered as the
value of function f evaluated at i ∈ V , xi = f(i), where V = {1, 2, · · · , p} is the
index set. Such an index set will essentially always have an interesting metric or
network structure on which to base a process of differentiation and integration.
Our feature map computes the derivative of such a function, more specifically its
graph is Laplacian, or a (positive or negative) fractional power thereof.
We want to note that, specializing to ordinal cases like the linear spectra men-
tioned above, our proposed methodology produces feature maps effectively the
same as the standard process of differentiation. In other words, feature maps
induced by the above differentiation operations appear very naturally from our
method without any prior knowledge or human intervention - for example in spec-
tral feature vectors, adjacent frequencies are naturally highly correlated and admit
edges between them, leading to the simple linear graph structuring of such feature
vectors.
In the language of kernels, the choice of a feature map Φ(x) such as this is equiv-
alent to a re-representation of the kernel K(x, y) being used in the ML task. From
this standpoint, using our feature map to produce new kernels K(Φ(x),Φ(y)) from
old ones encodes (in computational kernel replacements) the geometric process of
differentiating a function.
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1.3 BACKGROUND OF FEATURE TECHNIQUES AND CLASSIFICATION
ALGORITHMS
1.3.1 Principal component analysis (PCA)
Principal Component Analysis PCA is an unsupervised feature mapping method
that is widely used for the purpose of data analysis as well as data visualization.
The method is implemented using an orthogonal linear transformation that maps
data into a new system of coordinates. There the feature space direction of greatest
variance is reserved and is mapped into the initial coordinate (denoted as the first
principal component). The second most significant variance direction is mapped
into the second coordinate, and so on. Given a data matrix X , the initial principal
direction vector is put together as:












where xi is the ith feature vector in the dataset.
The most common use of PCA is in reduction of dimensionality of a dataset
with maximal retention of its variation. The principal component mapping Tk =
XWk takes a data vector X from Rp to its PCA representation in Rk, with Wk =
(w1, · · · , wk).
The feature network operations introduced here on feature vectors (e.g. the
graph Laplacian operation on feature vectors) can also be considered a feature map
based on prior correlation structures of data, and it similarly provides useful re-
representations of feature vectors.
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1.3.2 Linear discriminant analysis (LDA)
Linear discriminant analysis (LDA) has a close relationship with PCA, since they
both identify linear combinations of variables that can represent the original data
in more useful ways. LDA (Friedman et al., 2001) is a parametric statistica model
that is used to classify data that is Gaussian. It is based on the premise that
conditional probability density functions of the form P (X|G = k) (class k) and
P (X|G = ℓ) (class ℓ) are distributed as Gaussians, with mean and covariance pa-
rameters (µk,Σk) and (µℓ,Σℓ), respectively (with an assumption of common co-
variance, i.e. that Σk = Σl). Under this assumption, the Bayes optimal solution to
identifying a test point x as belonging to one of the classes is to compare their log
likelihood ratios:
log
P (G = k|X = x)








with πk the prior probability of class k. Since we assume a common covariance
matrix Σk = Σ for all classes k, the log-ratio takes a special form:
log
P (G = k|X = x)







TΣ−1(µk + µℓ) + x
TΣ−1(µk + µℓ). (1.3)






−1µk + log πk (1.4)
form an equivalent description of a decision rule of the form G(x) = argmaxk δk.
Furthermore, for quadratic discriminant analysis (QDA), the assumption of an
identical covariance matrix is no longer made, and covariance structures for each
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class can be different. Our feature network-based classifier and the probability
model-based QDA algorithm have similar forms, though they are based on dif-
ferent assumptions, and though one is non-parameteric while the second is para-
metric. A comparison between the two methods is discussed in Chapter 2 (Section
2.3.1).
1.4 BACKGROUND OF SPECTRAL GRAPH THEORY
Any real valued feature vector f = (f1, · · · , fp) can be viewed as real function
f : V → Rp on the underlying graph vertices {1, . . . , p}. In signal processing and
image processing, filtering, denoising, inpainting, and compressing graph signals
are typical applications. It is natural to think about extending those applications
to irregular data domains such as arbitrary graphs. Can we use operators or al-
gorithms from classical digital signal processing toolboxes for general graphs?
Graph signal processing provides answers for the question (Chung & Graham,
1997; Smola & Kondor, 2003; Shuman et al., 2013).
1.4.1 Laplacian Operators and Normalized Laplacian
Let G = (V,E) be an undirected graph with vertex set V = {1, 2, · · · , p}, and edge
set E. E can be rewriten as a p × p adjacency matrix A = (Aij : i, j ∈ V ) with
Aij = Aji = 1 if (i, j) ∈ E and zero otherwise. The graph Laplacian L is defined as
L := D − A, where D = diag(d1, · · · , dn), and di denotes the degree of vertex xi:
L(i, j) =

di if i = j,
−1 if i and j are adjacent,
0 otherwise.
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In most work researchers are interested in weighted graph G = (V,W ). When
the edge weights are not naturally defined, there are several common methods to
define the weight of an edge connecting vertices i and j.
1. Feature covariance or correlations:
Wij =
 Corr(fi, fj) if i ̸= j0 otherwise. (1.5)






} if ∥fi − fj∥ < κ
0 otherwise.
(1.6)
where κ is a distance threshold.
3. Probabilistic graphical models.
4. Physically-motivated models.
1.4.1.1 Random walk normalized Laplacian
The random walk normalized Laplacian and the symmetric normalized Laplacian
are two common versions of the graph Laplacian in applications. For any weighted





1 if i = j and di ̸= 0,
−Wij/di if i and j are adjacent,
0 otherwise.
We can write Lrw = D−1L = I−D−1W . Then for any function f ∈ Rp, the Laplacian
operator on f , Lf : Rp → Rp is the weighted sum of all second partial derivatives
with all connected vertices:
(Lrwf)i = fi −
∑
j ̸=i






1.4.1.2 Symmetric normalized Laplacian
The symmetric normalized Laplacian matrix is defined as Lsym := D− 12LD− 12 =
I −D− 12WD− 12 :
Lsym(i, j) =

1 if i = j and di ̸= 0, dj ̸= 0,
−Wij/
√
didj if i and j are adjacent,
0 otherwise.














For a graph G on p vertices, let {(λi, qi), i = 0, 1, · · · , p − 1} be the eigensystem of
Laplacian L with eigenvalues λi (λ0 ≤ λ1 ≤ · · · ≤ λp−1) and corresponding eigen-
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vectors qi. Essentially, the eigenvectors with increasing eigenvalues tend to vary
more rapidly on the graph, and the smoothest functions are associated with the
smallest eigenvalues. Laplacian eigenvalues are useful because they reflect var-
ious intrinsic topological and geometric features of the graph (e.g., connectivity,
the maximum distance over all pairs of vertices, mean distance, the Cheeger con-
stant, etc.). Some simple but important facts about Laplacian eigenvalues are the
following:
• For each of the above three Laplacian matrices, all the eigenvalues are non-
negative.
• The smallest eigenvalue λ0 = 0.
• Lrw and Lsym have the same eigenvalues.
As discussed in detail in Chapter 3, all three graph Laplacian have eigenvec-
tors that can be used as filtering bases. There is not a clear answer as to when it is
preferable to use normalized graph Laplacian eigenvectors, unnormalized eigen-
vectors, and when to use other bases. The normalized graph Laplacian has useful
properties in that its spectrum is always contained in the interval [0, 2], and, for
bipartite graphs, the so-called spectral folding phenomenon can be exploited.
Theorem 1.4.1. [Spectrum of Lsym, (Smola & Kondor, 2003)] Lsym is a symmetric, posi-
tive semidefinite matrix, and its eighenvalues λ1, λ2, · · · , λp satisfy 0 ≤ λi ≤ 2.
The bound on the spectrum follows directly from Gerschgorin’s Theorem
(Chang et al., 2000).
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1.5 DATA SOURCES
Finally, we summarize in the following table the machine learning data sources
used in our work.
Dataset Platform No. of features
No. of samples
Reference
class A class B
Breast1 KEGG 11366 101 194 (Wang et al., 2005)
Breast2 KEGG 22491 92 174 (van ’t Veer et al., 2002)
Breast3 GEO 22283 141 89 (Popovici et al., 2010)
Drug CCLE 19352 151 130 (Barretina et al., 2012)
Lung1 TCGA 15237 528 501 (Mu et al., 2016)
Lung2 Cireca 501 141 59 (Akalin et al., 2015)
Colon cDNA 2000 40 22 (Tan et al., 2005)
Leukemia Affy 7129 25 47 (Tan et al., 2005)
CNS Affy 7129 25 9 (Tan et al., 2005)
DLBCL Affy 7129 58 19 (Tan et al., 2005)
Lung Affy 12533 150 31 (Tan et al., 2005)
Prostate1 Affy 12600 52 50 (Tan et al., 2005)
Prostate2 Affy 12625 38 50 (Tan et al., 2005)
Prostate3 Affy 12626 24 9 (Tan et al., 2005)
GCM Affy 16063 190 90 (Tan et al., 2005)
Table 1.1: Binary class datasets.
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CHAPTER 2
Feature networks and machine learning classification
Abstract:
In this paper we discuss and apply a graph signal processing approach (Fourier
analysis on graphs) to machine learning tasks. Fourier analysis on feature vec-
tors leads to additional structural information that can be used in machine learn-
ing tasks and improve classification. Our application is based on the notion of
‘smoothness’ of a feature vector, viewed as a function on a graph structure. This
is based on the notion a feature vector from a class A will tend to be ‘smooth’ on
a prior graph structure related to A (the feature network, or FN of A), and ‘rough’
on any alternative graph structure, say from another class B. We thus propose
a novel network-based binary machine learning classifier that effectively projects
feature vectors into a two-dimensional space spanned by two engineered features,
measured smoothnesses with respect to FN structures based on classes A and B,
or additional classes if appropriate. An application demonstrates cancer classifiers
based on gene expression that can discriminate using only gene co-expression net-
work features, rather than standard raw and combined gene expression features
used in machine learning. We give examples from datasets in the Cancer Genome
Atlas (TCGA) and other published studies. We also illustrate this on infrared spec-
troscopy classification of lung cancer tissue.
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2.1 INTRODUCTION
In machine learning, the choice of features is essential in building robust predic-
tors that can validate on independent data. Novel feature vectors capturing the
underlying structure of data can enhance classification performance and robust-
ness. Indeed, previous work has shown that in many cases properly choosing a
feature space can be more productive than choosing an improved machine learn-
ing algorithm (Schölkopf & Smola, 2002; Cristianini & Shawe-Taylor, 2000). Useful
features can often be produced as feature maps ϕ(x) on existing feature vectors x.
In this paper we provide an approach for constructing feature maps utilizing
network structures on the features themselves. Such network structures are com-
mon in computational biology - if x is a vector of gene expressions in a tissue
sample, then a prior known gene coexpression network/graph G is an example
of a feature network. Such a network can be prior or learned from training data.
New features ϕ(x) described here are derived in this way, and can be applied to
classification, data visualization, and other tasks. This notion arises in many sit-
uations involving machine learning feature spaces F , forming network structures
on feature space coordinates - this is discussed in more detail in other work. Thus
for feature vectors x = (x1, . . . , xp), the nodes are the features xi (more properly
their indices), with edges as strengths of relationships (e.g. correlations) between
feature pairs.
This approach views feature vectors x (which effectively assign values to in-
dividual features) as functions on a feature graph (with features as nodes), allow-
ing use of tools in graph signal processing (GSP, essentially functional analysis on
graphs) to be applied. This forms new vectors such as Laplacian derivatives ∆x
and fractional derivatives, yielding new and useful features Θ(x) from the original
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feature vectors.
Such new features are illustrated in this paper specifically in the form of (frac-
tional) derivatives of feature vectors. We show that they can be used in classifica-
tion tasks that measure that ’match’ a test vector to the covariance structure of a
given training set. This forms an entirely new type of classifier, which for example
can distinguish the class (say a cancer subtype) of a gene expression array x from
the gene co-expression networks of the candidate (e.g. cancer) classes.
This approach relies on the notion that a function on a graph or spatial domain
can be considered to naturally fit that domain if it is continuous or even smooth
on this domain. Similarly if a feature vector x = (x1, . . . , xp) is viewed as a func-
tion on the vertices {x1, . . . , xp} of a feature graph, then the appropriateness of this
function to the graph structure can be measured by its ’smoothness’ relative to
this structure. Fortunately there is a direct measure of such smoothness in a form
similar to one for functions on Euclidean spaces - this utilizes the graph Lapla-
cian operator. Thus the ’size’ ||Θ(x)||2 of the derivative function Θ(x) = ∆x (the
smoothness penalty) can be a surrogate for the how well the feature function x fits
the graph structure.
Thus for two different candidate cancers A,B whose gene expression arrays x
yield different graph geometries, the smoothness penalty of a test gene expression
array of unknown origin with respect to the two graph structures A and B can be
used to determine the class of x, based on covariance structures of the training sets,
and the graphs they induce.
In a sense, the use of a Laplacian operator to separate classes may seem para-
doxical. For example, network relationships among different features used to clas-
sify vectors might seem to require more than one test vector to establish a network
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structure in the test set, which could then be compared to the trained network
structure inferred from the training set. We replace this requirement with one in-
volving tests on individual single test vectors, showing that predicted relation-
ships among components of test vectors can indeed be extracted from single test
samples. Effectively, the trained network tells the testing machine what compo-
nents of a feature vector should be close, and which should not be, in order to fit
into a given training class. The differentiation of feature vectors extracts informa-
tion in a very different form than the original components.
2.1.1 Graph Fourier analysis operations
Here we will study the use of graph Fourier analysis (GFA) (Smola & Kondor,
2003; Shuman et al., 2012a) operations on feature vectors, with resulting natural
feature maps based on calculus-like operations, analogous to differentiation (and
integration) of ordinary functions. In this context it is useful to view feature vectors
as functions on networks (graphs) and can be naturally differentiated (and anti-
differentiated) using the graph Laplacian, transforming feature vectors into new
ones. Our goal is to illustrate how such new feature vectors (i.e., derivatives) can
alone (i.e., before any combination with original features) result in classifiers that
equal and sometimes surpass use of original features.
Standard machine learning (ML) classifiers are based on feature vectors x =
(x1, . . . , xp) indexed by a set 1, . . . , p that is combinatorial and without additional
structure. Our work leverages new features that on their own, or combined with
the above combinatorial features, can improve performance. Identifying feature
maps yielding such new features, extending other feature generation methods,
forms an important viewpoint in machine learning.
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2.1.2 Feature maps
Convolutional neural networks in the area of deep learning image recognition il-
lustrate, in their deeper neural activations, novel feature maps that have been very
useful in ML tasks. Such features include higher order image recognition informa-
tion, e.g., directionality and higher order information in images. Thus real world
applications such as facial recognition (Jia & Nixon, 1995; Geng & Jiang, 2009))
and complex mapping during autonomous car navigation, are currently addressed
with such new features.
The notions of feature engineering (via autoencoders and many other meth-
ods) are becoming more current, but such techniques have existed in data science
for a long period of time. For example, in the formation of feature vectors based
on spectral data, the index i in the feature vector x above has a natural ordering
based on the frequency whose intensity is measured by xi. In this case, effective
derivatives can be formed to define new features x′i = xi − xi−1, and second or-
der differences (second derivatives) are often the preferred feature vectors used in
machine learning. Thus an effective derivative operation as a feature map can be
formed when features have a linear ordering, allowing them to be differentiated.
Previous studies have shown the value of such derivatives of feature vectors for
classifying cancers based on spectral features (Mu et al., 2015; Akalin et al., 2015).
Neural network models generally have higher layers with fewer nodes than
numbers of input values, so that intermediate layers serve as reduced dimension-
ality representations for input data (Lin et al., 2017). Similarly, our Fourier features
will be capable of naturally reducing feature spaces by mapping multiple features
into single values that characterize entire network structures. This will be illus-
trated for learning patterns in genomic data (Figure 2.1).
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Figure 2.1: Gene co-expression network in the Cancer Genome At-
las (TCGA) lung adenocarcinoma (Mu et al., 2016): feature vector in-
dices are represented by the nodes, while the feature vector is viewed
a function on the network.
Note however that we are not restricted to biological feature vectors where the
feature indices (genes) have easy to identify network structures. In any dataset,
the training feature vectors D = {xk}nk=1 define at least one important defacto
network structure on the indices V = {1, . . . , p}, defined by edge weights wij =
Cor(xi, xj), the empirical correlation between the ith and jth components xki and
xkj of the training dataset D = {xk}nk=1, where the correlations may be replaced
by covariances if appropriate. Such differentiation can be performed using any
index set V in ML data, along with any a priori relationships (network or metric
distances), or a posteriori relationships (on current training data) that exist on the
set V .
Our current application we will create new features (thus a feature map) that
compute the global variation of a given feature vector x = (x1, . . . , xp) = {xq}q∈V
viewed as a function f(q) = xq on a candidate graph structure.
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The corresponding feature map ϕ(x) can of course be equivalently represented
by a new kernel function on the original feature space F . They can also generate
new kernels Knew(x,y) = ⟨ϕ(x), ϕ(y)⟩ on the original feature space, formed from
inner products in the new one. Thus by encoding the geometric process of differ-
entiating a function we can generate new kernels Knew as above. We will try to
illustrate this in some simple cases by noting the kernel approach is the simplest
way of implementing this algorithm once it is fixed and incorporated in a classifi-
cation system.
2.1.3 Application to molecular network-based classification
This application is general and can be used for any classification (or more gener-
ally, machine learning) problem that arises with correlated features, or with fea-
tures having a similarity structure that can be described by a network. Biological
systems are complex, often characterized by an explosion of interacting molecular
features quantified by different data types. Genes continuously interact creating
a complex dynamical system in a living cell. Conventional classifiers generally
treat genes (and more generally, any features) as independent quantities. The most
commonly used techniques for building molecular classifiers are based on machine
learning and optimization techniques such as linear regression (Chen et al., 2009),
partial least squares (Nguyen & Rocke, 2002), random forests (Diaz-Uriarte, 2007),
support vector machines (Lee & Lee, 2003; Furey et al., 2000), mixed integer pro-
gramming (Dagliyan et al., 2011), etc. However, it is important to note that while
different machines often cluster together in terms of their predictive/discrimina-
tory capabilities, the features they utilize can be more critical to their success. The
present approach provides new classes of features derived from existing ones with
properties that can make them sufficiently different from standard features to pro-
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vide additional discriminatory information.
Applications to cancer: We will illustrate use of the network structure of gene co-
expression networks as a source of robust information to stratify cancer sub-types.
Effectively the (weighted or unweighted) edges of a gene network can be treated
as prior features distinct from individual expression values. This captures a level
of information with additional discriminatory power.
Other studies have also leveraged network structures to classify cancer data.
Hofree et al. (2013) proposes a network method to classify tumor mutations, and
validates it on TCGA (Cancer Genome Atlas) survival data for ovarian, uterine,
and lung cancers. Additionally, Padi & Quackenbush (2015) have found that inte-
grating transcriptional and protein data provides new ways to identify molecular
drivers. As another example, Fan et al. (2010) has shown that smoothing gene
expression values using prior information about the protein-protein network im-
proves prediction. In this paper we exploit similar ideas in a methodology where
gene co-expression networks (as specializations of feature networks) can be used
classify cancer subtypes.
Importance of gene networks in Cancer: Cancer is a heterogeneous disease caused
by multiple genetic and genomic alterations. Combinations of such alterations
such as a cascade of downstream effects of gain/loss of function mutations are
often captured by transcriptomics data measurements. Multiple gene expression
alterations of key pathways and other molecular events may lead to inhibition of
apoptosis, increased cell proliferation, and therefore to cancer progression. Several
studies on gene networks have highlighted the importance of molecular data inte-
gration in characterizing the complex mechanisms of cancer. Several approaches
incorporate protein-protein interactions into the model to identify significantly
altered regions of gene expression networks (CasNet Gaire et al. (2013)) or so-
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matic mutation networks (HotNet Vandin et al. (2012) and HotNet2 Leiserson et al.
(2015)).
An important use of gene expression data is the classification of tumor types
and biomarker discovery with respect to genes that are either up or down regu-
lated in specific cancer. Gene expression classifiers have been developed for lung
cancer (Pavel et al., 2017), breast cancer (van ’t Veer et al., 2002), colorectal cancer
(Bertucci et al., 2004) and other cancer types.
The present network-based approach captures a different level of information,
related to differences in molecular interactions between two phenotypes, informa-
tion that is complementary to absolute gene or protein expression differences used
in most ML methods. Such associations between the molecular features capture
the dynamical changes that occur between different molecular interactions. This
higher level of information can be used as an additional predictor for cancer phe-
notypes used here to build a classifier using gene network structure.
Testing and simulation protocol - study network features alone initially: Below we test
the network-based predictor as an independent tool and evaluate its performance
in multiple cancer data sets, including three TCGA cancer types (breast cancer
(The Cancer Genome Atlas Research Network and others, 2012b), lung adenocar-
cinoma (The Cancer Genome Atlas Research Network and others, 2014) and lung
squamous cell carcinoma (The Cancer Genome Atlas Research Network and oth-
ers, 2012a), a collection of benchmark cancer data sets (Tan et al., 2005) and infrared
spectroscopy lung cancer data (Akalin et al., 2015).
The paper is organized as follows. In the following section we present the net-
work classifier and its extension using subnetworks, including a formal descrip-
tion of the models. Results obtained on different cancer data sets are presented in




We have noted that in many two-class (or multi-class) machine learning
paradigms, the classes can be differentiated not only by their feature vectors di-
rectly, but also using the covariance structures of their features. For the sake of
concreteness, here we will discuss this using the example of gene expressions as
ML features and thus genes as feature indices. Gene co-expression networks can
greatly vary between different cancer classes. However, there has been no attempt
to our knowledge to utilize these network differences discovered in training sets
as classification tools for single test feature vectors.
Figure 2.2: For this cancer/normal dataset, the correlation network
built from a disease group differs from that built from a control
group for the same 100 genes. These networks were generated using
the Diffuse Large B-Cell Lymphoma (DLBCL) data from (Tan et al.,
2005).
As an example, consider gene co-expression data from two populations (e.g.,
cancer patients and a control group). Their co-expression networks can be very
distinct - for example, see Figure 2.2. Thus we wish to consider how the distinction
between gene network structures in different classes might be utilized to improve
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classification to distinguish these two. Note that structural network information is
not obviously extractable from single gene expression feature vectors.
Overview. Our approach to utilizing such network structures in predictive ma-
chine classification can be illustrated in a simple way. In the case of two classes A
and B to be distinguished, assume that there is a training set X = X [A]∪X [B], with
X [A] = {xk}n1k=1 consisting of training data in class A and with X [B] = {xk}nk=n1+1
consisting of training data in class B. To clarify notation, the sample data point xk
represents the gene expression vector of sample (e.g. patient) k in dataset X , with
component xki representing the expression level of gene i in sample k.
Our network-based classification method starts by learning the empirical co-
variance structure, say of class A in the trianing set, via an empirical correlation
matrix ΣA, with σA,ij the correlation of features xi and xj in dataset A (with data
matrix X [A]). Similarly, matrix ΣB identifies the correlation structure of the same
set of features, now in dataset X [B]. Thus for the binary class dataset X , two graphs
are generated as GA = (V,ΣA) for class A and GB = (V,ΣB) for class B, where ver-
tex set V = (1, 2, · · · , p) corresponds to the p genes in the genome (in either class),
with weights formed by the respective correlation matrices. More precisely, the
weight matrix W = (Wij), with each entry Wij representing a weight on the edge
eij connecting vertex i to vertex j.
Since we assume self-edges do not exist, by convention we have Wii = 0 for
all i ∈ V . Hence we should have for the graph GA a weight matrix WA = ΣA − I
(here I is the identity), i.e., with zeroes along the diagonal. However, for notational
convenience we always assume that the weight matrix has 0 diagonal entries, and
so write G = (V,WA) = (V,ΣA), even though technically WA = ΣA − I .
The empirical network structures based on the correlation networks ΣA and
ΣB for datasets X [A], X [B] will be used in a simple way to score test vectors x =
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(x1, . . . , xp) in binary classification for membership in two classes A and B.
As illustrated in Figure 2.2, gene expression correlation networks provide
condition-specific patterns that can be used to distinguish classes. In the figure,
these consist of correlation patterns for gene expression in a group of cancer pa-
tients and one of control patients. We seek to identify covariance network-based
characteristics that can be used for classification.
Let f(q) denote a feature function defined on graph vertices q ∈ V , correspond-
ing to the feature vector x, so that fx(q) = xq. Note we expect feature functions
f to be adapted to different network structures on V (viewed as a generalized ge-
ometry on V ), depending on the class from which the feature functions (feature
vectors) f arise. That is, a feature function fx(q) from sample x in class A will be
adapted to the geometry (network structure) X [A] on the vertices V of graph G.
To illustrate this point, let u and v be connected points in V , according to the
network geometry GA induced by class A. Then we would expect fx(u) and fx(v)
to be close to each other if x represents a feature vector from class A, and further
from each other if x is from class B. This closeness condition reflects that function
fx(q) is adapted to the network geometry GA on V . Recalling the notion of ‘smooth-
ness’ of a real-valued function fx on a space V in geometric terms, this intuitively
states that fx is smooth on V with geometry GA if when points x and y are ’close’
(in terms of the network structure of GA), then |f(x)− f(y)| is small. Equivalently
we expect a feature function fx defined on V that is from class A to be smooth on
V when it is equipped with geometry GA, more so than when fx is from class B (in
which case fx will be more adapted to geometry GB).
30
2.2.1 Definitions of Smoothness
On any n-dimensional Euclidean space, the Laplacian of a function f is defined by






with x = (x1, . . . , xp) ∈ Rp. Similarly, let H(V ) be the Hilbert space of real-valued
functions on the vertices V of the graph G = (V,W ) and f ∈ H(V ) be a function
defined on each point of the vertex set V . The graph Laplacian L : H(V ) → H(V )
is a second-derivative operator on the graph domain, defined as follows.
For a graph G = (V,W ), define L := D − W , where D is the diagonal degree
matrix, with Dii ≡ di =
∑
j Wij . The edge derivative of a function f on G at edge







Wij(fj − fi). (2.1)















Wij(fj − fi)2. (2.3)
As metrics of smoothness we will consider smoothness penalties, which measure
the degree of non-smoothness of a graph function in the form of a functional S
involving derivatives. For the purpose of global smoothness penalties, the discrete
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When p = 1, S1(f) is a measure of the total variation of the function/signal
with respect to the graph. For completeness we prove:






Wij(fj − fi)2 = fTLf. (2.5)
where L is the Laplacian matrix on graph G.







































recalling Wii = 0 for all i.
Note that S2(f) is zero if and only if f is constant across all vertices, and S2(f)
is small when the function f is smooth, i.e., has similar values at neighboring ver-
tices.
We remark that additionally, a weighted p-Laplace operator ∆p : H(V ) → H(V )
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ij |fj − fi|p−2(fj − fi). (2.6)
The operator ∆p is nonlinear unless p = 2. With the analogy of calculus, ∆pf in
(2.6) can be viewed as the pth derivative of the function f on graph G.
In this paper, we will use the smoothness functional defined in (2.5) since it
simplifies computation; thus we let ϕ(f) := S2(f) = fTLf .
2.2.2 Data normalization for feature network
In many machine learning applications normalization is an important step in data
pre-processing. Since most types of normalization are linear transformations, we
can check how such linear operations affect feature networks.




x11 · · · x1p
x21 · · · x2p
· · · · · · · · ·









= [F1 F2 · · · Fp] (2.7)
where Si represents the ith sample and Fj denotes the array of jth features. There
are two types of normalization in practice:
1. Feature normalization: scale the columns of the data matrix so that ||Fj||2 =
x21j + x
2
2j + · · ·+ x2nj = 1, for each feature Fj .
2. Sample normalization: normalize the rows of the matrix so that each sample
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vector has the same norm, i.e. ||Si|| = ||Sj|| for all i, j; this projects all samples
into the surface of the unit sphere.
Sample normalization is an efficient way to remove batch effects in data. How-
ever, in clustering and PCA, feature normalization is necessary since it gives the
same importance to all features.
To consider feature normalization in feature networks, let Fi be the original ith
feature across samples and F ∗i represent Fi after normalization, so
F ∗i = aiFi,
with ai = 1/∥Fi∥. Then the correlation between F ∗i , F ∗j is (here Cov denotes covari-
ance and σ the standard deviation)







i.e., feature vector normalization preserves correlation coefficients between feature
pairs.
Additionally, for a pair of highly correlated features Fi and Fj (assumed to have
mean 0), there exists an approximate linear relationship Fj = βFi. If the features
are normalized to mean zero and unit standard deviation, then for the normaliza-
tion above (i.e., ai = 1/∥Fi∥), then we have β = 1 above, and our approximate
relationship becomes Fi = Fj , which translates to the same approximate relation-
ship (xi = xj) for any sample x.
Put differently, if we have xj = βxi and β is large, then xj and xi are not on
the same scale, so the difference (xj − xi)2 between values on two graph vertices
is not small even if the correlation is high (near 1). That is, a high correlation ρFi,Fj
between features i and j is not reflected in small differences (xj − xi)2 between
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sample features, unless β is close to 1. Thus feature normalization is necessary in
our feature networks since it puts all features on the same scale, and high correla-
tion means small differences as above, i.e., two features with high correlation will
also be approximately equal.
2.2.3 Negative weights
Negative edges in correlation networks are meaningful. In general networks such
as social ones, these can reflects negative relationships such as ‘dislike’. In a gene
co-expression network, positive edges correspond to activation mechanisms in
which expression of one gene increases with that of another one. When such an ex-
pression value decreases with the other, this would corresponds to an underlying
suppression mechanism reflected in negative correlation.
However, negative weights in a graph can make its graph Laplacian matrix no
longer positive definite, after which certain considerations become more compli-
cated.
We can modify our feature graph structure into one with positive weights, and
simultaneously maintain the ‘derivative’ interpretation of the Laplacian of a fea-
ture function (i.e. a feature vector x = (x1, . . . , xp) defining the function f(q) = xq
on the feature graph). This interpretation requires that the norm ⟨f,∆f⟩ = ⟨x,∆x⟩
should form a reasonable smoothness penalty, i.e., be large when the feature func-
tion f(q) is not smooth, relative to the graph structure determined by the weights
Wij . Recall that smoothness here means that (xi − xj)2 should be small when Wij
is large.
Related this requirement, negative edges can be avoided by thresholding on the
correlation value, discarding negative correlation values, and separating positive
edges and negative edges into two networks. However, there is a more straight-
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forward solution. The graph Laplacian matrix can be defined for networks with
negative edges, as long as it is defined by summing over absolute edge weights for
the diagonal elements (to reflect degrees of vertices). Thus define L∗ = D∗ − W ,
where D∗ = diag(d∗i ) is a diagonal matrix with entries d∗i =
∑
j |Wij|; recall by

















































|Wij|f 2i − 2Wijfifj + |Wij|f 2j
)
.
If Wij < 0, |Wij|f 2i − 2Wijfifj + |Wij|f 2j = −Wij(fi + fj)2.











|Wij|(fi + fj)2. (2.8)
Again assume that the weight matrix W arises from a covariance matrix Σ, i.e.
that Wij = Σij . Assume also that feature variables are normalized to mean zero
and unit variance, so that if Wij is close to −1 then fi = −fj + ϵ, with ϵ small.
Then the feature vector smoothness penalty (2.8) would have an i, j term that only
contributes 1
2
ϵ2 to the penalty. That is, the penalty is small if fi is close to −fj .
The accuracy in this paper is defined as the average of true positive rate (TPR)
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No. features p 5 10 20 50 100 200
L∗ = D∗ −W rbf SVM 78.65 85.41 89.36 93.66 94.30 93.21discriminant 82.18 88.08 92.28 95.42 96.12 96.66
L = D −W rbf SVM 68.12 76.67 83.54 89.03 90.87 92.68discriminant 72.50 79.51 86.15 91.73 93.00 90.94
Table 2.1: Comparison between L and L∗ with negative weights. The
results in this table is the average of 100 simulations of two random
Gaussion data. For the discriminant method, the prediction results
arise from the two smoothness penalties. If ϕA(x) > ϕB(x), we label
x as class B; otherwise, label x with class A.
2.2.4 Network Regularization
For specificity, we will assume here that there are two classes A and B within
our training and test data. Our machine learning classifier will separate feature
vectors x into the two classes using only their learned feature network structures
from the training set D. For example, if our datasets are gene expression arrays,
only the gene co-expression networks in the two training sample classes A and B
will be used to build the classifier for separating new test vectors x as A or B. Our
constructed feature networks (feature graphs) will be formed separately for the
two classes in training data D.
In order to generate a robust feature graph based on the correlation structure
of features in a training data set X , network regularization (i.e., simplification) is
important for reducing subsequent computational complexity - this can be done
by trimming the weight matrix W = (Wij); recall by convention Wii = 0. To
regularize the graph we can remove edges with small weights or, for example,
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those that fail a false discovery rate (FDR) test for correlations. We can also rescale
network weights to meet fixed weight matrix sparsity constraints.
Network rescaling. We will be building a machine learning classifer on feature
vectors x that fits (matches) the feature vector x to one of two candidate feature net-
work structures, learned from the two sub-classes A and B of the training data X .
However, for an optimal classifier, both candidate feature networks (for classes A
and B) will need to be normalized to fulfill parallel (matched) sparsity constraints.
Since our classifier uses only network smoothness values for its predictions, it is
important to ensure that networks are matched on the same scale.
Consider two identical graphs GA = GB = (V,W ) with a vertex set V and
edge weight matrix W . Now modify this pair by changing the edge weights in
GA by a factor of k, so that GA = (V, k ∗ W ). Using say the smoothness penalty
ϕ = S2 in (2.5), we would always expect ϕA(f) = kϕB(f) for all f . Based purely
on smoothness penalties, the classifier would predict all sample feature vectors
f = (f1, . . . , fp) as class B even though, effectively, the two networks are identical.
It is similarly inappropriate to compare a sparse network with a dense network.
Therefore, we will renormalize connections in our networks so as to be compara-
ble, dividing by the sum of all edge connection weights in the network, yielding





We can then consider the two smoothness penalties ϕA(f) and ϕB(f) for a feature
vector x = f as two novel features and apply classification algorithms to them.
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2.2.5 Method summary
Our approach to forming a feature network-based classifier (now generalized to K
classes k = 1, . . . , K) thus consists of four steps. For a fixed set V = {f1, . . . , fp}
of features, we will form K graph structures Gk = (V,Wk) with these features as
vertices.
• Step 1. Construct the graph Gk = (V,Wk) as a correlation network just for
class k within training data D.




k,ij = 1 for all k as in (2.9).
• Step 3. Generate new feature vectors {ϕ1(f), · · · , ϕK(f)}, where f is normal-
ized and ϕk(f) = fTL∗kf is the global smoothness for each sample f in each
class k.
• Step 4. Apply classification algorithms on these new features.
We remark that, effectively, our algorithm produces a quadratic discriminant
for differentiating two classes, say A and B. This method is therefore reminiscent
(for example) of quadratic discriminant analysis (QDA). However, QDA is based
on highly parametric assumptions of normality on both of these classes, while
our smoothness matching method produces a discriminant comparing smoothness
penalties in the form of equation (2.5). This comparison is based on the (nonpara-
metric) premise that normalized correlated quantities should be approximately
equal in a sample that comes from a given distribution. Equivalently, a sample
from a given distribution will be ‘smooth’ with regard to the feature network aris-
ing from that distribution.
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2.3 THEORETICAL CONSIDERATIONS
In this section, unless otherwise stated we assume weights Wij ≥ 0 for any graph
G. Here N(µ,Σ) denotes a multivariate normal distribution with mean vector µ
and covariance matrix Σ. Note by convention we assume no self-edges, i.e. that
Wii = 0.
We remark that a number of results for positive weights Wij ≥ 0 will also ex-
tend to general (real) weights Wij - such weights are necessary if we wish to take
advantage of information arising from negative correlations ρij < 0 of feature pairs
xi and xj . We will denote weight matrices Wij with both positive and negative
weights as general or mixed weight matrices.
Additionally, note that for positive weights Wij ≥ 0, the standard graph Lapla-
cian L = D − W is identical to the modified Laplacian L∗ = D∗ − W , with the
diagonal D∗ having entries d∗ii =
∑
j |Wij|. However, for weight matrices W with
some negative elements, the two Laplacians L and L∗ are different. Nevertheless,
several results here will hold for the modified Laplacian L∗ in addition to L.
Definition 1 (Smoothness penalty). (a) For a graph G = (V,W ), define the (standard)
smoothness penalty for any function x : V → Rp on G as:








with L = D −W the Laplacian matrix of G (see Proposition 2.2.1).
(b) We define the modified smoothness penalty to be












Proposition 2.3.1. Let x : V → Rp be a function on graph G = (V,W ), and x ∼
N(µ,Σ). Then the smoothness penalty ϕ(x) = 1
2
∑
i,j Wij(xi−xj)2 as well as the modified








Σii + Σjj − 2Σij + (µi − µj)2
]
.
This also holds for general (mixed) weight matrices W .
Proof. Let zij = xi − xj , so that
zij ∼ N(µij, σ2ij)
where µij = µi − µj ,
σ2ij = Σii + Σjj − 2Σij. (2.10)

























Σii + Σjj − 2Σij + (µi − µj)2
]
.
We will denote ρij = Cor(xi, xj) to be the correlation of two features xi, xj in the
above distribution on feature vectors x = (x1, . . . , xp).
Proposition 2.3.2. Assume that x as above is normalized so each component xi has mean
0 and variance 1, i.e., the covariance Σ = ρ is also the correlation matrix. Letting zij =
xi − xj , we have (for general weights Wij):
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ij is the sum of a finite set of Gamma
distributions








3. E[z2ij] ≡ νij = 2(1− ρij) and Var[z2ij] = 8(1− ρij)2






Proof. We note that statement (1) above follows from the definitions. It is easy to
show that Var(zij) = σ2ij = 2(1 − ρij) (by 2.10), and zij ∼ N(0, 2 − 2ρij). Statement




(3) follows immediately from (2). Statement (4) follows from (3).
A smoothness metric like the penalty ϕ(x) can be used to classify feature vectors
x as either fitting or not fitting a prior trained feature graph structure correspond-
ing to a class A of feature vectors. As an example, class A could represent a subtype
of cancer with vectors x = (x1, . . . , xp) representing measured gene expression ar-
rays.
It might be expected that a smaller penalty ϕ(x) indicates the function x is
smooth on the feature graph G, i.e., that it fits the class A whose feature structure
is represented by G. Recall Proposition 2.3.2., stating E[ϕ(x)] =
∑
i,j(1 − ρij)Wij .
For each pair xi, xj of features, the average penalty E[ϕ] increases most when the
edge weight Wij is large (indicating similarity between xi and xj in the training set
from class A) but xi and xj are not similar among test vectors, i.e., ρij is small. That
is, ϕ(x) measures the incompatibility of the test vector x with a training set from
class A.
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Definition 2 (Sparsity measures). For a graph G = (V,W ), the L1 graph sparsity is
defined as
∑
i,j |Wi,j|. The L2 (or Hilbert-Schmidt) sparsity is
∑
i,j |Wij|2. By default we
will refer to graph sparsity as L1 graph sparsity.
Proposition 2.3.3. Suppose there are two graphs with the same vertex set V = {1, . . . , p}
denoted as GA = (V,A) and GB = (V,B), with A, B the (non-negative) edge weights
in the graphs, and assume that the sparsities of the two graphs are the same. Then for
any fixed feature function x : V → R with x = (x1, · · · , xp) ∼ N(0,Σ), its smoothness





















Definition 3. A graph (V,B) is called unweighted if all edges have weight either 0 or τ ,
with τ > 0 fixed. The graph is normalized unweighted if it its edge weights additionally
add up to 1. By a random normalized unweighted edge graph (with two-valued edge
weights Bij ∈ {0, τ}), we mean one in which all edge connections Bij are non-zero with a
constant probability α.
Below we assume we have a class A of feature vectors x ∈ A. We assume
vectors x ∈ A have a normal covariance structure with covariance matrix Σ = ΣA




ij/(ΣiiΣjj). We may assume a prior trained feature graph GA with weights
Aij = ρij (i ̸= j); as usual by convention Aii = 0 for all i.
We now assume that we have a test vector x ∈ A also from the class A, so
that x matches the training correlation structure ρij . In this case we show that for
any alternative unweighted graph structure Bij normalized the same way as A (so∑
i>j Bij =
∑
i>j Aij) for vectors x ∈ A the smoothness penalty is smaller using
the graph strcture A . That is, the A-induced graph structure GA has the smaller
smoothness penalty for vectors x in the class A itself, so that ’outsiders’ x ∈ B
can be distinguished via their typically larger smoothness penalties ϕ(x). Above
by unweighted normalized structure B we again mean one in which all non-zero
weights have the same value τ . Note by convention all graphs are undirected, so
Aij = Aji.
In the statement below we will assume that Σ = ρ, i.e. that the diagonal el-
ements Σii = 1. This is consistent with our dataset normalization discussed in
Section 2.2.2, in which feature normalization yields unit variance for each feature.
For simplicity we will assume that the normalizations of graphs are 1, so that∑
i>j Aij =
∑
i>j Bij = 1. By a random normalized unweighted graph we mean
a random graph with weights τ or 0, with a uniform probability α that any edge
weight is non-zero, and the sum of all weights equal to 1. The following theorem
holds for covariance structures on x yielding feature graphs GA with no negative
weights, so we require correlations ρij ≥ 0.
Theorem 2.3.1. Let x = (x1, · · · , xp) ∼ N(0, ρ), be a normally distributed feature vector
(e.g. representing vectors from a given class A) that has been normalized (i.e. the covari-
ance matrix Σ is also the correlation matrix ρ). Let V = {1, . . . , p} be vertices of a graph
GA indexed by the features. Assume all covariances are positive, so that ρij ≥ 0 and the
graph weights Aij are non-negative. Assume the edge weights A of GA = (V,A) have been
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i ̸=j ρij . Then for a
random unweighted normalized graph GB = (V,B), we have
Ex[ϕA(x)] ≤ Ex,B[ϕB(x)]. (2.12)
Note that the mean on the right of (2.12) is over all graphs B as well as vectors x.
The above alignment Aij = ρij/c of the graph and correlation structure holds only
off the diagonal (when i ̸= j), since by convention there are no self-edges in any of
our graphs (Aii = 0), while self-correlation is ρii = 1.
Proof. For random graph GB, assume all edges are connected with a uniform
probability α, and the edge weights are constant τ if two vertices are connected.
Then since the total number of possible edges is p(p−1)
2
, we have for i ̸= j that
E[Bij] = ατ =
2
p(p−1) , where p = |V | is the number of vertices in the graphs
GA = (V,A) and GB = (V,B). Recall below that our edge sums over weight matri-































Thus, since ατ = 2










































Further, equality holds only if all ρij’s are equal, i.e., GA is a complete graph.
Theorem 2.3.1 shows that for a feature network GA trained on the covariance
structure of a class A, a test vector x from class A will have a smaller smoothness
penalty than on a random network on the same vertex set. Such a matching of a
feature network G to an individual feature vector x based on its smoothness has (so
far) been supported by the above weak guarantee, that x will be smoother on the
matched feature network than on ‘most’ other networks on the same set of vertices
(features). However, we can strengthen the guarantee of such optimal matching as
follows.
Theorem 2.3.2. Assume we are given a graph G = (V,A) representing a feature network
with general (mixed) weights Aij , generated by a class A of normally distributed feature
vectors with Aij the correlation of xi and xj in class A (for i ̸= j). Consider a second graph
GB = (V,B) representing the feature network of a normally distributed class B of feature
vectors x with Bij (i ̸= j) the correlation in class B of xi and xj , with the (generally mixed
sign) graph structure B having the same L2-sparsity as A. Then the smoothness penalty
EB(ϕA(x)) averaged over x ∈ B is minimized when the graph structure B matches A, i.e.,









(1−Bij)Aij = A (2.14)








ij = s. Given that A is fixed,
this requires that
∑
i ̸=j BijAij = B · A be maximized. Here B · A denotes a sum of
products of all off-diagonal terms in B and A, i.e. a dot product of two normalized
vectors. Clearly this is maximized when Bij = Aij for i ̸= j, completing the proof.
Theorem 2.3.2 states that for a fixed feature graph/network, feature vectors
from a class B with a normal distribution with off-diagonal correlation matrix en-
tries identical to the network weights (under the L2 sparsity constraint) has the
greatest expected smoothness.
Lemma 2.3.3. Assume we are given a class B of feature vectors normally distributed
with a non-negative feature graph GB = (V,B), i.e. correlations Bij ≥ 0 between fea-
tures xi and xj , and with a given sparsity s > 0. Then there exists an unweighted
graph GA = (V,A) (i.e., with edge weights 0 or τ ) that minimizes the mean smooth-
ness penalty EB(ϕW (x)) among all (non-negative weight) networks GW = (V,W ) with
sparsity sp(W ) ≡
∑
i<j Wij = s. That is, A = arg min
sp(W )=s
EB(ϕW (x)).
Proof. This lemma is equivalant to the assertion that there exists an unique solution
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Wij = c, Wij ≥ 0
with Aij ∈ {0, τ}, with Aij = τ . Clearly, we have Aij = τ for all i, j for which Bij
takes on its largest value, and otherwise Aij = 0. The value of τ itself is determined
in such a way that the sparsity of A equals s.
2.3.1 A Gaussian simulation: Classification using Smoothness penalty vs. Dis-
criminant analysis
We created simulated ten dimensional datasets from two multivariate Gaussian
distributions N(0,ΣA) and N(0,ΣB), each of size nA = nB = 100. We will denote
samples from these two distributions as class A and class B. The two covariance
matrices were generated randomly as Σ = QQT , where the elements in Q are inde-
pendent and uniformly distributed, (Qij ∼ Unif[−1, 1]); this form of Σ guarantees
positivity. A single instance of two such covariances ΣA and ΣB produced the
dataset considered here.
Figure 2.3 shows scatterplots of all variable pairs. The figure suggests that the
red and black classes are not at all clearly separable; nevertheless the algorithm
will separate them with high accuracy.
We then randomly split half of this dataset of 200 samples (half in each of the
above two classes) into a training set of size 100, with the remainder as 100 test
data. Two feature networks (one based on the training samples from class A and
one based on B) were constructed from the training data. The remaining 100 (test)
vectors were used to obtain modified smoothness penalty (from Definition 1 (b)
since ΣA and ΣB include negative weights) ϕA(x) and ϕB(x) of the members of the
two test classes (again from A and B) based on the two trained networks. Note that
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Figure 2.3: Typical scatter plot of the two Gaussian datasets with
distributions N(0,ΣA) (black) and N(0,ΣB) (red).
ϕA(x) uses a normalization of x that is appropriate, i.e., the normalization (across
samples; see Section 2.2.2) is identical to that for the entire class A training set,
while ϕB(x) uses a normalization of x appropriate to training data in class B.
Figure 2.4 shows a visualization of the smoothness values for the above-
mentioned training samples as well as test samples. The smoothnesses of the train-
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ing vectors themselves with respect to the two trained networks are perfectly sep-
arated (Figure 2.4 (a)). For the test vectors, one still sees a clear separation between
smoothnesses with respect to the two trained networks (Figure 2.4 (b)). By project-
ing the datasets into the two-dimensional (trained) feature spaces (with the two
features ϕA(x) and ϕB(x); Figure 2.4), we can easily distinguish the patterns of the
two classes A and B. Note in particular that standard machine learning methods
would perform very poorly on this dataset, given that the means of both classes
are identical (zero). This type of visualization can be useful for data interpretation
as well as outlier detection.
(a) train data projection (b) test data projection
Figure 2.4: New smoothness features visualized in two dimen-
sions; from dataset in Section 2.3.1 - class membership is coded in
red/black.
As an alternative strategy, linear discriminant analysis (LDA) also attempts to
model differences between such data classes, under the assumption of identical
covariances. Given that we wish to use the covariance structures of A and B to
distinguish them, we will instead consider the alternative of quadratic discrimi-
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nant analysis (QDA), in which identical covariances ΣA and ΣB are not assumed.
We note that since QDA is a parametric method that assumes Gaussian data, it
is an optimal algorithm for this dataset, which is generated as Gaussian, so that if
means and covariance matrices are estimated correctly, this method becomes the
Bayes optimal method.
In using QDA on the above dataset, will compare the above 2D data projection
with the alternative (also 2D) QDA projection. QDA computes the difference of
two discriminants, each of which can be plotted in two dimensions as a reference
point to compare with the 2 dimensional graphs in Fig. 2.4.
Using our reference version of QDA under these assumptions of normality, our
Gaussian data were summarized in pairs of probabilities (one for membership in A
and the other for B). For class A this is computed as the probability that the class G
is A, via the prior probabilities πA and πB of the two classes, and their empirically
estimated density functions fA and fB:
Pr(G = A|X = x) = fA(x)πA
fA(x)πA + fB(x)πB
∝ fA(x)πA, (2.15)
with a similar probability for membership in B.
Using QDA we assume the classes A and B arise from Gaussian distributions
with different covaiance structures. One component of the discriminant is the func-
tion (below all logarithms are natural):









log 2π+ log πA, (2.16)
with the analogous definition for δB(x). Here ΣA denotes the (empirical) covari-
ance of feature vectors x = (x1, . . . , xp) in class A.
For a binary (A/B) dataset, the discriminant function can thus again be pre-
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(a) training data 2-D projection (b) test data projection
Figure 2.5: QDA feature visualization for data in Figure 2.3 (analo-
gous to smoothness feature diagram in Fig. 2.4).
sented in two-dimensional form. Figure 2.5 shows the analogous feature map us-
ing these two QDA features.
We are interested in the comparative separability of classes A and B based on
their projections into the 2D spaces represented in Figure 2.4.
Remark: We emphasize that for Gaussian simulated data, QDA is a parametric
method whose performance is by definition close to a Bayesian classifier, as can
be seen in this simulation; the smoothness method is nonparametric. Additionally
note that QDA does not apply at all to data with more features than samples, for
which a covariance matrix exists but a precision matrix does not. This situation
wold apply here to cases where the number p of features exceeds the number n =
100 of samples in each class).
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(a) p=5 (b) p=10
(c) p=50 (d) p=100
Figure 2.6: Distribution of smoothness differences. Here we have
generated two multivariate Gaussian distributions N(0,ΣA) and
N(0,ΣB) with numbers of samples nA = nB = 1000. The two co-
variance matrices are generated as two instances of Σ = QQT , where
the elements in Q are independent and uniformly distributed, that
Qij ∼ Unif(−1, 1). The above nA + nB = 2000 datapoints were split
evenly into training and test data, with the first half used to form
two feature networks GA and GB. On each vector in the test set, the
difference of smoothnesses on the two networks was measured, and
the distribution of these differences is plotted above. Here p is the
number of features in the dataset; when p increases, the distinction
between smoothness is larger, which is expected since a larger p pro-
duces a stronger signal in the data.
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2.3.2 A Gaussian simulation: 2
In this simulation, we used the same method as in the previous example to gen-
erate a pair of random covariance matrices ΣA and ΣB. For this pair of covari-
ances, a training dataset of random feature vectors taken from the two underlying
classes A,B of feature vectors x = (x1, . . . , xp), i.e., with distributions N(0,ΣA) and
N(0,ΣB). Thus the two classes are constructed to have the same means and dif-
ferent covariances, as in the previous simulation, with the covariances ΣA and ΣB
formed as two instances of Σ = QQT (again Q has independent Unif[−1, 1] entries).
For the above classes A and B of underlying distributions on feature vectors x, a
training and a test set were created. For training data in these two classes we train
two networks GA and GB. For the corresponding test data, we record values of the
trained smoothness-based classifier
g(A,B) = ϕA(x)− ϕB(x) = xTLAx− xTLBx, (2.17)
for new x, arising from both distributions.
In Table 2.2, the accuracy results using the smoothness discriminant for sepa-
rating classes A and B are summarized for the test data. Here p denotes the num-
ber of features used (dimensionality). The distribution of smoothness differences
between the two feature networks GA and GB (accumulated over the test vectors
from the two classes) is summarized in Figure 2.6. We similarly computed the re-
ceiver operating characteristic (ROC) curve areas as a comparative measure of the
separability of the two classes based on the smoothness discriminant versus the
QDA discriminant. The table below summarizes the accuracies of the two models
above AuROC represents the area under the ROC curve (0.5 represents random
uninformed prediction).
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p 3 5 10 20 50 100
Accuracy (%) 74.76 83.59 90.03 95.92 99.51 99.96
AuROC (%) 74.70 83.84 90.04 95.98 99.52 99.96
Table 2.2: Classification performance. 2000 samples are randomly
split with 50% in training data and 50% in test, using the same sim-
ulated data as in Fig. 2.6. The prediction results come from the two
smoothness penalties. If ϕA(x) > ϕB(x), we label x as class B; oth-
erwise, label x with class A. The results in this table are averaged
from 100 experiments. Note this uses only the smoothness discrim-
inant (difference of smoothnesses) rather than the pair of individual
smoothnesses of a feature vector x with respect to the two networks.
The use of the two individual smoothnesses as ML features is con-
sidered in Table 2.3.
kernel p 3 5 10 15 20 30
RBF
p features 83.74 88.72 94.82 96.81 98.09 99.13
2 Smoothness features 78.08 82.53 90.60 93.62 96.04 97.94
p+2 features 83.23 88.23 94.59 96.64 97.98 98.97
Linear
p features 54.23 55.23 55.17 54.85 54.22 53.21
2 Smoothness features 77.66 82.02 90.88 93.8 96.09 98.09
p+2 features 77.63 81.96 90.55 93.44 95.52 97.51
Table 2.3: Classification using various feature sets. Here "p features"
denotes the original (full p-feature) dataset using SVM; "2 Smooth-
ness features" represent the data only through the pair of smoothness
features (ϕA(x), ϕB(x)); "p+2 features" uses the aggregated feature
set, incuding both p raw and the two smoothness features. Each ac-
curacy comes from 100 experiments with 2000 randomly generated
samples (1000 training, 1000 testing), the same dataset as in Table 2.2.
2.4 APPLICATIONS-BENCHMARK DATASETS
In this section, we denote "Smoothness" to be the classification method described
in Section 2.2.5, using only a single smoothness discriminant (sign of the difference
in the smoothness penalies). Moreover, "Smoothness+SVM" denotes the use of lin-
ear SVM as the classifier on the reduced two dimensional feature space formed by
the two discriminant features (the two smoothness penalties derived from the fea-
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ture graph structures GA and GB). The label "p + 2 features" denotes results from
training and testing an SVM classifier on the the p original features of each x value,
together with the two additional smoothness features (smoothness with respect
to the two feature networks trained in the training set). Thus the two additional
smoothness discriminant features are appended to the (several thousand) gene ex-
pression features (in this case not just using the difference of the two smoothness
discriminants).
In preprocessing the test data, we have needed to use used appropriate nor-
malization for each class. Recall that formation of the feature network GA based
on training data from a class A is based on the trained empirical correlation ma-
trix ρA. Calculation of the corresponding smoothness penalty ϕA(x) for a feature
vector x assumes x has been normalized with the training data in class A, across
samples (so that each feature xi has variance 1). For each test sample, the smooth-
ness penalty is obtained by network and normalization parameters for each cate-
gory. For example, the test sample x when computing ϕA(x) is normalized with
components xi → x̂Ai =
xi−µAi√
ΣAii






i − x̂Aj )2. Here µA and ΣA represent the empirical mean and
covariance of feature vector x in training class A. Similarly, when the alterna-




class B. Network regularization included an FDR test for thresholding non-zero
network weights, with p-value < 0.05, for network edge weights Wij threshold
weighted as |Wij| ≥ 0.1. Also, smoothness penalty in this section comes from Def-
inition1 (b) since the negative weights are included.
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2.4.1 Performance on benchmark classification data
We have also tested our approach on gene expression data from nine of the bench-
mark cancer data sets studied in (Tan et al., 2005). We emphasize that for the results
in Table 2.4, benchmarks on our network method are based just on the smoothness
difference feature g(A,B) = ϕA(x)− ϕB(x) alone, in order to gauge the strength of
feature network geometry as a classifier, with g(A,B) the difference in smoothness
of a single feature vector relative to two network geometries. The feature g(A,B)
can of course be augmented and combined with additional features, for example
the entire original feature vector x, as well as other feature functions θ(x) using
other approaches. Note that the main machine learning tools based essentially on
different class means µA and µB have explicitly excluded from the feature network
classifiers, as they have been subtracted from test vectors x on the normalization
above. The features used thus have a different structure, based on covariances of
the training data, rather than their means.
The data in all tables represent balanced classification accuracy levels in per-
cent, i.e. the mean of sensitivity and specificity. The averaged percentage accuracy
levels over 10-fold cross-validation runs are shown in Table 2.4 for all tested clas-
sifiers and all nine datasets.
2.4.2 TCGA breast and lung cancer data
In this section we test the proposed network-based classifier on three gene expres-
sion data sets from The Cancer Genome Atlas (TCGA): breast invasive carcinoma
(BRCA) , lung squamous cell carcinoma (LUSC) and lung adenocarcinoma (LUAD)
(The Cancer Genome Atlas Research Network and others, 2012a,b, 2014). Gene ex-
pression levels estimate the abundance of RNA transcripts that will ultimately be
translated into proteins. These data contain gene expressions profiled by RNA
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Data No. No. SVM SVM Smothness+SVMsamples features linear rbf linear
CNS 34 7129 76.47 82.35 94.12
Colon 62 2000 87.1 74.19 72.58
Lung 181 12533 98.9 98.9 97.79
Leukemia 72 7129 94.44 91.67 97.22
GCM 280 16063 86.43 85 80.71
DLBCL 77 7129 97.4 92.21 89.61
Prostate1 102 12625 89.22 88.24 85.29
Prostate2 88 12625 75 79.55 80.68
Prostate3 33 12625 100 100 100
Table 2.4: Accuracy of classifiers for binary class expression datasets.
SVM linear indicates linear SVM used on the original data. Smooth-
ness+SVM represents the data only through the pair of smoothness
feature with linear SVM classifier.
Sequencing on the Illumina HiSeq platform.
We compared the results of the network-based classifier with two other classi-
fiers that use gene expression values as independent classification features (SVM
and K-NN). To evaluate the performance, we computed the mean accuracy of 10-
fold cross validation for each predictor (Table 2.5).
2.4.2.1 Breast cancer
We used RNA-sequencing gene expression data for 113 cancer and 113 normal pa-
tients with breast invasive carcinoma (BRCA) (The Cancer Genome Atlas Research
Network and others, 2012b). The BRCA RNA-sequencing data consists of 1107
cancer and 113 normal patients; it provides the largest set of normal samples with
gene expression measurements in TCGA. For this dataset, we used all the normal




We considered RNA-sequencing gene expression data for 51 normal and 501 can-
cer patients with lung squamous cell carcinoma (LUSC) (The Cancer Genome Atlas
Research Network and others, 2012a), and for 59 normal and 528 cancer patients
with lung adenocarcinoma (LUAD) (The Cancer Genome Atlas Research Network
and others, 2014).
As expected, the normal and cancer classes are well differentiated for all three
cancer types. All three predictors perform similarly well with a higher than 90%
accuracy (Table 2.5). It should be noted again that the smoothness features used are
based strictly on trained covariance features rather than mean features, providing
an effectively independent feature set.
Data Smoothness SVM K-NN
BRCA vs. Normal 97.37 100 91.09
LUAD vs. Normal 98.23 99.07 96.52
LUSC vs. Normal 98.31 99.55 99.45
Table 2.5: Cross validation accuracy of classifiers for binary class
TCGA data.
2.4.3 Breast cancer datasets
We have also evaluated two publicly available gene expression datasets from pa-
tients with breast cancer profiled by gene expression data. The outcome parameter
of these two datasets was whether or not there was an ultimate metastasis of the
initial cancer. The first dataset (Breast1) is described by van de Vijver (van de Vi-
jver et al., 2002). We use the feature smoothness approach to classify the clinical
prognosis of 295 patients with primary breast carcinomas into "good" or "poor".
The second dataset (Breast2) consists of 286 tumour samples from lymph-node-
negative patients who had not received adjuvant systemic treatment. Again the
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smoothness feature was used to predict patients at high risk of distant recurrence
via metastasis (Wang et al., 2005).
We also consider a dataset (denoted here as Breast3) for benchmarking predic-
tions of the estrogen receptor status (ER positive or negative) for the tumors of 230
patients with breast cancer (Popovici et al., 2010). Drug data (Drug) is for genomic
features that predict response to a MEK inhibitor PD-0325901 (Barretina et al.,
2012). Lung1 data are combined LUAD and LUSC cancer patients form TCGA
in Table 2.5.
Infrared spectroscopy data on lung cancer tissue (Lung2 dataset). Spectral
histopathology (SHP) works on the principle that all biochemical components have
distinct fingerprints in the form of infrared spectral signatures observable via in-
frared spectroscopy (Diem et al., 2013; Mu et al., 2015). Via observation through
an infrared microscope, sub-cellular scale objects can be studied and their spectra
can be acquired. Thus these infrared frequency visual data have pixel sizes smaller
than individual cells with each pixel characterized by a feature vector consisting
of 500 frequency reflected infrared intensities recorded.
The training portion of this dataset contains 501-component infrared frequency
signatures from 2,000 individual pixels from microscopic images of squamous
cell carcinomas (SqCC), as well as 2,000 pixels from tissues with adenocarcinoma
(ADC). These are derived from a total of 182 patients to form a training set. Thus
each pixel is characterized by a feature vector with 501 wavenumber frequency
features. The test data have the same form, from 49 different patients. (Mu et al.,
2015).
In Table 2.6, the SVM(linear) and SVM(RBF) columns represent naive use of
these classifiers on the full gene expression feature sets (typically several thou-
sand features). The column ’Smoothness’ represents the classification accuracy
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Data SVM(linear) SVM(RBF) Smoothness New features
Breast1 70.63 74.83 77.13 75.12
Breast2 63.53 65.79 70.09 68.32
Breast3 85.65 88.87 82.17 90.13
Drug 74.02 76.87 76.19 75.97
Lung1 94.07 95.14 92.31 92.11
Lung2 93.33 90.95 94.18 94.01
Table 2.6: Accuracy of classifiers for binary class datasets
with only two smoothness features (trained on the two training classes), and the
result of ’New features’ comes from using the original gene expression feature data
together with the two additional smoothness features (as above, with respect to the
two feature networks, in the training set).
We note again that the two smoothness features are obtained using the net-
work method with entirely different features than those used in the standard SVM
method, having to do just with the covariances of features, and not their means.
2.5 NUMERICAL EXPERIMENTS
Based on the theory discussed above, we can surmise that the feature network
classification method is more appropriate to classification of data which include
the following characteristics:
1) Two or more classes with different covariance structures.
2) Classes with close centroids, i.e., for which standard centroid-related ML meth-
ods fail.
3) Data with small sample sizes.
In this section we present results on specific simulated datasets generated to
more precisely evaluate the feature network approach. We will denote these
datasets as simulized data, in that the data parameters (e.g. means and covariances)
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are drawn from actual datasets, while the detailed data with these parameters are
simulated to arise from the same distributions.
We have extracted two-class data from the publicly available Embryonal CNS
Tumors dataset (Pomeroy et al., 2002), which compiles gene expression array data
for central nervous system tumors in embryos. For class A (classic medulloblas-
toma) tumors, we denote the trained category centroid (mean) µA and trained co-
variance matrix ΣA. For class B (desmoplastic medulloblastomas), denote these
respectively as µB and ΣB. We generated simulated (simulized) normal data
with matching mean and covariances, yielding two datasets X [A] ∼ N(µA,ΣA),
X [B] ∼ N(µB,ΣB).
We have reduced numbers of features to p = 200 here by t-test feature selection,
for all data except those in Section 2.5.4. The ’Network’-designated classifier is the
same as in the previous section. The simulation sample sizes in all cases were
n = 500 for each class, except for the simulation in Section 2.5.4.
2.5.1 Mean difference
An advantage of simulized data is the possibility of controlling parameters in the
data distributions to see explicitly their effects on an algorithm. Here we were in-
terested in how the distance between class means impacted quality of the smooth-
ness classifier. This was done by moving the simulated means successively closer
together. Let µ1 = aµA+(1− a)µB and µ2 = (1− a)µA+ aµB. By choosing different
a, we can simulate different distances between the means of two classes.
As distance between the two class means increases (see figure 2.7), it is not
surprising that the SVM with linear kernel has improved performance, while the
modified SVM with RBF kernel, along with the Network classifier, consistently
achieve over 98% classification accuracy.
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Figure 2.7: The distance between two class means vs. classifier accu-
racy. The ’p feature linear SVM’ is a standard SVM using all 200 fea-
ture. The ’smoothness linear SVM’ and ’smoothness RBF SVM’ use
just the two smoothness features (derived from the class A and the
class B feature networks), together with linear or RBF SVM within
this two-dimensional feature space. The ’p+2’ feature linear or RBF
SVM uses SVM (linear or RBF) in the above standard p=200 feature
space augmented by the above two smoothness feature, making p+2
feature all together. The ’smoothness discriminant’ combines the two
smoothness penalties as their difference ϕA(x) − ϕB(x), for a single
discriminant. Note that the mean-independent smoothness methods
perform uniformly well.
We recall as above that the features used for the smoothness algorithm are sep-
arate and distinct from those that are utilized in all of the other algorithms. Note in
particular that samples are normalized and their (differing) means removed (sub-
tracted) before training and testing is done, so that only covariance structures and
not means are used in this method.
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2.5.2 Class covariance differences
Figure 2.8: Simulation based on CNS dataset: The distance of two
classes covariance vs. Classifier accuracy. See Fig. 2.7 for legend
label details.
Given the above Embryonal CNS Tumors dataset (Pomeroy et al., 2002), we will
again use its mean and covariance to create a simulized Gaussian dataset with the
same means and covariances. We will now vary the simulated covariances so as
to study the dependence of the smoothness classifier on the size of the covariance
difference between two classes. Let Σ1 = bΣA+(1−b)ΣB and Σ2 = (1−b)ΣA+bΣB.
By decreasing the value of b from 1 to 0.5, we can force the above two distributions
(which will now already be adjusted to have identical means) to satisfy more simi-
lar correlation structures. The accuracies as a function of the covariance difference
parameter a are contained in Figure 2.8.
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2.5.3 Data noise levels
In order to study how the smoothness discriminant method works with noise-
perturbed data, we have generated noise in the above by adding independent
Gaussian random variables to each feature, at varying levels, in both training and
test data, for the dataset in Section 2.5.2, with the class mean differences parameter
a set to 0.5, and covariance parameter b = 0.15.
Figure 2.9: Simulation based on CNS dataset: Noise level vs. Classi-
fier accuracy. See Fig. 2.7 for legend label details.
Here Figure 2.9 shows that when we add random noise to the original data, the
performance of all classifiers degrades, but the network classifier always obtains
the highest accuracy.
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2.5.4 Sample size dependences
For this simulation, for the same above simulated dataset matched to the Em-
bryonal CNS Tumors dataset (Pomeroy et al., 2002), we fixed the feature size as
p = 100, and generated datasets with different training set sample sizes ranging
from n = 40 to n = 450. Again these varying training sample sizes are tested for
the CNS dataset with the mean difference between the two classes removed, so that
they have the same mean, the class mean differences parameter a = 0.5, and covari-
ance parameter b = 0.15, as in Section 2.5.2. This shows that for very small sample
Figure 2.10: Simulation based on the above CNS dataset: training
sample size vs. Classifier accuracy. See Fig. 2.7 for legend label
details.
sizes, the network classifier works better than all other methods tried. However,
with enough samples, the SVM with RBF kernel can improve on this and shows
improved performance, while the performance of network classifier stabilizes.
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Intuitively, smoothness discriminant only rely on two features, so the signal
converges quickly when the sample size increases.
p 10 20 30 50 100
RBF SVM
p features 81.43 94.79 97.54 99.4 99.5
2 Smoothness features 78.84 91.44 95.05 97.69 99.3
p+2 features 81.31 95.17 97.88 99.41 99.63
Linear SVM
p features 51.53 59.74 63.48 66.63 67.39
2 Smoothness features 79.19 92.13 95.72 98.05 99.58
p+2 features 77.73 89.08 91.48 93.63 94.8
Table 2.7: Simulation based on CNS dataset: Feature size vs. Classi-
fier accuracy.
2.6 CONCLUSIONS
In this paper we have proposed a novel feature map for use in machine classifi-
cation, which creates small numbers of features that evaluate the ’fit’ of a feature
vector to the covariance structure of a given class. In computational biology this
corresponds to using gene coexpression network data for the first time to classify
individual gene expression samples. This yields a new approach to biomarker
discovery, using the network Laplacian operator together with previously known
gene coexpression networks as patient-level classifiers. Our approach is general
and can be applied in computational biology to cancer subtype classification as
well as other data types. In our applications we have demonstrated that gene co-
expression network structures alone can be successfully be used to predict cancer-
related phenotypes with high accuracy. In later work we will consider these graph
Laplacian-based (or more generally graph derivative-based) biomarkers in con-
junction with other standard (e.g. gene expression) markers. Our approach can
further be translated to clinical applications such as diagnostic biomarkers or drug
response predictions. This paper is a proof of concept that network structures can
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be used to build predictors for binary and more general classifications.
We have based our methodology on a graph Laplacian L acting on feature vec-
tors treated as functions on trained feature networks. A new feature type ϕ(x),
representing ’smoothness’ of a feature vector, has been proven to successfully clas-
sify using gene expressions TCGA breast and lung cancer classes, as well as and
four other previously published cancer data sets (Tan et al., 2005). We also have
provided examples of this approach on another data type consisting of infrared
spectroscopy data measured in lung cancer tissues. The results suggest that this
network approach provides consistently high performance in all experiments, and,
being based on covariance structures, is entirely independent of the sizes of mean
differences between classes. This work is a step towards showing that feature
graphs derived from training data based on differing data types yield new infor-
mation and can be used for classification, independently of or in conjunction with
primary standard feature data.
The approach can be applied to additional data types such as mRNA and
miRNA expression, protein expression, copy number data, etc., as well as non-
biological datasets. Moreover, we expect it can be used to distinguish samples in
complex diseases with characteristic and distinguishable gene network patterns.
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CHAPTER 3
Feature Vector Regularization with Graph-based Harmonic Analysis
Abstract:
It is well-known that input data quality can affect performance of machine learning
algorithms. We propose that in image processing and more generally in machine
learning feature vector regularization, two differing types of feature vector pertur-
bation (corresponding to bias and to variance) are in fact part of the same scale,
forming one dimension to be optimized as a bias-variance trade-off. To this ex-
tent these bias and variance errors can also be corrected by a single analytic scale
of linear operations. For visual image pixel-based feature vectors perturbed by
independent noise processes, it is known that local averaging (blurring or integra-
tion) can improve the information content (i.e., visibility) of image feature vectors.
For image vectors perturbed by blurring (i.e., adjacent features are mixed), the op-
posite process (local differentiation) can improve information content. A single
scale of calculus-like operations on feature vectors, performing both of the above
improvements, involves Fourier analysis, and attenuation/amplification of higher
frequency signal components. We propose that the same two processes can occur
for more general feature vectors than images. The locality of image feature vec-
tor components (pixel intensities) in image processing can be replaced by locality
in the feature correlation network, and Fourier analysis can be replaced by graph
Fourier analysis, i.e. the decomposition of graph functions into eigenfunctions of




3.1.1 Why feature vector regularization?
In this paper, we discus two types of flaws in machine learning feature vectors:
noise and blurring. The former (noise in data) is well known in many domains, in
particular computational biology, where gene expression data can have very large
variances due to measurement and experimental variations. Blurring has been
known to occur in a more specific domain, image processing, in particular with
pixel-based images viewed as feature vectors.
The problems of noise and blurring occur in well-known ways in visual image
feature vectors, and we claim they can be isolated and corrected in similar ways in
more general machine learning (ML) feature vectors. In standard image processing
from the standpoint of machine learning, these two deficiencies can be viewed
in one dimension of optimization as a bias-variance trade-off: blurring adds bias
while noise adds variance.
We claim that the two complementary effects of independent noise (variance)
and confounding of adjacent pixels through blurring (bias) can be generalized in
machine learning. In visual processing they affect a visual image feature vector
x = (x1, . . . , xp) representing individual pixel intensities, viewed for simplicity to
be grey-scale, in well-understood ways as statistical effects on feature vectors. The
first (noise) translates to an approximately independent additive component ηi to
each pixel intensity xi. The second (blurring) corresponds to a confounding of
adjacent pixels through a mixing of their intensities, in the form of a convolution
operation B acting on image feature vector x. More abstractly, the additive noise
perturbation xi → xi + ηi translates trivially to a general feature map or deforma-
tion. A generalization of the notion of a convolution operation Bx can be clarified
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if we generalize the definition of adjacency of pixels (features) in a visual image.
Upon inspection it becomes clear that in visual images, adjacent pixels can be char-
acterized statistically as being statistically correlated. That is, the notion of adja-
cency in visual image feature vectors should be generalized in all feature vectors
as a notion of correlation. This is easily verified by taking a visual image dataset
such as the MNIST dataset of zip code digits (LeCun et al., 1998): adjacent pix-
els are empirically identifiable from the statistics of the dataset as the most highly
correlated features. To this extent the notion of pixel-level adjacency of features
generalizes in general ML feature vectors as empirical correlation of features.
Thus we wish to investigage the extent to which general machine learning fea-
ture vectors and thus machine learning algorithms tend to be affected by noisy
data or blurry data. In signal processing, noise is a general term for unwanted, or
unknown, modifications that a signal may suffer. Data almost can never present
in its purest form but exists with some amount of noise. Thus, data preprocessing,
which includes normalization and feature selection, can benefit from such feature
vector regularization (improvement based on prior knowledge), which can im-
prove the efficiency of the algorithm and reduce the complexity in the inferred
models.
Here we will introduce a scale of linear operators acting in a reproducing kernel
Hilbert space for feature vector regularization using graph structures on features,
viewed as generalizations of the locality structures of image pixels. The general
spectral filtering concepts discussed here are borrowed from work in graph signal
processing (GSP) (Smola & Kondor, 2003; Shuman et al., 2012a), which extends
Fourier analysis, including integration and differentiation, to functions on graphs.
Once a graph structure is assigned to a fixed set of ML features (i.e. dimensions
of the feature space F), feature vectors become functions on graphs amenable to
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analysis such as integration and differentiation operations. These operations in
turn can then serve as feature maps yielding new feature vectors with more useful
information content.
This method is able to address the above problems arising in practical feature
vectors (bias of blurring and variance of noise) in a unified setting using GSP.
Taking graph derivatives of feature vectors provides extra information empha-
sizing differences between adjacent features in the data. Correspondingly, graph
integrals of feature vectors (i.e., taking linear combinations of adjacent features)
smooths and denoises the data. Our simulation and application results show that
those opposing denoising (integration) and deblurring (differentiation) operations
can improve classification algorithms in different situations.
3.1.2 Data smoothing and regularization
In a machine learning setting, let f = (f1, · · · , fp) ∈ Rp be an observed feature
vector, resulting from an underlying signal g = (g1, . . . , gp), perturbed by noise η,
so that f = g + η. Taking a (pixel-based) feature vector forming a visual image as
an example, the noise-free signal g may be a filtered deformation of an underlying
more informative signal vector h, for example with g = Bh, where B is a linear
or nonlinear deformation operator (e.g. a convolution filter in the linear case) per-
turbing the underlying signal h. In image processing g = Bh can be a blurring
of the image vector h, resulting in a deterministic perturbation (bias) on the un-
derlying signal feature vector h. Thus our perturbation model will have the form
f = Bh + η, with B a deterministic perturbation/deformation, and η formed as a
simple stochastic noise model.
In image processing these notions are very standard, with pixel-level noise η as
well as inter-pixel blurring B examples of two perturbations of a pure signal h.
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The above additive noise model is common in signal and image processing, as
well as in computational biology datasets (e.g. gene expression arrays). Thus the
grayscale of each pixel in an image or the expression level of each gene in a pa-
tient can both be modeled this way. The extraction of information from such noisy
datasets, i.e., feature vector denoising, has been well-studied in the statistics and
machine learning communities, within many categories of applications (Fan et al.,
2012). More generally, feature vector regularization involves the removal of both
bias B and variance (noise η) based on prior information regarding feature vectors.
Thus feature vector regularization can play an important role in addressing the is-
sue of noisy and/or deformed data by applying various filters on the data. The
goal is to diminish the noise (variance) η, as well as the perturbation (bias) Bh− h
induced by the deformation B.
Image denoising. We will discuss some related prior work that is effectively
in the area of feature vector regularization. In the area of visual images, image de-
noising is one of the most classical and fundamental problems in image processing
and computer vision. Use of Gaussian smoothing kernels, nearest neighbor av-
eraging, and various wavelet transform techniques have been common denoising
methods for signals and for images (Chang et al., 2000; Starck et al., 2002).
Spectral smoothing. The regularization of data through smoothing is most
easily exemplified in data with linear feature structures. Thus for example a time
series x1, x2, . . . of successive values of temperature, or a series of car speed mea-
surements along a highway, represent linearly indexed variables. The a priori as-
sumption that adjacent values xi and xi+1 should be similar can lead to data regu-
larizations in which differences xi + 1 − xi are penalized. More generally, if data
points xi and xj are known (from prior data) to be highly correlated, the difference
xi−xj can be penalized, forming an effective linear smoothing operation. In recent
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years, the data smoothing/regularization problem has been generalized from the
above smoothing of data with linear feature structures (in which say features are
indexed by time or linear position) to the setting of general graph structures, with
edges representing prior pairs of variables with high correlations. Thus datasets
can be viewed as functions on graphs, with smoothing corresponding to penalties
on the size of the graph Laplacian of data vectors (Mukhopadhyay & Wang, 2019;
Bougleux et al., 2007). Such methods have been under development for several
years (Chen et al., 2014; Graichen et al., 2015; Liu et al., 2016).
In Rapaport et al. (2007), gene expression features are indexed by genes, and
the expression covariance structures are reflected in so-called gene co-expression
networks. These can then be considered a priori knowledge regarding structure
of the data. Gene expression datasets then become functions on the implied graph
structure, and regularization (data smoothing) consists of penalizing derivatives
of these functions in the form of the graph Laplacian. This forms an effective spec-
tral decomposition of the gene expression profiles (graph function) with respect
to Laplacian eigenfunctions on the graph, resulting in attenuation of the high-
frequency components with respect to the topology of the graph. This effectively
amounts to the use of Fourier analysis on graphs, which has partially motivated
development in the area of graph signal processing (Shuman et al., 2013). Using
graph Fourier transforms and spectral graph analysis, high-frequency components
of feature vectors are eliminated in a smoothing process. This can allow extraction
of biological signals such as gene expressions from noisy data, through smoothing.
The concern here may be that the eliminated high-frequency signals may still be
real, and not merely noise.
Fused Lasso. Another example of regularization methods is fused Lasso, pro-
posed by R. Tibshirani (Tibshirani et al., 2005). Rather than smoothing raw data
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vectors, this procedure applies an effective smoothing to inferred regression coef-
ficients for data in which features have a linear structure, using a generalization of
the standard Lasso penalty to effectively denoise these coefficients. This algorithm
initially was designed for problems with feature vectors whose entries that can be
ordered in some meaningful way. In order to estimate the true underlying coeffi-
cients, fused Lasso encourages sparsity not only in the coefficients but also in their
differences, i.e., local constancy of the coefficient profile. Fused lasso is a promis-
ing method for regression and classification, in settings where the features have a
natural order. On the other hand, for unordered features, it considers correlations
between features as an ordered list based on Hierarchical clustering analysis.
The graph fused lasso is defined by a convex optimization problem that penal-
izes the first differences of the signal across edges. The goal of graph fused lasso is
a robust graph structure. Many iterative algorithms based on convex optimization
algorithms have been proposed to solve it (Yu et al., 2015; Ramdas & Tibshirani,
2016).
3.1.3 Data deformations and data sharpening
Image deblurring/Contrast enhancement. A number of the data enhancement
techniques discussed here originate in image processing feature vectors. Given an
image processing feature vector g = (g1, . . . , gp), the problem of additive approx-
imately independent noise η involves the addition of unwanted high frequency
components (noise) that diminish information. The solution is smoothing, which
effectively modulates these high frequency components using penalties.
There is a second problem in image signal processing, that in which useful
high frequency information is removed or diminished in an image signal. This
is exemplified in what we will denote as blurring error, in which, effectively, ad-
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jacent pixels (features) are mixed with each other in a convolution process (Yuan
et al., 2007; Shan et al., 2008). Blurring degradation of an image feature vector
h = (h1, . . . , hp) can be caused by factors such as motion of a camera or subject
when exposure times are too long, zooming in on distant subjects, etc. In general
this can be characterized as a loss of high-frequency information.
Image deblurring can be more challenging than denoising, since the image
model involves a blurring operator which may or may not be known. For blurred
data f , a simple blurry model includes a unknown blurring operator B forming
a convolution with the underlying signal g. We may assume initially that this is
formed by a linear matrix operator B, so that our blurring model takes the form
g = Bh. Note that although blurring is a standard concept in image processing,
it does not have an intuitively clear generalization to other data types. Thus we
assume there is a underlying signal h containing much more information than ob-
served data, that has been blurred by an unknown filter B.
If we generalize the notion of blurring adjacent pixels convolution (mixing) of
highly correlated features, then the notion of deconvolution for improvement of
signals can be generalized as follows. To use the analogy of image signal pro-
cessing, blurring can be viewed as an attenuation of high frequency components
of a signal. An initial step toward reversing this process could be accomplished
through ’reasonable’ amplification of these high frequency components, without
exaggerating them.
Equivalently, the process of blurring is effectively a convolution of feature val-
ues with adjacent ones through integration; a reversal of this process might involve
a differentiation step. Since the graph Laplacian ∆ on a graph G is the simplest
object representing a differentiation process, and since the inverse (I + ∆)−1 of
the Laplacian involves a differentiation process on pixel-based feature vectors and
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more general ones, we might expect that a specific form of high frequency ampli-
fication that would be useful could be obtained by taking fractional derivatives in
the form of (I +∆)−ϵ for (possibly small) ϵ > 0.
A feature vector (I + ∆)−ϵf might have the additional advantage of having as
features the differences of highly correlated (i.e. similar) features, and thus high-
lighting more subtle changes in features by comparing them to nearby ones. That
is, it might be beneficial to find the differences between adjacent features using
graph derivatives based on the Laplacian, obtaining signals from differences of
features that are similar.
To be more specific, derivatives of data (feature vectors) can be useful in many
practical situations. In current machine learning applications with larger numbers
of features, it is common to find multiple features cluster into highly correlated
groups that give very redundant information to a classifier. Within such correlated
groups, even small differences can provide important information. The problem is
that such small differences are difficult to detect, say, using an SVM classifier, since
only coarser feature differences are significant enough to present a signal to the
SVM at a given level. In these cases special (derivative) feature maps can enhance
contrast in the signal in a very consistent and informative way.
Spectral data An illustrative example involves the machine learning study fea-
ture vectors based on biomedical spectral data (Mu et al., 2015). Reflected optical
spectral features from a cancer sample consist of optical absorption or reflection as
a function of illumination wavelength/frequency, often in the infra-red (IR) range.
In this dataset a slice of a lung cancer sample of around 1-2 mm is magnified and
divided optically into approximately 30,000 multi-micron pixels. Each pixel is then
represented as a feature vector f = (f1, . . . , fp) with approximately p = 500 com-
ponents, each component fi representing the reflectance of the pixel relative to the
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ith of the 500 IR frequencies. It is important to note that the features fi have a linear
ordering, based on the values of the corresponding frequencies. We can view this
linear ordering as forming a trivial graph G whose vertices vi = fi are features, and
whose connectivity consists only of edges (with weight 1) between feature vertices
corresponding successive wave numbers (inverse frequencies) fi and fi+1. Thus
each pixel of the cancer image becomes a sample in the form of a feature vector f
with 500 components, starting at wave number f1 = 1800cm−1 (highest frequency)
and ending at a wave number f500 = 800cm−1 (lowest frequency). Importantly, it
can be viewed equivalently effectively as a function on the real line, with x-value
given by wave number f and y-value given by the IR absorption at that wave
number. In the raw absorbance, there exists a significant amount of overlapping
between two cancer types, thus it can be challenging for a classification model to
differentiate them when given the raw spectral data.
This feature vector can be used for cancer tissue subtype classification in cancer
samples, in particular with respect to separation of the squamous and adenocarci-
noma lung cancer subtypes. Given the natural ordinal structure of the features fi,
it is safe to say that there is high correlation between signal feature pairs from adja-
cent frequencies, which often justifies the common practice (Mu et al., 2015; Akalin
et al., 2015) of taking first or second order derivatives (here first and second succes-
sive differences) of frequency data, with respect to spectral frequency. Effectively
this eliminates the highly correlated parts of signals from adjacent frequencies. The
information in such first and second order derivatives may be difficult to detect di-
rectly from wave number-based feature vectors f = (f1, . . . , fp) a priori, and can
be very helpful when they are explicitly formed and computed.
Differentiation allows detection and positive identification of adjacent absorp-
tion levels with subtle differences. Virtually undetectable differences in the origi-
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Figure 3.1: IR second derivative data. The blue curve represents
spectral data from one sample with adenocarcinoma (ADC), and
black curve is from another sample with squamous cell carcinoma
(SqCC).
nal absorption space become clearer after being mapped into the second derivative
space. Effectively, such derivatives generate contrast enhancement in the original
signal, which, as seen above, effectively amplifies higher frequency components.
To rephrase, derivation of the data signal allows the detection and positive
identification of trace levels with subtle differences. The virtually undetectable
difference in the original absorbance space becomes much more obvious after be-
ing transformed into second-order derivative space.
The above approach for linearly ordered features is the motivation for the fea-
ture vector regularization we propose. Whereas the above linear graph structure
simultaneously reflects an a priori correlation structure between frequency fea-
tures fi, such a structure can be generalized in non-trivial graph structures based
on more general feature correlations. More precisely, the network formed connects
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nodes (genes, frequencies, or more general features) that are highly correlated,
and whose differences (or second order differences) may convey more information
than they themselves do. This is precisely what is done when the graph Laplacian
is formed (see below). Features found to be highly correlated in a training set (or
from prior information) are connected in the trained network and effectvely sub-
tracted and form new features for the classification task.
The key observation above is that features in a feature vector (more properly
their indices, above 1, 2, . . . , 500) have a natural structure (above a simple linear
ordered structure). Equivalently this forms a linear graph with each node con-
nected just to its predecessor and successor. The standard principle of ordinary
differentiation on functions defined on the line in this case can be extended with
similar meaning to arbitrary graph structures. In fact the component features fi
of a family of feature vectors always admit such a graph structure. The differ-
entiation that is discussed above can be understood better by noticing a feature
vector f = (f1, . . . , fp) can be thought of as the value of a function f evaluated
at point i ∈ V , fi = f(i), with V = {1, 2, · · · , p} the index set. Such an index
set (equivalently the corresponding set of features) will effectively always possess
an interesting underlying metric or network structure from which we can define
differentiation and integration processes. Computing the (fractional) derivative or
integral of such a function can be done using the graph Laplacian, or a (positive/
negative) fractional power of it.
We note that, in cases with natural linearly ordered features, this feature vector
processing gives feature maps similar to processes of differentiation and integra-
tion. Thus the abovementioned feature maps appear naturally on feature vectors
(now graph functions) without a priori knowledge or intervention.
In terms of kernels, a feature map Φ(f) defining such feature vector fractional
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integration/differentiation is the same as a re-representation of any given kernel
K(x, y) that being utilized in the ML task. Equivalently, this produces new kernels
K(Φ(x),Φ(y)) from old ones, which encode (in effective kernel replacements) the
geometry of differentiating functions.
Those above-mentioned complementary errors of noise and blurring can occur
separately or in datasets simultaneously, and, just as integration (averaging) and
differentiation can improve these two errors in linearly ordered signals, they can
similarly do so in signals with more complicated covariance structures.
3.1.4 Related work: GSP and machine learning
In machine learning many feature extraction and inference methods implicitly as-
sume independence among features in feature vectors. This assumption in fact
does not hold for most data in the real world, including genomic, social, and fi-
nancial as well as image processing data. It is important to notice that signal and
image processing data possess characteristics and problems that are very gener-
alieable to related types of problems in machine learning, and correspondingly
there are well-developed solutions that can be borrowed from these areas. The
machine learning problem of regularizing and denoising functions defined on Eu-
clidean spaces (e.g. representing visual image illuminations) has been studied very
broadly (Bengio et al., 2010).
Regularization methods for image processing utilize prior information regard-
ing image feature vectors f = (f1, . . . , fp) to improve their fidelity to original/un-
derlying information. They can exploit continuity and other prior constraints on
measured image functions, and also the lack of such continuity (in the form of
edges), or useful prior constraints on noise, for example the assumption of stochas-
tic independence.
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Tools derived from image processing are now common in the study of data
with underlying graph structures. Spectral analysis and graph signal processing
are widely used in machine learning tasks such as dimensionality reduction (Rui
et al., 2016), clustering (Dong et al., 2013; Tremblay & Borgnat, 2014; Tremblay et al.,
2016), classification (Kipf & Welling, 2016; Manessi et al., 2020; Rapaport et al.,
2007), and graph learning (Dong et al., 2019, 2016). These tools appear as well in
community detection (Bruna & Li, 2017), recommendation generation (Vagliano
et al., 2017), and link prediction (Schlichtkrull et al., 2018).
By applying various filters (Gaussian smooth kernel, low-pass filter, Laplacian
filter, Laplacian of Gaussian filter, etc.), clear signals/images can be extracted from
noisy or blurry ones (Yuan et al., 2007; Xie et al., 2017). Images and time signals
are spatially and temporally structured, i.e., have meaningful location information
associated with features, which immediately translates into information about cor-
relations and other structures that relate features. Using such natural prior feature
relationships (e.g. adjacent pixel intensities) and varying a smoothing parame-
ter, an observed image or signal can be smoothed or sharpened. The success of
such image/signal regularization methods suggests that similar methods might
be useful in more general feature vectors and machine learning tasks, in which
the spatial adjacency relationship between features is replaced by a more general
surrogate such as feature correlation. The types of filtering done on signals over
time or multidimensional space is now being applied to signals that are given on
graphs.
Graphs and networks are generic data representation forms that provide a flex-
ible way of representing data relationships. Given such a structure on feature vec-
tors, any real valued feature vector f = (f1, · · · , fp) can be viewed as real func-
tion f : V → Rp on the underlying graph. Though the usefulness of this view
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is clear for feature vectors representing images in both denoisng and deblurring
regularizations, this approach can also be helpful in scenarios with more general
graph structures on features. The question then becomes whether the above ap-
proaches can be generalized to data sets yielding feature vectors with much more
general network dependencies, yielding generalized spatial structures (e.g., non-
euclidiean domains) that are more general than those of pixels in an image.
Figure 3.2: A random positive graph signal on the vertices of the
Petersen graph. The height of each blue bar represents the signal
value at the vertex (Shuman et al., 2013).
3.1.5 Our contribution
Based on the ability of graph signal processing (GSP) to modify and regularize
data that have natural network structures (e.g. gene co-expression networks), we
will view feature vectors as functions on their indexed features (feature indices),
as any vector can be viewed as a function on its indices. This allows us to use GSP
techniques to regularize feature vectors by taking derivatives (sharpening), anti-
derivatives (smoothing), as well as other analogs of Fourier analysis on graphs.
This allows adaptation of tools used on signals on Euclidean spaces (e.g. images,
time series), including derivatives and integrals of time and spatially ordered data,
spectral diagrams, and other approaches, already used on some feature data and
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extending the methods to more general feature vectors. Such filtering can then be
applied to feature vectors viewed as inputs to machine learning tasks.
To validate our approach we use a novel method for measuring the useful in-
formation content of feature vectors, based on the quality (e.g., accuracy, ROC area,
etc.) of machine learning tasks using these feature vectors as data in training and
testing. From this we are able to determine the improvement of signal quality us-
ing the the above GSP and graph functional analytic methods on feature vectors
viewed as graph-based functions.
Recall our data model has the form f = Bh + η, with h the original (or clean)
signal, B a linear or nonlinear deterministic distortion operation (e.g. blurring),
and η independent (generally Gaussian) noise. In low noise situations, features
that are highly connected in the network (e.g. highly correlated) are very close to
each other (after normalization), with new features in a cluster giving very little
additional information. However, if differences of such features are taken, very
slight variations in these features are amplified can give significant signals. To
this extent, fractional differentiation of feature vectors (e.g. through application
of powers of the Laplacian), can produce information that is effectively hidden
in its variation across similar features. Features that are almost identical produce
new features providing information on subtle differences in similar feature clus-
ters. However, this differentiation is less useful in high noise situations because
since in these cases effective correlations of features largely disappear. In the lan-
guage of image processing, in high noise situations improvement of contrast by
taking fractional derivatives does not enhance edge detection because of noise lev-
els. In high noise situations the opposite process of data smoothing (averaging of
adjacent features through fractional integration) is appropriate for noise cancella-
tion to improve signals.
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This general approach can be applied to a range of real-life situations. Com-
putational biology is currently an expanding area benefitting from the explosion
of molecular data types being studied. Conventional classifiers based on gene ex-
pression identify expression patterns by treating individual genes as independent.
However, this may not always capture real biological processes - biological sys-
tems are complex, with molecular entities dynamically interacting in the cell. In
some of the applications below we seek to use the network of gene interactions
and correlations as a source of information, using network information to stratify
cancer and other cell types and subtypes.
Below we will demonstrate some of the graphical functional analysis tech-
niques developed in Section 2. In Section 3 we define families of graph Laplacian-
based smoothing (integration) and sharpening (differentiation) operations on gen-
eral ML feature vectors. Section 4 theoretically investigates the role of Laplacian-
based smoothing and sharpening operators in noise reduction and data deblur-
ring. Section 5 provides several applications of the methods. Additionally, Section
6 carries out some simulation studies.
3.2 HARMONIC ANALYSIS ON GRAPHS
In applications, finite weighted graphs represent a set of objects as graph vertices
and pairwise relationships between them as graph edges, with the significance of
the relationship given by an edge weight function. Differential equations or dif-
ference equations on such graphs can be employed to leverage graph structures
for tasks such as image segmentation (where vertices represent pixels and edge
weights encode pixel similarity based on adjacency), data clustering, data classi-
fication, and community detection in social networks (with vertices representing
individuals and edges the links between them). Weighted graphs significantly gen-
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eralize highly regular structures connecting data values including discrete regular
grids forming lattice graphs or meshes. Thus they can be applied to represent ab-
stract data with irregular inter-relationships (Zhang et al., 2017; Rapaport et al.,
2007).
3.2.1 Graph Laplacian the Normalized Laplacian
Let G = (V,E) be an undirected graph with vertex set V = {1, 2, · · · , p}, and edge
set E. If G is unweighted (i.e. weights of all existing edges are 1), the edge structure
E can be coded in a p× p adjacency matrix A = {Aij : i, j ∈ V } with Aij = Aji = 1
if (i, j) ∈ E and zero otherwise. The graph Laplacian L is defined as L := D − A,
where D = diag(d1, · · · , dn), and di denotes the degree of vertex i. Thus we have
L(i, j) =

di if i = j,
−1 if i and j are adjacent,
0 otherwise.
In most situations it is of interest to consider weighted graphs G = (V,E,W ), in
which Wij represents a weight or strength of edge (i, j) ∈ E. The edge set E then
consists of all pairs i, j) for which Wij ̸= 0. When edge weights are not naturally
defined there are several common ways to define them:
1. Gaussian kernel weights (similarity functions), defined when vertices i have





} if ∥fi − fj∥ < κ
0 otherwise.
(3.1)
where κ is a distance threshold.
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2. Feature covariances or correlations, when features fi associated with vertices
have prior covariance structures, e.g.,
Wij =
 Corr(fi, fj) if i ̸= j0 otherwise (3.2)
where Corr denotes correlation.
3. k-nearest neighbor-based weights, giving weights of 1 for vertices (i, j)
where i is among the k nearest neighbors of j, or vice-versa, based on ge-
ometric or feature space distances.
In this section, we define Laplacian as L = D∗ −W such that it is still positive
with negative weights, where D∗ = diag(d∗i ) is a diagonal matrix with entries d∗i =∑
j |Wij|, and Wii = 0. The proof are demonstrated in Chapter 2.
3.2.2 Graph Laplacian Operator
Let H(V ) be the Hilbert space of real valued functions on the vertices of the graph
G, and f ∈ H(V ) be a function defined on each vertex i in V . The graph Lapla-
cian ∆ : H(V ) → H(V ) is a effectively a second derivative operator on the graph
domain. Indeed, in the case of image processing feature vectors f = (f1, . . . , fp)
giving image pixel intensities, the adjacency graph among the features fi connect-
ing adjacent pixels yields a Laplacian which is a discretization of the standard two





, with continuous variables x, y dis-
cretized to the variables i, j.
Given a feature vector f = (f1, . . . , fp), we will write fi = f(i) when we want
to empahsize its role as a function on the vertices of the graph G. The edge (or
directional) derivative of function f = f(i) on G with respect to edge e = (i, j) at
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vertex i is defined as
∂f
∂j
(i) = ∂jf(i) :=
√
Wij(f(j)− f(i)). (3.3)
































Wij(fj − fi) = −(Lf)i
We have ∆ = −L. A resulting feature map is obtained by the operation f → Lf .
The quantity (L(i) represents the aggregated difference between node i and all
nodes connected with i in the network G. The representation of feature vectors
as functions (feature functions) allows for ordinary derivative operations based
on the underlying graph structure. Note that the network structures are defined
from either prior information or from a training set of feature vectors, i.e., entirely
independent of the test vectors.
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3.2.3 Graph Fourier Transform
The classical d-dimensional Fourier transform




allows expansion of a function f in complex exponentials, which are the eigen-
functions of the Laplacian operator. In the area of graph signal processing (some-
times denoted here as graph functional analysis) these tools are extended to functions
on graph structures, i.e., much less organized and regularly-sampled underlying
spaces such as graphs or networks.
With the graph Laplacian L taking the role of the (negative) Laplacian on Rd,
the eigenvalues λℓ and eigenvectors (eigenfunctions) qℓ of L can be interpreted as
frequencies and the Fourier basis functions on a given graph. We define the graph
Fourier transform f̂ of any function f ∈ Rp on (the vertices of) G as the ordered set
of expansion coefficients f̂(ℓ) of f in eigenvectors of the graph Laplacian (assuming
these eigenvectors are normalized to 1) (Hammond et al., 2011):














Like its continuous counterpart, the discrete (graph) Fourier transform can be
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used for smoothing or for extracting features (Rapaport et al., 2007). We can syn-
thesize signals in the graph domain by using a kernel in the spectral domain.
3.2.4 Graph Convolution
Laplacian L with eigensystem {(λi, qi)}, and Q = {qi} is a square matrix whose
columns are the n linearly independent eigenvectors of L. The convolution opera-
tor on graph is defined as





where ⊙ denotes the element-wise (Hadamard) product of vectors. And the con-
volution can be simplified with spectral decomposition (Shuman et al., 2012b),




3.3 FEATURE VECTOR REGULARIZATION WITH KERNELS
For any graph/network structure, let qℓ be the ℓth eigenvector of the graph Lapla-
cian L, with corresponding eigenvector λℓ. The multiplicity of 0 as an eigenvalue
is equal to the number of connected components of the graph. The eigenbasis
of L is our Fourier basis and a natural extension of Fourier analysis and spectral
decomposition to graphs leads to the fact that increasing eigenvalues correspond
to Laplacian eigenfunctions that vary more rapidly among adjacent vertices on a
graph, while the smoothest (most slowly varying) eigenfunctions are associated
with the smallest eigenvalues of L.
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Figure 3.3: Subnetwork of the breast cancer GRN for the biological
process cell cycle. A gene expression vector is viewed as a function
on this graph. (Emmert-Streib et al., 2014)
In classical signal processing, frequency filtering as a means of improving sig-
nal fidelity can be accomplished by amplifying or attenuating the contributions
of higher Fourier components (Hammond et al., 2011). It is well-known that reg-
ularization methods used for image processing (e.g in cleaning up photographs)
involve both contrast enhancement (for us equivalent to applying a small positive
power of the Laplacian) and contrast reduction (equivalent to blurring with a neg-
ative power). We wish here to apply the same methods to feature vectors arising
from (non-image) high-dimensional data, for example gene expression, financial
or meteorological data.
By analogy with regularization of image processing feature vectors, regular-
ization here will involve either attenuation or augmentation of higher frequencies,
respectively appropriate to excessively noisy or excessively blurred data, the lat-
ter characterized by unwanted local averaging. The regularization operations here
could be implemented as negative powers R = (I + L)−α of the graph Laplacian
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(for noisy data) or positive powers R = (I+L)α (for blurred or contrast-diminished
data). Here the identity I (or a multiple) is added to insure invertibility. More gen-
erally these operations can be formed as larger classes of functions h(L) of the
Laplacian L. These contrast enhancement (deblurring) or contrast attenuation (de-
noising) operators P will be denoted here as regularization operators. Note this is in
contrast to the notion of a regularization penalty operator used to define reproducing
Hilbert norms as penalties in machine learning Lagrangians.
The process of function regularization in statistical learning theory involves
estimating an observed function y = f(x) for x ∈ Rd from a noisy dataset {xi, yi}ni=1






(yi − f(xi))2 + λ||f ||2H.
with H a norm in a reproducing kernel Hilbert space H. The minimization
f̂ = argmin
f∈H
L(f) yields a ’denoised’ estimate of f if H is a space of smooth func-
tions. Analogously, given the ’nearness’ structure on graph G, the above reg-
ularizations can be framed in the language of kernels. Given measured values
{i, f(i)}i∈V of a graph function f , again assuming independent noise components






(f(i)− g(i))2 + λ||g||2H.
can be minimized assuming that the normed space H of functions on G has a re-
producing graph kernel K(i, j) forming a kernel matrix (equivalently, operator)
K. When the Hilbert space penalty norm takes the form ||f ||H = ⟨f, r(L)f⟩ (with
regularization penalty function r(·)) it can be shown that the corresponding repro-
ducing kernel K = r−1(L), with r−1(x) = 1/r(x).
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where h(x) = r−1(x).
The above function r(·) is denoted as the regularization penalty function, given
its role in defining the penalty term ||g||2calH above. Thus the regularization function
h(λ) = 1/r(λ) determining the regularization operator h(L) is the reciprocal of the
regularization penalty function r(λ).
More formally, it can be shown that
Theorem 3.3.1. (Smola & Kondor, 2003) Let P ∈ Rm×m be a positive semidefinite matrix
and denote by H the image of Rm under P . Then H with dot product ⟨f, f⟩H := ⟨f, Pf⟩ is
a reproducing kernel Hilbert space and its kernel is K(i, j) = [P−1]ij , where P−1 denotes
the pseudo-inverse if P is not invertible.
Corollary 3.3.1. (Smola & Kondor, 2003) Let r(·) be a real-valued function and let P de-
note the matrix r(L). Then the above corresponding kernel is given by K = r−1(L), where
we take the pseudo-inverse wherever necessary. More specifically, if {(λℓ, qℓ)} constitutes







ℓ , where we define 0
−1 ≡ 0. (3.10)
The following Proposition follows directly from spectral theory of matrices:
Proposition 3.3.1. On a weighted graph G consider the graph Laplacian L, with eigen-
system {(λℓ, qℓ)}ℓ. Then for any function f on G, write f =
∑
ℓ αℓqℓ, where αℓ = f̂(λℓ)
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In this way we can apply different filter/functions to feature vectors (functions)
in order to extract better signals:
fout = h(L)fin
3.3.1 Data smoothing operators
In the spectral domain, qℓ with large λℓ correspond to rapidly varying functions on
G. In order to ’smooth’ a feature vector/function on G, high frequency components
for λℓ large should be penalized more strongly than low frequency components.
Hence, r(λ) = 1/h(λ) whose reciprocal h(λ) defines the reproducing kernel as well
as the regularization function) should be monotonically increasing in λ by (3.10).
Examples of data smoothing kernels are shown in Table 3.1.
3.3.2 Data sharpening operators
On the opposite side of data smoothing operators, to increase contrast between
similar features, we will choose the regularization function h(λ) to increase super-
linearly, thus leading to emphasis of function components qℓ with large eigenval-
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r(λ) Kernels
Regularized Laplacian r(λ) = 1 + σ2λ K = (I + σ2L)−1
Diffusion Process r(λ) = exp(σ2/2 · λ) K = exp (−σ2/2 · L)
p-step Random Walk r(λ) = (a− λ)−p with a ≥ 2 K = (αI − L)p
Inverse Cosine r(λ) = (cosλπ/4)−1 K = cosLπ/4
Table 3.1: Data regularization penalties/smoothing kernels (Smola
& Kondor, 2003).
ues λℓ. With the corresponding regularization operators h(L), small eigenvalue
components of functions are diminished, removing low frequencies on G, and em-
phasizing high frequency ones. We denote this as data sharpening.
r(λ) Kernels
Cosine r(λ) = cosλπ/4 K = (cosLπ/4)−1
Inverse p-step Random Walk r(λ) = (a− λ)p, a ≥ 2 K = (a− L)−p
Inverse Diffusion Process r(λ) = exp(−σ2/2λ) K = exp (σ2/2L)
Inverse Laplacian r(λ) = (1 + σ2λ)−s, s > 0 K = (I + σ2L)s
Table 3.2: Data sharpening kernels.
Figure 3.4: Data sharpening regularization penalty functions r(λ).
Note that the reciprocal regularization functions h(λ) = 1/r(λ) are in
these cases increasing (yielding data sharpening). (a) Cosine, (b) In-
verse p-step Random Walk with p = 1, a = 2, (c) Inverse Diffusion
Process with σ2 = 1, (d) Inverse Laplacian with s = 1.
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3.4 THEORETICAL RESULTS
We will consider several kernels here in detail. The heat diffusion kernel is used
to smooth functions on Rd, given that such smoothing amounts to a Gaussian con-
volution. Using the graph Laplacian L (i.e., the negative of the traditional Eu-
clidean Laplacian) the heat diffusion semigroup transferred to a graph has the form
S(t) = e−tL = r(L)−1 (here t = σ2/2 is used to correspond to semigroup notation).
The above semigroup is importantly autonomous, i.e. S(t1 + t2) = S(t1)S(t2), so
the effect of the diffusion at time t1 + t2 is the same as a composition of diffusions
at times t1 and t2 respectively. We denote an operator in this semigroup as a heat
kernel. The generator of this regularization semigroup is the Laplacian L, character-
ized by its amplification of higher frequency components of functions f on graph
G. However, the Laplacian can be replaced by any linear operator H selected for
a given task. We will denote such an operator as a regularization operator. In this
discussion we will assume H = L, though the rest of this discussion generalizes to
any bounded regularization operator H replacing L.
Another canonical smoothing kernel is the Sobolev smoothing kernel (known
when t = 1 as the Laplacian kernel [Smola Kondor]), i.e., where B(t) = r−1(L) =
(1 + L)−t, recalling the exponent −1 above denotes the reciprocal and not the in-
verse function of r(·). This kernel represents the process of antidifferentiation or
Sobolev regularization of a function by an amount t/2.
We show below that both of these families of kernels as well as others that are
represented in Table 3.2 can be well approximated for small smoothing parameters
t by the single family I − tL. Below let h(λ) = r−1(λ) to be a filter function.
Proposition 3.4.1. When t is small, Kt = I − tL is able to approximate both the regular-
izing Sobolev kernel and diffusion kernels for t small, as well as any kernel family h(tL)
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with h twice continuouslly differentiable and h(0) = 1. More precisely, the matrix norm
||Kt − h(tL)|| ≤ Ct2, (3.14)
where C = max0≤t1≤t||L|| h′′(t1).
Proof. Since the matrix family Kt−h(tL) commutes over all t, it suffices to assume
that it has been mutually diagonalized, after which it suffices to prove (3.14) holds
with L replaced by each of its eigenvalues. For each eigenvalue λ of L, equation
(3.14) reduces to Taylor’s theorem with remainder with evaluation of C over the
range 0 ≤ t1 ≤ tλ. The result follows since ||L|| is the largest eigenvalue λ of L.
Remark: We note that if t < 0, Kt is a data smoothing kernel, while with t > 0,
it is a data sharpening kernel.
Theorem 3.4.1. Assume a feature vector f(i) = g(i) + η(i), where g(i) = Bh is a
deformation (e.g. blurring) of an underlying feature vector h, and η(i) is Gaussian noise
of variance ϵ > 0 for each i. Define the kernel
Kt = I − tL; with x ∈ R,
then the error E(t) = Eη (∥Ktf − h∥2) is a convex function of t, and therefore, has a global
minimum. The same holds if L is replaced by any linear regularization operator H .
Proof. Denoting E ≡ Eη and g = Bh, we can write for the error E(t)
E(t) ≡ E||Ktf − h||2 = E||Ktg − h+Ktη||2
= ||Ktg − h||2 + 2E⟨Ktg − h,Ktη⟩+ E∥Ktη∥2
= ∥Ktg − h∥2 + E∥Ktη∥2
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Note that (letting K = Kt below)
∥Kg − h∥2 = ∥(1− tL)g − h∥2 = ∥g − h∥2 − 2t⟨g − h,Lg⟩+ t2∥Lg∥2
Additionally,
E∥Kη∥2 = E∥η − tLη∥2
= E∥η∥2 − 2tE⟨η,Lη⟩+ t2E||Lη||2









































where ∥ · ∥ represents the squared Hilbert-Schmidt norm of the matrix L, i.e. the
sum square of its elements. Finally we can write:
E(t) = ∥Ktg − h∥2 + E∥Ktη∥2




= (∥g − h∥2 + pϵ2)− 2t
(








note this function is quadratic in t. Note also that above, for unweighted graph,
TrL = 2|E|, with E the set of edges.
Notice that the above minimum can occur for either positive or negative t; see
Corollary 3.4.1 and the subsequent discussion.
This is an example of the balancing of bias and variance in a regularization Kkf
of a raw feature vector f . In our model f = Bh + η with g = Bh, we can write
f = g + η. The recovery Ktf = Ktg +Ktη differs from the actual feature vector h
by an amount
Ktf − h = Kt(g + η)− h = (Ktg − h) +Ktη.
We can clearly take the regularized data and view the error as a sum of terms.
The first term is the bias (i.e., systematic or non-random error), with magnitude
∥Ktg − h∥ = ∥KtBh− h∥. The second (stochastic) term is the variance ∥Ktη∥.
To examine the first term ∥KtBh− h∥, notice that for no regularization (t = 0),
this is a pure bias term, representing the noise-free error in the biased (e.g. blurred)
signal g = Bh. To the extent that a positive regularization parameter t can undo the
bias induced by B (e.g. deblur the signal), it will reduce this bias, for some optimal
value t < 0 (which can ’sharpen’ the signal). Simultaneously, the noise term is
now modified to Ktη, which for t < 0 will generically increase it (for example in
Euclidean space independent noise is sharpened by the Laplacian or a positive
power). The bias-variance problem for t < 0 therefore identifes a balance between
the decrease in bias ∥KtBh−h∥ and increase in variance ||Ktη||, optimized at some
unique value t0.
Alternatively, it may be that if noise (variance) η is sufficiently strong, there is
little gain in reducing the bias ∥KtBh− h∥ versus consequent increase in variance
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Ktη for t < 0. Indeed, the smoothing kernel Kt for negative values of t (which
approximate smoothing Gaussian kernels e−tL or Sobolev kernels (1 + L)−t) may
reduce variance ∥Ktη∥ more than it increases bias ∥KtBh−h∥, thus optimizing the
bias-variance balance at a value t < 0.
The benefit of the above situation is that whether the feature vector regulariza-
tion Ktf = KtBh+Ktη approximates the underlying feature vector h for a positive
(smoothing) or negative (deblurring) value of t, this can be determined empirically
in a training set. The optimal choice of t occurs when the sum of bias and variance
is minimized.
Corollary 3.4.1. Given a regularization family Kt = 1 − tL acting on a noisy feature
vector f = g+η on graph G, the error E(t) = ||Ktf −h||. Let E ′(t) = 0, we have the local
minimum at,
t∗ =
⟨g − h,Lg⟩+ ϵ2TrL
(∥Lg∥2 + ϵ2∥L∥2hs)
(3.15)
Note that (as mentioned above) we can have t∗ < 0, i.e., that signal sharpening
rather than smoothing is the optimal regularization. As an example of this, assume
the noise amplitude ϵ is very small (i.e., little variance penalty for reduction of bias)
and the bias deformation B is a low-level blurring operation (e.g., B = (1− aL) ≈
(1 − L)a) for small a). We then expect that an optimal choice of regularization
operator 1− tL will involve a negative t = t∗. That is a re-amplification (a contrast
enhancement) of the blurred high frequency components in the Bh will give a
closer approximation of the underlying feature vector h. Indeed, it is easy to show
by direct substitution that in this case t∗ < 0. Approximating ϵ = 0 above, we see
that t∗ is a positive multiple of ⟨g − h,Lg⟩, from which we get t∗ < 0.
More specifically, with zero variance (ϵ = 0), equation (3.15) shows that, appro-
priately, t∗ is just the mangitude of the projection of the pure deformation error (e.g.
blurring error) g − h onto Lg, which is the direction of the ’correction’ induced by
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the regularization (1− tL)g. That is, the regularization process in absence of noise
η is a function purely of linear algebra.
Note also the role of the noise amplitude ϵ in the optimizing value t∗ in equation
(3.15). Clearly, as ϵ increases, additional smoothing regularization (i.e. noise or
variance reduction) is required in the regularization 1 − tL, and correspondingly
the optimal value t = t∗ increases.
Lemma 3.4.2. With the error function E(x) = ∥Kx ∗ f − g∥, we have
E(x)|x=x∗ ≤ ∥η∥2.
And the equality holds only when the noise is zero.


















Lemma 3.4.3 shows the error/variance at the local minimum is always equal
or smaller than the original noise.
Figure 3.5: Data sharpening example1.
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Figure 3.6: Data sharpening example2.
3.4.1 The network structure
Constructing correlation-based networks from training data:
We consider a training dataset with feature vectors x = (x1, . . . , xp). Henceforth










where t denotes transpose. We consider the graph G generated by these feature
vectors whose nodes V consist of the feature variables xi themselves (or equiv-
alently their indices i). Identifying the rows and columns of the data matrix X ,
Let
• Fi = (Xi1, Xi2, · · · , Xip) be the feature vector for sample i.
• Sj = (X1j, X2j, · · · , Xnj) represent a sample vector for feature j.
That is, Sj collects feature j across all samples. We can now generate two
graph/networks for the dataset X . The first network contains n nodes, one for
each sample in X . Here edges between nodes will represent similarity between
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samples (e.g., based on correlation across features). We will denote this as the
sample network GS . Sample networks are often used for sample clustering. An-
other network, GF , is constructed with p nodes, each node representing one feature
xi (equivalently its index i), with edges representing pairwise feature associations
or similarities. We denote the network GF as the feature network GF . Thus any
feature vector Fi = xi can be viewed as a function on the feature network.
To construct the feature network with fixed nodes, we need to find For a feature
network G = (V,E) we must define the set E = {wij} of edge weights. An example
of a correlation-based network is a gene co-expression networks in which each
gene i (or equivalently its expression feature xi forms a node in the collection V .
Then the edge weight wij connecting features Fi = xi and Fj = xj is often chosen
to be Cor(Fi, Fj), their empirical correlation, e.g. in a machine learning training set,
or in prior experiments or databases.
In computational biology, the formation and study of gene co-expression net-
works, relies on prior known covariance/correlation information and on similar-
ities of varying prior empirical coexpression network structures, for identifica-
tion of ’typical’ gene co-expression levels. However, discriminaion of different
classes of genes (e.g. in differing cancers) relies not on common characteristics, but
more on differential characteristics (e.g. in cancers A and B) of gene coexpression
networks. Thus discrepancies between such network structures might be used
to provide such discriminatory information, for example to be used in classifica-
tion tasks. In this context the graph Laplacian operator acting on feature vectors
(viewed as graphs on functions) has already been proved useful (Chapter 2).
For now we will define Laplacian kernel operators:
Φ(X;λ) = Kλ(L)X with kernel Kλ = I + λL (3.16)
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Ψ(X; s) = Ks(L)X with kernel Ks = Ls (3.17)
Θ(X; s) = Ks(L)X with kernelKs = (I + aL)s (3.18)
with a the reciprocal of the median of the eigenvalues. Note also that the power
s can be negative in the kernel Ψ(X; s) since L has positive spectrum. The strict
positivity of L in our simulations is validated by the table of its eigenvalue ranges
below (table 3.3). Therefore with this strict positvity of L in our simulations, we
can conclude that the kernels Ψ(X;λ) = LsX and Θ(X; s) = (I + aL)sX are in fact
very similar transformations.
data min max data min max
Lung1(TCGA) 496 3687 Lukemia 329 2125
Lung2(IR) 18 263 GCM 301 6291
CNS 508 2113 Prostate1 257 7039
Colon 14 1182 Prostate2 133 5278
Lung 213 5778 Prostate3 341 6512
Table 3.3: Range of eigenvalues from L.
3.4.2 Applications to simple graph structures (linearly ordered features)
3.4.2.1 Infrared spectroscopy data on lung cancer tissue
The principle of Spectral histopathology (SHP) is based on the fact that all bio-
chemical components and samples have distinct signatures in the form of infrared
spectral feature obtained by infrared spectroscopy. As an example (Diem et al.,
2013; Mu et al., 2015), a cancer sample can be illuminated simultaneously by 500
calibrated infrared (IR) frequencies, and the reflected intensites xi measured, form-
ing a feature vector x = (x1, . . . , xp) with p = 500. Equivalently, the frequency cor-
responding to a feature xi can be labeled by the corresponding wavenumber, which
is the reciprocal frequency.
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In the simple case of 500 frequency features xi, there is a natural graph/net-
work structure based on adjacency, where features xi and xj are connected if the
corresponding frequencies are adjacent, i.e., |i − j| = 1. The corresponding fea-
ture network forms a simple linear-connected graph with 500 sequential adjacent
nodes. Though this structure is natural, it can also be obtained empirically by
noticing that in a single feature vector x = (x1, . . . , xp), adjacent features are also
typically most highly correlated (representing adjacent spectra). Thus this linear
graph/network structure can also be empirically obtained as a feature correlation
network.
Figure 3.7: Distribution of eigenvalues from two modified Laplacian
matrices: IR ADC data and IR SqCC data.
We will consider here a cancer dataset consisting of spectral samples from 210
patients with squamous cell carcinoma (SqCC) or adenocarcinoma (ADC), with
501 wavenumber (frequency) features (Mu et al., 2015). The spectral feature vector
for each patient is from the average of 2,000 pixels from each infrared-illuminated
cancer sample.
105
The above dataset of 210 feature vectors was viewed in the framework men-
tioned earlier, with each feature vector x = f as an underlying signal vector h
deformed by a biasing transformation B (e.g. a generalized blurring or convolu-
tion of adjacent features) together with independent noise η, yielding a measured
feature vector x = f = Bh+ η.
The correlation network of the p = 501 spectral features forms a feature graph
G with weights wij = ρij given as empirical correlations of features i and i. This is
an empirical gene coexpression network for the entire dataset.
In order to test recovery of an underlying signal h from the measured feature
vector f above, we applied the Laplacian regularization.
(a) Ψ(X; s) = LsX (b) Φ(X;λ) = (I + aλL)X
Figure 3.8: IR data Lung cancer subtype classification with different
regularization kernels. The classification accuracy is from SVM with
radial-basis function kernel. a is the reciprocal of the median eigen-
value of L, in this dataset, a ≈ 1/80.
Figure 3.8 (a) shows the classification performance with changing the power of
Laplacian s in operator Ψ(x; s). The operator improved the classification perfor-
mance by 2.3%. With s = 2, the accuracy achieves the maximum. This also shows
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use of the 2nd derivative of spectroscopy data is the optimal choice for classifi-
cation. Figure 3.8 (b) represents the classification performance with different λ in
operator Φ(x;λ). The highest accuracy occurs when λ = −0.8 with 1.22% improve-
ment compared with the original data.
3.4.3 Application on unordered features: TCGA Lung cancer
In this section we test feature vector regularization on two gene expression data
sets from The Cancer Genome Atlas (TCGA): lung squamous cell carcinoma
(LUSC) and lung adenocarcinoma (LUAD).The dataset include 1029 samples with
15237 genes.
(a) Ψ(X; s) = LsX (b) Φ(X;λ) = (I + aλL)X
Figure 3.9: TCGA Lung cancer subtypes classification with different
kernels. The classification accuracy is from SVM with RBF kernel.
We compared the results of the SVM classifier with transformed data with dif-
ferent parameters: power of Laplacian s, and smoothing parameter λ. To evaluate
the performance, we computed the mean accuracy of 10-fold cross validation for
each predictor. We remark that the parameter s in kernel Ψ(X; s) = LsX can be
negative since the two Laplacian matrices are positive (see Table 3.3).
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3.4.4 Additional experiment summary
We also applied this Laplacian based transformation Ψ(X; s) = LsX on other gene
expression data set, and compared the classification performance with original
data as benchmark. The table shows the transformation improved classification
performance with different parameters.
Data No. of genes No. of samples Benchmark New features
CNS 7129 34 82.94 85.29
Colon 2000 62 79.03 85.81
Lung 12533 181 95.45 99.45
Leukemia 7129 72 93.61 97.22
GCM 16063 280 79.50 83.21
DLBCL 7129 77 88.40 92.21
Prostate1 12600 102 94.12 92.16
Prostate2 12625 88 81.82 80.68
Prostate3 12626 33 100 100
Table 3.4: Data summary and classification results. Benchmark
column are from the original data X , ’New features’ represent the
transformed data {ΨA(X; s),ΨB(X; s)}. The performance is accu-
racy from SVM with RBF kernel. The parameter s are determined
by cross-validation grid search.
3.5 SIMULATION
We have run a simple simulation study to demonstrate how the graph Laplacian
affects feature vectors, and compare the classification performance of the original
data and transformed data. We have used two network structures with only 3
vertices, as in Figure 3.10. We generate random Gaussian distributed data based
on the two networks.
In the following scatter plot, the original data is Gaussian distributed with large
variance. And noise and variance is been reduced after Graph Laplacian transfor-
mation on the right.
108
(a) network1 (b) network2
Figure 3.10: Simple network with three vertices.
(a) original data (b) transformed data
Figure 3.11: Simulation study with 3 features: Black represent sam-
ples come from category A with network1, and red dots are samples
from category B with network2.
The features generated by the two proposed network-based approaches will
then be added to the original pool of features. Using an SVM we will test if the
new features add any additional information to the original ones. According to
Section 2, for any binary data sets (with category A and B), we could construct
two networks GA and GB for each category. The data can be transformed by the
Laplacian operators. We can obtain several sets of features.
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• feature set X [0]: original data
• feature set X [1]: data1 = {ΦA(X;λ),ΦB(X;λ)}
• feature set X [2]: data2 = {X,ΦA(X;λ),ΦB(X;λ)}
• feature set X [3]: data3 = {ΨA(X; s),ΨB(X; s)}
• feature set X [4]: data4 = {X,ΨA(X; s),ΨB(X; s)}
• feature set X [5]: data5 = {ΨA(X; s)−ΨB(X; s)}
• feature set X [6]: data6 = {X,ΨA(X; s)−ΨB(X; s)}
We recall that the above kernels were defined as:
Φ(X;λ) = (I + λL)X, Ψ(X; s) = LsX
In this section, we do a simple exploration of how these regularization meth-
ods work on simplified datasets for classification algorithms. To simplify the dis-
cussion, we choose λ = −1 and s = 1 in this section. Thus, data1 and data2
are smoothed data, data3 and data4 are sharpened data, data5 and data6 contain
the difference between two networks. All classification results are using an SVM
classifier with radial basis function (RBF) kernel. Data in all tables in this section
represent classification accuracy levels in percentages.
3.5.1 Sample-to-feature ratio
In medical and computational biology data, there are generally large numbers of
features based on genes, DNA, mRNAs, but often few samples. In the other areas,
like advertising and e-commerce, the situation is reversed; there can be millions of
samples but there are often less than ten or twenty features. The sample-to-feature
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ratio is an essential metric in ML applications, and we would like to know in which
situation our operations can improve classification.
We generate two p dimensional random Gaussian distributed data sets DA and
DB, with DA ∼ MVN(0,ΣA) and DB ∼ MVN(0,ΣB). ΣA and ΣB are random p×p
symmetric matrices. The random covariance matrices are generated by Σ = MTM ,
where M is a p × p matrix with all elements Mij following uniform distributions
U(−1, 1).
n p n/p benchmark data1 data2 data3 data4 data5 data6
5000 5 1000 91.41 92.22 92.13 92.36 92.25 90.39 91.76
500 5 100 87.63 89.36 89.19 89.60 86.46 86.09 88.34
500 50 10 98.50 99.40 99.21 99.33 99.13 97.15 98.05
100 100 1 63.18 62.39 62.64 62.39 62.76 77.99 73.20
100 200 0.5 57.31 56.49 56.96 56.51 56.90 63.24 67.37
100 500 0.2 51.52 51.52 51.53 51.51 51.51 54.72 56.09
Table 3.5: Sample-to-feature ratio simulation result. Two Gaussian
datasets were generated with random covariance matrices ΣA and
ΣB of size p. The classification results represent accuracy based on an
SVM classifier with RBF kernel. Data are modified by their labeled
kernels and classification accuracy is recorded. Benchmark repre-
sents classification accuracy with unmodified data.
Table 3.5 also shows that, when n >> p, the classification algorithm using SVM
with RBF kernel can easily detect the data pattern, and separates the two categories
very well even if the two classes have the same centroids. Additionally, Laplacian
operators Φ and Ψ are able to transform the original Gaussian data and improve
the classification result. When n and p are on the same scale, classifying them is
difficult for SVM. However, the difference between these two networks provides
new information makeing the classification better.
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3.5.2 Noise level
In this simulation, we extract data centroids and correlation structures from real
gene expression data from Embryonal tumours of the central nervous system
(CNS) (Pomeroy et al., 2002). To simplify the computations, we only choose the
top 100 genes (from t-test feature selection) and their empirical correlations for cat-
egory C (classic medulloblastomas) and D (desmoplastic medulloblastomas). We
then added random Gaussian distributed noise ϵ ∼ N(0, σ2) with different σ2.
σ2 benchmark data1 data2 data3 data4 data5 data6
0 87.63 91.16 90.66 92.86 92.05 89.06 89.43
0.2 79.09 78.76 79.90 82.45 82.16 78.36 79.65
0.4 73.02 71.90 72.77 75.08 74.97 72.74 73.74
0.6 68.05 66.55 67.35 69.43 69.66 68.41 69.17
0.8 64.64 62.58 63.66 64.40 64.90 65.10 65.30
1 61.35 59.69 60.45 61.63 61.78 61.95 62.22
Table 3.6: Noise level simulation result.
Table 3.6 shows that when the network structure is precise and reliable based on
low noise, applying the Laplacian operator is helpful for classification algorithms.
However, when the data is too noisy for the network structure to be detectable, the
operator can still provide better features, which slightly improves the classification
performance.
3.5.3 Network structure difference
For the same data as in the noise level simulation, we generated two classes of
Gaussian distributed data with category centroids µC , µD and correlation struc-
tures ΣC , ΣD from the CNS dataset with 200 genes. In the simulation, the dataset is




C = aΣC+(1−a)ΣD, and
Σ∗D = aΣD+(1−a)ΣC . By decreasing the value of a from 1 to 0.5, the difference be-
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tween the two correlation structures of the simulated Gaussian data become close
to zero.
a benchmark data1 data2 data3 data4 data5 data6
1 95.66 98.38 97.91 98.27 97.78 94.96 95.95
0.9 90.59 95.56 94.84 95.42 94.51 89.87 91.44
0.8 82.93 89.30 88.53 89.22 88.11 81.59 83.90
0.7 75.60 81.24 80.58 81.13 80.05 72.97 75.95
0.6 69.70 74.61 73.86 74.24 73.05 65.52 68.75
0.5 67.96 72.72 71.92 71.96 71.28 62.53 66.13
Table 3.7: Network difference simulation result.
The result shows that even two categories have precisely the same network
structures; we can still gain extra information by smoothing or sharpening the
data.
3.6 DISCUSSION
In this paper, we have introduced the concept of feature networks. Based on that,
we have suggested a family of graph Laplacian-based operations for feature vec-
tor differentiation and integration. We have demonstrated the usefulness of taking
derivatives and integration of feature vectors in machine learning problems, uti-
lizing network structures from training data or from prior outside data.
The process is implemented by computing the graph Laplacian L of feature
vectors and selecting appropriate kernels on graph for data smoothing or data
sharpening. These new feature sets were demeonstrated successfully in binary
classification problems involving gene expression and other molecular-level com-
putational biology predictors. Our model captures information on gene regulation
in the form of dynamical variations caused by gene interactions. This new level
of information describes real biological processes that may be complementary to
113
gene expression measurements and as independent features. This method is most
useful in distinguishing data with a natural connection between features like pic-
tures, spectral data, gene expression data, and text data.
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CHAPTER 4
Feature networks in Machine Learning and applications
Abstract:
A machine learning (ML) feature network is a graph that connects features in learn-
ing tasks by similarity. Feature vectors can be viewed as functions on the feature
network. Applications of such structures, including classification techniques and
feature vector filtering, has been implemented to image processing and compu-
tational biology, among other areas. Here we will focus on the idea of feature
networks and their applications in ML, based graph structures for feature vectors.
One application of this notion involves the specialization of the underlying
graph structure on feature vectors to a graph generalization of convolutional neu-
ral network with deep structured learning, involving hierarchical representations
of features of differing ’depth’ or complexity. It allows introduction of general ML
classification and regression algorithms such as the support vector machine (SVM)
to feed forward in such a deep structure. Such a framework can also be augmented
for classification using feature engineering techniques that emphasize local infor-
mation in datasets.
An additional notion that naturally fits into this framework is the notion of
feature engineering, in which features are not only related by a network but are
used to engineer new features via an expanded network structure.
We proposed a deep multi-scale clustering structure with small learning com-
plexity on general graph distance structures. We include some important examples
of tree structured feature networks that parallel the structures of deep neural net-
works, with connections defined by feature clustering or by feed-forward machine
learning connections.
Most generally, feature relationships can be structured as multi-relations
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(among multiple features simultaneously) rather than just the binary ones among
feature pairs. Such general feature networks are discussed in which new nodes
(features) are expressed via more complex relationships with existing features.
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4.1 INTRODUCTION
4.1.1 Feature networks and Functions on feature network
Basic Ideas. In the mathematical models of supervised learning, each sample/ob-
ject is represented by a feature vector. A dataset can be described as a matrix with
rows of samples and columns of features. Network connections can be made be-
tween either the rows or columns of the matrix. Graph structures in such ML tasks
involves two types of structures: 1) sample networks (in which nodes represent
samples), and 2) feature networks (in which nodes represent features). A net-
work/graph structure on the rows is a graph structure on samples, while connect-
ing the columns identifies a network that connects features. In this paper we focus
on feature networks, network structures that connect features in machine learning
data sets.
Examples of feature networks are included in Chapter 2 and Chapter 3, in
which machine learning features form graph nodes, and network connections are
formed by prior knowledge of feature relations or correlations. This notion extends
also to the creation of new features (network elements) from old ones – illustrations
of these include simple creation of new features as cluster averages of old ones in
a feed-forward structure that will be described here.
Feature vectors viewed as functions: purpose of feature networks. An ad-
vantage a feature network structure is that features can be represented differently.
Any real valued feature vector f = (f1, · · · , fp) can be viewed as real function
f : V → Rp on the underlying graph vertices in one to one correspondence with
features {1, . . . , p}. Additionally, such graph structures for features can include
feature vectors (viewed as functions on graph) that have machine learning con-
nections between each other. This falls into the area of feature engineering via
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network construction.
Thus in the above examples, graph nodes technically represent feature vector
indices, with component values in feature vectors technically represented as func-
tions on these graphs. In applications to machine learning we are concerned about
the graph structures (representing feature connections), but also about functions
on these graph structures, which are our representations of feature vectors.
Graph signal processing. The representation of feature vectors in machine
learning as functions on graphs (graph functions) allows for the use of several tool
kits in the theory of such functions. In the growing area of graph signal processing,
applied analogs of Fourier analysis tools to graph functions provides a new angle
for machine learning tasks. More generally, some of the very useful techniques
of classical functional analysis can also be extended to such settings, augmenting
available possibilities in applications to machine learning.
Specific applications of this idea for certain types of graphs have been worked
on by other researchers. However, the theory as a tool for machine learning has
not been discussed previously to our knowledge.
4.1.2 Generalizations of deep and convolutional neural network structures
Deep learning in neural networks can be viewed as a tool for extracting complex
features from simpler feature vectors – features arising as activations deep in the
network are the important outputs of the process. One focus we will have in the
study of of feature networks will to formalize this process of obtaining complex
features and to incorporate additional tools in obtaining such complex features.
Convolutional Structures. A convolutional neural network (CNN) can be
viewed as an example of a feature network - the two-dimensional rectangular lat-
tice structure provides a natural graph structure appropriate to image processing.
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Figure 4.1: Deep Feed-forward Neural Network with n Hidden lay-
ers, p input units and q output units with weights W . (Sengupta et al.,
2019).)
CNNs are able to extract local spatial features at multiple scales and integrate them
to construct representations containing high-level features. This approach has led
to new and useful developents in a broad set of areas of machine learning, and
has initiated the broad area of deep learning and its extensive applications (LeCun
et al., 2015). Deeper analysis of CNNs and related aspects of graphs, have led to
some of the keys of CNNs: local connection, shared weights among different local
connections and the use of multiple-layers. These approaches can also be of great
importance in solving problems arising in the graph domain, because: 1) graphs
are a more general locally connected structure, 2) shared weights (e.g. weight com-
putations that can be shared across different local connections on the graph) reduce
computational cost compared with traditional graph theoretic methods, and 3) nat-
ural multi-layer structures form a key to deal with hierarchical patterns recogni-
tion, for identifying features of various extents and levels of abstraction.The graph
neural network (GNN) is a natural generalization of a convolutional neural net-
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work (Zhou et al., 2018). Convolutional structures are also most naturally framed
in the context of feature networks rather than just neural networks.
A graph neural network is a network of neurons with more general connections
than just the standard feedforward ones in neural networks. As an extension from
standard neural networks to general graphs, a GNN is able to learn an embed-
ded state which contains neighborhood information in each node. GNNs are deep
learning-based methods that operate on graph domains. Because of their high level
performance and level of local interpretability, GNNs have been broadly applied
recently in graph analysis. (Henaff et al., 2015; Kipf & Welling, 2016; Monti et al.,
2017). The convolution structure techniques are extended from deep learning in
visual images to a more general context.
4.1.3 Deep learning with graph structures
Applications of machine learning to graphs. In the past few years, research in an-
alyzing graphs with machine learning has been receiving more and more attention
because of the expressive power of graphs. Graphs can be used as a denotation
of a large number of systems across various areas, including social science (so-
cial networks), natural science (physical systems and protein-protein interaction
networks), knowledge graphs, recommendation systems and many other research
areas.
Network connections between data components. Notions of network con-
nections between data components are common in the literature (Min et al., 2009;
Tang, 2013; Kim et al., 2013), and our discussion here strictly adheres to these no-
tions in the context of feature vectors in ML. Min et al. (2009) developed a scalable
feature mapping method based on a pre-trained deep neural network (using Re-
stricted Boltzmann Machines) for producing better KNN classification. Tang (2013)
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identified a constant success in substituting the standard softmax neural connec-
tion with a linear support vector machine. Learning connections then minimize a
based on margins rather than the cross-entropy loss. Since SVM can effectively dis-
criminate features, Kim et al. (2013) proposed a deep structure model using SVM
that has an inherent ability to select data points important for classification with
good generalization capabilities.
Among the many other examples of graphical structures on data, there are
acyclic graph (tree) structures illustrated by feed-forward neural nets with shallow
or deep structures. Though the feature network structures of such neural networks
are clear, they can be generalized to include models that are much broader.
Image processing tools. Image processing algorithms have used the underly-
ing lattice network structure of pixel indices implicitly for denoising using smooth-
ing or other Euclidean function methods. For processing and restoring images
they’ve also used advanced algorithms from statistics and machine learning, ex-
ploiting the canonical adjacency structure of the index space (Takeda et al., 2007;
Portilla et al., 2003; Li, 2009; Chambolle et al., 1998). Local Markov random field
models (Li, 2012), Geman & Geman (1993) have also been applied to image restora-
tion, within the field of statistical image denoising. The application of kernel re-
gression, or kernel smoothing, in image processing and reconstruction has also
gained attention in past years (Takeda et al., 2007; Portilla et al., 2003), along with
more advanced kernel methods such as support vector regression (Li, 2009).
Computational biology applications. In computational biology, gene expres-
sion profiles have been commonly used in disease diagnostics and prognostics
(Bellazzi & Zupan, 2007; Ramaswamy et al., 2003). It is well-known that microar-
ray gene expression profiles are very noisy, and denoising methods have drawn
attention for a number of years (Aris et al., 2004; Tu et al., 2002). Researchers have
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focused on discovering and using underlying structures in the indices and their
features, or genes and gene expressions, respectively. Underlying structures in the
form of (prior and posterior) biological networks have been used to regularize gene
expression feature vectors for stronger and more stable expression signals. Lo-
cally constant regularization averages gene expressions with those of other nearby
genes. For example, Su et al. (2009); Bild et al. (2006); Lee et al. (2008); Wang et al.
(2005) used KEGG pathways, which group genes into biochemical pathways, to
average expression among genes in the same pathway, based on the premise that
genes linked by metabolic steps should have similar differential expression values.
Alternative networks: protein-protein. In addition, searches of protein-
protein interaction (PPI) networks (interpreted as gene-gene interactions) for
highly interactive groups also yield networks (Chuang et al., 2007) that can be
reverse-mapped into gene interaction networks. In such gene network structures
assuming that nearby genes will have similar expression patterns, the averaging of
gene expression values among nearby genes forms denoised features (reinforcing
similarities in gene expressions while cancelling individual variabilities and ex-
pression noise). Viewing a gene network as a base space with gene expression as a
function on it is implicitly used by Rapaport et al. (2007), who adapted classical sig-
nal processing techniques such as the discrete Fourier transform and spectral anal-
ysis (Rabiner & Gold, 1975) to denoise expressions by removing "high frequency"
(noise) expression components on the network. This work implicitly views gene
expression signals as functions defined on the network of genes (which are inter-
pretable as individual features).
4.1.4 Our work
Purpose. The purpose of this paper is to elaborate on the feature network con-
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cept and illustrate different applications of notions of feature networks in machine
learning. A corollary of this with the goal of developing applications of graph sig-
nal processing (GSP) and graph functional analysis (GSA) is the view of ML feature
vectors as functions defined on graphical structures. The graph/network defines
prior known relationships among features, and feature vectors are represented as
functions on this graph.
Goals and relationship to other work. In the introduction before we start dis-
cussing the work of others we should mention that the methodology we are intro-
ducing integrates methods that have been used by others as well, with our focusing
on the idea that machine learning features naturally form network structures and
that such structures can have connections of various types, including correlation
connections as well as machine inference connections.
Thus the Innovation that we are presenting is to define a general notion that
includes many different examples but gives a much more General Viewpoint in
the context of machine learning. The viewpoint is that any feature Vector should
be viewed as a function on a network with connections that can be very general,
and networks that can include three structures as well as arbitrary graph struc-
tures. The examples will illustrate why this notion is useful and why it gives an
appropriate way to look at machine learning feature vector.
4.1.4.1 Application 1: Smoothness features
The notion of ML features forming a network based on prior information has many
applications, some of which will be described below and will also appear in more
detail in Chapter 2. The feature network approach is used there to form a new
class of supervised classification algorithms based on features related to differing
covariance structures in machine learning classes. In the area of computational
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biology for example, this would involve the use of gene co-expression networks
(gene expression covariance structures) to form new gene expression-based classi-
fiers.
This supervised learning approach involves feature engineering, in that new
features are extracted from standard classification feature vectors. These features
are based on such vectors’ smoothness (measured by the graph Laplacian) on a fea-
ture network consisting of feature (e.g. gene expression) covariances in training
data. The resulting classifier is based on the new ’smoothness’ features engineered
from a feature vector viewed as a function on a graph structure. The utility of these
new smoothness features arises in the notion that given two ML classes A and B, a
feature vector from a given class will tend to be smooth on a feature graph (the fea-
ture network, or FN) related to that class, and will "fluctuate" on alternative FNs.






Wij(fj − fi)2 = fTLf, (4.1)
where f is the function/feature vector on the FN, and Wij represents the connec-
tion weights between features i and j.
4.1.4.2 Application 2: Feature Vector Regularization
Feature network structures can also be applied to feature vector regurlarizations
based on graph signal processing (Shuman et al., 2012a), which generalize functional
analytic operations (generally applicable ones like Fourier transforms) to functions
defined on graphs. For functions in Euclidean space such regularization opera-
tions include function denoising (via convolution with kernels) as well as con-
trast enhancement (via fractional differentiation). Such techniques have been used
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in various ways in image processing, in which effective ML feature vectors are
formed by pixel intensity arrays x1, . . . , xp. Image processing-related graph struc-
tures are generally the adjacency structures of image pixels, while the above spatial
techniques can be generalized to a broader set of feature graph/networks. As in
image processing, where image data can be viewed as functions on the graph of
pixels, data denoising and data deblurring now occur in the graph spectral do-
main.
Specifically, for any kernel that is a function h(L) of the graph Laplacian L,
kernel operations on functions assume similar roles to functions of the Laplacian
on functions in Sobolev spaces Hs(Rp). Here if qi are eigenvectors (eigenfunctions)





We can apply different filter/functions on feature vectors to extract better signals.
fout = h(L)fin
Preview of third example. An example of our approach taken in this paper
includes deep feed-forward hierarchical tree (acyclic graph) structures based upon
the underlying graph structure of feature vectors. This is obtained by recursive fea-
ture clustering. With various constructions of the feature mapping from one layer
to the next, this can be viewed as a deep learning framework for all classification
algorithms.
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4.2 DEEP HIERARCHICAL STRUCTURE ON FEATURE NETWORKS
Motivation: analogy to image processing. In image recognition and processing,
pixels have a Euclidean position structure that automatically creates an adjacency
network for them. For machine learning (ML) tasks related to image recogni-
tion, such network structures can be useful in various tasks, including unsuper-
vised signal improvement as well as supervised learning of images. Similarly, in
other machine learning contexts, feature vectors that do not have components cor-
responding to Euclidean positions nevertheless can have graphical structures on
their components that can serve similarly useful functions. In all situations, such
networks can represent prior knowledge: in image recognition this is the prior
known position of pixels relative to each other (e.g., an adjacency graph), while
in other tasks there are relationships among features that are previously known as
well that can improve machine learning tasks.
As mentioned, examples of such graphical relations (Rapaport et al., 2007; Mu
et al., 2016) include edges defined by prior known correlation structures among
features.
Applications of the approach. An important application of the extension of
image processing pixel adjacency graphs to general feature network graphs is a
generalization of the convoutional structures that have been very powerful in im-
age processing over the past decade. To similarly exploit the relationships implied
in more general feature graph structures, the abovementioned image-based con-
volutional approaches have useful generalizations (Bronstein et al., 2017). These
methods will be illustrated in this paper as well.
Preview of further application: convolutional structures. Using a generaliza-
tion from convolutional neural networks (CNN), we can seek by analogy to find
graph partitions (windows analogous to convolutional image windows) that iden-
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tify and unify closely related features. If learning algorithm parameters are iden-
tified for one such convolutional window, then such parameters could transfer di-
rectly to other windows, hopefully reducing substantially the learning process as
compared with a fully connected neural network. Moreover, the same clustering
process can be recurrent until optimal performance achieved. Similarly to convo-
lutional neural networks for images, we can construct locally connected neighbor-
hoods from input graphs. These neighborhoods are generated efficiently and serve
as the receptive fields of a convolutional architecture, allowing the framework to
learn effective graph representations.
4.2.1 Construction of a feature network











so that X ∈ Rn×p. Let graph G(V,W ) be feature network of X , where the vertices
V = {1, 2, · · · , p} represent the p features, and W is a p × p matrix representing
weighted connections between feature pairs. The weight matrix Wij representing
prior or posterior relations between pairs of features i, j can be defined in different
ways.
1. Empirical correlation in the current or prior datasets. Correlations of pixel
intensities are typically sufficient to reveal the intrinsic geometrical structure
of images (i.e. which pixel is adjacent to which). However, in more general
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networks, negative pairwise feature correlations may fit certain graph algo-
rithms, including general graph clustering algorithms.
2. Distance based similarity functions. Physical distances separating features fi
and fj might have a form
d(i, j) = ∥fi − fj∥,
where the norm may be an empirical average distance. Such a distance can








4.2.2 Deep hierarchical feature networks
Convolutional neural networks in image processing reduce (pixel-level) feature
vector cardinalities via pooling into convolutional windows, and then subsam-
pling into deeper layers. Such convolutional pooling is possible because of the
natural multiscale clustering of the pixel grid: a convolutional image interpreta-
tion network inputs all the featurs in a cluster, and outputs a single feature for that
cluster. On the pixel grid, such clustering respects an intrinsic (2D geometrical)
metric and translational structure, and the Laplacian operation on feature vectors
(intensity functions on the pixel grid) has simple interpretations.
Generalizing an image grid to a general weighted undirected feature network
G = (V,W ), V = (1, 2, · · · , p), we are able to generate an analogous hierarchical
structure using multiscale clustering. Let G0 = G be the graph structure for the
feature input layer (the set of input features).
The above pooling process for features within local convolutional windows can
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be generalized based on the following observation. In image processing, feature
vectors (with features representing pixel intensities), have high correlations if they
represent adjacent pixels. To this extent, an approximate generalization of a local
convolutional window in a convolutional neural net would be a cluster of features
connected by high mutual pairs of correlations.
Continuing the above analogy between pooling of correlated ML features and
pooling of pixels in deep network convolutional windows, such a process can be
iterated. To the extent that a convolutional neural net has deeper layers summa-
rizing more extensive windows of pixel features in a visual image, a convolutional
feature network iterates the above pooling process into higher layers of features
summarizing larger ’windows’ (correlated sub-classes) of the primal set of features
f1, . . . , fp.
As in deep convolutional neural nets, this process is recursive, so that features
at each layer are aggregated from clusters of features in the previous layer. Simi-
larly, network weights in each layer are aggregated from weights within clusters in
the previous layer. For the kth layer in the deep structure with Gk = (Vk,Wk), we
let Ck = (Ck,1, · · · , Ck,dk) (Ck,j ⊂ Vk) be a partition of Vk into dk graph clusters based
on Gk = (Wk, Vk), where Vk =
∪dk
j=1 Ck,j . With hard clustering algorithms, the clus-
ters Ck,js are mutually exclusive. With soft clustering, the clusters can overlap, i.e.,
each node can belong to more than one cluster.
With the graph partition Ck, we can form a new network Gk+1 = (Vk+1,Wk+1)







Wk,s,t, if i ̸= j, (4.2)
i.e. an average of weights between the clusters Ck,i and Ck,j .
Thus, we obtain a general architecture that allows general machines to feed
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forward feature information. A simple example of the deep hierarchical structure
based on clustering shows in Fig 4.2.
Figure 4.2: Deep hierarchical structure for undirected Graph G with
two levels of clustering, i.e., two layers in the network learning.
4.3 LOCALLY CONNECTED NETWORKS
With the above hierarchical structure, several machines are introduced in this sec-
tion with different ways of defining features fk at node k in the above feature
hierarchy. We can define a general feed-forward feature structure as follows. If
fk = (fk,1, · · · , fk,dk−1) is the input to layer k, let output fk+1 be
fk+1 = g
(
fk; Θ, {Ck}), (4.3)
where Θ is a set of parameters, and {Ck} is the collection of convolutional clusters
at level k.




Analysis of the approach. Denoising of functions on Euclidean spaces typically
assumes largely independent noise (e.g. white noise) which can be quenched
through local averaging (e.g. cluster averaging or blurring) of the data. The ef-
fect is to diminish variance (by cancelling adjacent white noise components) while
introducing minimal signal bias (if the original signal is smooth). The transfer of
such Euclidean denoising techniques to denoising structured feature vectors has
been implicitly used in existing applications. The approach is to similarly average
adjacent features, typically via a graph/network adjacency structure. This gener-
alizes to all denoising problems with underlying network or metric structures on
the index space. Examples which will not be analyzed here include computer net-
works (Ma et al., 2009) and financial market analytics (Mandere, 2009; Tumminello
et al., 2007).
Though we focus on underlying network structures in our examples, in fact full
metric structures distance measures which satisfy the properties of a metric space
on feature index spaces which can provide the most useful denoising. Clearly, any
metric structure on an index space can be interpreted as a network with weights
defined by distances. However, a prior metric structure alone can have advantages
over a network structure. Specifically, if the network is derived and modified in
some way from an initial metric structure on the set of indices, it is generally bet-
ter for denoising applications to use the primitive metric rather than the derived
network. The reason is to some extent clear, given that Euclidean function denois-
ing methods can transfer laterally to denoising of feature functions if the space
on which these functions are defined has a parallel metric structure. In particular
convolution-based Euclidean methods such as heat kernel regularization (Wand
& Jones, 1994) and support vector regression (Vapnik, 2013) can be adapted more
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directly if the index structure forms a metric space. As an example of this, in our
applications below we exploit a network structure on indices (genes) by first con-
verting it into a metric structure using a graph diffusion kernel (Kondor & Lafferty,
2002). However a pre-existing canonical metric structure on the indices is prefer-
able one derived from a heat kernel. Further, we should note that such canoni-
cal metric structures (as opposed to just their derived network structures) can be
found quite often as a result of the fact that prior structures on feature vectors are
based on correlation covariance structures (i.e., a prior known covariance matrix
of features) are automatically metrizable, since the covariance matrix is positive
definite and hence defines a kernel matrix K = Σ. Note that a distance measure
d(xi; yj) derived from a kernel matrix K(xi; yj) = xiyj can be shown to satisfy the
properties of a metric, and thus to imply not only a correlation-derived network
structure but also an associated primitive correlation-based metric distance.
In the case of gene expression vectors, such prior correlation-derived metric
structures (e.g., a full metric structure on genes based on expression correlations
from prior experiments) can be much more powerful than networks per se in the
adaptation of Euclidean regularization methods, assuming that the associated im-
plied metric structure is defined and used. In the examples of kernel regression
and diffusion kernel applications to gene expression vectors that we discussed
here, we rely on a heat kernel-based metric structure derived from prior known
network structures on (protein-protein interaction networks), in spite of the fact
that these are not canonical (e.g. correlation-induced) metric structures.
Applications: On the datasets below we use a training set to define a graph
structure based on feature correlations. These are gene expression datasets, so
that the correlation structures are based on gene coexpression networks. Convolu-
tional clustering is done based on clustering algorithms. Convolutional windows
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(pooled clusters) are sub-sampled through simple summary features, namely clus-
ter averages. Below we use only one layer of convolutional pooling. Fig 4.3 in-
dicates how the additional pooled features have affected supervised classification
performance as partition window size increases. Embryonal CNS Tumors dataset
(Pomeroy et al., 2002) includes 7129 genes and 34 patients with two classes, Lung
data (Tan et al., 2005) contains 12533 genes and 181 patients with binary labels.
Hierarchical clustering with Wards method is applied here with various size of
clusters.
The results above imply that under a model that the gene expression feature
vector f = (f1, . . . , fp) = g + η is a sum of an underlying signal g = (g1, . . . , gp)
and an effectively independent noise signal η = (η1, . . . , ηp) (involving all other
effects) the data indicate that noise levels in the CNS and the Lung data are dif-
ferent. In feature vectors f = g + η in which noise η dominates the signal, the
relatively small bias due to cluster averaging is dominated by a large variance re-
duction due to noise cancellation. Thus, feeding forward in the feature network
to the next feature-averaged layer will improve feature quality, and hence cancer
classification accuracy. What is indicated in the CNS dataset is that pooled cluster-
averaged features diminish classification accuracy, i.e. that the loss of information
from additional bias dominates the improvement in variance from this convolu-
tional pooling, with a resulting decline in classification performance with pooled
window (cluster) size. This is not the case with lung data, in which it is indicated
that the decline in variance with pooled window size improves the feature vec-
tor signal, implying that noise dominates this second (Lung) dataset over the first
(CNS) dataset.
This implied massive noise in the CNS data implies that a smaller number of
pooled clusters provides smoothed features without excessive loss of information,
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(a) CNS data (b) Lung data
Figure 4.3: Classification performance with one layer average pool-
ing for two cancer datasets. The red line in the graph indicates the
benchmark performance by SVM with linear kernel.
improving classification performance. In contrast the Lung cancer gene expression
vectors are less noisy, and over-smoothing (pooling windows that are too large)
would decrease detail in feature vectors, jeopardizing performance. This assump-
tion is consistent the benchmark classification accuracies: Lung cancer achieves
94% accuracy while CNS only 68%.
We have additionally tested the same feature pooling approach on two well-
known human breast cancer datasets (Wang et al., 2005; van ’t Veer et al., 2002)
with gene expression as features. In both datasets the gene expression features are
used as predictors of breast cancer metastasis. A gene network based on protein-
protein interactions (PPI) has been used here to characterize the underlying struc-
ture of the index (gene) space. By applying the convolutional windows and av-
erage the features within clusters, feature vector can be smoothed or denoised.
The denoised expression feature vectors are then used for predicting breast cancer
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metastasis using a support vector machine (SVM) classifier. With minimal tuning
of the regularization parameters, the area under the ROC curve is improved by 17
and 7 percentage points, respectively, over the SVM using raw gene expression fea-
tures as input. In this experiment, the pooling size for three layers are d1 = 3000,
d2 = 800, d3 = 100 respectively in the hierarchical structure. We also compared
the pooling from hard clustering (e.g., spectral clustering) and soft clustering (e.g,
fuzzy C-means (Pal et al., 1996)).
input number of features Hard clustering Soft clusteringAccuracy AUROC Accuracy AUROC
benchmark 11356 55.27 63.41 55.27 63.41
1st layer 2000 65.19 75.28 67.31 78.15
2nd layer 500 72.58 81.89 75.44 79.21
3rd layer 100 57.78 68.22 63.29 71.47
Table 4.1: Average pooling with Wang breast cancer dataset. The in-
put feature network is segmented as 2000 subnetworks by clustering,
and 2000 new features are generated by average the subnetworks.
The process continues for the 2nd layer and 3rd layer. Accuracy and
AUROC are from SVM model with linear kernel.
input number of features Hard clustering Soft clusteringAccuracy AUROC Accuracy AUROC
benchmark 22233 65.69 66.22 65.69 66.22
1st layer 3000 73.32 75.28 78.83 80.15
2nd layer 800 71.21 74.89 73.27 76.44
3rd layer 100 70.30 73.22 72.01 75.29
Table 4.2: Average pooling with van de Vijver breast cancer dataset.
The process is the same as Table 4.1 except the size of clusters, i.e, the
number of features in the next layer.
With a different breast cancer dataset (with the same outcome, metastasis of
cancer), the trend of the classification performance is similar. The accuracy is in-
creased by 8%, and AUROC increased 9% with 3000 first layer features with hard
clustering. With the same parameters in soft clustering, we have 13% and 14%
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improvement in accuracy and AUROC. When the structure goes deep, the perfor-
mance goes worse. This can be explained by that, features in the deeper layer are
oversmoothed by averaging.
4.3.2 Smoothness network
The notion of convolutional pooling based on feature networks can also be illus-
trated through an adaptation of the above ML classifier based on ’smoothness’ of
test feature vectors on trained feature network graphs. For a graph G = (V,W ),
modified smoothness penalty for any function x : V → Rp on G is defined as
Chapter 2:











where L is the positive Laplacian matrix, L = D∗ − W , with D∗ = diag(d∗i ) is a
diagonal matrix with entries d∗i =
∑
j |Wij|.
While the above method trains a feature network and tests the smoothness of
feature vectors as functions on this network, it is also possible to pool basic gene
expression features fi into a convolutional structure, i.e. to cluster the features.
Each convolutional feature window (cluster) would then adopt its own local clas-
sifier on test vectors f t, based on their (local) smoothness within respective feature
clusters.
The previously mentioned correlation-based deep convolutional hierarchical
structure process generates subnetworks with each partition. Since graph smooth-
ness is an efficient feature map for classification with feature networks (Mu et al.,
2016), the (local) smoothness of test feature vectors f t on sub-graphs can be used
as a collection of sub-sampled smoothness features, one from each convolutional
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window, (i.e., cluster). Let Gk,j = (Ck,j,Wk1Ck,j×Ck,j) be the sub-graph of Gk with
all nodes in cluster Ck,j (i.e., the jth cluster at clustering level j). Define the k+1th




]TLk,j[h(fk, Ck,j)] = ∑
s,t∈Ck,j
Wk,st(fk,s − fk,t)2 (4.4)
where h(fk, Ck,j) = {fk,t}t∈Ck,j is a function that selects just features from cluster
Ck,j in layer k, and Lk,j represents the graph Laplacian of Gk,j .
Applications: We used gene expression datasets described in (Tan et al., 2005)
to test this approach. Data in all tables represent accuracy levels in percent. The
mean accuracy levels in percent over 10-fold cross-validation runs are shown in
Table 4.3 for all tested classifiers and all nine datasets. One connecting smoothness
layer is applied here, and the number of clusters is determined by the modularity
in community detection algorithm (Newman, 2006). The range of the cluster size
is from 3 to 10. This algorithm is also used to accomplish the clustering itself.
Data No.Samples No.Features SVM(linear) SVM(rbf) Smoothness
CNS 34 7129 76.47 82.35 73.53
Colon 62 2000 87.1 74.19 70.97
Lung 181 12533 98.9 98.9 99.45
Leukemia 72 7129 94.44 91.67 95.06
GCM 280 16063 86.43 85 87.86
DLBCL 77 7129 97.4 92.21 90.91
Prostate1 102 12625 89.22 88.24 85.29
Prostate2 88 12625 75 79.55 80.41
Prostate3 33 12625 100 100 100
Table 4.3: Accuracy of classifiers for binary class expression datasets.
The terms ’SVM(linear)’ and ’SVM(rbf)’ indicate SVM with linear
kernel and radial basis function kernel are applied to the original
data. The term ’Smoothness’ represents the classification results
come from the smoothness network features (subnetwork smooth-
ness penalty) with linear SVM classifier.
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4.3.3 Deep learning with SVM bagging
Support Vector Machine (SVM) is a commonly used classification algorithm. It
provides non-linear separation. So it could be a good representation of nodes in
the deep structure. In this application, with the same clustering strategy, we define
nodes in the hidden layers by SVM probability. For each cluster Ck,j , an SVM
model is built by all features in the cluster, and provide a prediction probability.
Define the k + 1th layer output as the SVM probability score:
fk+1,j = Prob(ŷj|fk, Ck,j) (4.5)
with ŷj is the output of linear SVM classification for a subset of features Ck,j .
In Chapter 4.3.1 and 4.3.2, the two definitions of nodes: average pooling and
smoothness network are generating unsupervised features. With SVM bagging, all
nodes in the deep structure are obtained by supervised SVM models, they would
provide supervised new features for the deeper layer.
4.4 DISCUSSION
In the previous section, we used three different node definitions in the deep fea-
ture network structure. All three methods provide improvements for classifica-
tion. Similarly, the idea can be generalize to convolutional networks with back-
ward propagation.






where g is the activation function, ωk represents training parameters. This stan-
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input number of features Prostate1 Prostate2Accuracy AUROC Accuracy AUROC
benchmark 12625 89.53 93.52 75.03 83.82
1st layer 1000 90.69 96.01 82.91 82.61
2nd layer 100 91.89 95.48 79.56 87.45
3rd layer 10 85.86 92.51 75.83 84.50
input number of features Breast (wang) Breast (van)Accuracy AUROC Accuracy AUROC
benchmark 10000 58.27 72.10 62.86 75.23
1st layer 1000 60.59 72.21 67.53 70.99
2nd layer 300 61.77 72.65 65.22 68.89
3rd layer 80 62.84 73.03 65.92 68.07
Table 4.4: SVM bagging network performance with four cancer
datasets. The input feature network is segmented as 1000 and 2000
subnetworks by clustering for Prostate data and Breast data sper-
ately, and the new features are determined by linear SVM classifier
from the features in subnetworks. The process continues for the 2nd
layer and 3rd layer.
dard feedforward structure is typical of neural networks. However, as mentioned
earlier, convolutional pooling structures in image processing feature vectors can
be extended as above to similar pooling based on correlation-clustering windows.
Since adjacent pixels in image feature vectors are the most highly correlated, our
method specializes to standard convolutional windowing algorithms when data






where Mk = [1Ck,1 , · · · , 1Ck,dk ] is the clustering mask with dimension of dk × dk−1.
Bk is the weight matrix with the same dimension as Mk. Here ⊙ represents the
element-wise product. We have applied the clustering mask Mk such that nodes in
the (k + 1) layer are restricted only to gaining information from a single cluster in
the previous layer. That is a generalization of CNN structures.
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Algorithm 1: Train graph convolution layer
1. Given deep hierarchical structure as a series of graphs Gk = (Vk,Wk, Ck),
k = 0, 1, · · · , K. And learning rate be α.
Forward Pass:
2. Input data: Xk




4. Loss function: J(ŷ, y)
Backward Pass:
5. Compute gradient w.r.t input: ∂
∂Xk+1
J






J ∗ g′ ∗Xk
)
⊙Mk
7. Iterate weight matrix as: Bk := Bk + α ∂∂BkJ
This algorithm combined in two steps with CNN filtering and pooling within
the hierarchical structure, and it reduces number of parameters.
Network clustering can be very expensive, considering that computational
memory is O(N2) and complexity is O(log(N3)) for a dataset with N features. A
pre-trained deep network structure, such as a protein-protein interaction (PPI) net-
work, can be beneficial in many gene-related tasks. However, once deep structures
are provided, numbers of parameters and computation times can be reduced sub-
stantially. With this deep hierarchical bagging structure, graph embedding feature





Theorem A.0.1. Assume a feature vector f(i) = g(i)+ η(i), where g(i) is the underlying
feature vector, and η(i) is Gaussian noise of unit variance. Define kernel
Kx = I + xL; with x ∈ R,
then ∥Kxf − g∥ is a convex function of x, and therefore, argminx ∥Kxf − g∥ has a local
minimum.
Proof. In order to prove the error function E(x) = ∥Kx ∗ f − g∥ is a convex func-
tion, we need to show ∂
2E(x)
∂x2









ℓ ĝ(λℓ)qℓ, we have












































2 = 2fTLLf ≥ 0.
Therefore, E(x) is convex.
Note that this is an analogy of the linear model, minimizing the error function
with the hyper-parameter x for an unknown underlying signal.
This is an example of the bias-variance problem because we can clearly take
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the regularized data and view their error as a sum of terms. The first term is the
bias ∥Kxf − g∥ while the second is the variance ∥Kxη∥. So bias increases, and the
variance decreases as x gets larger. The optimal choice of x occurs when the sum
of the two is minimal.






















































And f̂(λℓ) = ĝ(λℓ) + η̂(λℓ).
For fixed g and L, when η is smooth, x∗ is close to 0.
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APPENDIX B
Image processing examples with graphical functional analysis
In Figure B.1, we add random noise in the images ’B’ and ’U’. Then apply the
Laplacian operator Φ(x;−1) with network ’B’ and ’U’ on the noise data. The result
shows that random noise in the data set can be reduced by appropriate network
structure as xB with Φ(xB;λ = 1) and xU with Φ(xU ;λ = 1). If data transformed by
a different network, the operation would add structure noise to the original data.
Figure B.1: Data smooth example: First column is the data with
noise xB and xU , the second column is the transformed data with
operator Φ(x;λ = 1) = x − xLB, where LB is the Laplacian from ’B’
network. And the right column is the noise data transformed by op-



















regularization 0 0.150.100.05 0.20 0.500.400.30
Figure B.2: digit recognition example. The first row indicates regu-
larization with network weights threshold from 0 to 0.5, i.e., remove
all edges with weights less than the threshold. The second row is
networks generated from class with specific regularization. The rest
images are transformed by kernel Φ(X; s) = (I + λL)X from noisy
images on the rightmost column.
Figure B.3 and Figure B.4 represent the results of additional experiments with
the kernel Θ(X; s) = (I + aL)sX , computed using the random forest (RF) as well
as SVM as a classifier. These complement Figure 3.8 and 3.9 in Chapter 3.
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(a) Θ(X; s) = (I + aL)sX SVM (b) Θ(X; s) = (I + aL)sX Random Forest
(c) Θ(X; s) = (I + aL)sX Random Forest (d) Θ(X; s) = (I + aL)sX Random Forest
Figure B.3: IR data Lung cancer subtypes classification with different
parameters.
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(a) Θ(X; s) = (I + aL)sX SVM (b) Θ(X; s) = (I + aL)sX Random Forest
Figure B.4: TCGA Lung cancer subtypes classification on trans-
formed data with SVM and random forest
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