Multi-temporal interferometric synthetic aperture radar (MT-InSAR) can be applied to monitor the structural health of infrastructure such as railways, bridges, and highways. However, for the successful interpretation of the observed deformation within a structure, or between structures, it is imperative to associate a radar scatterer unambiguously with an actual physical object. Unfortunately, the limited positioning accuracy of the radar scatterers hampers this attribution, which limits the applicability of MT-InSAR. In this study, we propose an approach for health monitoring of railway system combining MT-InSAR and LiDAR (laser scanning) data. An amplitude-augmented interferometric processing approach is applied to extract continuously coherent scatterers (CCS) and temporary coherent scatterers (TCS), and estimate the parameters of interest. Based on the 3D confidence ellipsoid and a decorrelation transformation, all radar scatterers are linked to points in the point cloud and their coordinates are corrected as well. Additionally, several quality metrics defined using both the covariance matrix and the radar geometry are introduced to evaluate the results. Experimental results show that most radar scatterers match well with laser points and that LiDAR data are valuable as auxiliary data to classify the radar scatterers.
Introduction
Satellite-based differential interferometric synthetic aperture radar (DInSAR) is a standard geodetic technology for deformation monitoring over wide areas with millimeter accuracy [1] . Multi-temporal interferometric synthetic aperture (MT-InSAR) approaches are used to reduce the atmospheric signal delays and decorrelation noise in DInSAR [2] . Based on a set of co-registered radar acquisitions, coherent scatterers are identified and their deformation time series are estimated [3] [4] [5] [6] . Several studies have shown the potential of MT-InSAR for the observation of (line-)infrastructure, such as dams, dikes, tunnels, roads, highways and railways [7] [8] [9] [10] [11] [12] .
Railway systems consist of a complex collection of constructions, such as embankments, tunnels and bridges, subject to changing environmental conditions (geology, relief). As a result, several processes impact the structural health of these networks, depending on their locations. Examples are the differential subsidence of assets in soft soils, slope instabilities/slow landslides in mountainous areas, embankment instabilities, and aging and degradation of concrete constructions. Due to the foundation and construction of a railway section, several processes may occur on a very local scale. For example, in soft soils, the embankment with the rails may show a different deformation behavior compared to the catenary poles. Significant differential settlements have been observed in the transition zones relative to fixed structures [13] . Current approaches for structural health monitoring are levelling, linear variable differential transformers and video based systems [14] . While the latter can be used to monitor dynamic displacements [15, 16] , their applicability is limited due to manual operation and localized implementation. MT-InSAR is complementary to these in situ techniques and has the advantage of wide area applications, frequent revisits, and a millimeter level precision.
For a proper analysis and interpretation of MT-InSAR products, the locations of the coherent scatterers (CS) need to be known with at least decimeter level precision. Unfortunately, whereas the relative displacements with MT-InSAR is estimated with millimeter-level precisions, the positioning precision of radar scatterers is usually poor, in the order of meters [17] . As a consequence, it is difficult to link the radar scatterers to the ground objects, which hampers the interpretation of the deformation signal and limits the applicability of MT-InSAR. The positioning accuracy of CS is dependent on: (i) factors influencing all CS systematically; and (ii) factors specific for each individual CS [6] . The largest systematic uncertainty is introduced by the unknown absolute height of the reference CS. If a corner reflector or radar transponder is available for the whole time series, the reference height offset can be estimated by measuring its position [18, 19] . However, often such a device is not available. Airborne LiDAR provides 3D point clouds with very high spatial density, thus LiDAR points can be found close to all radar scatterers, which makes it attractive to estimate the systematic MT-InSAR height offset based on the full CS dataset [20] [21] [22] .
The individual CS positioning precision is dependent on the sub-pixel positionand the relative height of the scatterers [6, 23] . The precision with which these parameters can be estimated depends on the SAR mission characteristics, e.g., spatial resolution and the orbital tube dimensions. For each CS, the uncertainty in the position is described by a 3D positioning error ellipsoid [23] . Van Natijne A and Hanssen [21] introduced an approach to use the position error ellipsoids to snap the CS point cloud to a LiDAR point cloud. This way, the positioning accuracy of the CS is improved and the CS are linked to physical objects. The snapping procedure also enables adding attributes to the CS, such as the type of object that it represents. The attribution could be based on existing attributes in the LiDAR dataset, or on an intersection with auxiliary data sources.
Combining an improved positioning of CS with their attribution, the state of the railway infrastructure can be assessed. Both CS originating from the railway infrastructure, as well as CS from the direct surroundings are of interest. Often, only scatterers which remain highly coherent over the entire time period are considered, called continuously coherent scatterers (CCS). As the time series lengthen, scatterers may only remain coherent during parts of the time period, referred to as temporary coherent scatterers (TCS) [24] [25] [26] . These scatterers are widely distributed over urban construction areas [27] . To optimally exploit the information content of the MT-InSAR dataset, analyses with an adaptive temporal window are desirable.
Because of the regular maintenance of the railway systems and the subsurface characteristics, the measured deformation may be a superposition of different deformation regimes, for example: (i) long-term settlement; (ii) seasonal shrinking and swelling; and (iii) potential anomalies [8] . To estimate and distinguish different deformation regimes, a proper parameterization of the deformation is required. For example, previous research has shown that temperature [28] , possibly in combination with rainfall [7] , is a good proxy for sub-seasonal deformation assessment. This applies both for concrete/metal constructions, as well as for embankments. For the selection of the most suitable deformation model at a certain location, a hypothesis testing scheme can be used [29] . In addition, by using various quality metrics, a proper selection of the CS can be made to retrieve the valuable information for a railway network.
Here, we propose an optimized process for deformation monitoring along railway networks combining radar scatterers and LiDAR point clouds. In Section 2, we briefly describe the process of MT-InSAR with both CCS and TCS, including parameter estimation and precision, absolute height correction, snapping to LiDAR, and quality metrics. Section 3 demonstrates the approach based on railway sections in the Netherlands, using RadarSAT-2 SAR and LiDAR data, and analyzes and discusses the performed experiments. The conclusions follow in Section 4.
Methodology

Mt-Insar Process
In MT-InSAR, the basic observations are the differential interferometric phases between two scatterers, denoted as an arc. We estimate the residual height and velocity using a time series analysis. A thermal dilation parameter is introduced to describe the variations of interferometric phase with temperature since thermal dilation often happens along the railway due to its steel structure [28, 30] . Considering m − 1 differential interferograms from m SAR images, the unwrapped phase difference between two scatterers i and j of a single arc in the kth interferogram can be expressed as [4] 
where ∆h i,j , ∆v i,j and ∆K i,j denote the residual height difference, the velocity difference and the thermal dilation difference between the two scatterers; n k i,j ∈ Z denotes the integer phase ambiguity;
and B k T are the temporal, perpendicular and thermal baseline, respectively; R i is the slant range, θ i is the local incidence angle and λ is the radar wavelength; C i,j denotes the phase constant that corresponds to the atmospheric delay difference in the master image; and e k i,j denotes the random error of the phase, including the atmospheric delay difference in the slave image. Then, the Integer Least Squares (ILS) model of CCS and TCS is defined as [4, 27] E{
where t start and t stop are the start and stop times obtained from amplitude time series change detection [27] . Note that, for CCS, the start and stop times are equal to the first and last epoch. It is worth noting that the validation of the ambiguity resolution is tested by the a likelihood-ratio test [31] . Parameters of all arcs are estimated using a least-squares approach and checked based on temporal coherence [32] . After getting the arc solutions, we can estimate the parameters of all scatterers by integration of all arc solutions. Since the design matrix of the network is rank defect, conventionally, a reference point is selected to resolve this. In fact, the reference is an arbitrary choice, as long as the full covariance matrix of the network solution is considered [33] . Here, we prefer to use the pseudo-inverse for the network solution instead of choosing a reference point. This way, the obtained solution is equivalent to using the average parameter value of all scatterers as reference. For example, the heights h of the scatterers are estimated byĥ
where B denotes the design matrix related to the network [34] ; ∆ĥ denotes the estimated differential height of all arcs. (·) + denotes the pseudo-inverse and is solved by a fast algorithm [35] . Q ∆ĥ is the Covariance (CV) matrix related to the quality of the arc solutions, which is defined as
where σ 2 ∆ĥ denotes the variance of the estimated height and n denotes the number of accepted arcs. The term diag(·) denotes the diagonal elements of the matrix. The height precision of all scatterers can be estimated as [36] 
Similarly, we also estimate deformation velocities and thermal dilations of all scatterers, as well as their precision. Based on the estimated reference network, we conduct a densification of the CCS and incorporate the TCS in the final result. Details can be found in [6, 27] . The displacement time series of all scatterers are generated following the conventional PS-InSAR methodology, separating nonlinear deformation from atmospheric delay by a spatiotemporal filter [32] .
Attribution of the Insar Observations
In this section, we introduce a standard approach to link the radar scatterers to points in a LiDAR point cloud using the error ellipsoid. This approach includes three steps: absolute height correction, estimating the error ellipsoid, and snapping, see the flowchart in Figure 1 . 
Absolute Height Correction
For a scatterer located at P(x p , y p , z p ) in terrestrial coordinates with a corresponding zero Doppler coordinate (r, t), we obtain the position state vector S(t) and velocity vector V(t) of the satellite using azimuth time t. The range time is indicated by r. The position P is now determined by solving three equations, called Doppler-Range-Ellipsoid equations, which are defined as [1, 6, 37, 38] V(t) · ( P − S(t)) = 0; (6) | P − S(t)| − r P = 0; and (7)
where a and b denote the semi-major and semi-minor axis of the reference ellipsoid, respectively. r P represents the distance from scatterer P to the satellite and H is the height relative to the reference ellipsoid.
Because the phase observations are wrapped, the absolute phase difference with respect to the ellipsoid cannot be determined, leading to a coordinate offset for all scatterers. Depending on the position of the scatterer in the image, which leads to a different local incidence angle, the estimated horizontal coordinate offset varies over the image. Since the estimated heights of all scatterers are related to a specified reference, we propose a solution search method to estimate the height offset with the help of grid data obtained by LiDAR point cloud. In each search, we add an initial height offset to the heights of all scatterers and update their coordinates. Then, the heights of corresponding LiDAR point cloud are extracted using the new coordinates of all radar scatterers. Furthermore, to evaluate the similarity between the heights of radar scatterers and that of point cloud, we calculate the Pearson correlation coefficient [39] , which is defined as
where N is the number of radar scatterers, and σ and µ denote the standard deviation and the average, respectively. H radar denotes the height of the radar scatterers while H lidar denotes that of the LiDAR point cloud. Pearson's correlation coefficient is used to evaluate the similar tendency of two datasets, irrespective of the absolute value of the difference. Setting an initial search interval and search step for the height offset, we repeat the calculation and obtain the corresponding correlations. In the end, the height offset candidate is located at maximal correlation. To improve the efficiency and obtain a result with high precision, the solution search approach is conducted several times with different search steps. For example, in the first search, we set a loose search interval and the search step is set to 1 m. In the following search, the initial height offset is used to determine a smaller search interval and the step is set to a smaller value as well. We repeat the process until the search step satisfies with the desired precision.
To estimate the height offset, it is not required to have LiDAR over the entire area covered by the radar, a small region may suffice, which also decreases the computational burden. Note that our matching method is expected to result in a height offset estimation that has a higher precision than that by single point correction, such as using GNSS or levelling.
Generating the Positioning Error Ellipsoid
The uncertainty in the position of the scatterers is determined by the covariance matrix, and the 3D error ellipsoid is the geometric representation of the covariance matrix. In radar coordinates, the position of a scatterer is described using the range, azimuth and cross-range coordinates [22] , denoted as (r, t, c). The variance of the sub-position in azimuth and range is obtained using the estimated SCR [17] 
where ∆ denotes the oversampling factor, which is set to 1 in our study. Based on the work of Adam et al. [40] , the temporalŜCR is defined using the normalized amplitude dispersion index D A [3] , described as
The variance of the position along the cross-range direction can be obtained by the height precision described in Section 2.1 and the radar geometry, which is described as σ c,P = σ h,P / sin θ. Hence, the VC matrix of the position in radar coordinate is defined as
With the estimated absolute height offset, we obtain the corrected ground coordinates of all scatterers. After the geocoding step, we obtain scatterers in both the radar and ground coordinates and the datum transformation matrix R is obtained by the S-transformation [33] . Furthermore, the VC matrix of the position of a scatterer in ground coordinates can be obtained using the propagation law of variances as
where the elements of the VC matrix are the variance and covariance in ground coordinates, denoted by (x, y, h). Based on this VC matrix, the error ellipsoid can be generated for each scatterer. The corrected coordinates of the scatterers estimated by the absolute heights are used as the center of the error ellipsoid. Setting a significance level α, the size of the error ellipsoid, i.e. the three semi-axis lengths of the ellipsoid, are obtained by the eigenvalues of Q xyh [17] .
Snapping to the Point Cloud
The LiDAR point cloud is used to correct the locations of the radar scatterers and to add properties to them. It is worth noting that most coherent radar scatterers are related to man-made structures, such as buildings, bridges, and railways, while the LiDAR point cloud contains all kinds of geo-objects. However, some part of point clouds, e.g. vegetation and water, should be removed, since these objects cannot provide coherent scatterers.
A nearest neighbor search process with respect to the radar geometry estimation is used to snap the scatterers to their most likely point in the point cloud [20, 21] . Considering the full covariance matrix of each radar scatterer, a Whitening transform is adopted to decorrelate the dimensions of the data coordinates. Given a data matrix X with the VC matrix Q, two matrices E and D are obtained using the eigenvalue decomposition
where E is eigenvector matrix and D is a diagonal matrix whose diagonal elements are eigenvalues. Thus, we can transform the original data matrix X into a new data matrix Y [41]
In the new coordinates, the unit of Euclidean distance is σ rather than meters, so the errors in different dimensions exhibit a normal distribution. Thus, the ellipsoids become spheres and the closest point, in Euclidian distance, is the most likely one. Additionally, a kd tree search algorithm [42] with a time complexity of O(log n) is conducted to search the nearest neighbor. This algorithm is faster when the number of points is large.
After establishing the relationship between the point cloud and radar scatterers, the coordinates as well as the attributes of the point cloud are assigned to those of the radar scatterers.
Quality Metrics
During the estimation in the MT-InSAR process, we derive the precision of the parameters. Here, we summarize the quality metrics for assessing the performance using MT-InSAR considering both the deformation time series and the radar geometry.
Temporal Coherence
The temporal coherence estimator is an indicator for evaluating the deviation between the deformation time series and the estimated deformation model, which is defined as [6] 
where m is the number of SAR images, φ i def is the phase component related to the displacement including modeled and un-modeled deformation and φ i model is the model phase. The coherence ranges between 0 and 1. Low coherence indicates large unmodeled deformation and/or large phase noise.
Dilution of Precision
Dilution of Precision (DoP) describes the geometric contribution to the quality of the parameters, which is defined using the covariance matrix of the Line of Sight (LOS) vector decomposition. Considering the application of railway monitoring, the displacement vectord asset (d T , d L , d N ) in a local, asset-fixed, right-handed Cartesian coordinate system, as defined in [43] , is introduced. These coordinates describe the deformation in transversal, longitudinal, and normal directions, respectively. Longitudinal direction is along the rail track, while the transversal direction represents the cross-track direction. The normal direction is orthogonal to the transversal-longitudinal plane (see [43] ).
A LOS vector decomposition can be conducted if at least three LOS observations with different viewing geometries are available, for the same object. If this condition cannot be met, optional constraints may be introduced, e.g. the assumption that deformation in a specific direction can be neglected. Under this constraint, we construct the covariance matrix with a different number of LOS observations. 1. One track. If only one LOS observation is available, we may decide to evaluate only the projection of the deformation vector onto the normal direction, assuming that the longitudinal and transversal directions may be negligible. Here, we introduce pseudo-observations d L and d T , which are set to zero. Supposing that R trans denote the transformation matrix from local coordinate to ground coordinate [43] , the relationship between the displacement vector and LOS observation is defined as
2. Two tracks. If two LOS observations are available, we may decide to assume that deformation in the longitudinal direction is negligible, by using a pseudo-observation d L to be equal to zero. Then, the relationship between the displacement vector and LOS observations is defined as
where α is the flight azimuth angle (heading) of the satellite. 3. Three or more tracks. If at least three LOS observations are available, the LOS decomposition can be solved directly, as long as the viewing geometries are significantly different. The relationship between the displacement vector and LOS observations is defined as
The variance matrix of the displacement vector is obtained using the error propagation law
where A denotes the design matrix and Q d is the VC matrix of the LOS observations. The DoP is obtained using covariance matrix of the displacement vector [43] 
where det(·) is the determinant operator. A smaller DoP value indicates a higher quality of the parameters.
Sensitivity
Sensitivity is used to assess whether a deformation is observable with the LOS observations, which is defined as the modulus of the inner product [43] 
where l denotes the LOS unit vector from the scatterer to the satellite. This indicator ranges between 0 and 1. A sensitivity of 1 shows the geometric quality of the LOS deformation is optimal while a sensitivity of 0 means the deformation cannot be detected using the LOS measurements.
Results and Discussion
Subsequently, we discuss the used data sources for the area of interest, the estimation results, coordinate corrections and point classification, and the analysis of the results.
Data Resources
The amplitude-augmented interferometric processing is demonstrated using 48 RadarSAT-2 XF images acquired between March 2015 and August 2018 over Zaltbommel, The Netherlands. The selected dataset covers 10 km of railway and a buffer zone of 2 km width. The slant-range and azimuth pixel spacings are 2.66 m and 2.47 m, respectively. An external digital elevation models (DEM) is not needed due to the lack of significant topography. However, the residual topographic phase of each coherent scatterer is estimated in the time series analysis. The temporal baseline range is 870 days, while the spatial baseline range is 280 m. Temperatures are recorded per hour and interpolated to the time of the SAR acquisition [44] .
The used airborne LiDAR product, Actueel Hoogtebestand Nederland 3 (AHN3), covering the entire territory of the Netherlands [45] , contains both a DEM and a Digital Surface Model (DSM) with a point density of 12.7 pts/m 2 and a grid of 0.5 m × 0.5 m with an elevation accuracy of less than 5 cm systematic and 5 cm stochastic. Given this point spacing, an object of 2 m × 2 m has an error of maximum 25 cm, which is less than one quarter of a pixel in the image resolution of RadarSAT-2 XF. Furthermore, five classes (i.e., ground, building, water, civil structure, and unclassified) are included in the the newest version of AHN3 data, which were updated in 2019. In this case, the AHN3 point cloud covers the selected railway within a buffer zone of 500 m width. All software used for InSAR time series analysis and classification was coded in MATLAB. Figure 2a shows the AHN3 point cloud along the railway with classification and Figure 2e denotes the location of the railway. Both CCS and TCS are processed and the final result maps contain about 100 × 10 3 CCS and 25 × 10 3 TCS (see Figures 2b-d) . Since the number of CCS is much larger than the number of TCS, apparently most areas did not change during the acquired time. The deformation velocities range from −12 to +5 mm/a, and the scatterers along the railway are homogeneously distributed. The velocity map shows that the settlement along the north of the railway is larger than that along the south. The heights range from 0 to +40 m and the thermal dilation range from −1 to +0.5 mm/K. Since thermal dilation depends on the material of the radar scatterer, it only shows a limited variation over the area. With the help of the TCS, we significantly improve the point density and extract more information using the radar observations. The precision of the estimated parameters is obtained, and the histograms of the estimated height and deformation velocities are shown in Figure 3 . The precision of the estimated height σ h is used to generate the error ellipsoid (cf. Section 2.2.2) while that of velocity is used to calculate the DoP (cf. Section 2.3.2). Figure 2c shows that some scatterers are strongly related to the temperature with a maximum thermal dilation of more than 0.5 mm/K. Two scatterers are selected and their displacement time series are shown in Figure 4 . After removing the thermal dilation phase, the displacement time series becomes smoother with decreasing RMS and it is easier to detect phase anomalies. 
Radar Observations along the Railway
Coordinate Correction and Classification
During the absolute height correction with the LiDAR data, the iterative search process is repeated three times, leading to a height offset estimate with centimeter precision. This height offset results in an additional horizontal offset, as shown by comparing the radar scatterers (red points) with the Lidar point cloud (see Figure 5a ). After the height correction (cf. Figure 5b) , the radar scatterers align with the Lidar points indicating infrastructure. Setting the significance level α to 0.005, we generated the error ellipsoids for all scatterers. The semi-axis length of the ellipsoid in the cross-range direction is much larger than the lengths of those of range and azimuth in radar coordinates. Subsequently, we applied a coordinate decorrelation and snapped the radar scatterers to the point cloud [20] . This process was conducted per point. Thus, a parallel processing approach can be adopted to improve the search efficiency. During the process, we discarded the scatterers that are not associated with any point in the cloud. Finally, we snapped 94% of the radar scatterers to a new position. The 3D height map of all radar scatterers with corrected coordinates is shown in Figure 6b . Figure 6a shows the same scatterers with the initial coordinates. Here, we project the geodetic coordinate [46] using RDNAPTRANS into the Dutch National Triangulation system RD and vertical NAP, denoted as RDNAP, which is referred to as ground coordinates in the following. In Figure 6a ,b, it is more convenient to associate the radar scatterers with ground objects.
The classification of the LiDAR point cloud is transferred to the corresponding radar scatterers (see Figure 7 ). There are four classes in our result, i.e. bridge, ground, building, and unclassified, e.g., the catenary poles along the railway. Figure 8 shows the parameters of the scatterers with corrected coordinates. The scatterers on the bridge are very stable while those on the ground exhibit higher settlements (north area indicated by the black arrow) (see Figures 7 and 8a) . The thermal dilations on the bridge are larger than those of scatterers on the ground, which supports our classification (see Figure 8b ).
The quality metrics described in Section 2.3 are calculated for all scatterers. For 96% of the scatterers, the ensemble coherences are larger than 0.75, which implies that the deformation time series derived from the MT-InSAR process has a high precision, and that the model fits generally well.Considering the DoP and sensitivity, we use Equation (16) of one LOS observation for the calculation. 
Comparison and Analysis
Based on the classification (see Figure 8a ), scatterers within a specified class can be extracted for further analysis. For example, if we are only interested in the deformation of the ground and the bridge, scatterers with other classifications can be removed. The deformation velocity of the selected scatterers is shown in Figure 10 . Compared to Figure 8a , this shows that the classification leads to a successful isolation of the scatterers representative of the railway track. Additionally, Figure 11 shows the histograms of the deformation velocity within different classes. Scatterers from different classes exhibit a different distribution. For example, scatterers on buildings are relatively stable with deformation velocities ranging from −5 mm/a to +5 mm/a, while other scatterers (on the ground or on catenary poles) show more variable deformation rates with maximum rates exceeding 10 mm/a. Thus, the classification improves the interpretation relative to the original mixed deformation signal. Three segments of the railway are selected to show more detail. We compare the height map of radar scatterers with that of the LiDAR point cloud (see Figure 12 ). In Figure 12a ,b, the density of radar scatterers is high enough to show the structure of the railway. Comparing Figure 12d ,f, the density of the scatterers along the second and third segment is different. The second segment of the railway is east-west with a scatterer density of 0.51 pt/m 2 while the third is north-south with a scatterer density of 0.72 pt/m 2 , which means that the density of coherent scatterers depends on the orientation of the railway, relative to the satellite heading. Figure 13 shows the deformation velocity and thermal dilation of scatterers from bridge and ground. The deformation velocity of scatterers on the bridge is smaller than that of scatterers on the ground, while the thermal dilation of the scatterers on the bridge is larger than that of scatterers on the ground. In addition, the thermal dilation of the scatterers on the bridge arches are also greater than that of scatterers on the bridge deck. Thus, all results support the classification results.
In the LiDAR point clouds, there is a class of "unclassified" points including trees, power lines and other geo-objects. Some objects, such as catenary poles, are coherent scatterers while others (vegetation) can never be coherent scatterers because of the leaf cover, at least part of the year. Therefore, we evaluate whether this class should be used in our classification (see Figure 14 ). In Figure 14a ,c, some scatterers in the unclassified group are related to the poles, which are important to evaluate the state of the railway. In Figure 14b ,d, some scatterers related to the power lines are misclassified as scatterers on the ground and a few scatterers are missing if we neglect the unclassified group. Figure 15 shows the classification maps of the other two segments. We also found many scatterers related to the catenary poles along the railway. Therefore, it is necessary to include the "unclassified" group during the classification. 
Conclusions
While MT-InSAR is a useful tool for structural health monitoring of large structures, there are limitations in the interpretation of the data due to the imperfect attribution of radar scatterers to physical objects. This is mainly due to the relative nature of the elevation estimates and the limited positioning accuracy. With the help of LiDAR data, we can overcome these limitations and increase the value of the MT-InSAR results. A structural health monitoring approach for railway systems is proposed and demonstrated combining MT-InSAR and LiDAR point clouds. A case study using RadarSAT-2 XF data over the Netherlands was conducted. A novel amplitude-augmented interferometric processing approach, including temperature coefficients, demonstrates a good point density of radar observations. Quality metrics such as the ensemble coherence, the DoP value, the sensitivity and the covariance matrix of all radar scatterers are calculated given the radar and infrastructure geometry. This way railway asset managers can select and interpret observations based on different combinations of the quality metrics. Results of snapping radar scatterers to the corresponding laser points using the 3D confidence ellipsoid show that LiDAR can not only be used to improve the positioning of the scatterers but to classify the scatterers as well. The classification enables the isolation of specific types of radar scatterers, leading to an improved interpretation of the deformation signal. With the help of the classification, it is easier to interpret the deformation signals, in particular over transition zones. If more datasets are available, an increasing number of attributes can yield more details in the classification. 
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