We prove a number of results on the structure and representation theory of the rational Cherednik algebra of the imprimitive reflection group G(ℓ, p, n). In particular, we: (1) show a relationship to the Coulomb branch construction of Braverman, Finkelberg and Nakajima, and 3-dimensional quantum field theory; (2) show that the spherical Cherednik algebra carries the structure of a principal Galois order; (3) construct a graded lift of category O and the larger category of Dunkl-Opdam modules, whose simple modules have the properties of a dual canonical basis and (4) give the first classification of simple Dunkl-Opdam modules for the rational Cherednik algebra of the imprimitive reflection group G(ℓ, p, n).
Introduction
Our goal in this paper is to extend a number of results in the theory of rational Cherednik algebras H 1 for the group G(ℓ, 1, n) of monomial n × n matrices with ℓth root of unity entries to the same algebras H p attached to the imprimitive subgroups G(ℓ, p, n) for some p | ℓ. These results include:
(1) Work of Kodera and Nakajima [KN18] , expanded on by Braverman, Etingof [BEF] and the second author [Web19a] , interpreting the spherical subalgebra of the Cherednik algebra H 1 as the Coulomb branch of a N = 4 supersymmetric gauge theory. We find that the spherical subalgebra of H p appears in the same theory after one incorporates certain non-trivial line defects (Theorem 5.5).
(2) Work of the second author [Weba, Prop 4.2] shows that the spherical subalgebra H sph 1 (and more generally, any BFN Coulomb branch) is a principal Galois order (in the sense of [Har, Def. 2.24] ). We show that H sph p has the same property, which is unsurprising given the previous results, but is not a direct consequence of them.
(3) Work of the second author [Web17, Web19a] and parallel results of Rouquier, Shan, Varagnolo and Vasserot [RSVV16, SVV14] showing that category O for these Cherednik algebras have a graded lift with a number of desirable properties, including Koszulity and a positivity property called "mixedness" which allows us to interpret decomposition numbers in these categories as the coefficients of a canonical basis. All of these same properties hold in G(ℓ, p, n), (Corollary 4.27) though we do not have as clean an interpretation of the Grothendieck group in this case as the Fock space provided for G(ℓ, 1, n) (4) Work of the second author (which generalizes work of Suzuki [Suz03] from the cyclotomic Cherednik algebra of S n ) classifying the Dunkl-Opdam modules for the Cherednik algebra. Straightforward application of Clifford theory allows us to extend this to G(ℓ, p, n) (Theorem 4.21).
These results show that the Cherednik algebras for all non-exceptional complex reflection groups have a common package of results regulating their representation theory. It remains an interesting question whether these extend in any systematic way to the exceptional cases, though certainly very different techniques would be required. From a converse perspective, the construction we give to extract an algebra from a 3d quantum field theory (based on the existence of a certain cyclic symmetry of the matter content) seems to be novel in the physics literature and it seems worth exploring whether this can be used to net other interesting non-commutative algebras.
Background
2.1. Algebras with a cyclic group action. Let p be a (possible composite) integer and be a field such that the polynomial x p − 1 is split and separable; i.e. the group µ p ( ) is a cyclic group of order p. Note, this means that p is invertible in . Consider a -algebra A equipped with an automorphism α of order p. Let C denote the subgroup of algebra automorphisms generated by α and for any A-module M, let M α be the same underlying vector space with its A-action twisted by α: that is a · m = a α m. Since x p − 1 splits, we have that A decomposes into isotypic components under the action of C, that is, the eigenspaces of α:
with eigenvalue ρ necessarily in µ p ( ). The subspace A ρ is the image of the projection π ρ = 1 p (1 + ρ −1 α + · · · ρ 1−p α p−1 ) acting on A.
Definition 2.1 We call an action of C on A Morita if for every ρ ∈ µ p ( ), we have an equality A ρ A ρ −1 = A C for all ρ. LetÃ = A#C be the smash product algebra: this is isomorphic to A ⊗ [C] as a vector space, with the commutation rule αaα −1 = a α . Proof. By [RR03, A.9] , this Morita equivalence holds if and only if π 1 generatesÃ as a 2-sided ideal. In this case, we can write 1Ã = m i=1 a i π 1 b i . Multiplying this equation on both sides by the idempotent π ρ , we see that:
Projecting a i and b i to the appropriate eigenspaces, we obtain a ′ i ∈ A ρ , b ′ i ∈ A ρ −1 such that π ρ a i π 1 = π ρ a ′ i = a ′ i π 1 π 1 b i π ρ = π 1 b ′ i = b ′ i π 1 so we have that 1 A = m i=1 a ′ i b ′ i , and as desired, A ρ A ρ −1 = A C . On the other hand, if A ρ A ρ −1 = A C , then we can run this proof backwards: we have 1 = c i d i for c i ∈ A ρ , d i ∈ A ρ −1 , so
Thus π ρ ∈Ãπ 1Ã for all ρ. Since 1Ã = ρ∈µp(C) π ρ , this shows thatÃ =Ãπ 1Ã , proving the Morita equivalence.
The relationship between the representation theory of A, A C andÃ is a version of Clifford theory, studied in [RR03] . Note that in the case of a Morita action, the Morita equivalence intertwines the pairs of functors
IndÃ A :Ã -mod → A -mod Res A A C : A -mod → A C -mod by the commutative diagram
Fix a Serre subcategory C of A -mod closed under twisting by α, and C C andC the equivalent subcategories of A C -mod andÃ -mod which lie in C after induction/restriction to A. Let X be the set of isomorphism classes of simple modules in this category with V x for x ∈ X a distinguished representative. Let α : X → X denote the induced map; let p x be the smallest integer such that α px (x) = x. A scaffolding of this category is a system of isomorphisms q x : V α x → V αx such that q α p−1 (x) · · · q α(x) q x = 1. Note that if we only think of the underlying vector spaces, q x is an automorphism, but a · q x (v) = q x (a α v).
Of course, Q x = q α px−1 (x) · · · q α(x) q x : V α px x → V x induces an isomorphism of A-modules, which we are at pains to emphasize is not the identity, though the scaffolding condition assures that Q p/px x = 1 Vx . Of course, we can think of this as an action of the stabilizer C x , and together with A, it forms an action of the smash product A#C x ; for a character ν : C x → µ p/px ( ), we can twist this action by the character to form p/p x different module structures V (ν) x , where α px acts by ν −1 (α px )Q x . We can thus consider the induced moduleÃ⊗ A⊗Cx V (ν)
x ; we can view these as the summands of IndÃ A V x obtained by diagonalizing the action of α px ⊗ Q x : IndÃ A V x → IndÃ A V x , which induces an action of C x on this module, and in fact an isomorphism End(
Furthermore, since Q x intertwines the original module structure and its twist by a power of α, it commutes with the action of A C . Thus, each isotypic component of V x under the action of Q x is an A C module; these modules only depend on the orbit of x ∈ X since q x gives an isomorphism between them. In particular, Q α(x) = q x Q x q −1
x .
Theorem 2.3 Assume that A and C define a Morita action, and that C is a Serre subcategory of A -mod with scaffolding q x . For each x ∈ X and each character ν : C x → µ p/px ( ), the corresponding isotypic component V x,ν of V x under the action of Q x is a simple A C -module (in particular, non-zero), and every simple C C is of this form for a unique C-orbit [x] ⊂ X and character ν. Equivalently, the simpleÃ modules inC are of the formÃ ⊗ A#Cx V (ν)
Proof. This is effectively a restatement of [RR03, Th. A.6 & 13] ; the only place where we strengthen their results is that since taking C-invariants induces a Morita equivalencẽ A -mod ∼ = A C -mod, we must have V x,ν = (Ã ⊗ A#Cx V (ν)
x ) C is non-zero.
We note an important consequence of this fact (which does not depend on the action being Morita):
Lemma 2.4 If A is finite dimensional and semi-simple, thenÃ is as well.
Proof. Note that we have that IndÃ
must be projective as aÃ-module. This shows that every simpleÃ-module is projective, soÃ is semi-simple.
2.2.
Koszul algebras with a cyclic group action. Now, specialize to the case where A is a positively graded algebra with A 0 semi-simple; we call such an algebra mixed. As usual, we call a complex of graded projectives · · · → P k → P k−1 → · · · → P 0 over A linear if P k is generated in degree k. Note that linear projective complexes form an graded abelian category (with grading shift given by simultaneous grading and homological shift to maintain linearity).
Definition 2.5
We call A Koszul if A 0 possesses a linear projective resolution, and the Koszul dual A ! of A is the endomorphism algebra of this resolution, that is Ext A (A 0 , A 0 ). Assume that we have a graded automorphism α of A, and consider the graded algebras A C andÃ (where we have C in degree 0). Note thatÃ 0 is semi-simple by Lemma 2.4, soÃ satisfies the same conditions. Theorem 2.6 If A is Koszul, thenÃ is Koszul as well, withÃ ! ∼ = A ! #C.
Proof. The functor IndÃ A is exact and sends projectives to projectives. Thus, it induces a functor on linear complexes of projectives that sends a resolution of A 0 to one ofÃ 0 . This shows thatÃ 0 has a linear resolution, as desired.
Furthermore, C acts on A 0 as a left module by right multiplication. This gives an action of A ! #C on the linear resolution. Furthermore, the fact that
shows that this is precisely the endomorphism ring.
We wish to strengthen this result a bit to the case of a quasi-hereditary algebra. Assume that A is quasi-hereditary with a partial order ≤ on X which is invariant under the action of α. Recall that A is called standard Koszul if every standard module ∆ x has a linear projective resolution.
Theorem 2.7 The algebras A C andÃ are quasi-hereditary with the induced partial order onX. If A is standard Koszul, so are A C andÃ.
Proof. Given any standard module, we clearly have ∆ α x ∼ = ∆ α·x ; since ∆ x has only scalar endomorphisms, there is a unique system of these isomorphisms compatible with the scaffolding on simples. We will prove that the isotypic components ∆ x,ν for the action of C x on ∆ x are the standard modules for the algebra A C (and thus their images under Morita equivalence forÃ). To show this, we need only confirm that the algebra A C is filtered by these standard modules. By the quasi-hereditary assumption, the algebra A is filtered with subquotients being sums of standard modules; since no two elements of a single order are comparable, we can choose this filtration to be α-equivariant. As a C-module, each subquotient is a sum of terms given by a tensor product of M x ⊗ ∆ x where a M x is a C x -representation. The intersection of this filtration with A C gives the invariants (M x ⊗ ∆ x ) Cx , which is given by the isotypic components of M x tensored with the dual isotypic component of ∆ X . Thus, A C is quasi-hereditary. Now, assume that A is standard Koszul. By [ÁDL03, Thm. 3], A ! is also standard Koszul. By the first part of this result,Ã andÃ ! are both quasi-hereditary and by Theorem 2.6, they are Koszul dual to each other. Applying [ÁDL03, Thm. 3] again, the fact thatÃ ! is quasi-hereditary with the reverse order toÃ implies thatÃ is standard Koszul.
Cherednik algebras
3.1. The standard presentation. There is an infinite family of complex reflection groups G(ℓ, p, n) labeled by positive integers ℓ, p, and n with the requirement that p divides ℓ. The group G(ℓ, 1, n) consists of n×n matrices with ℓth roots of unity as the nonzero entries where there is exactly one nonzero entry in each row and column.
Definition 3.1 The group G(ℓ, p, n) is the subgroup of G(ℓ, 1, n) containing matrices where the product of the nonzero entries is an ℓ/pth root of unity.
Let be a field of characteristic coprime to ℓ and n and let ζ be ℓth root of unity. The most common choice of interest to us is = C and ζ = e 2πi/ℓ . Consider the diagonal matrix t i = diag(1, . . . , ζ, . . . , 1) with ζ as the ith entry along the diagonal. Let (i, j) be the permutation matrix interchanging i and j. The reflections in G(ℓ, p, n) are
In the case p = 1, the group G(ℓ, 1, n) is generated by (i, i + 1) and t i . For general p, the group G(ℓ, p, n) is generated by the elements t p i , t i t −1 i+1 , and (i, i + 1). To define the Cherednik algebra, we first give a standard definition, following [Gri10b] . Let h = n with the usual action of the matrix group G(ℓ, p, n) and h * the dual space, which by the usual inner product, we can think of as n with the transpose inverse action of this matrix group. We let V = h * ⊕ h. This is a symplectic representation of G(ℓ, p, n), with each reflection acting by a symplectic reflection, that is, a symplectomorphism g : V → V such that ker(g − 1) is a codimension 2 subspace. Let T be the set of reflections in G(ℓ, p, n). For
Fixing a basis x 1 , . . . , x n for h and the dual basis y 1 , . . . , y n for h * , we have
. These vectors also satisfy The restriction on c s associates a variable to each conjugacy class of W . When n ≥ 3, the reflections of the form s = r (k) ij are a single conjugacy class, so we give all of them the parameter c s = k. The powers t kp i for k = 1, . . . , ℓ/p − 1 are representatives of all other conjugacy classes, and let c k be the parameter for t k i . Note that for G(ℓ, p, n), we have c k = 0 unless p divides k. The parameters c k will ultimately correspond to the masses of the hypermultiplet scalars.
In the basis we chose for h and h * , a reflection t i acts by
Expanding the commutation relations in this basis gives
for the fixed variables h 0 , . . . , h ℓ−1 , which are the Fourier transforms of the variables c 1 , . . . , c ℓ−1 . The condition c k = 0 for k not divisible by p implies that p(u) = q(u p ) for q(v) = ℓ/p−1 m=1 c mp v m . Explicitly, we have
Since c k = 0 if p does not divide k, the exchange of translation and multiplication under Fourier tranform implies that h r = h r+ℓ/p . Using these polynomials, we can simplify the commutation relation
We can then regard the Cherednik algebra as generated by the variables t i ,x i , and y i and obeying the relations (3.8), (3.9), (3.11), and (3.14).
We also define the variables s m = h m +m , which are only independent for 0 ≤ m ≤ ℓ/p−1. They obey s m + ℓ /p = s m+ℓ/p . (1) c k = 0 if p ∤ k, (2) h r = h r+ℓ/p for all r, (3) s m + ℓ /p = s m+ℓ/p for all m, then we say our parameters are p-cyclic.
As noted in [Gri10b, (4.14) ], if parameters of the Cherednik algebra H 1 are p-cyclic, then we can realize H p as a subalgebra in H 1 , and in fact as the fixed points of an automorphism α of order p defined by
where β = ζ ℓ/p . Let C p be the cyclic group of automorphisms generated by α. Proof. The elements 1, t 1 , t 2 1 , . . . , t p−1 1 are all units and represent the p different isotypic components of C p . This shows that the action is Morita and by Lemma 2.2, that we have the desired Morita equivalence.
3.2.
An alternate presentation. An alternate presentation of the rational Cherednik algebra is given in [Web19a] for G(ℓ, 1, n), and a very closely related presentation is given by Griffeth in [Gri18, §3] . This presentation matches better with the physical description of the Coulomb branch. We extend this presentation to G(ℓ, p, n).
Recall that G(ℓ, p, n) is generated by t p i , t i t −1 i+1 , and (i, i + 1) ∈ S n . LetH be the free C[ ] algebra generated by C[ ]G(ℓ, p, n) and the symbols σ, τ , and u i for i = 1, . . . , n. Define u i and t i for all i ∈ Z by the rules u i = u i−n + and t i = ζ −1 t i−n . Let H be the quotient ofH by the relations u i (j, j + 1) = (j, j + 1)u (j,j+1)·i + kℓ(δ i,j − δ i,j+1 )π j,j+1 j = 1, . . . , n − 1
Theorem 3.5 The algebra H is isomorphic to the rational Cherednik algebra for G(ℓ, p, n) with the maps x i → (i, . . . , 1)σ(n, . . . , i) y i → (i, . . . , n)τ (1, . . . , i).
Proof. For the case G(ℓ, 1, n), this theorem is proved in [Web19a] . For the general case G(ℓ, p, n), the same proof applies. In particular, G(ℓ, p, n) is a subalgebra of G(ℓ, 1, n).
As in [Web19a] , we can represent the algebra H graphically using string diagrams with n strings on a cylinder. Many of our examples of string diagrams are taken from [Web19a] . We draw the diagrams with the cylinder cut along a dashed line. Crossing the dashed line passes around the cylinder between the nth string position and the first string position. The generators of H are the following:
The string diagrams are multiplied by stacking one on top of the other so that the ends of the strings match, and the resulting diagram is read top to bottom. For example, the relations t 1 σ = ζσt 1 and u 1 σ = σ(u n − ) are captured by the diagrams:
Using the isomorphism to the standard presentation of the Cherednik algebra, we can express x i and y i as string diagrams:
, a polynomial representation of the Cherednik algebra for G(ℓ, 1, n) is defined over the ring P = C[U 1 , . . . , U n ; T 1 , . . . , T n ]/ T ℓ i − 1 where U i and T i are defined for all i ∈ Z by U i = U i−n + and T i = ζ −1 T i−n . We want to define an analogous representation here. However, since G(ℓ, p, n) is a subgroup of G(ℓ, 1, n), it will split P into p isomorphic submodules, one for each coset of G(ℓ, p, n) in G(ℓ, 1, n). To only consider one such submodule, we define the polynomial ring as P = C[U 1 , . . . , U n ; T p 1 , . . . , T p n , T 1 T −1 2 , . . . , T n−1 T −1 n ]/ T ℓ i −1 for p = 1.
We have exactly the same action of H on P as [Web19a], but we reproduce it here for convenience. We have
with U i and U i+1 exchanged and T i and T i+1 exchanged. More generally, we will use f a to denote the image of f (U; T) under the linear action of a ∈ G(ℓ, p, n), which consists of permutation and shifts of the variables.
3.3. Spherical and partially spherical subalgebras. Let A be the subgroup of G(ℓ, p, n) generated by elements of the form t p i and t i t −1 i+1 .
Definition 3.6 Let W = G(ℓ, p, n) and
The spherical subalgebra is defined to be H sph p = eH p e and the partially spherical subalgebra is defined as H psph p = e ′ H p e ′ .
The idempotents e and e ′ project to elements of H that are invariant under W and A, respectively. Thus, the spherical subalgebra consists of elements invariant under W , and the partially spherical subalgebra consists of elements invariant under A.
In order to clarify the connection between H p and H 1 , it is useful to consider the Morita equivalent smash productH 1 .
Lemma 3.7 LetW = G(ℓ, 1, n), and letÃ be its subgroup generated by t i 's. Consider the idempotentsẽ
The inclusion H p ֒→H 1 induces isomorphisms:
Note thatH 1 is Z/pZ graded by the power of α which appears, and this induces a Z/pZ grading on eH p e. This agrees with the grading induced by the action ofÃ/A on eH p e by conjugation.
Proposition 3.8 The partially spherical subalgebra H sph p is generated by the following elements:
where i 1 , . . . , i n is any permutation of 1, . . . , n and k = 1, . . . , p − 1. The multiplication by e ′ is implicit in these generators.
The elements of (3.21a) all have degree 0 in the Z/pZ grading, whereas the elements of (3.21b) have degrees deg (x 1 . . . x n ) ℓ/p = 1 deg (y 1 . . . y n ) ℓ/p = −1
Proof. Clearly, e ′ u i and e ′ (i, i + 1) are invariant under A. To understand the rest of the generators, we consider all possible string diagrams such that moving t p i or t i t −1 i+1 past the diagram does not pick up extra factors of ζ.
To see why this condition is necessary, consider an element h ∈ H and the associated string diagram. We just need to establish that e ′ he ′ is nonzero. Suppose ht p i = ζ k t p i h for some k such that ζ k = 1. Then, we have
implying e ′ he ′ = 0. The same thing would happen if moving t i t −1 i+1 past h picked up a power of ζ.
By definition, moving t p i or t i t −1 i+1 past the seam of the cylinder will pick up powers of ζ, but if this power is a multiple of ℓ, the extra factor will cancel. We find that the allowed diagrams are combinations of diagrams where • one string wraps around ℓ times, • every string wraps around ℓ/p times in the same direction, or • some strings wrap around kℓ/p times in one direction and all the other strings wrap around ℓ − kℓ/p times in the other direction for some k = 1, . . . , p − 1.
For the first case, suppose the ith string wraps around ℓ times. Moving t i past the diagram will take it around the cylinder ℓ times, so it will pick up a factor of ζ ±ℓ = 1 depending on what direction it goes. For j = i, moving t j past the diagram does not take it around the cylinder at all. Therefore, moving t p j or t j t −1 j+1 (for any j) past this diagram will not pick up an overall power of ζ, so this diagram corresponds to a nonzero element of H psph p . The corresponding generators that take the ith string around ℓ times are x ℓ i and y ℓ i . For the second case, moving t i past the diagram picks up a factor of ζ ±ℓ/p depending on the direction. Therefore, t p i picks up a factor of ζ ±ℓ = 1 and t i t −1 i+1 picks up a factor of ζ ±ℓ/p ζ ∓ℓ/p = 1. The corresponding generators are (x 1 . . . x n ) ℓ/p and (y 1 . . . y n ) ℓ/p . For the last case, some of the t i will pick up a factor of ζ ±kℓ/p and the others will pick up a factor of ζ ∓(ℓ−kℓ/p) = ζ ±kℓ/p . Just as in the previous case, these diagrams correspond to nonzero generators. These generators are (x i 1 . . .
This set of generators turns out to not be the best choice for our purposes. We instead consider a slightly different, but nonetheless equivalent, set of generators. Because we have the S n generators, we only need x ℓ 1 and y ℓ n in place of x ℓ i and y ℓ i . Similarly, we only need (x i x i−1 . . . x 1 ) kℓ/p (y i+1 y i+2 . . . y n ) ℓ−kℓ/p for 1 < i < n in place of the last generator.
In order to avoid extra terms coming the S n action in what follows, we remove extra permutations from our generators. Considered as string diagrams, this is the statement that we want to remove extra permutations from the top and bottom of the diagrams so that our generators have the minimum numbers of string crossings while still passing around the cylinder the appropriate number of times. This requirement gives us the modified set of generators. The following diagrams show some comparisons of the two sets of generators:
The original generators are on the left, and the modified generators with extra permutations removed are on the right. Note that in the above diagrams, we have enlarged the cylinder by ℓ/p so that passing once around the enlarged cylinder corresponds to passing ℓ/p times around the original cylinder.
Proposition 3.9 The partially spherical subalgebra is generated by the following elements of degree 0 ∈ Z/pZ u i r i x ℓ−1 1 σ y ℓ−1 n τ and the elements
which have degree 1, −1 and i respectively.
Proof. These generators are equivalent to the ones given in Proposition 3.8, up to permutations. For example, we have
. The remainder of the calculations are the same in spirit but considerably longer. They are given in Appendix A of [LeP19] .
To gain a bit more insight into the last generator, it is useful to note that
Essentially, we want to use x kℓ/p−1 1 σ or y ℓ−kℓ/p−1 n τ to take each strand around, and the permutations in the middle ensure that the strands are matched correctly so that each one wraps around one direction or the other. Now that we have established the generators of H psph p , we need their action on the polynomial representation. Since H psph p · P ⊆ e ′ P, we only care about the action on e ′ P.
Proposition 3.10 The partially spherical subalgebra H psph p acts on the polynomial representation e ′ P in the following way:
In order to verify this proposition, we have to introduce additional projectors. We define the projector
where A is the same subgroup of G(ℓ, p, n) as before and η is a character of A. The characters that we need are η i , which satisfy η i (t j ) = ζ δ ij , and products of η i , possibly for multiple values
In the following calculations, we have to leave e ′ · P, and these additional projectors keep track of which component of P we are projecting to, allowing us to easily see which parts of expressions are projected out and which parts survive.
Proof. All the relations of Proposition 3.10 are verified by direct calculation. We show the calculations to verify (3.22), (3.24), and (3.26), as the other two calculations are extremely similar.
We need a few preliminary results first. For k = 0, we have
where a(f ) and a ′ (f ) are correction terms that are projected out. This result still holds if E η k i is replaced by an arbitrary projector E η provided E η contains a nontrivial power of η i . This requirement ensures that the correction term vanishes. In other words, we have
Using the first result, we have
We can rewrite
giving us (3.22). To verify (3.24), observe that
Then we have
which gives (3.24) after reindexing the product. The calculation to verify (3.26) is slightly more involved than the others. The most important observation is that the correction terms from the S n action are all projected out. We will first show that the correction terms vanish, then we will calculate the change to f (U).
First, note that
We then do the same thing with the x kℓ/p−1 1 σ terms, but these terms pick up extra multiplicative factors. We have
This completes the calculation.
3.4. Principal Galois orders. In this section, we recall the relevant definitions and results from [Har] that we will use to prove that the partially spherical and spherical subalgebras are principal Galois orders. Then, we proceed with the proofs.
First, we set some notation. Let Λ be an integrally closed domain, G a finite subgroup of Aut(Λ), and M a submonoid of Aut(Λ) satisfying (A1)-(A3) of [Har] . Let L = Frac Λ be the field of fractions of Λ and L = L ⋆ M be a skew monoid ring, the free left L-module with multiplication given by a 1 µ 1 · a 2 µ 2 = (a 1 µ 1 (a 2 ))µ 1 µ 2 for a i ∈ L, µ i ∈ M . Let Γ = Λ G , K = L G , and K = L G be the subrings invariant under G.
Based solely on this definition, we would have to establish whether W ∩ U is finitely generated for all choices of W ⊆ K , which could be very difficult. However, [Har] provides another way to verify whether a Galois Γ-ring is a Galois Γ-order. Note that the field K has a natural left K -module structure via evaluation (as in [Har, Def. 2.18] Theorem 3.12 ( [Har] ) If U is a Galois Γ-ring in K and Γ ⊂ K is a submodule under the restricted U -module structure, then U is a Galois Γ-order.
We call Galois orders satisfying the hypotheses of this theorem principal.
For the case of the partially spherical subalgebra, let Λ = C[U 1 , . . . , U n ] and G = 1, so Λ = Γ. Let T = µ ±ℓ 1 , . . . , µ ±ℓ n , (µ 1 . . . µ n ) ±ℓ/p ⊂ Z n be the lattice of translations acting on Λ by
, which we do by showing that both rings have the same action on C(U 1 , . . . , U n ).
Proposition 3.13 The partially spherical subalgebra of the Cherednik algebra associated with G(ℓ, p, n) is a Galois
Proof. We will first show that the generators of C(U 1 , . . . , U n ) ⋆ (T ⋊ S n ) can be written in terms of elements of e ′ He ′ C(U 1 , . . . , U n ). This amounts to finding elements of e ′ He ′ C(U 1 , . . . , U n ) that act on C(U 1 , . . . , U n ) in the same way that the generators of T ⋊ S n act. These generators are s i,i+1 , µ ±ℓ j , and (µ 1 . . . µ n ) ±ℓ/p for i = 1, . . . , n − 1 and j = 1, . . . , n. For the S n generators, we have
which is easily verified using relation (2.15) from [Web19a] under the projection e ′ . The remaining generators can be written
using the notation s j,...,j ′ = s j,j−1 s j−1,j−2 . . . s j ′ +2,j ′ +1 s j ′ +1,j ′ for j > j ′ and an analogous definition for j < j ′ . These too can be verified by a short computation using Proposition 3.10. Thus, we have shown that C(U 1 , . . . , U n ) ⋆ (T ⋊ S n ) ⊆ e ′ He ′ C(U 1 , . . . , U n ).
Next, we'll show that the generators of e ′ He ′ C(U 1 , . . . , U n ) can be written as elements of C(U 1 , . . . , U n ) ⋆ (T ⋊ S n ) by writing the action of the generators of e ′ He ′ on C(U 1 , . . . , U n ) in terms of the action of elements of C(U 1 , . . . , U n ) ⋆ (T ⋊ S n ). We have
wheres i is the permutation that sends U 1 , . . . , U n to U i+1 , . . . , U n , U 1 , . . . , U i . This shows that C(U 1 , . . . , U n ) ⋆ (T ⋊ S n ) = e ′ He ′ C(U 1 , . . . , U n ), so that e ′ He ′ satisfies the definition of a Galois C[U 1 , . . . , U n ]-ring.
Proposition 3.14 The partially spherical subalgebra is a principal Galois C[U 1 , . . . , U n ]order in C(U 1 , . . . , U n ) ⋆ (T ⋊ S n ).
Proof.
We have e ′ He ′ ·C[U 1 , . . . , U n ] ⊂ C[U 1 , . . . , U n ] because H preserves C[U 1 , . . . , U n ; T 1 , . . . , T n ],. By this fact and Proposition 3.13, the conditions of Theorem 3.12 are satisfied and the result follows.
We will now show analogous results for the spherical subalgebra. First, let G ′ = S n and M ′ = T so that Γ ′ = C[U 1 , . . . , U n ] Sn , K ′ = C(U 1 , . . . , U n ) Sn and K ′ = (C(U 1 , . . . , U n ) ⋆ T ) Sn .
Proposition 3.15 The spherical subalgebra is a Galois C[U 1 , . . . , U n ] Sn -ring in (C(U 1 , . . . , U n ) ⋆ T ) Sn .
Proof. By Proposition 3.13, we have
By symmetrizing over S n , we obtain
completing the proof. Proof. The result is immediate from the fact that eHe · C[U 1 , . . . , U n ] Sn ⊂ C[U 1 , . . . , U n ] Sn and Proposition 3.15.
The representation theory of H p
Throughout this section, we assume that is characteristic 0. Thus, is a Q-vector space, and we can define a Q-linear map Υ : → R such that Υ(1) = 1. The characteristic example the reader should have in mind is = C and Υ is the map of taking real part. 4.1. Weighted KLR algebras. We first review the definition and basic facts about certain algebras that appear in the representation theory of H 1 . These algebras were defined by the second author in [Web19b], and their connection to H 1 is discussed in [Webc, Web17, Web19a] ; one of our goals in the present manuscript is to draw out this connection to include G(ℓ, p, n).
Fix a field of characteristic coprime to the order of G(ℓ, 1, n) and consider the quotient the quotient of abelian groups /Z. Fix a subset D ⊂ /Z, scalars k ∈ and g ∈ R and ℓ-tuples (ϑ 1 , . . . , ϑ ℓ ) ∈ R ℓ and (d 1 , . . . , d n ) ∈ D ℓ . As usual, we'll make D into a quiver by adding an edgeā → a + k whenever both lie in D; we extend this to a Crawley-Boevey quiver by adding a new vertex and an edge from this vertex to d i for each i. In the convention for dimension vectors familiar from the work of Nakajima, this means that w d for d ∈ D is the number of i where this element appears as d i .
Definition 4.1 We let a weighted KLR diagram be a collection of curves in R × [0, 1] with each curve mapping diffeomorphically to [0, 1] via the projection to the y-axis. Each curve is allowed to carry any number of dots, and has a label that lies in D. We draw:
• a dashed line g units to the right of each strand, which we call a ghost, • red lines at x = θ k labeled with the fundamental weight for the node d k ∈ D.
We now require that there are no triple points or tangencies involving any combination of strands, ghosts or red lines and no dots lie on crossings. We consider these diagrams equivalent if they are related by an isotopy that avoids these tangencies, double points and dots on crossings.
The intersection of such a diagram with y = 0 or y = 1 gives a loading, that is, a labeling of a finite subset of R with vertices of the quiver D.
Let µ ℓ ( ) be the group of ℓth roots of unity in as an abelian group under multiplication. Let Σ : ×µ ℓ ( ) → /Z be the homomorphism Σ(a, z) =ā ℓ + γ(z). For every pair of n-tuples a ∈ n and z ∈ µ ℓ ( ) n with Σ(a i , z i ) ∈ D for all i, we can define a loading e(a, z) as follows: we label the real number Υ( a i ℓ ) + iǫ with the element Σ(a i , z i ) ∈ D. (4.1a)
For the relations (4.1m), we also include their mirror images. This algebra is graded with
and we'll also consider the completion R D of this algebra with respect to its grading.
It will often be technically more convenient for us to think of R D or R D as a category whose objects are loadings and whose morphisms are elements of R D matching the source loading at the bottom and target loading at the top; this is the standard trick for considering a ring with set of idempotents summing to the identity as a category, discussed in [Lau12,
§3.1].
Remark 4.3. As we've defined it, the algebra R D is infinite rank as a module over [y 1 , . . . , y n ], since we consider the x-values of the strands at the top and bottom of the diagram as fixed. However, if two loadings are related by an isotopy (i.e. the straight line diagram relating them has no crossings), they are equivalent objects in the category R D . This is equivalence of loadings, as discussed in [Web19b, Def. 2.9]. As in [Web19b, Def. 2.13], we usually take "weighted KLR algebra" to mean the algebra Morita equivalent to R D where we keep only one loading from each equivalence class. Note that being finite-dimensional isn't invariant under this equivalence, so it is better to consider locally finite-dimensional modules, those with e(a, z)M is finite dimensional over for all (a, z).
Definition 4.4 Let R D -wgmod be the category of finitely generated R D -modules M which are weakly gradable and locally finite-dimensional, that is, M has a finite filtration with gradable subquotients and e(a, z)M is finite dimensional over for all (a, z).
These are precisely the modules that extend to finitely generated modules over the completion R D with the discrete topology.
A structure on the category of R D -modules that will be important for us is duality of modules. There is an anti-involution ψ of R D defined by reflecting diagrams through the line y = 1 2 and multiplying by −1 raised to the number of crossings of strands with the same label (note the similarity to the anti-involution ψ defined for the original KLR algebra in [KL09, §2.1]). We can use ψ to switch between left and right modules. Proof. This is implicit in [Web19a, Thm. 3.22]; since this theorem is stated for Dunkl-Opdam modules, we must translate a bit. Any simple over R D has a corresponding simple Dunkl-Opdam module. By the classification in [Web19a, Thm. 3.22], this arises from a multisegment Q and ℓ-multipartition ξ, and these can be read off from the collection of pairs (a, z) with W (a,z) (S) which are non-zero. Since this is preserved by duality, every simple is selfdual. Furthermore, one can construct (a, z) where this weight space is one dimensional: the Dunkl-Opdam operators act on the representation V ξ with multiplicity free spectrum, and while this is not always true for L(Q), the invariants under the Young subgroup of S |Q| corresponding to the decomposition into segments has a 1 dimensional space of invariants uniquely characterized by its weight under the Dunkl-Opdam elements u i (which correspond to the polynomial generators in the degenerate affine Hecke algebra).
Thus, if we grade S so that e(a, z)S for this choice of (a, z) is in degree 0, then S will be graded self-dual. Assume that we have an order p permutation σ ∈ S ℓ such that θ σ(k) = θ k and d σ(k) = d k + 1 p for all k. In this case, we have an order p permutation a of the set of weighted KLR diagrams induced by shifting all labels by d → d + 1 p . Our conditions on the σ above assure that the set of red lines is unchanged, so all the relations (4.1a-4.1m) and the grading are preserved. Proof. The compatibility discussed above shows that it is a ring automorphism, and the fact that C p acts freely on /Z by d → d + 1 p shows that this action is faithful. In fact, the straight-line idempotents in R D carry a free action by C p . Thus, every isotypic component for C p contains a sum of these idempotents where e(a, z) appears with non-zero coefficient. Thus, e(a, z) lies in the two-sided ideal generated by this isotypic component for all (a, z), showing this ideal is whole algebra. This shows that the action is Morita.
4.2.
Review of the representation theory of H 1 . Here, we quickly remind the reader of the results on the representation theory of H 1 discussed in [Web19a, Web17] . It will probably be helpful to the reader to We analyze the representations of this algebra by means of the functors Let C be the category of Dunkl-Opdam modules over H 1 . This category naturally decomposes into blocks according to the orbit of (a, z) under the action of the extended affine Weyl group S n ⋉ Z n . This group acts by permutations and translations sending (a, z) → ((a 1 + m 1 , . . . , a n + m n ), (ζ m 1 z 1 , . . . , ζ mn z n )). This matches the conventions of [Web19a, Def. 3.8], except that we don't add small real numbers to avoid placing red lines on top of each other: in [Web19a] , these positions depend on a small parameter ǫ, but if we send ǫ to 0 and let red strands with h m = h m ′ sit at the same position, the resulting algebra is isomorphic since the loadings of the form e(a, z) have no black strands between red strands with h m = h m ′ . This is the algebra we will call R D in this paper.
Since we always have h m = h m+ℓ/p , our red strands now come in packets corresponding to the labels {m, m + ℓ p , m + 2 ℓ p , · · · } for 1 ≤ m ≤ ℓ p , which all have the same x-value, and whose labels in /Z have the form {s m , s m + 1 p , s m + 2 p , · · · }.
Theorem 4.10 There is an equivalence W : H -mod D → R D -wgmod sending M → ⊕ a,z W a,z (M), induced by an isomorphism R D → End( (a,z) W a,z ).
In [Web19a] , we give an indexing set for the Dunkl-Opdam modules of H 1 .
Definition 4.11 A charged segment is a g-tuple (for some g ≤ n) of elements q = (q 1 , . . . , q g ) of /Z, which satisfy q i+1 − q i = k. We'll use lifted segment to mean a similar g-tuple a in satisfying a i+1 − a i = kℓ, together with a scalar z ∈ µ ℓ ( ).
As usual, a multisegment is a multi-set of charged segments, and the size of a multisegment is the sum of the sizes of the constituent segments.
Our indexing set will be the set SP n of pairs χ = (Q, ξ) with Q a choice of charged multisegment and ξ an ℓ-multipartition whose sizes add to n.
Fix a negative integer N ≪ 0 and let Λ(q 1 , . . . , q g ) for a charged segment be the unique lifted segment (a 1 , . . . , a g ), z of elements of such that Σ(a i , z) = q i , a i+1 − a i = kℓ, and Υ(a 1 ) is minimized subject to P ≤ Υ(a i ); this means that P ≤ Υ(a 1 ) < P + 1 if Υ(k) ≥ 0 and P ≤ Υ(a g ) < P + 1 if Υ(k) ≤ 0.
Let DO n be the subalgebra of H 1 generated by G(ℓ, 1, n) and U; this is isomorphic to the degenerate affine Hecke algebra of G(ℓ, 1, n). Given χ = (Q, ξ) ∈ SP n , we can define an irreducible representation K χ of DO n . The multisegment given by lifting each segment of Q induces a representation L Q of DO |Q| by the usual formalism of Zelevinsky, and the irrep V ξ of G(ℓ, 1, |ξ|) can be inflated to a DO |ξ| -module as described in [Web19a, Lem. 3.7]. The representation K χ is the (irreducible) convolution of these two modules. In the notation of
We let M(χ) = H 1 ⊗ DOn K χ , and ∆(χ) be the quotient of M(χ) by the submodule generated by the images of M(Q ′ , ξ ′ ) for any multi-segment Q ′ of larger size than Q, or equal size with c ξ ′ < c ξ , with c ξ the usual c-function.
Theorem 4.12 For each simple Dunkl-Opdam module S in H 1 , there is a unique pair χ ∈ SP n such that S = S(χ) is the unique simple quotient of ∆(χ).
4.3.
The category of Dunkl-Opdam modules for H p . Now, we consider these results in the context of the C p -action whose fixed points are H p .
The associated category C Cp of H p -modules which are Dunkl-Opdam after induction is simply the category where U Cp ⊂ H p acts locally finitely, and the equivalent categoryC over H 1 = H 1 #C p is that where U acts locally finitely.
Just as above, we can think of vectors a ∈ n and z ∈ µ p ( ) n as giving a maximal ideal in U, and consider the generalized weight space functor W a,z :H 1 -mod → -mod defined by
Note that while this is defined by the same formula as the functor W a,z : H 1 -mod → -mod, it is a different functor since the source category is different.
Let z α = (β −1 z 1 , . . . , β −1 z n ). Proof. If v ∈ W a,z (M), then
so v ∈ W a,z α (M), and similarly α −1 gives the inverse isomorphism. Now, let us consider a set D ⊂ /Z, and assume that D is closed under the action by addition of 1 p Z/Z. In this case, the setD is closed under α, which induces a free C p action onD. Let
and note that these are related by W D = W D •ResH 1 H 1 . This induces an obvious homomorphism End(W D ) → End( W D ).
From Lemma 4.13, we have a homomorphism C p → End( W (a,z) ).
Proposition 4.14 These homomorphisms induce an isomorphism End(
Proof. Letting m (a,z) ⊂ U be the maximal ideal corresponding to this point, we have an expression for this natural transformation spaces in question:
from which the result is clear. Now, we wish to study the compatibility of this isomorphism with the KLR type presentation of End(W D ) ∼ = R D . Note that R D has an automorphism R D → R D induced by labelling all black strands via the automorphismā →ā − 1 p of D. This is well-defined since by assumption, the labels of each packet of red strands form an orbit under this action, and so the overall set of red strands with labels and x-values is left unchanged. Since the simple modules overR D are all gradable, the same is true of all simple Dunkl-Opdam modules.
Scaffolding and indexing sets.
Let us now turn to establishing a scaffolding for the category of Dunkl-Opdam modules. For simplicity, we assume that Υ(k) ≥ 0. First, note that the inclusion of the subalgebra DO n ⊂ H 1 is compatible with the automorphism α. Thus we have an action of C p on DO n ; this is obviously a Morita action, since the powers of t 1 give units in each isotypic component.
Thus, we first describe a scaffolding for the representations of DO n . As usual, for some g, and a lifted segment (a 1 , . . . , a g ) and choice of z ∈ µ ℓ ( ), there is a 1-dimensional representation L(a, z) over DO g where S g acts trivially, t i acts by z for all i, and u i by a i .
Lemma 4.18
There is a bijection between lifted multisegments and simple DO n -modules. The simple L(Q) is the unique simple quotient of the induction I(Q) of L(a (1) , z (1) ) ⊠ · · · ⊠ L(a (m) , z (m) ) from a parabolic subalgebra DO g 1 ⊗· · ·⊗DO gm ⊂ DO n where the lifted segments a, z are ordered so that Υ(a
).
Since this will be important for us later, we note that this order is not unique, since we might have Υ(a (i)
. For purposes of scaffolding, we wish to have a canonical order, so we choose a total order on lifted segments compatible with the partial ordering by Υ of the first element, and order elements ζ ′ of µ ℓ ( ) by the smallest non-negative integer k such that ζ ′ = ζ k . This induces a total order on pairs where we use these orders lexicographically, first on a and then on z.
Definition 4.19 Let a Q and z Q be the concatenation of the liftings of the multisegments Q (with z (i) appearing with multiplicity |a (i) |). This is the weight of u i and t i acting on the generator of I(Q).
If we twist by the automorphism α, then L(a (1) , z (1) ) ⊠ · · · ⊠ L(a (m) , z (m) ) is sent to L(a (1) , β −1 z (1) ) ⊠ · · · ⊠ L(a (m) , β −1 z (m) ). These lifted segments are no longer ordered correctly for our total order: the segments a have stayed in the correct order, but if we have a (i) = a (i+1) but z (i) = z (i+1) , these might be potentially out of order. However, we can apply the unique shortest permutation in σ Q ∈ S n that puts these back into order.
Lemma 4.20 Right multiplication by σ Q induces an isomorphism q Q : L(Q) α → L(α · Q), which gives a scaffolding.
Proof. To check that right multiplication by σ Q induces a map I(Q) α → I(α · Q), we simply use many times that if z i = z i+1 , then r i = (i, i + 1) induces a natural transformation W (a,z) → W (a r i ,z r i ) which is obviously invertible. Since σ Q leaves all blocks with the same value of z in the same order, every simple reflection in a word for σ Q acts on the generating copy of L(a (1) , z (1) ) ⊠ · · · ⊠ L(a (m) , z (m) ) ⊂ I(Q) α sending it again to a weight vector of the correct weight. Similarly, the generators of the Young subgroup are conjugated by σ Q to the generators of the Young subgroup for α · Q. This shows we have an isomorphism. To show it is a scaffolding, we need only check that q α p−1 Q · · · q Q = 1, and this is clear since the permutation σ Q satisfies the analogous equation σ α p−1 Q · · · σ Q = 1.
In particular, if there is a permutation σ such that a (σ(i)) = a i and z (σ(i)) = β −k z (i) , then L(a ( * ) , z ( * ) ) α k ∼ = L(a ( * ) , β −k z ( * ) ) ∼ = L(a ( * ) , z ( * ) ), and our scaffolding gives a preferred isomorphism. Since our action is Morita, the eigenspaces of this isomorphism give the different irreps of DO Cp n . It's worth thinking about this isomorphism in terms of the algebra R D ; when a permutation σ as above exists, the idempotents e(a Q , z Q ) and e(a Q , β −k z Q ) are not the same, but the straight-line diagram δ σ tracing out the permutation σ gives an isomorphism between these idempotents. Thus, right multiplication by r → α k (rδ σ ) gives the desired R D #C χ -module structure on R D e(a Q , z Q ).
It's easy to upgrade this scaffolding to one for Dunkl-Opdam modules over H p . The simple module K χ has an attached lifted multisegment Q ′ obtained by adding all the rows of ξ (correctly charged) to the lifts of the multisegment Q. Applying the scaffolding to K χ = L(Q ′ ), we obtain an isomorphism q Q,ξ : K α χ → K α·χ where the action of α on multisegments and multipartitions is by sending
It may look a little strange to have such different formulas for the action on the multisegment and the multipartition, but this is because of the how the eigenvalues of the t i 's are organized in the corresponding DO n representation. For a multisegment, the choice of this eigenvalue z i is left implicit, and in fact depends on the choice of N used to construct the corresponding lifted multisegment. Since Σ(a, β −1 z) = Σ(a, z) − 1 p , subtracting 1 p exactly has the effect of changing the eigenvalue as desired. On the other hand, the ℓ components of the multipartition ξ correspond to the different roots of unity that t i can act by, and thus the rotation above is the correct operator to change this eigenvalue by β −1 .
This scaffolding extends to the modules M(χ) and ∆(χ) and thus a scaffolding morphism S(χ) α → S(α · χ) for simple Dunkl-Opdam modules over H p . This is induced by considering the corresponding R D -modules as a quotients of R D e(a χ , z χ ) where a χ = a Q ′ , and z χ = z Q ′ . All of these quotient maps are compatible with the R D #C χ -module structure already described.
Thus, applying Theorem 2.3, we can classify all Dunkl-Opdam modules over H p , which strengthens a result of Griffeth on category O [Gri10a, Th. 9.1]:
Theorem 4.21 For each orbit [χ] of the action of C p on SP n , the p/p χ different eigenspaces of Q χ acting on acting on S(χ) are all (non-zero) simple H p -modules, and every simple Dunkl-Opdam H p -module is of this form for a unique χ up to the action of C p and unique p/p χ th root of unity.
"Typically" the action of C p will be free (for example, whenever p is coprime to n), in which case we just have that every simple Dunkl-Opdam H p -module is the restriction of a simple H 1 -module, with restriction being a p to 1 map.
On the other hand, this is certainly not always the case. Perhaps the case of greatest external interest would be that of G(2, 2, n), the Weyl group of type D n . In this case, we have a multisegment Q in /Z and a bipartition ξ = (ξ (1) , ξ (2) ).
Theorem 4.22 A simple Dunkl-Opdam module over the Cherednik algebra of G(2, 1, n) remains simple after restriction to that for G(2, 2, n) unless ξ 1 = ξ 2 and Q = α · Q = Q − 1 /2 (by the formula (4.2)), in which case it is the sum of two distinct simple modules (which appear in the restriction of no other simple).
So, for example, for G(2, 2, 2), the Dunkl-Opdam modules come in the following families:
• There are 2 simples in category O which are the restriction of the simples in category O for G(2, 1, 2) corresponding to ξ = ((2), ∅) and ξ = ((1, 1) , ∅). • There are 2 simples in category O which are the distinct summands of the restriction of the simple module for ξ = ((1), (1)) in category O for G(2, 1, 2). • For each a ∈ /Z, there is a simple corresponding to the multisegment (a) and multipartition ((1), ∅); this is the restriction of a simple Dunkl-Opdam module for G(2, 1, 2). • There is a simple for each multisegment of the form (a, a + k) with a ∈ /Z; this is always the restriction of a simple for G(2, 1, 2) and the only other simple isomorphic after restriction is that for the segment (a + 1 /2, a + 1 /2 + k). • There is a simple for each multisegment given by the segments (a) and (b) if a = b+ 1 /2; the multisegment consisting of (a + 1 /2) and (b + 1 /2) gives the same simple. • There are 2 simples which are the distinct summands of the restriction of the simple module for (a) and (a + 1 /2) for each a ∈ /Z.
One of the interesting consequences of this description is that it is compatible with grading. The algebrasR D and R Cp D are naturally graded, and the graded modules over these algebras give a graded lift of the category of Dunkl-Opdam modules. Thus, one can ask questions about graded dimensions of weight spaces and various multiplicities.
This grading satisfies a very non-trivial property: it is Morita equivalent to a graded algebra with non-negative grading and semi-simple degree 0 part. Proof. This is true for R D by [Web19b, Cor. 4.7]. To see the compatibility with C p , let us recall the construction of this equivalence in more detail. For each χ ∈ SP n , we have the weight (a χ , z χ ) defined above. By construction, W (aχ,zχ) (S(χ)) ∼ = C; thus R D contains a homogeneous primitive idempotent e χ which acts non-trivially on W (aχ,zχ) (S(χ)). The module R D e χ is thus an indecomposable projective R D module with head given by S(χ). Summing over SP n , we obtain a projective submodule P ⊂ R D ; this has a compatible action of α arising from the isomorphism W (aχ,z • χ ) ∼ = W (aαχ,zαχ) .
Every homogenous simple appears as a quotient of P , so P is a projective generator and induces a graded Morita equivalence between R D and R ′ D = End(P, P ) compatible with the action of α on both rings.
By [Web19b, Cor. 4.7], we can identify e χ R D e χ ′ with the Ext-space between two simple perverse sheaves which are only isomorphic if χ = χ ′ . Thus the grading on e χ R D e χ ′ is strictly positive unless χ = χ ′ , in which case it is 1-dimensional in degree 0 and non-negative otherwise (see [Web15, Lem. 1.18] and [Web17, Thm. 5.25] for more discussion of this point). Remark 4.25. We should note that this mixed property is key for the calculation of the classes in the Grothendieck group of simple modules following the approach of [Web15] , ultimately tracing back to the algorithm described by Leclerc in [Lec04, §5.5].
Let us first describe in the case of p = 1. The dimensions of the spaces e(a, z)S play the role of a shuffle expansion of a dual canonical basis vector, and we can compute them using the fact that the graded dimensions are bar-invariant (i.e. they are palindromic as Laurent polynomials in q), analogous to the relationship between q-characters and shuffles from [KR11, Thm. 4.4].
By the mixed property, when the standard modules ∆(χ) are given the grading where the simple quotient is self-dual, all other composition factors are positive shifts of simples where |Q ′ | ≤ |Q|, and if |Q ′ | = |Q| then c ξ ′ < c ξ . Assuming that we can compute e(a, z)∆(χ), we can start with a minimal case (where Q = ∅ and ξ is minimal in the c-function order; this corresponds to a simple Verma in category O), and then inductively compute the unique barinvariant shuffle expansion which can be obtained from e(a, z)∆(χ) by subtracting positive shifts of the expansions we already know. Note that we only need to compute these for the idempotents e(a χ , z χ ) for χ ∈ SP n .
The same approach proceeds for general p, except that we need to use some additional structure: ∆(χ) is a module over R D C χ , and the inductions ∆(χ, λ) toH 1 of the different twists of the C χ action are irreducible. These have not just a Z[q, q −1 ]-valued shuffle expansion, but one where e(a χ ′ , z χ ′ )∆(χ, λ) carries an action of C χ ′ by m → α k (δm) where as before, δ is an invertible straight-line diagram whose bottom matches e(a χ ′ , z χ ′ ) and whose top matches e(a α −k χ ′ , z α −k χ ′ ), for α k ∈ C χ ′ . Thus, we have apply our algorithm for finding bar-invariant characters to shuffle expansions of standards valued in the characters of the groups C χ ′ .
Finding the characters of the standards is a combinatorial exercise based on the basis of [Web19b, Thm. 2.8] and the cellular basis of standard modules over the steadied quotient from [Web17, Thm. 4.11] . This assumes that we have already calculated the q-characters of simple modules for the degenerate affine Hecke algebra as in [Lec04, §6], but we can instead replace ∆(χ) with modules where we use standard modules for the degenerate affine Hecke algebra instead of simples, which it is simpler to calculate the character of. We leave the details of this calculation to the reader (or perhaps the authors' future selves). 4.5. Category O. In [Gri10a, Th. 9.1], Griffeth classifies the simple objects of category O. In our schema above, these are the simple Dunkl-Opdam modules with Q = ∅, that is, corresponding to a orbit of the action of C p on the space of ℓ-multipartitions, and a character of the stabilizer (that is, a p/p ξ th root of unity).
However, our understanding of category O for H 1 , which we denote O 1 , allows us to understand the category O for H p , which we denote O p . In particular, recall that by [Web19a, Thm. 3.15], the functor W D defines an equivalence between O 1 , and the category of modules over a steadied quotient R D (+) of the ring R D . This result was proven for dihedral groups in [Jen14] .
Proof. By [Web17, Th. C], the algebra R D (+) is standard Koszul, and after a Morita equivalence is mixed. Thus by Theorem 2.7, R D (+) is standard Koszul as well.
Note that the Koszul dual of R D (+) is again (up to Morita equivalence) an algebra of the same type, giving a block of category O for the Cherednik algebra of G(ℓ ′ , 1, n ′ ) for quite different data related by rank-level duality (see [CM, Web17] for more discussion of this combinatorics). In particular, ℓ ′ is the denominator of k in least terms (and n ′ is quite complicated), while this dual block has k ′ = 1/ℓ (or some other fraction with ℓ as denominator; there are many equivalent blocks which all give the same category). At the moment, the natural of this dual action is unclear to us, though it obviously must be quite different from the one that gives G(ℓ, p, n). In particular, p will typically not divide ℓ ′ , and the pcyclic condition corresponds to a restriction on the block considered (but not the possible parameters).
Remark 4.28. As in Remark 4.25, we can use the mixed property to compute decomposition numbers. We have not been able to find a slick packaging of this conjecture in terms of Fock spaces, as Rouquier did in the G(ℓ, 1, n) case [Rou08, §6.5]. The mixed property gives the suitable raw material for such a proof as in [Web17, Cor. 5.27 ], but we can have not found a convenient description of the Grothendieck group. 4.6. The Knizhnik-Zamolodchikov functor. Just as in [Web19a, Thm. 3 .18], we can describe the KZ functor on category O in terms of this equivalence. Let H p be the Hecke algebra of G(ℓ, p, n) with appropriate parameters; note that H p = H C 1 for a Morita action.
In [Liu17] , it's shown that this functor commutes with restriction; this is equivalent to saying that the projective in O p representing the functor KZ satisfies Ind H 1 Hp P p = P 1 . This can be rephrased as saying that P 1 carries an isomorphism P 1 ∼ = P α 1 which makes it into aH 1 -module, and P p is the invariants of this action.
We will recall the description of KZ : O 1 → H 1 -mod and make a small modification in order to make it compatible with the C p action. Let D • be the orbit space for 1 ℓ Z/Z on D. For each [d] ∈ D • , we choose an element ϕ([d]) ∈ such that the orbit is given by the set Σ(ϕ(d), ζ k ) for k ∈ [1, ℓ]. Note that we have a small difference with the construction in [Web19a] , where we chose a splitting of Σ at always had 1 in the second coordinate. This will not effect the construction at all; in fact, we could choose any fixed splitting of Σ, so it is more convenient to choose one which is C p -equivariant.
Choose an integer
Then we have an isomorphism of functors On the other hand, if KZ p (S) = 0, then it is one of the p/p S summands of KZ(S ′ ) equal dimension. Since the α action on KZ p (S ′ ) permutes different weight spaces, it is free, and so it divides into p/p S summands of equal size under C S , which the images of the different summands of Res H 1 Hp (S ′ ). This establishes that the number of copies of the projective cover of S ′ in the representing projective for KZ p and KZ ′ p are the same. The compatibility with Rostam's isomorphism follows because it is the restriction of Brundan-Kleshchev's to the C-fixed points, and the compatibility with restriction from [Liu17, Thm 5.2].
As with the construction in [Web19a] , this construction has the distinct advantage of being non-transcendental, and thus defined over an arbitrary field of characteristic 0.
Relationship to quantum field theory
In recent years, ideas from quantum field theory have made a key contribution to noncommutative algebra and symplectic algebraic geometry. Before getting into details, let us discuss a bit the theories concerned. 5.1. 3d N = 4 Gauge Theories. A 3d N = 4 gauge theory is defined by a compact Lie group G R , a quaternionic representation R of G, and a set of mass and FI parameters. We note some differences of notation between the mathematical and physical work on this subject. In the mathematical literature, we typically show a preference for the complex structure given by the obvious embedding C ⊂ H, making R into a complex vector space, with a module structure over the complexification G of G R . Of course, we can choose a G-invariant inner product −, − on R which is quaternionic Hermitian and Ω(r 1 , r 2 ) = r 1 , Jr 2 − i r 1 , Kr 2 is a C-linear symplectic structure on R. Thus, it is essentially equivalent to study a complex representation R of a complex reductive group G with an invariant symplectic form. We will also typically want to assume that R = N ⊕ N * for a G representation N.
This gives us a 3d theory whose field content consists of a vectormultiplet transforming in the adjoint representation of G and hypermultiplets transforming in the representation R. The vectormultiplet contains three real scalar fields, and the hypermultiplets each contain four real scalar fields. The real scalar fields φ i (for i = 1, 2, 3) in the vectormultiplet are each valued in the Lie algebra g of G. The real scalars in the hypermultiplets parameterize a copy of R.
Attached to this theory, we have a moduli space of vacua. Since Lorentz invariance prevents all fields except for massless scalar fields from acquiring vacuum expectation values, the moduli space of vacua is parameterized by the massless scalar fields of the theory.
The moduli space of vacua is union of components, or in the parlance of quantum field theory, "branches." The two most important of these are (1) the Higgs branch M H is parameterized by nonzero vacuum expectation values of the hypermultiplet scalars, and (2) the Coulomb branch M C is parameterized by nonzero vacuum expectation values of the vectormultiplet scalars and the dual photon.
The Higgs branches of these theories can be understood as hyperkähler quotients. In particular, the connection to Cherednik algebras was established much earlier in [Gor08] . Until recently, it was very challenging to work explicitly with Coulomb branches of these theories, since no mathematically precise description of them existed. The naive expectation for the Coulomb branch is
where T ∨ is the abstract dual Cartan and W the Weyl group of G. Quotienting by the Weyl group accounts for the symmetries of the maximal toral subalgebra. The above equation turns out not to be entirely correct (indicated by the ≈ sign) and is referred to as the classical Coulomb branch because the geometry of Coulomb branch receives quantum corrections. This issue was corrected in recent work of Braverman-Finkelberg-Nakajima [BFNb] , using the geometry of the affine Grassmannian. As discussed in [DGGH, §1.4 ], this can be interpreted physically as computing local operators in the A-twist of this theory at a junction of two trivial line defects. By incorporating an Ω-background, BFN also construct a non-commutative algebra quantizing the holomorphic functions (i.e. the chiral ring) on the Coulomb branch; we will call this the quantum Coulomb branch.
This work has proven highly influential in giving new presentations of already understood algebras as quantum Coulomb branches such as U(gl n ) and several of its variants such at finite W-algebras. The most important example for us is the spherical Cherednik algebra of G(ℓ, 1, n), as shown by Kodera-Nakajima [KN18] and expanded on by Braverman-Etingof-Finkelberg [BEF] and the second author [Web19a] .
Theorem 5.1 The spherical Cherednik algebra e 1 H 1 e 1 is isomorphic to the BFN Coulomb branch of the 3d N = 4 gauge theory with matter N = gl n ⊕ C n ⊗ C ℓ (with trivial action on C ℓ ) and (complexified) gauge group G = GL n . This is a quiver gauge theory with quiver diagram: n ℓ 5.2. Vortex line operators. We wish to enrich this picture by considering line operators in the A-twist of our gauge theory. This category should be interpreted mathematically as the category of D-modules on the stack quotient N((t))/G((t)) which is one version of the loop space of the quotient N/G. The easiest way to construct such a D-module is to consider a subspace L ⊂ V ((t)) invariant under a subgroup G 0 ⊂ G((t)), and push forward the functions of L by the map L/G 0 → N((t))/G((t)). In the notation of [DGGH] , we take the Lagrangian L 0 to be the conormal of L.
It will be convenient for us to use the identification (C n ⊗ C ℓ )((t)) ∼ = C n ((t)); if e 0 , . . . , e ℓ−1 are the standard basis vectors of C ℓ , this is induced by the isomorphism
Let t (ℓ) : C ℓ ((t)) → C ℓ ((t)) be the map intertwined with multiplication by t with this isomorphism; we'll also use this for the induced automorphism of (C n ⊗ C ℓ )((t)). This corresponds to multiplication of elements of C ℓ ((t)) by the matrix
We let t (n) be the n × n version of this matrix. Note that t (n) generates a copy of Z in G((t)) which normalizes the Iwahori; in fact, this can be identified with the length 0 elements of the extended affine Weyl group. Let us describe the cast of operators of interest to us. Let I be the standard Iwahori given by matrices in G[[t]] which are upper-triangular mod t, and I its Lie algebra as a subspace of g
, then the result is the trivial line defect ½. The endomorphisms of this line defect are precisely the BFN Coulomb branch.
• If L = I ⊕ U k and G 0 = I, the result is the Procesi lines Ô k . We call these "Procesi lines" since they behave quite similarly to Procesi bundles on Hilbert schemes.
, the result is the spherical Procesi lines ×Ô k .
• If L = {0} and G 0 = G((t)), then this is the GKLO line Ó. This name arises from its relation to the so-called GKLO representations (originally defined for Yangians in [GKLO05] ).
Local operators at junctions of these defects can be computed directly, using the geometry of fiber products; see [DGGH, §5] for a discussion from a physical perspective. For mathematicians, it is hopefully satisfactory to blindly apply the theorem that if X 1 → Y ← X 2 is a pair of maps, and M 1 and M 2 the pushforward of the function D-modules, then
That is, for (L 1 , G 1 ) and (L 2 , G 2 ) defining vortex defects L 1 , L 2 , then
Adding an Ω-background deforms this algebra by adding in equivariance for a circle action; we denote the resulting Ext space by Ext • (L 1 , L 2 ), where is the equivariant parameter for the circle action. The result depends on the choice of mass parameters. These come from an element of the flavor Lie algebra gl ℓ × C = End GLn (N), which encodes how the circle acts on the matter N.
We typically interpret N((t))/G((t)) as the space of trivializable principal G-bundles on a formal punctured disk with a choice of section of the associated N-bundle, and N[[t]]/G[[t]] as the space of such bundles with section on an unpunctured disk. In the case where I = G 1 = G 2 , this means that L 1 /I is the space of principal G-bundles on the formal disk with a B-reduction at the origin, with a meromorphic section whose behavior near the origin matches an element of L 1 . Taking fiber product can be interpreted as considering the space of principal bundles on the "raviolo" obtained by gluing two formal disks away from the origins, together a reduction of structure group to B at each origin, with a meromorphic section of the associated N-bundle whose singularities at the 2 origins are controlled by L 1 and L 2 respectively.
Alternatively, G((t))/I can be interpreted as the space F ℓ of affine flags:
by acting with G((t)) on the standard affine flag ∆ • with ∆ 0 = C n [[t]] and ∆ i = t i (n) ∆ 0 the unique I-invariant lattice containing or contained in ∆ 0 with the correct codimension. Using this perspective, we can see that:
One very useful construction is the GKLO representation, the functor from line operators to vector spaces which sends L to
In particular, if G 0 = I then this is a polynomial ring in the Chern classes of the tautological line bundles, and if G 0 = G[[t]], then it is the symmetric polynomials in these classes, which is a polynomial ring in the Chern classes of the tautological rank n bundle.
5.3.
Connection to G(ℓ, p, n). While (5.3) gives a geometric description of the local operators in these theories, the approach of [Webb, Web19a] can be used to compute these operators explicitly. We can match the mass parameters of the theory with the parameters of the Cherednik algebra as in [Web19a] . More explicitly, the space L 1 G 1 ×N((t)) G((t)) L 2 G 2 has: (1) an action of C * by loop rotation with equivariant parameter ℓ ;
(2) an action of GL ℓ on C n ⊗ C ℓ with the action on the first factor trivial; we will identify the Chern roots of the tautological bundle with the parameters −s i + ℓ ; (3) an action of C * by scalar multiplication on gl n with equivariant parameter k.
We call these parameters p-cyclic if they satisfy the relations of Definition 3.3, that is, if s m + ℓ /p = s m+ℓ/p for all m. In terms of the loop action on (C n ⊗ C ℓ )[[t]], this means that t ℓ/p (ℓ) has weight 1/p under the loop action. Thus, we can interpret specializing and s k to complex numbers as giving us a flavor homomorphism C → gl ℓ × C sending 1 → diag(ℓ − s ℓ−1 , ℓ − s ℓ−2 , · · · , ℓ − s 1 , ℓ − s 0 ), Note our reversal of the order of subscripts due to the fact that s i appears with a minus sign. Using the p cyclic property, we have that (5.5) diag(ℓ − s ℓ−1 , ℓ − s ℓ−2 , · · · , ℓ − s 1 , ℓ − s 0 ) = diag( ℓ p − sℓ /p−1 , · · · , ℓ p − s 0 , 2ℓ p − sℓ /p−1 , · · · , 2ℓ p − s 0 , · · · , ℓ − sℓ /p−1 , · · · , ℓ − s 0 ) Theorem 5.2 For any p-cyclic mass parameters, the space Ext • (Ô k , Ô m ) is isomorphic to the m − k degree part of the partially spherical Cherednik algebra H psph p with the corresponding parameters.
Proof. First, we note that this Ext space only depends on the value of k − m (mod p). If m − k = qp for q ∈ Z, then we have that multiplication by t q I ∈ G((t)) gives an isomorphism between the spaces I⊕U k and I⊕U m , and the graph of this isomorphism gives an isomorphism between the corresponding line operators.
As before, everywhere we write an element x ∈ H p , it is to be understood that that we mean its image e ′ xe ′ . The proof proceeds, as in [Web19a, Lem. 4.2] by comparing the action of the generators of Proposition 3.9 with natural homology classes. These are easily read off from the action formulas of Proposition 3.10, with the degree 0 elements follow the isomorphism of [Web19a, Lem. 4.2].
(1) When k = m, the elements u i − kℓ /p are sent to the Chern classes c(Λ i /Λ i+1 ) of tautological line bundles Λ i /Λ i+1 on the affine flag variety. Note that this is compatible with the use of the graph of t q I between different line operators, since this element does not commute with loop rotation.
(2) When k = m, the elements r i − 1 are sent to the classes of the subspace
(3) The element y ℓ−1 n τ is sent to the shift correspondence (5.7)
{(Λ • , x(t), y(t)) ∈ F ℓ × I × U k | Λ j = ∆ j−1 for all j} and x ℓ−1 1 σ is sent to the correspondence (5.8)
{(Λ • , x(t), y(t)) ∈ F ℓ × I × U k | Λ j = ∆ j+1 for all j}.
(4) When k = m + 1, then U k ⊂ U m and σ nℓ/p is sent to the correspondence (5.9) {(Λ • , x(t), y(t)) ∈ F ℓ × I × U m | Λ j = ∆ j for all j}.
This looks suspiciously like the identity correspondence, but of course, it is between two different spaces, so this is not even a meaningful possibility. (5) If k = m − 1, we simply switch the sides of the correspondence, and send τ nℓ/p to the class of (5.10) {(Λ • , x(t), y(t)) ∈ F ℓ × I × U k | Λ j = ∆ j for all j}. to the homology class of (5.11) {(Λ • , x(t), y(t)) ∈ F ℓ × I × (U k ∩ t n−c (n) U m ) | Λ j = ∆ j−n+c for all j}. In order to check that these satisfy the desired relations, we will confirm that the action of these classes in the GKLO representation Ext • (Ó, Ô k ) ∼ = C[c(Λ 0 /Λ 1 ), · · · , c(Λ n−1 /Λ n ), ] matches the formulas of Proposition 3.10. For the elements of degree 0, this is already proven in [Web19a, Lem. 4.2]. The remaining cases, our cycles consist on an affine space V sitting above a single point in the affine flag variety corresponding to a length 0 element w of the extended affine Weyl group, so their action is easy to check. They must act by an affine transformation of the Chern classes c(Λ i /Λ i+1 ) corresponding to w −1 , and multiplication by the Euler class of the normal bundle to w −1 V inside I⊕U m . As usual, calculating this normal class in the I × C * -equivariant homology of a contractible space simply requires decomposing the normal bundle under of the action of the torus T and loop C * and taking the product of the weights that appear with multiplicity (considered as degree 2 cohomology classes on the classifying space).
(3) While this is covered in [Web19a, Lem. 4.2], it will be a useful warm-up to consider these cases. In (5.7), we have w = t (n) , and t −1 (n) V = I ⊕ U k since U k ⊂ t −1 (n) U k . Thus the normal bundle is trivial, and we have the desired action. On the other hand, in (5.8), we have w = t −1 (n) and t (n) V = I ⊕ t (n) U k , since t (n) U k ⊂ U k . Thus, we have to multiply by the Euler class of the quotient U k /t (n) U k ∼ = C ℓ . Since the flavor group GL ℓ acts on this as a copy of the defining representation, and T × C * by a single character µ, we have that the Euler class is ℓ−1 m=0 (µ + ℓ − s m ). The character µ is that of the action on t k times the first basis vector in C n , which is exactly the image of u 1 under our map. This completes the proof.
(4) In this case, w = 1 and V = U k , since U k ⊂ U m . Thus, the Euler class of interest is that of U m /U k . This is a sum of ℓ/p copies of C n , which we can identify with t m (ℓ) (C ℓ/p ) ⊗ C n where GL n acts as usual on the right hand side and the flavor and loop tori act by the usual action on the left hand side. By (5.5), the weights for the flavor and loop tori t m (ℓ) (C ℓ/p ) for correspond to the monomials (m + 1)ℓ /p − s 0 , (m + 1)ℓ /p − s 1 , . . . , (m + 1)ℓ /p − s ℓ/p . By the p-cyclicity of the parameters, we have that these values are enough to characterize the full set of parameters for the Cherednik algebra. The weights of GL n correspond to the tautological bundles, and thus to u 1 − mℓ /p, . . . , u n − mℓ /p.
Taking the product of all ways taking sums of these elements gives the weights of the tensor product. The shift of the variables U i → U i + ℓ /p follows from the fact that tautological classes map to tautological classes, but these differ from the u i 's by a shift. (5) In this case, w = 1 and V = U m , since U m ⊂ U k . Thus the Euler class is trivial, and we only have the shift that comes from identifying tautological classes. (6) In this case, w = t d (n) ; this, together with the shift in identifying tautological classes and the u i 's, this gives the desired affine transformation. Thus, we need only calculate the Euler class for U m /w −1 V . We have w −1 V = U m ∩ t c−n (n) U k ; for simplicity, consider the case of m = 0, k = d. In this case U 0 = (C n ⊗ C ℓ )[[t]] and t c−n (n) U k is the C[[t]]
Proof. The only point that needs to be confirmed here beyond Theorem 5.2 is that the isomorphism of that theorem is compatible with pullback by t ℓ (ℓ) . This is clear because both act by shifting the variables U i in the polynomial representation by ℓ ; the faithfulness of the polynomial representation assures that this uniquely characterizes the isomorphism.
This result opens the door to a geometric approach to the representation theory of H p , since for any line operator L, we have that p−1 i=0 Ext • (L, Ô i ) is a H psph p -module. It is thus natural to ask which H psph p -modules arise this way. This type of geometric realization of representations of Cherednik algebras appeared in work of Oblomkov and Yun [OY16] , but could benefit from considerably more exploration.
