We shall use a C * -algebra approach to study operators of the form S ⊗ N where S is subnormal and N is normal. We shall determine the spectral properties for these operators, and find the minimal normal extension and the dual operator. We also give a necessary condition for C * (S ⊗ N ) to contain a compact operator and a sufficient condition for the algebraic equivalence of S ⊗ N and S ⊗ M .
Introduction
One of the most well understood classes of subnormal operators is the class of quasinormal operators; this class includes the normal operators and the isometries. Recall that an operator is quasinormal if S and S * S commute. These operators were introduced by Brown [2] in 1953 and have since received considerable attention. The structure theorem that makes these operators prone to study was proven in [2] (also see Conway [7] , p.44) and says that a pure operator is quasinormal if and only if it is unitarily equivalent to U ⊗ A, where U is the unilateral shift and A is a positive one-to-one operator.
Thus, the general feeling is that if a question can be answered for normal operators and for the unilateral shift, then it can also be answered for quasinormal operators. Since quasinormal operators are so well understood, they are often used as a first test to test the resonableness of a conjecture. However, quasinormal operators are very simple in many ways; for instance, their spectrum is always a disk.
In this paper we want to consider a class of subnormal operators that seems to be very apt for study and yet offers much greater diversity than quasinormal operators, namely, operators of the form S ⊗ N where S is a subnormal operator and N is a normal operator. The idea is that if S is "understood," then the class S ⊗ N where N various over the normal operators should offer a rich source of examples and yet still be manageable.
If S and T are subnormal operators, then S ⊗ T is also a subnormal operator. For if N and M are normal extensions of S and T respectively, then N ⊗ M is a normal extension of S ⊗ T . In fact, recently J. Stochel [12] proved the converse; that is, if S ⊗ T is a subnormal operator, then both S and T must be subnormal. We shall give another proof of a special case of this result. Now, if S and T are subnormal, what is the minimal normal extension (mne) of S ⊗ T ? In particular, if N = mneS and M = mneT , is N ⊗ M the minimal normal extension of S ⊗ T ? In general the answer is no (see Conway [6] ). In [6] Conway determines the minimal normal extension of S ⊗ S when S is the Bergman shift; its description, however, requires approximation theory in several complex variables and the use of disintegration of measures.
Although the class S ⊗ T is complicated when S and T are subnormal, we shall see that if one of the factors is normal, then several natural questions are more easily answered. Furthermore, the general tensor product S ⊗ T may be obtained by restricting S ⊗ N to an invariant subspace, where N is a normal extension of T .
We shall show that mne(S ⊗N ) = mne(S)⊗N and dual(S ⊗N ) = dual(S)⊗N * . Thus one may use this to determine the normal spectrum of S ⊗ N . However we also obtain the spectral properties by use of the classical Weyl-von Neumann-Berg Theorem and by considering C * (S ⊗ N ), the C * -algebra generated by S ⊗ N .
An important part of this paper is determining when there exists a * − homomorphism φ : C * (S ⊗ T ) → C * (S) satisfying φ(S ⊗ T ) = S. We shall use Voiculescu's Theorem, a non-commutative version of Berg's Theorem, to characterize the operators T with a slightly more general property; namely, there exists a non-zero constant α such that for any operator S, there exists a * −homomorphism φ : C * (S ⊗ T ) → C * (S) satisfying φ(S ⊗ T ) = αS. The operators T for which this holds are precisely those for which there exists a non-zero multiplicative linear functional on C * (T ); this includes all hyponormal operators.
This easily and naturally recaptures the result in [12] , that subnormality of S ⊗T implies subnormality of S, for a large class of operators T . The existence of φ gives a natural way in which to transfer C * properties of the tensor product (such as isometry, normality, subnormality, etc.) to the individual factors.
The problem of when S⊗N is unitarily equivalent to S⊗M is of prime importance in understanding these operators. It follows easily from the structure theorem for quasinormal operators that U ⊗ N ∼ = U ⊗ M if and only if |N | ∼ = |M |, where U is the unilateral shift and N , M are one-to-one normal operators. We shall prove a version of this for hyponormal operators with compact self-commutator.
If T is a hyponormal operator with compact self-commutator and if N and M are one-to-one normal operators such that either |N | or |M | has a finite multiplicity function, then it is shown that if T ⊗ N ∼ = T ⊗ M , then |N| ∼ = |M|.
It follows that if T is hyponormal with compact self-commutator, A and B are one-to-one positive operators, one of which has a finite multiplicity function, then
In fact, there are really three different classes of operators here: S ⊗ A where A is positive; S ⊗B where B is self-adjoint; and S ⊗N where N is normal. Furthermore, these classes get progressively more complex and, in general, are not equal. If S is the unilateral shift, however, then the three classes all coincide.
The minimal normal extension
In this section the main result is establishing that mne(S ⊗ N ) = mne(S) ⊗ N . Recall that the self-commutator of an operator S is [S * , S] = S * S − SS * . First we establish when S ⊗ N is pure. Proposition 2.1. If T is any operator and N is normal, then the self-
Recall that a normal operator is one-to-one if and only if it has dense range.
Proposition 2.2. If S is a subnormal operator and N is a normal operator, then
S ⊗ N is pure if and only if S is pure and N is one-to-one.
Proof. If S acts on H and N acts on K, then T = S ⊗ N acts on H ⊗ K.
Suppose S is pure and N is one-to-one. To show that T is pure it suffices to show that the smallest invariant subspace of T that contains the range of [T * , T ] is H ⊗ K.
If Now let L = {x ∈ H : for every k ∈ K, x ⊗ k ∈ M}. As noted above, the range of [S * , S] is contained in L. Furthermore, as M is invariant for T , one easily checks that L is closed and invariant for S. Since S is pure we have that L = H.
Thus, M contains every vector of the form h ⊗ k for any h ∈ H and k ∈ K. Since these vectors have dense linear span in H ⊗ K, we have M = H ⊗ K. Thus T is pure.
Conversely, if N is not one-to-one, then S ⊗ N has a non-trivial kernel; hence it cannot be pure. Or, if S = S 1 ⊕ M where M is normal, then S ⊗ N = (S 1 ⊗ N) ⊕ (M ⊗ N). Thus, since M ⊗ N is normal, S ⊗ N is not pure.
Corollary 2.3. If S is a pure subnormal operator and T is any subnormal operator
such that mneT is one-to-one, then S ⊗ T is a pure subnormal operator.
Proof. Clearly S ⊗ T is subnormal. Let N = mneT . Since S ⊗T is the restriction of the pure subnormal operator S ⊗ N to an invariant subspace, S ⊗ T is also pure.
Proposition 2.4. If S is a subnormal operator and N is a one-to-one normal operator, then mne(S
Clearly, H ⊆ L and L is a closed linear subspace of K 0 . In fact, since N has dense range and M is a reducing subspace for M ⊗ N , it follows that L is a reducing subspace for M . Since H ⊆ L and M = mneS, it follows that L = K 0 . Thus, h ⊗ k ∈ M for every h ∈ K 0 and k ∈ K. So, M = K 0 ⊗ K and thus M ⊗ N = mne(S ⊗ N ).
Corollary 2.5. If S is a pure subnormal operator and N is a one-to-one normal operator, then dual(S
Proof. Keeping the notation from Proposition 2.4, we have that
It follows that if S is self-dual and A is self-adjoint, then S ⊗ A is also self-dual. Let m : C 2 → C be the multiplication map given by m(z, w) = zw.
Corollary 2.6. If S is a subnormal operator and N is a one-to-one normal operator, then svsm(S
Proof. It follows from Proposition 2.4 that if M = mneS, then
Spectral properties
We now show how to use C * -algebra techniques and the classical Weyl-von Neuman-Berg Theorem to establish several properties of S ⊗ N . We compute the spectral properties, consider when C * (S ⊗ N ) contains a compact operator, and show the existence of a * − homomorphism from C * (S ⊗ T ) → C * (S) mapping S ⊗ T → S for a large class of operators T .
If N is a diagonalizable operator with eigenvalues {λ n }, then S ⊗ N = n λ n S. Thus S ⊗N is simply a direct sum of multiples of S. Clearly, the spectral properties of this direct sum are easily established. For the general case, we shall use the Weyl-von Neumann-Berg Theorem to approximate an arbitrary normal operator by diagonalizable ones.
Two operators A, B are said to be approximately equivalent, denoted A ∼ a B, if there exist unitaries U n such that U * n AU n → B in the norm. We shall need the following two results. The first one is a refined version of the Weyl-von Neumann Theorem due to Berg [1] ; also see Davidson [8] , p.59. We also need the following basic result. If S and T are operators, then denote by C * (S) ≈ C * (T ) the fact that there exists a *-isomorphism φ: Proof. If U n are unitaries such that U * n SU n → T in norm, then one easily checks that for each A ∈ C * (S), the limit of {U * n AU n } exists in norm. If φ(A) denotes this limit, then φ is a *-homomorphism from C * (S) → C * (T ) that sends S to T . Since one can construct an inverse to φ in a similar manner, φ is actually a *-isomorphism.
We shall also use the following result which we state for convenience. The fact that the approximate point spectrum is preserved under C * -equivalence actually holds for hyponormal operators and is due to Bunce [4] (also see Conway [7] , p. 88). That the normal spectrum is preserved was first shown by Bunce and Deddens [5] in 1977, and independently, and in greater generality, by the author in [9] (also see [10] ).
If K and L are two compact subsets of C, then KL denotes the set of all possible products from K and L, that is, the range of the multiplication map m : K ×L → C given by m(z, w) = zw. Since K × L is compact, we see that KL is also compact.
Part (a) of the next Theorem is well known and holds for any two operators; see Brown and Pearcy [3] . Theorem 3.4. If S is a subnormal operator and N is a one-to-one normal operator, then the following hold:
Proof. By Theorem 3.1, there exists a diagonal operator D such that D ∼ a N . Thus, it follows that S ⊗ D ∼ a S ⊗ N . In fact if U n are unitaries such that U * n DU n → N , then V * n (S⊗D)V n → S⊗N where V n = I⊗U n . Hence Proposition 3.2 implies that C * (S ⊗ D) ≈ C * (S ⊗ N ). Thus, Theorem 3.3 gives that the spectrum, approximate point spectrum and normal spectrum of S ⊗ D and S ⊗ N are the same.
But D is a diagonal operator. If its eigenvalues are {λ n }, then S ⊗ D = n λ n S. So, for instance, σ ap ( n λ n S) = cl[ n λ n σ ap (S)] = cl[{λ n }σ ap (S)}] = σ(D)σ ap (S) = σ(N)σ ap (S). So, (b) follows. The others follow similarly.
As mentioned above, part (a) actually holds for any two operators. Also, since Theorem 3.3 holds for the approximate point spectra for hyponormal operators, part (b) also holds whenever S is hyponormal.
We now give another application of Theorem 3.1 to the study of these operators S ⊗ N . Namely, when does C * (S ⊗ N ) contain a compact operator? This is not difficult to answer for quasinormal operators. That is, if U is the unilateral shift and A is a one-to-one positive operator, then C * (U ⊗ A) contains a non-zero compact operator if and only if σ(A) = σ e (A). In general one direction still holds. Proof. Since σ(N ) = σ e (N), N has no isolated eigenvalues of finite multiplicity. Thus by Theorem 3.1, N ∼ a N (2) = N ⊕ N . It follows that S ⊗ N ∼ a (S ⊗ N ) (2) . If {U n } are unitaries such that U * n (S ⊗ N )U n → (S ⊗ N ) (2) , then by Proposition 3.2 the map φ: C * (S ⊗ N ) → C * ((S ⊗ N ) (2) ) given by φ(A) = lim n U * n AU n is a * −isomorphism. However, it is also easy to see that ψ: C * (S ⊗ N ) → C * ((S ⊗ N ) (2) ) given by ψ(A) = A (2) is also a * −isomorphism.
Since a * −homomorphism is uniquely determined by its action on a generator, we have that φ = ψ. That is, for each A ∈ C * (S ⊗ N) we have A ∼ a φ(A) = A (2) . Now if C * (S ⊗ N ) contains a non-zero compact operator K, then it also contains |K|. Thus it would follow that |K| ∼ a |K| (2) . However this contradicts Theorem 3.1 because |K| and |K| (2) have the same isolated eigenvalues although with different multiplicities. Thus there are no non-zero compact operators in C * (S ⊗ N ).
We now give an example to show that the converse of Theorem 3.5 is not always true. We see that C * −algebra methods can be useful in studying tensor products. Thus the next question is a natural one. We now consider the existence of a * −homomorphism φ:C * (S ⊗ T ) → C * (S) such that φ(S ⊗ T ) = αS, for some non-zero α ∈ C. We shall show that φ exists whenever T is an operator such that there exists a non-zero multiplicative linear functional on C * (T ), and S is arbitrary. This immediately implies that for a large class of operators T , if S ⊗ T has a certain C * −property, such as subnormality, hyponormality, etc., then S also has the same property.
It was shown in [12] that various C * −properties (including subnormality) of S ⊗ T imply the same property for both S and T . The work in [12] is non-trivial and makes use of certain relations between moment problems and operators. Our approach, although it does not apply to every operator T , seems more natural and should prove to be useful in other contexts as well.
The following is the main result along these lines. Remark. Observe that if φ always exists for any operator S, then one direction follows by simply choosing S to be a non-zero operator on a one-dimensional space. Proof. Simply observe that inflation gives that C * (A) ≈ C * (A (∞) ). Also, Proposition 3.2 gives that C * (A (∞) ) ≈ C * (A (∞) ⊕ B (∞) ). Finally compression shows that there exists a * −homomorphism from C * (A (∞) ⊕ B (∞) ) → C * (B (∞) ). And last, C * (B (∞) ) ≈ C * (B). Composing these maps gives the required * −homomorphism.
Proof of Theorem 4.1. First recall Voiculescu's Theorem. It states that if ρ is a non-degenerate representation of a separable C * −algebra A that annihilates the compact operators in A, then id ∼ a id ⊕ ρ where id denotes the identity representation of A. See [13] or [8] , p. 68. Let ψ be a non-zero multiplicative linear functional on C * (T ). This naturally induces a representation ρ of C * (T (∞) ) on a separable infinite dimensional Hilbert space; namely ρ(A (∞) ) = ψ(A)I where I is the identity operator. Since there are no compact operators in C * (T (∞) ) and ρ is non-degenerate we see that id ∼ a id ⊕ ρ.
In particular, evaluating at T implies that T (∞) ∼ a T (∞) ⊕ αI where α = ψ(T ).
Hence it follows that
So,
Thus by Lemma 4.2, there exists a * −homomorphism φ:
It is easy to check that if ψ is a multiplicative linear functional on C * (T ), then ψ(T ) ∈ σ ap (T ). Thus, if T is quasinilpotent, that is σ(T ) = (0), then T will not satisfy the hypothesis of Theorem 4.1.
However, it is well known that if T is a hyponormal operator and α ∈ σ ap (T ), then there exists a multiplicative linear functional ψ: C * (T ) → C such that ψ(T ) = α; see Bunce [4] or Conway [7] , p.87. Observe that Corollary 4.3 is easier to prove if T is normal. For suppose that N is normal and α ∈ σ(N ). By Theorem 3.1 there exists a diagonal operator D such that D ∼ a N . But clearly, we may choose D such that α is an eigenvalue for D. So, if S is any operator, then S ⊗ N ∼ a S ⊗ D. Hence, Proposition 3.2 implies that C * (S ⊗ N ) ≈ C * (S ⊗ D). But, since S ⊗ D is simply a direct sum of multiples of S, compression to a reducing subspace gives a * −homomorphism from C * (S ⊗ D) → C * (S) that maps S ⊗ D → αS. Thus by composing we have the required map.
Surely, Corollary 4.3 should prove to be useful in studying tensor products of subnormal and hyponormal operators.
In [9] (also see [10] ) the author showed that subnormality is not only preserved under * −homomorphisms but also under certain positive linear maps. Namely, if S is a subnormal operator and ρ : C * (S) → C * (T ) is a positive (unital) linear map such that ρ(S) = T and ρ(S * S) = T * T , then T is also a subnormal operator. Hence we have the following natural question. Question 4.4. Can we characterize the operators T such that there exists a nonzero scalar α ∈ C with the property that for any operator S there exists a positive (unital) linear map ρ : C * (S ⊗ T ) → C * (S) satisfying ρ(S ⊗ T ) = αS and ρ(S * S ⊗ T * T ) = |α| 2 S * S?
Unitary equivalence
In this section we consider the basic question of when S⊗N is unitarily equivalent to S ⊗ M . As mentioned in the introduction, if U is the unilateral shift, then U ⊗ N ∼ = U ⊗ M if and only if |N | ∼ = |M |. Our approach will be to use the simple fact that if the operators are unitarily equivalent, then so are their selfcommutators.
For any self-adjoint operator A, let n A denote the multiplicity function for A. Also, any reference to the a.e. behavior of n A naturally means with respect to a scalar valued spectral measure for A. We shall say that A has a finite multiplicity function if n A is finite a.e.
The following is our main preliminary result. An immediate consequence is the following result, which is the main result for this section. Thus, since [S * , S] is a compact positive operator and either |N | 2 or |M | 2 has a finite multiplicity function, we must have |N | 2 ∼ = |M | 2 . Since this is equivalent to |N | ∼ = |M |, the result follows. We now proceed toward the proof of Theorem 5.1. We shall need two other results that we state for completeness. First, we shall denote by A the commutant of an algebra A. Second, recall that a von Neumann algebra A is finite, if there are no (non-trivial) projections in A equivalent to the identity, that is, if every isometry in A is actually a unitary. Clearly, every abelian von Neumann algebra is finite. See [11] for the following result. Suppose that A is compact and B has a finite multiplicity function. We may also suppose that A = B = C = 1. Let the distinct eigenvalues of A be {1, λ 1 , λ 2 , . . . }, where 1 = λ 0 > λ 1 > λ 2 > . . . and where λ k has multiplicity n k . Thus we have the following:
A similar decomposition holds for A⊗C. As A⊗B ∼ = A⊗C, they have equivalent scalar valued spectral measures. Let µ = svsmB and ν = svsmC. Now the only summand of A ⊗ B in (1) that puts positive spectral measure on the interval (λ 1 , 1] is B (n0) . Likewise C (n0) is the only summand from A ⊗ C that contributes to the spectral measure on (λ 1 , 1]. Thus we have that µ|(λ 1 , 1] ≈ ν|(λ 1 , 1]. Also for t ∈ (λ 1 , 1], we have n 0 n B (t) = n A⊗B (t) = n A⊗C (t) = n 0 n C (t). Thus n B (t) = n C (t) for a.e. t ∈ (λ 1 , 1].
By considering the spectral projection for B corresponding to the interval (λ 1 , 1] we can decompose B as B = B 1 ⊕ B 2 where svsmB 1 = µ|(λ 1 , 1] and svsmB 2 is supported on [0, λ 1 ]. Also write C = C 1 ⊕ C 2 in a similar way. Since B 1 and C 1 have equivalent spectral measures and the same multiplicity functions, we know that B 1 ∼ = C 1 . Thus also, A ⊗ B 1 ∼ = A ⊗ C 1 . So we have the following:
Since B has a finite multiplicity function and A is compact, we see that A ⊗ B also has a finite multiplicity function. Hence Theorem 5.5 implies that the hypothesis of Theorem 5.4 is satisfied; thus Theorem 5.4 implies that
Now the argument repeats. As (A ⊗ B 2 ) ∼ = (A ⊗ C 2 ), we have that B 2 = C 2 ≤ λ 1 . So arguing as above we again see that on the interval J 2 = (λ 1 B 2 , B 2 ] = (λ 1 C 2 , C 2 ], B 2 and C 2 have equivalent spectral measures and the same multiplicity function. Hence we can write B 2 = B 3 ⊕B 4 and C 2 = C 3 ⊕C 4 , where B 3 and 
Continuing in this manner and since λ n 1 → 0, we see that B and C have equivalent spectral measures and the same multiplicity functions on (0, 1]. Since the operators B and C are one-to-one, it follows that B ∼ = C.
We now give an example of positive operators A, B and C with A compact showing that the multiplicity assumption in Theorem 5.1 is necessary.
Example 5.6. Let A be the diagonal operator with entries {1, 1/2, . . . , (1/2) n , . . . }. Also for 0 ≤ δ < 1, let B δ be M x on L 2 (δ, 1). If 0 ≤ δ, ≤ 1/2, then A ⊗ B Proof. This follows because for any 0 ≤ δ ≤ 1/2, the scalar valued spectral measure of A⊗ B
(∞) δ is Lebesgue measure on (0, 1) and its multiplicity function is identically infinite. This may be verified using a decomposition as in (1) We now give one more example showing that the compactness of the selfcommutator is necessary in Corollary 5.3. Proof. Again, keep the same notation as in Example 5.6. Fix 0 < δ ≤ 1/2. Let S = U ⊗ B (∞) δ , where U is the unilateral shift. Now, A is a diagonal operator and let B = A ⊕ K for any positive one-to-one compact operator K with K ≤ 1. Thus, it follows as in Example 5.6 that S ⊗ A ∼ = S ⊗ B and yet σ(A) = σ(B). Question 5.9. Can one give necessary and sufficient conditions for S ⊗ N to be unitarily equivalent to S⊗M where S is subnormal and N , M are normal operators?
