1. Introduction {#s0005}
===============

Warehouse capacity has been an important consideration that managers need to take into account to make optimal decisions in many industries. On one hand, extending warehouse capacity usually involves a long-run investment that is a strategic decision. Such investment would require a certain or predictable increment in demand for a long period. On the other hand, many supply chains have some certain peak time of demand in a short period due to short-term sales promotions or emergencies. Therefore, it would not be economical for those managers to invest for higher warehouse capacities which cannot be fully utilized in the long run. Moreover, it is usually not easy to rent warehouses for a short time, such as one month. There exist many studies on inventory system with tight warehouse capacity (refer to [@b0150], [@b0050]), and delayed replenishment is considered as a solution to the single buyer case (refer to [@b0095], [@b0165]). For multi-buyer cases, we show that transshipment between warehouses of buyers could be an efficient approach to improving the supply chain performance. The following examples in China motivate our research.

Chinese on-line business companies conduct sales promotions under several periods in each year, such as the first week in October, the second week in November, and the month corresponding to spring festival, which are related to new or conventional festivals in China. Because demands during those periods are much higher than those at other time, warehouse capacities at many retailers are not sufficient. However, it is not easy for them to expand their warehouse capacities. First, building new warehouses may fail to be beneficial because each peak time may last for two or three weeks. Second, warehouse owners prefer long-term contracts (longer than one year) that make leasing warehouse capacity for a short time usually unavailable in China. Although some retailers may sell multiple types of products, it is still difficult for them to smooth out the utilization of the warehouses by scheduling the arrival of products because the demands are much higher than the warehouse capacities. In this case, the companies replenish products to retailers simultaneously in every cycle, and transship products between them to fully utilize warehouse capacities during the demand peaks which can reduce the ordering and replenishment costs.

The second example is from the medicine supply chains during the Severe Acute Respiratory Syndromes (SARS) disaster in China in 2003. The SARS lasted for about half a year when citizens generated high and specific demand for some Chinese traditional medicines. Because this demand was caused by emergency, supply chains could not extend warehouse capacities of retailers to satisfy the high demand. Therefore, transshipment between retailers was implemented to increase the utilization ratio of warehouse capacities of supply chains. In addition, the suppliers replenished retailers simultaneously in every cycle, to satisfy the constraints for long-distance transportation, including limited number of trucks and drivers.

In an integrated inventory system, the vendor can arbitrarily move the products from one buyer to another, which is known as transshipment between buyers. Transshipment can also be achieved under the vendor managed inventory (VMI) system, in which the vendor has the authority to conduct transshipment between buyers. The advantage of transshipment is twofold. First, under uncertain demands, transshipment between buyers can improve the customer service level, and it is popular in many industries, such as automobile and consumer goods (refer to [@b0010]). In this case, transshipments transpire between a buyer with excess inventory and another with excess demand. To the best of our knowledge, most of existing studies on transshipment are motivated by this consideration. Second, under the transshipment policy, the vendor may improve the utilization ratio of the buyers' warehouse capacities by keeping products that exceed one buyer's warehouse capacity at other buyers' warehouses for a time. In this way, the vendor can move those products to that buyer at appropriate time points and benefit from this type of warehouse capacity sharing strategy. The above two examples reveal that this strategy has been implemented in the real world to improve the supply chain performance under some short-term selling seasons.

In this paper, we study a continuous review inventory model under integrated control and transshipment between buyers who have limited warehouse capacity. The vendor simultaneously replenishes buyer inventories by using ordinary deliveries with relatively long lead times; however, in a relatively short time, inventories can be moved from one buyer to another when inventory levels prompt buyers to reorder. [Fig. 1](#f0005){ref-type="fig"} illustrates a supply chain model with transshipment between buyers.Fig. 1Supply chain model with transshipment.

In this paper, we propose a nonlinear programming model for a supply chain with warehouse capacity constraints under transshipment policies. We attempt to address the following three questions:(a)Can warehouse capacity sharing with lateral transshipment (TRAN) lead to a lower channel-wide average cost than the integrated inventory model without transshipment (INT)?(b)If it can, what is the reason for this advantage and how do channel parameters affect it?(c)How do the fix transshipment costs affect the performance of the TRAN model?

Because the three research questions have been addressed rarely, we explain the contribution of our study to the existing literature by revealing the advantages of the TRAN model and the necessity for considering fixed transshipment costs during decision making. In addition, with respect to methodology, we develop an efficient algorithm to find the channel-wide optimal solution under any assignment of buyers for transshipment. For the algorithm, we propose an optimal transshipment policy on the basis of which we can obtain the channel-wide optimal order quantity and the transshipment quantities between buyers by using the Karush-Kuhn-Tucker (KKT) condition.

This paper is organized as follows. We review the related literature in Section [2](#s0010){ref-type="sec"} and propose a TRAN model in Section [3](#s0015){ref-type="sec"}. Section [4](#s0030){ref-type="sec"} describes an algorithm that can be used to obtain the optimal solution when the assignment of buyers for the transshipment is given. The GA that accounts for the fixed transshipment cost is proposed in Section [5](#s0035){ref-type="sec"}. A numerical example is discussed in Section [6](#s0060){ref-type="sec"}, and we provide concluding remarks in Section [7](#s0075){ref-type="sec"}.

2. Literature review {#s0010}
====================

A large body of literature is devoted to integrated inventory models with a single vendor and multiple buyers. [@b0155] studied an integrated inventory model for a single vendor and multiple buyers based on ordering cost reduction. In that model, the vendor orders raw materials and produces identical products for one cycle. Ordering costs can be reduced along with expenditure cost, and all of the buyers use the same replenishment cycle length. [@b0175] extended the above model by considering that buyers can have different cycle lengths. [@b0170] studied a VMI model by considering that buyers may receive the orders in different shipments. [@b0035] studied a VMI model with a single vendor and multiple buyers. In their model, the vendor orders and obtains the products at the beginning of each cycle, which is divided into several identical sub-cycles. All of the buyers share the same sub-cycle, and in each sub-cycle, the buyers obtain the amount of product to satisfy their demand. In that paper, they also considered a penalty cost for stock that exceeds buyers' warehouse capacity. [@b0060] extended the above VMI model by considering a variable replenishment cycle. [@b0125] studied a bi-objective inventory model for a three-stage supply chain with multiple retailers. In that model, the vendor has one replenishment frequency for all of the retailers. [@b0100] analyzed a single vendor and multi-buyer inventory model and each buyer has an upper limit stock. Moreover, replenishment exceeding the limit generates a penalty cost in that model.

By considering delivery lead time, [@b0110] analyzed the optimal purchasing and inventory policy in a supply chain with a single manufacturer and multiple buyers under periodic review. They developed a genetic algorithm (GA) to find the appropriate ordering and inventory levels of the manufacturer and the buyers. [@b0070] studied an integrated inventory system with a single manufacturer and multiple buyers in which each buyer has the same lead time, which can be reduced with a crashing cost. [@b0140] proposed a multiple products, single vendor, and multiple buyers' inventory problem. In each cycle, the vendor sends products to the buyers in *n* shipments, and lead time is assumed to vary linearly with respect to the lot size. Moreover, the vendor's warehouse capacity and buyers' budgets are considered in that model. [@b0075] studied a system wherein the buyers have the same length of sub-cycle but different lead times. In that model, the length of lead time can also be reduced with a crashing cost. All of the cited studies did not offer an account of transshipment between buyers.

Many studies have focused on the lateral transshipment between buyers. One motivation of considering transshipment is to improve the channel performance under demand uncertainty (e.g., [@b0090], [@b0015], [@b0065], [@b0120], [@b0160]). [@b0130] studied the incentives for transshipment in a supply chain with decentralized buyers. They showed that the manufacturer prefers a high transshipment price while the buyers prefer a low one. [@b0020] studied transshipment in the newsvendor problem wherein each selling season is divided into two phases: two retailers order at the beginning of the first phase, and one can obtain transshipped products from the other retailer at the beginning of the second phase. [@b0105] discussed a multi-item transshipment problem by considering the fixed cost of transshipment. [@b0030] proposed a two-period model with two retailers and a single supplier. The retailers can implement preventive transshipment at the beginning of the second period to rebalance their inventories. [@b0085] analyzed the inventory and transshipment policy for a supply chain with two retailers and a single supplier who has a random supply capacity. [@b0180] studied the transshipment problem in an online-to-offline supply chain. In that dual channel, transshipment is conducted between the retailer and the manufacturer's direct channel to pool the inventory risk. These studies focused on the transshipment in the newsboy problem. In addition, [@b0145] considered an inventory transshipment problem of an e-retailing channel in which products can be transshipped among retailers after the uncertain demand is revealed.

There exist several studies on transshipment by considering warehouse or production capacities. [@b0080] analyzed the case of a Brazilian sugar supply chain which consists of multiple products, production plants, and capacitated transshipment points. A linear programming model is developed for the problem and it is solved by a software package. [@b0040] discussed the cooperative lot sizing problem with transshipment among multiple independent players. Moreover, the cost sharing among those players is considered from the game theoretical aspect. [@b0135] developed a Lagrangian relaxation approach for crude oil transportation network by considering multi-mode inventory routing problem incorporated with transshipments. [@b0025] combined the inventory-routing problem with transshipment and considered the inventory capacities of retailers. [@b0005] analyzed the location and inventory problem in a three-stage supply chain with transshipment. Refer to [@b0115] for a detailed survey of the studies on lateral transshipments.

We can see that the continuous review inventory model combining the warehouse capacity constraints and transshipment policies has rarely been studied in previous research. [Table 1](#t0005){ref-type="table"} shows a comparison of our paper to other relevant papers which considered either transshipment or upper stock limit.Table 1Comparison of this study and some relevant studies.Authors (Year)Covered cont.In lead timeStudy trans.Fixed cost of trans.Upper stock limitDemand uncertainty[@b0005]√√√[@b0010]√√[@b0015]√√[@b0020]√√[@b0025]√√[@b0030]√√[@b0035]√√[@b0040]√√[@b0060]√√[@b0065]√√[@b0080]√√[@b0090]√√[@b0085]√√[@b0100]√√[@b0105]√√√[@b0120]√√[@b0130]√√[@b0135]√√[@b0140]√√√[@b0145]√√[@b0160]√√√√[@b0165]√√[@b0180]√√This study√√√√√[^1]

3. Integrated inventory control and transshipment model {#s0015}
=======================================================

3.1. Notation {#s0020}
-------------

The following notation is used to develop the TRAN model:*m*number of buyers*D~i~*product demand (consumption) rate of buyer *iW~i~*warehouse capacity of buyer *iA~v~*order cost of the vendor*h~v~*unit holding cost of the vendor*A~i~*fixed cost of sending products to buyer *ih~b~*unit holding cost of each buyer (we assume that the buyers have the same unit holding cost)*c~b~*unit holding cost of the products delivered from the vendor to each buyer during the lead time (we assume that the buyers have the same unit holding cost during the lead time)*f~i~*fixed cost of transshipping products from buyer *i* to other buyers in one sub-cycle*L~i~*lead time of buyer *iE*set of buyers whose order quantity is greater than the warehouse capacity*u*upper bound on the number of buyers in set *ETC~v~*total cost per cycle for the vendor*AC~v~*average cost for the vendor*TC~i~*total cost per cycle for buyer *iAC~i~*average cost for buyer *iAC^nt^*average channel-wide cost without transshipment*AC^nf^*average channel-wide cost obtained from [Algorithm 2](#n0060){ref-type="statement"}*AC^f^*average channel-wide cost obtained from the GA*r~i~*reorder point of buyer *i* without transshipment*s~ij~*transshipment cost from buyer *i* to buyer *j* per unit product *i* ≠ *jT~i~*cycle time of buyer *iM*set of buyers, *M* = {1, 2, ... , *m*}*H~i~*set of buyers receiving transshipped products from buyer *i* = 1, 2, ... , *mP~i~*set of buyers transshipping products to buyer *i* = 1, 2, ... , *mZ*big numberDecision variables:*Q*order quantity of the vendor*n*number of shipments from the vendor to a buyer in one cycle*T*cycle time of the vendor*q~i~*number of products sent to buyer *i* in each shipment without transshipment option*r*′*~i~*reorder point of buyer *i* under transshipmentΔ*q~ij~*amount of products delivered from buyer *i* to buyer *j* in one transshipment*x~i~*1, if *f~i~* occurs; 0, otherwise

3.2. Model description {#s0025}
----------------------

Consider an integrated supply chain with a single vendor and multiple buyers under lateral transshipment strategy. The vendor is geographically far away from the buyers who are relatively geographically close to each other. The vendor orders and obtains the products at the beginning of each cycle, which is divided into several identical sub-cycles. The replenishment quantity of buyer *i* is equal to the demand during the sub-cycle (i.e., *T~i~*), and *T* ~1~  =  *T* ~2~=, ⋯ ,=*T~m~*. After receiving products from the supplier, the vendor sends the products to the buyers simultaneously with lead time *L~i~* for buyer *i* in each sub-cycle. We consider *L~i~* values to be exogenously specified parameters. Because we focus on the lateral transshipment under warehouse capacity constraints, we assume that each buyer has a certain product demand (consumption) rate which is a usual assumption in inventory literature (refer to [@b0035], [@b0060], [@b0100]). The order-quantity, reorder-point (*Q*, *r*) continuous review ordering policies are used at the buyers, each of whom has an inventory capacity. Preventive transshipment between buyers under centralized control occurs when the inventory levels reach the reorder points. Because the buyers are located in one region, we assume that the lead times of transshipments are negligible. We also assume that *s~ij~*  =  *s~ji~* and *s~ij~*  \<  *s~ik~*  +  *s~kj~*, *i*, *j*, *k*  = 1, 2, ... , *m* and *i*  ≠  *j*  ≠  *k*.

Because *T* ~1~  =  *T* ~2~=, ... ,=*T~m~*, we know that *q* ~1~/*D* ~1~  =  *q* ~2~/*D* ~2~=, ... ,=*q~m~*/*D~m~*. Without transshipment, the quantity of products sent to buyer *i* in each shipment satisfies$$q_{i} = D_{i}q_{1}/D_{1}\quad i = 2\text{,}3\text{,}\ldots\text{,}m$$

The vendor's order quantity is determined by$$Q = \mathit{Dnq}_{1}/D_{1}$$where $D = \sum_{i = 1}^{m}D_{i}$.

Let *R~i~* be the quantity of products delivered to buyer *i* with ordinary delivery in each sub-cycle when lateral transshipments between buyers are allowed. Then, we have$$R_{i} = q_{i} + \sum\limits_{j = 1\text{,}j \neq i}^{m}\Delta q_{\mathit{ij}} - \sum\limits_{k = 1\text{,}k \neq i}^{m}\Delta q_{\mathit{ki}}$$

In addition, *r~i~*  =  *D~i~L~i~*. Therefore, the reorder point under transshipment is $r_{i}^{\prime} = r_{i} + \sum_{j = 1\text{,}j \neq i}^{m}\Delta q_{\mathit{ij}} - \sum_{k = 1\text{,}k \neq i}^{m}\Delta q_{\mathit{ki}}$, *i*  = 1, 2, ... ,*m*. [Fig. 2](#f0010){ref-type="fig"} shows the inventory levels of a single vendor and three buyers, in which Buyer 1 transships Δ*q* ~13~ to Buyer 3 and Buyer 2 is not involved in transshipment in any sub-cycle. *I~v~* represents the inventory level of the vendor and *I~i~* represents the inventory level of buyer *i*, *i*  = 1, 2, 3. Compared with the inventory level without transshipment, Buyer 1 receives more products in an ordinary delivery while Buyer 3 receives fewer products. Moreover, upon transshipment, the inventory level of Buyer 1 immediately decreases, as the red lines show.Fig. 2Inventory levels of a single vendor and three buyers.

From Eq. [(1)](#e0005){ref-type="disp-formula"}, we see that the total quantity of products sent to buyers satisfies $\sum_{i = 1}^{m}q_{i} = \mathit{Dq}_{1}/D_{1}$. The length of each sub-cycle at each buyer is equal to *q* ~1~/*D* ~1~. The total cost per cycle of the vendor is$$\begin{aligned}
\mathit{TC}_{v} & {\  = \ A_{v} + n\sum\limits_{i = 1}^{m}A_{i} + h_{v}\left( {(n - 1)D\left( \frac{q_{1}}{D_{1}} \right)^{2} + (n - 2)D\left( \frac{q_{1}}{D_{1}} \right)^{2} + \ldots + D\left( \frac{q_{1}}{D_{1}} \right)^{2}} \right)} \\
 & {\  = \ A_{v} + n\sum\limits_{i = 1}^{m}A_{i} + \frac{h_{v}n(n - 1)D}{2}\left( \frac{q_{1}}{D_{1}} \right)^{2}} \\
\end{aligned}$$

The total cost per cycle of buyer *i* satisfies:$$\begin{aligned}
{\mathit{TC}_{i}/n} & {= h_{b}\frac{q_{i}}{2}\frac{q_{i}}{D_{i}} + c_{b}L_{i}q_{i} + \sum\limits_{j = 1\text{,}j \neq i}^{m}s_{\mathit{ij}}\Delta q_{\mathit{ij}} + \left( {\frac{h_{b}(q_{i} - D_{i}L_{i})}{D_{i}} + c_{b}L_{i}} \right)\left( {\sum\limits_{j = 1\text{,}j \neq i}^{m}\Delta q_{\mathit{ij}} - \sum\limits_{k = 1\text{,}k \neq i}^{m}\Delta q_{\mathit{ki}}} \right) + x_{i}f_{i}} \\
 & {= h_{b}\frac{q_{1}D_{i}}{2D_{1}}\frac{q_{1}}{D_{1}} + c_{b}L_{i}\frac{q_{1}D_{i}}{D_{1}} + \sum\limits_{j = 1\text{,}j \neq i}^{m}s_{\mathit{ij}}\Delta q_{\mathit{ij}} + \left( {h_{b}\left( {\frac{q_{1}}{D_{1}} - L_{i}} \right) + c_{b}L_{i}} \right)\left( {\sum\limits_{j = 1\text{,}j \neq i}^{m}\Delta q_{\mathit{ij}} - \sum\limits_{k = 1\text{,}k \neq i}^{m}\Delta q_{\mathit{ki}}} \right) + x_{i}f_{i}} \\
\end{aligned}$$

From Eqs. [(4)](#e0020){ref-type="disp-formula"}, [(5)](#e0025){ref-type="disp-formula"}, we can obtain the average cost per unit time of the vendor and buyer *i* as follows:$$\mathit{AC}_{v} = \frac{A_{v}D_{1}}{\mathit{nq}_{1}} + \frac{D_{1}}{q_{1}}\sum\limits_{i = 1}^{m}A_{i} + \frac{h_{v}(n - 1)\mathit{Dq}_{1}}{2D_{1}}$$ $$\mathit{AC}_{i} = h_{b}\frac{q_{1}D_{i}}{2D_{1}} + c_{b}D_{i}L_{i} + \frac{D_{1}}{q_{1}}\sum\limits_{j = 1\text{,}j \neq i}^{m}s_{\mathit{ij}}\Delta q_{\mathit{ij}} + \frac{D_{1}}{q_{1}}x_{i}f_{i} + \left( \frac{h_{b}(q_{1} - D_{1}L_{i}) + c_{b}D_{1}L_{i}}{q_{1}} \right)\left( {\sum\limits_{j = 1\text{,}j \neq i}^{m}\Delta q_{\mathit{ij}} - \sum\limits_{k = 1\text{,}k \neq i}^{m}\Delta q_{\mathit{ki}}} \right)$$

The decision framework of the supply chain within the TRAN model (P1) is$$\min\quad\mathit{AC} = \mathit{AC}_{v} + \sum\limits_{i = 1}^{m}\mathit{AC}_{i}$$ $$\text{subject\ to}\quad q_{i} + \sum\limits_{j = 1\text{,}j \neq i}^{m}\Delta q_{\mathit{ij}} - \sum\limits_{k = 1\text{,}k \neq i}^{m}\Delta q_{\mathit{ki}} \leqslant W_{i}\quad i = 1\text{,}2\text{,}\ldots\text{,}m$$ $$\quad r_{i} - \sum\limits_{k = 1\text{,}k \neq i}^{m}\Delta q_{\mathit{ki}} + \sum\limits_{j = 1\text{,}j \neq i}^{m}\Delta q_{\mathit{ij}} \geqslant 0\quad i = 1\text{,}2\text{,}\ldots\text{,}m$$ $$\quad q_{i} > 0\quad i = 1\text{,}2\text{,}\ldots\text{,}m$$ $$\quad\Delta q_{\mathit{ij}} \geqslant 0\quad i\text{,}j = 1\text{,}2\text{,}\ldots\text{,}m\quad i\  \neq \ j$$ $$\quad\sum\limits_{j = 1\text{,}j \neq i}^{m}\Delta q_{\mathit{ij}} \leqslant \mathit{Zx}_{i}\quad i = 1\text{,}2\text{,}\ldots\text{,}m$$ $$\quad n > 0\text{,}\mspace{6mu}\text{integer}$$ $$\quad x_{i} = 0\text{,}1\quad i = 1\text{,}2\text{,}\ldots\text{,}m$$

This problem is a mixed 0--1 nonlinear programming problem with *m*(*m* − 1) + 2 decision variables. The objective function, i.e., Eq. [(8)](#e0040){ref-type="disp-formula"}, is used to minimize the channel-wide average cost per unit time. Constraints [(9)](#e0045){ref-type="disp-formula"} guarantee that the inventory level of each buyer cannot exceed the warehouse capacity before the transshipment. Constraints [(10)](#e0050){ref-type="disp-formula"} illustrate that the inventory levels cannot be negative. Constraints [(11)](#e0055){ref-type="disp-formula"} guarantee that the number of products received by each buyer during each sub-cycle is greater than the reorder point. Constraints [(12)](#e0060){ref-type="disp-formula"} ensure that the number of products delivered in transshipment cannot be a negative value. Constraints [(13)](#e0065){ref-type="disp-formula"} present the condition stating that if buyer *i* transships its inventory to others, then *x~i~*  = 1, *i*  = 1, 2, ... , *m*. It means that *x~i~*  = 1 is a necessary condition for $\sum_{j = 1\text{,}j \neq i}^{m}\Delta q_{\mathit{ij}} > 0$.

Under the TRAN model, transshipment between buyers is implemented allowing each buyer's order to arrive at multiple time points. As a consequence, the total quantity of the products that some buyers can obtain during one sub-cycle can be greater than their warehouse capacities. In addition, the utilization ratio of the warehouse capacities of some buyers is increased. Because warehouse capacity can be shared, the channel-wide optimal replenishment solution can be achieved.

4. Optimal solution algorithm {#s0030}
=============================

P1 is a nonlinear programming model that is difficult to solve. In this section, we discuss the optimal transshipment policy and propose an algorithm to simplify P1. Let Δ*q* ^∗^ *~ij~* be the optimal Δ*q~ij~* in P1, *i*, *j*  = 1, 2, ... , *m*.Theorem 1*For any pair of* {*q* ~1~, *n*}, *the optimal transshipment solution of P1 should satisfy* $$\Delta q_{\mathit{ij}}^{\ast} \times \Delta q_{\mathit{jk}}^{\ast} = 0\quad\forall i\text{,}j\text{,}k \in M$$ ProofFor a pair of {*q* ~1~, *n*}, consider a feasible transshipment solution of P1 with 0 \< Δ*q~ij~*  \< Δ*q~jk~* and *x~i~*  =  *x~j~*  = 1. Consider a transshipment solution with Δ*q*′*~ij~*, *i*, *j*  = 1, 2, ... , *m*, *i*  ≠  *j*. Let Δ*q*′*~ij~*  = 0, Δ*q*′*~ik~*  = Δ*q~ik~*  + Δ*q~ij~*, Δ*q*′*~jk~*  = Δ*q~jk~*  − Δq~ij~, and the transshipment quantities between other buyers remain as the original solution (see [Fig. 3](#f0015){ref-type="fig"} ).Fig. 3The transshipment quantities among buyers *i*, *j*, and *k*.In this case, only *AC~i~*, *AC~j~*, and *AC~k~* are influenced and the difference between the average costs under these two transshipment solutions is *D* ~1~(*s~ij~*  +  *s~jk~*  --  *s~ik~*)Δ*q~ij~*/*q* ~1~. Under Δ*q*′*~ij~*, Δ*q*′*~ik~*, and Δ*q*′*~jk~*, the inventory levels of each buyer when the products from the vendor arrive and when the transshipments occur are, respectively, the same as the levels under Δ*q~ij~*, Δ*q~ik~*, and Δ*q~jk~*. These conditions mean that the new solution satisfies Constraints [(9)](#e0045){ref-type="disp-formula"}, [(10)](#e0050){ref-type="disp-formula"}, [(11)](#e0055){ref-type="disp-formula"}, [(12)](#e0060){ref-type="disp-formula"}, [(13)](#e0065){ref-type="disp-formula"}, [(14)](#e0070){ref-type="disp-formula"}, [(15)](#e0075){ref-type="disp-formula"} and is feasible for P1. Because *s~ij~*  +  *s~jk~*  --  *s~ik~*  \> 0, the average cost of the supply chain per unit time under Δ*q*′*~ij~*, Δ*q*′*~ik~*, and Δ*q*′*~jk~* is lower than the cost under Δ*q~ij~*, Δ*q~ik~*, and Δ*q~jk~*. Using the same approach, we can obtain the same results in the case in which 0 \< Δ*q~kj~*  \< Δ*q~ij~*. Consequently, the optimal transshipment solution should satisfy Eq. [(16)](#e0080){ref-type="disp-formula"}. □

[Theorem 1](#n0005){ref-type="statement"} illustrates that, there exists an optimal transshipment solution in which the vendor cannot simultaneously transship products to one buyer and move the recipient buyer's inventory to other buyers. Therefore, under the optimal transshipment solution, *H~i~* and *P~i~* should not be nonempty at the same time. [Theorem 1](#n0005){ref-type="statement"} also indicates that Δ*q* ^∗^ *~ij~*  × Δ*q* ^∗^ *~ji~*  = 0, *i*, *j*  = 1, 2, ... , *m*, and *i*  ≠  *j*. If we assume that *s~ij~*  ≤  *s~ik~*  +  *s~kj~*, *i*, *j*, *k*  = 1, 2, ... , *m* and *i*  ≠  *j*  ≠  *k*, then three buyers may be located on the same line. In these cases, it is possible to obtain optimal solutions that satisfies Δ*q^∗^~ij~*  × Δ*q* ^∗^ *~jk~*   *≠*  0 and [Theorem 1](#n0005){ref-type="statement"} only captures a specific optimal solution.

Let Δ*AC~ij~*(Δ*q~ij~*\|*q* ~1~) be the part of *AC~i~*  +  *AC~j~*, which is influenced by Δ*q~ij~*. From Eq. [(7)](#e0035){ref-type="disp-formula"} and [Theorem 1](#n0005){ref-type="statement"}, we obtain$$\Delta\mathit{AC}_{\mathit{ij}}(\Delta q_{\mathit{ij}}^{\ast}\left| q_{1} \right)) = \frac{D_{1}(s_{\mathit{ij}} - h_{b}L_{i} + c_{b}L_{i} + h_{b}L_{j} - c_{b}L_{j})}{q_{1}}\Delta q_{\mathit{ij}}^{\ast}$$ Theorem 2*For any pair of* {*q* ~1~, *n*}, *in the optimal transshipment solution of P*1, *Δq^∗^~ij~* = 0 *when* 0  *≤*   *q~i~*   *≤*   *W~i~ and* 0  *≤*   *q~j~*   *≤*   *W~j~*. ProofFor a pair of {*q* ~1~, *n*}, without loss of generality, suppose an original transshipment solution in which Δ*q* ~12~  \> 0, Δ*AC* ~12~(Δ*q* ~12~\|*q* ~1~) \> 0, *x* ~1~  = 1, 0 ≤  *q* ~1~  ≤  *W* ~1~, and 0 ≤  *q* ~2~  ≤  *W* ~2~. From [Theorem 1](#n0005){ref-type="statement"}, we can infer that Δ*q* ~2~ *~i~*  = 0 and Δ*q~j~* ~1~  = 0, for all *i*, *j*  = 3, 4, ... , *m*. The relevant constraints of P1 can be written as$$q_{1} + \sum\limits_{i \in H_{1}\text{,}i \neq 2}\Delta q_{1i} + \Delta q_{12} \leqslant W_{1}$$ $$q_{2} - \sum\limits_{j \in P_{2}\text{,}j \neq 1}\Delta q_{j2} - \Delta q_{12} \leqslant W_{2}$$ $$r_{1} + \sum\limits_{i \in H_{1}\text{,}i \neq 2}\Delta q_{1i} + \Delta q_{12} > 0$$ $$r_{2} - \sum\limits_{j \in P_{2}\text{,}j \neq 1}\Delta q_{j2} - \Delta q_{12} > 0$$ $$\sum\limits_{j = 2}^{m}\Delta q_{1j} \leqslant \mathit{Zx}_{1}$$ $$\Delta q_{j2}\text{,}\Delta q_{1i} > 0\quad\forall i \in H_{1}\text{,}j \in P_{2}$$Consider a transshipment solution with Δ*q*′*~ij~*, *i*, *j*  = 1, 2, ... , *m*, *i*  ≠  *j*. Let Δ*q*′~12~  = 0 and other transshipment quantities remain as the original solution. Because 0 ≤  *q* ~1~  ≤  *W* ~1~ and 0 ≤  *q* ~2~  ≤  *W* ~2~, Constraints [(18)](#e0090){ref-type="disp-formula"}, [(19)](#e0095){ref-type="disp-formula"}, [(20)](#e0100){ref-type="disp-formula"}, [(21)](#e0105){ref-type="disp-formula"}, [(22)](#e0110){ref-type="disp-formula"}, [(23)](#e0115){ref-type="disp-formula"} can be transformed to Constraints [(24)](#e0120){ref-type="disp-formula"}, [(25)](#e0125){ref-type="disp-formula"}, [(26)](#e0130){ref-type="disp-formula"}, [(27)](#e0135){ref-type="disp-formula"}, [(28)](#e0140){ref-type="disp-formula"}, [(29)](#e0145){ref-type="disp-formula"} under the solution with Δ*q*′~12~  = 0.$$q_{1} + \sum\limits_{i \in H_{1}\text{,}i \neq 2}\Delta q_{1i} \leqslant W_{1}$$ $$q_{2} - \sum\limits_{j \in P_{2}\text{,}j \neq 1}\Delta q_{j2} \leqslant W_{2}$$ $$r_{1} + \sum\limits_{i \in H_{1}\text{,}i \neq 2}\Delta q_{1i} > 0$$ $$r_{2} - \sum\limits_{j \in P_{2}\text{,}j \neq 1}\Delta q_{j2} > 0$$ $$\sum\limits_{j = 3}^{m}\Delta q_{1j} \leqslant \mathit{Zx}_{1}$$ $$\Delta q_{j2}\text{,}\Delta q_{1i} > 0\quad\forall i \in H_{1}\text{,}i\  \neq \ 2\text{,}j \in P_{2}\text{,}j\  \neq \ 1$$Therefore, by setting Δ*q*′~12~  = 0, we obtain a new solution feasible for P1 from the original solution. The difference between the average costs under these two transshipment solutions is determined by$$\sum\limits_{i = 1}^{m}\mathit{AC}_{i} - \sum\limits_{i = 1}^{m}\mathit{AC}_{i}^{\prime} = \Delta\mathit{AC}_{12}(\Delta q_{12}\left| q_{1} \right))$$Because Δ*AC* ~12~(Δ*q* ~12~\|*q* ~1~) \> 0, the solution with Δ*q*′~12~  = 0 leads to a lower average cost. Therefore, we can always find a feasible transshipment solution with Δ*q*′~12~  = 0, which leads to a lower average cost than Δ*q* ~12~  \> 0. □

From [Theorem 2](#n0015){ref-type="statement"} we can infer that inventories should not be transshipped from buyer *i* to buyer *j* when *q~i~* and *q~j~* are no greater than *W~i~* and *W~j~*, respectively, for all *i*, *j*  = 1, 2, ... , *m*, and *i*  ≠  *j*.

To satisfy the warehouse capacity constraint for buyer *k* with *q~k~*  \>  *W~k~*, we have $\sum_{i \in M}\Delta q_{\mathit{ik}} > 0$ and $\sum_{j \in M}\Delta q_{\mathit{kj}} = 0$. It means that if *q~k~*  \>  *W~k~*, buyer *k* must obtain transshipped inventory from others. Based on Theorems 1 and 2, we propose an approach to obtain the optimal transshipment solution. For a pair of {*q* ~1~, *n*}, let *E* denote the set of all buyers with *q~k~*  \>  *W~k~*. Without loss of generality, we assume that$$\frac{W_{1}}{D_{1}} \leqslant \frac{W_{2}}{D_{2}} \leqslant \ldots \leqslant \frac{W_{m}}{D_{m}}$$

If *q~i~* ~+1~  \>  *W~i~* ~+1~, then *q~i~*  \>  *W~i~* because *q~i~*/*D~i~*  =  *q~i~* ~+1~/*D~i~* ~+1~. Obviously, *q~m~* should not be greater than *W~m~*, and Buyers 1 to *i*  + 1 need to receive products transshipped from other buyers when *q~i~* ~+1~  \>  *W~i~* ~+1~, *i*  = 1, 2, ... , *m*  − 2. If *x* ~2~  =  *x* ~3~  = ... =  *x~m~*  = 0, then Buyer 1 cannot obtain any transshipped inventory from other buyers and *q* ~1~ should be no greater than *W* ~1~. Moreover, we have *q~i~*  ≤  *W~i~*, for all *i*  = 1, 2, ... ,*m*. In this case, *E* is empty and there is no transshipment.Lemma 1*Under* {*x* ~1~, *x* ~2~, ... , *x~m~*} *with x* ~2~   *+*   *x* ~3~ *+*  ...  *+x~m~*   *≠*  0, *there exists an upper bound*, *u*, *on the number of buyers in E and u is equal to the largest k that satisfies* $$\frac{W_{k}}{D_{k}} \leqslant \min\limits_{i = 1\text{,}2\text{,}\ldots\text{,}k}\left( \frac{W_{i} + r_{i}}{D_{i}} \right)$$ $$\sum\limits_{i = 1}^{k}\frac{W_{k}D_{i}}{D_{k}} + \sum\limits_{i = k + 1}^{m}\frac{x_{i}W_{k}D_{i}}{D_{k}} \leqslant \sum\limits_{i = 1}^{k}W_{i} + \sum\limits_{i = k + 1}^{m}x_{i}W_{i}$$Moreover, the minimum value of *u* is 1.ProofFrom Constraints [(9)](#e0045){ref-type="disp-formula"}, [(10)](#e0050){ref-type="disp-formula"}, we obtain *q~i~*  ≤  *W~i~*  +  *r~i~*, *i*  = 1, 2, ... , *m*. From Inequality [(33)](#e0165){ref-type="disp-formula"}, suppose that buyer *u*  + 1 has$$\frac{W_{u + 1}}{D_{u + 1}} > \min\limits_{i = 1\text{,}2\text{,}\ldots\text{,}u + 1}\left( \frac{W_{i} + r_{i}}{D_{i}} \right) = \frac{W_{j} + r_{j}}{D_{j}}$$If buyer *u*  + 1 is in *E*, then we have *q~u~* ~+1~  ≥  *W~u~* ~+1~. Moreover, we can obtain *q~j~*/*D~j~*  ≥  *W~u~* ~+1~/*D~u~* ~+1~ because *q~j~*  =  *D~j~q~u~* ~+1~/*D~u~* ~+1~. Considering Inequality [(34)](#e0170){ref-type="disp-formula"}, we can obtain *q~j~*  \>  *W~j~*  +  *r~j~*, which does not satisfy *q~j~*  ≤  *W~j~*  +  *r~j~*. In this case, there is no feasible solution.When the number of buyers in *E* is equal to *u*, the minimum *q* ~1~ is *D* ~1~ *W~u~*/*D~u~*. The minimum total order quantity of buyers in *E* and other buyers (e.g., buyer *i*) with *x~i~*  = 1 can be obtained as $\sum_{i = 1}^{u}\frac{W_{u}D_{i}}{D_{u}} + \sum_{i = u + 1}^{m}\frac{x_{i}W_{u}D_{i}}{D_{u}}$. Inequality [(33)](#e0165){ref-type="disp-formula"} guarantees that this minimum value cannot exceed the total warehouse capacity of those buyers. For any buyer in *E*, in which the number of buyers is 0, 1, 2, ... , or *u*, a feasible solution that satisfies Constraints [(9)](#e0045){ref-type="disp-formula"}, [(10)](#e0050){ref-type="disp-formula"}, [(11)](#e0055){ref-type="disp-formula"}, [(12)](#e0060){ref-type="disp-formula"}, [(13)](#e0065){ref-type="disp-formula"}, [(14)](#e0070){ref-type="disp-formula"}, [(15)](#e0075){ref-type="disp-formula"} can be found if Inequalities [(32)](#e0160){ref-type="disp-formula"}, [(34)](#e0170){ref-type="disp-formula"} are maintained. Suppose that buyer *u*  + 1 has $\sum_{i = 1}^{u + 1}\frac{W_{u + 1}D_{i}}{D_{u + 1}} + \sum_{i = u + 2}^{m}\frac{x_{i}W_{u + 1}D_{i}}{D_{u + 1}} > \sum_{i = 1}^{u + 1}W_{i} + \sum_{i = u + 2}^{m}x_{i}W_{i}$.If buyer *u*  + 1 is in *E*, then the minimum total order quantity of buyers in *E* and other buyers (e.g., buyer *i*) with *x~i~*  = 1 exceeds the total warehouse capacity of those buyers, which cannot lead to any feasible solution. Therefore, there exists an upper bound equal to the largest *k* that satisfies Inequalities [(32)](#e0160){ref-type="disp-formula"}, [(33)](#e0165){ref-type="disp-formula"}.Because *W* ~1~/*D* ~1~ \< (*W* ~1~  +  *r* ~1~)/*D* ~1~ and *x* ~2~  +  *x* ~3~  + ... +  *x~m~*  ≠ 0, the minimum value of *u* is 1. □

If the number of buyers in *E* is no greater than *u*, we define *E* as feasible; therefore, all of feasible *E*s are ∅, {1}, {1, 2}, ... , {1, 2, ... , *u*}. It is easy to show that the number of feasible *E*s does not exceed *m*; i.e., *u*  ≤  *m*  − 1. Buyers in a feasible *E* obtain transshipped products that do not exceed their warehouse capacities. From [Theorem 2](#n0015){ref-type="statement"}, we can see that the value of *u* is influenced by {*x* ~1~, *x* ~2~, ... , *x~m~*}. Theorem 3 explains the range of *q* ~1~ under {*x* ~1~, *x* ~2~, ... , *x~m~*} and a feasible *E*.Theorem 3*For* {*x* ~1~,*x* ~2~,*...*,*x~m~*} *and a feasible E*:(i)*If E = {1,2,...,u}, q~1~ should satisfy* $$\frac{W_{u}D_{1}}{D_{u}} < q_{1} \leqslant \min\left( {\min\limits_{i = 1\text{,}2\text{,}\ldots\text{,}u}\left( \frac{W_{i} + r_{i}}{D_{i}} \right)D_{1}\text{,}\frac{D_{1}(\sum_{i = 1}^{u}W_{i} + \sum_{i = u + 1}^{m}x_{i}W_{i})}{\sum_{i = 1}^{u}D_{i} + \sum_{i = u + 1}^{m}x_{i}D_{i}}\text{,}\frac{W_{u + 1}D_{1}}{D_{u + 1}}} \right)$$(ii)*If E is ∅, q~1~ should satisfy* $$0 < q_{1} \leqslant W_{1}$$(iii)*If E={1, 2, ... , j} with j \< u, q~1~ should satisfy* $$\frac{W_{j}D_{1}}{D_{j}} < q_{1} \leqslant \frac{W_{j + 1}D_{1}}{D_{j + 1}}$$ Proof(i)*E*  = {1, 2, ... , *u*}. Because *q~u~*  \>  *W~u~* and *q~u~*  =  *D~u~q* ~1~/*D* ~1~, we get *q* ~1~  \>  *W~u~D* ~1~/*D~u~*. To satisfy the total inventory capacity constraint of the buyers involved in transshipment, we obtain$$\sum\limits_{i = 1}^{u}q_{i} + \sum\limits_{i = u + 1}^{m}x_{i}q_{i} \leqslant \sum\limits_{i = 1}^{u}W_{i} + \sum\limits_{i = u + 1}^{m}x_{i}W_{i}$$Then, we can infer that$$q_{1}\sum\limits_{i = 1}^{u}\frac{D_{i}}{D_{1}} + q_{1}s\mathit{um}_{i = u + 1}^{m}x_{i}\frac{D_{i}}{D_{1}} \leqslant \sum\limits_{i = 1}^{u}W_{i} + \sum\limits_{i = u + 1}^{m}x_{i}W_{i}$$Because *u* is the upper bound, *q~u~* ~+1~  ≤  *W~u~* ~+1~. We obtain *q* ~1~ *D~u~* ~+1~/*D* ~1~  ≤  *W~u~* ~+1~. From the proof of [Lemma 1](#n0025){ref-type="statement"}, we get *q~i~*  ≤  *W~i~*  +  *r~i~*, *i*  = 1, 2, ... , *u*. Therefore, *q* ~1~  ≤  *D* ~1~min*~i~* ~=1,2,...,~ *~u~*\[(*W~i~*  +  *r~i~*)/*D~i~*\]. Then, we can show that *q* ~1~ should satisfy Inequality [(35)](#e0175){ref-type="disp-formula"}.(ii)*E* is ∅. In this case, *q~i~*  ≤  *W~i~*, *i*  = 1, 2, ... , *m*. Therefore, *q* ~1~  ≤  *D* ~1~min*~i~* ~=1,2,...,~ *~m~*(*W~i~*/*D~i~*) =  *W* ~1~.(iii)*E*  = {1, 2, ... , *j*} with *j*  \<  *u*. Because *q~j~*  \>  *W~j~* and *q~j~*  =  *D~j~q* ~1~/*D* ~1~, we get *q* ~1~  \>  *W~j~D* ~1~/*D~j~*. Because *q~j+~* ~1~  ≤  *W~j+~* ~1~ and *q~j+~* ~1~  =  *D~j+~* ~1~ *q* ~1~/*D* ~1~, we obtain *q* ~1~  ≤  *W~j+~* ~1~ *D* ~1~/*D~j+~* ~1~. □

[Theorem 3](#n0035){ref-type="statement"} shows that upper and lower bounds on *q* ~1~ characterize a feasible *E*. Let *g~ij~*(*q* ~1~) represent the unit cost of transshipment that is equal to (*s~ij~*  --  *h~b~L~i~*  +  *c~b~L~i~*  +  *h~b~L~j~*  --  *c~b~L~j~*)*D* ~1~/*q* ~1~.Theorem 4*To determine the optimal transshipment solution for buyers not in E*, *the vendor should not transship products from buyer i to buyer j if buyer k with g~kj~*(*q* ~1~)  *\<*   *g~ij~*(*q* ~1~) *has unused warehouse capacity*. ProofWithout loss of generality, suppose that Buyer 1 is in *E*, Buyers 2 and 3 are not in *E*, and *g* ~21~(*q* ~1~) \<  *g* ~31~(*q* ~1~). Consider a transshipment solution in which Δ*q* ~21~  \> 0, Δ*q* ~31~  \> 0, and *W* ~2~  −  *q* ~2~  − Δ*q* ~21~  \> 0. Let Δ*q*′~21~  = Δ*q* ~21~  + min(*W* ~2~  --  *q* ~2~  − Δ*q* ~21~, Δ*q* ~31~) and Δ*q*′~31~  = Δ*q* ~31~  -- min(*W* ~2~  --  *q* ~2~  -- Δ*q* ~21~, Δ*q* ~31~). It follows that$$\sum\limits_{i = 1}^{m}\mathit{AC}_{i} - \sum\limits_{i = 1}^{m}\mathit{AC}_{i}^{\prime} = \lbrack g_{31}(q_{1}) - g_{21}(q_{1})\rbrack\min(W_{2} - q_{2} - \Delta q_{21}\text{,}\Delta q_{31})$$Because *g* ~21~(*q* ~1~) \<  *g* ~31~(*q* ~1~), we can infer that the average cost under {Δ*q*′~21~, Δ*q*′~31~} is less than the cost under {Δ*q* ~21~, Δ*q* ~31~}. It can be shown that Constraints [(18)](#e0090){ref-type="disp-formula"}, [(19)](#e0095){ref-type="disp-formula"}, [(20)](#e0100){ref-type="disp-formula"}, [(21)](#e0105){ref-type="disp-formula"}, [(22)](#e0110){ref-type="disp-formula"} can be satisfied under {Δ*q*′~21~, Δ*q*′~31~}. □

For a feasible *E*, we can simplify P1 with Theorems 1 through 4. Because the numbers of feasible *E* are limited, we can obtain the optimal solution of P1 by testing all cases of a feasible *E*. Each *E* tells which buyers need to receive products from transshipment. However, which buyers transship products to those buyers in the *E* is still unknown. Based on the above theorems, we develop an algorithm to obtain the optimal solution of P1 for {*x* ~1~, *x* ~2~, ... , *x~m~*}. Let *W~i~^AL^* and *r~i~^AL^* be artificial variables in [Algorithm 1](#n0055){ref-type="statement"}, *i*  = 1, 2, ... ,*m*. Let *TO* be the list of buyers who is able to transship products to others and let *TI* be the list of buyers who need to receive products via transshipments. Denote the list containing all pairs (*i*, *j*) with *i*  ∈  *TO* and *j*  ∈  *TI* as *A*, and denote the list containing all ranges of *q* ~1~ as *B*.Algorithm 1The optimal solution can be implemented as follows:Step 1. Calculate the cases of feasible *E* based on Constraints [(32)](#e0160){ref-type="disp-formula"}, [(33)](#e0165){ref-type="disp-formula"}, [(34)](#e0170){ref-type="disp-formula"} and set Δ*q~ij~*  = 0 for all *i*, *j*  = 1, 2, ... , *m*. Mark *E* that are feasible so they remain to be untested.Step 2. Make Lists *TO*, *TI*, *A*, and *B* empty. For the untested *E* containing the smallest number of buyers, assign buyers (e.g., buyer *i*) with *x~i~*  = 1 not in *E* to List *TO* and assign buyers in the same untested *E* to List *TI*.Step 3. Put all of the pairs (*i*, *j*) with *i*  ∈  *TO* and *j*  ∈  *TI* in List *A*. Sort the pairs of buyers in List *A* in ascending order according to *g~ij~*(*q* ~1~).Step 4. Obtain the range of *q* ~1~ based on [Theorem 3](#n0035){ref-type="statement"} and put the resulting range in List *B*.Step 5. Set *W~i~^AL^*  =  *W~i~* and *r~i~^AL^*  =  *r~i~*, *i*  = 1, 2, ... , *m*.Step 6. Consider the next pair of buyers in List *A*. Suppose that the buyer from List *TO* in this pair is buyer *f*, and the other buyer in the same pair is buyer *e*.Step 6.1. Consider the next range of *q* ~1~ in List *B*. If *W~f~^AL^*  = −1 or *W~e~^AL^*  = −1, go to Step 6.3. Otherwise, determine the value of Δ*q~fe~*: $$\Delta q_{\mathit{fe}} = \min\left( {W_{f}^{\mathit{AL}} - \frac{D_{f}}{D_{1}}q_{1}\text{,}\ \frac{D_{e}}{D_{1}}q_{1} - W_{e}^{\mathit{AL}}} \right)$$Step 6.2. If Δ*q~fe~*  =  *W~f~^AL^*  --  *D~f~q* ~1~/*D* ~1~ in the current range of *q* ~1~, update *W~e~^AL^* by adding Δ*q~fe~* and set *W~f~^AL^*  = −1 for this range. If Δ*q~fe~*  =  *D~e~q* ~1~/*D* ~1~  --  *W~e~^AL^* in the current range of *q* ~1~, update *W~f~^AL^* by subtracting Δ*q~fe~* and set *W~e~^AL^*  = −1 for this range. Otherwise, divide this range into two ranges by inserting *q* ~1~ that satisfies $$W_{f}^{\mathit{AL}} - \frac{D_{f}}{D_{1}}q_{1} = \frac{D_{e}}{D_{1}}q_{1} - W_{e}^{\mathit{AL}}\text{,}$$and put these two ranges as untested in List *B*.Step 6.3. If all of ranges in List *B* have been tested, go to Step 6.4. Otherwise, go to Step 6.1.Step 6.4. If all of the pairs in List *A* have been calculated, go to Step 7. Otherwise, go to Step 6.Step 7. Obtain the optimal *q* ~1~ under the current *E* by using the KKT conditions. Mark this *E* as "tested".Step 8. If all cases of feasible *E* are tested, return the optimal *q* ~1~ among all the *q* ~1~ obtained under different *E* and the algorithm stops. Otherwise, return to Step 2.

For a feasible *E*, {1, 2, ... , *p*}, we can obtain a list of ranges of *q* ~1~ (List *B*). For each range in List *B*, we obtain Δ*q~ij~* as a function of *q* ~1~, i.e., Δ*q~ij~*(*q* ~1~) from the algorithm, which is a continuous function of *q* ~1~ in the range. Consider {*x* ~1~, *x* ~2~, ... , *x~m~*} and a range, \[*q* ~1~ *^l^*, *q* ~1~ *^u^*\], in List *B*. We can obtain$$\begin{aligned}
{\min\mathit{AC}} & {\  = \ \mathit{AC}_{v} + \sum\limits_{i = 1}^{m}\mathit{AC}_{i}} \\
 & {= \mathit{AC}_{v} + \sum\limits_{i = 1}^{m}\left( {h_{b}\frac{q_{1}D_{i}}{2D_{1}} + c_{b}D_{i}L_{i}} \right) + \mathit{TR}(q_{1}) + \frac{D_{1}}{q_{1}}\sum\limits_{i = 1}^{m}f_{i}x_{i}} \\
\end{aligned}$$where$$\mathit{TR}(q_{1}) = \sum\limits_{i \notin E}\sum\limits_{j = 1\text{,}j \neq i}^{m}g_{\mathit{ij}}(q_{1})\Delta q_{\mathit{ij}}(q_{1})$$subject to$$\left\{ \begin{array}{l}
{q_{1}^{l} \leqslant q_{1} \leqslant q_{1}^{u}} \\
{\text{Constraint}\ (14)} \\
\end{array} \right)$$

It is clear that *q* ~1~ and Δ*q~ij~*(*q* ~1~) obtained from the algorithm satisfy Constraints [(9)](#e0045){ref-type="disp-formula"}, [(10)](#e0050){ref-type="disp-formula"}, [(11)](#e0055){ref-type="disp-formula"}, [(12)](#e0060){ref-type="disp-formula"}, [(13)](#e0065){ref-type="disp-formula"}, [(14)](#e0070){ref-type="disp-formula"}. We can get the KKT conditions for the range, \[*q* ~1~ *^l^*, *q* ~1~ *^u^*\], as follows:$$- \frac{(A_{v} + n\sum_{i = 1}^{m}A_{i})D_{1}}{\mathit{nq}_{1}^{2}} + \frac{(n - 1)h_{v}\sum_{i = 1}^{m}D_{i}}{2D_{1}} + \frac{h_{b}\sum_{i = 1}^{m}D_{i}}{2D_{1}} + \mathit{TR}^{\prime}(q_{1}) - \frac{D_{1}}{q_{1}^{2}}\sum\limits_{i = 1}^{m}f_{i}x_{i} = \lambda_{1} - \lambda_{2}$$ $$- \frac{A_{v}D_{1}}{n^{2}q_{1}} + \frac{h_{v}q_{1}\sum\limits_{i = 1}^{m}D_{i}}{2D_{1}} = 0$$ $$\lambda_{1}(q_{1} - q_{1}^{l}) = 0$$ $$\lambda_{2}(q_{1}^{u} - q_{1}) = 0$$ $$\lambda_{1}\text{,}\lambda_{2} \geqslant 0$$

From Eq. [(47)](#e0235){ref-type="disp-formula"}, we get$$n = \frac{D_{1}}{q_{1}}\sqrt{\frac{2A_{v}}{h_{v}\sum_{i = 1}^{m}D_{i}}}$$

Case 1. *λ* ~1~  ≠ 0 and *λ* ~2~  ≠ 0. From Eqs. [(48)](#e0240){ref-type="disp-formula"}, [(49)](#e0245){ref-type="disp-formula"}, we see that *q* ~1~  =  *q* ~1~ *^l^* and *q* ~1~  =  *q* ~1~ *^u^*, which cannot hold.Case 2. *λ* ~1~  ≠ 0 and *λ* ~2~  = 0. From Eq. [(48)](#e0240){ref-type="disp-formula"}, we get *q* ~1~  =  *q* ~1~ *^l^*. Based on Eqs. [(46)](#e0230){ref-type="disp-formula"}, [(51)](#e0255){ref-type="disp-formula"}, it follows that $$\lambda_{1} = - \frac{D_{1}\sum_{i = 1}^{m}A_{i}}{{(q_{1}^{l})}^{2}} - \frac{h_{v}\sum_{i = 1}^{m}D_{i}}{2D_{1}} + \frac{h_{b}\sum_{i = 1}^{m}D_{i}}{2D_{1}} + \mathit{TR}^{\prime}(q_{1}^{l}) - \frac{D_{1}}{{(q_{1}^{l})}^{2}}\sum\limits_{i = 1}^{m}f_{i}x_{i}$$This solution is a KKT point only when *λ* ~1~  ≥ 0.

Case 3. *λ* ~1~  = 0 and *λ* ~2~  ≠ 0. In this case, *q* ~1~  =  *q* ~1~ *^u^* leads to $$\lambda_{2} = \frac{D_{1}\sum_{i = 1}^{m}A_{i}}{{(q_{1}^{u})}^{2}} + \frac{h_{v}\sum_{i = 1}^{m}D_{i}}{2D_{1}} - \frac{h_{b}\sum_{i = 1}^{m}D_{i}}{2D_{1}} - \mathit{TR}^{\prime}(q_{1}^{u}) + \frac{D_{1}}{{(q_{1}^{u})}^{2}}\sum\limits_{i = 1}^{m}f_{i}x_{i}$$This solution is a KKT point only when *λ* ~2~  ≥ 0.

Case 4. *λ* ~1~  = 0 and *λ* ~2~  = 0. In this case, *q* ~1~ should satisfy $$\frac{D_{1}\sum_{i = 1}^{m}A_{i}}{q_{1}^{2}} + \frac{h_{v}\sum_{i = 1}^{m}D_{i}}{2D_{1}} - \frac{h_{b}\sum_{i = 1}^{m}D_{i}}{2D_{1}} - \mathit{TR}^{\prime}(q_{1}) + \frac{D_{1}}{q_{1}^{2}}\sum\limits_{i = 1}^{m}f_{i}x_{i} = 0$$

This solution is a KKT point only when *q* ~1~ satisfies Constraint [(37)](#e0185){ref-type="disp-formula"}. As the algorithm shows, for {*x* ~1~, *x* ~2~, ... , *x~m~*}, we can obtain the optimal solution for *E* by comparing the objective functions under the ranges in List *B*. Then, we can obtain the optimal solution of P1 by comparing the objective functions of every feasible *E*. Note that the value of *n* obtained from Eq. [(51)](#e0255){ref-type="disp-formula"} may not be an integer. In this case, we check the largest integer that is less than *n* and the smallest integer that is greater than *n*. When the fixed cost of transshipment is negligible, the above Theorems and algorithm can be simplified by setting *x* ~1~  =  *x* ~2~=, ... ,*x~m~*  = 1. Obviously, this is a special case of the TRAN model.

5. The genetic algorithm {#s0035}
========================

As discussed in Section [4](#s0030){ref-type="sec"}, [Algorithm 1](#n0055){ref-type="statement"} can only obtain the optimal solution of P1 for a given {*x* ~1~, *x* ~2~, ... , *x~m~*}. In this section, we propose a GA for this problem. In the GA, each chromosome determines a {*x* ~1~, *x* ~2~, ... , *x~m~*}. Then, we use [Algorithm 1](#n0055){ref-type="statement"} to obtain the optimal solution under the {*x* ~1~, *x* ~2~, ... , *x~m~*}. [Fig. 4](#f0020){ref-type="fig"} illustrates the proposed GA procedure.Fig. 4The flowchart of the proposed GA.

5.1. Chromosome representation {#s0040}
------------------------------

To execute the GA, a chromosome is coded with *m* genes. The value of *x~i~* is considered as the "allele" to recall the specific language involved in the GA. The *i*th gene of the chromosome can be either 0 or 1; i.e., the value of *x~i~*. [Fig. 5](#f0025){ref-type="fig"} is an example that illustrates seven buyers. Only Buyers 3, 5, and 6 can transship products to other buyers. This representation of a chromosome is not a complete solution. We can obtain the optimal solution under a {*x* ~1~, *x* ~2~, ... , *x~m~*} by using the proposed algorithm, so we obtain a complete solution through a specific chromosome developed in the GA. In this paper, we feature an input minimization problem and use Eq. [(55)](#e0275){ref-type="disp-formula"} to measure the fitness value of chromosome *w*, *w*  = 1, 2, ... , *P*, in which *P* is the population size of the GA.$$\mathit{Fitness}_{w} = \mathit{the}\mspace{6mu}\mathit{channel} - \mathit{wide}\mspace{6mu}\mathit{cost}\mspace{6mu}\mathit{in}\mspace{6mu}\mathit{chromosome}\mspace{6mu} w$$ Fig. 5The chromosome used in the GA.

5.2. Crossover, mutation, and updating the solution {#s0045}
---------------------------------------------------

Eq. [(55)](#e0275){ref-type="disp-formula"} shows that the fitness value of one chromosome is the channel-wide cost determined by it. Therefore, the best chromosome has the smallest fitness value. We select chromosomes for crossover with the popular roulette wheel approach ([@b0055]), in which the selection probability of each chromosome is positively associated with its fitness value. For two chromosomes selected from the population (*F*1 and *F*2), we generate two new chromosomes (*O*1 and *O*2) by using crossover and mutation mechanisms. The two-point crossover with possibility *P~c~* which has been widely used in GAs is used in this paper. Then, we implement a two-step mutation mechanism for each new chromosome obtained from the crossover. We omit the details of crossover and mutation; readers can refer to [@b0045] for details. [Fig. 6](#f0030){ref-type="fig"} shows an example of crossover and mutation for the case with 10 buyers.Fig. 6An example of the crossover and mutation operators.

5.3. Solution improvement and stopping criterion {#s0050}
------------------------------------------------

For a chromosome, we can obtain the optimal solution of P1. If *x~i~*  = 1 in the chromosome and Δ*q~ij~*  = 0 in the optimal solution for all *j* in the corresponding *E*, then we can improve the chromosome by setting *x~i~*  = 0. Using this strategy, we find that the optimal solution remains and the fitness value is decreased by *D* ~1~ *f~i~*/*q* ~1~.

If the maximum number of generations is reached, then the stopping criterion is invoked. Otherwise, we create a new generation.

5.4. Impact of fixed transshipment cost consideration in the algorithm {#s0055}
----------------------------------------------------------------------

As shown in Section [1](#s0005){ref-type="sec"}, some of researchers who have studied transshipment did not consider the fixed transshipment cost; that is, they assumed that *f* ~1~  =  *f* ~2~  =, ... ,=*f~m~*  = 0. In this case, the algorithm may not obtain the optimal solution if the fixed transshipment costs exist. Algorithm 2 is proposed to get the solution when existing fixed transshipment costs are ignored in the decision making. We can reveal the impact of fixed transshipment cost consideration by comparing the results obtained from Algorithm 2 and the GA.

For \[*q* ~1~ *^l^*, *q* ~1~ *^u^*\], we rewrite Eq. [(43)](#e0215){ref-type="disp-formula"} as$$\begin{aligned}
{\min\mathit{AC}} & {= \mathit{AC}_{v} + \sum\limits_{i = 1}^{m}\mathit{AC}_{i}} \\
 & {= \mathit{AC}_{v} + \sum\limits_{i = 1}^{m}\left( {h_{b}\frac{q_{1}D_{i}}{2D_{1}} + c_{b}D_{i}L_{i}} \right) + \mathit{TR}(q_{1})} \\
\end{aligned}$$

Then, Eqs. [(52)](#e0260){ref-type="disp-formula"}, [(53)](#e0265){ref-type="disp-formula"}, [(54)](#e0270){ref-type="disp-formula"} can be rewritten as$$\lambda_{1} = - \frac{D_{1}\sum_{i = 1}^{m}A_{i}}{{(q_{1}^{l})}^{2}} - \frac{h_{v}\sum_{i = 1}^{m}D_{i}}{2D_{1}} + \frac{h_{b}\sum_{i = 1}^{m}D_{i}}{2D_{1}} + \mathit{TR}^{\prime}(q_{1}^{l})$$ $$\lambda_{2} = \frac{D_{1}\sum_{i = 1}^{m}A_{i}}{{(q_{1}^{u})}^{2}} + \frac{h_{v}\sum_{i = 1}^{m}D_{i}}{2D_{1}} - \frac{h_{b}\sum_{i = 1}^{m}D_{i}}{2D_{1}} - \mathit{TR}^{\prime}(q_{1}^{u})$$ $$\frac{D_{1}\sum_{i = 1}^{m}A_{i}}{q_{1}^{2}} + \frac{h_{v}\sum_{i = 1}^{m}D_{i}}{2D_{1}} - \frac{h_{b}\sum_{i = 1}^{m}D_{i}}{2D_{1}} - \mathit{TR}^{\prime}(q_{1}) = 0$$

However, the real objective value should include the total fixed transshipment cost under the solution. We may obtain this final objective value by adding *D* ~1~ *f~i~*/*q* ~1~ if $\sum_{j = 1\text{,}j \neq i}^{m}\Delta q_{\mathit{ij}}(q_{1})\  \neq \ 0$ for all *i*  = 1, 2, ... , *m*.Algorithm 2Step 1. Set *x* ~1~  =  *x* ~1~  =  *x* ~2~=, ... ,=  *x~m~*  = 1.Step 2. Obtain the solution based on [Algorithm 1](#n0055){ref-type="statement"} by replacing Eqs. [(52)](#e0260){ref-type="disp-formula"}, [(53)](#e0265){ref-type="disp-formula"}, [(54)](#e0270){ref-type="disp-formula"} for the KKT conditions with Eqs. [(57)](#e0285){ref-type="disp-formula"}, [(58)](#e0290){ref-type="disp-formula"}, [(59)](#e0295){ref-type="disp-formula"}, respectively. Calculate the inventory and variable transshipment cost.Step 3. Calculate the total fixed cost of transshipment at buyer *i*, *i*  = 1, 2, ... , *m*: the cost is equal to *D* ~1~ *f~i~*/*q* ~1~ if $\sum_{j = 1\text{,}j \neq i}^{m}\Delta q_{\mathit{ij}}(q_{1})\  \neq \ 0$; the cost is 0, otherwise.Step 4. Obtain the total cost by adding the total fixed cost of transshipment to the cost obtained at Step 2 of this algorithm.

6. Computational experiments {#s0060}
============================

6.1. Performance of the algorithms {#s0065}
----------------------------------

In this experiment, we considered 10 buyers. *A~v~*  = \$500; *h~v~*  = \$1.6; and *h~b~*  = \$12.3. For simplicity, we assumed *c~b~*  =  *h~b~*. Because *r~i~*  =  *D~i~L~i~*, we randomly generated *r~i~* instead of *L~i~*. We also randomly generated five instances. In each instance, other parameters followed uniform distributions as presented in [Table 2](#t0010){ref-type="table"} .Table 2Distributions of stochastic parameters.*W~i~D~i~A~i~r~i~f~i~s~ij~*\[50, 300\]\[500, 3500\]\[20, 60\]\[20, 40\]\[20, 50\]\[1, 10\]

The TRAN model was coded in LINGO version 16.0, and the GA was coded in JAVA. The experiments were conducted on a PC with Intel Core 2.3 GHz and 4 GB RAM. We obtained the appropriate settings for the GA parameters through pilot experiments. The population size, maximum generation number, *Pc*, *Pm*1, and *Pm*2 are set as 100, 100, 0.7, 0.20, and 0.05, respectively. [Table 3](#t0015){ref-type="table"} illustrates the comparison of the solutions obtained from LINGO and the GA. For most instances, the GA can obtain optimal solutions. In the two instances in which the GA solutions were worse than those of LINGO, the optimality gaps were small. Moreover, we found that the LINGO computation time increased significantly with problem size. When *m* was \>40, LINGO required \>24 h to solve the problem, but the GA obtained solutions within acceptable timeframes.Table 3Comparison of the results obtained from LINGO and the GA.Problem sizeInstanceLINGOGAObjective value (\$)Computation time (s)Objective value (\$)Computation time (s)*m* = 10138,78639538,78642232,14126732,14133330,41332730,41341444,39865444,39848532,26948632,26945  *m* = 20159,645172359,645110269,056218369,056170359,040171459,040155465,712190865,712170572,643266572,643212  *m* = 30196,58011,91496,580281296,54215,55196,5423173106,45618,019106,456387498,24613,50098,2463855101,23515,179101,235543  *m* = 40**1124,414**\>**50,000124,518601**2150,211\>50,000150,2118893131,051\>50,000131,051626**4128,477**\>**50,000128,531612**5134,306\>50,000134,306770[^2]

To show the impact of transshipment policy on the channel-wide cost, we compare the INT model and the TRAN model. The INT model is a special of the TRAN model with *x* ~1~  =  *x* ~2~=, ... ,=*x~m~*  = 0. We can obtain the optimal solution of the INT model with [Algorithm 1](#n0055){ref-type="statement"} by setting a single feasible *E* which is empty. In addition, because the fixed transshipment cost has rarely been considered in existing studies, we compare our GA with [Algorithm 2](#n0060){ref-type="statement"}. In [Algorithm 2](#n0060){ref-type="statement"}, all of the buyers who are not in *E* can transship products to the buyers in *E*. For a solution obtained from this algorithm, only the fixed transshipment costs of the buyers who conduct transshipment are added to the channel-wide cost; this approach is based on the chromosome improvement mechanism in the GA. Let Gap I = (*AC^nt^*  −  *AC^nf^*)/*AC^nt^*  × 100%, Gap II = (*AC^nt^*  −  *AC^f^*)/*AC^nt^*  × 100%, and Gap III = (*AC^nf^*  −  *AC^f^*)/*AC^nf^*  × 100%. The comparisons are summarized in [Table 4](#t0020){ref-type="table"} . For each problem size, we ran [Algorithm 2](#n0060){ref-type="statement"} and the GA on 10 instances.Table 4The comparison of three scenarios.*m*INT (\$)TRAN (\$)Gap (%)[Algorithm 2](#n0060){ref-type="statement"}GAIIIIII1038,74035,27334,6528.9510.551.762074,58864,77063,41913.4715.282.0930115,39696,32693,91716.5318.612.5040167,967134,839130,78619.7222.133.0150210,437165,838159,80521.1924.063.64

From [Table 4](#t0020){ref-type="table"}, we can see that the TRAN model can lead to a lower channel-wide cost than the INT model. Because Gap II is greater than Gap I, we can infer that this cost saving can be reduced if the fixed transshipment cost is not considered in the optimal solution algorithm. The influence of fixed transshipment cost is created by two circumstances. First, if we do not consider this fixed cost, then we may obtain a solution in which buyer *i* transships few products to buyer *j* while other buyers (e.g., buyer *k*) not in *E* also still transship products to buyer *j*. Although the unit transshipment cost, *s~ij~*, is lower than *s~kj~*, transshipping a small number of products cannot compensate for the fixed cost of involving three buyers in the transshipment. Second, there exist cases in which *s~ij~* is lower than *s~kj~* while *f~i~* is greater than *f~k~*. Under these conditions the transshipment cost may not be minimized if we decide the transshipment solution based on s*~ij~* and *s~kj~* without considering *f~i~* and *f~k~*. Therefore, we find a trade-off exists between the fixed cost and the transportation cost in the transshipment. Moreover, the gaps are larger for large problems because more buyers could be involved in transshipment, which increases Gaps I and II. Because many buyers characterize large problems, a wide solution space is created that affects the optimal GA solution, which increases Gap III.

6.2. Sensitivity analysis {#s0070}
-------------------------

To analyze the impact of parameters on the performances of these models and algorithms, we conducted sensitivity analysis of *h~v~*, *h~b~*, *f~i~*, and *W~i~* for the cases with *m*  = 10. For each value of *h~v~* and *h~b~*, we randomly generated 30 instances by using the parameter distributions in [Table 2](#t0010){ref-type="table"}. [Table 5](#t0025){ref-type="table"}, [Table 6](#t0030){ref-type="table"} show the comparison of the INT model, [Algorithm 2](#n0060){ref-type="statement"}, and the GA under different *h~b~* and *h~v~* values, respectively. Gaps I to III decrease when *h~b~* is increased from \$8 to \$16, respectively. When *h~v~* is increased from \$1 to \$5, however, the variation tendencies of Gaps I to III are more complex. As [Table 7](#t0035){ref-type="table"}, [Table 8](#t0040){ref-type="table"} show, we investigate into an instance as an example to discuss the reason for this difference.Table 5The comparison of the INT model, [Algorithm 2](#n0060){ref-type="statement"}, and the GA under different *h~b~*.*h~b~* (\$)INTTRANGap (%)[Algorithm 2](#n0060){ref-type="statement"}GA*AverageMinMaxAverageMinMaxAverageMinMax*IIIIII836,79621,93950,99932,64221,57444,10032,01921,50143,00111.28912.9821.9091037,86723,30551,02433,87423,06345,98433,25122,99044,22210.54512.1901.8391238,13624,67052,60134,45624,55246,80833,87524,47945,2099.65011.1731.6861440,00726,03553,11036,33826,03548,01935,74825,96746,2219.17110.6461.6241641,07627,40054,00137,57127,40049,91236,97927,34747,8168.5339.9741.576Table 6The comparison of the INT model, [Algorithm 2](#n0060){ref-type="statement"}, and the GA under different *h~v~*.*h~v~* (\$)INTTRANGap (%)[Algorithm 2](#n0060){ref-type="statement"}GA*AverageMinMaxAverageMinMaxAverageMinMax*IIIIII137,26123,87047,68333,86223,85442,78233,29523,78044,6909.12210.6441.674238,84325,33948,52235,31625,28743,85334,70225,20245,8619.08010.6611.739339,98726,40749,75936,33126,35244,92435,71526,25947,0329.14310.6841.696441,52927,32551,29837,69027,12046,49537,07127,02448,2039.24410.7351.642542,64227,99452,43638,66427,78247,96638,04427,68149,1739.32910.7831.604Table 7The solutions under different *h~b~* for an instance.*h~b~* (\$)INTTRANGap (%)[Algorithm 2](#n0060){ref-type="statement"}GA*AC^nt^* (\$)*q*~1~*nAC^nf^* (\$)*q*~1~*nAC^f^* (\$)*q*~1~*n*IIIIII833,63356831,15190530,5779057.3809.0861.8431034,64156832,41990531,8449056.4148.0741.7741235,64956833,67875633,1129055.5297.1171.6811436,65656834,83575634,3799054.9686.2121.3091637,66456835,99275635,6469054.4935.5360.961Table 8The solutions under different *h~v~* for an instance.*h~v~* (\$)INTTRANGap (%)[Algorithm 2](#n0060){ref-type="statement"}GA*AC^nt^* (\$)*q*~1~*nAC^nf^* (\$)*q*~1~*nAC^f^* (\$)*q*~1~*n*IIIIII134,686561032,76975832,2518975.5277.0201.581236,42956734,42789533,8528955.4967.0741.670337,68456635,57189434,9968945.6077.1331.617438,75356536,55789335,9828935.6677.1501.573539,82056437,24789336,6728936.4617.9061.544

The GA can yield good transshipment solutions under a *q* ~1~ that represents a relatively low transshipment cost (including transportation and fixed costs). Therefore, the GA may lead to solutions with a larger optimal *q* ~1~ than [Algorithm 2](#n0060){ref-type="statement"} (see [Table 7](#t0035){ref-type="table"}, [Table 8](#t0040){ref-type="table"}). When *h~b~* is increasing, a smaller *q* ~1~ may be preferable when each buyer's order quantity in one sub-cycle is decreasing. In this case, the optimal *n* is an affine transformation of *q* ~1~. Hence, the optimal *n* is increasing with *h~b~*. Although the channel-wide costs under the models and algorithms are all increasing with *h~b~*, Gap III is decreasing. In addition, the decreasing rates of Gap III when *h~b~* is increased from \$12 to \$16 are greater than the rates when *h~b~* is increased from \$8 to \$10. In the latter cases, the optimal *q* ~1~ values from [Algorithm 2](#n0060){ref-type="statement"} and from the GA are both 90. When *h~b~* is increased from \$8 to \$10, the absolute values of *AC^nf^* − *AC^f^* are the same. Gap III is decreased only because *AC^nf^* is increasing when *h~b~* is increased from \$8 to \$10. When *h~b~* is equal to \$12, \$14, and \$16, the optimal *q* ~1~ obtained from [Algorithm 2](#n0060){ref-type="statement"} is decreased to 75 while the optimal *q* ~1~ from the GA is still 90. In these cases, the increment of *AC^f^* is higher than the increment of *AC^nf^* when *h~b~* is increased. Therefore, the absolute values of *AC^nf^* − *AC^f^* are decreasing. Considering that *AC^nf^* is increasing with *h~b~*, the decreasing rates of Gap III when *h~b~* is increased from \$12 to \$16 could be greater than the one when *h~b~* is increased from \$8 to \$10.

Eq. [(51)](#e0255){ref-type="disp-formula"} explains that the optimal *n* is decreasing with *h~v~* and *q* ~1~. When *h~v~* is increasing, a larger *q* ~1~ and smaller *n* may be preferable when the vendor's total order quantity in one cycle (i.e., *nDq* ~1~/*D* ~1~) is also decreasing. For the same *q* ~1~ and different *h~v~*, the optimal *n* may vary. When *h~v~* is sufficiently large, however, Eqs. [(57)](#e0285){ref-type="disp-formula"}, [(58)](#e0290){ref-type="disp-formula"} can also be used to obtain the optimal *q* ~1~. Therefore, [Algorithm 2](#n0060){ref-type="statement"} obtained the same *q* ~1~ with the GA when *h~v~*  = \$2, \$3, \$4, and \$5. In these cases, the value for *AC^nf^*−*AC^f^* remains unchanged while *AC^nf^* is increasing. In this case, Gap III decreases when *h~v~* is increased from \$2 to \$5. Moreover, *q* ~1~  = 89, which is greater than the value of *q* ~1~ obtained from [Algorithm 2](#n0060){ref-type="statement"} when *h~v~*  = \$1. Because a larger *q* ~1~ implies more transshipments, the value of *AC^nf^*  −  *AC^f^* when *h~v~*  = \$2 is greater than when *h~v~*  = \$1. As a consequence, Gap III may increase when *h~v~* increases from \$1 to \$2.

Let *F* be the uniform distribution of *f~i~*, *i*  = 1 ,2, 3, ... ,10. We conducted experiments under different mean values and standard deviations of *F* to see the impact of the fixed transshipment cost. For each type of *F*, we randomly generated 30 instances for which other stochastic parameters follow the uniform distributions presented in [Table 2](#t0010){ref-type="table"}. [Table 9](#t0045){ref-type="table"} shows the average channel-wide cost of the 30 instances under *F* with different mean values and with the same standard deviation. We can see that when the mean value of *F* is increased, the fixed cost of transshipment is higher, and the cost saving from transshipment is lower; thus Gaps I and II are decreased respectively. However, Gap III is larger in those cases. These findings mean that when the fixed cost of transshipment is higher, the assignment of buyers for transshipment plays a more important role in reducing the channel-wide cost.Table 9The comparison of the INT model, [Algorithm 2](#n0060){ref-type="statement"}, and the GA under *F* with different mean values.*F*INT (\$)TRAN (\$)Gap (%)[Algorithm 2](#n0060){ref-type="statement"}GA*AverageMinMaxAverageMinMaxAverageMinMax*IIIIII\[10, 40\]39,09624,87453,89334,83424,36545,44134,27424,24144,61810.90112.3341.608\[15, 45\]39,09624,87453,89335,21624,51945,87634,62424,38144,7769.92411.4391.681\[20, 50\]39,09624,87453,89335,87024,62147,60535,24324,54745,3658.2529.8551.748\[25, 55\]39,09624,87453,89336,32524,77547,91335,65924,05946,9127.0888.7911.833\[30, 60\]39,09624,87453,89336,61524,87448,12135,91523,76547,4306.3468.1361.912

[Table 10](#t0050){ref-type="table"} shows the average channel-wide cost of the 30 instances under different standard deviations of *F* with the same mean value. We can see that when the standard deviation *F* is increased, the improvements of the two algorithms are more significant, because more buyers have lower fixed transshipment costs. The channel-wide cost can be reduced more significantly if the buyers with a lower fixed cost are involved in the transshipment. Because the GA can attempt more assignments of buyers for the transshipment, Gap III is larger in those cases.Table 10The comparison of the INT model, [Algorithm 2](#n0060){ref-type="statement"}, and the GA under *F* with different standard deviations.*F*INT (\$)TRAN (\$)Gap (%)[Algorithm 2](#n0060){ref-type="statement"}GA*AverageMinMaxAverageMinMaxAverageMinMax*IIIIII\[10, 60\]39,09624,87453,89335,04524,57046,21834,38224,3074445710.36212.0681.892\[15, 55\]39,09624,87453,89335,60324,59647,49934,97424,418455308.93410.5431.767\[20, 50\]39,09624,87453,89335,87024,62147,60535,24324,547453658.2529.8551.748\[25, 45\]39,09624,87453,89336,00424,87447,82135,40824,709461077.9099.4331.655\[30, 40\]39,09624,87453,89336,25424,87447,96335,78024,813467477.2698.4821.307

Let *Y* be the uniform distribution of *W~i~*, *i*  = 1, 2, 3, ... , 10. We conducted experiments under different mean values of *Y* to see the impact of the warehouse capacities. For each type of *Y*, we randomly generated 30 instances for which other stochastic parameters follow the uniform distributions in [Table 2](#t0010){ref-type="table"}. [Table 11](#t0055){ref-type="table"} shows the average channel-wide cost of 30 instances under different mean values and with the same standard deviation. We can see that when the mean value is increased, the improvements of the two algorithms are less significant, because the buyers can obtain more products from ordinary deliver, which mitigates the essentiality of lateral transshipment.Table 11The comparison of the INT model, [Algorithm 2](#n0060){ref-type="statement"}, and the GA under *Y* with different mean values.*Y*INT (\$)TRAN (\$)Gap (%)[Algorithm 2](#n0060){ref-type="statement"}GA*AverageMinMaxAverageMinMaxAverageMinMax*IIIIII\[60, 310\]35,85724,13346,42133,61824,04942,73233,30023,99842,5136.2447.1310.946\[70, 320\]33,39323,69241,87131,81623,69238,88631,53623,52138,7454.7235.5610.880\[80, 330\]31,64523,20938,31330,51723,20937,12530,31323,10637,0503.5654.2090.669\[90, 340\]30,13822,85636,39429,42222,85636,35429,32022,71036,3042.3762.7140.347\[100, 350\]29,30222,80734,79228,84022,80734,51128,75722,79334,4871.5771.8600.288

7. Conclusions and future works {#s0075}
===============================

We developed several theorems to indicate the optimal transshipment solution and found that for {*q* ~1~, *n*}:(i)Buyers should not simultaneously transship products to others and receive transshipped products from others.(ii)Buyer *i* should not transship products to buyer *j* if 0 ≤  *q~i~*  ≤  *W~i~* and 0 ≤  *q~j~*  ≤  *W~j~*.(iii)Buyer *i* should not transship products to buyer *j* if buyer *k* with *g~kj~*(*q* ~1~) \<  *g~ij~*(*q* ~1~) has unused warehouse capacity.

Based on the above findings, an optimal solution algorithm that alleviate the complexity of the TRAN model is be developed. From this study, we can see that the average channel-wide cost can be saved by using the TRAN model under which the transshipment allows the order to arrive at various times. As a consequence, some buyers can obtain more products than their warehouses can accommodate. In addition, the utilization ratio of the warehouse capacities of some buyers is increased. When warehouse capacity is shared among buyers, the channel-wide optimal replenishment solution can be achieved. The numerical experiment shows the advantage of the TRAN model. The advantage can be more significant when the number of buyers is increased.

Moreover, when existing fixed transshipment costs are ignored during decision making, the solution can deviate from the optimal solution, and this outcome has a negative impact on the performance of lateral transshipments. The experimental results demonstrate that the fixed transshipment costs should be considered in the model and algorithm design. Sensitivity analyses show how this impact is influenced by other parameters. From the results, we can see that *h~v~* has a positive impact on the advantage of the TRAN model, while *h~b~* has a negative impact on it. This advantage is negatively associated with the warehouse capacities of buyers.

In this article, we developed our model based on several assumptions that can be reconsidered in future work. First, we assumed that product consumption rates of buyers are known, and we focused on how supply chains benefit from transshipment as result of increased warehouse capacity. Considering the advantage of transshipment in increasing customer service level when the consumption rates are uncertain can be a fruitful direction. Second, we considered absolute constraints on the warehouse capacities of buyers. This model can be extended by considering penalty costs for exceeding upper bounds of inventory levels under our tight capacity constraints, which would make our model more applicable in general. Third, we studied an integrated channel and focused solely on reducing the channel-wide cost. It would be interesting to study the performances of members in a decentralized channel under a warehouse-sharing policy.
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[^1]: Note: *cont*. and *trans*. represent continuous review and transshipment, respectively.

[^2]: Note: The instances wherein the GA fails to obtain the optimal solution appear in bold.
