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REGULAR REPRESENTATIONS OF LATTICE ORDERED
SEMIGROUPS
BOYU LI
Abstract. We establish a necessary and sufficient condition for a rep-
resentation of a lattice ordered semigroup to be regular, in the sense
that certain extensions are completely positive definite. This result gen-
eralizes a theorem due to Brehmer where the lattice ordered group was
taken to be ZΩ+. As an immediate consequence, we prove that contractive
Nica-covariant representations are regular. We also introduce an analog
of commuting row contractions on lattice ordered group and show that
such a representation is regular.
1. Introduction
A contractive map of a group has a unitary dilation if and only if it
is completely positive definite, in the sense that certain operator matrices
are positive. Consequently, for a semigroup P contained in a group G, a
contractive representation of P has a unitary dilation if and only if it can
be extended to a completely positive definite map on G. Introduced in [6],
such representations on a semigroup are called completely positive definite.
In particular, when the group is lattice-ordered, a representation is called
regular if a certain natural extension to the group is completely positive
definite.
Nica [14] introduced the study of isometric representations of quasi-lattice
ordered semigroups. This generalized the notion of doubly commuting rep-
resentations of semigroups with nice generators. Laca and Raeburn [10]
developed the theory, and showed there is a universal C∗-algebra for iso-
metric Nica covariant representations. This field has also been explored in
[16].
Davidson, Fuller, and Kakariadis [8, 6] defined and studied contractive
Nica-covariant representation on lattice ordered semigroups. The regularity
of such representations was seen as a critical property in describing the
C∗-envelope of semicrossed products. They posed a question [6, Question
2.5.11] of whether regularity is automatic for Nica-covariant representations.
Fuller [8] established this for certain abelian semigroups.
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This paper answers this question affirmatively by establishing a necessary
and sufficient condition for a representation of a lattice ordered semigroup
to be regular. This condition generalizes a result of Brehmer [3], where he
gave a necessary and sufficient condition for a representation of ZΩ+ to be
regular. As an immediate consequence of Brehmer’s condition, it is known
that doubly commuting representations and commuting column contractions
are both regular [12, Proposition I.9.2]. This paper generalizes both results
in the lattice ordered group settings. We first show that a Nica-covariant
representation, which is an analog of a doubly commuting representation, is
regular. We then introduce an analog of commuting column contractions,
which is shown to be regular as well.
2. Preliminaries
Let G be a group. A unital semigroup P ⊆ G is called a cone. A cone P
is spanning if PP−1 = G, and is positive when P
⋂
P−1 = {e}. A positive
cone P defines a partial order on G via x ≤ y when x−1y ∈ P . (G,P )
is called totally ordered if G = P
⋃
P−1, in which case the partial order
on G is a total order. If any finite subset of G with a upper bound in P
also has a least upper bound in P , the pair (G,P ) is called a quasi-lattice
ordered group. We call this partial order compatible with the group if for any
x ≤ y and g ∈ G, we always have gx ≤ gy and xg ≤ yg. Equivalently, the
corresponding positive cone satisfies a normality condition that gPg−1 ⊆ P
for any g ∈ G, and thus x ≤ y whenever yx−1 ∈ P as well. When P is
a positive spanning cone of G whose partial order is compatible with the
group, if every two elements x, y ∈ G have a least upper bound (denoted
by x ∨ y) and a greatest lower bound (denoted by x ∧ y), the pair (G,P ) is
called a lattice ordered group. It is immediate that a lattice ordered group
is also a quasi-lattice ordered group.
Example 2.1. (Examples of Lattice Ordered Groups)
(1) (Z,Z≥0) is a lattice ordered group. In fact, this partial order is also
a total order. More generally, any totally ordered group (G,P ) is
also a lattice ordered group.
(2) If (Gi, Pi)i∈I is a family of lattice ordered group, their direct product
(
∏
Gi,
∏
Pi) is also a lattice ordered group.
(3) Let G = CR[0, 1], the set of all continuous functions on [0, 1]. Let
P be the set of all non-negative functions in G. Then (G,P ) is a
lattice ordered group.
(4) Let T be a totally ordered set. A permutation α on T is called order
preserving if for any p, q ∈ T , p ≤ q, we also have α(p) ≤ α(q). Let
G be the set of all order preserving permutations, which is clearly a
group under composition. Let P = {α ∈ G : α(t) ≥ t, for all t ∈ T }.
Then (G,P ) is a non-abelian lattice ordered group [1].
(5) Let Fn be the free group of n generators, and F
+
n be the semigroup
generated by the n-generators. Then (Fn,F
+
n ) defines a quasi-lattice
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ordered group [14, Examples 2.3]. However, the induced partial
order is not compatible with the group and the pair is not a lattice
ordered group.
For any element g ∈ G of a lattice ordered group (G,P ), g can be written
uniquely as g = g+g
−1
− where g+, g− ∈ P , and g+∧g− = e. In fact, g+ = g∨e
and g− = g
−1 ∨ e. Here are some important properties of a lattice ordered
group:
Lemma 2.2. Let (G,P ) be a lattice order group, and a, b, c ∈ G.
(1) a(b∨c) = (ab)∨(ac) and (b∨c)a = (ba)∨(ca). A similar distributive
law holds for ∧.
(2) (a ∧ b)−1 = a−1 ∨ b−1 and similarly (a ∨ b)−1 = a−1 ∧ b−1.
(3) a ≥ b if and only if a−1 ≤ b−1.
(4) a(a ∧ b)−1b = a ∨ b. In particular, when a ∧ b = e, ab = ba = a ∨ b.
(5) If a, b, c ∈ P , then a ∧ (bc) ≤ (a ∧ b)(a ∧ c).
One may refer to [4] for a detailed discussion of this subject. Notice by
statement (4) of Lemma 2.2 g+, g− commute and thus g = g+g
−1
− = g
−1
− g+.
For a group G, a unital map S : G → B(H) is called completely positive
definite if for any g1, g2, · · · , gn ∈ G[
S(g−1i gj)
]
1≤i,j≤n
≥ 0.
Here, i denotes the row index and j the column index, and we shall follow
this convention throughout this paper. A well known result ([13], see also
[12, Proposition I.7.1]) stated that a completely positive definite map of G
has a unitary dilation. The converse is elementary.
Theorem 2.3. If S : G → B(H) is a unital completely positive definite
map. Then there exists a unitary representation U : G → B(K) where
H is a subspace of K, and that PHU(g)|H = S(g). Moreover, this unitary
representation can be chosen to be minimal in the sense of K =
∨
g∈G U(g)H.
When (G,P ) is a lattice ordered group, we may simultaneously increase
or decrease gi so that it would suffices to take gi ∈ P :
Lemma 2.4. Let S : G→ B(H) be a map, then the following are equivalent:
(1)
[
S(g−1i gj)
]
1≤i,j≤n
≥ 0 for any g1, g2, · · · , gn ∈ G;
(2)
[
S(gig
−1
j )
]
1≤i,j≤n
≥ 0 for any g1, g2, · · · , gn ∈ G;
(3)
[
S(p−1i pj)
]
1≤i,j≤n
≥ 0 for any p1, p2, · · · , pn ∈ P ;
(4)
[
S(pip
−1
j )
]
1≤i,j≤n
≥ 0 for any p1, p2, · · · , pn ∈ P .
Proof. Since G is a group, by considering gi and g
−1
i , it is clear that (1)
and (2) are equivalent. Statement (1) clearly implies statement (3), and
conversely when statement (3) holds true, for any g1, · · · , gn ∈ G, take
g = ∨ni=1 (gi)−. Denote pi = g · gi and notice that from our choice of g,
g ≥ (gi)−. Hence,
pi = g · (gi)
−1
− (gi)+ ∈ P.
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But notice that for each i, j, p−1i pj = g
−1
i g
−1ggj = g
−1
i gj . Therefore,[
S(g−1i gj)
]
1≤i,j≤n
=
[
S(p−1i pj)
]
1≤i,j≤n
≥ 0.
Similarly, statements (2) and (4) are equivalent. 
For the convenience of computation, when (G,P ) is a lattice ordered
group, S : G→ B(H) is called completely positive definite when[
S(pip
−1
j )
]
1≤i,j≤n
≥ 0.
For a spanning cone P ⊂ G, a contractive representation T : P → B(H)
is called completely positive definite when it can be extended to some com-
pletely positive definite map on G. There is a well-known result due to
Sz.Nagy that every contraction has a unitary dilation, and therefore, every
contractive representation of Z+ is completely positive definite. Ando [2]
further showed that every contractive representation of Z2+ is completely
positive definite. However, Parrott [15] provided an counterexample where
a contractive representations on Z3+ is not completely positive definite.
For a completely positive definite representation T on a lattice ordered
semigroup, one might wonder what its extension looks like. In a lattice
ordered group (G,P ), any element g ∈ G can be uniquely written as g =
g+g
−1
− where g± ∈ P and g+ ∧ g− = e. Suppose U : G→ B(K) is a unitary
dilation of T , we can make the following observation.
T˜ (g) = PHU(g)
∣∣
H
= PHU(g−)
∗U(g+)
∣∣
H
.
This motivates the question of whether the extension T˜ (g) = T (g−)
∗T (g+) is
completely positive definite. We call a contractive representation T right reg-
ular whenever T˜ defined in such way is completely positive definite. There is
a dual definition that call T left regular (or ∗-regular) if T (g) = T (g+)T (g−)
∗
is completely positive definite.
When (G,P ) is a lattice ordered group, (G,P−1) is also a lattice ordered
group. A representation T : P → B(H) give raise to a dual representa-
tion T ∗ : P−1 → B(H) where T ∗(p−1) = T (p)∗. Consider g = g+g
−1
− =
g−1−
(
g−1+
)−1
, we have
T˜ (g) = T (g−)
∗T (g+) = T
∗(g−1− )T
∗(g−1+ )
∗ = T ∗(g).
Hence, T˜ agrees with T ∗ on G. Therefore, we obtain the following Proposi-
tion.
Proposition 2.5. Let (G,P ) be a lattice ordered group, and T : P →
B(H) be a representation and T ∗ defined as above. Then the following are
equivalent
(1) T is right regular.
(2) T ∗ is left regular.
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(3) For any p1, · · · , pn ∈ P , [T˜ (pip
−1
j )] ≥ 0 (equivalently, [T
∗(pip
−1
j )] ≥
0).
Due to this equivalence, we shall focus on the right regularity and call a
representation regular when it is right regular. Regular dilations were first
studied by Brehmer [3], and they were also studied in [17, 9]. A necessary
and sufficient condition for regularity for the abelian group ZΩ was proven
by Brehmer [12, Theorem I.9.1].
Theorem 2.6 (Brehmer). Let Ω be a set, and denote ZΩ to be the set of
(tω)ω∈Ω where tω ∈ Z and tω = 0 except for finitely many ω. Also, for a
finite set V ⊂ Ω, denote eV ∈ Z
Ω to be 1 at those ω ∈ V and 0 elsewhere. If
{Tω}ω∈Ω is a family of commuting contractions, we may define a contractive
representation T : ZΩ+ → B(H) by
T (tω)ω∈Ω =
∏
ω∈Ω
T tωω .
Then T is right regular if and only if for any finite U ⊆ Ω, the operator∑
V⊆U
(−1)|V |T (eV )
∗T (eV ) ≥ 0.
It turns out that not all completely positive definite representations are
regular.
Example 2.7. It follows from Brehmer’s theorem that a representation T
on Z2+ is regular if and only if T1 = T (e1), T2 = T (e2) are contractions that
satisfy
I − T ∗1 T1 − T
∗
2 T2 + (T1T2)
∗T1T2 ≥ 0.
Take T1 = T2 =
[
0 1
0 0
]
and notice,
I − T ∗1 T1 − T
∗
2 T2 + (T1T2)
∗T1T2 =
[
1 0
0 −1
]
.
Brehmer’s result implies that T is not regular. However, from Ando’s
theorem [2], any contractive representation on Z2+ has a unitary dilation
and thus is completely definite definite.
Isometric Nica-covariant representations on quasi-lattice ordered groups
were first introduced by Nica [14]: an isometric representation W : G →
B(H) is Nica-covariant if for any x, y with an upper bound, WxW
∗
xWyW
∗
y =
Wx∨yW
∗
x∨y. When the order is a lattice order, it is equivalent to the property
that Ws,W
∗
t commute whenever s ∧ t = e. Therefore, the notion of Nica-
covariant is extended to abelian lattice ordered groups in [6], and we shall
further extend such definition to non-abelian lattice ordered groups and call
a representation T : P → B(H) Nica-covariant if T (s)T (t)∗ = T (t)∗T (s)
whenever s ∧ t = e. For a Nica-covariant representation T , since T (g+)
commutes with T (g−)∗ for any g ∈ G, there is no difference between left
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and right regularity. It observed in [6] that Nica-covariant representations
are regular in many cases.
Example 2.8. (Examples of Nica covariant representations)
(1) On (Z,Z+), a contractive representation T on Z+ only depends on
T1 = T (1) since T (n) = T
n
1 . This representation is always Nica-
covariant since for any s, t ≥ 0, s ∧ t = 0 if and only if one of s, t
is 0. A well known result due to Sz.Nagy shows that its extension
to Z by T˜ (−n) = T ∗n is completely positive definite and thus T is
regular.
(2) Similarly, any contractive representation of a totally ordered group
(G,P ) is Nica-covariant. A theorem of Mlak [11] shows that such
representations are regular.
(3) (Zn,Zn+), the finite Cartesian product of (Z,Z+) is a lattice ordered
group. A representation T on Zn+ depends on n contractions T1 =
T (1, 0, · · · , 0), T2 = T (0, 1, 0, · · · , 0),· · · , Tn = T (0, · · · , 0, 1). Notice
T is Nica covariant if and only if Ti, Tj ∗-commute whenever i 6=
j. Hence Nica covariant representations are equivalent to doubly
commuting. It is known [12, Section I.9] that doubly commuting
contractive representations are regular.
(4) For a lattice ordered group made from a direct product of totally or-
dered groups, Fuller [8] showed that their contractive Nica-covariant
representations are regular.
A question posed in [6, Question 2.5.11] asks whether contractive Nica-
covariant representations on abelian lattice ordered groups are regular in
general. For example, for G = CR[0, 1] and P equal to the set of non-
negative continuous functions, there are no known results on whether con-
tractive Nica-covariant representations are regular on such semigroup. Little
is known for the non-abelian lattice ordered groups as well. In this paper,
we establish that all Nica-covariant representations of lattice ordered semi-
groups are regular.
Let (G,P ) be a lattice-ordered group, not necessarily abelian. Recall
that the regularity conditions require a matrix involving entries in the form
of T˜ (pq−1) to be positive, where p, q ∈ P . We start by investigating this
quantity of pq−1.
Lemma 2.9. Let p, q ∈ P . Then,
(pq−1)+ = p(p ∧ q)
−1 and,
(pq−1)− = q(p ∧ q)
−1.
Proof. By property (1) and (2) in Lemma 2.2,
(pq−1)+ = (pq
−1 ∨ e)
= p(q−1 ∨ p−1)
= p(p ∧ q)−1.
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Similarly, (pq−1)− = q(p ∧ q)
−1. 
Lemma 2.10. Let p, q, g ∈ P such that g ∧ q = e. Then (pg) ∧ q = p ∧ q.
Proof. By the property (5) of Lemma 2.2, we have that
(pg) ∧ q ≤ (p ∧ q)(g ∧ q) = p ∧ q.
On the other hand, p ∧ q is clearly a lower bound for both p ≤ pg and q,
and hence p ∧ q ≤ (pg) ∧ q. This proves the equality. 
Lemma 2.11. Let p, q ∈ P . If g ∈ P is another element where g ∧ q = 0,
then
(pgq−1)− = (pq
−1)− and,
(pgq−1)+ = (pq
−1)+g.
In particular, if 0 ≤ g ≤ p, then
(pg−1q−1)− = (pq
−1)− and,
(pg−1q−1)+ = (pq
−1)+g
−1.
Proof. By Lemma 2.9, we get (pgq−1)+ = pg(q ∧ pg)
−1. Apply Lemma 2.10
to get
(q ∧ pg)−1 = (q ∧ p)−1.
Now g ∧ (p ∧ q) = e and thus g commutes with p ∧ q by property (4) of
Lemma 2.2. Therefore,
(pgq−1)+ = pg(q ∧ pg)
−1
= p(q ∧ p)−1g
= (pq−1)+g.
The statement (pgq−1)− = (pq
−1)−g can be proven in a similar way.
Finally, for the case where 0 ≤ g ≤ p, it follows immediately by consider-
ing p′ = pg−1 and thus p = p′g. 
Lemma 2.12. If p1, p2, · · · , pn ∈ P and g1, · · · , gn ∈ P be such that gi ≤ pi
for all i = 1, 2, · · · , n. Then ∧ni=1pig
−1
i ≤ ∧
n
i=1pi. In particular, when
∧ni=1pi = e, we have ∧
n
i=1pig
−1
i = e.
Proof. It is clear that e ≤ pig
−1
i ≤ pi, and thus
e ≤ ∧ni=1pig
−1
i ≤ ∧
n
i=1pi.
Therefore, the equality holds when the later is e. 
3. A Necessary and Sufficient Condition For Regularity
When T : P → B(H) is a representation of lattice ordered semigroup,
we denote T˜ (g) = T (g−)∗T (g+). Recall that T is regular if T˜ is completely
positive definite. The main result is the following necessary and sufficient
condition for regularity:
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Theorem 3.1. Let (G,P ) be a lattice ordered group and T : P → B(H)
be a contractive representation. Then T is regular if and only if for any
p1, · · · , pn ∈ P and g ∈ P where g ∧ pi = e for all i = 1, 2, · · · , n, we have
(⋆)
[
T (g)∗T˜ (pip
−1
j )T (g)
]
≤
[
T˜ (pip
−1
j )
]
.
Remark 3.2. If we denote
X =
[
T˜ (pip
−1
j )
]
and D = diag(T (g), T (g), · · · , T (g)), Condition (⋆) is equivalent of saying
D∗XD ≤ X. Notice that we made no assumption on X ≥ 0. Indeed, it
follows from the main result that Condition (⋆) is equivalent of saying the
representation T is regular, which in turn implies X ≥ 0. Therefore, when
checking the Condition (⋆), we may assume X ≥ 0.
Remark 3.3. By setting p1 = e and picking any g ∈ P , Condition (⋆)
implies that T (g)∗T (g) ≤ I, and thus T must be contractive.
The following Lemma is taken from [5, Lemma 14.13].
Lemma 3.4. If A,X,D are operators in B(H) where A ≥ 0. Then a matrix
of the form
[
A A1/2X
X∗A1/2 D
]
is positive if and only if D ≥ X∗X.
Condition (⋆) can thus be interpreted in the following equivalent defini-
tion.
Lemma 3.5. Let p1, · · · , pn ∈ P and g ∈ P with g ∧ pi = e for all 1 ≤
i ≤ n. Denote q1 = p1g, · · · , qn = png and qn+1 = p1, · · · , q2n = pn. Then
Condition (⋆) is equivalent to
[
T˜ (qiq
−1
j )
]
≥ 0.
Proof. Let X = [T˜ (pip
−1
j )] ≥ 0 and D = diag(T (g), T (g), · · · , T (g)). Notice
by Lemma 2.11 that
(pigp
−1
j )+ = (pip
−1
j )+g
(pigp
−1
j )− = (pip
−1
j )−,
and thus T˜ (pigp
−1
j ) = T˜ (pip
−1
j )T (g). Therefore,[
T˜ (qiq
−1
j )
]
=
[
X XD
D∗X X
]
.
Lemma 3.4 implies that this matrix is positive if and only if D∗XD ≤ X,
which is Condition ⋆. 
We shall first show that
[
T˜ (pip
−1
j )
]
≥ 0 given pi ∧ pj = e and Condition
(⋆). This will serve as a base case in the proof of the main result.
Lemma 3.6. Let (G,P ) be a lattice ordered group, and T be a represen-
tation on P that satisfies Condition (⋆). If pi ∧ pj = e for all i 6= j, then
[T˜ (pip
−1
j )] ≥ 0.
REGULAR REPRESENTATIONS OF LATTICE ORDERED SEMIGROUPS 9
Proof. Let q1 = e, q2 = p1 and for each 1 < m ≤ n, recursively define
q2m−1+k = pmqk where 1 ≤ k ≤ 2
m−1. Since T is contractive,
[T˜ (qiq
−1
j )]1≤i,j≤2 =
[
I T˜ (q1q
−1
2 )
T˜ (q2q
−1
1 ) I
]
≥ 0.
By Lemma 3.5, for each m, [T˜ (qiq
−1
j )]1≤i,j≤2m ≥ 0. Notice that q2m−1 = pm
for each 1 ≤ m ≤ n. Therefore, [T˜ (pip
−1
j )] is a corner of [T˜ (qiq
−1
j )] ≥ 0, and
thus must be positive. 
For arbitrary choices of p1, · · · , pn ∈ P , the goal is to reduce it to the case
where pi ∧ pj = e. The following lemma does the reduction.
Lemma 3.7. Let (G,P ) be a lattice ordered group. Assuming T is a repre-
sentation that satisfies Condition (⋆).
Assume there exists 2 ≤ k < n where for each J ⊂ {1, 2, · · · , n} with
|J | > k, ∧j∈Jpj = e. Then let g = ∧
k
j=1pj and q1 = p1g
−1, · · · , qk = pkg
−1,
and qk+1 = pk+1, · · · , qn = pn. Then [T˜ (pip
−1
j )] ≥ 0 if [T˜ (qiq
−1
j )] ≥ 0.
Proof. Let us denote X = [T˜ (qjq
−1
i )] ≥ 0 and its lower right (n−k)×(n−k)
corner to be Y . Notice first of all, when i, j ∈ {1, 2, · · · , k},
qiq
−1
j = pig
−1gp−1j = pip
−1
j .
So the upper left k×k corner of [T˜ (qiq
−1
j )] and the lower right (n−k)×(n−k)
corner of X are both the same as those in [T˜ (pip
−1
j )].
Now consider i ∈ {1, 2, · · · , k} and j ∈ {k+1, · · · , n}. It follows from the
assumption that g ∧ pj =
(
∧ks=1ps
)
∧ pj = e and g ≤ pi. Therefore, we can
apply Lemma 2.11 to get
(pig
−1p−1j )− = (pip
−1
j )−
(pig
−1p−1j )+ = (pip
−1
j )+g
−1.
Now g ∈ P , so that T ((qiq
−1
j )+)T (g) = T ((pip
−1
j )+) and T ((qiq
−1
j )−) =
T ((pip
−1
j )−). Hence,
T˜ (qiq
−1
j )T (g) = T˜ (pip
−1
j ).
Similarly, for i ∈ {k + 1, · · · , n}, j ∈ {1, 2, · · · , k}, we have T˜ (pip
−1
j ) =
T (g)∗T˜ (qjq
−1
i ). Now define D = diag(I, · · · , I, T (g), · · · , T (g)) be the block
diagonal matrix with k copies of I followed by n−k copies of T (g). Consider
DXD∗: it follows immediately from the assumption that D∗XD ≥ 0. We
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have,
D∗[T˜ (qiq
−1
j )]D =


· · · · · · · · ·
...
· · · T˜ (pip
−1
j ) · · · T˜ (qiq
−1
j )T (g)
· · · · · · · · ·
...
· · · T (g)∗T˜ (qiq
−1
j ) · · · [T (g)
∗T˜ (pip
−1
j )T (g)]


≥ 0.
It follows from our previous computation that each entry in the lower left
(n− k)× k corner and upper right k× (n− k) corner are the same as those
in [T˜ (pip
−1
j )]. Hence, DXD
∗ only differs from [T˜ (pip
−1
j )] on the lower right
(n− k)× (n− k) corner. It follows from Condition (⋆) that
[T (g)∗T˜ (pip
−1
j )T (g)] ≤ [T˜ (pip
−1
j )].
Hence, the matrix remains positive when the lower right corner [T (g)∗T˜ (pip
−1
j )T (g)]
inD∗XD is replaced by [T˜ (pip
−1
j )]. The resulting matrix is exactly [T˜ (pip
−1
j )],
which must be positive. 
Now the main result (Theorem 3.1) can be deduced inductively:
Proof. First assume that T : P → B(H) is a representation that satisfies
Condition (⋆), which has to be contractive. The goal is to show for any n
elements p1, p2, · · · , pn ∈ P , the operator matrix [T˜ (pip
−1
j )] ≥ 0 and thus T
is regular. We proceed by induction on n.
For n = 1, T˜ (p1p
−1
1 ) = I ≥ 0.
For n = 2, we have,
[T˜ (pip
−1
j )] =
[
I T˜ (p1p
−1
2 )
T˜ (p2p
−1
1 ) I
]
.
Here, T˜ (p2p
−1
1 ) = T˜ (p1p
−1
2 )
∗, and they are contractions since T is contrac-
tive. Therefore, this 2× 2 operator matrix is positive.
Now assume that there is an N such that for any n < N , we have
[T˜ (pip
−1
j )] ≥ 0 for any p1, p2, · · · , pn ∈ P . Consider the case when n = N :
For arbitrary choices p1, · · · , pN ∈ P , let g = ∧
N
i=1pi, and replace pi by
pig
−1. By doing so, pig
−1
(
pjg
−1
)−1
= pip
−1
j , and thus they give the same
matrix [T˜ (pip
−1
j )]. Moreover, ∧
n
i=1pig
−1 = (∧Ni=1pi)g
−1 = e. Hence, without
loss of generality, we may assume ∧Ni=1pi = e.
Let m be the smallest integer such that for all J ⊆ {1, 2, · · · , N} and
|J | > m, we have ∧j∈Jpj = e. It is clear that m ≤ N − 1. Now do induction
on m:
For the base case when m = 1, we have pi ∧ pj = e for all i 6= j. Lemma
3.6 tells that Condition (⋆) implies [T˜ (pip
−1
j )] ≥ 0.
Now assume [T˜ (pip
−1
j )] ≥ 0 whenever m ≤ M − 1 < N − 1 and consider
the case when m = M : For a subset J ⊆ {1, 2, · · · , n} with |J | = M ,
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let g = ∧j∈Jpj and set qj = pjg
−1 for all j ∈ J , and qj = pj otherwise.
Lemma 3.7 concluded that [T˜ (pip
−1
j )] ≥ 0 whenever [T˜ (qiq
−1
j )] ≥ 0 and the
sub-matrix [T˜ (pip
−1
j )]i,j /∈J ≥ 0.
Since |{1, 2, · · · , N}\J | = N − M < N , the induction hypothesis on
n implies that [T˜ (pip
−1
j )]i,j /∈J ≥ 0. Therefore, [T˜ (pip
−1
j )] ≥ 0 whenever
[T˜ (qiq
−1
j )] ≥ 0, and by dropping from pi to qi, we may, without loss of
generality, assume that ∧j∈Jpj = e. Repeat this process for all subsets
J ⊂ {1, 2, · · · , n} where |J | = M , and with Lemma 2.12, we eventually
reach a state when ∧j∈Jpj = e for all J ⊆ {1, 2, · · · , N}, |J | = M . But
in such case, for all |J | ≥ M , we have ∧j∈Jpj = e. Therefore, we are in a
situation wherem ≤M−1. The result follows from the induction hypothesis
on m.
Conversely, suppose that T is regular. Fix g ∈ P and p1, p2, · · · , pk ∈ P
where g ∧ pi = e for all i = 1, 2, · · · , k. Denote q1 = p1g, q2 = p2g, · · · , qk =
pkg, and qk+1 = p1, qk+2 = p2, · · · , q2k = pk. It follows from regularity that
[T˜ (qiq
−1
j )] ≥ 0, which is equivalent to Condition (⋆) by Lemma 3.5. 
As an immediate consequence of Theorem 3.1, we can show that isometric
representations on any lattice ordered group must be regular.
Corollary 3.8. Let T : P → B(H) be an isometric representation of a
lattice ordered semigroup. Then T is regular.
Proof. Take p1, · · · , pn ∈ P and g ∈ P with g ∧ pi = e. It is clear that
g ∧
(
pip
−1
j
)
±
= e and therefore g commutes with each
(
pip
−1
j
)
±
. Hence,
T (g)∗T˜ (pip
−1
j )T (g) = T (g)
∗T ((pip
−1
j )−)
∗T ((pip
−1
j )+)T (g)
= T ((pip
−1
j )−)
∗T (g)∗T (g)T ((pip
−1
j )+)
= T ((pip
−1
j )−)
∗T ((pip
−1
j )+) = T˜ (pip
−1
j ).
Therefore, [T (g)∗T˜ (pip
−1
j )T (g)] = [T˜ (pip
−1
j )] and Condition (⋆) is satisfied.

For a contractive representation T , it would suffice to dilate it to an
isometric representation. This provides an analog of [6, Proposition 2.5.4]
on non-abelian lattice ordered groups.
Corollary 3.9. Let T : P → B(H) be a contractive representation. Then T
is completely positive definite if and only if there exists an isometric repre-
sentation V : P → B(K) such that PHV (p)
∣∣
H
= T (p) for all p ∈ P . Such V
can be taken to be minimal in the sense that K =
∨
p∈P V (p)H.
In particular, T is regular if and only if there exists such isometric dilation
V and in addition, PHV (p)
∗V (q)
∣∣
H
= T (p)∗T (q) for all p, q ∈ P with p∧q =
e.
Proof. When T : P → B(H) is completely positive definite and its extension
S to G has minimal unitary dilation U : G→ B(L), let K =
∨
p∈P U(p)H. It
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is clear that K is invariant for any U(p), p ∈ P . Define a map V : P → B(K)
via V (p) = PKU(p)
∣∣
K
, which must be isometric due to the invariance of
K. V is an isometric dilation of T that satisfies PHV (p)|H = T (p), and
K =
∨
p∈P V (p)H. In other words, V is a minimal isometric dilation of T .
In particular, when T is regular, for any p, q ∈ P with p ∧ q = e
T (p)∗T (q) = PHU(p)
∗U(q)
∣∣
H
= PHPKU(p)
∗U(q)
∣∣
K
∣∣
H
= PHV (p)
∗V (q)
∣∣
H
.
Conversely, when V : P → B(K) is a minimal isometric dilation of T ,
Corollary 3.8 implies that V is regular and thus completely positive definite.
There exists a unitary dilation U : G → B(L) where PKU(p)
∣∣
K
= V (p).
Therefore,
PHU(p)
∣∣
H
= PHPKU(p)
∣∣
H
= PHV (p)
∣∣
H
= T (p).
Hence, U is also a unitary dilation of T and thus T is completely positive
definite. Moreover, when PHV (p)
∗V (q)
∣∣
H
= T (p)∗T (q) for all p, q ∈ P with
p ∧ q = e, by the regularity of V ,
PHU(p)
∗U(q)
∣∣
H
= PHPKU(p)
∗U(q)
∣∣
K
∣∣
H
= T (p)∗T (q).
Therefore, T˜ (g) = T (g−)
∗T (g+) is completely positive definite and T is
regular. 
4. Nica-covariant Representations
In this section, we answer the question of whether contractive Nica-
covariant representations are regular. It suffices to show contractive Nica-
covariant representations on lattice ordered groups satisfy Condition (⋆).
Theorem 4.1. A contractive Nica-covariant representation on a lattice or-
dered group is regular.
Proof. Let p1, · · · , pk ∈ P and g ∈ P with g ∧ pi = e for all i = 1, 2, · · · , k.
X = [T˜ (pip
−1
j )] and D = diag(T (g), T (g), · · · , T (g)). By Remark 3.2, we
may assume X ≥ 0.
Since for each pi, pj ∈ P , T˜ (pip
−1
j ) = T (p
−
i,j)
∗T (p+i,j) where e ≤ p
±
i,j ≤
pi, pj. Hence, g ∧ p
±
i,j = e and thus g commutes with p
±
i,j. Therefore T (g)
commutes with T (p+i,j) because T is a representation and it also commutes
with T (p−i,j)
∗ by the Nica-covariant condition. As a result, T (g) commutes
with each entry in X, and thus D commutes with X. Similarly, D∗ com-
mutes with X as well.
By continuous functional calculus, since X ≥ 0, we know D,D∗ also
commutes with X1/2. Hence, in such case,
D∗XD = D∗X1/2X1/2D = X1/2D∗DX1/2 ≤ X. 
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It was shown in [6, Proposition 2.5.10] that a contractive Nica-covariant
representation on abelian lattice ordered groups can be dilated to an iso-
metric Nica-covariant representation. Here, we shall extend this result to
non-abelian case.
Corollary 4.2. Any minimal isometric dilation V : P → B(K) of a con-
tractive Nica-covariant representation T : P → B(H) is also Nica-covariant.
Proof. Let T : P → B(H) be a contractive Nica-covariant representation.
Theorem 4.1 implies that T is regular, and thus by Theorem 2.3, it has
a minimal unitary dilation U : G → B(L), which gives rise to a minimal
isometric dilation V : P → B(K). Here K =
∨
p∈P V (p)H and V (p) =
PKU(p)|K. Notice that K is invariant for U and therefore, PKU(p)
∗U(q)|K =
V (p)∗V (q) for any p, q ∈ P . In particular, if p ∧ q = e, p, q ∈ P , we have
from the regularity that
T (p)∗T (q) = PHU(p)
∗U(q)|H
= PH(PKU(p)
∗U(q)|K)|H
= PHV (p)
∗V (q)|H.
Now let s, t ∈ P be such that s∧ t = e. First, we shall prove V (s)∗V (t)|H =
V (t)V (s)∗|H: Since {V (p)h : p ∈ P, h ∈ H} is dense in K, it suffices to show
for any h, k ∈ H and p ∈ P ,
〈V (s)∗V (t)h, V (p)k〉 = 〈V (t)V (s)∗h, V (p)k〉 .
Start from the left,
〈V (s)∗V (t)h, V (p)k〉
= 〈V (p)∗V (s)∗V (t)h, k〉 = 〈V (sp)∗V (t)h, k〉
=
〈
V ((sp ∧ t)−1sp)∗V (sp ∧ t)∗V (sp ∧ t)V ((sp ∧ t)−1t)h, k
〉
=
〈
V ((sp ∧ t)−1sp)∗V ((sp ∧ t)−1t)h, k
〉
=
〈
T ((sp ∧ t)−1sp)∗T ((sp ∧ t)−1t)h, k
〉
.
The last equality follows from
(
(sp ∧ t)−1sp
)
∧
(
(sp ∧ t)−1t
)
= e and thus,
T ((sp ∧ t)−1sp)∗T ((sp ∧ t)−1t) = PHV ((sp ∧ t)
−1sp)∗V ((sp ∧ t)−1t)|H.
Since s∧ t = e, Lemma 2.10 implies that sp∧ t = p∧ t. Notice (p∧ t)∧s ≤
t∧s = e, and thus by Property (4) of Lemma 2.2, s commutes with p∧ t. By
the Nica-covariance of T , this also implies T (s)∗ commutes with T ((p∧t)−1t).
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Put all these back to the equation:〈
T ((sp ∧ t)−1sp)∗T ((sp ∧ t)−1t)h, k
〉
=
〈
T (s(p ∧ t)−1p)∗T ((p ∧ t)−1t)h, k
〉
=
〈
T ((p ∧ t)−1p)∗T (s)∗T ((p ∧ t)−1t)h, k
〉
=
〈
T ((p ∧ t)−1p)∗T ((p ∧ t)−1t) (T (s)∗h) , k
〉
=
〈
V ((p ∧ t)−1p)∗V ((p ∧ t)−1t) (T (s)∗h) , k
〉
=
〈
V ((p ∧ t)−1p)∗V ((p ∧ t)−1t) (V (s)∗h) , k
〉
= 〈V (p)∗V (t) (V (s)∗h) , k〉 = 〈V (t)V (s)∗h, V (p)k〉 .
Here we used the fact that PHV (p)
∗V (q)|H = T (p)
∗T (q) whenever p∧q = e.
Also, that H is invariant under V (s)∗, so that T (s)∗h ∈ K is the same as
V (s)∗h.
Now to show V (s)∗V (t) = V (t)V (s)∗ in general, it suffices to show for
every p ∈ P , V (s)∗V (t)V (p)|H = V (t)V (s)
∗V (p)|H. Start with the left hand
side and repeatedly use similar argument as above,
V (s)∗V (t)V (p)|H
= V (s)∗Vtp|H = V ((s ∧ tp)
−1s)∗V ((s ∧ tp)−1tp)|H
= V (t(s ∧ p)−1p)V ((s ∧ p)−1s)∗|H
= V (t(s ∧ p)−1p)V ((s ∧ p)−1s)∗|H
= V (t)V ((s ∧ p)−1s)∗V ((s ∧ p)−1p)|H = V (t)V (s)
∗V (p)|H.
This finishes the proof. 
5. Row and Column Contractions
A commuting n-tuple (T1, · · · , Tn) where each Ti ∈ B(H) is called a row
contraction if
∑n
i=1 TiT
∗
i ≤ I. Equivalently, the operator [T1, T2, · · · , Tn] ∈
B(Hn,H) is contractive. It can be naturally associated with a contractive
representation T : Zn+ → B(H) that sends the i-th generator ei to Ti. There
is a dual definition called column contractions, when Ti satisfies
∑n
i=1 T
∗
i Ti ≤
I. It is clear that T is a row contraction if and only if T ∗ is a column
contraction.
As an immediate corollary to Brehmer’s theorem (Theorem 2.6), a column
contraction T is always right regular [12, Proposition I.9.2], and therefore
a row contraction T is always left regular. This section generalizes the
notion of row contraction to arbitrary lattice ordered groups and establishes
a similar result.
Definition 5.1. Let T : P → B(H) be a contractive representation of a lat-
tice ordered group (G,P ). T is called row contractive if for any p1, · · · , pn ∈
P where pi 6= e and pi ∧ pj = e for all i 6= j,
n∑
i=1
T (pi)T (pi)
∗ ≤ I.
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Dually, T is called column contractive if for such pi,
n∑
i=1
T (pi)
∗T (pi) ≤ I.
Remark 5.2. Definition 5.1 indeed generalized the notion of commuting row
contractions: when the group is (ZΩ,ZΩ+) where Ω is countable, a represen-
tation T : ZΩ+ → B(H) is uniquely determined by its value on the generators
Tω = T (eω). T is called commuting row contraction when
∑
ω∈Ω TωT
∗
ω ≤ I.
For any p1, · · · , pk ∈ Z
Ω
+ where pi ∧ pj = 0 for all i 6= j and pi 6= 0,
each pi can be seen as a function from Ω to Z+ with finite support. Let
Si ⊆ Ω be the support of pi, which is non-empty since pi 6= 0. We have
Si
⋂
Sj = ∅ since pi ∧ pj = 0. Therefore, pick any ωi ∈ Si and by T con-
tractive, T (ωi)T (ωi)
∗ ≥ T (pi)T (pi)
∗. Since Si are pairwise-disjoint, ωi are
distinct. Therefore, we get that
n∑
i=1
T (pi)T (pi)
∗ ≤
n∑
i=1
T (ωi)T (ωi)
∗ ≤ I.
and thus T satisfies the Definition 5.1. Hence, two definitions coincides on
(ZΩ,ZΩ+).
Our goal is to prove the following result:
Theorem 5.3. A column contractive representation is right regular. There-
fore, a row contractive representation is left regular.
We shall proceed with a method similar to the proof of Theorem 3.1.
Lemma 5.4. Let T be a column contractive representation. Let p1, · · · , pn ∈
P and g1, · · · , gk ∈ P where pi ∧ pi′ = pi ∧ gj = gj ∧ gj′ = e for all 1 ≤
i 6= i′ ≤ n and 1 ≤ j 6= j′ ≤ k. Moreover, assume that gi 6= e. Denote
X = [T˜ (pip
−1
j )] and Di = diag(T (gi), · · · , T (gi)). Then,
k∑
i=1
D∗iXDi ≤ X.
Proof. The statement is clearly true for all k when n = 1. Now assuming it
is true for all k whenever n < N , and consider the case when n = N :
It is clear that when all of the pi are equal to e, then X −
∑k
i=1D
∗
iXDi
is a n × n matrix whose entries are all equal to I −
∑k
i=1 T (gi)
∗T (gi) ≥ 0,
and thus the statement is true. Otherwise, we may assume without loss
of generality that p1 6= e. Let q1 = e and q2 = p2, · · · , qn = pn. Denote
X0 = [T˜ (qiq
−1
j )] and E = diag(I, T (p1), · · · , T (p1)) be a n×n block diagonal
matrix.
Denote Y = [T˜ (pip
−1
j )]2≤i,j≤n and set Ei = diag(T (gi), · · · , T (gi)) be a
(n−1)×(n−1) block diagonal matrix. Finally, set Ek+1 = diag(T (p1), · · · , T (p1))
be a (n− 1)× (n− 1) block diagonal matrix.
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From the proof of Theorem 3.1,
X = E∗X0E +
[
0 0
0 Y −E∗k+1Y Ek+1
]
.
Now Y is a matrix of smaller size and thus by induction hypothesis,
k+1∑
i=1
E∗i Y Ei ≤ Y.
Hence,
Y − E∗k+1Y Ek+1 ≥
k∑
i=1
E∗i Y Ei
≥
k∑
i=1
E∗i (Y − E
∗
k+1Y Ek+1)Ei.
Also notice that E commutes with Di and therefore, if
∑k
i=1D
∗
iX0Di ≤ X0,
we have
k∑
i=1
D∗iXDi
= E∗
(
k∑
i=1
D∗iX0Di
)
E +
[
0 0
0
∑k
i=1E
∗
i (Y − E
∗
k+1Y Ek+1)Ei
]
≤ E∗X0E +
[
0 0
0 Y − E∗k+1Y Ek+1
]
= X.
Hence,
∑k
i=1D
∗
iXDi ≤ X if
∑k
i=1D
∗
iX0Di ≤ X0. This reduction from X
to X0 changes one pi 6= e to e, and therefore by repeating this process, we
eventually reach a state where all pi = e. 
The main result can be deduced immediately from the following Propo-
sition:
Proposition 5.5. Let T be a column contractive representation on a lattice
ordered semigroup P . Let p1, · · · , pn ∈ P and g1, · · · , gk ∈ P where gi∧pj =
e and gi ∧ gl = e for all i ≤ l. Assuming gi 6= e and denote X = [T˜ (pip
−1
j )]
and Di = diag(T (gi), · · · , T (gi)). Then
k∑
i=1
D∗iXDi ≤ X.
In particular, Condition (⋆) is satisfied when k = 1.
Proof. The statement is clear when n = 1. Assuming it’s true for n < N ,
and consider the case when n = N : Let m be the smallest integer such that
for all J ⊆ {1, 2, · · · , N} and |J | > m, ∧j∈Jpj = e. It was observed in the
proof of Theorem 3.1 that m ≤ N − 1. Proceed by induction on m:
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In the base case when m = 1, pi ∧ pj = e for all i 6= j, the statement is
shown in Lemma 5.4. Assuming the statement is true form < M−1 < N−1
and consider the case when m = M . For each J ⊆ {1, 2, · · · , N} with
|J | = M and ∧Mj=1pj = g 6= e, denote qi = pi when i /∈ J and qi = qig
−1
when i ∈ J . Let X0 = [T˜ (qiq
−1
j )] and E be a block diagonal matrix whose
i-th diagonal entry is I when i /∈ J and T (g) otherwise. Denote Y =
[T˜ (qiq
−1
j )]i,j /∈J and Ei = diag(T (gi), · · · , T (gi)) with N −M copies of T (gi).
Finally, let Ek+1 = diag(T (g), · · · , T (g)) with N −M copies of T (g).
From the proof of Theorem 3.1, by assuming without loss of generality
that J = {1, 2, · · · ,M}, we have
X = E∗X0E +
[
0 0
0 Y −E∗k+1Y Ek+1
]
.
Now Y has a smaller size and thus by induction hypothesis on n,
k+1∑
i=1
E∗i Y Ei ≤ Y.
and thus
Y − E∗k+1Y Ek+1 ≥
k∑
i=1
E∗i Y Ei
≥
k∑
i=1
E∗i (Y − E
∗
k+1Y Ek+1)Ei.
Therefore, if
∑k
i=1D
∗
iX0Di ≤ X0,
k∑
i=1
D∗iXDi
= E∗
(
k∑
i=1
D∗iX0Di
)
E +
[
0 0
0
∑k
i=1E
∗
i (Y − E
∗
k+1Y Ek+1)Ei
]
≤ E∗X0E +
[
0 0
0 Y − E∗k+1Y Ek+1
]
= X.
Hence, the statement is true for pi if it is true for qi, where ∧j∈Jqj = e.
Repeat the process until all such |J | = M has ∧j∈Jpj = e, which reduces
to a case where m < M . This finishes the induction. Notice Condition (⋆)
is clearly true when g = e, and when g 6= e, it is shown by the case when
m = 1. This finishes the proof. 
6. Brehmer’s Condition
Brehmer [3] established a necessary and sufficient condition for a repre-
sentation on P = ZΩ+ to be regular (see Theorem 2.6). This section explores
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how Brehmer’s result relates to Condition (⋆) without invoking their equiv-
alence to regularity. In particular, we show that Brehmer’s condition allows
us to decompose certain X = [T˜ (pi − pj)] as a product R
∗R, where R is an
upper triangular matrix.
Let {Tω}ω∈Ω be a family of commuting contractions, which leads to a
contractive representation on ZΩ+ by sending each eω to Tω. For each U ⊆ Ω,
denote
ZU =
∑
V⊆U
(−1)|V |T (eV )
∗T (eV ).
For example,
Z∅ = I
Z{1} = I − T
∗
1 T1
Z{1,2} = Z{1} − T
∗
2Z{1}T2 = I − T
∗
1 T1 − T
∗
2 T2 + T
∗
2 T
∗
1 T1T2
...
Brehmer’s theorem stated that T is regular if and only if ZU ≥ 0 for any
finite subset U ⊆ Ω. We shall first transform Brehmer’s condition into an
equivalent form.
Lemma 6.1. ZU ≥ 0 for each finite subset U ⊆ Ω if and only if for any
finite set J ⊆ Ω and ω ∈ Ω, ω /∈ J ,
T ∗ωZJTω ≤ ZJ .
Proof. Take any finite subset J ⊆ Ω and ω ∈ Ω, ω /∈ J .
ZJ − T
∗
ωZJTω
=
∑
V⊆J
(−1)|V |T (eV )
∗T (eV ) +
∑
V⊆J
(−1)|V |+1T ∗ωT (eV )
∗T (eV )Tω
=
∑
V⊆{ω}
⋃
J,ω/∈V
(−1)|V |T (eV )
∗T (eV ) +
∑
V⊆{ω}
⋃
J,ω∈V
(−1)|V |T (eV )
∗T (eV )
= Z{ω}
⋃
J .
Therefore, T ∗ωZJTω ≤ ZJ if and only if Z{ω}
⋃
J ≥ 0. This finishes the
proof. 
A major tool is the following version of Douglas Lemma [7]:
Lemma 6.2 (Douglas). For A,B ∈ B(H), A∗A ≤ B∗B if and only if there
exists a contraction C such that A = CB.
As an immediate consequence of Lemma 6.2, T ∗ωZJTω ≤ ZJ is satisfied
if and only if there is a contraction Wω,J such that Z
1/2
J Tω = Wω,JZ
1/2
J .
Therefore, it would suffices to find such contraction Wω,J for each finite
subset J ⊆ Ω and ω ∈ Ω, ω /∈ J . By symmetry, it would suffices to do so
for each Jn = {1, 2, · · · , n} and ωn = n + 1. Without loss of generality, we
shall assume that Ω = N.
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Consider P(Jn) = {U ⊆ Jn}, and denote pU =
∑
i∈U ei ∈ Z
Ω
+. Denote
Xn = [T˜ (pU − pV )] where U is the row index and V is the column index.
Lemma 6.3. Assuming ZJ ≥ 0 for all J ⊆ Jn. Then for a fixed F ⊆ Jn,
we have, ∑
U⊆F
T ∗UZF\UTU = I.
Proof. We first notice that by definition, ZJ =
∑
U⊆J(−1)
|U |T ∗UTU . There-
fore, ∑
U⊆F
T ∗UZF\UTU =
∑
U⊆F
∑
V⊆F\U
(−1)|V |T ∗U
⋃
V TU
⋃
V .
For a fixed set W ⊆ F , consider the coefficient of T ∗WTW in the double
summation. It appears in the expansion of every T ∗UZF\UTU , where U ⊆
W , and its coefficient in the expansion of such term is equal to (−1)|W\U |.
Therefore, the coefficient of T ∗WTW is equal to
∑
U⊆W
(−1)|W\U | =
|W |∑
i=0
(
|W |
i
)
(−1)i.
This evaluates to 0 when |W | > 0 and 1 when |W | = 0, in which case, W = ∅
and TW = I. 
Now can now decompose Xn = R
∗
nRn explicitly.
Proposition 6.4. Assuming ZJ ≥ 0 for all J ⊆ Jn. Define a block ma-
trix Rn, whose rows and columns are indexed by P(Jn), by Rn(U, V ) =
Z
1/2
Jn\U
TU\V whenever V ⊆ U and 0 otherwise. Then Xn = R
∗
nRn
Proof. Fix U, V ⊆ Jn, the (U, V )-entry in Xn is T˜ (pU − pV ) = T
∗
V \UTU\V .
Now the (U, V )-entry in R∗nRn is equal to∑
W⊆Jn
Rn(W,U)
∗Rn(W,V ).
It follows from the definition that Rn(W,U)
∗Rn(W,V ) = 0 unless U, V ⊆W ,
and thus U
⋃
V ⊆W . Hence,∑
W∈P(Jn)
Rn(W,U)
∗Rn(W,V )
=
∑
U
⋃
V⊆W
T ∗W\UZJn\WTW\V
=
∑
U
⋃
V⊆W
T ∗V \UT
∗
W\(U
⋃
V )ZJn\WTW\(U
⋃
V )TW\U
= T ∗V \U

 ∑
U
⋃
V⊆W
T ∗W\(U
⋃
V )ZJn\WTW\(U
⋃
V )

TW\U .
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If we denote F = Jn\(U
⋃
V ) and W ′ =W\(U
⋃
V ), since U
⋃
V ⊆W , we
have Jn\W = F\W
′. Hence the summation becomes∑
U
⋃
V⊆W
T ∗W\(U
⋃
V )ZJn\WTW\(U
⋃
V ) =
∑
W ′⊆F
T ∗W ′ZF\W ′TW ′ ,
which by Lemma 6.3 is equal to I. Therefore, the (U, V )-entry in R∗nRn is
equal to T ∗V \UTW\U and Xn = R
∗
nRn 
Remark 6.5. If we order the subsets of Jn by cardinality and put larger
sets first, then since Rn(U, V ) 6= 0 only when V ⊆ U , Rn becomes a lower
triangular matrix. In particular, the row of ∅ contains exactly one non-zero
entry, which is Z
1/2
Jn
at (∅, ∅).
Example 6.6. Let us consider the case when n = 2, and J2 has 4 subsets
{1, 2}, {2},{1},∅. Under this ordering,
Xn =


I T1 T2 T1T2
T ∗1 I T
∗
1 T2 T2
T ∗2 T
∗
2 T1 I T1
T ∗1 T
∗
2 T
∗
2 T
∗
1 I

 .
Proposition 6.4 gives that
Rn =


I T1 T2 T1T2
0 Z
1/2
1 0 Z
1/2
1 T2
0 0 Z
1/2
2 Z
1/2
2 T1
0 0 0 Z
1/2
1,2


satisfies R∗nRn = Xn.
We can now prove Brehmer’s condition from Condition (⋆) without in-
voking their equivalence to regularity.
Proposition 6.7. In the case of T : ZΩ+ → B(H), Condition (⋆) implies
Brehmer’s condition.
Proof. Without loss of generality, we may assume Ω = N. We shall proceed
by induction on the size of J ⊆ N.
For |J | = 1 (i.e. J = {ω}), Condition (⋆) implies T is contractive. Hence,
ZJ = I − T
∗
ωTω ≥ 0. Assuming ZJ ≥ 0 for all |J | ≤ n, and consider the
case when |J | = n + 1. By symmetry, it would suffices to show this for
J = Jn+1 = {1, 2, · · · , n+ 1}.
By Proposition 6.4, Xn = R
∗
nRn where the (∅, ∅)-entry of Rn is equal to
Z
1/2
Jn
. Let Dn be a block diagonal matrix with 2
n copies of Tn+1 along the
diagonal. Condition (⋆) implies that
D∗nXnDn = D
∗
nR
∗
nRnDn ≤ Xn = R
∗
nRn.
Therefore, by Lemma 6.2, there exists a contraction Wn such that WnRn =
RnDn. By comparing the (∅, ∅)-entry on both sides, there exists Cn such
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that CnZ
1/2
Jn
= Z
1/2
Jn
Tn+1, where Cn is the (∅, ∅)-entry of Wn, which must be
contractive as well. Hence, by Lemma 6.1 and 6.2,
ZJn+1 = ZJn − T
∗
n+1ZJnTn+1 ≥ 0.
This finishes the proof. 
7. Covariant Representations
The semicrossed products of a dynamical system by Nica-covariant rep-
resentations was discussed in [8, 6], where its regularity is seen as a key to
many results. Our result on the regularity of Nica-covariant representations
(Theorem 4.1 and Corollary 4.2) allows us to generalize some of the results
to arbitrary lattice ordered abelian groups.
Definition 7.1. A C∗-dynamical system is a triple (A,α, P ) where
(1) A is a C∗-algebra;
(2) α : P → End(A) maps each p ∈ P to a ∗-endomorphism on A;
(3) P is a spanning cone of some group G.
Definition 7.2. A pair (π, T ) is called a covariant pair for a C∗-dynamical
system if
(1) π : A→ B(H) is a ∗-representation;
(2) T : P → B(H) is a contractive representation of P ;
(3) π(a)T (s) = T (s)π(αs(a)) for all s ∈ P and a ∈ A.
In particular, a covariant pair (π, T ) is called Nica-covariant/isometric, if T
is Nica-covariant/isometric.
The main goal is to prove that Nica-covariant pairs on C∗-dynamical
systems can be lifted to isometric Nica-covariant pairs. This can be seen
from [6, Theorem 4.1.2] and Corollary 4.2. However, we shall present a
slightly different approach by taking the advantage of the structure of lattice
ordered abelian group.
Theorem 7.3. Let (A,α, P ) be a C∗-dynamical system over a positive cone
P of a lattice ordered abelian group G. Let π : A → B(H) and T : P →
B(H) form a Nica-covariant pair (π, T ) for this C∗-dynamical system. If
V : P → K is a minimal isometric dilation of T , then there is an isometric
Nica-covariant pair (ρ, V ) such that for all a ∈ A,
PHρ(a)
∣∣
H
= π(a).
Moreover, H is invariant for ρ(a).
Proof. Fix a minimal dilation V of T and consider any h ∈ H, p ∈ P , and
a ∈ A: define
ρ(a)V (p)h = V (p)π(αp(a))h
We shall first show that this is a well defined map. First of all, since V
is a minimal isometric dilation, the set {V (p)h} is dense in K. Suppose
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V (p)h1 = V (s)h2 for some p, s ∈ P and h1, h2 ∈ H. It suffices to show that
for any t ∈ P and h ∈ H, we have
(1) 〈V (p)π(αp(a))h1, V (t)h〉 = 〈V (s)π(αs(a))h2, V (t)h〉 .
Since A is a C∗-dynamical system, it follows from the covariant condition
π(a)T (s) = T (s)π(αs(a)) that T (s)
∗π(a) = π(αs(a))T (s)
∗. Hence,
〈V (p)π(αp(a))h1, V (t)h〉
= 〈V (t)∗V (p)π(αp(a))h1, h〉
= 〈V (t− t ∧ p)∗V (p − t ∧ p)π(αp(a))h1, h〉
= 〈T (t− t ∧ p)∗T (p− t ∧ p)π(αp(a))h1, h〉
=
〈
π(αp−(p−t∧p)+(t−t∧p)(a))T (t− t ∧ p)
∗T (p− t ∧ p)h1, h
〉
= 〈π(αt(a))T (t− t ∧ p)
∗T (p− t ∧ p)h1, h〉 .
Here we used that fact that V is regular and thus
PHV (t− t ∧ p)
∗V (p− t ∧ p)
∣∣
H
= T (t− t ∧ p)∗T (p − t ∧ p).
Now notice that
T (t− t ∧ p)∗T (p− t ∧ p)h1 = PHV (t− t ∧ p)
∗V (p − t ∧ p)h1
= PHV (t)
∗V (p)h1.
Similarly,
〈V (s)π(αs(a))h2, V (t)h〉 = 〈π(αt(a))T (t− t ∧ s)
∗T (s− t ∧ s)h2, h〉 ,
where
T (t− t ∧ s)∗T (s− t ∧ s)h2 = PHV (t)
∗V (s)h2 = PHV (t)
∗V (p)h1.
Therefore, ρ is well defined on the dense subset {V (p)h}.
Since V (p) is isometric and π, α are completely contractive,
‖V (p)π(αp(a))h‖ = ‖π(αp(a))h‖ ≤ ‖h‖ = ‖V (p)h‖,
and thus ρ(a) is contractive on {V (p)h}. Hence, ρ(a) can be extended to
a contractive map on K. Moreover, for any h ∈ H and a ∈ A, we have
ρ(a)h = π(a)h ∈ H, and thus H is invariant for ρ. For any a, b ∈ A, p ∈ P ,
and h ∈ H,
ρ(a)ρ(b)V (p)h = V (p)π(αp(a))π(αp(b))h
= V (p)π(αp(ab))h
= ρ(ab)V (p)h.
Therefore, ρ is a contractive representation of A and thus a ∗-representation.
Now for any p, t ∈ P and h ∈ H,
ρ(a)V (p)V (t)h = V (p+ t)π(αp+t(a))h
= V (p)V (t)ρ(αp+t(a))h
= V (p)ρ(αp(a))V (t)h.
Hence, (ρ, V ) is an isometric Nica-covariant pair. 
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This lifting of contractive Nica-covariant pairs to isometric Nica-covariant
pairs has significant implication in its associated semi-crossed product. A
family of covariant pairs gives rise to a semi-crossed product algebra in the
following way [8, 6]. For a C∗-dynamical system (A,α, P ), denote P(A,P )
be the algebra of all formal polynomials q of the form
q =
n∑
i=1
epiapi ,
where pi ∈ P and api ∈ A. The multiplication on such polynomials follows
the rule that aes = esα(a) and epeq = epq. For a covariant pair (σ, T ) on
this dynamical system, define a representation of P(A,P ) by
(σ × T )
(
n∑
i=1
epiapi
)
=
n∑
i=1
T (pi)σ(api).
Now let F be a family of covariant pairs on this dynamical system. We may
define a norm on P(A,S) by
‖p‖F = sup{(σ × T )(p) : (σ, T ) ∈ F},
and the semi-crossed product algebra is defined as
A×Fα P = P(A,S)
‖·‖F
.
In particular, A×ncα P is determined by the Nica-covariant representations,
and A×nc,isoα P is determined by the isometric Nica-covariant representation.
As an immediate corollary from Theorem 3.1 and 7.3,
Corollary 7.4. For a C∗-dynamical system (A,α, P ), the semi-crossed prod-
uct algebra given by Nica-covariant pairs agrees with that given by isometric
Nica-covariant pairs. In other words,
A×ncα P
∼= A×nc,isoα P.
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