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Resumen
La unificacio´n de las fuerzas descriptas en el modelo esta´ndar y gra-
vitatoria en una teor´ıa de la gravedad cua´ntica es quiza´s el problema
ma´s importante, desde el punto de vista teo´rico, a resolver por la f´ısica
actual. La teor´ıa cua´ntica de campos (TCC) no conmutativa (NC) se
ha establecido en los u´ltimos an˜os como un posible modelo efectivo de
la gravedad cua´ntica debido, fundamentalmente, a las benignas propie-
dades de renormalizacio´n que han demostrado tener algunos modelos
dentro de este marco.
El objetivo de esta tesis es la implementacio´n de las te´cnicas del
formalismo de l´ınea de mundo (FLM), las cuales ya han demostrado su
eficacia en el estudio de las TCC usuales, al ca´lculo de cantidades a un
bucle de diversos modelos de TCC NC. El principal resultado consiste
en el ana´lisis a un bucle del modelo de Grosse-Wulkenhaar utilizan-
do el FLM. Asimismo, mostramos co´mo adaptar el FLM a modelos
no conmutativos de campos escalares autointeractuantes en el plano
Moyal. En el camino de esta adaptacio´n, encontramos los desarrollos
(para tiempo propio pequen˜o) del nu´cleo de calor de operadores con
potenciales singulares y no locales; estos resultan de intere´s tanto por
su posible aplicacio´n f´ısica como por su contenido matema´tico.
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Lista de Abreviaturas
AE Accio´n Efectiva.
ET Espaciotiempo.
FE Funciones espectrales.
FG Funcional Generatriz.
FLM Formalismo de L´ınea de Mundo,
del ingle´s Worldline Formalism.
IdC Integral de Camino.
IR Infrarrojo.
GW Grosse-Wulkenhaar,
en referencia al modelo.
LS Langmann-Szabo,
en referencia a la simetr´ıa.
NC No Conmutativo/a/os/as.
NdC Nu´cleo de Calor, del ingle´s, Heatkernel.
QCD Quantum Chromodynamics,
en ingle´s, Cromodina´mica Cua´ntica.
QED Quantum Electrodynamics,
en ingle´s, Electrodina´mica Cua´ntica.
SDW Seeley-DeWitt,
en referencia a los coeficientes.
TCC Teor´ıa Cua´ntica de Campos.
t.f. Te´rminos finitos.
UV Ultravioleta.
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CAPI´TULO 1
Introduccio´n
(...) daß die Quantentheorie nicht nur
die Maxwellsche Electrodynamik, son-
dern auch die neue Gravitationstheorie
wird modifizieren mu¨ssen.
– A. Einstein, Na¨herungsweise
Integration der Feldgleichungen der
Gravitation (1916).
1.1. Sobre el problema de la gravitacio´n cua´ntica
La f´ısica del siglo XX estuvo marcada por el triunfo de dos revo-
lucionarias teor´ıas, a decir, aquellas anunciadas por las dos pequen˜as
nubes que Lord Kelvin, en un discurso de 1900, ve´ıa en el dia´fano cie-
lo de la f´ısica1: la relatividad general y la teor´ıa cua´ntica de campos
(TCC).
El modelo esta´ndar, una TCC, ha sido ma´s que exitoso en la descrip-
cio´n de feno´menos microsco´picos que involucran la f´ısica de part´ıculas
y en los cuales los efectos gravitatorios pueden despreciarse. Para ello,
como es sabido, fue necesario lidiar con los infinitos que plagaban la
teor´ıa y parec´ıan tornarla inutilizable. Como arquetipo de este e´xito
suele tomarse la precisa determinacio´n de la inversa de la constante de
estructura fina α; como se explica en Peskin y Schroeder (1995, pa´gs.
196–198) esta determinacio´n involucra ca´lculos a un orden de cuatro
bucles en la teor´ıa de la electrodina´mica cua´ntica (QED), y experi-
mentos que se basan en estudiar, entre otras cantidades, el momento
magne´tico ano´malo del electro´n (α−1 = 137, 035 992 3573), la estructura
hiperfina del muonio (α−1 = 137, 035 99418) o el efecto Hall cua´ntico
(α−1 = 137, 035 997 932). Por ma´s que una indeterminacio´n de menos de
una parte en mil millones parecer´ıa definitiva, la comunidad continu´a
1Lord Kelvin hac´ıa referencia a dos feno´menos f´ısicos que eran por ese entonces
incomprendidos: la dependencia del calor espec´ıfico de gases y so´lidos con la tem-
peratura, y los resultados del experimento de Michelson-Morley que refutaban la
existencia del e´ter.
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hoy en d´ıa intentando correr los l´ımites tanto en los ca´lculos como en
las mediciones (Aoyama et al. 2015).
En el otro extremo, la teor´ıa general de la relatividad ha demostrado
su validez explicando la f´ısica de los grandes cuerpos, para los cuales
las propiedades cua´nticas pueden ser dejadas de lado. Ha descripto
los ya cla´sicos feno´menos de precesio´n del perihelio de mercurio y de
defleccio´n de la luz por el sol, y ha superado su puesta a prueba por
modernos experimentos sobre el retardo en el tiempo de viaje de la luz
(Bertotti et al. 2003) o el efecto geode´tico (Everitt et al. 2011).
Vale entonces preguntarse: ¿que´ es lo que sucede cuando ninguna
de las dos teor´ıas puede ser obviada? Simplemente. . . no lo sabemos.
Para colmo de males, parecer´ıa ser que no poseemos a disposicio´n da-
tos experimentales de una tal situacio´n. Esto ha motivado a algunos
investigadores a sugerir que este problema, el cual llamaremos de la gra-
vedad cua´ntica, es un problema ma´s adecuado al campo de la filosof´ıa
que al de la f´ısica.
Tenemos empero una certeza: no podr´ıamos explicar esos feno´menos
utilizando las actuales teor´ıas. No tenemos la ma´s remota idea de
que´ suceder´ıa al hacer colisionar dos part´ıculas con energ´ıas del or-
den de la escala de energ´ıa de Planck2 EP =
√
c5~
G
∼ 1028 eV. Por
separado, las dos teor´ıas arrojan resultados incongruentes. Lo que es
peor au´n, al intentar vincularlas se encuentran inconsistencias lo´gicas o
matema´ticas que nos previenen de realizar predicciones cuantitativas.
Esto era de esperarse desde el momento en que uno comprende co´mo
se construye el espaciotiempo (ET) en ambas teor´ıas: en TCC un pun-
to puede localizarse so´lo utilizando una part´ıcula de prueba de masa
infinita (Salecker y Wigner 1958), mientras que en relatividad general
se precisa de part´ıculas de masa nula.
En todo caso, queda en claro que estas teor´ıas tienen cierto rango
de validez, relacionado con la energ´ıa E de los elementos a estudiar.
¿Sera´ que existe una teor´ıa que engloba ambas, y que en el l´ımite ade-
cuado (tal vez E ≪ Ep) se reduce a ellas? Entre las diversas opciones
que ofrece la f´ısica actual, la teor´ıa de cuerdas es la ma´s aceptada por
la comunidad cient´ıfica como posible teor´ıa del todo. Allende las dis-
cusiones sobre su poder predictivo y dos novedosas caracter´ısticas au´n
no observadas (la supersimetr´ıa y las seis dimensiones adicionales al
ET), es cierto que el ca´lculo de cantidades f´ısicas involucra un pesado
formalismo matema´tico.
2La energ´ıa de Planck es aquella u´nica que se obtiene a partir de las constantes
fundamentales de ambas teor´ıas: la velocidad de la luz en el vac´ıo c, la constante
de Planck reducida ~ y la constante de gravitacio´n universal de Newton G.
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En estas condiciones, seguramente sera´ de ayuda disponer de otros
modelos que, conservando la base de las teor´ıas de cuerdas, simplifiquen
la obtencio´n de resultados nume´ricos. En bu´squeda de estas nuevas
alternativas es plausible suponer que, vista la estrecha relacio´n entre
la gravedad y la geometr´ıa, una teor´ıa de la gravedad cua´ntica debe
introducir una cuantizacio´n del espacio ordinario. En otras palabras,
es de esperar que el a´lgebra de las coordenadas se torne no conmutativo
(NC).
1.2. Breve resen˜a histo´rica de la teor´ıa cua´ntica de campos
no conmutativa
La primera referencia que encontramos acerca de la particio´n del
espacio en celdas se remonta a 1930 y corresponde a Heisenberg (1930),
quien busca una forma de regularizar las divergencias en la autoenerg´ıa
del electro´n. En cambio, debemos transportarnos hasta los u´ltimos an˜os
de la de´cada de 1940 para dar con el pionero en la construccio´n de una
TCC sobre un ET NC, Snyder (1947b). En su trabajo, contempora´neo
y rival de la incipiente renormalizacio´n perturbativa de Tomonaga, Sch-
winger, Feynman y Dyson (1949), abriga la esperanza de que la longi-
tud mı´nima ℓ, inducida en el espacio por la no conmutatividad de las
coordenadas, podr´ıa funcionar tambie´n como un para´metro regulador
de divergencias, en este caso las ultravioletas (UV) de las TCC.
Para comprender esa idea, tomemos como ejemplo la teor´ıa λφ4
definida sobre un ET eucl´ıdeo. La prediccio´n de magnitudes observables
implica, al orden de un bucle, el ca´lculo de las contribuciones de los
diagramas tipo renacuajo y tipo pez, las cuales son respectivamente
∝
∫
d4p
1
p2 +m2
,
∝
∫
d4p
1
p2 +m2
1
(p− q)2 +m2 .
(I.2.1)
Estas integrales sobre todo el espacio son ciertamente divergentes, de-
bido al comportamiento de los integrandos para grandes valores del
impulso (regio´n UV). Sin embargo, si la integracio´n fuera limitada,
digamos, a la regio´n p2 < Λ2 ∼ ℓ−2, la integral resultar´ıa convergente.
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Pese a los esfuerzos de Snyder (1947a) por obtener una teor´ıa del
campo electromagne´tico en un espacio NC, la idea no tuvo en la comu-
nidad f´ısica la repercusio´n de la que s´ı gozo´ la teor´ıa de renormaliza-
cio´n perturbativa. No fue sino hasta los u´ltimos an˜os de la de´cada de
1980 que las semillas sembradas por Snyder finalmente germinaron. En
esos an˜os, luego de varios trabajos que dieron lugar a la formalizacio´n
matema´tica de la rama que dio a llamarse geometr´ıa no conmutativa
(Connes 1994), Dubois-Violette et al. (1990) propusieron utilizar este
formalismo para estudiar teor´ıas de campos cla´sicos de gauge; poco
despue´s, la aplicacio´n al modelo standard fue analizada por Connes
y Lott (1991). En su forma final (Chamseddine y Connes 1997, Connes
2006), la idea corresponde a estudiar la traza de cierto operador de Di-
rac sobre una geometr´ıa no conmutativa, que conduce tanto a la parte
fermio´nica como boso´nica de la accio´n cla´sica del modelo esta´ndar.
Casi a la par, en 1990, Filk (1990) comenzo´ a examinar el desarrollo
perturbativo de un modelo de TCC NC para un campo escalar auto-
interactuante sobre el plano no conmutativo. La formulacio´n en este
espacio, definido por la relacio´n de conmutacio´n
i [xˆµ, xˆν ] = 2Θµν ∈ R
entre los operadores coordenada, supuso dos avances:
1) existe una correspondencia un´ıvoca entre el a´lgebra de funcio-
nes de operadores posicio´n con el cual trabaja y el a´lgebra de
funciones con un producto no conmutativo (Moyal o ⋆), el cual
a fines pra´cticos suele definirse en la forma
(f ⋆ g)(x) := e−i ∂
f
µΘ
µν∂gν f(x)g(x),(I.2.2)
donde ∂fµ representa el operador ∂µ que actu´a sobre f(x). Este
hecho hab´ıa sido ya apreciado por Groenewold (1946) y Moyal
(1949), quienes inspeccionaron la analog´ıa, propuesta por Weyl
(1927) y Wigner (1932), entre una teor´ıa estad´ıstica sobre el
espacio de fases y la meca´nica cua´ntica usual3. En otras pala-
bras, esta correspondencia significa que, a trave´s de un mapeo
entre operadores y funciones, multiplicar funciones de operado-
res es ide´ntico a utilizar el producto Moyal (⋆) entre funciones
de variable real y evaluar el resultado en los operadores
f(xˆ) · g(xˆ) = (f ⋆ g)(xˆ);(I.2.3)
3La conexio´n entre la meca´nica cua´ntica usual en una dimensio´n y el plano no
conmutativo es evidente luego de observar los conmutadores involucrados.
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2) en el espacio dual a las coordenadas (en el sentido de Fou-
rier), el producto Moyal se reduce a la introduccio´n de una fase
ei
∑
µ,ν pµΘ
µνpν en las reglas de Feynman para el ve´rtice, donde pµ
son los momentos asociados a las patas de dicho ve´rtice. Como
consecuencia, surgen a nivel diagrama´tico dos grupos: el de los
diagramas planares y el de aquellos no planares. Para los pri-
meros, las fases ligadas a momentos internos se cancelan y la
estructura de divergencias de la contribucio´n es ide´ntica a la de
los diagramas de la teor´ıa conmutativa subyacente (Θµν = 0).
Para una teor´ıa λφ4⋆, este es el caso de los diagramas de la
ecuacio´n (I.2.1). Los no planares, en cambio, poseen una fase
que alentadoramente los vuelve ma´s convergentes. Un ejemplo,
siempre en la teor´ıa λφ4⋆, es el diagrama de la Figura 1; a causa
del ordenamiento de las patas resulta diverso al diagrama de
renacuajo usual.
Figura 1. Diagrama de renacuajo no planar.
A mediados de la de´cada de 1990 una serie de trabajos hizo hinca-
pie´ en los problemas de colapso gravitacional que surgen en un proceso
ideal de medicio´n de coordenadas al intentar conjugar la TCC y la re-
latividad general (Ahluwalia 1994, Doplicher et al. 1995). Su punto de
vista novedoso consistio´ en explotar estos inconvenientes para motivar
relaciones de incerteza entre las coordenadas, requiriendo justamente
que un proceso de medicio´n no pueda derivar en la creacio´n de un
agujero negro. Esto correspond´ıa a seguir un camino en cierto sentido
contrario al que era utilizado en ese momento, visto que eran las teor´ıas
propuestas de gravedad cua´ntica las que suger´ıan un comportamiento
granular a altas energ´ıas (Ashtekar 1993).
Por otro lado, luego de un lustro Seiberg y Witten (1999) mostra-
ron que ciertas teor´ıas cuerdas se reducen a TCC NC en cierto re´gimen
de bajas energ´ıas, reforzando la idea esbozada en la seccio´n anterior de
que podr´ıan ser utilizadas para estudiar (fenomenolo´gicamente) la gra-
vedad cua´ntica. Como respuesta a este resultado, se genero´ una oleada
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de publicaciones sobre el tema; tan solo unos pocos meses despue´s,
aparecio´ entre ellas una con un resultado sumamente desesperanza-
dor: las TCC NC, en vez de curar las divergencias usuales, padec´ıan de
un nuevo inconveniente llamado mezcla ultravioleta-infrarroja (UV-IR)
(Minwalla et al. 2000). Si bien los diagramas que muestran este com-
portamiento son divergentes UV en la teor´ıa conmutativa y se vuelven
convergentes UV en la teor´ıa NC, su inclusio´n en diagramas de orden
mayor genera divergencias IR que parecieran ser no renormalizables.
El punto crucial para solucionar este problema, de acuerdo a Grosse
y Wulkenhaar (GW), fue el ana´lisis de las simetr´ıas cla´sicas del poten-
cial λφ4⋆ (Grosse y Wulkenhaar 2005). En efecto, este potencial resul-
ta invariante frente a las transformaciones de dualidad de Langmann-
Szabo (LS), mediante las cuales coordenadas y momentos son inter-
cambiados (Langmann y R. J. Szabo 2002). Con este argumento fun-
damentaron que la funcio´n de dos puntos posiblemente tendr´ıa con-
tribuciones divergentes que respetaban dicha dualidad; ergo, para que
el modelo resultara renormalizable el propagador tambie´n deb´ıa res-
petar esa simetr´ıa. La solucio´n ma´s simple, correspondiente a agregar
un potencial armo´nico a los te´rminos del lagrangiano, fue la adoptada
por GW. En este caso, la originalidad de GW corresponde no tanto a
la introduccio´n de este te´rmino harmo´nico, cuyo surgimiento se pod´ıa
vislumbrar en el trabajo de Kempf (1994), sino a la demostracio´n de
la renormalizabilidad perturbativa del modelo a todo orden.
Desde entonces, el modelo de GW se ha mostrado poseedor de cier-
tas propiedades ma´s que interesantes. Comencemos mencionando que,
a diferencia de lo que parece ocurrir para el modelo conmutativo λφ4,
no sufre del problema del polo de Landau. Este inconveniente, que afec-
ta tambie´n a la QED (Landau et al. 1956) y puso en jaque a las TCC
promediando la de´cada de 1950, puede ser planteado de la siguiente
manera: la constante de acoplamiento desnuda λ, aquella con la cual
se comienza el proceso de renormalizacio´n, adquiere una dependencia
en la constante renormalizada λR, un para´metro medible, y la escala
de energ´ıa asociada a un para´metro de corte Λ. Verbigracia, luego de
resolver las ecuaciones del grupo de renormalizacio´n a orden dominante
en el desarrollo perturbativo del modelo λφ4 en un ET de dimensio´n
cuatro, se encuentra que
λ =
λR
1− β2λR log( Λm)
,(I.2.4)
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donde β2 > 0 es una constante que depende de la teor´ıa en cuestio´n
4.
Para λR > 0, al incrementar el valor del para´metro de corte nos encon-
tramos con un valor para el cual la constante λ diverge; dado que para
obtener esta fo´rmula se hab´ıa supuesto la pequen˜ez de la constante λ
a fin de obtener desarrollos perturbativos, el modelo resulta inconsis-
tente. Esto sucede siempre y cuando λR 6= 0; caso contrario, logramos
eliminar el polo y eludir la divergencia a fuerza de obtener una cons-
tante de acoplamiento λR ide´nticamente nula, a saber, la teor´ıa de un
campo libre. Esto suele ligarse al feno´meno de trivialidad, equivalente a
la anulacio´n de las funciones de ma´s de dos puntos de la teor´ıa o a su po-
sible descripcio´n en te´rminos de campos libres. Ha sido demostrado que
dicha trivializacio´n acaece para el modelo λφ4 en dimensiones d > 4
(Aizenman 1981), mientras que algunos estudios anal´ıticos (Frohlich
1982) y nume´ricos (Suslov 2008, Wolff 2009) sugieren lo mismo para
d = 4.
Una forma elegante de salvar estas dificultades resulto´ ser, para
muchos, el descubrimiento de la libertad asinto´tica para las teor´ıas de
Yang-Mills en la de´cada de 1970 (Gross y Wilczek 1973, Politzer 1973,
’t Hooft y Veltman 1972). El modelo de GW, como hemos dicho previa-
mente, burla el problema del polo de Landau, pero no exhibiendo una
libertad asinto´tica. A fines del 2006, Disertori, Gurau et al. (2007) ana-
lizaron el flujo del grupo de renormalizacio´n utilizando una identidad
similar a la de Ward en QED. Sorpresivamente, aunque no tanto dados
los resultados previos al orden de uno y tres bucles (Disertori y Ri-
vasseau 2007, Grosse y Wulkenhaar 2004), la funcio´n beta se anulaba
a todo orden perturbativo en el punto autodual de LS y demostraban
as´ı que la constante de acoplamiento pose´ıa una cota superior: el mo-
delo estaba en consecuencia dotado de lo que se denomina seguridad
asinto´tica.
Recientemente Grosse y Wulkenhaar (2014a) han demostrado que
cierto l´ımite altamente no conmutativo de su modelo puede ser re-
suelto, es decir, es posible conocer todas las funciones de correlacio´n,
cuanto menos formalmente. Adema´s, estos resultados permiten anali-
zar el modelo de GW en el marco de las TCC constructivas, teor´ıas
que surgieron a mediados del siglo XX como respuesta a la falta de
rigurosidad matema´tica que aquejaba a las TCC, proponiendo una for-
mulacio´n axioma´tica de estas u´ltimas basada en principios f´ısicos in-
cuestionables, ya sea en el espacio minkowskiano (Wightman 1956) o
4En QED se observa un comportamiento ana´logo identificando la constante de
acoplamiento con el cuadrado de la carga del electro´n.
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eucl´ıdeo (J. Schwinger 1959). Los indicios expuestos al respecto en las
publicaciones de Grosse y Wulkenhaar (2013, 2014b) son promitentes.
Para finalizar, no debemos olvidar referirnos a las posibles eviden-
cias experimentales. Aseverar que no disponemos de datos experimen-
tales para evaluar la validez de las teor´ıas no conmutativas nos parece
apresurado. En este sentido, numerosos modelos y datos experimentales
han sido analizados con el fin de obtener cotas inferiores para la escala
de energ´ıa ΛNC de no conmutatividad. Entre aquellos que involucran
procesos de altas energ´ıas, del orden del TeV, podemos mencionar el
estudio del proceso de recalentamiento posterior a la inflacio´n (Horvat
y Trampetic (2012), ΛNC & 10
−6Eplanck), de la interaccio´n entre neutri-
nos y electrones (Horvat, Kekez et al. (2011), ΛNC & 10
−16Eplanck) y de
Gamma Ray Bursts (Nemiroff et al. (2012), ΛNC & Eplanck). Tambie´n
ha sido dispensada atencio´n a la investigacio´n de procesos de bajas
energ´ıas, del orden del eV, centrada fundamentalmente en el surgi-
miento de un te´rmino magne´tico que tiene implicancias en la f´ısica
de part´ıculas y a´tomos (Adorno et al. (2011), ΛNC & 10
−12Eplanck y
Mocioiu et al. (2002), ΛNC & 10
−5Eplanck).
En todo caso, es probable que la posibilidad de falsar estas teor´ıas
este´ ma´s cerca de lo que intuimos (Amelino-Camelia 2013). Este´ de
acuerdo o no con esta afirmacio´n, acompan˜enos en el siguiente razona-
miento: consideremos rayos co´smicos de protones ultra energe´ticos, con
energ´ıas E ∼ 1020 eV. Coincidimos en que E
Ep
∼ 10−8, lo cual sugiere
dificultades para detectar posibles desviaciones de los datos respecto
a los de un modelo conmutativo. Sin embargo, ¿que´ impide que even-
tualmente las correcciones puedan involucrar la masa mp del proto´n,
ser de la forma E
2
EP mp
∼ 103 y quiza´s observables?
1.3. Formalismo de L´ınea de Mundo
Los me´todos funcionales han demostrado su potencialidad desde la
concepcio´n de las integrales de camino por parte de R. P. Feynman
(1948). Basta, por ejemplo, notar la simpleza y claridad que goza la
rederivacio´n de las reglas de Feynman a trave´s de estas te´cnicas. Sin
lugar a dudas, uno de sus principales sucesos ha sido en el marco de
las teor´ıas de Yang-Mills, donde permite implementar elegantemente la
invarianza de gauge en el ca´lculo perturbativo de diversas cantidades
(diagramas de Feynman, identidades de Slavnov-Taylor, etc.).
No obstante, su e´xito no se reduce a la obtencio´n de resultados
perturbativos, sino que resulta fundamental en el ana´lisis de cantidades
no perturbativas. Podemos citar como ejemplo el estudio de solitones e
instantones (Shifman y Vainshtein 1999, ’t Hooft 1976a,b), o de teor´ıas
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de gauge supersime´tricas no abelianas (Vandoren y van Nieuwenhuizen
2008). Para no correr el riesgo de aburrir al lector a trave´s de una larga
enumeracio´n de aplicaciones que van incluso ma´s alla´ del campo de
la f´ısica, lo remitimos a la bibliograf´ıa especializada (Bastianelli y van
Nieuwenhuizen 2006, Kleinert 2004).
Por su parte, el formalismo de l´ınea de mundo (FLM) es un me´todo
que involucra el ca´lculo de integrales funcionales en meca´nica cua´ntica
para el ca´lculo de cantidades en TCC (Schubert 2001). En consecuen-
cia, esta te´cnica hereda las bondades conceptuales y pra´cticas de los
me´todos funcionales.
Al rastrear los usos del FLM podemos llegar hasta el trabajo de R.
Feynman (1950), en cuyo ape´ndice se ve un atisbo de la te´cnica: uti-
lizo´ integrales de camino en la primera cuantizacio´n como me´todo para
encontrar soluciones de la ecuacio´n de Klein-Gordon. A nuestro enten-
der, la primera aplicacio´n del FLM propiamente dicho corresponde al
estudio de la produccio´n de pares electro´n-positro´n ante la presencia de
campos ele´ctricos externos pequen˜os (Aﬄeck et al. 1982). Cerca en el
tiempo, Alvarez-Gaume y Witten (1984) consideraron dos part´ıculas,
una boso´nica y una fermio´nica, para calcular anomal´ıas gravitacionales
en teor´ıas de campos fermio´nicos en interaccio´n con un campo gravi-
tatorio de´bil.
Ma´s adelante, te´cnicas inspiradas en integrales funcionales sobre
hojas de mundo en teor´ıas de cuerdas fueron utilizadas por Bern y Ko-
sower (1988, 1992), con el objeto de calcular correcciones de un bucle a
acciones efectivas de campos escalares en presencia de campos de gau-
ge de fondo. Estos resultados fueron luego elegantemente derivados por
Strassler (1992) en te´rminos de integrales de camino para part´ıculas, a
saber lo que hoy en d´ıa conocemos como FLM.
Entre las diversas aplicaciones exitosas del FLM que desde entonces
se han realizado, podemos mencionar su uso al ana´lisis, al orden de un
bucle, del acoplamiento de un fondo gravitacional externo con campos
cua´nticos de diverso spin (Bastianelli, Benincasa et al. 2005, Bastia-
nelli, Corradini y Latini 2007, 2008, Bastianelli, Corradini y Zirotti
2003, Bastianelli y Schubert 2005, Bastianelli y Zirotti 2002) y cam-
pos escalares en variedades chatas con borde (Bastianelli et al. 2009,
Bastianelli, Corradini y P. A. G. Pisani 2007, 2008, Bastianelli et al.
2008); a ordenes superiores en el nu´mero de bucles ha permitido el
estudio de teor´ıas escalares (Sato y Schmidt 1999), espinores en QED
(Schubert 1996) y teor´ıas de Yang-Mills (Sato 1999). Siempre en el
marco de QCD, resulta de gran ayuda, por ejemplo, al realizar ca´lculos
de amplitudes con n fotones o gluones (Ahmadiniaz et al. 2013).
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Asimismo, cabe destacar que las integrales de camino resultan apro-
piadas para la realizacio´n de simulaciones computacionales de modelos
de TCC, tomando o no un ET discretizado (Dunne, Gies et al. 2009).
Combinadas con los me´todos de Monte Carlo en lo que ha recibido el
nombre de worldline numerics, ha posibilitado el ca´lculo de energ´ıas de
Casimir en diversas geometr´ıas y el estudio de su dependencia con la
temperatura (Gies y Klingmuller 2006a,b,c, Gies, Langfeld et al. 2003,
Klingmuller y Gies 2008, Weber y Gies 2010a,b), como as´ı tambie´n el
de la produccio´n de pares ante la presencia de campos electromagne´ti-
cos (Gies y Klingmuller 2005). Al encarar este u´ltimo problema, Dunne
y Schubert (2006) mostraron la posibilidad de realizar ca´lculos anal´ıti-
cos no perturbativos considerando instantones en la l´ınea de mundo.
1.4. Objetivos y estructura de esta tesis
Hemos ya planteado algunos de los problemas que surgen al intentar
formular una teor´ıa de la gravedad cua´ntica y sugerido que su abordaje
desde una posible teor´ıa efectiva, la TCC NC, puede resultar de ayuda.
El propo´sito global de la presente tesis es entonces abordar ciertos mo-
delos de TCC NC a trave´s del prisma del FLM, con el objeto de calcular
diversas cantidades f´ısicas al orden de un bucle; como se podra´ observar
de los resultados, la eficiencia que los me´todos funcionales ofrecen en
la TCC usual se conserva en el caso NC. La comparacio´n de este tipo
de correcciones con datos experimentales podr´ıa llevar luego a acotar
los para´metros de no conmutatividad Θµν . Pasemos ahora a detallar la
estructura de esta tesis, desglosando los objetivos particulares de cada
cap´ıtulo.
En el cap´ıtulo 2 introducimos conceptos y cantidades ba´sicas de
TCC. Este cap´ıtulo esta´ concebido no para ofrecer un tratamiento aca-
bado del tema (que el lector puede encontrar refirie´ndose a la rica
literatura existente) sino como un resumen que, actuando a modo de
recordatorio y fijando notaciones a trave´s de ejemplos, dote de cierto
grado de independencia a la tesis. De este modo introducimos somera-
mente las cantidades y te´cnicas que sera´n de intere´s en nuestros ca´lcu-
los posteriores: la accio´n efectiva (escrita perturbativamente en te´rmino
de funciones espectrales), la te´cnica de renormalizacio´n y la energ´ıa de
Casimir.
En el decurso de ese cap´ıtulo se puede adivinar el rol primordial
que tienen las funciones espectrales (FE), en especial el nu´cleo de ca-
lor (NdC), en el desarrollo de este trabajo. Por este motivo, creemos
conveniente realizar una exposicio´n formal de las mismas a lo largo del
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cap´ıtulo 3, evitando demostraciones que podr´ıan desviar la atencio´n de
los objetivos de la tesis.
Ma´s adelante, en el cap´ıtulo 4, presentamos el FLM para el caso
ma´s sencillo, el de un campo cua´ntico escalar autointeractuante. Como
resultado intermedio obtenemos el desarrollo asinto´tico, para tiempo
propio pequen˜o, del NdC del operador de fluctuaciones cua´nticas, su-
poniendo ciertas condiciones de regularidad sobre el potencial. A mo-
do de ejemplo, computamos al orden de un bucle la accio´n efectiva
del modelo λφ4, para luego analizar su renormalizacio´n a ide´ntico or-
den. En forma suplementaria y finalizando este cap´ıtulo dedicado a las
teor´ıas conmutativas, consideramos un modelo con un potencial delta
de Dirac de fondo; para este potencial singular, mostramos como calcu-
lar la energ´ıa efectiva. Estos u´ltimos resultados, de intere´s en diversos
modelos que proponen densidades de carga localizadas en superficies,
corresponden al trabajo de Franchino Vin˜as y P. A. G. Pisani (2011).
El cap´ıtulo 5 esta´ dedicado a la generalizacio´n del FLM a TCC NC
en las cuales la no conmutatividad entre las coordenadas esta´ dada por
para´metros constantes. Una vez hecho un breve comentario sobre como
implementar la no conmutatividad haciendo uso del producto Moyal,
el modelo λφ3⋆ muestra como novedad que el operador de fluctuaciones
cua´nticas puede poseer te´rminos no locales. La clave en nuestra im-
plementacio´n del FLM es, como era de esperar a partir del a´lgebra de
operadores posicio´n y momento, trabajar con integrales de camino en
el espacio de fases. El resultado principal, contenido en el trabajo pu-
blicado en conjunto con Bonezzi et al. (2012), es una fo´rmula maestra
para el desarrollo, a tiempo propio pequen˜o, del NdC de operadores con
potenciales no locales. Adema´s, tomamos diversos modelos no conmu-
tativos para ejemplificar las peculiaridades que en general ofrecen; entre
ellos, el modelo del disco no conmutativo, estudiado junto a Falomir,
Franchino Vin˜as et al. (2013).
Prosiguiendo con el estudio de las TCC NC, el cap´ıtulo 6 detalla la
aplicacio´n del FLM al modelo de GW. En este caso, el potencial de fon-
do armo´nico sugiere una ligera adaptacio´n de las te´cnicas del cap´ıtulo
previo; una vez realizados esos retoques, el estudio de la renormaliza-
cio´n del modelo al orden de un bucle es inmediato. Dos casos especiales,
el de la no conmutatividad degenerada y el del oscilador anisotro´pico,
merecen particular atencio´n. Este cap´ıtulo esta´ basado en el trabajo
realizado por Franchino Vin˜as y P. A. G. Pisani (2014).
Por u´ltimo, el cap´ıtulo 7 contiene las conclusiones de este trabajo y
ciertas ideas que, habiendo quedado parcial o totalmente en el tintero,
podr´ıan dar frutos en un futuro cercano.
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A modo de resumen, enumeramos a continuacio´n la lista de las pu-
blicaciones que contienen los resultados originales de esta tesis:
S. A. Franchino Vin˜as and P. A. G. Pisani, “Semi-transparent
Boundary Conditions in the Worldline Formalism,” J. Phys. A
44 (2011) 295401 [arXiv:1012.2883 [hep-th]].
R. Bonezzi, O. Corradini, S. A. Franchino Vin˜as and P. A. G. Pi-
sani, “Worldline approach to noncommutative field theory,” J.
Phys. A 45 (2012) 405401 [arXiv:1204.1013 [hep-th]].
H. Falomir, S. A. Franchino Vin˜as, P. A. G. Pisani and F. Ve-
ga, “Boundaries in the Moyal plane,” JHEP 1312 (2013) 024
[arXiv:1307.4464 [hep-th]].
S. Franchino Vin˜as and P. Pisani, “Worldline approach to the
Grosse-Wulkenhaar model,” JHEP 1411 (2014) 087 [arXiv:1406.7336
[hep-th]].
A esta lista corresponde agregar dos trabajos relacionados que se
encuentran actualmente en preparacio´n:
S. Franchino Vin˜as y P. Pisani, “Thermodynamics in the Non-
commutative Disc”;
S. Franchino Vin˜as y P. Pisani, “Zeta function and Casimir
energy for two parallel plates in Euclidean Moyal Space”.
CAPI´TULO 2
Aspectos generales de teor´ıa cua´ntica de campos
Al mismo r´ıo entras y no en-
tras, pues eres y no eres.
– Hera´clito.
Tal como hemos explicado en la Introduccio´n, esta tesis se propo-
ne el estudio de un tipo particular de TCC: el de las teor´ıas NC. Las
cantidades que habremos de calcular, no obstante poseera´n ciertas pe-
culiaridades inherentes a la no conmutatividad, han sido definidas en
general para cualquier TCC. En esta seccio´n intentaremos proveer de
un breve resumen o ayuda memoria que facilite la lectura del resto del
trabajo.
Primero y principal, introduciremos el concepto de accio´n efectiva
(AE), la contraparte cua´ntica de la accio´n a nivel cla´sico. Pra´cticamen-
te sin riesgo a equivocarnos, podemos aseverar que esa fue su razo´n de
ser: construir una cantidad que poseyendo toda la informacio´n cua´ntica
del modelo responda a los principios variacionales t´ıpicos de la formula-
cio´n cla´sica. La accio´n efectiva, concebida como una funcional del valor
de expectacio´n de vac´ıo del campo cua´ntico, no es ma´s que una modi-
ficacio´n de la accio´n cla´sica, en el sentido que contiene las correcciones
necesarias de los diagramas de Feynman de la teor´ıa y que su mı´nimo
variacional corresponde al valor de expectacio´n del campo en el estado
de vac´ıo. Por este motivo es usual emplear un desarrollo en potencias de
~ para la accio´n efectiva, cuyo primer te´rmino corresponde justamente
a la accio´n cla´sica. El segundo te´rmino puede ser escrito utilizando fun-
ciones espectrales (FE); a ellas dedicaremos el pro´ximo cap´ıtulo. Orden
a orden en ~, permite observar si las simetr´ıas que pose´ıa el sistema a
nivel cla´sico se mantienen o son rotas por las correcciones cua´nticas,
dando lugar a las denominadas anomal´ıas cua´nticas.
Por cuanto al examinar los te´rminos de dicho desarrollo nos en-
contramos con expresiones divergentes, nos es necesario presentar las
ideas de regularizacio´n que permiten dar sentido f´ısico a estas teor´ıas.
Veremos que las te´cnicas de renormalizacio´n, confirmadas a mediados
27
28 2. ASPECTOS GENERALES DE TEORI´A CUA´NTICA DE CAMPOS
del siglo pasado por el e´xito de la QED, son adaptables al estudio de
la accio´n efectiva a trave´s de FE.
Para finalizar, consideraremos el efecto Casimir, una manifestacio´n
observable de la energ´ıa de vac´ıo que, como era de prever, precisa ser
regularizada. Las aplicaciones de este feno´meno son diversas; desde el
punto de vista de la f´ısica aplicada, su comprensio´n se ha vuelto vital
desde la incursio´n tecnolo´gica en la escala nanome´trica.
2.1. La accio´n efectiva
Para definir la AE, consideraremos el ejemplo ma´s simple. Tomemos
un campo cua´ntico ϕ escalar y real sobre un espacio de base (digamos
Rd) descripto por la accio´n S[ϕ]; la funcio´n de particio´n Z[J ] y la
funcional generatriz W [J ], son definidas de manera que dependen de
la fuente cla´sica J(x) a trave´s de la integral funcional
Z[J ] := e−
1
~
W [J ] := N
∫
Dϕ e− 1~ S[ϕ]+ 1~
∫
dx Jϕ .(II.1.1)
Aquellos no familiarizados con integrales de camino son referidos a Bas-
tianelli y van Nieuwenhuizen (2006) y Kleinert (2004) para su trata-
miento formal. A grandes rasgos, sera´ suficiente su interpretacio´n f´ısica
como integral sobre todas las configuraciones del campo posibles en el
espacio. La constante N suele ser elegida de manera que1 Z[J = 0] = 1:
N−1 =
∫
Dϕ e− 1~ S[ϕ] .(II.1.2)
Luego, introducimos el campo medio (o campo cla´sico) φ(x) en
presencia de dicha fuente J(x) a trave´s de la relacio´n
φ(x) :=
N
Z[J ]
∫
Dϕ e− 1~ S[ϕ]+ 1~
∫
Jϕ ϕ(x)
= −δW [J ]
δJ(x)
.
(II.1.3)
Por este motivo se dice que los campos J(x) y φ(x) son campos conjuga-
dos; adema´s, esto nos permite considerar la transformada de Legendre
de la funcional generatriz W [J ] en funcio´n del campo medio φ
Γ[φ] :=
{
W [J ] +
∫
Jφ
}
J=J [φ]
.(II.1.4)
1Esta normalizacio´n implica que Z[J ] sera´ la funcional generatriz de las fun-
ciones de Green de la teor´ıa. A su vez, en te´rminos de diagramas de Feynman
so´lo sera´ necesario considerar aquellos que no tienen subdiagramas de vac´ıo, i.e. no
poseen subdiagramas sin patas externas.
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La funcio´n Γ[φ], recibe el nombre de accio´n efectiva. Ciertamente, a
partir de esta definicio´n vale la igualdad
δΓ[φ]
δφ(x)
= J(x).(II.1.5)
Al tomar J(x) ≡ 0 obtenemos el principio variacional al que hemos he-
cho referencia anteriormente. Adicionalmente, notemos que los valores
de expectacio´n de vac´ıo2 de productos del campo cua´ntico ϕ pueden
escribirse en te´rminos de derivadas funcionales de Z[J ] evaluadas en
J ≡ 0:
〈ϕ(x1) · · ·ϕ(xn)〉 : =
∫
Dϕ e− 1~ S[ϕ]ϕ(x1) · · ·ϕ(xn)
=
δnZ[J ]
δJ(x1) · · · δJ(xn)
∣∣∣∣
J≡0
.
(II.1.6)
A partir de ellos, la fo´rmula de reduccio´n de Lehmann et al. (1955)
permite determinar las amplitudes de dispersio´n de cualquier proceso.
Esto, sumado a las propiedades de la transformada de Legendre que
permiten reescribir las derivadas de (II.1.6) en te´rminos de derivadas
funcionales de Γ[φ] respecto a la variable φ, implica que la informacio´n
de todo proceso de dispersio´n esta´ contenida en la AE.
En general obtener una expresio´n cerrada para la AE es una ardua
tarea; en su lugar, demostraremos en la pro´xima seccio´n co´mo es ma´s
sencillo obtener un desarrollo en potencias de ~.
2.2. Desarrollo perturbativo de la accio´n efectiva
Hemos visto que la AE es la transformada de Legendre de la FG
W [J ], mientras que en la definicio´n de esta u´ltima entran en juego in-
tegrales funcionales de exponenciales. En base a esto, es de esperar que
el me´todo de descenso empinado permita obtener un desarrollo per-
turbativo de la AE. De acuerdo a este me´todo, buscando el desarrollo
en serie de potencias de Z[J ] conviene considerar la accio´n alrededor
de la configuracio´n cla´sica φ0(x), definida como aquella que minimiza
la accio´n S[φ]; en otras palabras, φ0(x) satisface la ecuacio´n cla´sica de
movimiento
δS
δϕ(x)
[φ0] = J(x).(II.2.1)
En ausencia de fuentes externas, i.e. J(x) = 0, la configuracio´n cla´sica
minimiza la accio´n S[φ] mientras que el campo φ(x), que representa
2Estos valores de expectacio´n de vac´ıo corresponden a campos temporalmente
ordenados.
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el valor de expectacio´n de vac´ıo del campo, minimiza la funcional Γ[φ]
(ver (II.1.5)). Como hab´ıamos adelantado, la accio´n efectiva resulta
contener, en este sentido, los efectos cua´nticos del campo ϕ.
Retomando la definicio´n original (II.1.1), realizamos la traslacio´n
del campo cua´ntico ϕ en una cantidad igual a la configuracio´n cla´sica
φ0(x) para llegar a la expresio´n
Z[J ] = N e− 1~ S[φ0]+ 1~
∫
Jφ0
∫
Dϕ e− 1~
∫
(δSφ0−J)ϕ−
1
2~
∫∫
δ2Sφ0 ϕϕ+...,
(II.2.2)
donde δSφ0 denota la funcio´n obtenida como la derivada funcional
δS[ϕ]/δϕ(x) evaluada en la configuracio´n cla´sica φ0(x). Ana´logamente,
el nu´cleo δ2Sφ0 es la variacio´n segunda
δ2S[ϕ]
δϕ(x)δϕ(x′) evaluada en φ0(x).
Por fortuna, la traslacio´n en los campos no introduce una modificacio´n
en la medida de integracio´n de la integral funcional.
La ecuacio´n (II.2.2) puede simplificarse recordando la definicio´n
(II.2.1) de la configuracio´n cla´sica; ma´s au´n, cambiando la escala del
campo3 ϕ → √~ϕ se puede entrever que el me´todo de descenso empi-
nado coincide en este caso con un desarrollo en potencias de ~:
Z[J ] = N ′ e− 1~ S[φ0]+ 1~
∫
Jφ0
∫
Dϕ e−12
∫∫
δ2Sφ0 ϕϕ eO(
√
~).(II.2.3)
Justamente, el reescaleo nos permite proponer, expandiendo el factor
eO(
√
~) y teniendo en cuenta que el teorema de Wick constrin˜e los te´rmi-
nos a poseer un nu´mero par de campos ϕ, un desarrollo perturbativo
para W [J ] de la forma
W [J ] =
∞∑
n=0
~nWn[J ].(II.2.4)
Combinando las expresiones (II.1.1) y (II.2.3), es inmediato que el re-
sultado al ma´s bajo orden es la transformada de Legendre de la accio´n
cla´sica,
W0[J ] = S[φ0(x)]−
∫
J(x)φ0(x).(II.2.5)
3Esta transformacio´n acarrea un jacobiano constante que se cancela al realizar
ide´ntico cambio en los campos de la integral funcional que define la constante de
normalizacio´n N ′−1 = ∫ Dϕ e− 1~ S[√~ϕ].
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Por otra parte, la integral funcional de los te´rminos cuadra´ticos en
el campo ϕ da la siguiente contribucio´n:
e−W1[J ] = N ′0
∫
Dϕ e−12
∫∫
ϕ(x)δ2Sφ0ϕ(x)
= Det−1/2
(
G−1A
)
,
(II.2.6)
donde A es el operador de fluctuaciones cua´nticas definido a trave´s del
nu´cleo δ2Sφ0 , el operador G
−1 es el inverso de (−∂2 +m2) y N ′0 es la
contribucio´n a orden ~0 de la constante de normalizacio´n N ′. En este
punto es preciso realizar un par de comentarios. Primero, G tiene su
origen en la eleccio´n realizada para N , expresada en (II.1.2); un ana´lisis
perturbativo en ~ para N ′ demuestra la validez de (II.2.6). En forma
concreta, estamos suponiendo que la accio´n consta u´nicamente de un
te´rmino cine´tico, uno de masa y uno de potencial autointeractuante
con potencias de ϕ mayores a tres:
S[ϕ] =
∫
ϕ (−∂2 +m2)ϕ+ V (ϕ).(II.2.7)
Segundo, el determinante funcional Det(X) esta´ definido como el
producto de los autovalores del operador X, a saber,
Det(X) :=
∞∏
i=1
λi ,(II.2.8)
siendo λi∈N, los autovalores del operador X. El resultado (II.2.6) puede
entenderse de la siguiente manera, suponiendo que el operador δ2Sφ0
admite una base de autovectores ψi∈N: todo campo puede expandirse
en esta base como
ϕ(x) =
∑
i∈N
aiψi(II.2.9)
y, por consiguiente, realizar la integral sobre toda configuracio´n equivale
a sumar las contribuciones de campos con componentes arbitarias en
la base elegida ∫
Dϕe−12
∫
ϕ(x)δ2Sφ0ϕ(x) =
∫ ∞∏
i=1
daie
−1
2
∑∞
i=1 λia
2
i .(II.2.10)
Salvo para algunas excepciones en las que so´lo hay un nu´mero finito de
autofunciones o los autovalores tienden a acumularse alrededor de la
unidad, el determinante funcional (II.2.8) es una expresio´n divergente;
estas divergencias se corresponden con las que se educen haciendo uso
de los diagramas de Feynman en un desarrollo perturbativo.
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Dejando momenta´neamente de lado esas divergencias, recordemos
que para calcular la accio´n efectiva debemos primero obtener una ex-
presio´n para el campo φ(x) conjugado a la fuente J(x)
φ(x) = −δW [J ]
δJ(x)
= φ0(x) +
∫ {
δS
δφ
[φ0]− J(x)
}
δφ0
δJ(x)
+O(~)
= φ0(x) + δφ(x),
(II.2.11)
con δφ(x) de orden ~, puesto que el te´rmino entre llaves es nulo para
configuraciones cla´sicas.
Por su parte, tomando la definicio´n (II.1.4) y utilizando la relacio´n
(II.2.11), la accio´n efectiva resulta
Γ[φ] =
{
S[φ(x)− δφ(x)]−
∫
J(x)(φ(x)− δφ(x))
−~ log Det−1/2 (G−1A)+O(~2) + ∫ J(x)φ(x)}
J=J [φ]
= S[φ(x)]−
∫ {
δS
δφ
[φ0]− J [φ0]
}
δφ(x)
− ~ log Det−1/2 (G−1A)+O(~2).
(II.2.12)
En la u´ltima l´ınea hemos utilizado el hecho que δφ es orden ~ para
reemplazar φ por la configuracio´n cla´sica φ0 en el te´rmino entre las
llaves. Basta por u´ltimo reconocer la ecuacio´n de movimiento (II.2.1)
de la configuracio´n cla´sica en dicho te´rmino de (II.2.12) para obtener
el desarrollo de la accio´n efectiva al orden de un bucle4
Γ[φ] = S[φ(x)] +
~
2
logDet
(
G−1A
)
+O(~2).(II.2.13)
Ma´s au´n, si acaso B = G−1A fuera una matriz diagonalizable con
autovalores no nulos, podr´ıamos utilizar las propiedades del logaritmo
para escribir
log detB = log
(
n∏
i=1
λi
)
= tr logB,
(II.2.14)
4Puede demostrarse que el desarrollo en potencias de ~ corresponde diagrama´ti-
camente con el desarrollo en el nu´mero de bucles del diagrama.
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llamando λi a los autovalores de la matriz B. Esta propiedad se puede
generalizar para cualquier matriz no singular e incluso para operadores
invertibles que difieren del operador identidad en K, un operador de
traza finita (Kontsevich y Vishik 1994). Dando por cierta esta igualdad
entre5 logDet y Tr log, la correccio´n de un bucle Γ1−bucle[φ] a la accio´n
efectiva es6
Γ1−bucle[φ] =
~
2
Tr log
(
G−1A
)
,(II.2.15)
Si adema´s utilizamos la fo´rmula va´lida para operadores C y D definidos
positivos
− log
(
C
D
)
=
∫ ∞
0
dβ
β
(
e−βC − e−βD) ,(II.2.16)
e intercambiamos el signo integral con la traza, obtenemos el resultado
final
Γ1−bucle[φ] = −~
2
∫ ∞
0
dβ
β
(
Tr e−βA − Tr e−βG) .(II.2.17)
Gracias a esta expresio´n, podemos relacionar las correcciones cua´nticas
a la accio´n efectiva de orden un bucle con la funcio´n espectral KX(β),
llamada traza del NdC del operador X y definida como
KX(β) := Tr(e
−βX).(II.2.18)
El estudio de este tipo de funciones, definidas a trave´s del espectro
de un operador, pertenece a la rama de las matema´ticas denominada
geometr´ıa espectral (Kirsten 2000). Siendo su motivacio´n el estudio
de (II.2.17), en el cap´ıtulo siguiente enunciaremos y formalizaremos
algunas de las propiedades generales que las FE han demostrado poseer.
Antes, en la siguiente seccio´n, mostraremos co´mo el me´todo de re-
normalizacio´n permite regularizar las divergencias que impregnan las
FE y hasta este momento hemos omitido.
2.3. Sobre la renormalizacio´n
Es sabido que las TCC se encuentran plagadas de divergencias que
deben ser eliminadas para dar sentido f´ısico a los resultados. En el
caso de un desarrollo diagrama´tico en el espacio de momentos, tal cual
hemos bosquejado en la seccio´n 1.2, las divergencias se presentan en
5Las mayu´sculas en Tr y Det son utilizadas para la traza y el determinante de
operadores sobre espacios de dimensio´n infinita.
6Fuera de esta seccio´n utilizaremos las unidades en las cuales ~ puede ser to-
mada como la unidad.
34 2. ASPECTOS GENERALES DE TEORI´A CUA´NTICA DE CAMPOS
general en la integracio´n de grandes o pequen˜os momentos, y por este
motivo reciben el nombre de divergencias UV o IR.
La fo´rmula (II.2.17) para la AE no es la excepcio´n, visto que arras-
tra las divergencias en la definicio´n del determinante funcional del ope-
rador de fluctuaciones cua´nticas. Actualmente, la forma aceptada de
curar estas divergencias es haciendo uso del proceso de renormaliza-
cio´n, propuesta inicialmente por Dyson (1949), R. Feynman (1950),
J. S. Schwinger (1948) y Tomonaga y Oppenheimer (1948). En esta
seccio´n, afrontaremos la renormalizacio´n de la accio´n efectiva al orden
de un bucle haciendo uso de las propiedades del NdC. Un me´todo re-
lacionado y ma´s frecuente en la literatura es el de la renormalizacio´n a
partir de la definicio´n de otra funcio´n espectral, la funcio´n zeta (Vassi-
levich 2003); estas te´cnicas fueron concebidas por Dowker y Critchley
(1976) y Hawking (1977) y fueron ra´pidamente difundidas debido a la
simpleza con la que permiten encarar el estudio de campos definidos
sobre variedades curvas. En el anexo 2.A estableceremos la conexio´n
entre ambos me´todos.
En el lenguaje moderno, la renormalizacio´n esquema´ticamente cons-
ta de los siguientes pasos: primero se regularizan las contribuciones di-
vergentes a la AE a trave´s de la introduccio´n de un para´metro ǫ, de
forma que en el l´ımite ǫ→ ǫ0 la expresio´n regularizada concuerde for-
malmente con el resultado original. Luego, se agrupan en la AE todos
los te´rminos que tienen la misma dependencia en los campos, dando
como resultado un lagrangiano con nuevas constantes de acoplamiento
(que llamaremos renormalizadas), definidas en te´rmino de las originales
(desnudas) y del para´metro ǫ.
La forma de determinar las constantes renormalizadas es a trave´s
de mediciones experimentales, si corresponden a te´rminos que estaban
en el lagrangiano original o son divergentes en el l´ımite ǫ→ ǫ0; el resto
de las constantes, las surgidas de contribuciones finitas, queda definido
por las anteriores. Esto motiva la siguiente clasificacio´n: si el nu´mero
de constantes a determinar experimentalmente crece sin l´ımite al au-
mentar el nu´mero de bucles, el modelo se llama no renormalizable; si es
finito pero con infinitas contribuciones divergentes es renormalizable;
finalmente, en el caso restante estamos frente a un modelo superrenor-
malizable.
Para analizar co´mo se realiza la renormalizacio´n utilizando el NdC,
comencemos notando que a partir de (II.2.17) se comprende intuiti-
vamente que las contribuciones diagrama´ticas con part´ıculas virtuales
muy energe´ticas corresponden a grandes autovalores del operador de
fluctuaciones A; por ende, adquieren importancia para valores pequen˜os
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del para´metro β. En otras palabras, las divergencias UV deber´ıan ma-
nifestarse como un mal comportamiento del integrando para valores de
β cercanos a cero. Por el contrario, posibles problemas a bajas energ´ıas
ser´ıan relevantes en el l´ımite en el cual β es indefinidamente grande;
usualmente, estos inconvenientes se vera´n controlados por la presen-
cia de un te´rmino de masa en los operadores A y G, que confiere al
integrando un decrecimiento exponencial e−βm
2
.
Con el fin de establecer estas conclusiones en forma precisa, usare-
mos un resultado que formalizaremos en el pro´ximo cap´ıtulo, referente
al nu´cleo de calor: bajo ciertas condiciones, es posible encontrar un
desarrollo asinto´tico
Tr e−βA ∼
∞∑
n=0
an(A) β
(n−d)/2, para β ↓ 0,(II.3.1)
donde d es la dimensio´n del espacio sobre el cual se encuentra defi-
nido el campo y las cantidades an(A) se denominan coeficientes de
Seeley-DeWitt (SDW). Reemplazando en (II.2.17), resulta patente que
los primeros te´rminos de este desarrollo no sera´n bien comportados al
integrar valores pequen˜os de la variable β.
Buscando regularizar dichas cantidades introducimos un para´metro
Λ, llamado para´metro de corte UV, que posee unidades de momento y
en cuyo l´ımite formal Λ → ∞ reobtenemos la expresio´n original de la
AE. Haciendo expl´ıcito el te´rmino de masa a trave´s de la definicio´n A =:
B+m2 y usando (II.3.1), la contribucio´n del operador de fluctuaciones
cua´nticas A a la AE resulta
Γ1−bucle,A[φ] = −1
2
∫ ∞
Λ−2
dβ
e−βm
2
β
Tr e−βB
= −1
2
∞∑
n=0
md−n Γ
(
(n− d)/2, m2
Λ2
)
an(B) ,
(II.3.2)
escrito en te´rminos de la funcio´n gamma incompleta Γ(·, ·) (Abramo-
witz y Stegun 1964). De acuerdo al desarrollo de esta funcio´n para
pequen˜os valores de su segundo argumento, dado por
Γ(s, a) ∼
∫ 1
a
xs−1 + . . . ,(II.3.3)
la expresio´n (II.3.2) posee un nu´mero finito de te´rminos divergentes, a
saber, aquellos para los cuales 0 ≤ n ≤ d. Como hemos establecido pre-
viamente, estos deben ser eliminados redefiniendo las constantes de aco-
plamiento en la accio´n original: el lagrangiano, si es que au´n no los ten´ıa,
pasara´ a poseer te´rminos de la forma de a0(B), a1(B), a2(B), . . . , ad(B).
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Este proceso no es u´nico, visto que las constantes renormalizadas
so´lo esta´n definidas a menos de te´rminos finitos (t.f.); por este motivo
es preciso fijar una regla en la eleccio´n de dichas constantes. Una de
las ma´s simples a la hora de realizar ca´lculos es la prescripcio´n de
mı´nima sustraccio´n, la cual establece que la constante renormalizada
se construye a partir de la constante desnuda agregando so´lo la parte
divergente de las contribuciones. Por ej., de acuerdo a esta prescripcio´n,
Γ(0, m
2
Λ2
) ≈ − log(m2
Λ2
) − γ + · · · , donde γ es la constante de Euler,
aportar´ıa so´lo el te´rmino logar´ıtmico a la renormalizacio´n.
Habiendo cancelado las divergencias UV, resta adicionar a la accio´n
original los te´rminos finitos en el l´ımite Λ→∞,
−1
2
∞∑
n=d+1
md−n Γ ((n− d)/2) an(B) .(II.3.4)
En este momento podr´ıa surgir la sensacio´n de que so´lo hemos es-
condido el problema de las divergencias debajo de la alfombra. Una
interpretacio´n que despeja estas dudas la ofrecen las ideas del grupo
de renormalizacio´n de Wilson (Polchinski 1984, Wilson y Kogut 1974).
Desde este punto de vista el para´metro de corte Λ se vincula a la es-
cala de energ´ıa fundamental a la cual el modelo esta´ definido; dicho
en otros te´rminos, el modelo involucra so´lo los modos del campo con
energ´ıa menores a Λ, lo cual limita los eventos para los cuales podra´n
realizarse predicciones. Ma´s au´n, la dependencia de las constantes de
acoplamiento con la escala no debe ser entendida como un mero paso
intermedio antes de tomar el l´ımite Λ → ∞, sino que es una conse-
cuencia natural, inherente a la incorporacio´n de informacio´n sobre los
modos del campo con grandes impulsos. Para analizar esta dependencia
se define para cada constante de acoplamiento desnuda λ la funcio´n
βλ = Λ
∂λ
∂Λ
∣∣∣∣
λR
,(II.3.5)
donde la derivada debe realizarse a valores fijos de la constante renor-
malizada λR. La funcio´n β, como veremos en las secciones 4.3 y 6.3,
brinda informacio´n valiosa sobre la validez del ana´lisis perturbativo de
la teor´ıa a diversas escalas de energ´ıa.
En resumen, hemos mostrado co´mo es posible aplicar las te´cnicas
espectrales a la renormalizacio´n; en la siguiente seccio´n, veremos que
tambie´n ofrecen un me´todo eficiente para el ca´lculo de energ´ıas de
Casimir.
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2.4. El efecto Casimir
En 1948, Hendrik Casimir publico´ un trabajo (Casimir 1948) en
el cual estudiaba la interaccio´n entre dos placas meta´licas debido a la
presencia de un campo electromagne´tico en el marco de la segunda
cuantizacio´n o, visto en perspectiva, la influencia de las condiciones
externas en una teor´ıa cua´ntica de campos. La peculiaridad de este
efecto, que vendra´ llamado efecto Casimir, radica en su manifestacio´n
macrosco´pica pese a su origen cua´ntico: dadas dos placas de 1 cm2 de
a´rea, separadas por una distancia de 1µm, la fuerza de interaccio´n es
del orden de 10−7N. Asimismo, su fuerte dependencia en la forma de
las placas lo hace un excelente candidato para aplicaciones nanotec-
nolo´gicas (Bellucci y Saharian 2009), sin mencionar su uso en modelos
de cromodina´mica cua´ntica (Bordag, Elizalde et al. 1997, Elizalde et al.
1998). Los experimentos ma´s precisos disen˜ados para medir la fuerza
de Casimir, son una serie de trabajos realizados por Chang et al. (2012)
y Mohideen y Roy (1998); se basan en el uso de microscopios de fuerza
ato´mica y sus resultados poseen un 1% de error experimental. Para un
ana´lisis detallado sobre el efecto Casimir el lector puede referirse a los
trabajos de Bordag, Mohideen et al. (2001), Milton (2001) y Plunien
et al. (1986).
El razonamiento propuesto originalmente por Casimir es sencillo:
comencemos considerando una cavidad cu´bica formada por paredes
meta´licas de arista L. El campo electromagne´tico, cua´nticamente, se
comporta como un conjunto de infinitos osciladores armo´nicos con vec-
tores de onda kn y frecuencias ωn, relacionados por la velocidad de la
luz c:
ωn = ckn =
πc
L
n , n = (n1, n2, n3) ∈ N3.(II.4.1)
De este modo la menor energ´ıa posible para un estado (la energ´ıa E0
de vac´ıo) queda escrita como la suma sobre las frecuencias7
E0 =
1
2
∑
n∈N3
~ωn =
1
2
∑
n∈N3
π~c
L
√
n21 + n
2
2 + n
2
3.(II.4.2)
En el marco de la TCC, procediendo de acuerdo a los lineamientos
de la cuantizacio´n cano´nica, es costumbre obtener una expansio´n del
operador de campo en la base de funciones que minimizan la accio´n,
en conjunto con operadores de creacio´n a†
k
y destruccio´n ak. Notemos
7Casimir, al trabajar con el campo electromagne´tico, agrega un factor 2 a la
expresio´n (II.4.2), correspondiente a las posibles polarizaciones del campo.
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que tanto la base como los operadores esta´n rotulados con un ı´ndice8
k. De esta manera el operador hamiltoniano, para un campo escalar de
masa m, toma la forma
Hˆ =
1
2
∑
k
ωk
(
a†
k
ak +
1
2
)
,(II.4.3)
donde ωk son las energ´ıas de los modos, mientras que ak y a
†
k
satisfacen
las reglas de conmutacio´n boso´nicas
[ak, a
†
k′ ] = δkk′ , [a
†
k
, a†
k′ ] = [ak, ak′ ] = 0, ∀k,k′.(II.4.4)
Definiendo el estado de vac´ıo |0〉 como aquel para el cual ak|0〉 = 0, el
valor de expectacio´n del hamiltoniano resulta ser en este caso la energ´ıa
de vac´ıo9:
E0 = 〈0|Hˆ|0〉.(II.4.5)
Recapitulando, la suma (II.4.2) es evidentemente divergente y ca-
rece de sentido. No obstante, esta energ´ıa de vac´ıo no es una cantidad
medible. La genialidad de Casimir consistio´ en encontrar una expre-
sio´n finita para una cantidad medible, la fuerza de interaccio´n entre
las placas: con ese fin, analizo´ el caso de dos placas paralelas de a´rea
infinita y separadas por una distancia a. Esto es ana´logo a tomar el
l´ımite L → ∞ en las dimensiones de las placas consideradas, lo cual
transforma las sumas correspondientes en integrales
E := E0
L2
=
~c
2(2π)2
∑
n
∫
R2
√
π2n2
a2
+ k2 d2k.(II.4.6)
La variacio´n δE
δa
de la densidad de energ´ıa por unidad de a´rea de las
placas al modificar la distancia de separacio´n a es por tanto la fuerza
por unidad de a´rea a la que se encuentran sometidas estas placas para
que el sistema se encuentre en equilibrio.
En este punto Casimir propuso introducir una funcio´n f(k) que
regulariza la expresio´n, es decir, una funcio´n tal que resulta convergente
8Este ı´ndice puede tener componentes tanto continuas como discretas depen-
diendo de la geometr´ıa del problema.
9La energ´ıa de vac´ıo no puede ser eliminada introduciendo el orden normal de
los campos en un espacio gene´rico (Birrell y Davies 1982), al menos no si se desea
analizar que´ sucede al modificar lentamente la geometr´ıa del problema. Tomando
por ejemplo un campo escalar sobre un intervalo de longitud L en cuyos extremos
satisface condiciones de contorno Dirichlet, s´ı podr´ıa elegirse la energ´ıa de vac´ıo
como nula para un dado L, pero fijado este valor dejar´ıa de serlo para longitudes
L′ 6= L.
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la integral
∑
n
∫
R2
√
π2n2
a2
+ k2 f(k) d2k.(II.4.7)
Hoy en d´ıa es frecuente la utilizacio´n de te´cnicas similares, como la
de la funcio´n zeta: consideraremos la integral dependiente del para´me-
tro10 s ∈ C
E(s) = ~c
2(2π)2 µ
∑
n
∫
R2
(
π2n2a−2 + k2
µ2
)−s
d2k,(II.4.8)
y la calcularemos en la regio´n en la que se encuentre bien definida;
posteriormente extenderemos anal´ıticamente el resultado al valor de
intere´s s = −1/2. En esta expresio´n, el para´metro µ posee unidades de
masa y f´ısicamente debe ser introducido para lidiar con las unidades
del integrando. Haciendo uso de la representacio´n de tiempo propio de
J. Schwinger (1951) para la potencia y la funcio´n Zeta de Riemann
(Abramowitz y Stegun 1964) ζR(·), la expresio´n para la densidad de
energ´ıa, va´lida en la regio´n Re s > 2, es
E(s) = ~c
2Γ(s)
µ2s−1
∑
n
∫
R2
d2k
(2π)
∫ ∞
0
dt
t
ts e−t(k
2+n2π2/a2)
= −π
1/2−2s
16
~c µ2s−1a2(s−1) Γ(s− 1) ζR
(
2(s− 1)).
(II.4.9)
Si observamos detenidamente, en (II.4.9) ha surgido naturalmente el
NdC de la parte espacial del operador de fluctuaciones cua´nticas para
el campo escalar libre entre dos placas. Esto no es una casualidad sino
una consecuencia de la estrecha relacio´n existente entre el NdC y la
funcio´n zeta, relacio´n estudiada con ma´s detalle en el anexo 2.A.
Retornando al ca´lculo de la energ´ıa de Casimir, la extensio´n anal´ıti-
ca al punto de intere´s s = −1/2 es finita y arroja el valor
E(−1/2) = − π
2
1440
~c
a3
.(II.4.10)
Por otra parte, es inmediata la obtencio´n de la fuerza por unidad de
superficie
F = −∂E
∂a
= − π
2
480
~c
a4
.(II.4.11)
10Esta integral es ba´sicamente la funcio´n ζ, definida en el anexo 2.A, del opera-
dor derivada segunda con condiciones de contorno Dirichlet en dos planos paralelos.
Por supuesto, de aqu´ı deriva el nombre de la te´cnica.
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Este, salvo por el factor 2 de la polarizacio´n del campo, es el resultado
original de Casimir.
Una cantidad que guarda estrecha relacio´n con la energ´ıa de Ca-
simir, al punto tal de ser confundidas, es la energ´ıa efectiva Eeff . A
continuacio´n intentaremos despejar esta confusio´n.
2.4.1. La energ´ıa efectiva. La energ´ıa efectiva Eeff esta´ defini-
da a trave´s de la contribucio´n de un bucle Γ1−bucle a la accio´n efectiva
como (Blau et al. 1988)
Eeff :=
Γ1−bucle[φ = 0]
T
,(II.4.12)
siendo T el taman˜o temporal del universo. Para mostrar los argumen-
tos que motivan la introduccio´n de esta cantidad precisaremos algunos
resultados previos sobre la AE.
Suponiendo que la AE es una funcional regular, admite un desarro-
llo de la forma
Γ[φ] =
∞∑
n=0
1
n!
∫
dx1 · · · dxn Γ(n)(x1, . . . , xn)φ(x1) . . . φ(xn),(II.4.13)
donde11 Γ(n)(x1, . . . , xn) =
δnΓ
δφ(x1)...φ(xn)
. Otro desarrollo posible de la
accio´n efectiva es en el nu´mero de derivadas del campo o, si se prefiere,
en potencias de las variables de momento:
Γ[φ] =
∫
Veff(φ(x)) +
1
2
Z(φ(x))(∂φ(x))2 +O(∂φ(x))4.(II.4.14)
Igualando las expresiones (II.4.13) y (II.4.14), el potencial efectivo
Veff puede ser escrito en te´rmino de las funciones Γ
(n) como
Veff(φ(x)) =
∞∑
n=0
1
n!
(∫
dx2 · · · dxn Γ(n)(x, x2 . . . , xn)
)
φn(x).
(II.4.15)
Es posible demostrar que para una teor´ıa invariante traslacional, el
te´rmino entre pare´ntesis resulta ser independiente de la variable x. Ma´s
au´n, tomando el potencial efectivo sobre configuraciones que toman un
valor φ constante en el espacio, se puede obtener la relacio´n(
d
dφ
)n
Veff(φ)
∣∣∣∣
φ=0
=
∫
dx2 · · · dxnΓ(n)(x, x2 . . . , xn).(II.4.16)
11Estas funciones Γ(n) resultan ser las funciones propias de ve´rtice, es decir,
aquellas que contienen la informacio´n proveniente de los diagramas de Feynman
irreducibles de 1 part´ıcula (Itzykson y Zuber 1980). Ergo, la accio´n efectiva es la
funcional generatriz de las funciones propias de ve´rtice.
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En particular y en tono con lo expuesto a continuacio´n de (II.1.5),
resulta que el potencial efectivo posee un extremo para el valor medio
de vac´ıo φ = φmı´n tal que:
δΓ[φ]
δφ(x)
∣∣∣∣
φ=φmı´n
= J [φ](x)
∣∣∣
φ=φmı´n
= 0 = V ′eff(φmı´n).(II.4.17)
El resultado general establece que se puede relacionar el potencial
efectivo Veff(φ) con el valor mı´nimo que la densidad Hamiltoniana to-
ma sobre estados para los cuales el valor medio del campo cua´ntico
es 〈ϕ(x)〉 = φ, un valor constante; de aqu´ı la importancia que reviste
(II.4.16). El valor medio de vac´ıo φ = φmı´n es especial ya que corres-
ponde al mı´nimo del potencial efectivo y, por ende, al mı´nimo de la
densidad Hamiltoniana sobre estados cuyo valor medio es independien-
te de las coordenadas (Coleman 1988). Verbigracia, φmı´n ser´ıa el estado
de vac´ıo ante la hipo´tesis de invariancia traslacional; sin pe´rdida de
generalidad podr´ıamos adema´s suponer φmı´n = 0, pues para el campo
φ′(x), definido de acuerdo a
φ(x) = φ′(x) + φmı´n,(II.4.18)
la configuracio´n de vac´ıo es la trivial. Hechas estas aclaraciones, la
definicio´n (II.4.12) equivale a la contribucio´n de orden12 ~ a Veff(φmı´n).
Finalmente, es posible demostrar que para universos ultraesta´ti-
cos la diferencia entre la energ´ıa de Casimir y la energ´ıa efectiva es
un te´rmino que depende de un coeficiente del nu´cleo de calor o, por
transitividad, de la geometr´ıa del problema (Blau et al. 1988, Elizalde
2012).
12La contribucio´n ~0 a Veff(φmı´n) siempre puede ser elegida como nula.

Anexos
2.A. Relacio´n entre la renormalizacio´n alla zeta y alla
nu´cleo de calor
Dado un operador A que actu´a sobre funciones de Rd y con auto-
valores λn se define su funcio´n espectral zeta en la forma
ζA(s) : = Tr A
−s
=
∑
n
λ−sn .
(II.A.1)
En este anexo no nos centraremos en estudiar las propiedades de esta
funcio´n; sera´ suficiente notar que, bajo hipo´tesis bastante generales, la
suma converge eligiendo Re(s) suficientemente grande. Luego, puede
realizarse la extensio´n anal´ıtica de la funcio´n resultante al resto del
plano complejo s.
Conviene mencionar antes de proseguir que el NdC y la funcio´n zeta
se encuentran relacionados a trave´s de la transformada de Mellin
ζA(s) =
1
Γ(s)
∫ ∞
0
dτ τ sKA(τ),(II.A.2)
lo cual se puede verificar formalmente utilizando la definicio´n de ambos
en te´rminos de los autovalores del operador A. A la inversa, se puede
representar el nu´cleo de calor en te´rminos de la funcio´n zeta utilizando
la integral
KA(τ) =
1
2πi
∮
ds t−s Γ(s)ζA(s)(II.A.3)
sobre una curva cerrada que encierra todos los polos del integrando.
Consideremos ahora la derivada de la funcio´n zeta evaluada en cero;
de acuerdo a la definicio´n (II.A.1) vale
−ζ ′A(0) : = log
(∏
n
λn
)
.(II.A.4)
Esta ecuacio´n motiva, dados un operador A y un para´metro de escala
µ, la definicio´n del determinante del operador en te´rminos de la funcio´n
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zeta de acuerdo a la expresio´n
1
2
logDetµ−1A := −1
2
ζ ′A(0)− log µ ζA(0) .(II.A.5)
En pos de analizar su valor en s = 0, podemos obtener un desarrollo
para la funcio´n zeta de A combinando la transformada de Mellin con
el desarrollo asinto´tico (II.3.1) del NdC de B := A−m2:
ζA(s) =
1
Γ(s)
∫ ∞
0
dτ τ s−1 e−τm
2
∞∑
n=0
an(B) τ
(n−d)/2
= m−2s
∞∑
n=0
md−n
Γ(s+ (n− d)/2)
Γ(s)
an(B) .(II.A.6)
Si d es impar ninguno de los factores de (II.A.6) posee polos, de manera
que el te´rmino 1/Γ(s) anula todas las contribuciones13. Consecuente-
mente, para dimensiones impares ζA(0) = 0 y el determinante resulta
independiente del para´metro de escala µ. En el caso de dimensiones
pares, las divergencias de los te´rminos para los cuales 0 ≤ n ≤ d son
compensadas por el factor 1/Γ(s), por lo que las contribuciones a la
funcio´n zeta para s = 0 son
ζA(0) =
d∑
n=0
md−n
(−1)(d−n)/2
((d− n)/2)! an(B) .(II.A.7)
En definitiva, la dependencia en la escala arbitraria µ es propor-
cional a los coeficientes a0(A), a1(A), . . . , ad(A) y puede ser eliminada
de las cantidades f´ısicas renormalizando las constantes de acoplamien-
to adecuadas. Este es el ana´logo a las contribuciones divergentes en
(II.3.2), encontradas mediante el me´todo del nu´cleo de calor.
A continuacio´n, podemos hacer un ana´lisis similar para la derivada
de la funcio´n zeta, la cual, derivando formalmente (II.A.6), se puede
escribir en te´rminos de la funcio´n digamma ψ(z) := Γ′(z)/Γ(z) (Abra-
mowitz y Stegun 1964):
(II.A.8) − ζ ′A(s) = logm2 ζA(s)
−m−2s
∞∑
n=0
md−n
Γ(s+ (n− d)/2)
Γ(s)
{ψ(s+ (n− d)/2)− ψ(s)} an(B) .
El primer te´rmino es proporcional a la funcio´n zeta y por ende no
precisa de un nuevo ana´lisis. El restante, conviene analizarlo tomando
13Esta aseveracio´n es va´lida bajo la hipo´tesis de que el espacio sobre el cual
esta´ definido el operador A no posee bordes (en esta ocasio´n Rd) , pues entonces
los coeficientes an(B) se anulan si n es impar.
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para n los siguientes intervalos: si 0 ≤ n ≤ d, hay contribuciones finitas
ya sea porque n tiene la paridad de d y la funcio´n Γ(s+(n−d)/2) posee
un polo, a la vez que la diferencia ψ(s+ (n− d)/2)− ψ(s) es anal´ıtica
en s = 0, o porque d tiene la restante paridad, y sucede lo contrario.
En todo caso, obtenemos contribuciones adicionales finitas que en el
proceso de renormalizacio´n deben ser an˜adidas a las de (II.A.7). Por su
parte, el te´rmino n = d se anula independientemente de la dimensio´n
d con la cual trabajemos. En cuanto se refiere a los restantes te´rminos,
i.e. aquellos con n > d, originan las contribuciones a la AE
−1
2
∞∑
n=d+1
Γ((n− d)/2)
mn−d
an(B) ,(II.A.9)
coincidentes con las encontradas en (II.3.4) gracias al me´todo del NdC.

CAPI´TULO 3
Sobre las funciones espectrales
La filosofia e` scritta in questo grandissimo li-
bro che continuamente ci sta aperto innanzi a
gli occhi (io dico l’universo), ma non si puo` in-
tendere se prima non s’impara a intender la lin-
gua, e conoscer i caratteri, ne’ quali e` scritto.
Egli e` scritto in lingua matematica, e i caratteri
son triangoli, cerchi, ed altre figure geometriche,
senza i quali mezzi e` impossibile a intenderne
umanamente parola; senza questi e` un aggirarsi
vanamente per un oscuro laberinto.
– Galileo Galilei, Il Saggiatore, Cap. VI.
El NdC responde al problema cla´sico de la difusio´n del calor, mode-
lado a trave´s de ecuaciones diferenciales en derivadas parciales (Courant
e Hilbert 1934, Hadamard 1932). En el contexto de las teor´ıas cua´nti-
cas, la primera referencia que encontramos sobre su uso corresponde a
Fock (1937), quien lo utilizo´ en el ca´lculo de funciones de Green. Ma´s
cerca en el tiempo, quiza´s el trabajo ma´s famoso en el que ha sido
empleado es en la construccio´n de una teor´ıa covariante de la gravedad
cua´ntica por parte de DeWitt (1967). Por cierto, en el cap´ıtulo prece-
dente hemos visto, para el caso sencillo de un campo escalar en TCC,
co´mo surgen con naturalidad las FE de operadores diferenciales en la
realizacio´n de ca´lculos perturbativos, cfr. (II.2.17).
Detra´s de las FE existe un formalismo matema´tico que ha dado
lugar a la creacio´n de una entera rama de las matema´ticas llamada
geometr´ıa espectral. Esta rama investiga la relacio´n entre la geometr´ıa
de una variedad y los autovalores de operadores sobre ella definidos;
esto se suele resumir en la metafo´rica pregunta formulada por Kac
(1966): “Can we hear the shape of a drum?”1.
El puntapie´ inicial para la concepcio´n de la geometr´ıa espectral fue
dado a principios del siglo XX por Weyl (1912), quien demostro´ que el
comportamiento asinto´tico de los autovalores del operador Laplaciano,
1“¿Podemos escuchar la forma de un tambor?”, en ingle´s.
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con condiciones de contorno Dirichlet en el borde de una regio´n compac-
ta suave, permite determinar el volumen de esta u´ltima. Seguidamente
se observo´ que tanto el NdC como la funcio´n zeta del Laplaciano con-
tienen gran cantidad de informacio´n referida a la variedad sobre la cual
se encuentran definidos (Carleman 1934, Minakshisundaram y Pleijel
1949). Los resultados para operadores diferenciales ma´s generales que
el Laplaciano fueron acun˜ados por Seeley en una serie de trabajos pu-
blicados a fines de de la de´cada de 1960 (Seeley 1967, 1969a,b).
Este cap´ıtulo tiene como propo´sito dar sustento a las te´cnicas es-
pectrales que consideraremos en el resto de esta tesis. Para ello, enun-
ciaremos algunos resultados de la geometr´ıa espectral, dedica´ndonos
especialmente al NdC de cierta clase de operadores diferenciales. Como
paso previo, deberemos establecer ciertas propiedades de los operadores
en cuestio´n (Gilkey 1995, Wloka et al. 1995).
3.1. Nociones generales sobre operadores diferenciales
Antes de definir que´ es lo que entendemos por operador diferencial
en derivadas parciales, conviene introducir la notacio´n de multi-´ındices,
la cual facilitara´ la notacio´n de este cap´ıtulo.
Definicio´n 1. Un multi-´ındice α es una m-upla α = (α1, . . . , αm)
de enteros no negativos αj.
Definicio´n 2. Dado un multi-´ındice α definimos
|α| := α1 + . . .+ αm,
α! := α1! · · ·αm!,
xα := xα11 · · · xαmm ,
Dαx := (−i)|α|
(
∂
∂x1
)α1
· · ·
(
∂
∂xm
)αm
.
(III.1.1)
Haciendo uso de dicha notacio´n, podemos definir en forma compacta
la clase de operadores sobre los que centraremos nuestra atencio´n.
Definicio´n 3. Un operador lineal P :
[C∞(Rd)]k → [C∞(Rd)]k
que mapea el espacio de vectores k-dimensionales de funciones suaves
definidas sobre Rd en s´ı mismo es un operador en derivadas parciales
de orden b si tiene una expresio´n polino´mica
P := p(x,D) :=
∑
|α|≤b
aα(x)D
α
x ,(III.1.2)
donde los coeficientes aα(x) ∈ C∞ : Rd → Ck×k son funciones suaves
que toman valores en un espacio matricial complejo de dimensio´n k.
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A este tipo de operadores corresponden G = −∂2 + m2, definido
luego de (II.2.6) y coincidente con el operador laplaciano en el caso
m = 0, y, por lo general, el operador δ2φS introducido en (II.2.2). De
acuerdo a la definicio´n (III.1.2), la accio´n de un operador diferencial P
sobre una funcio´n f(x) ∈ S, el espacio de Schwartz2, es
P f(x) =
∫
eixξ p(x, ξ) f˜(ξ) dξ˜
=
∫
ei(x−y)ξ p(x, ξ) f(y) dydξ˜.
(III.1.3)
En esta expresio´n hemos utilizado la transformada de Fourier f˜(p) de
la funcio´n f(x), escrita de acuerdo a la convencio´n
f˜(p) =
∫
e−ipx f(x) dx
=
∫
e−i(p−q)x f˜(q) dxdq˜,
(III.1.4)
en la cual3 dq˜ := dq/(2π)d. La ec. (III.1.3) motiva la siguiente definicio´n,
de la que a su vez resultan inmediatas dos propiedades caracter´ısticas
de un operador diferencial de orden b:
Definicio´n 4. El s´ımbolo σ(P ) : R2d → Ck×k de un operador
diferencial P = p(x,D) esta´ definido como
σ(P )(x, ξ) := p(x, ξ).(III.1.5)
Por otro lado, el s´ımbolo principal σL(P ) consta de los te´rminos de
mayor orden como funcio´n en ξ de σ(P ):
σL(P )(x, ξ) :=
∑
|α|=b
aα(x)ξ
α.(III.1.6)
Propiedad 4.1. El s´ımbolo σ(P )(x, ξ) es un polinomio de orden b
en la variable dual ξ.
Propiedad 4.2. El s´ımbolo principal σL(P )(x, ξ) es un polinomio
homoge´neo de grado b en ξ.
2El espacio de Schwartz S es el conjunto de funciones f(x) suaves definidas so-
bre Rd, tales que para multi-´ındices α, β cualesquiera existen constantes Cα,β que
satisfacen la relacio´n |xαDβxf | ≤ Cα,β . La transformada de Fourier es un isomorfis-
mo en este espacio.
3Usaremos la siguiente notacio´n: una tide sobre una funcio´n representa su trans-
formada de fourier F , mientras que una tilde en un diferencial implica un factor
(2π)−d.
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Los resultados que establecio´ R.T. Seeley se refieren a un conjunto
ma´s restringido que el de los operadores lineales en derivadas parcia-
les. Las restricciones de las siguientes definiciones bastara´n para poder
enunciar el lema fundamental de esta seccio´n sobre operadores diferen-
ciales y el teorema sobre su NdC.
Definicio´n 5. Un operador diferencial P se dice el´ıptico sii su
s´ımbolo principal σL(P ) es invertible para |ξ| = 1 o, equivalentemente,
sii det σL(P )(x, ξ) 6= 0 para |ξ| = 1.
Definicio´n 6. Se dice que un operador diferencial P posee un
s´ımbolo principal definido positivo sii su s´ımbolo principal puede ser
elegido para ξ 6= 0 como una matriz hermı´tica definida positiva (con
autovalores λ > 0).
Es preciso realizar algunos comentarios. Primero, la importancia
del cara´cter el´ıptico radica en que todo operador diferencial el´ıptico
P , en caso de que exista, posee un operador adjunto P † que resulta
ser tambie´n un operador diferencial. Por otro lado, a diferencia de lo
que podr´ıa parecer a primera vista, el espectro de un operador definido
positivo no es necesariamente no negativo, aunque s´ı posee una cota
inferior.
Todas las definiciones y propiedades precedentes son fa´cilmente ge-
neralizables al caso de un fibrado vectorial V suave, definido sobreM,
una variedad Riemaniana d-dimensional, suave y compacta, que su-
pondremos sin borde. Para ello, sera´ necesario suponer que V posee
una dada me´trica Riemanniana compatible, de forma que el espacio
L2(V ) de funciones de cuadrado integrable Lebesgue sobre la variedad
este´ definido en forma invariante. Salvo que explicitemos lo contrario,
todo aquello que enunciaremos en el resto del cap´ıtulo correspondera´ a
este caso.
Finalmente, podemos establecer el principal resultado de esta sec-
cio´n, expresado en el4
Lema 1. Sea P : C∞(V )→ C∞(V ) un operador diferencial el´ıptico
y autoadjunto de orden b > 0:
a) se puede encontrar una base ortonormal completa de autovectores
{φn∈N} para L2(V ), con autovalores λn ∈ R;
b) los autovectores φn son suaves y se cumple que
l´ım
n→∞
|λn| =∞;
4Para su demostracio´n, ver el trabajo de Gilkey (1995), cap´ıtulo 1.
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c) si ordenamos los autovalores en orden creciente |λ1| ≤ |λ2| ≤ · · · ,
entonces existen constantes C, δ > 0 tales que |λn| ≥ C nδ si n es
grande.
3.2. El nu´cleo de calor
La traza del NdC, funcio´n espectral que en (II.2.18) hemos presen-
tado, puede ser analizada con formalidad en el contexto de la teor´ıa de
operadores diferenciales el´ıpticos. El punto de partida es, indudable-
mente, la generalizacio´n del afamado problema de la difusio´n de calor
estudiado por J. Fourier en el siglo XIX. Efectivamente, consideremos la
Definicio´n 7. Dado un operador diferencial P el´ıptico de orden
b > 0, autoadjunto y con s´ımbolo principal definido positivo sobre un
fibrado vectorial 5 V con variedad de base M, la ecuacio´n de calor
asociada es (
d
dt
+ P
)
f(x, t) = 0, para x ∈M y t ≥ 0,(III.2.1)
con la condicio´n inicial
f(x, 0) = f(x).(III.2.2)
La solucio´n a (III.2.1) es, formalmente, f(x, t) = e−tPf(x). En for-
ma ma´s precisa, de acuerdo a los resultados del Lema 1, existe una base
de autofunciones φn∈N del operador P en te´rminos de la cual podemos
escribir la serie de Fourier generalizada f(x, t) =
∑
n an(t)φn(x). En
consecuencia, resulta inmediato que la solucio´n a la ecuacio´n de calor
puede escribirse como
f(x, t) =
∑
n
e−λnt (φn, f)φn(x)(III.2.3)
=
∫
M
K(t, x, y) f(y)
√
g dy,(III.2.4)
donde hemos introducido la medida invariante sobre la variedad base
M utilizando su me´trica g y hemos definido (formalmente) el NdC
K(t, x, y) =
∑
n
e−λnt φn(x)⊗ φ†n(y).(III.2.5)
De estas ecuaciones, deducimos que el operador e−tP es un operador
integral cuyo nu´cleo resulta ser K(t, x, y). Este nu´cleo tiene la pro-
piedad de ser una funcio´n infinitamente suave de las variables (t, x, y)
5Recordemos que supondremos de aqu´ı en adelante que el fibrado satisfara´ las
hipo´tesis detalladas en la seccio´n anterior. Utilizaremos tambie´n ide´ntica notacio´n.
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para t > 0, por lo que se pueden justificar todos los manejos formales
realizados precedentemente.
Entre otras caracter´ısticas del nu´cleo K(t, x, y), enunciaremos el
resultado principal de este cap´ıtulo, resumido en el siguiente6
Teorema 1. Sea P un operador en derivadas parciales de orden
b > 0, el´ıptico, autoadjunto y definido positivo sobre un fibrado vecto-
rial V . Entonces, si K(t, x, y) es el nu´cleo de e−tP , vale el desarrollo
asinto´tico de su diagonal
K(t, x, x) ∼
∞∑
n=0
t
n−d
b en(x, P ), para t↓0.(III.2.6)
Adema´s, las cantidades en(x, P ) dependen de un nu´mero finito de coefi-
cientes del s´ımbolo p(x, ξ) pensado como polinomio en ξ, y resultan ser
invariantes frente a cualesquiera elecciones del sistema de coordenadas
en M y la trivializacio´n local de V . Ma´s au´n, si n es impar resulta
que7 en(x, P ) = 0.
A partir de (III.2.6) se puede obtener el resultado correspondiente
a la traza del nu´cleo de calor, la cual en el caso de operadores con
s´ımbolo principal escalar es
TrL2e
−tP =
∫
M
TrVxK(t, x, x)
√
g dx
∼
∞∑
n=0
t
n−d
b
∫
M
dx
√
g an(x, P ), para t↓0
∼
∞∑
n=0
t
n−d
b an(P ), para t↓0.
(III.2.7)
Los coeficientes an(x, P ) reciben el nombre de invariantes escalares lo-
cales de Seeley-DeWitt (SDW) del desarrollo asinto´tico del nu´cleo de
calor y esta´n definidos como la traza TrVx de en(x, P ) sobre la fibra V
situada en el punto x
an(x, P ) = TrVxen(x, P ).(III.2.8)
En tanto, sus integrales an(P ) =
∫
M an(x, P ) sobre la variedad se de-
nominan escalares invariantes integrados de SDW o simplemente coe-
ficientes de SDW. Ambos heredan las propiedades de los coeficientes
en(x, P ); entre otras, pueden ser calculados en cualquier sistema de
6Para su demostracio´n, ver el trabajo de Gilkey (1995), cap´ıtulo 1.
7Seguidamente veremos que para variedades con borde no vale esta propiedad.
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coordenadas y en forma relativa a cualquier trivializacio´n local co-
mo expresiones combinatorias de un nu´mero finito de coeficientes del
s´ımbolo p(x, ξ) de P pensado como polinomio en ξ. Tambie´n es cierto
que an(x, P ) = 0 si n es impar.
Es frecuente utilizar una funcio´n f(x) suave definida sobreM para
definir el desarrollo asinto´tico
TrL2(f e
−tP ) ∼
∞∑
n=0
t
n−d
b an(f, P ), para t↓0.(III.2.9)
El uso de esta funcio´n resultara´ de ayuda al analizar resultados similares
sobre variedades no compactas.
Para finalizar, conviene mencionar que estos resultados pueden ser
generalizados a variedades con borde, donde se imponen ciertas con-
diciones de contorno a trave´s del operador B. En la gran mayor´ıa de
los casos de intere´s f´ısico, evitando condiciones de contorno no locales
(Grubb y Seeley 1995), se obtiene un desarrollo
Tr
(
f e−tA
) ∼ ∞∑
n=0
t
n−d
b an(f, A,B), para t↓0.(III.2.10)
Los coeficientes an(P,B) poseen ahora contribuciones tanto de volumen
como de borde de invariantes locales
(III.2.11) an(f, P,B) =
∫
M
dx
√
g f(x) an(x, P )
+
n∑
j=1
∫
∂M
dy
√
h f (j)(y) an,j(y, P,B) ,
simbolizando con f (j)(y) la j-e´sima derivada en la coordenada normal
al borde de la funcio´n regularizadora f(x). Bajo estas hipo´tesis, los
coeficientes impares no son necesariamente nulos.
3.2.1. El nu´cleo de calor para operadores generalizados de
Laplace. Para ejemplificar el teorema de la seccio´n previa, podemos
analizar el caso de un operador D de segundo orden del tipo de Laplace
D = − (gµν∇µ∇ν + E) ,(III.2.12)
donde gµν es la inversa del tensor me´trico sobre M, ∇µ es la derivada
covariante que contiene tanto la conexio´n de Christoffel,
Γσµν =
1
2
gσρ (∂µgνρ + ∂νgµρ − ∂ρgµν) ,
como la de spin (ωµ), y E es un endomorfismo en V . Por cuanto el
ca´lculo del desarrollo asinto´tico del nu´cleo de calor involucra tan so´lo
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el producto de invariantes locales, conviene identificarlos; en este ejem-
plo, dichos te´rminos pueden armarse utilizando el endomorfismo E, la
me´trica gµν , la derivada covariante∇µ y la funcio´n suave f que introdu-
cimos al tomar la traza. Igualmente, deben considerarse sus derivados:
la curvatura de Riemann
(III.2.13) Rµνρσ := ∂σΓ
µ
νρ − ∂ρΓµνσ + ΓλνρΓµλσ − ΓλνσΓµλρ,
el tensor de Ricci Rµν := R
σ
µνσ, la curvatura escalar R := R
µ
µ y el
tensor de campo Ωµν de la conexio´n ωµ:
(III.2.14) Ωµν = ∂µων − ∂νωµ + ωµων − ωνωµ .
Un me´todo veloz para determinar la forma de los te´rminos de los
coeficientes an(f,D) consiste en su ana´lisis dimensional. Siendo cierto
que t es un para´metro con dimensio´n de longitud al cuadrado ([t] =
l2) y que la diagonal del NdC es adimensional, an(x,D) debe tener
unidades [an(x,D)] = l
2(d−n)/2. Partiendo del hecho que cada una de
las posibles contribuciones tiene dimensiones de l−p, con p ≥ 0, el
nu´mero de candidatos a contribuir a un dado coeficiente resulta finito,
tal y como lo establece el Teorema 1. Por ejemplo, el primer te´rmino
debe ser del tipo
a0(f,D) =
∫
M
dx
√
g TrVx{α0f}(III.2.15)
con α0 un nu´mero a determinar; por fortuna, bastara´ hacerlo para un
dado operador sobre un cierto fibrado vectorial, visto que no depende
de la eleccio´n de estos. En el anexo 3.A resumimos una de las te´cnicas
utilizadas para el ca´lculo de coeficientes, que consiste en tomar el caso
especial M = Rd.
Anexos
3.A. Ca´lculo de los primeros coeficientes de Seeley-DeWitt
para la variedad de base Rd
En este anexo, estudiaremos el desarrollo asinto´tico del nu´cleo de
calor correspondiente al operador diferencial introducido en (III.2.12)
D = − (gµν∇µ∇ν + E) ,(III.A.1)
definido sobre un espacio vectorial V con variedad de base M = Rd,
una variedad no compacta. En este caso, es necesario suponer ciertas
condiciones de decrecimiento en el infinito sobre E y la funcio´n f(x),
con el fin de obtener un nu´cleo de calor
K(f ; t) = TrL2(fe
−tD)(III.A.2)
bien comportado. Dada por va´lida esta suposicio´n, podemos calcular
la traza utilizando la base de ondas planas8 y la traza TrVx sobre la
fibra en el punto x de la variedad:
K(f ; t) =
∫
dx
∫
dk˜ e−ikxTrVx{f(x)e−tDeikx}
=
∫
dx
∫
dk˜TrVx{f(x)e−tk
2
et(2ik
µ∇µ+∇2+E)} .
(III.A.3)
Conviene notar, en primer lugar, que en la u´ltima l´ınea de esta ecua-
cio´n el operador diferencial ∇µ actu´a solo sobre E. En segundo lugar,
que hemos separado la exponencial en dos te´rminos, con la intencio´n
de desarrollar en serie aquel que contiene derivadas; el resultado que
obtendr´ıamos ser´ıa un polinomio en t y en k donde, debido a la presen-
cia de la exponencial e−tk
2
, cada factor k ser´ıa del orden de
√
t luego
de realizar la integral correspondiente.
8Esta base resulta conveniente para Rd. En general, podra´ utilizarse este me´to-
do para otras variedades eligiendo la base ma´s adecuada al problema.
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Siguiendo ese plan y utilizando la notacio´n ∇µ1 · · · ∇µnf = f;µ1···µn ,
el resultado que se obtiene para el desarrollo del nu´cleo de calor es
K(f ; t) =
1
(4πt)d/2
∫
dxTrVx
{
f(x)
(
1 + tE
+ t2
(
1
2
E2 +
1
6
E;µµ +
1
12
ΩµνΩ
µν
)
+O(t3)
)}
.
(III.A.4)
De esta ecuacio´n se pueden leer los primeros coeficientes del desarrollo
a0(f,D) =
1
(4π)d/2
∫
Rm
TrVx{f},
a2(f,D) =
1
(4π)d/2
∫
Rm
TrVx{f E},
a4(f,D) =
1
12 (4π)d/2
∫
Rm
TrVx{f(2E;kk + 6E2 + ΩijΩij)}.
(III.A.5)
Dado que Rd es una variedad plana, si toma´ramos una variedad Rie-
manniana arbitraria deber´ıamos agregar a estos coeficientes contribu-
ciones provenientes de te´rminos que involucraran el tensor de curvatura.
CAPI´TULO 4
Formalismo de l´ınea de mundo
Un’ansia inconsueta da qualche tempo
si accende in me alla sera, e non e`
piu` rimpianto delle gioie lasciate, come
accadeva nei primi tempi del viaggio;
piuttosto e` l’impazienza di conoscere le
terre ignote a cui mi dirigo.
– D. Buzzatti, I Sette Messaggeri.
El ana´lisis perturbativo de cantidades f´ısicas en TCC suele portar
indefectiblemente a la construccio´n y posterior ca´lculo de diagramas de
Feynman. El principal problema que esto acarrea es de co´mputo: hay
un veloz incremento en el nu´mero de diagramas relevantes al aumentar
el orden de la perturbacio´n en las correcciones cua´nticas o el nu´mero
de part´ıculas involucradas en el proceso de dispersio´n. No obstante, en
muchas teor´ıas los diversos diagramas aportan contribuciones que se
cancelan entre ellas y dan lugar a un resultado final simplificado.
El FLM es un me´todo eficiente para realizar el ca´lculo de acciones
efectivas, amplitudes de dispersio´n y anomal´ıas en TCC que explica
algunas de esas cancelaciones y muestra varias ventajas conceptuales y
pra´cticas respecto al me´todo diagrama´tico (Bastianelli y van Nieuwen-
huizen 2006, Schubert 2001). En la seccio´n 1.4 hemos ya mencionado
diversas aplicaciones en las cuales ha demostrado su eficiencia.
A grandes rasgos, las te´cnicas del FLM pueden ser utilizadas pa-
ra estudiar el NdC de diversos operadores diferenciales y, en conse-
cuencia, permiten el ana´lisis del determinante funcional del operador
diferencial que describe las fluctuaciones cua´nticas en TCC. El opera-
dor en cuestio´n, el cual se obtiene tomando la variacio´n segunda de la
accio´n cla´sica, en general se trata de un operador diferencial local cu-
yos coeficientes de Seeley-De Witt (SDW), coeficientes de la expansio´n
asinto´tica (para pequen˜os valores del tiempo propio) de la traza del
NdC del operador, han sido en muchos casos estudiados.
En particular, como veremos en este cap´ıtulo para el caso de campos
escalares, el FLM nos permite determinar, a trave´s del ca´lculo inter-
medio de coeficientes de SDW, cantidades a 1 bucle en TCC utilizando
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las integrales de camino de R. Feynman. Tan pronto hayamos intro-
ducido el formalismo, consideraremos el caso general de potenciales
regulares. Esto, sumado a los me´todos desarrollados en la seccio´n 2.3
para la renormalizacio´n implementada en te´rminos de te´cnicas espec-
trales, permitira´ concentrarnos en el ana´lisis de la renormalizabilidad
del modelo λφ4.
Para concluir, mostraremos co´mo el FLM puede ser utilizado incluso
en el estudio de potenciales singulares tipo delta de Dirac. Esta clase
de potenciales se asocia a bordes semitransparentes, los cuales imponen
particulares condiciones de contorno a los campos. Como es usual, es
posible investigar la dependencia de la energ´ıa efectiva (cfr. 2.4.1) ante
geometr´ıas con este tipo de bordes; el ejemplo del que nos ocuparemos
es la configuracio´n de dos placas paralelas.
Vale decir que todas las te´cnicas desarrolladas a lo largo de este
cap´ıtulo, junto a los ejemplos que analizamos, tienen como objetivo
preparar el recorrido para la generalizacio´n del FLM a TCC no con-
mutativas, teor´ıas que son propuestas como modelos efectivos de la
gravedad cua´ntica. A ello nos dedicaremos a partir del cap´ıtulo 5.
4.1. Formalismo de l´ınea de mundo para campos escalares
Consideremos un campo escalar ϕ real, masivo y autointeractuante
a trave´s de un potencial U(ϕ), definido sobre un espacio eucl´ıdeo de
d dimensiones. Como hemos visto en la seccio´n 2.2, la correccio´n a un
bucle de la AE esta´ dada por1
Γ1−bucle[φ] = −1
2
∫ ∞
0
dβ
β
Tr e−βA,(IV.1.1)
la integral de la traza del NdC de A = −∆+m2 + U ′′(φ), el operador
de fluctuaciones cua´nticas evaluado en el valor de expectacio´n de vac´ıo
〈ϕ〉 = φ. Esta traza puede ser escrita expl´ıcitamente sobre el espacio
de coordenadas x utilizando la notacio´n de Dirac, resultando
Γ1−bucle[φ] = −1
2
∫ ∞
0
dβ
β
∫
ddx 〈x| e−β(−∆+m2+U ′′(φ)) |x〉.(IV.1.2)
Llegados a este punto, podemos notar un aspecto clave del FLM: el
integrando de (IV.1.2) puede ser asociado a una amplitud de transicio´n
en meca´nica cua´ntica no relativista. En efecto, supongamos que estu-
vieramos estudiando el comportamiento de una part´ıcula de masa m′
1La ecuacio´n (II.2.17) posee adema´s un te´rmino que corresponde al nu´cleo
de calor de una part´ıcula libre, proveniente de la normalizacio´n de la funcional
generatriz Z[J ]). Por economı´a en la escritura, salvo mencio´n contraria, omitiremos
este te´rmino.
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cuya evolucio´n fuera dictada por el hamiltoniano H, correspondiente a
un potencial V independiente del tiempo. En ese caso, la amplitud de
transicio´n K(x′, x′′, it) desde la posicio´n x′ hasta x′′, en un intervalo de
tiempo t, estar´ıa dada por
K(x′, x′′, it) := 〈x′′|e−itH |x′〉
=
∫ x(t)=x′′
x(0)=x′
Dx(τ) ei
∫ t
0 dτ
(
m′
2
x˙2−V (x(τ))
)
,
(IV.1.3)
al expresarla como una integral de camino de Feynman2. Comparando
las expresiones (IV.1.2) y (IV.1.3), es inmediato realizar las correspon-
dencias 

H → p2 +m2 + U ′′(φ(x))
t → −iβ
m′ → 1
2
x′, x′′ → x
(IV.1.4)
En resumen, notando que el exponente en la integral de camino
(IV.1.3) es el lagrangiano de la part´ıcula imaginaria, la contribucio´n de
un bucle a la AE puede ser escrita como la fo´rmula maestra del FLM,
Γ1−bucle[φ] = −1
2
∫ ∞
0
dβ
β
∫
ddx
∫ x(β)=x
x(0)=x
Dx(τ) e−
∫ β
0 dτ(
1
4
x˙2+m2+U ′′(φ(x(τ)))).
(IV.1.5)
Equivalentemente, la suma sobre todas las trayectorias cerradas puede
ser tenida en cuenta eligiendo en la integral de caminos la medida
asociada a trayectorias perio´dicas3:
Γ1−bucle[φ] = −1
2
∫ ∞
0
dβ
β
∫
x(0)=x(β)
Dx(τ) e−
∫ β
0 dτ(
1
4
x˙2+m2+U ′′(φ(x(τ)))).
(IV.1.6)
2Si el hamiltoniano estuviera definido a valores matriciales uno deber´ıa tener
la precaucio´n de ordenar temporalmente el integrando de la IdC para obtener los
resultados correctos (Bastianelli y Nieuwenhuizen 1993). En los casos que analiza-
remos sera´ irrelevante la introduccio´n de dicho ordenamiento.
3El ca´lculo de la traza del NdC involucra una integral sobre el ET; ya sea sobre
el punto de interseccio´n de las trayectorias, en el caso de condiciones Dirichlet, o
sobre el modo cero (o modo centro de masa) de −∂2t , para caminos perio´dicos, el
resultado es el mismo. Sin embargo, en geometr´ıas curvas han sido encontradas
discrepancias entre ambos enfoques al momento de calcular cantidades locales; el
problema radica en que las coordenadas de centro de masa pueden no ser covariantes
(Schalm y van Nieuwenhuizen 1999).
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Las ventajas de utilizar (IV.1.5) o (IV.1.6) respecto a la otra var´ıan
con el modelo en consideracio´n. En lo sucesivo veremos co´mo aplicar
concretamente estas fo´rmulas a diversos ejemplos.
4.2. Coeficientes de Seeley-DeWitt para un potencial
regular
Dado un operador del tipo laplaciano A = −∆ + V (x) en Rd, el
cual podr´ıa asociarse a las fluctuaciones cua´nticas de un campo escalar
interactuante con el potencial de fondo V (x) o autointeractuante con
un potencial U(ϕ(x)) tal que δ2φU = V (x), la traza de su NdC puede
ser escrita, utilizando el FLM, como
Tr e−βA =
∫
ddxK(x, x, β)
=
∫
ddx
∫
x(0)=x(β)=x
D′x(τ) e−
∫ β
0 dτ(
1
4
x˙2+V (x(τ))).
(IV.2.1)
A modo de primer ejemplo sobre la aplicacio´n de (IV.2.1), determina-
remos los coeficientes de SDW para el caso de un potencial V (x) al que
requeriremos ciertas condiciones de regularidad.
Para ello, centraremos en un primer momento nuestra atencio´n so-
bre el NdC. Visto que obtener los coeficientes de SDW es al fin y al cabo
obtener un desarrollo va´lido para valores pequen˜os del tiempo propio
β, conviene realizar como primer paso un reescaleo en la variable de
integracio´n temporal, de forma que
K(x, x′, β) =
∫ x(1)=x′
x(0)=x
Dx(τ) e−
∫ 1
0 dτ(
1
4β
x˙2+β V (x(τ))).(IV.2.2)
El cambio de escala acarrea la aparicio´n de un factor dependiente de
β en la medida de la integral de camino. Desconocer la forma precisa
de este factor no traera´ mayores inconvenientes pues la normalizacio´n
sera´ posteriormente determinada comparando el resultado con el NdC
de una part´ıcula libre, cuyo valor es conocido4.
De (IV.2.2) resulta inmediato que el desarrollo para pequen˜os tiem-
pos β sera´ compatible con una expansio´n en potencias de V, en cuanto,
pensada como una TCC en 0+1 dimensiones, el propagador es propor-
cional a β, la constante de acoplamiento del potencial es justamente
el tiempo propio, y el desarrollo en potencias de V no es ma´s que el
4Otro camino posible es analizar el efecto de la modificacio´n de la escala en la
medida de integracio´n.
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desarrollo en el nu´mero de bucles:
K(x, x′, β) =
∫ x(1)=x′
x(0)=x
Dx(τ) e−
∫ 1
0 dτ
1
4β
x˙2
∞∑
n=0
(−β)n
n!
(∫ 1
0
dτ V (x(τ))
)n
.
(IV.2.3)
Una forma natural de proseguir es expandiendo x(τ) alrededor de
la trayectoria cla´sica (correspondiente a V ≡ 0) e introduciendo las
fluctuaciones cua´nticas ϕ(τ) ∈ Rd a trave´s de sus componentes ϕµ(τ):
(IV.2.4) xµ(τ) =: τ(x
′ − x)µ + xµ + ϕµ(τ).
Recalquemos un aspecto que pronto sera´ clave: a diferencia de los ca-
minos x(τ), las fluctuaciones ϕ(τ) satisfacen condiciones Dirichlet en
τ = 0 y τ = 1. Realizando esta traslacio´n en la IdC, integral cuya
medida de integracio´n no se ve afectada, obtenemos
K(x, x′, β) =
= e
− (x−x′)2
4β
∞∑
n=0
(−β)n
n!
ϕ(1)=0∫
ϕ(0)=0
Dϕ(τ) e−
∫ 1
0 dt
′ ϕ˙2(t′)/4β
×
[∫ 1
0
dt V ((x− x′) t+ x′ + ϕ(t))
]n
= e
− (x−x′)2
4β
∞∑
n=0
(−β)n
n!
〈(∫ 1
0
dt V ((x− x′) t+ x′ + ϕ(t))
)n〉
D
×
ϕ(1)=0∫
ϕ(0)=0
Dϕ(τ) e−
∫ 1
0 dt
′ ϕ˙2(t′)/4β .
(IV.2.5)
En la u´ltima ecuacio´n hemos utilizado la siguiente notacio´n, tomada
prestada de la meca´nica estad´ıstica, para el valor medio de una funcio´n
arbitraria de los campos ϕ(τ) con una medida gaussiana dada por el
cociente de integrales de caminos
(IV.2.6) 〈 f [ϕ(t)]〉D :=
∫
ϕ(0)=ϕ(1)=0
Dϕ(τ) e−
∫ 1
0 dt
′ ϕ˙2(t′)/4β f [ϕ(t)]
∫
ϕ(0)=ϕ(1)=0
Dϕ(τ) e−
∫ 1
0 dt
′ ϕ˙2(t′)/4β
,
De la definicio´n resulta trivial la igualdad 〈1〉 = 1.
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Este es un punto adecuado para dedicarnos a un aspecto que he-
mos dejado de lado hasta el momento: la normalizacio´n de la integral
de caminos. Notemos que, al tomar V ≡ 0, la expresio´n (IV.2.5) se
reduce al NdC K0(x, x
′, β) de una part´ıcula libre en la primera cuan-
tizacio´n, tambie´n asociado al problema del flujo del calor. Su forma
exacta puede obtenerse aprovechando su interpretacio´n como amplitud
de transicio´n e introduciendo la relacio´n de completitud en la base de
estados de momento definido, ya que en ella el hamiltoniano asociado
resulta diagonal; el resultado es
K0(x, x
′, β) =
e
− (x−x′)2
4β
(4πβ)d/2
.(IV.2.7)
Una comparacio´n directa de (IV.2.5) con (IV.2.7) nos permite elegir la
normalizacio´n
ϕ(1)=0∫
ϕ(0)=0
Dϕ(τ) e−
∫ 1
0 dt
′ ϕ˙2(t′)/4β :=
1
(4πβ)d/2
.(IV.2.8)
Luego de esta breve digresio´n sobre la notacio´n y la normalizacio´n
de la integral de camino, podemos proseguir con el estudio de (IV.2.5).
Una de las alternativas para explotar las condiciones de regularidad del
potencial V , es realizar un desarrollo en te´rminos de las fluctuaciones ϕ
y los incrementos en la posicio´n (x−x′). En tal caso, las contribuciones
de los te´rminos correspondientes a n = 0, 1, 2 en (IV.2.5) son5
K(x, x′, β) =
=
e
− (x−x′)2
4β
(4πβ)d/2
{
〈1〉D − β V (x′)
∫ 1
0
dt 〈1〉D
− β ∂µV (x′)
∫ 1
0
dt [(x− x′)µ t 〈1〉D + 〈ϕµ(t)〉D]
− β
2
∂2µνV (x
′)
∫ 1
0
dt 〈[(x− x′) t+ ϕ(t)]µ [(x− x′) t+ ϕ(t)]ν〉D
− . . .+ β
2
2
V 2(x′)
∫ 1
0
∫ 1
0
dt dt′〈1〉D + . . .
}
.
(IV.2.9)
5La eleccio´n de los te´rminos que figuran en (IV.2.9) puede parecer a primera
vista arbitraria; no obstante, responde a un desarrollo a orden β2. Para convencerse,
basta observar que ante la presencia del factor exponencial, la variable xµ es del
orden de
√
β al ser integrada.
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Es claro que hemos reducido el problema al ca´lculo de funciones
de transicio´n de n puntos, a saber, valores medios de expectacio´n del
producto de n campos ϕ. Como hemos aprendido de TCC, una for-
ma elegante de tratar con estas cantidades es a trave´s de la funcional
generatriz (FG) ZD[j], definida por la ecuacio´n
ZD[j] :=
ϕ(1)=0∫
ϕ(0)=0
Dϕ(τ) e−
∫ 1
0 dt
′ {ϕ˙2(t′)/4β−j(t′)ϕ(t′)}
ϕ(1)=0∫
ϕ(0)=0
Dϕ(τ) e−
∫ 1
0 dt
′ {ϕ˙2(t′)/4β}
= eβ
∫ 1
0 dt j(t)((−∂2)−1D j)(t).
(IV.2.10)
Para utilizar esta expresio´n, obtenida completando cuadrados en la fun-
cional cuadra´tica en ϕ, debemos encontrar el operador integral (∂2)−1D ,
el cual actu´a sobre cada componente del vector fuente j como el inverso
del operador de Sturm-Liouville ∂2 en una dimensio´n con condiciones
de contorno Dirichlet; la solucio´n a este problema es harto conocida y
esta´ dada por la funcio´n de Green sime´trica
g(t, t′) =
{
t(1− t′) si t < t′
t′(1− t) si t > t′ .(IV.2.11)
Al respecto conviene hacer una aclaracio´n: ¿que´ habr´ıa sucedido en ca-
so de que hubie´ramos trabajado con la IdC en te´rminos de trayectorias
con condiciones de contorno perio´dicas en lugar de las tipo Dirichlet? El
operador (∂2)−1per involucrado habr´ıa tenido modos cero (las trayectorias
constantes) y no habr´ıa sido invertible. Por supuesto, ello se podr´ıa re-
mendar separando el modo cero, una alternativa un poco ma´s laboriosa
que la elegida.
Retornando a la expresio´n (IV.2.10) para la FG, su ventaja opera-
tiva consiste en que, derivadas funcionales por medio, permite conocer
cualquier funcio´n de transicio´n de n puntos computando
〈ϕi1(t1) . . . ϕin(tn)〉D : =
δ
δjµ1(t1)
. . .
δ
δjµn(tn)
ZD[j]
∣∣∣∣
j≡0
.(IV.2.12)
A modo de ejemplo, reuniendo las ecuaciones (IV.2.12) y (IV.2.10),
podemos calcular las cantidades
〈ϕµ(t)〉D = 0 ,
〈ϕµ(t)ϕν(t′)〉D = δµν 2β
{
t(1− t′) si t < t′
t′(1− t) si t > t′ ,
(IV.2.13)
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utilizando la delta de Kronecker δµν . De esto resulta inmediato re-
conocer que el ca´lculo de los valores medios de la ecuacio´n (IV.2.9),
si bien puede resultar trabajoso, es directo. Es as´ı que, valie´ndonos
de (IV.2.13), encontramos el siguiente resultado para la expansio´n del
NdC en te´rminos de los incrementos δµ := xµ − x′µ y el tiempo propio
β:
K(x, x′, β) =
(IV.2.14)
=
e
− δ2
4β
(4πβ)d/2
{
1− β V ∓ β
2
∂µV · δµ + β
2
2
(
−1
3
△V + V 2
)
− β
6
∂2µνV · δµδν ±
β2
2
(
−1
6
∂µ△V + V ∂µV
)
· δµ ∓ β
24
∂3µνρV · δµδνδρ
+
β3
6
(
− 1
10
△△V + V△V + 1
2
∂µV ∂µV − V 3
)
+
β2
2
(
− 1
20
∂2µν△V +
1
3
V ∂2µνV +
1
4
∂µV ∂νV
)
· δµδν
− β
120
∂4µνρσV · δµδνδρδσ + . . .
}
.
En esta expresio´n, los signos superior e inferior corresponden al caso
en el que el desarrollo del potencial es alrededor del punto inicial (x′)
o final (x), respectivamente. Por otro lado, el prefactor exponencial
implica que al realizar la integral del NdC en la variable x, cada factor
δi dara´ una contribucio´n de orden β
1/2. Como consecuencia, los puntos
en la expresio´n (IV.2.14) indican contribuciones de orden β7/2.
Ma´s alla´ que el NdC posea informacio´n adicional tanto a nivel ma-
tema´tico como f´ısico, la ecuacio´n (IV.2.1) requiere u´nicamente el desa-
rrollo para tiempo propio pequen˜o de la traza del NdC. Tomando lo
que se conoce como la diagonal del NdC, es decir xµ = x
′
µ o δµ = 0 en
(IV.2.14), llegamos a la expresio´n
K(x, x, β) =
(IV.2.15)
=
1
(4πβ)d/2
{
1− β V + β
2
2
(
−1
3
△V + V 2
)
+
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+
β3
6
(
− 1
10
△△V + V△V + 1
2
∂µV ∂
µV − V 3
)
+O(β4)
}
,
donde el potencial y sus derivadas esta´n evaluados en x. Finalmente,
de acuerdo a las expresiones (III.2.7) y (IV.2.1), basta solo integrar
(IV.2.15) en x ∈ Rd para obtener los primeros coeficientes de SDW
a0 =
1
(4π)d/2
∫
Rd
1 ,
a2 = − 1
(4π)d/2
∫
Rd
V (x) ,
a4 =
1
6 (4π)d/2
∫
Rd
[
−△V (x) + 3V 2(x)
]
,
a6 =
1
60 (4π)d/2
∫
Rd
[
−△△V (x) + 10V (x)△V (x)
+ 5 ∂µV (x) ∂
µV (x)− 10V 3(x)
]
,
a1 = a3 = a5 = 0 .
(IV.2.16)
A modo de verificacio´n, constatamos que este desarrollo cumple con
los teoremas detallados en la seccio´n 3: los coeficientes son integrales
de productos del potencial y sus derivadas, y, puesto que la variedad
de base Rd no posee borde, el desarrollo asinto´tico de la traza del NdC
contiene solamente potencias enteras de β. Adicionalmente, esta´ de
acuerdo con (III.A.5) si identificamos E ≡ −V , Ωij = 0 y ∇µ ≡ ∂µ.
4.3. Renormalizacio´n a un bucle del modelo λϕ4
Como aplicacio´n de los resultados obtenidos en la seccio´n anterior
a un modelo f´ısico sencillo y de importancia, consideraremos la re-
normalizacio´n de un campo cua´ntico ϕ, escalar, real y masivo, cuyo
comportamiento en un espacio eucl´ıdeo de d dimensiones se encuentra
regido por la densidad Lagrangiana
L = 1
2
(∂ϕ)2 +
m2
2
ϕ2 +
λ
4!
ϕ4.(IV.3.1)
En el cap´ıtulo 2 hemos demostrado que la correccio´n de un bucle
a la AE y la posterior renormalizacio´n de la teor´ıa esta´ determinada
por el operador de fluctuaciones cua´nticas A o, para ser precisos, por la
integral de Schwinger (II.2.17) del NdC de A, la cual en cierto desarrollo
involucra los coeficientes de SDW. El ca´lculo de A = B +m2 en este
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modelo arroja el resultado
A = δ2S = −∂2 +m2 + λ
2
φ2,(IV.3.2)
el cual permite identificar el potencial6 V (x) = λ
2
φ2(x), dependiente del
campo medio φ(x), y utilizar la fo´rmula (IV.2.16) para la determinacio´n
de los primeros coeficientes de SDW de B:
a0 =
1
(4π)d/2
∫
Rd
1,
a2 = − λ
2 (4π)d/2
∫
Rd
φ2(x),
a4 =
λ2
8 (4π)d/2
∫
Rd
φ4(x) ,
a6 =
λ2
48 (4π)d/2
∫
Rd
(
φ2△φ2 − λφ6(x)) .
(IV.3.3)
Recordemos que la ecuacio´n (II.3.2) muestra que, si las hubiere, las
contribuciones divergentes a la AE de orden un bucle son un nu´me-
ro finito y provienen de los primeros te´rminos del desarrollo del NdC
para tiempo propio pequen˜o. Tomemos por caso d = 4: los te´rminos
divergentes de la AE son tres, y su dependencia funcional en el campo
cla´sico φ esta´ dada por los coeficientes an, con n = 0, 2, 4. Debido a la
naturaleza de las divergencias resulta conveniente estudiar cada una de
las contribuciones por separado.
La primera, aquella proporcional a a0, se trata de una contribu-
cio´n de vac´ıo, puesto que no involucra el potencial. Si agrega´ramos el
te´rmino asociado al propagador G−1, tal y como lo dicta (II.2.15), esta
contribucio´n no se presentar´ıa.
Por otro lado, el te´rmino correspondiente a a2 tiene una dependen-
cia funcional en φ ide´ntica a la del te´rmino de masa. En te´rminos de
diagramas de Feynman, esta´ asociado al diagrama de renacuajo, cfr.
(I.2.1). Efectivamente, al orden de un bucle y segu´n (II.3.2), el te´rmino
de la AE cuadra´tico en los campos es7
Γ(2) =
∫
dx
(
m2 +
λ
32π2
Γ
(
−1, m
2
Λ2
))
φ2(x).(IV.3.4)
6La presencia de la masa contribuye un factor e−βm
2
que puede ser factorizado
en el ca´lculo del nu´cleo de calor.
7Dado que todos los resultados enunciados a continuacio´n corresponden al orden
de un bucle, omitiremos la inclusio´n del sub´ındice “1− bucle” en lo que resta de la
seccio´n.
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Si utilizamos la prescripcio´n de mı´nima sustraccio´n para renormalizar,
explicado en la seccio´n 2.3, encontramos la masa renormalizada
m2R = m
2
[
1 +
λ
32π2
(
Λ2
m2
+ log
(
m2
Λ2
))]
,(IV.3.5)
puesto que el desarrollo de Γ (−1, x) para pequen˜os valores de x resulta
Γ (−1, x) = 1
x
+ log x+O(x0).(IV.3.6)
Por u´ltimo, au´n nos resta analizar la contribucio´n divergente que
involucra al coeficiente a4. Esta es proporcional a la potencia cuarta de
φ, al igual que el potencial de interaccio´n; reuniendo ambos te´rminos
la funcio´n de cuatro puntos Γ(4), puede escribirse como
Γ(4) =
λ
4!
∫
dx
(
1− 3
32π2
λΓ
(
0,
m2
Λ2
))
φ4(x).(IV.3.7)
Empleando nuevamente la prescripcio´n de mı´nima sustraccio´n, encon-
tramos que la constante de acoplamiento renormalizada λR posee el
desarrollo
λR = λ
(
1 +
3
32π2
λ log
m2
Λ2
+ · · ·
)
(IV.3.8)
A partir de (IV.3.8) se puede calcular la funcio´n β de la constante
de acoplamiento (desnuda), con el fin de estudiar su comportamiento
con la escala de energ´ıa Λ:
β(λ) = Λ ∂Λλ|λR =
3
16π2
λ2.(IV.3.9)
Por cuanto λ2 > 0, la constante de acoplamiento resulta ser una fun-
cio´n creciente de Λ, al menos al orden de un bucle. Si este fuera su
comportamiento a todo orden podr´ıa acarrear problemas en el desarro-
llo perturbativo en potencias de λ que hemos propuesto para la AE.
En particular, se puede resolver la ecuacio´n diferencial (IV.3.9) para
obtener
λ =
λ0
1− 3
16π2
λ0 log(
Λ
Λ0
)
,(IV.3.10)
donde λ0 es el valor de la constante de acoplamiento para una escala de
energ´ıa Λ0. Esta fo´rmula muestra que, partiendo de un valor pequen˜o
para la constante de acoplamiento, el flujo es tal que al aumentar la
escala de energ´ıa el denominador se anula y la expresio´n diverge para
una escala de energ´ıa
Λ = Λ0e
16π2
3λ0 .(IV.3.11)
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Este inconveniente es llamado polo o fantasma de Landau, en reco-
nocimiento al f´ısico ruso cuyo grupo de trabajo encontro´ un comporta-
miento similar en la teor´ıa de la electrodina´mica cua´ntica. Un problema
relacionado es el de la trivialidad cua´ntica: para eliminar la inconsis-
tencia de este polo, la u´nica solucio´n posible es la eleccio´n λ0 = 0, la
teor´ıa trivial sin potencial. Si bien estos ca´lculos corresponden solo al
orden de un bucle, hay varios resultados anal´ıticos y nume´ricos a o´rde-
nes superiores que sugieren la presencia de este comportamiento en el
modelo λφ4 en 4 dimensiones (Frohlich 1982, Suslov 2008, Wolff 2009).
Con estas consideraciones damos por concluido el estudio de po-
tenciales regulares. En la pro´xima seccio´n, veremos co´mo generalizar el
me´todo al caso en el que el potencial es una delta de Dirac. Siguien-
do ciegamente el mismo procedimiento, al intentar hacer el desarrollo
del potencial alrededor del punto inicial x′ en la ecuacio´n (IV.2.9), ob-
tendr´ıamos el producto mal definido de deltas de Dirac y sus derivadas
evaluadas todas en el mismo punto x′. Afortunadamente, encontrare-
mos una forma de ladear este problema.
4.4. Nu´cleo de calor para un potencial tipo delta de Dirac
Vistas las aplicaciones exitosas del FLM a diversos problemas en
TCC, existe un creciente intere´s en extender estas te´cnicas para estu-
diar la influencia de diferentes condiciones externas en la AE de campos
cua´nticos. Recientemente se ha comenzado a construir una generaliza-
cio´n sistema´tica del FLM en variedades con borde, comenzando con el
ca´lculo del desarrollo asinto´tico del NdC de un campo escalar en di-
versas variedades chatas con borde (Bastianelli et al. 2009, Bastianelli,
Corradini y P. A. G. Pisani 2007, 2008, Bastianelli et al. 2008). Por otro
lado, la delta de Dirac con soporte en una superficie de codimensio´n
uno es un problema matema´tico bien definido (Albeverio et al. 1988) y
ha sido utilizada para modelar diversos sistemas f´ısicos. De todos ellos,
se mencionara´ sobre el comienzo del pro´ximo para´grafo su aplicacio´n
al estudio de la´minas de plasma (Bordag 2006). Como motivacio´n adi-
cional, investigaciones ma´s recientes (Falomir, Muschietti et al. 2003,
Falomir y P. Pisani 2006, Falomir, P. Pisani y Wipf 2002, Kirsten et al.
2008) han establecido que en presencia de singularidades en el espacio-
tiempo o en los coeficientes del operador diferencial la estructura del
desarrollo asinto´tico del heat-kernel cambia sustancialmente.
En esta seccio´n mostraremos que el FLM puede ser aplicado al estu-
dio de campos escalares con condiciones de pegado sobre una superficie
de codimensio´n uno, condiciones que son impuestas por un potencial
tipo delta de Dirac con soporte en dicha superficie y reciben el nombre
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de borde semitransparentes. Estos resultados nos permitira´n analizar,
en la seccio´n 4.4.1, la energ´ıa efectiva y la fuerza de Casimir en una
configuracio´n de placas paralelas con acoplamientos pequen˜os.
Para comenzar, analizaremos el desarrollo asinto´tico de la traza del
NdC de un operador Aγ tipo Schro¨dinger, cuyo potencial contiene una
delta de Dirac con soporte en el hiperplano x1 = 0 de R
d+1, i.e.
Aγ = −∆+ V (x) + γδ(x1).(IV.4.1)
Supondremos adema´s que V (x) es un potencial regular y γ ∈ R+. Por
convencio´n, llamaremos y ∈ Rd a las coordenadas sobre el hiperplano
x1 = 0. Este operador describe las fluctuaciones cua´nticas de un campo
escalar en un espacio eucl´ıdeo d+1 dimensional y en interaccio´n con un
potencial de fondo que es la suma de uno regular (V ) y uno altamente
localizado (la delta de Dirac).
De acuerdo a la ecuacio´n (IV.2.2) la diagonal del NdC de Aγ se
puede escribir como
(IV.4.2) Kγ(x, x, β) =
=
∫
x(0)=x
x(1)=x
Dx(τ) e−
∫ 1
0
dt′ [x˙2(t′)/4β + β V (x(t′)) + β γ δ[x1(t′)]] .
Dado que ya hemos mostrado co´mo se puede obtener el desarrollo para
un potencial regular en el apartado 4.2, no nos ocuparemos del factor
que involucra V y desarrollaremos en serie so´lo la exponencial de la
parte singular, para obtener
(IV.4.3) Kγ(x, x, β)−K0(x, x, β) =
∞∑
n=1
(−β γ)n
n!
1∫
0
· · ·
1∫
0
dt1 · · · dtn
×
∫
x(0)=x
x(1)=x
Dx(τ) e−
∫ 1
0
dt′ [x˙2(t′)/4β + β V (x(t′))] δ [x1(t1)] · · · δ [x1(tn)] .
En esta expresio´n hemos sustra´ıdo la contribucio´n de K0(x, x, β), el
NdC correspondiente a γ = 0, para el cual se pueden utilizar los resul-
tados precedentes.
Llegados a este punto, es claro que no se puede realizar la expansio´n
de las deltas de Dirac alrededor de la posicio´n inicial: en caso de hacerlo
obtendr´ıamos un producto de deltas y sus derivadas todas con el mismo
soporte. En cambio, s´ı podemos interpretar estas integrales de camino
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como amplitudes de transicio´n para una part´ıcula bajo la accio´n del
potencial regular V , sometida a las restricciones que imponen las deltas.
En otras palabras, la presencia de las deltas en el n-e´simo te´rmino
de la ec. (IV.4.3) implica que a la integral de caminos so´lo contribuira´n
aquellas trayectorias cerradas que comienzan y terminan en el punto
x, y adicionalmente tocan la superficie x1 = 0 (el soporte de la funcio´n
delta) en cada uno de los tiempos t1, · · · , tn. En consecuencia, cada una
de las contribuciones con n deltas puede ser escrita como el producto
de n + 1 funciones de transicio´n que tengan en cuenta las condiciones
impuestas sobre la coordenada x1:
Kγ(x, x, β)−K0(x, x, β) =
(IV.4.4)
=
∞∑
n=1
(−β γ)n
1∫
0
· · ·
t3∫
0
t2∫
0
dt1 dt2 . . . dtn
×
y(1)=y∫
y(0)=y
Dy(τ) e−
∫ 1
0
dt′ y˙2(t′)/4β
×
x1(1)=x1∫
x1(tn)=0
Dx1(τ) e−
∫ 1
tn
dt′
[
x˙1
2(t′)/4β + β V (x(t′))
]
×
n−1∏
i=1
x1(ti+1)=0∫
x1(ti)=0
Dx1(τ) e−
∫ ti+1
ti
dt′
[
x˙1
2(t′)/4β + β V (x(t′))
]
×
x1(t1)=0∫
x1(0)=x1
Dx1(τ) e−
∫ t1
0
dt′
[
x˙1
2(t′)/4β + β V (x(t′))
]
.
Si consideramos una dada trayectoria y(τ) en las coordenadas paralelas
al soporte de la delta, se puede observar de (IV.4.4) que cada una de
las integrales de camino en la variable x1 corresponde a un NdC en
un espacio unidimensional con un potencial regular. Por consiguiente,
no obstante la dependencia temporal que genera la trayectoria y(τ)
en el argumento de los potenciales, estos NdC pueden ser calculados
siguiendo un lineamiento ana´logo al detallado en la seccio´n 4.2. Poste-
riormente, la integral en x ∈ Rd+1 proporcionar´ıa el desarrollo deseado
para la traza del NdC.
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No obstante el me´todo explicado carece de vericuetos, el ca´lculo
resulta ser ma´s eficiente realizando una pequen˜a variacio´n: an˜adiremos
factores en (IV.4.3) para trabajar con deltas que tengan soporte no en
un hiperplano sino en un punto. Consecuentemente, introducimos por
cada funcio´n δ(x1(ti)) en la fo´rmula (IV.4.3) la integral en y
(i)
0 ∈ Rd
de una funcio´n delta d -dimensional en las coordenadas y, es decir, un
factor
1 =
∫
Rd
dy
(i)
0 δ
(d)(y(ti)− y(i)0 ).
Intercambiando las integrales en estas nuevas variables con las inte-
grales de camino, podemos reinterpretar a las funciones delta como
restricciones sobre los caminos, los cuales debera´n pasar por el punto
x(i) := x(ti) = (0, y
(i)
0 ) al tiempo ti:
(IV.4.5)
Kγ(x, x, β)−K0(x, x, β) =
∞∑
n=1
(−β γ)n
1∫
0
· · ·
t3∫
0
t2∫
0
dt1 dt2 . . . dtn
×
∫
Rd
. . .
∫
Rd
dy(1) . . . dy(n)K(x, x(n), β(1−tn))× . . .×K(x(1), x, βt1) .
El ca´lculo ahora resulta inmediato, puesto que cada uno de los NdC
que componen (IV.4.5) puede desarrollarse de acuerdo a (IV.2.14).
Antes de obtener el resultado final vale la pena hacer el siguiente
comentario a una posible objecio´n. Es sabido que una part´ıcula en un
espacio de d+ 1 dimensiones bajo la accio´n de un potencial tipo delta
con soporte en un punto da lugar a un hamiltoniano tipo Schro¨dinger
mal definido, al cual corresponden las funciones de transicio´n de la
expresio´n (IV.4.5). Esto es consistente con el hecho de que en ausencia
de las integrales en y(j) las integrales temporales resultan divergentes.
Retomando el camino que nos llevo´ a la fo´rmula (IV.4.5), luego de
reemplazar los NdC por los desarrollos escritos segu´n (IV.2.14) es posi-
ble integrar finalmente las variables x ∈ Rd+1 para obtener el desarrollo
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asinto´tico para β pequen˜o de la traza del NdC de Aγ,
Tr e−βAγ − Tr e−βA0 =
=
γ
(4πβ)(d+1)/2
∫
ddy
{
−β +
√
π
4
γ β3/2 +
(
V − 1
6
γ2
)
β2
−
√
π
32
γ
(
8V − γ2) β5/2 + 1
6
(△V − 3V 2 + γ2 V ) β3 +O(β7/2)
}
.
(IV.4.6)
En esta expresio´n A0 denota el operador de Schro¨dinger regular dado
por (IV.4.1) para el valor γ = 0 y, tal como hemos mencionado ante-
riormente, el desarrollo de la traza de su NdC ha sido obtenido en la
seccio´n 4.2.
Del desarrollo (IV.4.6), podemos inmediatamente leer las correc-
ciones ∆an que reciben los primeros coeficientes an de SDW debido a
la presencia de un potencial tipo delta de Dirac sumado al potencial
regular. Ana´logamente a lo que sucede en los casos en que la variedad
de base posee un borde, la presencia del potencial tipo delta implica
la aparicio´n de te´rminos de borde en el desarrollo de la traza del NdC.
Las correcciones ∆an a los coeficientes del caso regular, los cuales esta´n
dados por (IV.2.16) para n par y son nulos para n impar, se pueden
escribir como
∆a0 = − γ
(4π)(d+1)/2
∫
ddy 1 ,
∆a1 =
√
π
4(4π)(d+1)/2
γ2
∫
ddy 1 ,
∆a2 =
γ
(4π)(d+1)/2
∫
ddy
(
V (0, y)− 1
6
γ2
)
,
∆a3 = −
√
π
32(4π)(d+1)/2
∫
ddy γ2
(
8V (0, y)− γ2) ,
∆a4 =
1
6(4π)(d+1)/2
γ
∫
ddy
(△V (0, y)− 3V 2(0, y) + γ2 V (0, y)) .
(IV.4.7)
Los primeros cuatro coeficientes escritos en (IV.4.7) pueden ser obteni-
dos como un caso particular de los resultados de Bordag y Vassilevich
(1999).
4.4.1. Fuerza de Casimir para condiciones de borde se-
mitransparentes. Un aspecto interesante a analizar es la influencia
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de las condiciones de contorno semitransparentes sobre los campos en
TCC. En este para´grafo determinaremos, utilizando el FLM, la energ´ıa
efectiva y la correspondiente fuerza de Casimir8 para la configuracio´n
de dos la´minas paralelas debido a las oscilaciones cua´nticas de un cam-
po escalar que se encuentra de´bilmente acoplado a dos potenciales tipo
delta. Estos resultados pueden ser comparados con los obtenidos por
Bordag, Hennig et al. (1992), quienes trabajaron con una expresio´n de
la funcio´n de Green.
Cabe mencionar que no es la primera vez que el FLM se aplica
al ca´lculo de energ´ıas efectivas y de Casimir: sobre todo en combina-
cio´n con me´todos de Monte Carlo ha permitido el estudio de diversas
geometr´ıas (Gies y Klingmuller 2006a,b,c, Gies, Langfeld et al. 2003),
como as´ı tambie´n el de interesantes comportamientos de la energ´ıa de
Casimir con la temperatura (Klingmuller y Gies 2008, Weber y Gies
2010a,b).
Por su parte, las condiciones de borde semitransparentes recien-
temente han sido utilizadas para cuantizar los modos transversales
ele´ctricos del campo electromagne´tico en la vecindad de densidades de
carga localizadas (Barton 2004, 2005a,b, Bordag y Khusnutdinov 2008,
Bordag 2006, 2007a,b, 2009, Bordag, Pirozhenko et al. 2005). Podemos
citar, a modo de ejemplo, el caso de las mole´culas grandes de carbono:
la densidad electro´nica de estas mole´culas puede ser considerada como
una la´mina infinitamente delgada de plasma que impone condiciones de
borde semitransparentes a los modos de oscilacio´n cua´nticos del cam-
po electromagne´tico. Para pequen˜os valores de carga neta y corriente
sobre la la´mina, el problema se reduce a resolver la ecuacio´n de onda
con un potencial tipo delta de Dirac y su derivada con soporte en la
la´mina.
Consideremos entonces un campo escalar masivo ϕ(x), definido en
x ∈ Rd+1, y que interactu´a con deltas de Dirac que imponen condiciones
de contorno semitransparente en los hiperplanos |x1|= L/2 de acuerdo
a la siguiente accio´n:
(IV.4.8) S[φ] =
1
2
∫
Rd+1
(∂ϕ(x))2 +m2ϕ2(x)
+ γ [δ(x1 + L/2) + δ(x1 − L/2)]ϕ2(x) .
8Es comu´n dar a esta fuerza, derivada de la energ´ıa efectiva, el nombre de
fuerza de Casimir, el mismo que se utiliza para la obtenida a partir de la energ´ıa
de Casimir.
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De las d+1 coordenadas una corresponde al tiempo eucl´ıdeo, otra a la
espacial que define la posicio´n de las placas (x1) y las restantes a las
espaciales paralelas a dichas placas.
En este caso, el operador de fluctuaciones cua´nticas posee como
potencial la suma de dos deltas de Dirac. Sirvie´ndonos de (IV.2.2),
la fo´rmula de partida del FLM, luego de factorizar las contribuciones
del tiempo eucl´ıdeo y de las d − 1 coordenadas paralelas a las placas
encontramos que el NdC en la diagonal esta´ dado por
(IV.4.9)
K(x, x, β) =
1
(4πβ)d/2
e−βm
2
x1(1)=x1∫
x1(0)=x1
Dx1(τ) e−
∫ 1
0
dt′ x˙12(t′)/4β
× e−
∫ 1
0
dt′β γ δ [x1(t′) + L/2] + β γ δ [x1(t′)− L/2] .
Si tomamos como escala de referencia la distancia L entre las pla-
cas para definir las dimensiones de las constantes m, β y γ, podemos
considerar el caso de acoplamiento pequen˜o Lγ ≪ 1 y desarrollar con-
secuentemente (IV.4.9):
K(x, x, β) =
1
(4πβ)d/2
e−βm
2
x1(1)=x1∫
x1(0)=x1
Dx1(τ) e−
∫ 1
0
dt′ x˙12(t′)/4β
×
{
1− β γ
∫ 1
0
dt δ [x1(t) + L/2]− β γ
∫ 1
0
dt δ [x1(t)− L/2]+
+ β2 γ2
∫ 1
0
∫ 1
0
ds dt δ [x1(s) + L/2] δ [x1(t)− L/2] + . . .
}
.
(IV.4.10)
En esta expresio´n, el primer te´rmino corresponde a la densidad de
energ´ıa constante del espacio vac´ıo. El segundo y el tercero, en cambio,
contribuyen a la autoenerg´ıa de cada placa y ciertamente son indepen-
dientes de la distancia L entre ellas. Es por ello que la contribucio´n
principal a la energ´ıa de interaccio´n entre las la´minas viene dada por
el cuarto te´rmino y es orden γ2. Llamando KL(x, x, β) a esta contri-
bucio´n, podemos seguir mutatis mutandis el me´todo de la seccio´n 4.4
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para deshacernos de las deltas:
(IV.4.11)∫
Rd+1
dxKL(x, x, β) :=
2T Ad−1
(4πβ)d/2
e−βm
2
β2 γ2
∫
R
dx1
∫ 1
0
∫ t
0
ds dt
× K0(−L/2, x, βs)×K0(L/2,−L/2, β(t−s))×K0(x, L/2, β(1− t)) .
Las amplitudes de transicio´n K0 pertenecen a part´ıculas libres, pues el
campo no interactu´a ma´s que con las deltas. Su expresio´n cerrada la
hemos escrito en (IV.2.7) y nos permite calcular
∫
Rd+1
dxKL(x, x, β) =
=
T Ad−1
(4πβ)d/2
e−βm
2
2β2 γ2
∫
R
dx1
×
1∫
0
t∫
0
ds dt
e−(x1+L/2)
2/4βs
√
4πβ s
e−L
2/4β(t−s)√
4πβ (t− s)
e−(x1−L/2)
2/4β(1−t)√
4πβ (1− t)
=
T Ad−1
(4 π β)d/2
β γ2
4
e−βm
2
erfc(L/
√
β) .
(IV.4.12)
En este resultado, T representa la longitud infinita del intervalo de
tiempo eucl´ıdeo, Ad−1 es la superficie tambie´n infinita de las la´minas y
erfc(·) es la funcio´n error complementaria.
Teniendo en cuenta que la energ´ıa efectiva por unidad de a´rea de
las la´minas, de acuerdo a lo expuesto en la seccio´n 2.4.1, esta´ definida
utilizando la correccio´n Γ1−bucle de un bucle a la AE como
Eeff := Γ1−bucle/T Ad−1,
y recordando la expresio´n (IV.1.5) para Γ1−bucle, la densidad de energ´ıa
de interaccio´n entre las placas por unidad de a´rea debida a las oscila-
ciones de vac´ıo del campo escalar es
Eeff = − 1
T Ad−1
1
2
∫ ∞
0
dβ
β
∫
Rd+1
dxKL(x, x, β)
= −γ
2
4
∫ ∞
0
dβ
1
(8 π β)d/2
e−βm
2
erfc(L/
√
β).
(IV.4.13)
En tanto, la presio´n de Casimir p, a saber la fuerza de Casimir
por unidad de a´rea paralela a las placas, puede determinarse como la
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derivada respecto a la distancia de separacio´n L entre ellas,
(IV.4.14) p := −dEeff
dL
.
Reuniendo las ecuacio´nes (IV.4.11), (IV.4.13) y (IV.4.14) arribamos a
la siguiente expresio´n para la primera contribucio´n en γ a la presio´n de
Casimir:
(IV.4.15) p = − γ
2
(4π)(d+1)/2
(m/L)d/2−1/2Kd/2−1/2(2mL) .
Resulta de intere´s analizar los casos l´ımite de (IV.4.15) como fun-
cio´n de la variable adimensional mL. Consideremos primero la presio´n
de Casimir cuando las placas esta´n muy distanciadas o, ana´logamente,
tomemos el l´ımite mL ≫ 1 en (IV.4.15) para obtener el comporta-
miento
(IV.4.16) p ≃ − γ
2
2d+2πd/2
md/2−1
Ld/2
e−2mL .
Esta expresio´n muestra que la presio´n de Casimir esta´ suprimida, para
grandes separaciones y campos muy masivos, por un factor exponencial
que depende de la variable mL.
Por u´ltimo, estudiemos el l´ımite de masa pequen˜a de la fo´rmula
(IV.4.15). Dado mL ≪ 1, resulta que la presio´n de Casimir puede
aproximarse, de acuerdo a la dimensio´n d del espacio, por
(IV.4.17) p ≃


γ2
4π log (Lm) si d = 1 ,
− γ2
(4π)(d+1)/2
Γ((d− 1)/2)
2
1
Ld−1
si d ≥ 2 .
La primera l´ınea de la expresio´n (IV.4.17) es consistente con el hecho de
que en 1+1 dimensiones (d=1) un campo sin masa genera una energ´ıa
de Casimir que resulta no ser anal´ıtica en γ = 0 (Milton 2004). Este
resultado adema´s coincide, para d = 3, con el que se obtiene de tomar
el l´ımite de acomplamiento de´bil en las expresiones de Bordag (2006).
Pese a que podr´ıamos continuar exponiendo otras aplicaciones del
FLM en el marco de la TCC usual, creemos que estos ejemplos otorgan
una idea lo suficientemente acabada del mismo como para motivar su
generalizacio´n a TCC no conmutativas en los siguientes cap´ıtulos.
CAPI´TULO 5
Formalismo de l´ınea de mundo en la teor´ıa
cua´ntica de campos no conmutativa
Lo supieron los arduos alumnos de
Pita´goras:
los astros y los hombres vuelven c´ıcli-
camente;
los a´tomos fatales repetira´n la urgente
Afrodita de oro, los tebanos, las a´goras.
– J. L. Borges, La noche c´ıclica.
En el decurso del cap´ıtulo 4, hemos visto co´mo los coeficientes de
SDW del operador de fluctuaciones cua´nticas, y en consecuencia las
correcciones de un bucle a la AE, pueden ser obtenidos para una varie-
dad de modelos en TCC. Dicho operador es, usualmente, un operador
diferencial local; esa localidad se ve tambie´n reflejada en los coeficientes
de SDW asociados, los cuales resultan ser integrales de invariantes lo-
cales y pueden ser expresados en te´rminos de productos del potencial y
sus derivadas. En este marco, la renormalizacio´n de la teor´ıa puede ser
llevada a cabo regularizando los factores divergentes que acompan˜an a
estos coeficientes, cfr. (II.3.2).
Al considerar las TCC NC, los resultados mencionados precedente-
mente sufren modificaciones. Cualitativamente, esto puede entenderse
notando que las TCC NC an˜aden una idea que puede ser considerada el
ingrediente principal de una teor´ıa de la gravitacio´n cua´ntica: una esca-
la de longitud mı´nima (Douglas y Nekrasov 2001, R. J. Szabo 2003). La
presencia de esta escala mı´nima, a su vez, genera una estructura gra-
nular del espacio a pequen˜as distancias y da lugar a efectos no locales.
Este es el motivo por el cual el operador de fluctuaciones cua´nticas es,
en general, un operador no local. Los coeficientes de SDW correspon-
dientes a este tipo de operadores no locales, adema´s de ser no locales,
presentan algunas propiedades peculiares; un ej. es la mezcla UV-IR
(Minwalla et al. 2000), relacionada con la existencia de divergencias
infrarrojas incluso en el caso de campos masivos.
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A lo largo de este cap´ıtulo utilizaremos las te´cnicas del FLM para
obtener una descripcio´n sistema´tica de los coeficientes de SDW para
este tipo de operadores no locales. Como veremos en la seccio´n 5.1, este
tipo de operadores sera´ relevante a la hora de estudiar la cuantizacio´n
de campos escalares no conmutativos autointeractuantes en espacios
deformados con un producto no conmutativo llamado Moyal. Poste-
riormente, en las secciones 5.2 y 5.3 veremos co´mo la no localidad de
los operadores sugiere naturalmente la implementacio´n de integrales de
camino en el espacio de fases. Estos resultados nos permitira´n obtener
una fo´rmula magistral en la seccio´n 5.4 para los coeficientes de SDW,
fo´rmula con la que analizaremos diversos modelos: partiendo de un ca-
so general con potenciales que multiplican en forma Moyal a derecha e
izquierda, continuaremos con el estudio de otra geometr´ıa (el toro no
conmutativo, seccio´n 5.5) y el modelo λφ4⋆ en el espacio eucl´ıdeo Moyal
(seccio´n 5.6). En este u´ltimo caso analizaremos como renormalizar la
teor´ıa al orden de un bucle.
Con esta base seremos capaces de analizar el modelo de Grosse-
Wulkenhaar en el cap´ıtulo 6. Este es un modelo λφ4⋆ al que se le ha
modificado el propagador mediante la adicio´n de un te´rmino harmo´nico
(Grosse y Wulkenhaar 2003, 2005). La importancia que ha tomado este
modelo en los u´ltimos an˜os reside en sus interesantes propiedades: es
renormalizable a todo orden en teor´ıa de perturbaciones, el flujo de
renormalizacio´n posee un punto fijo en el que los para´metros son finitos
y no nulos, y podr´ıa ser construido axioma´ticamente.
5.1. Teor´ıa cua´ntica de campos no conmutativa en el
espaciotiempo eucl´ıdeo Moyal
El cap´ıtulo 1 intenta fundamentar el problema de la gravedad cua´nti-
ca. Grosso modo, lo podemos resumir mencionando que tanto la TCC
como la teor´ıa de la relatividad general tienen una gran capacidad pre-
dictiva, cualitativa y cuantitativa, para los feno´menos en los que una
de las dos puede ser dejada de lado. En contraste, para procesos que
involucren ambas ocurren ciertas contradicciones teo´ricas que au´n no
han sido zanjadas. Como complicacio´n adicional, pareciera ser que no
hay medidas experimentales que correspondan a ese tipo de procesos.
En este marco surgen las teor´ıas no conmutativas, asie´ndose de uno
de los puntos de discordancia entre la relatividad y la cua´ntica: mientras
en la primera teor´ıa los puntos en el espacio pueden ser muestreados
utilizando una prueba de masa nula, en la ulterior es necesario el uso
de part´ıculas de energ´ıa (masa) infinita. Esto sugiere que en una teor´ıa
de gravedad cua´ntica el espacio no podr´ıa ser cla´sico. Una posibilidad
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a seguir es generalizar la relacio´n de conmutacio´n entre coordenadas
y momentos, introduciendo una matriz Θ de no conmutatividad para
los d operadores de posicio´n xˆµ; dicha matriz sera´ antisime´trica, de
dimensio´n d× d y tendra´ componentes Θµν ∈ R tales que
(V.1.1) [xˆµ, xˆν ] = 2iΘµν .
Como hemos mencionado en el cap´ıtulo 1, las constantes caracter´ısticas
de la gravitacio´n y la TCC, sugieren que Θµν ∼ ℓp, donde la longitud
de Planck toma el valor ℓp = ~/Epc ≈ 10−35m.
Las implicancias de esta regla de conmutacio´n son inmediatas: al
igual que acaece en meca´nica cua´ntica usual, donde es imposible encon-
trar autoestados simulta´neos de los operadores conjugados de posicio´n
y momento, en esta situacio´n no existen estados cuya posicio´n pueda
determinarse con certeza en todas sus componentes (si Θ 6= 0). Ma´s
au´n, existira´ una relacio´n de incerteza de Heisenberg generalizada, la
cual invoca la imagen de un espaciotiempo granulado en celdas de di-
mensio´n igual a algu´n para´metro caracter´ıstico de Θ. La geometr´ıa
resultante, llamada ET eucl´ıdeo Moyal, es un ejemplo de geometr´ıa
no conmutativa. El caso general ha sido estudiado rigurosamente en la
publicacio´n de Connes (1994) y Gracia-Bondia et al. (2001), mientras
que una motivacio´n f´ısica puede encontrarse en el trabajo de Landi
(1997); un punto crucial en ese contexto es que el conmutador (V.1.1)
no tiene por que´ ser una matriz constante, sino que puede adquirir una
dependencia en las coordenadas.
El lector avezado se estara´ preguntando a esta altura como im-
plentar estas ideas de no conmutatividad en una TCC; los campos
devendr´ıan funciones de operadores en lo que parecer´ıa un intrincado
camino hacia la obtencio´n de observables. Un enfoque alternativo para
el ET eucl´ıdeo Moyal esta´ inspirado en el trabajo de Weyl (1927). La
idea, que originalmente correspond´ıa a un espacio de fases bidimen-
sional1, se puede resumir en la siguiente proposicio´n: el producto de
operadores no es ma´s que un producto NC.
En efecto, utilizando el mapeo Ω de Weyl, para cada funcio´n f(x)
es posible definir un operador fˆ en la forma
fˆ := Ω(f) :=
∫
dp˜ f˜(p) eipxˆ,(V.1.2)
donde xˆ es el vector cuyas componentes son los operadores de posicio´n y
f˜(p) es la transformada de Fourier de f(x). Al momento de multiplicar
1En el trascurso de esta seccio´n veremos que el ET Moyal eucl´ıdeo para di-
mensiones d > 2 puede ser escrito como suma de espacios uni- y bidimensionales
conmutantes entre s´ı.
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dos operadores fˆ y gˆ, la utilizacio´n de (V.1.2) conduce a
fˆ gˆ =
∫
dp˜dq˜ f˜(p) eipxˆg˜(q) eiqxˆ
=
∫
dp˜dq˜ f˜(p)g˜(q) eipΘq ei(p+q)xˆ
=
∫
dp˜
(∫
dq˜ f˜(p− q)g˜(q) eipΘq
)
eipxˆ,
(V.1.3)
dado que para agrupar las exponenciales en la segunda l´ınea hay que
tener en cuenta la relacio´n de conmutacio´n (V.1.1) y la fo´rmula de
Baker-Campbell-Hausdorff. Por simple observacio´n vemos que la fun-
cio´n Ω−1(fˆ gˆ) asociada al producto de operadores puede ser escrita en
te´rminos de un producto ⋆ no local:
Ω−1(fˆ gˆ) =
∫
dp˜dq˜ f˜(p− q)g˜(q) eipΘq eipx
=: (f ⋆ g)(x).
(V.1.4)
A ide´ntico resultado arribamos si implementamos el mapeo inverso al de
Weyl, el mapeo de Wigner (1932); para d = 2, la regla de conmutacio´n
[xˆ1, xˆ2] = 2 iθ y los autovectores |x1〉 de xˆ1 nos permiten escribir
Ω−1(fˆ) := f(x1, x2) = 2
∫ ∞
−∞
dy e−ix2y/θ 〈x1 + y|fˆ |x1 − y〉,(V.1.5)
Una forma alternativa de escritura para el producto ⋆, tomando dos
funciones escalares φ y ψ que dependen de x ∈ Rd, es
(V.1.6) (φ ⋆ ψ)(x) = ei ∂
φ
Θ∂
ψ
φ(x)ψ(x) ,
donde ∂φ y ∂ψ denotan el operador gradiente que actu´a sobre φ y ψ
respectivamente. La expresio´n ∂
φ
Θ∂
ψ
representa ∂
φ
µΘ
µν∂
ψ
ν : hemos omi-
tido los ı´ndices de suma para facilitar la escritura, algo que haremos
de aqu´ı en adelante salvo que pueda dar lugar a confusio´n. Observando
(V.1.6) se vuelve patente que el producto ⋆ es una deformacio´n del pro-
ducto usual, en el sentido que para para´metros de no conmutatividad
pequen˜os se recupera este u´ltimo. Aquellos interesados en las condi-
ciones bajo las cuales la exponencial en la expresio´n (V.1.6) esta´ bien
definida pueden referirse a la publicacio´n de Estrada et al. (1989).
De entre las diversas propiedades del producto Moyal, resultan fun-
damentales la no conmutatividad y la asociatividad; ellas pueden de-
mostrarse partiendo de la fo´rmula (V.1.6) y empleando la antisimetr´ıa
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de la matriz Θ. Adema´s, podemos verificar que, dotadas de este pro-
ducto, las coordenadas poseen el conmutador
(V.1.7) [xµ, xν ]⋆ := x
µ ⋆ xν − xν ⋆ xµ = 2iΘµν ,
en concordancia con (V.1.1). Asimismo, la antisimetr´ıa de Θ garantiza
que su rango sea par y, en el caso general, se pueda descomponer
Rd = Rc ⊕ R2b
eligiendo coordenadas x = (x¯, xˆ) con x¯ ∈ Rc conmutantes y xˆ ∈ R2b no
conmutantes. Por ende, siempre es posible escribir
(V.1.8) Θ = 0c ⊕ Ξ ,
donde 0c es la matriz nula en R
c y Ξ es una matriz antisime´trica no
degenerada en R2b. En adicio´n, la matriz Ξ puede expresarse como la
suma directa de b matrices de dimensio´n 2× 2 de la forma(
0 θ
−θ 0
)
.(V.1.9)
De este modo, podemos interpretar al ET no conmutativo R2b como
dividido en b planos no conmutativos, los cuales poseen dimensio´n dos,
conmutan entre s´ı y quedan definidos por un para´metro real de no
conmutatividad. Cuando estos para´metros no sean iguales todos entre
s´ı, llamaremos θµ=1 ··· ,d a la u´nica entrada no nula de la µ-e´sima fila de
modo tal que, por ejemplo, el plano formado por las coordenadas x1 y
x2 esta´ caracterizado por el para´metro θ1 = −θ2.
Conviene, antes de estudiar un modelo de TCC NC, mencionar
otras propiedades sobre el producto Moyal que sera´n de ayuda:
bajo el signo integral se puede intercambiar el producto Moyal
por el producto usual, es decir∫
φ(x) ⋆ ψ(x) =
∫
φ(x)ψ(x);(V.1.10)
como consecuencia de la anterior proposicio´n, es c´ıclico bajo
el signo integral; en otras palabras, dadas tres funciones φ1(x),
φ2(x) y φ3(x) vale∫
φ1(x) ⋆ φ2(x) ⋆ φ3(x) =
∫
φ3(x) ⋆ φ1(x) ⋆ φ2(x);(V.1.11)
su transformada de Fourier se puede escribir en la forma
(V.1.12) φ˜ ⋆ ψ(p) =
∫
dq˜ e−ipΘq φ˜(p− q)ψ˜(q) .
82 5. FLM EN LA TCC NC
5.1.1. Modelo λφ3⋆ en el espaciotiempo eucl´ıdeo Moyal.
Por regla general, para construir un dado modelo en el ET eucl´ıdeo
Moyal tomaremos la accio´n de un modelo conmutativo y reemplazare-
mos el producto usual por el Moyal. De acuerdo a lo expuesto en la
seccio´n anterior, esto se corresponder´ıa con una deformacio´n de la ac-
cio´n original, la cual en un desarrollo a primer orden en los para´metros
de no conmutatividad agregar´ıa te´rminos proporcionales a Θµν .
Para familiarizarnos con las TCC NC, tomemos un modelo simple,
el de un campo escalar con una autointeraccio´n cu´bica. Teniendo en
cuenta que en los te´rminos cuadra´ticos de la accio´n es irrelevante la
inclusio´n o no del producto Moyal, vid. (V.1.10), el lagrangiano de este
modelo es
(V.1.13) L = 1
2
(∂ϕ)2 +
m2
2
ϕ2 +
λ
3!
ϕ3⋆ ,
donde hemos utilizado la notacio´n ϕ3⋆ := ϕ ⋆ ϕ ⋆ ϕ.
Tengamos presente que la contribucio´n de un bucle a la AE esta´ dic-
tada por (II.2.13) en funcio´n del operador de fluctuaciones cua´nticas,
el cual se computa como2 la variacio´n segunda de la accio´n con res-
pecto al campo cua´ntico ϕ evaluada en el campo cla´sico φ. En el caso
conmutativo, i.e. Θ = 0, esta correccio´n de un bucle es
(V.1.14) ΓC1−bucle =
1
2
logDet
{−∂2 +m2 + λφ(x)} .
Conforme a los teoremas enunciados en el cap´ıtulo 3, la traza del NdC
de este operador de Schro¨dinger regular, posee un desarrollo asinto´tico
en potencias del tiempo propio de la forma de la ecuacio´n (III.2.10).
Por otro lado, en el caso no conmutativo (Θ 6= 0), el ca´lculo del
operador de fluctuaciones cua´nticas es un poco ma´s delicado debido a
la presencia de productos Moyal. Un ana´lisis detallado muestra que la
contribucio´n de un bucle ΓNC1−bucle a la AE correspondiente al lagran-
giano (V.1.13) es
(V.1.15) ΓNC1−bucle =
1
2
logDet
{
−∂2 +m2 + λ
2
L(φ) +
λ
2
R(φ)
}
.
A diferencia de lo que suced´ıa en el caso conmutativo, la no conmuta-
tividad del producto da origen a dos te´rminos diversos en el potencial:
L(φ) es un operador cuya accio´n sobre una funcio´n ψ(x) esta´ definida
como L(φ)ψ(x) := (φ ⋆ψ)(x) mientras que R(φ)ψ(x) := (ψ ⋆ φ)(x). En
2La ecuacio´n (II.2.13) posee asimismo un te´rmino que corresponde al nu´cleo
de calor de una part´ıcula libre, proveniente de la normalizacio´n de la funcional
generatriz Z[J ]). Dado que es independiente del modelo, no sera´ de intere´s sino
hasta el momento de la renormalizacio´n.
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otras palabras, L(φ(x)) y R(φ(x)) corresponden a multiplicacio´n Mo-
yal a izquierda o a derecha por φ. Estos operadores no locales pueden
tambie´n ser escritos utilizando el llamado corrimiento de Bopp (Bopp’s
shift) para el producto Moyal:
L(φ)ψ(x) = φ(x+ iΘ∂)ψ(x) ,
R(φ)ψ(x) = φ(x− iΘ∂)ψ(x) .(V.1.16)
Como corolario de las expresiones (V.1.13) y (V.1.16), una posibi-
lidad para regularizar la AE en el modelo λφ3⋆ es estudiar la traza del
NdC del operador hermı´tico3 y no local
(V.1.17) − ∂2 +m2 + λ
2
φ(x+ iΘ∂) +
λ
2
φ(x− iΘ∂) .
En algunas ocasiones, como en los ejemplos que tratamos en los
Anexos 5.A y 5.B, podr´ıa resultar relativamente simple el estudio di-
recto del espectro del operador de fluctuaciones cua´nticas. En el caso
general, nos encontraremos frente a potenciales l1,2(x) y r1,2(x) arbi-
trarios que forman parte de un operador en la forma
(V.1.18) − ∂2 + L(l1(x)) +R(r1(x)) + L(l2(x))R(r2(x)).
Sus propiedades pueden ser radicalmente opuestas a las de los opera-
dores con los que estamos habituados a trabajar, derivados de modelos
conmutativos. Tambie´n en los Anexos 5.A y 5.B se pueden observar
algunas de estas curiosidades.
Si la traza del NdC de estos peculiares operadores de fluctuaciones
cua´nticas poseen o no un desarrollo de algu´n tipo que permita estudiar
la AE y, en caso afirmativo, cua´l es su forma, son preguntas que no
podemos contestar utilizando los teoremas del cap´ıtulo 3. Una de las
claves para obtener una respuesta, es notar que en la expresio´n (V.1.18),
teniendo en mente el corrimiento de Bopp, la variable x y el operador
∂x parecen estar en un pie de igualdad. Esto no suced´ıa en el caso
conmutativo, en el cual el operador ∂x, vinculado al operador momento
en una primera cuantizacio´n, so´lo formaba parte del te´rmino cine´tico.
Es por este motivo que dedicaremos dos secciones al ca´lculo de IdC en el
espacio de fases antes de intentar dar una respuesta a esta interrogante.
5.2. Integrales de camino en el espacio de fases
Consideremos un operador H que posee un potencial no local for-
mado por l(x) y r(x), funciones de x ∈ Rd que multiplican en forma
3La hermiticidad esta´ garantizada por la aparicio´n de los te´rminos multiplica-
tivos tanto a derecha como a izquierda.
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Moyal a izquierda y a derecha respectivamente:
(V.2.1) H = −∂2 + L(l)R(r) .
Notemos que esta expresio´n no posee problemas de ordenamiento dado
que, debido a la asociatividad del producto Moyal, L(l) y R(r) con-
mutan entre s´ı. Haciendo uso del corrimiento de Bopp podemos por lo
tanto interpretar este operador como la representacio´n, en el espacio
de coordenadas, de un hamiltoniano que en el marco de la primera
cuantizacio´n ser´ıa
(V.2.2) H = p2 + l(x−Θp) r(x+Θp) .
Vale la pena mencionar que, en concordancia con la aseveracio´n que
sigue a la fo´rmula (V.2.1), los operadores xµ± = (x
µ ± Θµνpν) conmu-
tan entre s´ı y por consiguiente tampoco en la expresio´n (V.2.2) hay
problemas de ordenamiento.
A la hora de construir la representacio´n de la amplitud de transicio´n
asociada al operador (V.2.2) en te´rminos de IdC, es empero conveniente
reescribir el hamiltoniano de acuerdo al orden de Weyl. Comencemos
por definir este ordenamiento: se dice que un operador A(x, p) en el
espacio de fases esta´ ordenado de acuerdo a Weyl cuando esta´ escri-
to de tal manera que A(x, p) = AS(x, p) + ∆A ≡ AW (x, p), donde
AS(x, p) involucra productos sime´tricos en x y p y ∆A incluye todos
los te´rminos que resultan de realizar eventuales conmutaciones entre
x y p, necesarias para reordenar A(x, p) en su forma sime´trica. Por
ejemplo, el producto xp = (xp)S +
1
2
[x, p] = (xp)S +
i~
2
≡ (xp)W , con
(xp)S =
1
2
(xp + px). Un tratamiento preciso sobre este ordenamiento
puede ser encontrado en los anexos B y C del libro de Bastianelli y van
Nieuwenhuizen (2006) dedicado a IdC.
En el caso que nos atan˜e, por cuanto el potencial l(x − Θp) r(x +
Θp) mezcla coordenadas y momentos, la expresio´n (V.2.2) no esta´ a
priori ordenada sime´tricamente. No obstante, empleando el desarrollo
de Taylor para expandir las funciones l y r, se puede demostrar que
el operador (V.2.2) so´lo involucra productos sime´tricos en x y p; esto
es ide´ntico a decir que los te´rminos que involucran productos entre
x y p pueden ser ordenados sime´tricamente sin introducir te´rminos
adicionales provenientes de conmutadores. Analicemos por ejemplo el
producto de las contribuciones lineales de los desarrollos de Taylor de
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l y r, el cual puede ser reescrito como
xµ−x
ν
+ = (x
µxν)S −ΘµρΘνσ(pρpσ)S −Θµρpρxν +Θνσxµpσ
= (xµ−x
ν
+)S −
1
2
Θµρ[pρ, x
ν ] +
1
2
Θνσ[xµ, pσ]
= (xµ−x
ν
+)S,
(V.2.3)
gracias a que la matriz Θµν es antisime´trica. No es dif´ıcil convencerse
de que esta propiedad de Θµν , sumada a la relacio´n de conmutacio´n
[xµ−, x
ν
+] = 0 y a la simetr´ıa de los coeficientes de los desarrollos de
Taylor de l y r, implica que las contribuciones del producto l(x−) r(x+)
son sime´tricas: [xµ−, x
ν
+] = 0 permite reordenar un factor x
µ
+ (o´ x
ν
− )
entre varios xν− (respectivamente x
µ
+), mientras que la simetr´ıa de los
desarrollos de Taylor hace posible la simetrizacio´n de los productos
entre diversas variables xµ+ (respectivamente x
ν
−).
Una vez que nos hemos cerciorado de que el potencial esta´ ordenado
en la forma de Weyl, podemos hacer uso de la regla del punto inter-
medio (Bastianelli y van Nieuwenhuizen 2006, De Boer et al. 1995) y
escribir para el NdC del operador (V.2.2) la siguiente representacio´n
en te´rminos de IdC:
(V.2.4) 〈x+ z|e−βH |x〉 =
∫ x(t)=x+z
x(0)=x
Dx(t)Dp(t) e−
∫ β
0 dt{p2(t)−ip(t)x˙(t)}
× e−
∫ β
0 dt l(x(t)−Θp(t)) r(x(t)+Θp(t)) .
En esta expresio´n β > 0 y x(t), p(t) representan trayectorias en el espa-
cio de fases R2d. Es importante recalcar que la IdC debe realizarse sobre
trayectorias x(t) que satisfacen las condiciones de contorno x(0) = x y
x(β) = x+ z, mientras que las trayectorias p(t) son arbitrarias.
La integral (V.2.4) se puede trabajar siguiendo los mismos pasos
que se suelen realizar en el caso conmutativo. En primera instancia,
reemplazamos la integral en las trayectorias x(t) por una integral sobre
las perturbaciones q(t) := x(t)−xcl(t) alrededor del camino cla´sico para
una part´ıcula libre, xcl(t) = z t/β + x. Posteriormente, efectuamos un
reescaleo de todas las variables con dimensio´n, utilizando el tiempo
propio β para volverlas adimensionales: t→ βt, q → √βq, p→ p/√β.
De esta manera (V.2.4) se convierte en
(V.2.5) 〈x+ z|e−βH |x〉 = β−d/2
∫ q(1)=0
q(0)=0
DqDp e−
∫ 1
0 dt{p2−ipq˙}
× ei z√β
∫ 1
0 dt pe−β
∫ 1
0 dt l(x+tz+
√
βq−Θp/√β) r(x+tz+√βq+Θp/√β) .
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Tambie´n en forma semejante a lo realizado en el caso conmutativo,
con el fin de facilitar la escritura de las pro´ximas ecuaciones, conviene
definir el valor medio de una funcional f [q(t), p(t)] utilizando la medida
gaussiana de la integral de camino en el espacio de fases y normalizando
de manera tal que 〈1〉D = 1:
(V.2.6) 〈f [q(t), p(t)]〉D :=
∫ q(1)=0
q(0)=0
DqDp e−
∫ 1
0 dt{p2−ipq˙}f [q(t), p(t)]∫ q(1)=0
q(0)=0
DqDp e−
∫ 1
0 dt {p2−ipq˙}
.
A modo de ejemplo, la fo´rmula (V.2.5) se puede escribir como
(V.2.7) 〈x+ z|e−βH |x〉 = 1
(4πβ)d/2
〈
e
i z√
β
∫ 1
0 dt p×
×e−β
∫ 1
0 dt l(x+tz+
√
βq−Θp/√β) r(x+tz+√βq+Θp/√β)
〉
D
.
Llegado este punto podemos utilizar el desarrollo en serie de McLau-
rin de la exponencial del te´rmino potencial, para luego interpretar que
todos los potenciales han sido trasladados del punto x en las cantidades
adecuadas. Empleando el gradiente ∂ como generador de traslaciones
obtenemos
(V.2.8) 〈x+ z|e−βH |x〉 = 1
(4πβ)d/2
∞∑
n=0
(−β)n
n!
∫ 1
0
dt1 . . .
∫ 1
0
dtn×
×
〈
e
i z√
β
∫ 1
0 dt pe
∑n
i=1[tiz+
√
βq(ti)−Θp(ti)/
√
β]∂li+[tiz+
√
βq(ti)+Θp(ti)/
√
β]∂ri
〉
D
×
× l(x1) . . . l(xn) r(x1) . . . r(xn)|x ,
donde ∂li y ∂
r
i corresponden a los gradientes de l(xi) y r(xi) respec-
tivamente4. Tal y como esta´ indicado, al final del ca´lculo todas las
variables xj deben ser evaluadas en x. Si observamos detenidamente
(V.2.8), notamos que las variables q(t) y p(t) aparecen linealmente en
la exponencial del valor medio y, consecuentemente, para hacer la re-
interpretacio´n
(V.2.9) 〈x+ z|e−βH |x〉 = 1
(4πβ)d/2
∞∑
n=0
(−β)n
n!
∫ 1
0
dt1 . . .
∫ 1
0
dtn×
× e
∑n
i=1 tiz(∂
l
i+∂
r
i )
〈
e
∫ 1
0 dt(p kn+q jn)
〉
D
l(x1) . . . l(xn) r(x1) . . . r(xn)
∣∣∣
x
4En este caso, los sub´ındices i no hacen referencia a componentes espaciotem-
porales sino al i-e´simo punto xi ∈ Rd.
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basta con reconocer la forma apropiada de las fuentes kn(t) y jn(t):
kn(t) =
iz√
β
+
Θ√
β
n∑
i=1
δ(t− ti)(∂li − ∂ri ) ,
jn(t) =
√
β
n∑
i=1
δ(t− ti)(∂li + ∂ri ) .
(V.2.10)
A fin de cuentas, hemos reducido el ca´lculo de IdC de operadores no
locales a la determinacio´n de la funcional generatriz
ZD[k, j] :=
〈
e
∫ 1
0 dt(p k+q j)
〉
D
en el espacio de fases. La pro´xima seccio´n la dedicaremos al ca´lculo de
esta FG para fuentes cualesquiera k(t) y j(t).
5.3. La funcional generatriz en el espacio de fases
La FG en el espacio de fases, funcional a partir de la cual se pue-
den obtener los valores de expectacio´n de potencias arbitrarias 〈pnqm〉,
esta´ definida para fuentes arbitrarias k(t) y j(t) como
ZD[k, j] : =
∫ q(1)=0
q(0)=0
DqDp e−
∫ 1
0 dt (p2−ip q˙)e
∫ 1
0 dt (p k+q j)∫ q(1)=0
q(0)=0
DqDp e−
∫ 1
0 dt (p
2−ip q˙)
=
∫ q(1)=0
q(0)=0
DP e− 12
∫ 1
0 dt P
tAP+
∫ 1
0 dt P
tK∫ q(1)=0
q(0)=0
DP e−
∫ 1
0 dt P
tAP
.
(V.3.1)
En la segunda l´ınea hemos introducido los vectores P y K, y el ope-
rador A, definido sobre aquellos caminos que cumplen condiciones de
contorno tipo Dirichlet en q, q(0) = q(1) = 0:
P :=
(
p(t)
q(t)
)
, K :=
(
k(t)
j(t)
)
, A :=
(
2 −i∂t
i∂t 0
)
.
(V.3.2)
De este modo se hace patente que el argumento de la exponencial es una
funcional cuadra´tica en los caminos p y q, con la particularidad de que A
es un operador invertible teniendo en cuenta las condiciones de contorno
mencionadas. Completando cuadrados y recordando la normalizacio´n
elegida para la FG, encontramos que
(V.3.3) ZD[k, j] = e
1
2
∫ 1
0 dtK
tA−1K .
Por ende, para determinar la FG, precisamos el nu´cleo A−1(t, t′),
correspondiente al operador inverso de A. Su ca´lculo no ofrece mayores
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inconvenientes y arroja como resultado
(V.3.4) A−1(t, t′) =
(
1
2
i
2
[h(t, t′) + f(t, t′)]
i
2
[h(t, t′)− f(t, t′)] 2g(t, t′)
)
,
valie´ndonos de las funciones auxiliares
h(t, t′) : = 1− t− t′ ,
f(t, t′) : = t− t′ − ǫ(t− t′) ,
g(t, t′) : = t(1− t′)H(t′ − t) + t′(1− t)H(t− t′) .
(V.3.5)
En estas definiciones hemos hecho uso de la funcio´n signo ǫ(·), cuyo
valor es ±1 si su argumento es respectivamente positivo o negativo,
y la funcio´n H(·) de Heaviside. Notemos que g(t, t′) no es ma´s que
la funcio´n de Green del operador (−∂2t )D con condiciones de contorno
tipo Dirichlet.
Como un caso particular, podemos utilizar los valores de las fuentes
(V.2.10) para computar el valor medio que figura en la ec. (V.2.9),
(V.3.6)
〈
e
∫ 1
0 dt(p kn+q jn)
〉
D
= e−
z2
4β
+ iz
2β
Θ
∑n
i=1(∂
l
i−∂ri )e△n ,
en te´rminos del operador △n definido en la forma
△n : =
n∑
i,j=1
[
βg(ti, tj)(∂
l
i + ∂
r
i )(∂
l
j + ∂
r
j )−
1
4β
(∂li − ∂ri )Θ2(∂lj − ∂rj )
− i
2
f(ti, tj)(∂
l
iΘ∂
l
j − ∂riΘ∂rj )− ih(ti, tj)∂liΘ∂rj
]
.
(V.3.7)
Por supuesto, podemos verificar que tomando Θ = 0 recobramos el
resultado conmutativo; efectivamente, el u´nico te´rmino de ∆n que so-
brevive en este l´ımite es el asociado a g(t, t′), la funcio´n de Green del
operador (−∂2t )D.
5.4. Formalismo de l´ınea de mundo en el espacio de fases
En el decurso de las dos secciones precedentes, hemos establecido
varios resultados referentes a IdC en el espacio de fases. Ellos nos sera´n
de gran utilidad para implementar el FLM en el espacio de fases, tenien-
do en cuenta que, segu´n hemos visto en el cap´ıtulo 4, este formalismo
permite la utilizacio´n de IdC para el ca´lculo de NdC. De esta manera,
intentaremos encontrar en esta seccio´n que´ tipos de desarrollo admite
la traza del NdC de operadores no locales de la forma (V.2.2).
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Iniciemos considerando la traza del NdC de un operador no local
H multiplicado en forma Moyal ⋆¯ con una funcio´n regular f :
(V.4.1) Tr
(
f(x) ⋆¯ e−βH
)
=
∫
Rd
dx 〈x+ z|e−βH |x〉∣∣
z=−iΘ¯∂f f(x) .
Por supuesto, seguimos la notacio´n que ya hemos utilizado anteriormen-
te, segu´n la cual ∂f denota el gradiente que actu´a so´lo sobre la funcio´n
regularizadora f , y la variable z debe ser formalmente reemplazada por
el operador −iΘ¯∂f . La demostracio´n de (V.4.1) es inmediata si se in-
troduce en la parte izquierda la descomposicio´n espectral de la unidad
en te´rminos de autoestados del operador posicio´n y se recuerda que el
operador ∂ es el generador de las traslaciones:
e−iΘ¯∂
f∂〈x| = 〈x− iΘ¯∂f | .
Cabe aclarar que el producto ⋆¯ se encuentra definido en te´rminos de
una nueva matriz antisime´trica Θ¯ que, en principio, es diferente de
Θ. Esto nos permitira´ considerar luego los casos en los que la funcio´n
regularizadora actu´a multiplicando en forma conmutativa (Θ¯ = 0),
Moyal a izquierda (Θ¯ = Θ) o Moyal a derecha (Θ¯ = −Θ).
El procedimiento a esta altura es seguramente evidente; para cal-
cular (V.4.1) podemos utilizar la expresio´n (V.2.9) para la amplitud de
transicio´n entre dos puntos arbitrarios, recordando que el valor medio
involucrado es (V.3.6). De esta forma obtenemos la fo´rmula maestra
(V.4.2)
Tr
(
f(x) ⋆¯ e−βH
)
=
1
(4πβ)d/2
∞∑
n=0
(−β)n
∫
Rd
dx f(x) e
1
4β
∑n
i,j=1DiDj×
×
∫ 1
0
dt1 . . .
∫ tn−1
0
dtn e
i△NCn +β△Cn l(x1) . . . l(xn) r(x1) . . . r(xn)
∣∣∣∣
x
,
donde, por motivos que sera´n explicados a continuacio´n, hemos definido
los siguientes operadores diferenciales
△Cn : =
n∑
i,j=1
g(ti, tj)(∂
l
i + ∂
r
i )(∂
l
j + ∂
r
j ) ,
Di : =
(
Θ− Θ¯) ∂li − (Θ+ Θ¯) ∂ri ,
(V.4.3)
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△NCn : =
n∑
i<j=1
{ [
∂liΘ∂
l
j − ∂riΘ∂rj
]− (1− ti − tj)(∂liΘ∂rj − ∂riΘ∂lj)
+ (ti − tj)
[
∂li(−Θ+ Θ¯)∂lj + ∂ri (Θ + Θ¯)∂rj + ∂liΘ¯∂rj + ∂ri Θ¯∂lj
] }
−
n∑
i=1
(1− 2ti)∂liΘ∂ri .
Conviene notar que en la deduccio´n de (V.4.2) hemos utilizado la si-
metr´ıa del integrando con respecto a permutaciones de las variables
ti y hemos integrado por partes para reemplazar derivadas sobre la
funcio´n regular f por derivadas sobre los potenciales li y ri, es decir
∂f → −∑ni=1(∂li + ∂ri ). Esta es la razo´n por la cual el caso sin funcio´n
regular puede ser entendido como f ≡ 1 y adicionalmente, para hacer
patente que las derivadas sobre f se anulan, Θ¯ = 0.
Antes de analizar en detalle los diversos casos que de acuerdo al
valor de Θ¯ engloba la expresio´n (V.4.2), conviene realizar algunos co-
mentarios generales. Como veremos seguidamente, los coeficientes de
SDW para el caso conmutativo esta´n enteramente determinados por la
accio´n del operador△Cn , dado que△NCn yDi se anulan para Θ¯ = Θ = 0.
Por otro lado, en el caso que r(x) ≡ 1 (o l(x) ≡ 1) y la funcio´n regu-
larizadora multiplica en forma Moyal a izquierda (derecha, respectiva-
mente), los operadores Di se anulan y el u´nico te´rmino no nulo en △NCn
es el primero ∂liΘ∂
l
j (−∂riΘ∂rj , respectivamente) que reemplaza todos
los productos conmutativos por productos Moyal a izquierda (derecha,
respectivamente).
Por otro lado, mostraremos que el factor e1/β
∑
i,j DiDj es respon-
sable de la presencia de coeficientes de SDW no locales en el sentido
Moyal, los cuales a su vez corresponden a contribuciones de diagramas
no planares y pueden conducir a la mezcla UV-IR. En lo sucesivo in-
vestigaremos la influencia de la eleccio´n de los valores de Θ y Θ¯ sobre
(V.4.2).
5.4.1. Caso conmutativo. Examinemos primeramente el caso
conmutativo, ya que nos servira´ como comparacio´n en los restantes.
Debemos por lo tanto fijar Θ¯ = Θ = 0 en la fo´rmula maestra (V.4.2)
para la traza del NdC. En adicio´n podemos elegir, por ej., r(x) ≡ 1.
Como ya hemos mencionado, los operadores Di y △NCn se anulan, de
forma que el NdC queda resumido en
(V.4.4) Tr
(
f(x) · e−βH) = 1
(4πβ)d/2
∞∑
n=0
(−β)n
∫
Rd
dx f(x)×
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×
∫ 1
0
dt1
∫ t1
0
dt2 . . .
∫ tn−1
0
dtn e
β
∑n
i,j=1 g(ti,tj)∂i∂j l(x1) . . . l(xn)
∣∣∣∣
x
.
Esta fo´rmula muestra que los coeficientes de SDW pueden ser escritos
como integrales del producto de la funcio´n regularizadora y del po-
tencial y sus derivadas. En an˜adidura, recalquemos que respetando el
orden que inducen los ı´ndices de las variables ti y xj en (V.4.4), el
resultado es correcto incluso para aquellos casos en los que l(x) es un
potencial a valores matriciales. Ciertamente, para ello el producto de
dos potenciales l(x) debe ser entendido como el producto matricial.
5.4.2. Caso no conmutativo con Θ¯ = 0. En este para´grafo,
trabajaremos con Θ 6= 0, suponiendo adema´s que la funcio´n regulari-
zadora multiplica bajo el producto conmutativo (Θ¯ = 0). Bajo estas
condiciones, la expresio´n (V.4.2) se reduce a
Tr
(
f(x) · e−βH) = 1
(4πβ)d/2
∞∑
n=0
(−β)n
∫
Rd
dx f(x) ×(V.4.5)
×
∫ 1
0
dt1
∫ t1
0
dt2 . . .
∫ tn−1
0
dtn e
△nl(x1) . . . l(xn) r(x1) . . . r(xn)
∣∣∣∣
x
.
Es posible demostrar que algunos de los coeficientes de SDW que se
derivan de esta fo´rmula son no locales, incluso en el sentido Moyal
(Vassilevich 2004). Para este fin nos bastara´ considerar un potencial
que involucre so´lo multiplicacio´n Moyal a izquierda. En efecto, fijando
r(x) ≡ 1, los primeros te´rminos de la serie en (V.4.5) son
(V.4.6)
Tr
(
f(x) · e−βH) = 1
(4πβ)d/2
∫
Rd
dx f(x)
(
1− β e− 14β ∂lΘ2∂ll(x) + . . .
)
.
El primer te´rmino coincide con el te´rmino principal del caso conmuta-
tivo, el llamado te´rmino de volumen. El segundo, por otro lado, puede
ser reescrito en una forma adecuada para un desarrollo en potencias de
β,
(V.4.7)
− β
(4πβ)d/2
∫
Rc
dx¯
∫
R2b
dxˆ f(x¯, xˆ)
∫
R2b
dyˆ
βb
πb det Ξ
eβ(xˆ−yˆ)Ξ
−2(xˆ−yˆ) l(x¯, yˆ),
para lo cual ha sido necesario descomponer Θ en su parte singular y no
singular segu´n (V.1.8). De esta expresio´n se puede ver que la presencia
de una funcio´n regularizadora multiplicando en la forma usual genera
una contribucio´n al coeficiente ab+1 que es no local incluso en el sentido
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Moyal y toma la forma
ab+1 = − 1
(4π)d/2
1
πb det Ξ
∫
Rc
dx¯
(∫
R2b
dxˆ f(x¯, xˆ)
∫
R2b
dyˆ l(x¯, yˆ)
)
+ . . . .
(V.4.8)
Vale la pena resaltar que este efecto ha sido obtenido considerando
r(x) ≡ 1, es decir, no es una consecuencia de la mezcla de productos
Moyal actuando a izquierda y a derecha en el potencial.
5.4.3. Caso con todos los productos Moyal a izquierda (o
a derecha). Procederemos ahora a ilustrar el caso en el que la traza
del NdC involucra u´nicamente productos Moyal a izquierda (r(x) ≡ 1
y Θ¯ = Θ) o a derecha (l(x) ≡ 1 y Θ¯ = −Θ). Bajo cualquiera de estas
suposiciones los operadores Di se anulan, mientras que △NCn toma la
forma
(V.4.9) △NCn := ±
n∑
i<j=1
∂iΘ∂j ,
donde el signo superior (inferior) corresponde a la eleccio´n de los pro-
ductos Moyal todos a izquierda (derecha) y las derivadas actu´an conse-
cuentemente sobre l(xi) (r(xi)). La u´nica contribucio´n no conmutativa
a los coeficientes de SDW es, por esta razo´n, el factor ei△
NC
n ; a su vez,
esta fase es exactamente igual a la que surgir´ıa en la multiplicacio´n
Moyal de n funciones de acuerdo con la definicio´n (V.1.6). Teniendo en
cuenta este hecho, la traza del NdC puede ser reescrita como
Tr
(
f(x) ⋆ e−βH
)
=
1
(4πβ)d/2
∞∑
n=0
(−β)n
∫
Rd
dx f(x)(V.4.10)
×
∫ 1
0
dt1
∫ t1
0
dt2 . . .
∫ tn−1
0
dtn e
β
∑n
i,j=1 g(ti,tj)∂i∂j l(x1) ⋆ · · · ⋆ l(xn)
∣∣∣∣
x
.
Concluimos entonces que los coeficientes de SDW pueden obtenerse
en esta ocasio´n a partir de los coeficientes del caso conmutativo para
un potencial a valores matriciales, sencillamente reemplazando todos
los productos matriciales (espacialmente locales) con productos Moyal
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a izquierda (derecha). A orden β3 obtenemos el siguiente desarrollo:
Tr
(
f(x) ⋆ e−βH
)
=
1
(4πβ)d/2
∫
Rd
dx f(x)
×
[
1− βl(x) + β2
(
1
2
l2⋆(x)−
1
6
∂2l(x)
)
+ β3
(
− 1
60
∂4l(x)
+
1
12
(
∂2l ⋆ l(x) + l ⋆ ∂2l(x) + ∂l ⋆ ∂l(x)
)
− 1
3!
l3⋆(x)
)
+ · · ·
]
.
(V.4.11)
En resumen, siempre que haya productos Moyal so´lo a izquierda
(o a derecha), los coeficientes de SDW son locales en el sentido Moyal
(Gayral y Iochum 2005, Vassilevich 2004).
5.4.4. Caso general. La opcio´n restante es considerar la presen-
cia de ambas funciones l(x) y r(x) en el potencial del operador (V.2.2),
donde por simplicidad tomaremos f(x) ≡ 1. La fo´rmula (V.4.2) se
reduce en este caso a
(V.4.12) Tr
(
e−βH
)
=
1
(4πβ)d/2
∞∑
n=0
(−β)n
∫
Rd
dx
×
∫ 1
0
dt1
∫ t1
0
dt2 . . .
∫ tn−1
0
dtn e
△nl(x1) . . . l(xn) r(x1) . . . r(xn)
∣∣∣∣
x
,
expresio´n similar a la obtenida en la seccio´n 5.4.2 tanto en aspecto
como en implicancias. Con la intencio´n de fundamentar esta asevera-
cio´n, analicemos (V.4.12) te´rmino a te´rmino. Para n = 0, obtenemos
la habitual contribucio´n conmutativa de volumen. Si tomamos n = 1,
el resultado esta´ dado por
− β
(4πβ)d/2
∫
Rd
dx r(x)e−
1
β
∂lΘ2∂ll(x) ,(V.4.13)
donde la integracio´n por partes nos ha permitido hacer el reemplazo
∂r → −∂l. Notemos que la expresio´n (V.4.13) puede ser obtenida de
(V.4.6) reemplazando r(x) con f(x). Como en esa ocasio´n, es conve-
niente utilizar una expresio´n de la que se pueda leer el desarrollo en
potencias de β; utilizando siempre la notacio´n introducida en la seccio´n
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5.1 para variables conmutantes y no conmutantes, obtenemos
(V.4.14) − 1
(4πβ)d/2
βb+1
(4π)b det Ξ
×
∫
Rc
dx¯
∫
R2b
dxˆ r(x¯, xˆ)
∫
R2b
dyˆ e
β
4
(xˆ−yˆ)Ξ−2(xˆ−yˆ) l(x¯, yˆ).
Sus contribuciones a los coeficientes ab+1 y ab+2 son no locales incluso
en el sentido Moyal, ana´logas a las observadas en el para´grafo 5.4.2:
ab+1 = − 1
(4π)d/2+b det Ξ
∫
Rc
dx¯
(∫
R2b
dxˆ r(x¯, xˆ)
∫
R2b
dyˆ l(x¯, yˆ)
)
+ · · · ,
ab+2 = − (Ξ
−2)µν
4(4π)d/2+bdet Ξ
∫
Rc
dx¯
{∫
R2b
dxˆ xˆµxˆνr(x¯, xˆ) ·
∫
R2b
dyˆ l(x¯, yˆ)
+
∫
R2b
dxˆ r(x¯, xˆ) ·
∫
R2b
dyˆ yˆµyˆνl(x¯, yˆ)
− 2
∫
R2b
dxˆ xˆµr(x¯, xˆ)
∫
R2b
dyˆ yˆνl(x¯, yˆ) + . . .
}
.
(V.4.15)
Estas contribuciones no locales a los coeficientes ab+1 y ab+2, lineales en
el producto r(xˆ) l(yˆ) y mencionadas en la obra de Vassilevich (2005),
podr´ıan afectar la renormalizabilidad de una TCC cuyo operador de
fluctuaciones cua´nticas fuera H en el caso5 d/2− b ≥ 1.
A continuacio´n, utilizaremos los resultados que hemos establecido
en esta seccio´n para estudiar primero el NdC de un operador sobre el
toro NC y luego el modelo de un campo escalar con una autointeraccio´n
cua´rtica en el ET eucl´ıdeo Moyal.
5.5. Toro no conmutativo
A diferencia de todos los operadores con los que hemos trabaja-
do hasta este momento, los cuales han estado definidos sobre el ET
eucl´ıdeo Moyal, en esta seccio´n consideraremos un operador de la for-
ma (V.2.2) sobre el toro no conmutativo T d⋆ de d dimensiones, definido
como en el trabajo de Gayral, Iochum y Vassilevich (2007). De acuerdo
a la notacio´n establecida anteriormente, consideraremos coordenadas
x = (x¯, xˆ) sobre el toro T d⋆ que pueden ser separadas en componentes
conmutantes x¯ ∈ T c y no conmutantes xˆ ∈ T 2b, con d = c+2b. Adema´s,
tomaremos 0 ≤ xµ ≤ Lµ.
5Por cierto, tomaremos un potencial particular y demostraremos en la seccio´n
5.6, a partir de (V.4.13), que estos inconvenientes y la llamada mezcla UV-IR son
dos caras de la misma moneda (Gayral, Gracia-Bondia et al. 2005).
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Teniendo presente que el toro es isomorfo a una regio´n de Rd a la
cual se le imponen condiciones de periodicidad en los bordes, puede
verificarse que el NdC 〈y|e−βH |x〉T d⋆ del operador H en el toro puede
ser escrito como la suma de infinitas amplitudes de transicio´n 〈y +
tk|e−βH |x〉Rd calculadas en todo el espacio Rd,
(V.5.1) 〈y|e−βH |x〉T d⋆ =
∑
k∈Zd
〈y + tk|e−βH |x〉Rd ,
donde tk = (L1k1, . . . , Ldkd) y k = (k1, . . . , kd) ∈ Zd. Haciendo un ligero
abuso de notacio´n, hemos llamado H a dos operadores diferentes: al de
la parte izquierda, definido sobre el toro, y a su extensio´n perio´dica en
Rd, el de la derecha; de ma´s esta´ decir que los potenciales l(x) y r(x)
tambie´n deben ser extendidos perio´dicamente.
De esta manera, hemos reducido el problema al ya resuelto de en-
contrar amplitudes de transicio´n en Rd. Para encontrar un desarrollo de
(V.5.1) en potencias del tiempo propio basta unir nuevamente las ex-
presiones obtenidas para la amplitud de transicio´n y la FG en teor´ıas
NC, cfr. (V.2.9) y (V.3.6), recordando la periodicidad del potencial.
Con este me´todo obtenemos para la contribucio´n de volumen, corres-
pondiente a n = 0 en (V.2.9), el valor
1
(4πβ)d/2
d∏
i=1
Li
∑
k∈Z
e−
L2i
4β
k2 ∼ 1
(4πβ)d/2
L1 . . . Ld
=
VT d⋆
(4πβ)d/2
.
(V.5.2)
Efectivamente, todos los te´rminos con k 6= 0 son exponencialmente
decrecientes y no aportan al desarrollo asinto´tico para β pequen˜o. Este
resultado coincide con el del caso conmutativo.
Por otro lado, la contribucio´n al NdC del toro que se obtiene de
tomar el te´rmino con n = 1 en (V.2.9), utilizando la periodicidad tanto
de l(x) como de r(x) para reemplazar ∂r por −∂l, es
(V.5.3) − β
(4πβ)d/2
∑
k∈Zd
∫
T d
dx r(x)e−
1
β (−iΘ∂+ 12 tk)
2
l(x) .
La convergencia de esta serie no ha podido ser establecida en general,
debido a que
(−iΘ∂ + 1
2
tk
)
podr´ıa anularse o estar indefinidamente cer-
ca de hacerlo. Para evitar este problema, ha sido analizado por Gayral,
Iochum y Vassilevich (2007) el caso en el que los elementos de la matriz
Θ satisfacen cierta condicio´n Diofantina: bajo esta hipo´tesis la cantidad∣∣−iΘ∂ + 1
2
tk
∣∣ supera siempre una cantidad no nula dada, ocasionando
96 5. FLM EN LA TCC NC
que (V.5.3) se comporte como una exponencial e−
a
β con a > 0 fijo y no
contribuya al desarrollo asinto´tico.
5.6. Modelo λϕ4⋆
Pasemos ahora a considerar, luego de haber establecido los resulta-
dos matema´ticos generales, un modelo sencillo que podr´ıa tener impli-
cancias al analizar el modelo esta´ndar. Al igual que en el caso conmuta-
tivo, un caso simple de estudiar resulta ser el de un campo escalar y real
ϕ con una autointeraccio´n cua´rtica. Nos centraremos en esta seccio´n en
el ca´lculo de los coeficientes de SDW que nos permitira´n analizar las
correcciones de un bucle al propagador de este campo definido sobre el
espacio eucl´ıdeo Moyal Rd⋆. Su accio´n se escribe como la generalizacio´n
⋆ de la correspondiente accio´n conmutativa,
(V.6.1) L = 1
2
(∂ϕ)2 +
m2
2
ϕ2 +
λ
4!
ϕ4⋆ ,
donde por supuesto ϕ4⋆ := ϕ ⋆ ϕ ⋆ ϕ ⋆ ϕ.
Recordemos que la contribucio´n de un bucle Γ1−bucle a la AE, como
hemos explicado en la seccio´n 2.2, puede ser obtenida en te´rminos del
operador que se obtiene al realizar la variacio´n segunda de (V.6.1).
Utilizando el me´todo del tiempo propio de Schwinger, Γ1−bucle puede
ser escrita como
Γ1−bucle =
1
2
logDet
{
−∂2 +m2 + λ
3!
[L(φ2⋆) +R(φ
2
⋆) + L(φ)R(φ)]
}
=− 1
2
∫ ∞
Λ−2
dβ
β
e−βm
2
Tr e−β{−∂2+ λ3! [L(φ2⋆)+R(φ2⋆)+L(φ)R(φ)]} .
(V.6.2)
Notemos que para controlar posibles divergencias ultravioletas, hemos
introducido un para´metro de corte Λ como regularizador. Asimismo,
tal y como suced´ıa en el modelo λφ3⋆, cfr. (V.1.15), hay contribuciones
al potencial que involucran productos Moyal a derecha y a izquierda.
El recorrido a partir de este momento es seguramente claro: la traza
contenida en (V.6.2) puede ser reemplazada por la fo´rmula (V.4.2). Da-
do que estamos interesados en estudiar el propagador, el cual se obtiene
de los te´rminos cuadra´ticos en el campo de la AE, so´lo sera´ necesario
tener en cuenta los te´rminos de (V.6.2) lineales en λ. Frente a este ra-
zonamiento, el problema se torna ma´s sencillo de lo que nos podr´ıamos
haber imaginado en un primer momento, por cuanto podremos utili-
zar la fo´rmula (V.4.2) para obtener las contribuciones de cada uno de
los te´rminos L(φ2⋆), R(φ
2
⋆) y L(φ)R(φ) por separado. Reemplazando
f(x) ≡ 1, Θ¯ = 0 y r(x) ≡ 1 en el te´rmino correspondiente a n = 1 de
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(V.4.2), obtenemos la contribucio´n de L(φ2⋆) a la AE. Semejantemen-
te se puede obtener el aporte de R(φ2⋆), con la diferencia que en esta
ocasio´n debe fijarse l(x) ≡ 1. Eventualmente, ambas contribuciones
resultan iguales entre s´ı y su suma es
(V.6.3)
∫ ∞
Λ−2
dβ e−βm
2 1
(4πβ)d/2
∫
Rd
dx
λ
3!
φ2⋆(x) =
=
λ
3!
md−2
(2π)d/2
Γ(1− d/2,m2/Λ2)
∫
Rd
φ2 ,
donde Γ(·, ·) es la funcio´n gama incompleta (Abramowitz y Stegun
1964).
Si intenta´ramos deshacernos del para´metro de corte tomando el
l´ımite Λ → ∞ en (V.6.3), encontrar´ıamos que la expresio´n diverger´ıa
como log Λ, para d = 2, o como Λd−2, para d > 2. Esto no deber´ıa sor-
prendernos, ya que estas contribuciones no dependen de los para´metros
de no conmutatividad: corresponden a las denominadas contribuciones
planares y son ide´nticos a las que se obtienen en el caso conmutativo.
En conformidad con ello, la divergencia podr´ıa ser eliminada siguiendo
el proceso usual de renormalizacio´n, el cual consiste en la absorcio´n de
la parte divergente en una redefinicio´n de la masa.
La contribucio´n restante, asociada al te´rmino L(φ)R(φ), introduce
novedades con respecto al caso conmutativo. Reemplazando f(x) ≡ 1,
Θ¯ ≡ 0 y ∂l = −∂r en el te´rmino correspondiente a n = 1 de (V.4.2)
obtenemos
(V.6.4)
1
2
∫ ∞
Λ−2
dβ e−βm
2 1
(4πβ)d/2
∫
Rd
dx
λ
3!
φ(x)e−
1
β
∂Θ2∂φ(x) =
=
λ
12
(16 π3)−d/2md−2
∫
dcp¯ d2bpˆ φ˜∗(p¯, pˆ)φ˜(p¯, pˆ) · ΣNP (pˆ) ,
donde, por cuanto en el espacio transformado de Fourier la accio´n del
producto Moyal se simplifica notablemente, en la fo´rmula (V.6.4) he-
mos escrito la contribucio´n a la AE en te´rminos de la transformada de
Fourier del campo φ(p˜, pˆ) y las variables p¯ y pˆ, duales de Fourier de
las coordenadas conmutantes x¯ y no conmmutantes xˆ introducidas en
(V.1.8). Asimismo, hemos definido
(V.6.5)
ΣNP (pˆ) :=
∫ ∞
0
dβ
βd/2
e−β−
m2
β
|Ξpˆ|2 = 2(m|Ξpˆ|)1−d/2Kd/2−1(2m|Ξpˆ|)
en te´rminos de Kd/2−1(·) la funcio´n de Bessel modificada (Abramowitz
y Stegun 1964).
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El punto clave a notar en (V.6.4) es que, gracias al te´rmino asociado
a la matriz no degenerada Ξ, la integral en (V.6.5) converge para β → 0.
En otras palabras, la no conmutatividad regulariza en este caso las
divergencias ultravioletas al orden de un bucle y el para´metro de corte
Λ puede ser removido sin inconvenientes. Como era de esperar, se puede
demostrar que la expresio´n (V.6.4) corresponde al resultado que arrojan
los diagramas de un bucle no planares.
Continuando el ana´lisis de la expresio´n (V.6.4), podemos escribir
en forma precisa el desarrollo de ΣNP (pˆ) para pequen˜os momentos pˆ
como
ΣNP (pˆ) =


(d/2− 2)!(m|Ξpˆ|)2−d (1 +O(|pˆ|2))
+2(−1)
d/2
(d/2−1)! log (m|Ξpˆ|) (1 +O(|pˆ|2))
, d > 2
−2 [logm|Ξpˆ|+ γ] (1 +O(|pˆ|2)) , d = 2,
(V.6.6)
donde γ es la constante de Euler. El resultado de (V.6.6) evaluado en
d = 4 y Θ = Ξ (c = 0) corresponde a la contribucio´n a la AE calculada
por Minwalla et al. (2000) considerando diagramas no planares.
Por otro lado, la convergencia de la integral (V.6.4) en los impulsos
depende del nu´mero de coordenadas conmutativas. En efecto, ΣNP (pˆ)
es del orden de |pˆ|−d+2 para impulsos pequen˜os si suponemos que d
es mayor a dos; ergo, siempre que no requiramos a los campos un
comportamiento especial en el origen, el integrando crece como |pˆ|1−c
para impulsos pˆ pequen˜os, donde c = d−2b es el nu´mero de coordenadas
conmutativas. Si este nu´mero c iguala o excede a dos, esta contribucio´n
de un bucle a la AE se vuelve divergente IR.
Ana´logas conclusiones se pueden obtener a partir de la expresio´n
(V.4.14), cuyo te´rmino principal en un desarrollo en potencias de β es
(V.6.7)
− λ
3! (4πβ)d/2
· β
b+1
(4π)b det Ξ
∫
Rc
dx¯
(∫
R2b
dxˆ φ(x¯, xˆ)
)(∫
R2b
dyˆ φ(x¯, yˆ)
)
.
Si introduje´semos este resultado en la u´ltima l´ınea de la fo´rmula (V.6.2),
el integrando se comportar´ıa como β−c/2 para pequen˜os β y la integral
diverger´ıa al tomar el l´ımite Λ → ∞ en caso de que c fuera mayor o
igual a dos. Esta divergencia UV es evidentemente no local, visto que
no lo es siquiera en sentido Moyal, y por ende no puede ser eliminada
con un te´rmino local en el lagrangiano.
Ergo, resta establecer que´ valores pueden ser tomados por c, el
nu´mero de coordenadas conmutativas, en una teor´ıa con significado
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f´ısico. Para ello, podemos seguir el siguiente razonamiento: es ya sabido
que la matriz S de teor´ıas con tiempos no conmutativos resulta ser
no unitaria (Chaichian, Demichev et al. 2001, Gomis y Mehen 2000,
Seiberg, Susskind et al. 2000). Si proponemos entonces esta teor´ıa en un
ET de dimensio´n par, digamos d = 4, el principio de unitariedad de la
matriz S, sumado a la antisimetr´ıa de la matriz de no conmutatividad
Θ, impone que al menos dos coordenadas deben ser conmutativas (c ≥
2). Dando esto por va´lido, tal y como hemos visto, algunos diagramas
no planares generan divergencias que no pueden ser removidas a trave´s
de la redefinicio´n de los para´metros de la teor´ıa (Gayral, Gracia-Bondia
et al. 2005); en el mejor de los casos, habr´ıa que agregar te´rminos
que tuvieran la forma no local de aquellos divergentes, y aguardar la
renormalizabilidad de la teor´ıa resultante.
Finalmente, para un valor gene´rico c el tipo de divergencias IR en-
contrado en (V.6.6) aparece tarde o temprano al considerar diagramas
con un nu´mero creciente de bucles. Puesto que hemos eliminado las
divergencias UV a costas de encontrarnos con otras IR, el problema
ha sido bautizado en la literatura (Minwalla et al. 2000) como mez-
cla ultravioleta-infrarroja (UV-IR). Este resultado muestra que para
ciertas teor´ıas NC, la integracio´n de variables internas de momento en
el ca´lculo de diagramas de Feynamn puede generar divergencias para
valores pequen˜os de las variables externas de momento, incluso para
campos masivos. Se fomento´ as´ı la creencia en la comunidad de que
la renormalizabilidad de todas estas teor´ıas estar´ıa comprometida. Sin
embargo, el modelo de Grosse-Wulkenhaar, al cual nos abocaremos en
el pro´ximo cap´ıtulo, echo´ por tierra estas ideas.

Anexos
5.A. Teor´ıa cua´ntica de campos no conmutativa con
potenciales centrales
En este anexo estudiaremos el operador de fluctuaciones cua´nticas
para un campo escalar real ϕ(t, x), definido sobre un espacio descripto
por las variables x0 ∈ R y x = (x1, x2) ∈ R2, el tiempo Minkowskiano y
las coordenadas en el plano Moyal respectivamente, que interactu´a con
un potencial central de fondo6 V (r2 = xix
i). En este caso no haremos
uso de los resultados obtenidos en el trascurso del cap´ıtulo haciendo
uso del FLM; la intencio´n es mostrar algunas de las particularidades
que poseen los operadores no locales con los que se trabaja en TCC
NC. La accio´n que consideraremos es
(V.A.1) S[ϕ] =
1
2
∫
R×R2
dx
{
(∂0ϕ)
2 − (∂iϕ)2 −m2 ϕ2 − V ⋆ ϕ ⋆ ϕ
}
.
Como ya hemos explicado, el producto Moyal permite implementar
la no conmutatividad de los operadores coordenada en el espacio usual
de funciones de las coordenadas. Asimismo, la propiedad c´ıclica del
producto ⋆ implica que es irrelevante la posicio´n de V respecto a ϕ en
el te´rmino de potencial de (V.A.1), evitando posibles ambigu¨edades en
su definicio´n.
De acuerdo a los resultados perturbativos establecidos en (II.2.13),
la AE correspondiente a (V.A.1), al orden de un bucle, es
Γ[φ] = S[φ] +
1
2
logDet
{
δ2φS
}
.(V.A.2)
El operador de fluctuaciones cua´nticas δ2φS esta´ definido como la varia-
cio´n segunda de la accio´n evaluada en el campo medio φ; tal y como
suced´ıa en los dema´s ejemplos NC, la variacio´n del te´rmino de potencial
debe ser llevada a cabo cuidadosamente por la presencia del producto
⋆ y genera ma´s de una contribucio´n. En concreto,
(V.A.3) δ2φS := −∂20 −m2 − A ,
6Utilizaremos ı´ndices latinos para referirnos a las componentes espaciales.
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donde por practicidad hemos introducido el operador A, relacionado
u´nicamente a las variables espaciales y poseedor de un espectro que
determinaremos en breve:
(V.A.4) A := −∂2i +
1
2
V (x+i x
+
i ) +
1
2
V (x−i x
−
i ) .
Los operadores x±i = (xi∓iΘij∂j) en (V.A.4), resultantes del corrimien-
to de Bopp, son ana´logos a los introducidos en las l´ıneas posteriores a
la expresio´n (V.2.2) en el espacio de fases.
Para obtener provecho de la dependencia funcional del potencial,
conviene introducir los operadores no hermı´ticos
(V.A.5) a± :=
1
2
√
θ
(x±1 ∓ ix±2 ) ,
los cuales satisfacen un a´lgebra de operadores de creacio´n y destruccio´n.
Efectivamente, sus u´nicos conmutadores no nulos son
(V.A.6) [a+, a
†
+] = [a−, a
†
−] = 1 .
Los beneficios de trabajar con ellos resultan evidentes al introducir los
operadores nu´mero N± := a
†
±a±, puesto que son hermı´ticos y en su base
de autovectores los te´rminos de potencial son diagonales. Por fortuna,
el Laplaciano tambie´n puede ser escrito como combinacio´n cuadra´tica
de los operadores a±, resultando
(V.A.7) θ A = N+ +N− + 1− a†+a†− − a+a−+
+
θ
2
{V (2θ(2N+ + 1)) + V (2θ(2N− + 1))} .
Por otra parte, en te´rminos de estos operadores el operador L de
momento angular se puede escribir como
(V.A.8) L := −iǫijxi∂j = N+ −N− .
Conviene notar que L es tambie´n el generador de las rotaciones en
las nuevas coordenadas x±, a saber, [L, x±i ] = iǫij x
±
j . Esto sugiere la
descomposicio´n del espacio de funciones de cuadrado integrable en el
plano como una suma de espacios de Fock F±l con momento angular
definido7
L2(R
2) = F0 ⊕∞l=1 F l ⊕∞m=1 F−m.
Como es habitual, las funciones normalizadas que conforman la base en
cada uno de los espacios de Fock F±l se pueden construir en la forma
(V.A.9) φ±ln (x) =
1√
(n+ l)!n!
(a†±)
n+l(a†∓)
nφ00(x) ,
7De aqu´ı en adelante tomaremos l ∈ Z+.
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donde φ00(x) esta´ definido por las ecuaciones a+ φ
0
0(x) = a− φ
0
0(x) = 0.
Por supuesto, e´stas resultan ser autofunciones de los operadores nu´me-
ro N± con autovalores n + l y n. Empleando la definicio´n (V.A.5) en
la expresio´n (V.A.9) encontramos luego de algunas manipulaciones al-
gebraicas las autofunciones normalizadas
φ±ln (x) =
(−1)n√
πθl+1
√
n!√
(n+ l)!
rle−
r2
2θLln(r
2/θ) e±ilϕ ,(V.A.10)
donde Lln(·) son los polinomios de Laguerre generalizados y r, ϕ son las
coordenadas polares de x ∈ R2.
La dificultad en la resolucio´n del problema de autovalores para A
dependera´ de la forma expl´ıcita del potencial V . En el Anexo 5.B,
obtendremos el espectro del operador de fluctuaciones cua´nticas para
un potencial central espec´ıfico, en lo que llamaremos el problema del
disco NC.
5.B. El disco no conmutativo
Uno de los principales inconvenientes para construir una TCC sobre
variedades con borde es la interpretacio´n misma del te´rmino borde: en
una geometr´ıa granulada como el plano NC, referirnos a un borde como
un conjunto de puntos no parece ser la ge´nesis adecuada. Una opcio´n es
asirse del me´todo del potencial confinante utilizado en teor´ıas conmu-
tativas, el cual se puede generalizar al caso NC mediante el producto
Moyal ⋆.
A modo de ejemplo, para definir el disco NC en R2 utilizamos un
campo escalar cuya accio´n es de la forma (V.A.1) con un potencial
(V.B.1) V (r2) :=
2Λ
θ
Θ(r2 −R2) ,
donde Θ(·) es la funcio´n escalo´n definida como uno si su argumento
es mayor o igual a cero y se anula en caso contrario. Este potencial
de fondo representa una barrera cil´ındrica de radio R y altura 2Λ (en
unidades de θ−1); en el caso conmutativo y en el l´ımite Λ → ∞ es
tal que confina al campo a vivir en el disco de radio R. Dicho l´ımite,
tomado en el caso no conmutativo, es nuestro punto de partida para la
definicio´n del disco no conmutativo.
Reemplazando (V.B.1) en (V.A.7) encontramos la siguiente expre-
sio´n para AΛN , la parte espacial del operador de fluctuaciones cua´nticas:
θ AΛN =N+ +N− + 1− a†+a†− − a+a−
+ Λ {Θ(N+ −N) + Θ(N− −N)} ,
(V.B.2)
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donde N es el menor entero mayor o igual a R2/4θ − 1/2 o, haciendo
uso de la funcio´n techo ⌈·⌉,
(V.B.3) N := ⌈R2/4θ − 1/2⌉ .
Explotando la simetr´ıa rotacional del operador AΛN , podemos de-
terminar su espectro en cada uno de los subespacios de Fock F±l; con
este objetivo, proponemos para las autofunciones ψ±lλ (x) de A
Λ
N con
autovalor λ
θ
un desarrollo en te´rminos de las funciones (V.A.10) con
momento angular l definido,
(V.B.4) ψ±lλ (x) =
∞∑
n=0
cln(λ) φ
±l
n (x) .
Empleando esta serie la ecuacio´n de autovalores para AΛN se convierte
en una relacio´n de recurrencia entre los coeficientes cln(λ). No reviste
importancia el conocer la forma precisa de la relacio´n de recurrencia;
intuitivamente se puede comprender de (V.B.2) que para Λ → ∞ las
soluciones son posibles so´lo si los argumentos de las funciones Heaviside
son negativos o lo que es lo mismo, recordando co´mo actu´an N± sobre
las funciones φ±ln (x), si l < N y las componentes c
l
n(λ) se anulan para
n ≥ N−l. El resultado exacto es (Falomir, Franchino Vin˜as et al. 2013)
cln(λ) =
√
n!√
(n+ l)!
Lln(λ), para l < N y n < N − l .(V.B.5)
Visto que sobre las componentes cln pesa la relacio´n de recurrencia y
deben ser nulas si n ≥ N − l, necesariamente debe cumplirse
(V.B.6) LlN−l(λ) = 0 .
Es consabido que el polinomio LlN−l posee N − l ra´ıces λlk (Abramo-
witz y Stegun 1964); ello implica que el operador A∞N = l´ımΛ→∞A
Λ
N
esta´ definido en un espacio de Hilbert de dimensio´n N2. Desde el pun-
to de vista semicla´sico, esto corresponde a la existencia de una cel-
da de volumen mı´nimo (4πθ)2 fijado por la relacio´n de conmutacio´n
[x±i , x
±
j ] = ∓2iθ ǫij. Efectivamente, al estar limitado por las condiciones
x2± ≤ R2, el volumen accesible en el espacio de fases cla´sico es (πR2)2.
El nu´mero de estados posibles se obtiene entonces como el nu´mero de
celdas mı´nimas que caben en dicho volumen, esto es (R2/4θ)2 ∼ N2
en el l´ımite semicla´sico θ ≪ R2. La existencia de un nu´mero finito de
estados es un hecho que hab´ıa sido ya notado para el caso de la esfera
difusa (Madore 1992) y el disco difuso (Lizzi et al. 2005, 2006).
Los autovalores y autofunciones del operador A∞N presentan varias
caracter´ısticas interesantes que pueden ser consultadas en la publica-
cio´n de Falomir, Franchino Vin˜as et al. (2013). A modo de ejemplo,
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Figura 5.B.1. Los puntos
grandes representan el espectro
de A∞N para θ = 0,05 (N = 4) en
funcio´n del momento angular. Los
puntos pequen˜os corresponden al
espectro del disco conmutativo.
R es tomado como la longitud
unidad.
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Figura 5.B.2. Los puntos que
conforman la gota representan el
espectro de A∞N para θ = 0,005
(N = 49) en funcio´n del momen-
to angular. Los puntos en el fondo
corresponden al espectro del disco
conmutativo. R es tomado como
la longitud unidad.
en las Figuras 5.B.1 y 5.B.2 se puede apreciar la comparacio´n de los
espectros del laplaciano en el disco conmutativo y NC para dos valores
de θ.
5.B.1. Energ´ıa de Casimir para el disco no conmutativo.
Una de las curiosidades que presenta el disco NC es que, al existir
solo un nu´mero finito de autovectores de A∞N , su energ´ıa de Casimir
no precisa ser regularizada. Para mostrarlo, tengamos presente que los
modos de oscilacio´n cua´nticos ψn(t, x) para un campo escalar en el
disco NC son los modos cero del problema
(V.B.7) δ2S · ψn(t, x) =
{−∂2t −m2 − A∞N }ψn(t, x) = 0 .
La solucio´n a este problema se reduce, realizando la transformada de
Fourier en la variable temporal, a la identificacio´n de las autofunciones
ψn(x) del operador A
∞
N :
(V.B.8) ψn(t, x) =: e
−iωntψn(x) .
Por cuanto conocemos los autovalores de A∞N , dados por la expresio´n
(V.B.6), obtenemos las frecuencias
(V.B.9) ω±lk :=
√
m2 +
λlk
θ
,
donde LlN−l(λ
l
k) = 0, para l = 0, 1, . . . , N − 1 y k = 1, 2, . . . , N − l.
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Como hemos explicado en la seccio´n 2.4 del cap´ıtulo 2, la energ´ıa
de Casimir ENC es la semisuma de las energ´ıas ωk de los modos de
oscilacio´n:
ENC =
1
2
N∑
k=1
ω0k +
N−1∑
l=1
N−l∑
k=1
ωlk(V.B.10)
=
1
2
√
θ
N∑
k=1
√
λ0k + θm
2 +
1√
θ
N−1∑
l=1
N−l∑
k=1
√
λlk + θm
2 .
Visto que el espacio de Hilbert de las oscilaciones cua´nticas es de dimen-
sio´n finita, la energ´ıa de Casimir del disco NC es correspondientemente
finita. En el caso de masa nula, podemos obtener el l´ımite asinto´tico
para N grande
ENC =
1
2
√
θ
N∑
k=1
√
λ0k +
1√
θ
N−1∑
l=1
N−l∑
k=1
√
λlk(V.B.11)
≃ c
R
N3 + . . . .
Una primera estimacio´n, la cual otorga el resultado 0,69 < c < 1,11,
se puede calcular utilizando las siguientes cotas para las ra´ıces de los
polinomios de Laguerre (Gatteschi 2002, Ifantis y Siafarikas 1985):
(V.B.12)
2k + l + 1√
N − l/2 + 1/2 >
√
λlk >
πk + l − 1/2√
4N − 2l + 2 .
CAPI´TULO 6
El modelo de Grosse-Wulkenhaar
At every single moment of one’s life
one is what one is going to be no
less than what one has been. Art is
a symbol, because man is a symbol.
– Oscar Wilde, De Profundis.
Casi un lustro despue´s de la publicacio´n del trabajo de Minwalla et
al. (2000), en el cual se pone en relieve el problema inherente la mezcla
de divergencias UV-IR en TCC NC, Grosse y Wulkenhaar mostraron a
trave´s de un ejemplo la existencia de teor´ıas NC renormalizables (Gros-
se y Wulkenhaar 2003, 2005). Para ello introdujeron, en el modelo del
tipo λφ4⋆ que recibe su nombre (GW), un te´rmino harmo´nico de fondo
que modifica el propagador libre. Con ello recuperan la dualidad de
Langmann-Szabo (Langmann y R. J. Szabo 2002) a costo de romper la
invariancia de translacio´n. El lagrangiano resultante ha sido interpre-
tado a posteriori como fruto de la interaccio´n con la curvatura en un
espacio NC (Buric y Wohlgenannt 2010, Goursac 2010).
Las propiedades sobre este modelo que se van descubriendo d´ıa
a d´ıa son cada vez ma´s prometedoras. Primeramente, se mostro´ su
renormalizabilidad a todo orden en teor´ıa de perturbaciones (Grosse
y Wulkenhaar 2003, 2005, Rivasseau et al. 2006); luego, encontraron
que la constante de acoplamiento pose´ıa una funcio´n β que se anulaba
en el punto autodual, descartando as´ı la posible presencia del fantasma
de Landau (Disertori, Gurau et al. 2007, Rivasseau 2007). Posterior-
mente se demostro´ su equivalencia, en el punto autodual y en el l´ımite
de extrema no conmutatividad o infinito volumen, a un modelo ma-
tricial exactamente soluble y no trivial (Grosse y Wulkenhaar 2014a).
Esto ha sugerido que podr´ıa dar lugar a la construccio´n axioma´tica de
una TCC en cuatro dimensiones (Grosse y Wulkenhaar 2013, 2014b).
Pa´rrafo aparte, tambie´n ha sido objeto de estudio en el marco del gru-
po de renormalizacion funcional, donde puede ser estudiado sin hacer
truncamiento alguno (Sfondrini y Koslowski 2011).
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En el cap´ıtulo anterior, hemos mostrado que el FLM es particular-
mente conveniente en el estudio de operadores no locales cuyos s´ımbolos
son funciones no polinomiales de los momentos, las variables duales de
Fourier de las coordenadas. En efecto, utilizando IdC en el espacio de
fases los ca´lculos son relativamente sencillos, por cuanto la dependencia
no habitual en el momento aparece en pie de igualdad con la depen-
dencia en las coordenadas.
Adaptaremos en este cap´ıtulo las te´cnicas del FLM al estudio del
modelo de GW, modelo que sera´ introducido en la seccio´n 6.1. Siguien-
do este enfoque, en el apartado 6.2 lograremos como resultado una
fo´rmula magistral para la traza del NdC de operadores no locales con
potenciales de fondo cuadra´ticos. Ma´s au´n, como veremos en la seccio´n
6.3, la AE al orden de un bucle (a partir de la cual pueden construirse
las funciones de Green de n puntos a ide´ntico orden) en cierto modo
resultara´ ser un caso particular de esa fo´rmula magistral. Luego de
analizar el comportamiento del modelo en el re´gimen UV mediante el
ca´lculo de las funciones β, en las u´ltimas dos secciones considerare-
mos dos variaciones: tomaremos una matriz Θ de no conmutatividad
degenerada y un potencial harmo´nico anisotro´pico.
6.1. Definicio´n del modelo de Grosse-Wulkenhaar
El modelo de GW se encuentra definido en el ET eucl´ıdeo Moyal
de dimensio´n arbitraria d. Para definir este espacio, tal y como hemos
detallado en la seccio´n 5.1, debemos introducir el producto Moyal a
trave´s de la matriz de no conmutatividad Θ, vid. (V.1.6). A lo lar-
go de esta seccio´n, salvo que se explicite lo contrario1, consideraremos
una matriz Θ no degenerada. Adicionalmente, supondremos por el mo-
mento que los para´metros θµ=1,...,d que definen los d/2 planos de no
conmutatividad son todos iguales entre s´ı y a una constante2 θ.
Hechas estas aclaraciones, introduzcamos el modelo de GW para
un campo escalar real, definie´ndolo a trave´s del lagrangiano3
(VI.1.1) LGW = 1
2
(∂ϕ)2 +
m2
2
ϕ2 +
ω2
2
x2ϕ2 +
λ
4!
ϕ4⋆ ,
donde nuevamente ϕ4⋆ := ϕ⋆ϕ⋆ϕ⋆ϕ. La inclusio´n del producto ⋆ en el
te´rmino armo´nico implica so´lo la aparicio´n de una contribucio´n adicio-
nal te´rmino cine´tico, y por ende puede ser obviada. La correspondiente
1En la seccio´n 6.4 analizaremos la situacio´n ma´s general, en la que Θ puede ser
singular.
2Ver el comentario posterior a la ecuacio´n (V.1.8).
3Nuestro para´metro ω esta´ vinculado con el para´metro Ω presente en el lagran-
giano original de Grosse y Wulkenhaar (2003) a trave´s de la relacio´n ω θ = Ω.
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accio´n cla´sica es por lo tanto
(VI.1.2) SGW [ϕ] =
∫
Rd
dx
(
1
2
ϕGGWϕ+
λ
4!
ϕ4⋆
)
,
donde hemos definido el operador G a partir del cual, por motivos que
ma´s adelante sera´n expuestos, realizaremos las perturbaciones:
(VI.1.3) GGW := −∂2 +m2 + ω2x2 .
Como es usual, podemos escribir la correccio´n de un bucle a la AE
en funcio´n del operador de fluctuaciones cua´nticas δ2SGW , calculado
como la variacio´n segunda de la accio´n con respecto al campo cua´ntico
ϕ y evaluada en el campo medio φ:
δ2SGW = GGW +
λ
3!
[
L(φ2⋆) +R(φ
2
⋆) + L(φ)R(φ)
]
= GGW +
λ
3!
[
φ2⋆(x+ iΘ∂) + φ
2
⋆(x− iΘ∂)
+φ(x+ iΘ∂)φ(x− iΘ∂)] .
(VI.1.4)
Ciertamente, como se puede ver comparando las expresiones (V.6.2) y
(VI.1.4), la diferencia con el caso considerado en la seccio´n 5.6 reside
en el te´rmino harmo´nico que contiene el operador GGW . Utilizando
tambie´n en esta ocasio´n la representacio´n del determinante funcional
en te´rminos del tiempo propio de Schwinger, la accio´n efectiva ΓGW al
orden de un bucle se puede escribir
(VI.1.5) ΓGW [φ] = SGW [φ]− 1
2
∫ ∞
Λ−2
dβ
β
Tr e−β{δ2SGW} .
Hemos regularizado la expresio´n utilizando un para´metro Λ de corte
UV, puesto que en esta marco las divergencias UV de los diagramas de
Feynman provienen de las divergencias de la integral en (VI.1.5) para
β → 0. En la siguiente seccio´n, mostraremos co´mo calcular la traza del
NdC del operador no local δ2SGW adaptando la formulacio´n, estudiada
en el cap´ıtulo previo, de IdC en el espacio de fases de una part´ıcula
puntual.
6.2. Nu´cleo de calor de operadores con un te´rmino
harmo´nico
Tomemos como punto de partida un operador no local H que actu´a
sobre funciones de x ∈ Rd en la forma
(VI.2.1) H := −∂2 +m2 + ω2x2 + V (x,−i∂) .
El operador no local V es en este punto arbitrario y, llegado el caso,
sera´ elegido apropiadamente para que H coincida con δ2SGW .
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A esta altura, resultara´ natural al lector reconocer al NdC e−βH
como el operador evolucio´n, en tiempo eucl´ıdeo β, de una part´ıcula
puntual movie´ndose en Rd bajo la accio´n del hamiltoniano no local H.
Por ende, el NdC puede ser escrito en te´rminos de IdC en meca´nica
cua´ntica que, dada la no localidad del operador, conviene dejar expre-
sadas como integrales en el espacio de fases. En resumen, siendo nuestro
intere´s el ca´lculo de la traza del NdC, la formulacio´n usual conduce a
la siguiente integral sobre trayectorias perio´dicas (t.p.)
(VI.2.2) Tr e−βH = e−βm
2N (β)
∫
t.p.
Dq(t)Dp(t) e−S[q(t),p(t)]×
× e−β
∫ 1
0 dt VW (
√
βq(t),p(t)/
√
β) ,
donde N (β) es una constante de proporcionalidad que sera´ luego de-
terminada a partir de una traza conocida, y S es la accio´n eucl´ıdea
de un oscilador harmo´nico en el espacio de fases R2d, una funcional
cuadra´tica en los caminos de la posicio´n y el momento:
(VI.2.3) S[q(t), p(t)] :=
∫ 1
0
dt
{
p(t)2 − ip(t)q˙(t) + ω2β2q(t)2} .
Antes de proseguir conviene realizar algunas aclaraciones sobre la
expresio´n (VI.2.2). Primero, notemos que hemos realizado el reesca-
leo habitual en las variables de la IdC, t → βt, q(t) → √βq(t) y
p(t) → p(t)/√β, de modo que las trayectorias p(t), q(t) y el para´me-
tro t son ahora adimensionales. En la constante de proporcionalidad
N (β) absorberemos eventuales factores provenientes de la medida de
integracio´n.
Segundo, en concordancia con la prescripcio´n del punto medio para
integrales de camino, la funcio´n VW se obtiene reemplazando los opera-
dores x y −i∂ por √β q(t) y p(t)/√β, respectivamente, en la expresio´n
del potencial V (x,−i∂) ordenada segu´n Weyl. Esto implica que de-
ber´ıamos simetrizar el operador no local V (x,−i∂) con respecto a x y
−i∂ antes de reemplazarlos por las trayectorias q(t) y p(t). Afortunada-
mente, de acuerdo al ana´lisis precedente a (V.2.3), el operador (VI.1.4)
puede ser reexpresado en forma sime´trica sin introducir te´rminos adi-
cionales.
Por u´ltimo, hemos mencionado que la integral de (VI.2.2) es realiza-
da sobre trayectorias q(t) y p(t) perio´dicas, es decir tales que cumplen
q(0) = q(1) y p(0) = p(1). Si nos hubieramos propuesto obtener el
NdC 〈x′|e−βH |x〉, podr´ıamos haber simplemente integrado sobre tra-
yectorias cuya proyeccio´n en el espacio de configuracio´n satisficiera las
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condiciones de borde4 q(0) = x y q(1) = x′. La traza podr´ıa desde
luego obtenerse a partir de la expresio´n resultante, tomando x = x′
e integrando sobre la variable x. En el caso que nos respecta resul-
ta suficiente ojear el ape´ndice 6.B, donde consideramos condiciones de
contorno tipo Dirichlet, para convencerse de que el ca´lculo haciendo
uso de condiciones perio´dicas resulta ma´s elegante.
Habiendo compartido estas consideraciones, definimos los valores
de expectacio´n de una funcional f [q(t), p(t)] en la forma habitual
(VI.2.4)
〈f [q(t), p(t)]〉per := Z(ωβ)−1
∫
t.p.
Dq(t)Dp(t) e−S[q(t),p(t)]f [q(t), p(t)] ,
eligiendo la constante de normalizacio´n Z(ωβ) de modo tal que se
cumpla 〈1〉 = 1. Como veremos en poco, la dependencia funcional de
Z(ωβ) con ωβ carece de importancia. Tambie´n nos sera´ de utilidad la
introduccio´n de la funcional generatriz Zper[k, j] evaluada en las fuentes
k y j:
Zper[k(t), j(t)] :=
〈
e
∫ 1
0 dt {k(t)p(t)+j(t)q(t)}
〉
per
.(VI.2.5)
En forma concisa, la traza (VI.2.2) puede ahora escribirse en te´rmi-
nos del valor medio de la exponencial del potencial
(VI.2.6) Tr e−βH = e−βm
2N (β)Z(ωβ)
〈
e−β
∫ 1
0 dt VW (
√
βq(t),p(t)/
√
β)
〉
per
.
Por otro lado, el producto de las constantes de proporcionalidad y nor-
malizacio´n N (β)Z(ωβ) puede ser determinada por el valor conocido
de la traza del NdC para el oscilador armo´nico en un espacio d di-
mensional. En efecto, tomando m = VW = 0 en la expresio´n (VI.2.6)
obtenemos
(VI.2.7)
Tr e−β{−∂
2+ω2x2} = N (β)Z(ωβ) =
( ∞∑
n=0
e−2βω(n+1/2)
)d
=
1
(2 sinhωβ)d
.
El paso siguiente consiste en hacer el desarrollo de la expresio´n
(VI.2.6) en potencias de VW , imitando el ca´lculo perturbativo, en el
nu´mero de ve´rtices de los diagramas de Feynman, de una TCC en
0 + 1 dimensiones. Asimismo, expresamos el resultado en te´rminos de
la transformada de Fourier V˜W (·, ·) de la funcio´n VW (·, ·) en sus dos
variables, de modo que el u´nico valor medio a calcular es la propia FG;
4En el anexo 6.A realizamos el ca´lculo de una cantidad local, el nu´cleo de la
inversa del operador GGW definido en (VI.1.3), utilizando esta te´cnica.
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luego de trabajar un poco la expresio´n obtenemos
Tr e−βH =
e−βm
2
(2 sinhωβ)d
∞∑
n=0
(−β)n
∫
R2d
dσ˜1dξ˜1 . . .
∫
R2d
dσ˜ndξ˜n×
× V˜W (σ1, ξ1) . . . V˜W (σn, ξn)×K(n)β (σ1, . . . , σn; ξ1, . . . , ξn) ,
(VI.2.8)
donde las funciones K
(n)
β que hemos introducido, utilizando la simetr´ıa
en las variables ti, pueden ser escritas como integrales de la FG
5:
K
(n)
β (σ1, . . . , σn; ξ1, . . . , ξn) :=
∫ 1
0
dt1 . . .
∫ tn−1
0
dtn Zper[kn(t), jn(t)].
(VI.2.9)
Por su parte, las fuentes kn y jn en las cuales debe evaluarse la FG,
dependen de los tiempos ti y esta´n dadas por
kn(t) := i β
−1/2
n∑
i=1
δ(t− ti) ξi ,
jn(t) := i β
1/2
n∑
i=1
δ(t− ti) σi .
(VI.2.10)
El ca´lculo a partir de este momento resulta directo si notamos que
la accio´n de la ec. (VI.2.3) para una part´ıcula puntual es una funcional
cuadra´tica en los caminos p y q, y puede ser reescrita como
(VI.2.11) S[q(t), p(t)] = 1
2
∫ 1
0
dt
(
p(t) q(t)
)
Dper

p(t)
q(t)

 ,
valie´ndonos del operador diferencial Dper hermı´tico que actu´a sobre
trayectorias perio´dicas tanto en p como en q de acuerdo a
(VI.2.12) Dper :=

 2 −i∂t
i∂t 2ω
2β2

 .
Basta por consiguiente con completar cuadrados en la IdC asociada
a la FG para deshacernos de las funcionales lineales de la trayectoria
5Notemos que el te´rmino n = 0 de la expresio´n (VI.2.8) debe ser tomado igual
a 1.
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presentes en el exponente y obtener la siguiente expresio´n cerrada:
Zper[k, j] = exp


1
2
∫ 1
0
∫ 1
0
dtdt′
(
k(t) j(t)
)
G(per)(t− t′)

k(t′)
j(t′)



 ;
(VI.2.13)
el nu´cleo del operador inverso D−1per, G
(per)(t − t′), esta´ dado por la
fo´rmula
G(per)(∆) =
1
2 sinhωβ

G(per)pp G(per)px
G
(per)
xp G
(per)
xx

 ,(VI.2.14)
donde sus componentes esta´n definidas como6
G(per)pp : = ωβ cosh [ωβ(2|∆| − 1)],
G(per)px : = i ǫ(∆) sinh [ωβ(2|∆| − 1)],
G(per)xp : = −i ǫ(∆) sinh [ωβ(2|∆| − 1)],
G(per)xx : =
1
ωβ
cosh [ωβ(2|∆| − 1)].
(VI.2.15)
Entre otras propiedades, podemos mencionar queG(per)(t−t′) es sime´tri-
co y, como es de esperar teniendo en cuenta que su dominio de defini-
cio´n es el de las trayectorias perio´dicas, depende so´lo de la diferencia
∆ := t− t′.
Finalmente, evaluando la FG en las fuentes kn(t) y jn(t), dadas por
(VI.2.10), y utilizando nuevamente la simetr´ıa en las variables tempo-
rales ti, podemos escribir para las funciones K
(n)
β la fo´rmula
K
(n)
β (σ1, . . . , σn; ξ1, . . . , ξn) = e
− 1
4ω tanhωβ
∑
i
(ω2ξ2i+σ
2
i )
∫ 1
0
dt1 . . .
∫ tn−1
0
dtn ×
×e
− 1
2ω sinhωβ
∑
i<j
{cosh [ωβ(2|ti−tj |−1)] (ω2ξiξj+σiσj)+iω sinh [ωβ(2|ti−tj |−1)] (ξiσj−ξjσi)}
.
(VI.2.16)
La combinacio´n de esta expresio´n con la ecuacio´n (VI.2.8) da el re-
sultado deseado para el desarrollo, exacto en el potencial armo´nico y
perturbativo en V , de la traza del NdC del operador no local (VI.2.1).
6La funcio´n signo ǫ(·) es ±1 si su argumento es positivo (negativo).
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6.3. FLM en el modelo de Grosse-Wulkenhaar
En la seccio´n anterior hemos encontrado un desarrollo para la traza
del NdC de un operador no local con un potencial armo´nico, el cual
nos servira´ para calcular a continuacio´n la AE a un bucle en el modelo
de GW. Con ese propo´sito principiamos uniendo las fo´rmulas (VI.1.5)
y (VI.2.8); de este modo obtenemos la siguiente expresio´n para la AE
a un bucle correspondiente a un campo escalar cuyo operador de fluc-
tuaciones cua´nticas posee un potencial harmo´nico y uno arbitrario VW :
(VI.3.1) Γ1−bucle[φ] =
1
2
∞∑
n=1
∫ n∏
i=1
{
dσ˜idξ˜i V˜W (σi, ξi)
}
×
×
∫ ∞
Λ−2
dβ
e−βm
2
(−β)n−1
(2 sinhωβ)d
K
(n)
β ,
donde las funciones K
(n)
β que figuran en esta fo´rmula han sido plasma-
das en (VI.2.16).
Sin ma´s, la identificacio´n del potencial VW asociado al modelo de
GW puede realizarse mediante la simple comparacio´n de las ecuaciones
para el operador de fluctuaciones y H, viz. (VI.1.4) y (VI.2.1):
(VI.3.2)
VW (x, p) =
λ
3!
[
φ2⋆(x−Θp) + φ2⋆(x+Θp) + φ(x−Θp)φ(x+Θp)
]
.
Como hemos mostrado en la seccio´n 5.2, al escribir (VI.3.2) no es que
nos hemos olvidado de realizar el ordenamiento de Weyl sino que nos
sustentamos en el hecho de que cualquier operador escrito en la forma
f(x±iΘ∂), o como el producto f(x+iΘ∂)g(x+iΘ∂) puede ser llevado a
dicho orden sin la introduccio´n de te´rminos adicionales7. Por su parte,
la transformada de Fourier V˜W (·, ·) del potencial (VI.3.2) en sus dos
variables es
V˜W (σ, ξ) =
λ
3!
(2π)d
[
δ(ξ −Θσ) F {φ2⋆} (σ) + δ(ξ +Θσ) F {φ2⋆} (σ)+
+ det−1(4πΘ) F{φ}(σ/2−Θ−1ξ/2) F{φ}(σ/2 + Θ−1ξ/2)] ,(VI.3.3)
al emplear el s´ımbolo F para representar la transformada de Fourier
de una funcio´n en Rd.
Previo a analizar cada te´rmino de la ecuacio´n (VI.3.1) por separado
para el campo escalar de GW, conviene mencionar algunos detalles a
ella concernientes. Ante todo, deberemos mantener el para´metro Λ de
7Un resultado quiza´s poco intuitivo es que un operador escrito como f(x +
iΘ∂)g(x− iΘ∂) en general no corresponde al ordenamiento de Weyl.
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corte UV para regularizar las divergencias de las integrales en el l´ımite
β → 0. Segundo, hemos eliminado el te´rmino n = 0, en concordancia
con una adaptacio´n al presente caso de los argumentos que llevan a
(II.2.6): en esta ocasio´n, el lugar del operador G es ocupado por GGW =
−∂2 + m2 + x2. Tercero, las divergencias IR de la AE que podr´ıan
aparecer en la integracio´n (para β →∞), esta´n ausentes incluso en el
caso sin masa; el responsable de este comportamiento bene´volo es el
factor exponencialmente decreciente (sinhωβ)−d que tiene por su parte
origen en el potencial de fondo harmo´nico.
Por u´ltimo, visto que el potencial VW es cuadra´tico en los campos,
el te´rmino indexado con n en la fo´rmula (VI.3.1) da la contribucio´n
de un bucle a la funcio´n de correlacio´n de 2n puntos de la AE. En
los sucesivos para´grafos centraremos nuestra atencio´n en los te´rminos
n = 1 y n = 2 para estudiar las correcciones a un bucle de las funciones
de dos (propagador) y cuatro puntos, respectivamente8.
6.3.1. La funcio´n de dos puntos. Las contribuciones a la ac-
cio´n efectiva que son cuadra´ticas en el campo y, en consecuencia, co-
rrigen el propagador, esta´n dadas por el te´rmino n = 1 de (VI.3.1)
(VI.3.4)
Γ(2)[φ] =
1
2
∫
R2d
dσ˜dξ˜ V˜W (σ, ξ)
∫ ∞
Λ−2
dβ
e−βm
2
(2 sinhωβ)d
K
(1)
β (σ; ξ) ,
donde, luego de realizar la integral respecto a t1, la expresio´n (VI.2.16)
arroja el valor:
K
(1)
β (σ; ξ) = e
− 1
4ω tanhωβ
(ω2ξ2+σ2) .(VI.3.5)
Espec´ıficamente, la fo´rmula (VI.3.4) posee tres contribuciones, a sa-
ber una por cada te´rmino de la transformada V˜W del potencial. El lector
recordara´ de la seccio´n 5.6 que dos de estos te´rminos, aquellos que no
mezclan la multiplicacio´n Moyal a izquierda y a derecha, corresponden
a contribuciones de diagramas de Feynman planares. El restante, aquel
que mezcla el producto Moyal a izquierda y a derecha, es resultado de
diagramas no planares. Analizaremos estos casos por separado.
6.3.1.1. Contribuciones planares. Como era de esperar, las dos
contribuciones planares a la expresio´n (VI.3.4) coinciden. Esto resulta
evidente del hecho de que difieran solamente en el signo del argumento
de las funciones delta δ(ξ ± Θσ), mientras que la funcio´n K(1)β (σ, ξ)
depende de ξ2.
8Dado que todos los resultados enunciados a continuacio´n corresponden al orden
de un bucle, omitiremos la inclusio´n del sub´ındice “1 − bucle” en lo que resta del
cap´ıtulo.
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Por consiguiente, la suma de estas dos correcciones planares Γ
(2)
P [φ]
al te´rmino cuadra´tico de la accio´n efectiva puede ser escrita como
Γ
(2)
P [φ] =
λ
6
∫
Rd
dσ˜ F {φ2⋆} (σ)
∫ ∞
Λ−2
dβ
e−βm
2
(2 sinhωβ)d
e−
1
4ω tanhωβ
(1+ω2θ2)σ2
=
1
2
∫
Rd
dx Γ
(2)
P (x) ⋆ φ(x) ⋆ φ(x) ,
(VI.3.6)
donde, debido al comportamiento del integrando para pequen˜os valores
de β, hemos introducido la funcio´n Γ
(2)
P (x) conservando la regulariza-
cio´n mediante el para´metro de corte Λ:
Γ
(2)
P (x) :=
λ
3
{
ω
2π(1 + ω2θ2)
}d/2 ∫ ∞
Λ−2
dβ
e−βm
2
(sinh 2ωβ)d/2
e
−ω tanhωβ
1+ω2θ2
x2
.
(VI.3.7)
En el caso ω = 0, que corresponde al modelo invariante frente a trasla-
ciones, Γ
(2)
P (x) resulta ser independiente de x y de θ, y su divergencia
puede ser eliminada a trave´s de la renormalizacio´n usual de la masa.
En contraste, para ω 6= 0 y dependiendo de la dimensio´n del ET, la
regularizacio´n de esta divergencia podr´ıa precisar la redefinicio´n de las
constantes del te´rmino cine´tico, del te´rmino harmo´nico e incluso de
otras que acompan˜an potencias mayores de x.
A modo de ejemplo, consideremos las correcciones planares en un
ET bidimensional. Reemplazando d = 2 en la fo´rmula (VI.3.7) obtene-
mos
(VI.3.8) Γ
(2)
P [φ] =
1
2
∫
R2
dx
{
m22,ren φ
2(x) + U2(x) ⋆ φ(x) ⋆ φ(x)
}
.
Al igual que en el caso conmutativo, la expresio´n (VI.3.8) posee una
u´nica divergencia logar´ıtmica en te´rminos de Λ, presente en el te´rmino
de masa
(VI.3.9) m22,ren :=
λ
12π(1 + ω2θ2)
log
(
Λ2/ω
)
+ te´rminos finitos .
El te´rmino remanente, correspondiente al potencial de fondo U2(x), es
regular en el re´gimen UV y puede ser representado como
(VI.3.10)
U2(x) :=
λ
12π(1 + ω2θ2)
∫ 1
0
dt
t
(
1− t
1 + t
)m2/2ω {
e
− ω
1+ω2θ2
t x2 − 1
}
.
Esta expresio´n se comporta como ∼ x2 para pequen˜os valores de x, de
modo que renormaliza la frecuencia ω en una cantidad finita, cuyo valor
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depende de la prescripcio´n de renormalizacio´n a utilizar. En particular,
para el caso sin masa se puede obtener la expresio´n cerrada definida
a trave´s de γ y Γ(0, ·), la constante de Euler-Mascheroni y la funcio´n
gamma incompleta respectivamente:
(VI.3.11)
U2(x)
∣∣∣
m=0
= − λ
12π(1 + ω2θ2)
{
Γ
(
0, ω
1+ω2θ2
x2
)
+ log
(
ω
1+ω2θ2
x2
)
+ γ
}
.
Como hemos adelantado, en dimensiones mayores, la AE precisa
al menos de la renormalizacio´n de la masa, el campo y la frecuencia.
Efectivamente, si tomamos d = 4, la expresio´n (VI.3.7) se reduce a
(VI.3.12) Γ
(2)
P (x) =
λ
48π2
ω
(1 + ω2θ2)2
×
×
∫ 1
tanh ω
Λ2
dt
t2
(1− t)m22ω +1
(1 + t)
m2
2ω
−1
{
1− ω
1+ω2θ2
t x2
}
+O(x4) ,
la cual diverge cuadra´ticamente para Λ → ∞. Sin lugar a dudas, el
te´rmino O(x4) es finito en el re´gimen UV y positivo, a la vez que
el primero entre llaves es independiente de x y puede ser removido
absorbiendo en la masa un te´rmino proporcional a Λ2. El segundo
te´rmino entre llaves, en cambio, es proporcional a x2 y resulta lo-
gar´ıtmicamente divergente; ma´s au´n, reemplazado en la segunda l´ınea
de (VI.3.6) da lugar a la renormalizacio´n del campo y la frecuencia,
ya que
∫
dx {x2 ⋆ φ ⋆ φ} = ∫ dx {x2 φ2 + θ2(∂φ)2}. La constante Z4 de
renormalizacio´n del campo a primer orden en las perturbaciones resulta
(VI.3.13) Z4 = 1 +
λ
48π2
ω2θ2
(1 + ω2θ2)3
[
log
(
Λ2/ω
)
+ (t. f.)
]
,
donde φren(x) := Z
−1/2
4 φ(x). Es importante remarcar que, en forma
opuesta a lo que sucede en el caso conmutativo θ = 0, la renormaliza-
cio´n del campo ya posee contribuciones a este orden.
De igual manera, usando (VI.3.12) y teniendo en cuenta la renor-
malizacio´n de los campos, podemos escribir para la frecuencia ωren y la
masa mren renormalizadas
ω2ren = ω
2
{
1− λ
48π2
1− ω2θ2
(1 + ω2θ2)3
[
log
(
Λ2/ω
)
+ (t. f.)
]}
,
(VI.3.14)
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m2ren = m
2
{
1 +
λ
48π2
1
(1 + ω2θ2)2m2
Λ2+
+
λ
48π2
ω2θ2
(1 + ω2θ2)3
[
log
(
Λ2/ω
)
+ (t. f.)
]}
.
(VI.3.15)
Las cantidades renormalizadas (VI.3.13), (VI.3.14) y (VI.3.15) se en-
cuentran en conformidad con las calculadas a un bucle por Grosse
y Wulkenhaar (2004).
Es de remarcar el hecho de que para el punto autodual ω θ = 1, de
acuerdo a la fo´rmula (VI.3.14), no es necesario absorber en la frecuen-
cia ω te´rminos que divergen para Λ grande; esto no ser´ıa posible de no
ser por el valor preciso (VI.3.13) que toma la constante Z4 de renorma-
lizacio´n del campo y es consecuencia de la invariancia del modelo ante
la dualidad de Langmann y R. J. Szabo (2002).
En pocas palabras, dicha dualidad corresponde a observar que, tan-
to a nivel cla´sico como cua´ntico, para θω = 1 la accio´n de GW tiene el
mismo aspecto escrita en te´rminos del campo o de su transformada de
Fourier. Teniendo en cuenta que bajo esta transformacio´n el te´rmino
cine´tico se convierte en el te´rmino harmo´nico y que la renormalizacio´n
de la teor´ıa puede realizarse por igual en el espacio de coordenadas o de
momentos, es plausible el resultado ωren = ω para el punto autodual.
Ahondaremos sobre esta cuestio´n en la seccio´n 6.3.2; llegado el mo-
mento precisaremos las expresiones de las funciones β para las diversas
constantes:
βω2 = Λ∂Λω
2 =
λω2
24π2
1− ω2θ2
(1 + ω2θ2)3
βm2 = Λ∂Λm
2 = − λ
24π2
Λ
(1 + ω2θ2)2
− λω
2
24π2
ω2θ2
(1 + ω2θ2)3
γ = Λ∂ΛZ4 =
λ
24π2
ω2θ2
(1 + ω2θ2)3
.
(VI.3.16)
Para completar la lista, hemos incluido tambie´n la funcio´n γ que indica
el flujo de Z4, la renormalizacio´n del campo, con la escala de energ´ıa Λ.
6.3.1.2. Contribuciones no planares. La contribucio´n no planar
de un bucle a la AE, a saber, la correspondiente al tercer te´rmino de
(VI.3.3), es
(VI.3.17) Γ
(2)
NP[φ] =
1
2
∫
R2d
dp˜dp˜′ φ˜(p)φ˜(p′) Γ(2)NP(p, p
′) ,
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Figura 1. Potencial de fondo no local
UNP (x, x
′) como funcio´n de x ∈ R2 para
x′ = (10, 10) ∈ R2, λ = 1 y ω = 0,1 (la unidad
de longitud es
√
θ).
donde Γ
(2)
NP(p, p
′) esta´ definida en te´rminos de la funcio´n hipergeome´tri-
ca confluente de Kummer U(·, ·, ·) (Abramowitz y Stegun 1964):
Γ
(2)
NP(p, p
′) =
λ
6
∫ ∞
0
dβ
(2 sinhωβ)d
e−βm
2− (p+p′)2+ω2θ2(p−p′)2
4ω tanhωβ
=
λ
12ω
Γ(d
2
+ m
2
2ω
) e−
1
4ω {(p+p′)2+ω2θ2(p−p′)2}×
× U
(
d
2
+ m
2
2ω
, d; (p+p
′)2+ω2θ2(p−p′)2
2ω
)
.
(VI.3.18)
Como forma de verificar el ca´lculo, podemos tomar el l´ımite ω → 0+
de la expresio´n (VI.3.18). Este resultado, escrito en te´rminos de la
funcio´n modificada de Bessel Kn(·) de orden n (Abramowitz y Stegun
1964), es ide´ntico al ya expresado en la fo´rmula (V.6.5) y muestra que,
para ω = 0, la correccio´n no planar diverge para momentos entrantes
pequen˜os9:
Γ
(2)
NP(p, p
′) ω→0
+→ λ
3
π
d
2m
d
2
−1 Kd/2−1(2mθ|p|)
(θ|p|) d2−1
δ(p+ p′).(VI.3.19)
Retomando la ecuacio´n (VI.3.18), conviene notar que hemos elimi-
nado el para´metro de corte Λ, puesto que la integral es convergente en
el re´gimen UV. Por este motivo e independientemente de la dimensio´n
d del espacio, la contribucio´n no planar representa una correccio´n no
9Recordemos que este efecto recibe el nombre de mezcla UV-IR (Minwalla et
al. 2000).
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Figura 2. Potencial de fondo no local
UNP (x, x
′) como funcio´n de x ∈ R2 para
x′ = (10, 10) ∈ R2, λ = 1 y ω = 1 (la uni-
dad de longitud es
√
θ).
local finita, que puede escribirse como
(VI.3.20) Γ
(2)
NP[φ] =
1
2
∫
R2d
dxdx′ φ(x)φ(x′) UNP(x, x′) ,
donde el potencial de fondo UNP(x, x
′) inducido por la autointeraccio´n
es, a orden ~,
(VI.3.21)
UNP(x, x
′) =
λ
6
1
(4πθ)d
∫ ∞
0
dβ
e−βm
2
(coshωβ)d
e−
tanhωβ
4ωθ2
[(x−x′)2+ω2θ2(x+x′)2] .
Para el caso particular de un campo sin masa (m = 0) y en un ET
bidimensional (d = 2), la expresio´n (VI.3.21) se puede escribir en forma
cerrada como
(VI.3.22) UNP(x, x
′)|m=0,d=2 = λ
24π2
(
1− e− 14ωθ2 [(x−x′)2+ω2θ2(x+x′)2]
)
[(x− x′)2 + ω2θ2(x+ x′)2] .
En las Figuras 1 y 2 mostramos los gra´ficos de UNP (x, x
′) como funcio´n
de x ∈ R2 para dos valores diversos de ωθ. Observamos que el potencial
de fondo muestra un pico agudo alrededor de x = x′ para pequen˜os
valores de ωθ, mostrando una gran dependencia en la distancia |x−x′|
(ver Figura 1). Por el contrario, cerca del punto autodual ωθ = 1,
el fondo depende u´nicamente de |x| y |x′| por separado, repeliendo
el campo del origen (ver Figura 2). Por u´ltimo, a medida que ωθ se
incrementa, la funcio´n UNP se concentra cada vez ma´s en la regio´n
alrededor de x = −x′.
6.3.2. La funcio´n de cuatro puntos. Luego de haber estudia-
do en el para´grafo previo la renormalizacio´n del te´rmino cuadra´tico
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de la AE, consideraremos a continuacio´n la del te´rmino cua´rtico, que
involucra la constante de acoplamiento λ. Con tal fin, examinemos la
contribucio´n de un bucle a la funcio´n de cuatro puntos Γ(4), indexada
con n = 2 en la fo´rmula (VI.3.1):
(VI.3.23) Γ(4)[φ] = −1
2
∫
dσ˜1dσ˜2dξ˜1dξ˜2 V˜W (σ1, ξ1) V˜W (σ2, ξ2)×
×
∫ ∞
Λ−2
dβ β
e−βm
2
(2 sinhωβ)d
K
(2)
β .
Las divergencias de la expresio´n (VI.3.23) en el l´ımite Λ→∞ pue-
den aislarse considerando los primeros te´rminos del desarrollo de K
(2)
β
para pequen˜os valores de β. Como veremos, para ET de dimensiones
d ≤ 4, bastara´ con tomar el te´rmino principal de la expansio´n para β
pequen˜o de la fo´rmula (VI.2.16) para n = 2:
(VI.3.24) K
(2)
β (σ1, σ2; ξ1, ξ2) ∼ e−
1
4ω2β
{ω2(ξ1+ξ2)2+(σ1+σ2)2}×
×
∫ 1/2
−1/2
dt
(
1
2
− t) e−it (ξ1σ2−ξ2σ1) .
Esta expresio´n nos permite realizar el siguiente razonamiento: de-
bido a la presencia del prefactor exponencial, bajo su s´ımbolo integral
las variables ξ1, σ1 ∼
√
β; por ello, podemos reemplazar el desarrollo
(VI.3.24) en (VI.3.23) aproximando la exponencial imaginaria a su va-
lor en cero. Adema´s, dado que los factores restantes dependen solo de
las sumas ξ1 + ξ2 y σ1 + σ2, las integrales en (VI.3.23) dan como resul-
tado la convolucio´n de las transformadas de Fourier V˜W . En definitiva,
como funcional del potencial VW la contribucio´n cua´rtica toma la forma
(VI.3.25) Γ(4)[φ] = −1
4
1
(2π)d
∫
R2d
dxdp V 2W (x, p)×
×
∫ ∞
Λ−2
dβ β e−βm
2
(
ωβ
sinhωβ
)d
e−βω
2x2−βp2 + . . . ,
donde los puntos indican contribuciones de orden superior en β.
Notemos que si la integral de V 2W (x, p) en el espacio de fases fuera
finita, podr´ıamos acotar las exponenciales e−βω
2x2−βp2 ≤ 1 de la fo´rmula
(VI.3.23) y mostrar que la contribucio´n resulta finita en el l´ımite Λ→
∞. Este es el caso de las correcciones no planares, para las cuales el
factor V 2W (x, p) depende de ambas combinaciones independientes (x±
Θp).
A la inversa, el te´rmino planar (φ2⋆(x−Θp))2 presente en V 2W (x, p),
dependiente solo de (x − Θp), no ser´ıa integrable si removie´ramos los
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factores exponenciales de la expresio´n (VI.3.25). En efecto, en esta oca-
sio´n la exponencial e−βω
2x2−βp2 garantiza la convergencia en la direccio´n
(x + Θp), bajo el precio de agregar un factor β−d/2; como resultado,
para d ≥ 4, la contribucio´n se vuelve divergente UV. Por supuesto, un
argumento similar vale para el te´rmino (φ2⋆(x+Θp))
2. A fin de cuentas,
las contribuciones divergentes para la funcio´n de cuatro puntos pueden
obtenerse del desarrollo
(VI.3.26) Γ(4)[φ] = −λ
2
72
∫
Rd
dx
{φ2⋆(x)}2
(4π)d/2
×
×
∫ ∞
Λ−2
dβ β1−
d
2
(
ωβ
sinhωβ
)d
e
−β
(
m2+ ω
2x2
1+ω2θ2
)
(1 + ω2θ2)d/2
+ . . .
En dos dimensiones, esta expresio´n es regular en el re´gimen UV y por
lo tanto implica solo una renormalizacio´n finita de la constante de aco-
plamiento λ. En cambio, para d ≥ 4, las contribuciones de un bucle a
la funcio´n de cuatro puntos son divergentes.
En particular, para d = 4 la divergencia en (VI.3.26) proviene del
u´nico te´rmino escrito, visto que los puntos suspensivos indican contri-
buciones O(β0); reescribie´ndola en la forma
(VI.3.27)
Γ(4)[φ] = − λ
2
1152 π2
1
(1 + ω2θ2)2
∫
R4
dx φ4⋆(x)
∫ ω−1
Λ−2
dβ
β
+ (t. f.) ,
observamos que puede ser removida introduciendo la constante de aco-
plamiento renormalizada, λR; su ca´lculo, recordando la apropiada re-
normalizacio´n de los campos, es directo:
(VI.3.28)
λren = Z
2
4 λ
{
1− λ
48π2
1
(1 + ω2θ2)2
[
log
(
Λ2/ω
)
+ (t. f.)
]}
.
Ahora, haciendo uso de la ecuacio´n (VI.3.28) y del desarrollo para Z4
dado por la fo´rmula (VI.3.13), podemos calcular la correspondiente
funcio´n βλ para la constante de acoplamiento,
(VI.3.29) βλ := Λ ∂Λλ =
λ2
24π2
(1− θ2ω2)
(1 + θ2ω2)3
,
la cual se anula en el punto autodual ωθ = 1. El conjunto de las ex-
presiones (VI.3.16) y (VI.3.29) implica que el flujo del grupo de renor-
malizacio´n tiene, al orden de un bucle, un punto fijo para ωθ = 1 y un
valor finito de λ; ello justifica la aseveracio´n ω ∼ θ−1 y el hecho de que
el potencial armo´nico deba ser tenido en cuenta no perturbativamente.
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Figura3.Soluci´onnum´ericaparaθω,lafrecuen-
ciaωenunidadesdeθ−1,comofunci´ondelog ΛΛ0 ,ellogaritmodelaescaladeenerg´ıaΛrelativaala
escalainicialΛ0.Lascondicionesinicialesimpuestas
sonω2(Λ0)=0,05θ−2yλ(Λ0)=1.
NoobstantelaideaoriginaldeGWdeobtenerunmodelorenormali-
zabletomandoencuentalasimetr´ıadeLSnointu´ıalapresenciade
unpuntoﬁjo,esteresultadonoessorpresivositenemosenconsidera-
ci´onlassimilitudesse˜naladasporLangmann,R.Szaboetal.(2004)
entreteor´ıasautodualesyciertotipodemodelosmatriciales.Notemos
asimismoquede(VI.3.16)y(VI.3.29)sedesprendelaigualdad
βλ
λ=
βω2
ω2(VI.3.30)
y,asuvez,delaintegraci´onde(VI.3.30)resultainmediatoque,alcon-
siderarelﬂujodelaescaladeenerg´ıaΛ,lasconstantesdeacoplamiento
λyω2semantienenproporcionalesentres´ı.
Paraexhibircualitativamenteelﬂujodelasconstantesconlaes-
caladeenerg´ıa,resolvemosnum´ericamenteelsistemadeecuaciones
diferencialesqueplanteanlasfuncionesβ,viz.(VI.3.16)y(VI.3.29).
EnlasFiguras3y4inclu´ımoslosgr´aﬁcosqueobtenemosparaθω(Λ),
lafrecuenciaωenunidadesdelainversadelpar´ametrodenoconmuta-
tividadθ,enfunci´ondelog(Λ/Λ0),ellogaritmodelaescaladeenerg´ıa
ΛrelativaalaescalaΛ0queutilizamosparaimponerlascondiciones
inicialesω(Λ0)=ω0yλ(Λ0)=λ0.
Enparticular,lasFiguras3y4correspondenaω0<θ−1yω0>θ−1
respectivamente.Deelassepuedeinferirque,efectivamente,sinimpor-
tarsuvaloriniciallafrecuenciatiendealvalorl´ımiteω(∞)=θ−1para
grandesescalasdeenerg´ıas.Recordemosquedeacuerdoa(VI.3.30),el
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Figura4.Soluci´onnum´ericaparaθω,lafrecuen-
ciaωenunidadesdeθ−1,comofunci´ondelog ΛΛ0 ,ellogaritmodelaescaladeenerg´ıaΛrelativaala
escalainicialΛ0.Lascondicionesinicialesimpuestas
sonω2(Λ0)=20θ−2yλ(Λ0)=1.
comportamientodeλesproporcionalaω2yenconsecuenciapodemos
presumirqueelmodelodeGWnopresentaelproblemadelpolode
Landau.Enelanexo6.Cdemostraremosestaaseveraci´onalordende
unbucle,alaparquemostraremosquelaelecci´ondelascondiciones
inicialess´olomodiﬁcalavelocidadconlaquelospar´ametrostiendena
susvaloresl´ımitesaltomarΛgrande.
Todoslosc´alculoshastaaqu´ıdesarroladospertenecenalestudiode
unamatrizΘdenoconmutatividadnodegenerada.Comoveremosen
lasecci´onentrante,losresultadosreferentesalospar´ametrosderenor-
malizaci´ondelmodelodeGWsetrasladan,almenoscualitativamente,
alcasoenqueΘessingular.
6.4. An´alisisparauna matrizdenoconmutatividad
degenerada
PararealizarelestudiodelmodelodeGWconunamatrizΘque
poseesubespaciosconmutativostenemos,entrevarias,lassiguientes
dosopcionesparautilizarlast´ecnicasdelFLM:laprimera,quepodr´ıa
serexploradasiguiendoloslineamientosdelasecci´on6.5,consisteen
tomarpar´ametrosdenoconmutatividadθµdiversos,detalmanera
quealﬁnaldeld´ıapodr´ıamosimponerlaconmutatividadenalgunos
planostomandoell´ımiteθµyendoacero.Lasegunda,laelegidapara
desarrolaracontinuaci´on,planteacomopuntodepartidalaexistencia
delossubespaciosconmutativos.
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Tomemos como ejemplo el ET eucl´ıdeo Moyal de cuatro dimensio-
nes, parametrizado con coordenadas (x¯, x) ∈ R4; cambiando ligeramen-
te la notacio´n de la seccio´n 5.1, x¯ ∈ R2 son coordendas conmutantes y
x ∈ R2 describe un espacio de dos dimensiones donde la no conmuta-
tividad esta´ caracterizada por la matriz
(VI.4.1) Θ =

 0 θ
−θ 0

 , θ ∈ R .
En este espacio, tomemos un campo escalar ϕ(x¯, x) cuyo lagrangiano
sea similar al de GW en las coordenadas no conmutativas,
(VI.4.2) L = 1
2
(∂¯ϕ)2 +
1
2
(∂ϕ)2 +
m2
2
ϕ2 +
ω2
2
x2ϕ2 +
λ
4!
ϕ4⋆ ;
hemos dividido el te´rmino cine´tico acordemente, llamando ∂¯ y ∂ a los
gradientes con respecto a x¯ y x. Por supuesto, el producto ⋆ del te´rmino
cua´rtico esta´ definido como en la expresio´n (V.1.6), recordando que en
este caso las variables involucradas son x ∈ R2 y la matriz Θ esta´ dada
por la ec. (VI.4.1): este producto ⋆ no supone derivadas ∂¯ con respecto
a las variables conmutativas x¯.
Buscando obtener las correcciones de un bucle a la AE de este mo-
delo, prosigamos con el ca´lculo del operador de fluctuaciones cua´nticas.
De acuerdo a los pasos detallados en la seccio´n 6.1, es evidente que este
operador tendra´ la forma
(VI.4.3) H := −∂¯2 − ∂2 +m2 + ω2x2 + V (x¯, x,−i∂) .
Podemos por ende investigar la traza del NdC del operador general H;
para obtener el resultado requerido, bastara´ reemplazar posteriormen-
te V por un potencial que, salvo por la distincio´n entre coordenadas
conmutantes y no conmutantes, es equivalente al dado en (VI.3.2).
Como primer paso, escribimos la representacio´n usual para la traza
del NdC del operador H:
(VI.4.4)
Tr e−βH = e−βm
2N (β)
∫
R2
dx¯
∫
Dq¯DqDp e−S[q¯,q,p] e−β
∫ 1
0 dt VW .
Esta fo´rmula merece varias aclaraciones. Entre ellas, notemos que he-
mos realizado los reescaleos necesarios en las variables de los caminos
y el tiempo propio para que VW := VW (x¯+
√
β q¯(t),
√
β q(t), p(t)/
√
β).
Igualmente, al escribirla hemos aprovechado que VW no depende de ∂¯
y hemos integrado el momento conjugado p¯(t): resta efectuar solo la
integral en las trayectorias q¯(t) del espacio de configuracio´n. Por su
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parte, estas trayectorias q¯(t) satisfacen condiciones de contorno Diri-
chlet q¯(0) = q¯(1) = 0, mientras que las trayectorias correspondientes
al plano no conmutante, q(t) y p(t), satisfacen condiciones de contorno
perio´dicas. Esto explica la aparicio´n de la integral sobre la variable x¯
para obtener la traza10. Finalmente, los te´rminos en la accio´n de la
part´ıcula puntual que no dependen del potencial V admiten una sepa-
racio´n S[q¯, q, p] = S¯[q¯] + S[q, p], con
S¯[q¯] := 1
4
∫ 1
0
dt ˙¯q2(t) ,
S[q, p] :=
∫ 1
0
dt
{
p(t)2 − ip(t)q˙(t) + ω2β2q(t)2} .(VI.4.5)
Alternativamente, podemos aseverar que sera´ el te´rmino potencial V
el que decidira´ si se puede desacoplar el problema en uno conmutativo
y otro NC.
En la forma habitual, la traza (VI.4.4) puede ser entendida como
un valor de expectacio´n cuya definicio´n involucra la medida gaussiana
dada por la IdC de las acciones (VI.4.5). El paso siguiente consiste en
realizar un desarrollo en potencias de la transformada de Fourier V˜W ;
si como en los casos previos determinamos la normalizacio´n de manera
que la expresio´n (VI.4.4) contemple el resultado conocido para VW = 0,
llegamos a la fo´rmula
(VI.4.6)
Tr e−βH =
π
4
e−βm
2
β sinh2 ωβ
∞∑
n=1
(−β)n
∫
R6
d˜¯σ1dσ˜1dξ˜1 . . .
∫
R6
d˜¯σnσ˜ndξ˜n×
× δ (σ¯1 + . . .+ σ¯n) V˜W (σ¯1, σ1, ξ1) . . . V˜W (σ¯n, σn, ξn)×K(n)β .
Estas funciones K
(n)
β quedan completamente definidas por las FG pa-
ra la part´ıcula libre con condiciones de contorno Dirichlet (ZD[j]) y
con condiciones de contorno perio´dicas bajo la accio´n de un potencial
armo´nico (Zper[k, j]), escritas en (IV.2.10) y (VI.2.13) respectivamente:
(VI.4.7) K
(n)
β :=
∫ 1
0
dt1 . . .
∫ tn−1
0
dtn Zper[kn, jn]ZD[j¯n];
10El uso de trayectorias perio´dicas q¯(t) no simplificar´ıa el ca´lculo de la traza;
ello se debe a la existencia de un modo cero para la accio´n de la part´ıcula libre bajo
e´stas condiciones de contorno.
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las fuentes que deben ser empleadas involucran las variables temporales
intermedias ti y las coordenadas de Fourier ξi, σi y σ¯i en la forma
kn(t) : = i β
− 1
2
n∑
i=1
δ(t− ti) ξi ,
jn(t) : = i β
1
2
n∑
i=1
δ(t− ti) σi ,
j¯n(t) :i = β
1
2
n∑
i=1
δ(t− ti) σ¯i .
(VI.4.8)
Conviene notar que hemos eliminado en (VI.4.6) el te´rmino dado
por n = 0, ya que corresponde a la normalizacio´n de la FG de los cam-
pos11. En tanto, la funcio´n delta con soporte en
∑
i σ¯i es consecuencia de
la integracio´n hecha en x¯. Adicionalmente, la descomposicio´n (VI.4.5)
se ve reflejada en la aparicio´n del producto de funciones generatrices
en (VI.4.7).
Retomando el hilo de la discusio´n, las contribuciones Γ(2) a la AE,
cuadra´ticas en el campo, esta´n indexadas por n = 1 en la ecuacio´n
(VI.4.6), debido a la estructura tambie´n cuadra´tica del potencial VW :
(VI.4.9) Γ(2)[φ] =
1
32π
∫
R4
dσ˜dξ˜ V˜W (0, σ, ξ)
∫ ∞
Λ−2
dβ
e−βm
2
β sinh2 ωβ
K
(1)
β .
En esta expresio´n hemos empleado la delta de Dirac para eliminar la
integral en σ¯, y, considerando (IV.2.10) y (VI.3.5), la funcio´n K
(1)
β es
sencillamente
(VI.4.10) K
(1)
β = e
− 1
4ω tanhωβ
(ω2ξ2+σ2) .
Para facilitar la exposicio´n, nuevamente separaremos el estudio de los
casos planares y no planares.
6.4.1. Contribuciones planares. Si consideramos los te´rminos
de V˜W que no mezclan productos Moyal a izquierda y derecha, obtene-
mos la contribucio´n planar a la funcio´n de dos puntos
Γ
(2)
P [φ] =
1
2
∫
R4
dx¯dx Γ
(2)
P (x) ⋆ φ(x¯, x) ⋆ φ(x¯, x) ,(VI.4.11)
efectuando la regularizacio´n de Γ
(2)
P (x) por medio de un para´metro Λ
de corte UV:
(VI.4.12) Γ
(2)
P (x) =
λ
24π2
ω
(1 + ω2θ2)
∫ ∞
Λ−2
dβ
β
e−βm
2
sinh 2ωβ
e
−ω tanhωβ
1+ω2θ2
x2
.
11Cfr. (II.2.6) y los comentarios posteriores.
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Este resultado es cualitativamente igual al obtenido para las contri-
buciones planares en el caso no degenerado, cfr. (VI.3.7). Desde el
punto de vista de la renormalizacio´n, Γ
(2)
P (x) posee una divergencia
UV independiente de x y proporcional a Λ2 que puede ser removida
renormalizando la masa, y una divergencia logar´ıtmica que se elimina
redefiniendo la normalizacio´n de los campos y la frecuencia del te´rmino
harmo´nico.
En forma precisa, las correcciones de un bucle al te´rmino cine´tico
ahora so´lo introducen divergencias en las direcciones NC. Como con-
secuencia, para curarlas debemos introducir no so´lo un para´metro de
renormalizacio´n del campo Z, sino tambie´n uno nuevo a que tenga en
cuenta esta asimetr´ıa entre direcciones conmutativas y no conmutati-
vas (Grosse y Wohlgenannt 2012); en consecuencia el te´rmino cine´tico
conmutativo del lagrangiano deber´ıa leerse a(∂¯φ)2. La lista completa
de para´metros involucrados en la renormalizacio´n de la funcio´n de dos
puntos es
Z = 1 +
λ
48π2
ω2θ2
(1 + ω2θ2)2
[
log
(
Λ2/ω
)
+ (t. f.)
]
,
aren = a
{
1− λ
48π2
ω2θ2
(1 + ω2θ2)2
[
log
(
Λ2/ω
)
+ (t. f.)
]}
,
ω2ren = ω
2
{
1− λ
48π2
1− ω2θ2
(1 + ω2θ2)2
[
log
(
Λ2/ω
)
+ (t. f.)
]}
,
m2ren = m
2
{
1 +
λ
48π2
1
(1 + ω2θ2)m2
Λ2+
+
λ
48π2
ω2θ2
(1 + ω2θ2)2
[
log
(
Λ2/ω
)
+ (t. f.)
]}
.
(VI.4.13)
Estos resultados, comparados con (VI.3.13) y (VI.3.14), muestran una
potencia menor de (1+ω2θ2) en los te´rminos divergentes; esta diferencia
es entendible observando la dependencia con la dimensio´n en (VI.3.7).
6.4.2. Contribuciones no planares. La contribucio´n no pla-
nar se calcula insertando en (VI.4.9) el te´rmino del potencial que mez-
cla productos Moyal a izquierda y a derecha; el resultado es
(VI.4.14) Γ
(2)
NP[φ] =
1
2
∫
R6
dx¯dxdx′ φ(x¯, x)φ(x¯, x′) UNP(x, x′) ,
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en te´rminos del potencial de fondo UNP(x, x
′) que debe ser regularizado
en el regimen UV,
(VI.4.15)
UNP(x, x
′) =
λ
384π3
1
θ2
∫ ∞
Λ−2
dβ
β
e−βm
2
cosh2 ωβ
e−
tanhωβ
4ωθ2
[(x−x′)2+ω2θ2(x+x′)2] .
Las diferencias con el caso no degenerado son en esta oportunidad evi-
dentes: mientras que cuando la matriz Θ es no degenerada, de acuerdo
a (VI.3.19), las contribuciones no planares son finitas sin importar la
dimensio´n de la variedad de base, tomando un subespacio degenerado
de dimensio´n12 2 obtenemos una divergencia UV logar´ıtmica
(VI.4.16) UNP(x, x
′) =
λ
384π3
1
θ2
log Λ2/ω + (t. f.) .
Este tipo de divergencia no puede ser eliminada mediante la redefini-
cio´n de los para´metros del lagrangiano (VI.4.2), dado que el mismo no
posee un te´rmino con la forma de (VI.4.14). Para lograr la renormali-
zacio´n, se vuelve necesario introducir una nueva interaccio´n no local al
lagrangiano, en conformidad con lo descripto en el trabajo de Grosse
y Vignes-Tourneret (2010):
(VI.4.17)
1
2
κ2
θ2
∫
R6
dx¯dxdx′ φ(x¯, x)φ(x¯, x′) .
De este modo, la divergencia logar´ıtmica encontrada en la fo´rmula
(VI.4.16) se puede remover por v´ıa de la renormalizacio´n del para´metro
κ. Las funciones β que se obtienen sin dificultad a partir de (VI.4.13) y
(VI.4.16) coinciden con los resultados de Grosse y Wohlgenannt (2012).
6.5. Anisotrop´ıa en el te´rmino harmo´nico
Finalizaremos este cap´ıtulo analizando que´ sucede cuando el te´rmino
harmo´nico del modelo de GW es aniso´tropo, a saber, cuando el lagran-
giano toma la forma13
(VI.5.1) L =
d∑
µ=1
[
1
2
(∂µφ)
2 +
ω2µ
2
x2µφ
2
]
+
m2
2
φ2 +
λ
4!
φ4⋆ .
En adicio´n, tomaremos una matriz de no conmutatividad Θ que en estas
coordenadas se encuentra expresada en d/2 bloques de la forma (VI.4.1)
con constantes θµ en principio diversas entre s´ı. Tomando en cuenta
12La divergencia de la contribucio´n no planar se se incrementa con el nu´mero
de variables conmutativas, pues se ganan potencias β−1/2 en perjuicio de factores
(cosh2 ωβ)−1 dentro del integrando de la expresio´n (VI.4.15).
13De aqu´ı en adelante, escribiremos expl´ıcitamente todas las sumas sobre ı´ndices
para evitar confusiones.
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que el desarrollo de los ca´lculos involucrados en la obtencio´n de las
correcciones de un bucle a la AE es visiblemente semejante al realizado
en las secciones previas, no nos detendremos en ca´lculos intermedios
sino que mencionaremos los resultados ma´s relevantes.
El operador de fluctuaciones de este modelo posee la forma de un
operador H como el de la ecuacio´n (VI.2.1); para este tipo de operado-
res, la anisotrop´ıa implica un pequen˜o cambio en la fo´rmula (VI.2.8),
que ahora se lee
(VI.5.2)
Tr e−βH =
e−βm
2
d∏
µ=1
2 sinhωµβ
∞∑
n=0
(−β)n
∫
R2d
dσ˜1dξ˜1 . . .
∫
R2d
dσ˜ndξ˜n×
× V˜W (σ1, ξ1) . . . V˜W (σn, ξn)×K(n)β (σ1, . . . ; ξ1, . . .) .
Como era de esperar, tambie´n las funciones K
(n)
β deben modificarse
en concordancia con el nuevo te´rmino armo´nico. Llamando ξµi a la µ-
e´sima componente de la coordenada ξi, la expresio´n (VI.2.16) se ve
modificada segu´n
(VI.5.3)
K
(n)
β (σ1, . . . ; ξ1, . . .) = e
−
d∑
µ=1
1
4ωµ tanhωµβ
∑
i
(ω2µξ
µ
i
2
+σµi
2
)
∫ 1
0
dt1 . . .
∫ tn−1
0
dtn ×
× e
−
d∑
ν=1
1
2ων sinhωνβ
∑
i<j
{cosh [ωνβ(2|ti−tj |−1)] (ω2νξνi ξνj+σνi σνj )}×
× e
−
d∑
ρ=1
1
2 sinhωρβ
∑
i<j
{i sinh [ωρβ(2|ti−tj |−1)] (ξρi σρj−ξρj σρi )}
.
Para analizar como entra en juego la no conmutatividad en este nue-
vo modelo, tomemos por caso la contribucio´n de un bucle a la funcio´n
de 2 puntos,
(VI.5.4) Γ(2)[φ] =
1
2
∫
R2d
dσ˜dξ˜ V˜W (σ, ξ)×
×
∫ ∞
Λ−2
dβ
(
d∏
µ=1
2 sinhωµβ
)−1
e−βm
2
K
(1)
β (σ; ξ) ,
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donde, visto lo expresado en (VI.5.3), K
(1)
β es una ligera variacio´n de
(VI.3.5):
(VI.5.5) K
(1)
β (σ; ξ) = e
−
d∑
µ=1
1
4ωµ tanhωµβ
(ω2µξ
2
µ+σ
2
µ)
.
Haciendo uso de estas ecuaciones, es posible mostrar que la contri-
bucio´n planar a la funcio´n de dos puntos puede au´n ser escrita en la
forma
Γ
(2)
P [φ] =
1
2
∫
Rd
dx Γ
(2)
P (x) ⋆ φ(x) ⋆ φ(x) ,(VI.5.6)
definiendo adecuadamente Γ
(2)
P ; esta funcio´n posee una estructura de
divergencias ide´ntica a la del caso analizado en la seccio´n 6.3.1, lo cual
es claro de la siguiente fo´rmula:
(VI.5.7) Γ
(2)
P (x) :=
λ
3
{
d∏
µ=1
ωµ
2π(1 + ω2µθ
2
µ)
}1/2
×
×
∫ ∞
Λ−2
dβ
(
d∏
ν=1
sinh 2ωνβ
)−1/2
e−βm
2
e
−
d∑
ρ=1
ωρ tanhωρβ
1+ω2ρθ
2
ρ
x2ρ
.
Por cierto, dichas contribuciones a la funcio´n de dos puntos tienen
su contraparte no planar Γ
(2)
NP, proveniente siempre del te´rmino con
productos Moyal cruzados en el potencial VW :
(VI.5.8) Γ
(2)
NP[φ] =
1
2
∫
R2d
dxdx′ φ(x)φ(x′) UNP(x, x′) .
El potencial de fondo UNP(x, x
′) es sin duda regular en el re´gimen UV,
excluyendo los casos θµ 6= 0 y ωµ 6= 0, visto que
UNP(x, x
′) =
λ
6
1
(4π)d detΘ
∫ ∞
0
dβ
(
d∏
µ=1
coshωµβ
)−1
e−βm
2×
× e−
d∑
ν=1
tanhωνβ
4ωνθ
2
ν
[(x−x′)2ν+ω2νθ2ν(x+x′)2ν]
.
(VI.5.9)
Cuando la matriz Θ es degenerada, i.e. cuando algu´n θµ se anula, hay
que actuar con cierta cautela: el l´ımite en cuestio´n da como resultado
una delta de Dirac con soporte en (x − x′)µ, e introduce un prefactor
(tanhωµβ)
−1/2 que puede afectar la convergencia de la integral para
pequen˜os valores de β. Esto es lo que sucede, por ejemplo, en el caso
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particular d = 4 al tomar un plano conmutativo: el resultado que se
obtiene a partir de (VI.5.9) es ide´ntico al de (VI.4.15).
Tras haber analizado el caso degenerado en la seccio´n 6.4, no resulta
extran˜o que las componentes del te´rmino cine´tico deban ser renorma-
lizadas independientemente y, consecuentemente, debamos escribir el
lagrangiano renormalizado como
(VI.5.10) Lren =
4∑
µ=1
[
Zµ
2
(∂µφ)
2 +
ω2µ,ren
2
x2µφ
2
]
+
m2ren
2
φ2 +
λren
4!
φ4⋆ .
Para ser precisos, si tomamos el ET eucl´ıdeo Moyal de dimensio´n d = 4,
las constantes intervenientes en la renormalizacio´n se pueden escribir
como
Zµ = 1 +
λ
48π2
[
4∏
ν=1
(1 + ω2νθ
2
ν)
−1/2
]
×
(VI.5.11)
× ω
2
µθ
2
µ
(1 + ω2µθ
2
µ)
[
log
(
Λ2/ω
)
+ (t. f.)
]
,
ω2µ,ren = ω
2
µ
{
1− λ
48π2
[
4∏
ν=1
(1 + ω2νθ
2
ν)
−1/2
] (
1 + ω2µθ
2
µ
)−1×
× [log (Λ2/ω)+ (t. f.)]
}
,
m2ren = m
2
{
1 +
λ
48π2
[
4∏
ν=1
(1 + ω2νθ
2
ν)
−1/2
]
×
×
[
Λ2
m2
+
∑
ρ
ω2ρθ
2
ρ
(1 + ω2ρθ
2
ρ)
2
[
log
(
Λ2/ω
)
+ (t. f.)
]]}
.
A fin de cuentas, cabe destacar la importancia de la anisotrop´ıa en
el potencial armo´nico de fondo como opcio´n para eliminar las divergen-
cias UV en un modelo no conmutativo caracterizado por d para´metros
θµ diversos, con µ = 1, . . . , d. Si eligie´ramos ωµ = Ω/θµ, con Ω un
nuevo para´metro adimensional, encontrar´ıamos que bastar´ıa la sola in-
troduccio´n de un para´metro Z para renormalizar el te´rmino cine´tico.
A su vez, el ca´lculo de las funciones β mostrar´ıa que se anulan para
el valor especial Ω = 1. En otras palabras, la anisotrop´ıa del potencial
armo´nico cancelar´ıa la de los para´metros de no conmutatividad y, por
consiguiente, las bondades del modelo no dependen de una eleccio´n
particular de los para´metros de no conmutatividad.
Anexos
6.A. El nu´cleo de Mehler
El FLM puede ser utilizado para calcular no so´lo la traza del NdC,
sino tambie´n sus propiedades locales. En este anexo calcularemos, a
modo de ejemplo, el propagador libre para el modelo de GW,
(VI.A.1) ∆(p, p′) :=
∫
R2d
dxdx′ e−ipx−ip
′x′ 〈x′|G−1|x〉 ,
es decir la transformada de Fourier del nu´cleo del operador G−1, cfr.
(VI.1.3). Evidentemente, este propagador satisface la ecuacio´n diferen-
cial
(VI.A.2) (−ω2∂2 +m2 + p2)∆(p, p′) = (2π)d δ(p+ p′) .
Para comenzar el ca´lculo deseado, expresamos el operador G−1 en
funcio´n del nu´cleo de calor e−β G, obteniendo como resultado
(VI.A.3) ∆(p, p′) =
∫
R2d
dxdx′ e−ipx−ip
′x′
∫ ∞
0
dβ 〈x′|e−βG|x〉 .
A continuacio´n, introducimos la representacio´n de dicho nu´cleo en
te´rminos de una IdC:
(VI.A.4) ∆(p, p′) =
∫
R2d
dxdx′ e−ipx−ip
′x′ ×
×
∫ ∞
0
dβ e−βm
2
∫ q(β)=x′
q(0)=x
Dq(t)Dp(t) e−
∫ β
0 dt{p2(t)−ip(t)q˙(t)+ω2q2(t)} .
Es preciso notar que en la IdC (VI.A.4) las trayectorias p(t) no esta´n
sujetas a condicio´n de contorno alguna, mientras que las trayectorias
q(t) satisfacen q(0) = x y q(β) = x′. Como es frecuente, es conve-
niente introducir las perturbaciones alrededor de las soluciones cla´sicas
q0(t), p0(t), a saber, las trayectorias que minimizan la accio´n
14
(VI.A.5) S0[q(t), p(t)] =
∫ β
0
dt
{
p2(t)− ip(t)q˙(t) + ω2q2(t)}
14Notar que no usaremos los reescaleos en β de p(t), q(t) y t que hemos utilizado
frecuentemente.
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con las condiciones de contorno recientemente mencionadas. Las solu-
ciones a este problema son
q0(t) =
1
sinh 2ωβ
[x′ sinh 2ωt+ x sinh 2ω(β − t)] ,
p0(t) =
iω
sinh 2ωβ
[x′ cosh 2ωt− x cosh 2ω(β − t)] ;
(VI.A.6)
estas nos permiten realizar las translaciones q(t)→ q0(t)+q(t) y p(t)→
p0(t) + p(t) en la expresio´n (VI.A.4) para obtener
(VI.A.7)
∆(p, p′) =
∫ ∞
0
dβ e−βm
2
∫
R2d
dxdx′ e−ipx−ip
′x′ e−S0[q0(t),p0(t)]×
×
∫ q(β)=0
q(0)=0
Dq(t)Dp(t) e− ip0q|β0−
∫ β
0 dt{p2(t)−ip(t)q˙(t)+ω2q2(t)} .
De esta forma hemos logrado separar S0[q0(t), p0(t)], la contribucio´n
cla´sica, del aporte de las fluctuaciones cua´nticas, cifrado en la IdC en
q(t) y p(t). Asimismo, luego del cambio de variables, la integral debe ser
realizada sobre trayectorias que satisfacen las condiciones de contorno
tipo Dirichlet q(0) = q(β) = 0.
Al utilizar el FLM es habitual interpretar las integrales de camino
resultantes como amplitudes de transicio´n; este caso no es la excepcio´n.
Pensando que corresponde a una transicio´n entre puntos x = x′ =
0 a tiempo eucl´ıdeo β para un oscilador armo´nico en d dimensiones,
se pueden utilizar los polinomios de Hermite Hn(·), autofunciones del
hamiltoniano del oscilador armo´nico, para calcular
∫ q(β)=0
q(0)=0
Dq(t)Dp(t) e−
∫ β
0 dt{p2(t)−ip(t)q˙(t)+ω2q2(t)} =
= 〈x′ = 0| e−β{−∂2+ω2x2} |x = 0〉
=
( ∞∑
n=0
e−2βω(n+
1
2
)
√
ω
2nn!
√
π
H2n(0)
)d
=
(
ω
2π sinh 2ωβ
)d/2
.
(VI.A.8)
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Finalmente, uniendo los resultados (VI.A.7) y (VI.A.8) encontramos
el nu´cleo de Mehler en el espacio de Fourier (Mehler 1866):
(VI.A.9)
∆(p, p′) =
(
2π
ω
)d/2∫ ∞
0
dβ
e−βm
2
(sinh 2ωβ)d/2
e−
1
2ω sinh 2ωβ{(p2+p′2) cosh 2ωβ+2pp′} .
6.B. Sobre las condiciones de contorno en las integrales de
camino para el modelo Grosse-Wulkenhaar
En la seccio´n 6.2 hemos visto que es posible calcular la traza del
NdC de operadores no locales de la forma
(VI.B.1) H := −∂2 +m2 + ω2x2 + V (x,−i∂),
definidos sobre Rd, implementando el FLM sobre trayectorias con con-
diciones de contorno perio´dicas. En este anexo mostraremos que ide´nti-
co resultado se obtiene, no obstante el ca´lculo sea ma´s intrincado, con-
siderando IdC con condiciones de contorno tipo Dirichlet.
Efectivamente, siguiendo los pasos que nos llevaron a obtener la
ecuacio´n (IV.1.5), es posible mostrar que el operador H puede ser in-
terpretado, en meca´nica cua´ntica y en el espacio de fases, como la suma
de todas las transiciones de un punto a otro con la misma componente
espacial, sin restricciones sobre la variable de momento que surge en la
IdC15:
(VI.B.2) Tr(D) e
−βH =
= βd/2N (β)e−βm2
∫
Rd
dx
q(1)=x∫
q(0)=x
DpDq e−S0[q(t),p(t)]−
∫ 1
0 dtVW (
√
βq,p/
√
β) .
En esta expresio´n hemos utilizado la escala
√
β para trabajar con va-
riables q y p sin dimensio´n, hemos introducido una normalizacio´n N (β)
que luego sera´ determinada a partir de un caso conocido y hemos se-
parado el potencial VW ordenado segu´n la prescripcio´n de Weyl de la
accio´n cla´sica del oscilador harmo´nico,
S0[q(t), p(t)] :=
∫ 1
0
dt
{
p2 − iq˙p+ β2ω2q2} .(VI.B.3)
15Llamaremos a esta traza Tr(D) hasta tanto no demostremos su igualdad con
la traza calculada utilizando trayectorias perio´dicas.
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Por otro lado, a partir de este momento y sin pe´rdida de generalidad16,
podemos considerar que el potencial corresponde so´lo a un par de fuen-
tes j(t) y k(t) en la forma
VW (
√
βq, p/β) = j(t) q(t) + k(t) p(t).(VI.B.4)
Como es usual al calcular IdC, simplificara´ los ca´lculos el conside-
rar la trayectoria cla´sica P
(x)
0 en el espacio de fases, con componentes
espacial q
(x)
0 y de momento p
(x)
0 , que minimiza la accio´n S0 al partir
desde un punto dado x del espacio de configuracio´n y volver a e´l:
P
(x)
0 (t) :=

p
(x)
0 (t)
q
(x)
0 (t)


:=


iωβ x
sinh 2ωβ
[cosh 2ωβt− cosh 2ωβ(1− t)]
x
sinh 2ωβ
[sinh 2ωβt+ sinh 2ωβ(1− t)]

 .
(VI.B.5)
Si asimismo definimos las fluctuaciones cua´nticas Ψ de los caminos en
el espacio de fase y el vector fuente K(t) como
P (t) = P
(x)
0 (t) + Ψ(t)
= P
(x)
0 (t) +

ψ(t)
φ(t)

 ,
K(t) =

k(t)
j(t)

 ,
(VI.B.6)
la expresio´n para la traza se simplifica notablemente pues la accio´n del
oscilador harmo´nico se separa en un te´rmino de borde correspondiente
a la trayectoria cla´sica y la accio´n harmo´nica original (VI.B.3) para las
16Basta con hacer la transformada de Fourier de la exponencial del potencial
para llegar a expresiones similares a aquella con la cual trabajaremos.
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fluctuaciones cua´nticas:
(VI.B.7)
Tr(D) e
−βH = βd/2e−βm
2N (β)
∫
Rd
dx e−ωβ tanh(ωβ)x
2+
∫ 1
0 β
1/2Kt(t)P
(x)
0 (t)
×
∫
φ(0)=φ(1)=0
DψDφ e−S0[φ(t),ψ(t)]+Kt(t)Ψ(t).
De esta manera, hemos logrado separar el problema en el ca´lculo
de dos integrales: una en la variable x y otra en los caminos φ(t) y ψ(t)
con condiciones de contorno Dirichlet. La primera no es ma´s que una
integral gaussiana cuyo resultado puede ser escrito como
(VI.B.8)
∫
Rd
dx e−ωβ tanh(ωβ)x
2+
∫ 1
0 β
1/2Kt(t)P
(x)
0 (t) =
=
(
π
ωβ tanh(ωβ)
)d/2
exp
{
1
2
∫ 1
0
∫ 1
0
dtdt′Kt(t)I(t, t′)K(t′)
}
,
donde, en te´rminos del vector de trayectorias P
(1,··· ,1)
0 (t) dado por la
expresio´n (VI.B.5) con x = (1, . . . , 1), el nu´cleo I(t, t′) es
I(t, t′) =
1
2ωβ tanh(ωβ)
P
(1,··· ,1)
0 (t)
(
P
(1,··· ,1)
0
)t
(t′).(VI.B.9)
La restante integral tambie´n es gaussiana y puede ser trabajada
como en los dema´s casos estudiados a lo largo de este trabajo. Para ello,
observemos que la accio´n S0 puede ser interpretada como el producto
escalar
S0[φ, ψ] = −1
2
∫ 1
0
ΨtDDΨ,(VI.B.10)
en te´rminos del operador hermı´tico DD que actu´a sobre trayectorias
cuyas componentes espaciales satisfacen condiciones de contorno tipo
Dirichlet,
DD =

 2 −i∂t
i∂t 2β
2ω2

 ,(VI.B.11)
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y cuyo inverso posee un nu´cleo de componentes G
(D)
ab que pueden ser
escritas como
G(D)pp (t, t
′) =
βω
2 sinh(2βω)
[
cosh
(
2βω(t′ + t− 1))+ cosh(2βω(|t′ − t| − 1))],
(VI.B.12)
G(D)px (t, t
′) =
−i
2 sinh(2βω)
[
sinh
(
2βω(t′ + t− 1))− ǫ(t′ − t) sinh(2βω(|t′ − t| − 1))],
G(D)xp (t, t
′) =
−i
2 sinh(2βω)
[
sinh
(
2βω(t′ + t− 1))+ ǫ(t′ − t) sinh(2βω(|t′ − t| − 1))],
G(D)xx (t, t
′) =
1
2βω sinh(2βω)
[
cosh
(
2βω(t′ + t− 1))− cosh(2βω(|t′ − t| − 1))].
Definamos tambie´n el valor medio 〈f [q(t), p(t)]〉D de una funcio´n
f(q, p) con una medida gaussiana dada por la IdC con la accio´n (VI.B.10),
〈f [q(t), p(t)]〉D := Z(ωβ)−1
∫
φ(0)=φ(1)=0
DψDφ e− 12
∫ 1
0 Ψ
tDDΨf [q(t), p(t)] ,
(VI.B.13)
normalizada de forma tal que 〈1〉D = 1 gracias a la presencia de la
funcio´n Z(ωβ). Haciendo uso de estos resultados, obtenemos para la
funcio´n generatriz ZD[k, j] la siguiente expresio´n que surge de comple-
tar cuadrados:
ZD[k(t), j(t)] :=
〈
e
∫ 1
0 K
tΨ
〉
D
(VI.B.14)
= exp
{
1
2
∫ 1
0
∫ 1
0
dtdt′Kt(t)G(D)(t, t′)K(t′)
}
.(VI.B.15)
Resta por determinar au´n las funciones de normalizacio´n N (β) y
Z(ωβ). Ello puede realizarse, tal y como hemos hecho en (VI.2.7),
tomando el resultado conocido m = VW = 0; en este caso llegamos a
Tr(D) e
−β{−∂2+ω2x2} = βd/2N (β)Z(ωβ)
∫
dx e−ωβ tanh(ωβ)x
2 〈1〉D
=
1
(2 sinhωβ)d
.
(VI.B.16)
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Volviendo al ca´lculo de (VI.B.7), si reunimos los resultados (VI.B.8),
(VI.B.14) y (VI.B.16), obtenemos finalmente la expresio´n cerrada
Tr(D) e
−βH =
(
π
ω tanh(ωβ)
)d/2
e−βm
2
× exp
{
1
2
∫ 1
0
∫ 1
0
dtdt′Kt(t)
(
G(D)(t, t′) + I(t, t′)
)
K(t′)
}
.
(VI.B.17)
Esta expresio´n para la traza del NdC del operador H coincide con la
que se obtiene de combinar (VI.2.5),(VI.2.6), (VI.2.7) y (VI.2.13) para
el caso especial del potencial VW dado por (VI.B.4),
Tr e−βH =
(
π
ω tanh(ωβ)
)d/2
e−βm
2
× exp
{
1
2
∫ 1
0
∫ 1
0
dtdt′Kt(t)G(per)(t− t′)K(t′)
}
,
(VI.B.18)
si tomamos en cuenta que a partir de la definicio´n (VI.2.14) vale
G(per)(t− t′) = G(D)(t, t′) + I(t, t′).(VI.B.19)
6.C. El polo de Landau y el modelo de Grosse-Wulkenhaar
al orden de un bucle
En este anexo nos dedicaremos a probar que, al orden de un bucle,
el modelo de GW no presenta el conocido problema del polo de Landau.
Para ello, mostraremos que la constante de acoplamiento λ, al igual que
el cuadrado de la frecuencia ω2, se mantiene finita para cualquier valor
del para´metro de corte Λ.
Para comenzar, podemos utilizar el resultado (VI.3.30) con el ob-
jetivo de reescribir la funcio´n βω2 , cfr. (VI.3.16), en te´rminos de ω
2 y
los valores λ0 y ω
2
0 de la constante de acoplamiento y la frecuencia al
cuadrado correspondientes a cierta escala Λ0:
βω2(Λ, ω
2) =
λ0
24π2ω20
ω4
1− ω2θ2
(1 + ω2θ2)3
.(VI.C.1)
Visto que la funcio´n βω2(t, x) es continua y acotada en todo el plano
(t, x), regio´n donde tambie´n satisface la condicio´n de Lipschitz en la
variable x, el teorema de Picard-Lindelo¨f nos garantiza la existencia y
la unicidad de la solucio´n ω2(Λ) a la ecuacio´n diferencial (VI.C.1) para
todo valor de Λ y condicio´n inicial. Si bien encontrar una expresio´n
cerrada para ω2(Λ) no es sencillo, veremos que nos bastara´ obtener
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funciones que la acoten por arriba y por debajo para lograr nuestro
cometido.
Con el fin de simplificar la demostracio´n, consideremos Λ > Λ0 y
0 < ω0 ≤ θ−1 ya que el caso ω0 ≥ θ−1 se puede analizar en forma
similar. Puesto que ω2(Λ) es continua, existira´ un valor Λ1 hasta el
cual sera´ cierto que ω(Λ) ≤ θ−1 y sera´n va´lidas las cotas
am(1− ω2θ2) ≤ βω2 ≤ aM(1− ω2θ2),(VI.C.2)
donde hemos definido las constantes am y aM a trave´s de las fo´rmulas
am : =
λ0 ω
2
0
48π2 (1 + ω20θ
2)2
,
aM : =
λ0
96π2 ω20 θ
4
.
(VI.C.3)
El punto crucial es notar que las desigualdades impuestas por las
expresiones (VI.C.2) pueden emplearse para construir otras en las que
entre en juego expl´ıcitamente la funcio´n ω(Λ); efectivamente, es posible
demostrar que en el intervalo Λ0 < Λ < Λ1 se cumple
ω2min(Λ) ≤ ω2(Λ) ≤ ω2max(Λ),(VI.C.4)
llamando ω2i=m,M a las funciones cuyas ecuaciones diferenciales involu-
cran las cotas superior e inferior escritas en (VI.C.4):
Λ∂Λω
2
i = ai(1− ω2i θ2), ω2i (Λ0) = ω20, i = m,M.(VI.C.5)
Por cierto, las soluciones a (VI.C.5) se pueden obtener sin dificultades
y son funciones crecientes, acotadas superiormente por θ−2:
ω2i (Λ) = θ
−2 +
(
ω20 − θ−2
)( Λ
Λ0
)−aiθ2
, i = m,M.(VI.C.6)
A dicho valor θ−2 tienden cuando Λ se vuelve grande, con una potencia
dada por los valores de am y aM , relacionados por su parte con los
para´metros iniciales segu´n (VI.C.3).
Ahora, observando (VI.C.4) deber´ıa ser claro que ω2(Λ) no puede
llegar a tomar el valor θ−2, pues si lo tomara por primera vez para
Λ = Λ2 valdr´ıa ωM(Λ2) ≥ θ−2, lo cual se contradice con (VI.C.6). En
definitiva, (VI.C.4) es va´lida para cualquier valor Λ0 < Λ < ∞ y, por
ende, la frecuencia ω resulta acotada superior e inferiormente por el
valor l´ımite
θ−2 = l´ım
Λ→∞
ω2min(Λ) ≤ l´ım
Λ→∞
ω2(Λ) ≤ l´ım
Λ→∞
ω2max(Λ) = θ
−2.(VI.C.7)
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Recordando que segu´n (VI.C.1) la constante de acoplamiento λ(Λ)
y la frecuencia al cuadrado ω2(Λ) son proporcionales, λ debe ser una
funcio´n acotada tal que
l´ım
Λ→∞
λ(Λ) =
λ0
ω20θ
2
.(VI.C.8)
Esto termina por demostrar que el modelo de GW no presenta un polo
de Landau al orden de un bucle.

CAPI´TULO 7
Conclusiones
Ex parte enim cognoscimus, et ex parte prophe-
tamus; cum autem venerit quod perfectum est,
evacuabitur quod ex parte est... Videmus nunc
per Speculum et in Aenigmate, tunc autem facie
ad faciem. Nunc cognosco ex parte, tunc autem
cognoscam sicut et cognitus sum.
– I Corinthios 13:12.
El problema de la gravedad cua´ntica ha estado presente en el mun-
do de la f´ısica fundamental desde la misma concepcio´n de las teor´ıas
cua´ntica y de la gravedad, a juzgar por las palabras de Einstein en uno
de sus trabajos fundadores de la teor´ıa general de la gravedad1. Si bien
han sido reformuladas a lo largo de los an˜os, las dos principales l´ıneas
de trabajo quedaron establecidas a mediados del siglo pasado (Rovelli
2004). En concreto, nos referimos a las que suelen mencionarse como
l´ınea de investigacio´n covariante, en la cual se intenta construir una
teor´ıa cua´ntica de campos que considere las fluctuaciones de la me´tri-
ca alrededor de una cierta me´trica de fondo, y l´ınea de investigacio´n
cano´nica, segu´n la cual el espacio de Hilbert a considerar debe conte-
ner toda la me´trica, sin necesidad de incurrir en la introduccio´n de una
me´trica de fondo; claro esta´, en la actualidad corresponden a la teor´ıa
de cuerdas y la teor´ıa de gravedad cua´ntica de bucles, respectivamente.
Sin poner en tela de juicio la posible validez de estas teor´ıas, no se
puede negar ni la existencia de dificultades te´cnicas en los ca´lculos que
involucran, ni que probablemente estas dificultades no sean resueltas
por la actual generacio´n de f´ısicos.
La teor´ıa cua´ntica de campos no conmutativa ofrece una solucio´n
de compromiso: existe una estrecha relacio´n entre ella y el l´ımite de
1“Gleichwohl mu¨ßten die Atome zufolge der inneratomischen Elektronenbewe-
gung nicht nur elektromagnetische, sondern auch Gravitationsenergie ausstrahlen,
wenn auch in winzigem Betrage. Da dies in Wahrheit in der Natur nicht zutref-
fen du¨rfte, so scheint es, daßdie Quantentheorie nicht nur die Maxwellsche Elek-
trodynamik, sondern auch die neue Gravitationstheorie wird modifizieren mu¨ssen”,
(Einstein 1916).
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bajas energ´ıas de la teor´ıa de cuerdas, a la vez que ofrece posibilidades
ciertas de ca´lculo. Su principal caracter´ıstica es la presencia de una
longitud mı´nima, que surge del para´metro de no conmutatividad θ de
los operadores posicio´n en la teor´ıa. Como si eso no bastara, no es
impensado que en conjunto con las ideas de fenomenolog´ıa surgidas
a fines del siglo pasado en gravedad cua´ntica, ofrezcan en un futuro
cercano posibles comparaciones entre predicciones teo´ricas y valores
experimentales (Amelino-Camelia 2013).
En el escenario que hemos planteado, esta tesis ha propuesto una
nueva herramienta de ca´lculo, la aplicacio´n del Formalismo de L´ınea de
Mundo a la TCC NC. Para ello, luego de haber ofrecido una breve re-
sen˜a histo´rica en el primer cap´ıtulo, en el cap´ıtulo 2 hemos introducido
las nociones generales de ca´lculos perturbativos a un bucle y renorma-
lizacio´n en TCC con me´todos funcionales, los cuales nos llevaron en
forma natural a la consideracio´n de te´cnicas espectrales.
Dichas te´cnicas espectrales encontraron su formulacio´n matema´tica
en el cap´ıtulo 3. El principal teorema de ese apartado establece la
existencia de un desarrollo asinto´tico, en potencias del tiempo propio,
del nu´cleo de calor para operadores en derivadas parciales que cumplan
con las siguientes hipo´tesis:
estar definido en un fibrado vectorial V suave, sobre M, una
variedad Riemaniana d-dimensional, suave, compacta y sin bor-
de;
ser de orden g > 0, el´ıptico y autoadjunto;
y poseer un s´ımbolo principal definido positivo para las variables
duales ξ 6= 0.
En ese caso, para el NdC K(t, x, y), vale el desarrollo asinto´tico de su
diagonal
K(t, x, x) ∼
∞∑
n=0
t
n−d
k en(x, P ), para t↓0,(VII.0.9)
donde los coeficientes locales e invariantes en(x, P ) dependen de un
nu´mero finito de lo que en la jerga de la comunidad f´ısica llamar´ıamos
te´rminos de potencial, de la conexio´n Aµ y de la me´trica, y se anulan
para n impar. El caso de variedades con borde es ana´logo, salvo por el
hecho que en general los en con n impar dejan de ser nulos.
Partiendo de esa base, nos hemos dedicado en el transcurso del
cap´ıtulo 4 a desarrollar el FLM para la TCC usual. El FLM supone la
utilizacio´n de IdC en meca´nica cua´ntica para el co´mputo de trazas de
NdC, y resulta aplicable al estudio de correcciones cua´nticas en TCC.
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La eficiencia de este me´todo quedo´ plasmada al analizar modelos es-
calares con potenciales regulares arbitrarios. Para el caso λφ4 hemos
discutido su renormalizacio´n al orden de un bucle, en la cual surgen dos
caras del mismo problema: el polo de Landau y la trivialidad cua´ntica,
segu´n los cuales el modelo degenera en λ→∞ o λ = 0 respectivamente.
Este problema dejo´ perpleja a la comunidad f´ısica hasta el descubri-
miento de la libertad asinto´tica en el marco de las teor´ıas de gauge no
abelianas.
Adema´s, hemos considerado el caso de operadores con potenciales
singulares tipo delta de Dirac, los cuales generan condiciones de pegado
que suelen ser interpretados en la literatura como condiciones de borde
semitransparentes. Esta interpretacio´n permite aseverar que, por ma´s
que este tipo de potenciales no sean suaves, los resultados esta´n en
concordancia con las conclusiones del teorema resumido en (VII.0.9);
en efecto, es de destacar que el desarrollo del NdC posee potencias se-
mienteras del tiempo propio. Una aplicacio´n de estas condiciones de
contorno es el estudio de densidades de carga ele´ctrica confinadas a ca-
pas muy delgadas, por ejemplo, en mole´culas gigantes de carbono; vista
la relevancia que adquiere la fuerza de Casimir a escalas nanome´tricas,
hoy en d´ıa al alcance de la mano, hemos cre´ıdo apropiada la deter-
minacio´n de su valor para este problema de condiciones de contorno
semitransparentes. El resultado muestra que las fuerzas involucradas
para esta geometr´ıa son atractivas.
El cap´ıtulo 5 ha cumplido con el objetivo de implementar el FLM a
las TCC NC definidas sobre el ET eucl´ıdeo Moyal. Teniendo en cuenta
que la NC pone en pie de igualdad coordenadas y momentos, decidimos
encarar el problema en el espacio de fases; en este espacio calculamos la
FG y el desarrollo de la traza del NdC de operadores no locales. Estos
resultados, ma´s alla´ de su aplicacio´n f´ısica, son de por s´ı importantes
en el estudio formal de las FE. Un punto crucial fue el reconocimiento
de te´rminos no locales en el desarrollo del NdC, los cuales en el estudio
de dos modelos, uno sobre el toro NC y otro el de un potencial λϕ4⋆,
sugirieron la no renormalizabilidad de los mismos. Un efecto relaciona-
do es la mezcla UV-IR, que justamente vincula las divergencias de los
regimenes UV e IR. Otros efectos propios de TCC NC son estudiados
en el modelo del disco NC.
Por u´ltimo, a lo largo del cap´ıtulo 6, hemos modificado el FLM para
emplearlo en el estudio del campo escalar de GW, cuyo lagrangiano es:
(VII.0.10) LGW = 1
2
(∂ϕ)2 +
m2
2
ϕ2 +
ω2
2
x2ϕ2 +
λ
4!
ϕ4⋆ .
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El te´rmino armo´nico debe ser tratado exactamente, debido al gran valor
que a posteriori vimos que toma su constante de acoplamiento, mien-
tras que el potencial λφ4⋆ puede ser tratado perturbativamente. Fruto
del ana´lisis de la renormalizabilidad al orden de un bucle, obtuvimos
constantes renormalizadas que coinciden con Disertori, Gurau et al.
(2007) y muestran la existencia de un punto fijo en el flujo del grupo
de renormalizacio´n para el valor ωθ = 1. De esta manera, la constan-
te de acoplamiento se mantiene acotada sin necesidad de introducir la
libertad asinto´tica. Tambie´n investigamos dos variaciones del modelo
de GW, en las cuales la matriz de no conmutatividad es singular o el
potencial armo´nico de fondo es anisotro´pico. Demostramos para ambos
que la estructura de divergencias es similar a la del modelo original, con
algunas nuevas complicaciones. Conviene mencionar que para ninguno
de estos dos casos ha sido probada la renormalizabilidad a todo orden
en teor´ıas de perturbaciones.
7.1. Trabajo a futuro
Para concluir esta tesis, proponemos algunas l´ıneas de investigacio´n
que ser´ıan una continuacio´n lo´gica de los resultados hasta aqu´ı obteni-
dos.
Una primera opcio´n consiste en implementar el FLM para obtener
cantidades a ordenes superiores en el nu´mero de bucles. En la obra de
Sato (1999), Sato y Schmidt (1999) y Schubert (1996, 2001), el ca´lculo
de diagramas de mu´ltiples bucles es realizado para campos escalares,
espinores y de gauge en TCC usual. La ventaja que en este caso ofrece
el FLM surge de la ausencia de variables de momento virtuales que
oscurezcan la distincio´n de los te´rminos involucrados en la accio´n efec-
tiva.
Por otro lado, la aplicacio´n del FLM al estudio de variedades chatas
con borde es de reciente data (Bastianelli et al. 2009, Bastianelli, Corra-
dini y P. A. G. Pisani 2007, 2008, Bastianelli et al. 2008). El estudio de
modelos con bordes resulta de por s´ı interesante en el contexto de TCC
NC, en cuanto como punto de partida debe definirse que´ se entiende
por borde en una geometr´ıa donde es imposible localizar puntos. En es-
ta direccio´n, hemos analizado el disco NC (Falomir, Franchino Vin˜as et
al. 2013) y actualmente estamos investigando dos problemas concretos:
el problema de Casimir de dos placas paralelas sobre las que el
campo satisface condiciones Dirichlet, en un ET eucl´ıdeo Moyal
de 2+1 dimensiones;
la termodina´mica de part´ıculas boso´nicas y fermio´nicas en el
problema ya estudiado del disco NC.
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La aplicacio´n del FLM a este tipo de problemas con borde ser´ıa un
objetivo por alcanzar.
Tercero y u´ltimo, un problema interesante a analizar es el de las
teor´ıas de gauge NC, las cuales podr´ıan dar paso a la generalizacio´n
NC del modelo esta´ndar. Los desaf´ıos que surgen en este caso son varios.
Por una parte, el tipo y el nu´mero de a´lgebras que puede ser utilizado
para la construccio´n de estos modelos no abelianos queda restringido
(Chaichian, Presnajder et al. 2002, Matsubara 2000). Por otro lado, tal
y como sucede en el modelo escalar, la no localidad implica la presencia
del efecto de mezcla UV-IR (Bichl et al. 2004, Grosse, Krajewski et al.
2000, Matusis et al. 2000). Las divergencias IR originadas por este
efecto provienen de te´rminos que no esta´n presentes en el lagrangiano
original y son de naturaleza diversa a las encontradas por la inclusio´n
de mediadores no masivos en las teor´ıas de gauge conmutativas.
Luego del e´xito del modelo escalar de GW, sus te´cnicas se han pro-
puesto en varios modelos de campos de gauge con el fin de eliminar las
divergencias IR (Blaschke, Gieres et al. 2008, Blaschke, Grosse, Kron-
berger et al. 2010, Blaschke, Grosse y Wallet 2013, Goursac et al. 2007,
Grosse y Wohlgenannt 2007). Sin embargo, la inclusio´n de un te´rmino
“armo´nico” au´n no ha dado sus frutos en este tipo de teor´ıas. Uno de
los principales escollos que surge a la hora de incluir este tipo de te´rmi-
nos es la preservacio´n de la simetr´ıa de gauge; e´sta resulta ser asimismo
un obsta´culo al intentar demostrar la renormalizacio´n de estos modelos
mediante las te´cnicas usadas para el campo de GW. La implementacio´n
del enfoque de BPHZ (Blaschke 2014) podr´ıa ser una salida elegante
de esta encrucijada. Tambie´n se ha evaluado la posibilidad de que la
regularizacio´n de la mezcla UV-IR provenga de la interaccio´n con la
curvatura del espacio sobre el cual el campo esta´ definido (Buric, Gros-
se et al. 2010, Goursac 2010). Asimismo, consideramos que las ventajas
te´cnicas del FLM pueden ser de ayuda en el estudio perturbativo de
los modelos actualmente en desarrollo.
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nube que se deshace en el poniente
es nuestra imagen. Incesantemente
la rosa se convierte en otra rosa.
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