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НАПІВМАРКОВСЬКІ ПРОЦЕСИ ПРИЙНЯТТЯ РІШЕНЬ 
З РАНДОМІЗОВАНИМ ДИСКОНТОМ
У роботі розглянуто керовані напівмарковські процеси з випадковим дисконтуючим фактором. 
Знаходяться достатні умови існування та єдиності оптимальної стаціонарної нерандомізованої 
стратегії керування зазначеними процесами на скінченному та нескінченному горизонті.
Ключові слова: процеси прийняття рішень, напівмарковські процеси, рандомізований дисконт, 
рівняння оптимальності.
Вступ
Чимало наукових робіт присвячено вивченню 
випадкових керованих процесів з дисконтова­
ним критерієм. Вибір критерію пояснюють, в 
основному, його можливим застосуванням в еко­
номічних задачах. Дисконт розуміють як вели­
чину, обернену до відсоткової ставки (рівня ін­
фляції тощо). Однак навіть неглибокий аналіз 
показує, що ці економічні показники не є стали­
ми в часі (рис. 1-3).
Питання зміни дисконту в часі розглядалося в 
роботах [1; 4; 6]. У даній роботі досліджуються 
напівмарковські процеси прийняття рішень з ви­
падковим дисконтуючим множником. Досі такі
процеси не розглядалися. Автори узагальнюють 
результати, отримані в [3] для марковських про­
цесів прийняття рішень з рандомізованим дис­
контом.
Постановка задачі
Розглянемо напівмарковський процес прий­
няття рішень для випадку, коли дисконт-фактор 
Д = (і + г) 1 є випадковою величиною ( г -  відсот­
кова ставка). Даний випадок є узагальненням ке­
рованого марковського процесу з рандомізова­
ним дисконтом [3]. Подамо дисконт-фактор у ви­
гляді Є~а =  |і+7*І , звідки СС =  ІІІ^І+А*І.
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Рис. 1. Облікова ставка Національного банку України за 1991-2012 роки
Рис. 2. Облікова ставка Національного банку України за 2002-2012 роки
Рис. 3. Індекс інфляції в Україні за 1991-2012 роки
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Оскільки гє(0;+оо), то і а є (0;+со|. Надалі просто­
ром станів вважатимемо X ' , де X ' -  простір 
станів випадкового процесу, а Я* — множина зна­
чень випадкової величини а .
Означення 1. Напівмарковським процесом 
прийняття рішень з рандомізованим дисконтом 
(або керованим процесом) називатимемо сукуп­
ність об’єктів: Р  = ((Х,Е),(Я, А^І^Д, 0,Ф, с} ,
де:
При цьому для кожного я є N  має місце рів­
ність
Я » є ^  = [п (х><^ ><к+)]><х ’ Н М = х .
Означення 3. Допустиму рандомізовану 
стратегію ті визначимо як послідовність 
де тг„|- А | -  ймовірнісна міра на 
(А, А) , зосереджена на А^ х а ,^ тобто:
• X=Х'хК -  простір станів системи, Н -  <т -ал­
гебра борелівських підмножин простору X;
• А — простір керуючих впливів, А — а  -алге­
бра борелівських підмножин простору і*1;
• ¥  — вимірне відображення, що ставить у від­
повідність кожному |х ,а ) є І  деяку непорож­
ню замкнену підмножину Аіхгі) множини А , 
А(ха) -  множина допустимих керуючих впли­
вів системи в стані (х,а);
• А = | Іх ,а ,а | {х,а)єХ,аєА^хаЛ > -  множина
кп | к п) = 1 для всіх к  є 2 +, п є ТХ
і вимірно залежить від п -історії керованого про­
цесу Р .
Стратегія я називається марковською, якщо 
кп { \ 1іп) = 71п{\ *„>«„) ДЛЯ всіх п є ї \
Марковська стратегія ті називатиметься ста­
ціонарною, якщо
к„{-\х„,а„) = к(-\х„,а„) для всіх Я є Т ї .
можливих наборів станів і керуючих впливів, 
вимірна підмножина ХхА  ;
• 0 (  | х,а,а) -  стохастичне ядро, що задане на А, 
породжене А, називається законом переходу;
• ф( ■ х',а',а,х”,а"  ^ -  функція розподілу додат­
ної випадкової величини т , яка є часом пере­
бування системи в стані за умови, що
прийнято рішення оеА{ха) і наступним ста­
ном системи є х;
• с(х,а,а) -  вимірна дійснозначна функція на 
А, що позначає очікувану вартість одиниці 
часу перебування системи в стані (х,а)єХ  за 
умови прийняття рішення а є Д>о).
Означення 2. Для кожного моменту п є Z + пе­
реходу керованого процесу Р  визначимо множи­
ну Н„ допустимих історій до п -го моменту пе­
реходу включно таким чином:
Н„=Х (множина початкових станів);
Я „ = [ П ( А х І Г ) ^ х Х ,« е ^
Елементи множини Н„ п є X*, називатимемо 
допустимими «-історіями керованого процесу, 
що мають вигляд:
К ~(х0,а0,а0,і0,.. -,х „а „а „і, „х ,а ),
де (х„а„а,)є А, /=0,п, ґ, -реалізація випадкової ве­
личини г , 7. -  час перебування системи в стані
(х„а:).
та стаціонарною нерандамізованою, якщо міра 
7г(-|х,а) вироджена для всіх (х,а)єХ , тобто 
стаціонарну нерандомізовану стратегію л мож­
на утотожнити з деякою вимірною функцією 
/ :Х -» Я  такою, що / ( х , а ) є А^ ха  ^ для всіх 
(х,а)єХ . Дана функція називатиметься селекто­
ром багатозначної функції (х,а)\-+ А^х^ .  Множи­
ну всіх селекторів позначатимемо ¥ .
Клас всіх допустимих рандомізованих стра­
тегій позначимо А*, марковських — Ам, стаціо­
нарних -  А,, стаціонарних нерандомізованих -  
Ад,. Для даних класів має місце включення: 
А ^сА .сА ^сА ,-
Означення 4. Як критерій керування розгля­
немо такий функціонал:
ЧЯ(п,х,а):=Е*ха) Х е _і"с(хя,а„,ая) ,
,л=0
л єА й,
(х ,а )є Х 0,
де Е(х,а) ~ математичне сподівання, що відпові­
дає процесу Р , керованому стратегією ті, з по­
чатковим станом |х,а^єХ ;
и-1
■*„=0, , иєіЧ.
1=0
Стратегію я*єА л називатимемо оптималь­
ною, якщо
,х,а^ = іпі* 9ї (7г,л:,ос) =: 91* (х, а) 
для всіх ( х ,а ) є Х 0, 
а функцію 91* -  функцією вартості.
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Припустимо, що функція г , ^
00
r(x ,a ,a )  = x,a,a,y,p)Q(d(y,P)\ х,а,а),
V„(x,a):= min e-ai(x-a’fl)
хо
що позначає очікувану тривалість часу перебу­
вання в стані (х,а) за умови прийняття рішення 
а, існує та скінченна для всіх (х,а,а)єА. Тоді, 
внаслідок того, що критерій оптимальності зале­
жить лише від стохастичного ядра <2^ ■ х ,а ,а |, 
очікуваної ціни с(х,а,а) та усередненої характе­
ристики т (х ,а ,а ) , не втрачаючи загальності, 
розглядатимемо тільки такі керовані процеси, 
для яких функція розподілу випадкової величи­
ни Т має вигляд:
+ J ^ +i(j^ )Q (rf(y ,j0 )|x ,a ,a )
X
(5)
Припустимо, що ця функція вимірна і для кож­
ного и=0;АГ-1 існує селектор /„ є і 7 :/,(*,а) є Д а), 
який досягає мінімуму в (5) для всіх (х ,а )єХ ; 
тобто для всіх (х ,а) є X  і и=0;АЇ-1
Уп(х,а) = е~ш{х’а-а) c{x,a,fn) +
ф{і\х,а,а,у,р)
Г0, i< r(x ,a ,a ) ;  
[l, t>r(x,a,a).
+ \Vn+l{y,P)Q(d{y,P)\x,a,fn) . (6)
Керування на скінченному горизонті
Розглянемо керовану напівмарковську модель 
Р  = ((Х ,Н ),(Д А ),/’,А, Q,0>, с)
Тоді стратегія п ' -  оптимальна і 
sr”=F0, тобто
91' (x,a)=V0 [х,а)=SR (л‘,х,а)
для всіх ( х , а ) є Х . (7)
на скінченному горизонті, тобто вважатимемо, 
що процес відбувається протягом N  кроків:
Є~’"С{Хт’ат>ат) = ® ДЛЯ ВСІХ ГП> N  .
Крім того, на останньому кроці рішення не 
приймається, тобто вартість перебування на ньо­
му залежатиме лише від стану: с = с(хлг,а лг) .
Доведення. Нехай 7г=|тг„| -  довільна страте­
гія, а С„(л,х,а) відповідна очікувана загальна 
вартість за період часу від кроку п до останньо­
го кроку N , починаючи зі стану (хл,а,)=(х,а) на 
кроці п , тобто
С„(лг,х,а):= Е” Y eS’~Skc{xn,an,an) +
к=п
Отже, потрібно мінімізувати критерій + es" Snc(xn ,ccn ) -х.а„ -а (8)
5й(я,х,а) ^ e - s-c(xn,an,an) + e-Sl'c(xN,aN)
Й=0
K e S R, (x ,c t )eX 0, (1)
для n=Q;N-l і
CN(я ,х ,а) := Еп [c(xN,aN)\xN = x,aN = а ]  = с(х,а)
9ї*(х,а) = inf 9і(ж,х,а) для всіх ( х ,а ) е Х 0. (2)
Необхідно знайти стратегію п є SR таку, що
9і(л*,х,а) = 91*(х,а). (3)
Основним результатом цього розділу є на­
ступна теорема динамічного програмування, що 
визначає цінову функцію та оптимальну страте­
гію.
Теорема 5. Для л=0;АГ визначимо функцію 
Vn, задану на X ,  починаючи з останнього кроку 
n = N :
VN(x,a):=c(x,a); (4)
С„(л,х,а) -  очікувана вартість за період з мо­
менту п і далі за умови використання стратегії 
я та (хв,ав)=(х,а). У такому разі з (1) і (8) ви­
пливає, що
9і(я,х,а)=С0(я,х,а)- (9)
Для доведення теореми покажемо, що для 
всіх ( х , а ) є І  і и=0;У
Св(я,х,а)>К„(х,а) (10)
з рівністю при п=К*, тобто
С„(я',х,а)=К„(х,а). (11)
Зокрема, при и=0
$Н(л,Х,О!)>К0(х,Се| і
9і(я',х,а)=К0(х,а| для всіх ( х , а ) е Х  ,
а для я=ЛГ-1^0
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що доводить твердження (7), оскільки з 
для довільної стратегії я випливає,
що 9Г(у)>У„(у).
Доведення тверджень (10), (11) проведемо за 
допомогою зворотньої індукції. Для п=И істин­
ність (10), (11) очевидна, оскільки з (9) і (3) слі­
дує Ся(л,х,а}=У„(х,а}=с(х,ау
Далі, за припущенням індукції, для деякого 
и=Л М $
Сп1 [п ,х,а І> (х, а) для всіх (х ,а ) є X  . ( 12)
Тоді матимемо
>- 1
к,х,а)=Е’
_к-п
х=х,а=аП ’ П
Отже,
СЛк,х,а)> т іл  \е-ат(х,а,о)
ІУп+1(у,Р)о((і(у,Р)\х,а,а)
с(х,а,а)+
= К {х’а ),
що доводить (10).
З іншого боку, якщо в (12) рівність виконуєть­
ся при п=к  так, що 7г„(-|А | -  міра Дірака, зосе­
реджена в / | х , а я | , то рівність виконується також 
і в попередніх обрахунках, що і доводить (11).
Вимірні умови вибору
У попередній теоремі припускалося існуван­
ня вимірного селектора, що задовольняє певні 
співвідношення. Визначимо умови, що забезпе­
чують існування селектора для напівмарков- 
ських процесів.
Припущення 6. Для відомої вимірної функції 
функцію визначено як:
н*(х,а) с(х ,а,а) +
+ \и(у,р)о((і(у ,р)  І ( 1 3 )
є вимірною і при цьому існує селектор / &Е та­
кий, що функція в дужках досягає свого мініму­
му в / ( х , а ) є ^ х^  для будь-якого ( х , а ) є Х , 
тобто:
и*(х,а):= -ат(х,а,/) :{х,а,/)+^и(у,р)0{(і(у,Р) | х , а , / )
для всіх ( і , а ) є І .
Перед представленням умов сформулюємо 
деякі визначення в термінах даної роботи.
Нехай У — метричний простір, а V — функція, 
що відображає У в ІІи{оо} так, що т(у)<оо 
принаймні для однієї точки у  є У . Кажуть, що 
функція V напівнеперервна знизу в точці у  є У , 
якщо 1ітіггі"у(ул)> у (у) для всіх послідовностейУп~>У
{Уп} з у  , що збігаються до у  . Функцію V нази­
вають напівнеперервною знизу, якщо вона напів­
неперервна знизу в усіх точках У . Функцію 
у : А -> І і називатимемо інфімум-компактною на 
А, якщо для будь-яких (х ,а) є X  і г є Іі множи­
на |а є А^ х а^ \(х,а,а)  < г | компактна. Багатознач­
на функція у/ з X  в А називається напівнепе­
рервною зверху, якщо і/' 1 [^] замкнена для будь- 
якої замкненої множини ^  с  А .
Позначимо як В(Х) сімейство вимірних об­
межених функцій на X, а С(Х)<=В(Х) -  підсі- 
мейство неперервних функцій.
Умова 7. 1) Множина станів х а  ^ компактна 
для всіх ( х , а ) є Х ;
2) функція вартості ) напівнеперервна 
знизу на для всіх (х ,а) є X  •
3) функція
У(х,а,а\.=\у{у,р)0{сі{у,р)\х,а,а) (14)
на А задовольняє одну з наступних умов:
3.1) V -  напівнеперервна знизу на 
^ ха) для всіх (х ,а ) є X  і будь-якої уєС(Х);
3.2) у'(х,а,-) -  напівнеперервна знизу на 4(*>в) 
для всіх (х,а) є X  і будь-якої уєВ(Х) .
Умова 8. 1) -  компакг для всіх (х ,а) є X ,
а багатозначна функція (х,а)\-^> А^ ха  ^ -  напівне­
перервна зверху;
2) функція вартості С напівнеперервна та об­
межена знизу;
3) перехідне ядро б  задовольняє принаймні 
одну з умов:
3.1) б  -  слабо неперервне, тобто для довіль­
ної функції уєС(Х) функція у', визначена спів­
відношенням (14), неперервна і обмежена на А;
3.2) б  -  строго неперервне, тобто у' непе­
рервна і обмежена на А для кожного уєЩХ) .
Умова 9. 1) функція вартості С напівнеперерв­
на та обмежена знизу та інфімум-компактна на А;
2) перехідне ядро б  або:
2.1) слабо неперервне;
2.2) строго неперервне.
Наступна теорема вказує на зв’язок між при­
пущенням 6 та трьома умовами, що були наведе­
ні вище. Її доведення аналогічне доведенню тео­
реми 7 в роботі [3], тому опускається.
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Теорема 1 0 .1) Обидві умови, 7 і 8, тягнуть за 
собою виконання припущення 6 для будь-якої 
невід’ємної вимірної функції и.Х  —»Я . Крім то­
го, якщо виконуються умови 7 (3.1) та 8 (3.1), то 
достатньо, щоб 11 була невід’ємною та напівнепе- 
рервною знизу, а при виконанні умови 8 (1, 2, 3.1) 
її в (13) -  напівнеперервна знизу;
2) Умова 9 тягне за собою виконання припу­
щення 6, якщо при виконанні пункту 2.1 и  -  
невід’ємна та напівнеперервна знизу, а пункту 
2.2 и  -  невід’ємна вимірна функція. Якщо, крім 
того, багатозначна функція (х ,а)і-> Я ^а ,^ де 
4**,«) Дорівнює
а є 4*.«)Г (х’а ) =е
_ 0-аАх<а’а) :(х,а,а)-
+ \u(y,ß)Q(d(y,ß)\x,a,a) L
напівнеперервна знизу, тоді и також напівнепе­
рервна знизу.
Керування на нескінченному горизонті
У цьому розділі розглянемо керовану напів- 
марковську модель
P = ((X ,S),(^,A ),^,A ,Q ,® , с)
на нескінченному горизонті, тобто вважатиме­
мо, що процес відбувається протягом зліченної 
кількості кроків.
Надалі припускатимемо, що функція вартості 
с невід’ємна. Крім того, для визначення поточ­
ного значення критерію якості керування в мо­
мент п -го переходу використовуватимемо по­
значення
Кп(к,х,а):= Еп{ха)
.*=0
п gS„
( х ,а )е Х 0. (15)
Можна переписати вираз для визначення 
критерію якості керування, застосувавши теоре­
му про монотонну збіжність:
9і(я:,х,а) = 1іт91и(л,х:,а) (16)
Вимірну функцію у:лг->іі називатимемо 
розв’язком рівняння оптимальності, якщо вона 
задовольняє таку рівність:
v(x ,a) min
аєХ.°)
j e-ar(x,a,a) с(х,а,о) +
+ $v(y,ß)Q(d(y,ß)\x,a,a) (17)
Перш ніж сформулювати основні результати 
цього розділу, введемо до розгляду деякі припу­
щення.
Припущення 11. 1) Функція вартості с напів­
неперервна знизу та інфімум-компактна на А;
2) ядро переходу б  строго неперервне.
Припущення 12. Існує така стратегія ті, що 
9і(я-,х,а|<(Х) для будь-якого (х ,а) є X  .
Сформулюємо допоміжні твердження.
Лема 13. Нехай и і ип, п є N , -  напівнепе- 
рервні та обмежені знизу функції, інфімум-ком- 
пактні на А. Тоді, якщо ип Т и , то:
lim min и (х,а,а) = min и(х,а,а)Л->00ОЄ^>д) V
для будь-якого (х,а) є X  . (18)
Доведення цього твердження цілком анало­
гічне доведенню леми 4.2.4 в роботі [5, с. 47].
Для аргументування існування вимірного се­
лектора використаємо теорему 5 та наступне 
означення.
Означення 14. Як М(Х)* позначимо пучок 
невід’ємних вимірних функцій на X , а для кож­
ної функції иєМ(Х)  введемо оператор Т  так, 
що Ти -  функція, визначена на X  таким спів­
відношенням:
Ти{х,а):= min e " ,(w )  
М**)
+ ju(y,ß)Q(d(y,ß)\x,a,a) (19)
Лема 15. За припущенням 11 Т відображає 
М(Х)* в себе, тобто для кожної функції и є М(Х)* 
функція Ти також належить М(Х)*; крім того, 
існує такий селектор / є 7% що
Ти := ег ат (x ,a ,f) c(x,a,f)+ju(y,ß)Q{d(y,ß)\x,a,f)
X
для будь-якого (х ,а) є X  .
Лема 16. Якщо припущення 2 і 3 виконують­
ся, тоді:
1) якщо функція иєМ(Х)+ така, що и > Ти , то 
и>9І*;
2) якщо и.Х  —»Я вимірна функція така, що 
Ти повністю визначена і, крім того, и>Ти  і
^ £’м [ в^ н(х->а-)] = 0 Для всіх яє-їд І (д,а)є 1,(20) 
то и < .
Доведення. 1) Нехай функція иеМ(ХУ така, 
що и>Ти. Тоді з леми 15 слідує, що можна ви­
брати селектор / є / 7 такий, що
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и(х,а)>е c(x,a,f)+^u(y,P)Q(d(y,P)\x,a,f}
Після N  ітерацій останньої нерівності мати­
мемо:
“М щ + E(x,a)[e~‘NU{XN’aN^ N)], (21)
де к  = ( / , / , . . . ) = : / "  і
Е(х,а) [e~s"uixN^N>aN)] = J u{y,P)QN (d(y,p)\x,a,f).
З того, що и > 0, маємо:
и(х,а)>Е* £е-*"с(х„,а„,а„)
Граничний перехід при N  —> оо дає 
м(х,а)>9і(я:,х,сі!)>91*(х,сі:) для всіх ( х , а ) є Х  , 
що і завершує доведення пункту 1).
2) Нехай і ( х , а ) є Х . З властивості
марковості та припущення и>Ти  отримуємо:
Е1,а) [е-’"+1и(хл+,,а„+, )|йл ,ал ] =
= Е1,а) [ е ^ +,м(х„+1,а„+1 )|х„,а„,а„] =
= е“‘"+1 |и(у,Д )0(^(у,Д )|хл,ал,ал) = 
=(^ и=«л><зп)+|и(з;,/3)е(с?(з;,/3)|л;л,ап,ал)^с(хп,осл,ал) 
> е ^ [н (х „ ,а л) -с (х л,а„,ал)] .
Звідси
е-і*с(хл!ал,ал)>-Г(; а)[е-,'*1«(хл+1,ал+і)|/іл>а„]+е-і'и(хл,ал).
=е "
Тепер, беручи математичне сподівання Е*х^  
і просумувавши по n=0;N-l,  отримаємо
ТД1С
(*>“) ^ У '- с (х л,а л,ал)
_ Л=0
Z  £(*,«) [ -е ^ м (х л,а л) + е ^ 'м (х л_і,ал_і)] =
п=0
+ м(х,а) для будь-якого N.
При N ->оо і з  гіпотези (20) отримуємо 
9 і(л ,х ,а )> н (х ,а ) , що зводиться до 91* > и при 
довільних п e S R і ( х , а ) е Х  .
Лема 17. Якщо припущення 11 і 12 викону­
ються, тоді Уп Т V  і V* задовольняє рівняння 
оптимальності.
Доведення останньої леми цілком аналогічне 
доведенню леми 4 з [3].
Теорема 18. Нехай виконуються припущення 
11 і 12. Тоді:
1) функція вартості 91 -  мінімальний
розв’язок рівняння оптимальності, тобто
91*(х,а) = mm <е~ат(х,а,а) :(х ,а ,а)-
- j V  (y,p)Q(d(y,p)\x,a,a) (22)
для всіх ( х , а ) є Х , і для будь-якого іншого 
розв’язку и рівняння оптимальності виконува­
тиметься нерівність и(у)>9І* (•,•);
2) існує селектор / .  є Г  такий, що при 
/ .  (х ,а) є досягається мінімум в (22), тобто
91*(х,а) = -ят(х,а,/.)
+ \t f (y,P)Q(d{y,P)\x,a, f , )
X
(23)
для всіх (х ,а) є X  і стаціонарна нерандомізова- 
на стратегія / ,” -  оптимальна. І навпаки, якщо 
/ .“ -  стаціонарна нерандомізована оптимальна 
стратегія, то вона задовольняє (23);
3) якщо я* -  стратегія, така, що 91 (я-*,у) -  
розв’язок оптимального рівняння і задовольняє 
умову
І іт Е"х/г) [е_ї"9і(я*,хл,а л)] = 0 при довільних
п e S R і ( х , а ) є Х  , (24)
то 9і(я*,у) = 9Г(у) і я* -  оптимальна. Іншими 
словами, якщо виконується (24), то я* оптимальна 
тоді і тільки тоді, коли 9і(я*,у) задовольняє (23);
4) якщо оптимальна стратегія існує, то існує 
оптимальна стаціонарна нерандомізована стратегія.
Доведення теореми 18 аналогічне доведенню 
теореми 10 з [3], тому його опускаємо.
Висновки
У роботі розглянуто керовані напівмарков­
ські процеси з рандомізованим дисконтом. Знай­
дено достатні умови існування та єдиності опти­
мальних стратегій для задачі на скінченному та 
нескінченному горизонті. Запропоновано ітера- 
ційний метод знаходження оптимальної страте­
гії керування серед стаціонарних нерандомізова- 
них стратегій. їх вибір зумовлюється простотою 
практичної реалізації.
Одним з можливих напрямків подальшого 
дослідження таких процесів є вивчення багато­
вимірних моделей взаємодії економічних агентів 
на макроекономічному рівні. Зокрема застосу­
вання результатів роботи [2].
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АВТОМАТИЧНИЙ ВИБІР ПАРАМЕТРІВ ЯДРА 
ОПОРНО-ВЕКТОРНИХ МАШИН
Досліджено методологію автоматичного вибору параметрів ядра опорно-векторних машин. 
Використано метод градієнтного спуску для мінімізації оцінок тестової похибки. Отримано гладку 
апроксимацію тестової помилки з використанням оцінки апостеріорних ймовірностей. Запропоно­
вано та реалізовано алгоритм, де градієнтним кроком є напрямок градієнта в просторі парамет­
рів. Проведено експериментальні дослідження для оцінки ефективності запропонованого методу.
Ключові слова: ядро, метод градієнтного спуску, згладжування оцінок, гладка апроксимація 
тестової помилки, множина перевірки.
Вступ
Алгоритм опорно-векторних машин (ОВМ) 
залежить від кількох параметрів. Один із них, 
що позначається через С , контролює відповід­
ність між максимізацією поля та мінімізацією 
помилки. Тнттті параметри знаходяться в неліній­
ному відображенні у простір характеристик. Во­
ни називаються параметрами ядра.
Зазвичай, встановлення параметрів здійсню­
ється з використанням мінімаксного підходу, 
який полягає в максимізації поля по коефіцієнтах 
гіперплощини та зведенні до мінімуму оцінки 
помилки узагальнення по множині параметрів 
ядра. Однак, коли є множина параметрів, кла­
сична стратегія, що ґрунтується на методі пере­
бору в просторі параметрів, стає нерозв’язною,
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