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RESUME 
Le developpement croissant de la maintenance predictive ou conditionnelle incite a la 
recherche concernant le diagnostic et le pronostic de defaillances, et dans ce contexte, les 
cartes de controle prennent une large place au sein du controle statistique de procedes 
pour la surveillance de Pusure, sujet dont nous allons traiter ici. 
Cette recherche presente une methodologie statistique detaillee pour Putilisation des 
cartes de controle unidimensionnelles et multidimensionnelles dans la detection de 
l'usure d'un outil de coupage. Le travail ajoute a la recherche deja existante le fait que les 
donnees observees sont non stationnaires et correlees. On utilise ainsi un modele 
autoregressif afin de convertir les donnees correlees en residus non correles. Comme 
premiere etape, nous utilisons une analyse statistique des composantes principales pour 
classifier l'etat de l'outil dans differentes classes selon le degre de deterioration. On 
utilise des donnees reelles pour illustrer la methodologie. L'analyse et les resultats sont 
decrits en details. 
MOTS-CLES : Maintenance predictive, analyse de l'usure, cartes de controle. 
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ABSTRACT 
The increasing development of predictive maintenance or conditional based maintenance 
encourages research about fault diagnosis and prognosis. Control charts are used in wear 
monitoring within the statistical process control. 
This research presents a detailed statistically based technology using univariate and 
multivariate control charts for tool wear detection. This work adds to the already existing 
research the fact that observed data are non stationary and they are correlated. An 
autoregressive model is used in order to convert correlated data into uncorrelated 
residuals. It starts by using a Principal Components Analysis to classify the degrees of 
deterioration of the tool. A real application is used to illustrate the method. Analysis and 
results are described. 
KEY WORDS: Predictive maintenance, tool wear analysis, control charts. 
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INTRODUCTION 
Les machines souffrent d'une degradation continuelle, c'est pourquoi les industries sont 
toujours a la recherche de nouvelles techniques de maintenance qui permettent de 
determiner la periode de vie utile d'un equipement et la strategic optimale pour 
l'entretien. 
Selon Jardine et Al. (2006), la premiere technique employee en maintenance fut la 
maintenance corrective ou non planifiee, appliquee quand l'equipement tombait en panne 
pour le remettre en marche. Ensuite, on a connu la maintenance preventive ou planifiee, 
ou une routine de maintenance generate est appliquee a certains intervalles de temps du 
fonctionnement de la machine ; bien qu'innovatrice, cette technique peut etre couteuse, 
c'est pourquoi la maintenance predictive ou conditionnelle l'a remplacee. La 
maintenance conditionnelle tient compte des avantages recherches par l'industrie dont on 
a fait mention auparavant. La decision d'effectuer la maintenance est prise selon les 
conditions actuelles et futures de l'equipement par le biais d'indicateurs qui refletent 
l'etat de degradation de la machine ; la maintenance etant effectuee quand le besoin se 
presente. 
Parmi les methodes de prise de decision employees dans le cadre de la maintenance 
conditionnelle, on trouve : la methode de la Maitrise statistique des procedes (MSP) (en 
anglais : Statistical Process Control ou SPC), la methode du Modele Cache de Markov 
(Hidden Markov Model - HMM) et la methode du Modele des Risques Proportionnels 
(Proportional Hazards Model - PHM). Les donnees dont on dispose pour notre recherche 
nous orientent vers la MSP. Comme on ne dispose uniquement que de mesures de 
rugosite des pieces coupees par un outil, les couts de non qualite, et les donnees sur la 
fiabilite de cet outil ne sont pas disponibles. Nous allons utiliser cette caracteristique 
uniquement pour surveiller la performance de l'outil d'usinage en question et predire la 
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defaillance ou Pusure excessive ainsi que le besoin de remplacement de l'outil, a l'aide 
des cartes de controle. 
Pour utiliser les cartes de controle de facon efficace, le processus d'usinage sous controle 
statistique doit representer la caracteristique de la qualite, qui est dans notre cas, la 
mesure de rugosite de la surface, selon le modele de Shewhart: Yt ~ N (ju, a) pour le cas 
unidimensionnel et Yt ~ Np (ft, ^) dans le cas multidimensionnel, a des temps plus ou 
moins regulierement espaces. Les donnees du processus doivent etre independantes dans 
le temps et normalement distributes pour chaque temps, ce qui n'est pas le cas pour 
Findependance dans 1'application presentee dans ce travail, puisque l'usure est un 
phenomene qui augmente continuellement avec le temps. Cela nous mene a l'objectif 
principal de cette recherche : developper une methodologie statistique pour la detection 
de I 'usure d'un outil avec des cartes de controle. 
La demarche a suivre consiste d'abord en Futilisation d'une analyse en composantes 
principales (ACP) suivie d'une classification afin de grouper les observations de la 
rugosite selon Fetat de degradation de l'outil. Cela permettra de determiner les 
observations qui seront utilisees pour construire les cartes de controle. Ensuite, comme 
les observations sont correlees dans le temps, on estimera un modele autoregressif sur ces 
donnees. Les residus non correles qui proviennent de la soustraction des donnees 
estimees par le modele des donnees originelles nous permettront de construire les cartes 
de controle, unidimensionnelles et multidimensionnelles, qui serviront a surveiller l'usure 
et a identifier le temps de remplacement de l'outil de coupage en termes de minutes. 
Nous supposons ainsi que pour un outil neuf, les residus suivront un certain modele de 
probabilite avec une moyenne \x et une variance a2 et qu'a un certain degre d'usure, le 
changement de la moyenne, de la variance ou des deux se manifestera par des points a 
l'exterieur des limites de controle ou par Fobservation d'une tendance, signalant par la 
les temps ou l'usure est excessive. 
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Notre travail comporte trois chapitres : le chapitre 1 presente une description detaillee du 
probleme, ainsi qu'une compilation des travaux sur le sujet. Les chapitres 2 et 3 
expliquent le developpement de la methodologie implantee et les resultats obtenus pour 




On presente ce preambule au chapitre afin de mieux decrire le sujet de la recherche. 
1.1.- DESCRIPTION DU PROBLEME 
On rencontre le probleme decrit dans ce paragraphe dans les compagnies qui pratiquent 
des operations d'usinage. 
Une compagnie de production des produits en aluminium a acquis de nouvelles machines 
a commandes numeriques de marque Makino tournant a 18000 tours par minute (RPM). 
Ces nouvelles machines possedent un magasin interne contenant 146 outils. Certains 
d'entre eux sont nouveaux, ils sont achetes specifiquement pour les nouvelles machines, 
tandis que les autres fonctionnaient deja sur les anciennes machines a commandes 
numeriques qui tournent a 13000 RPM. (Caron, 2002.) 
A cause de la difference entre les RPM des nouveaux outils et des anciens, il n'est pas 
possible de determiner a priori la duree de vie qu'aurait un ancien outil dans une nouvelle 
machine, seulement en se basant sur l'historique des donnees. Cet historique fixait la 
duree de vie de l'outil a 200 minutes d'utilisation, periode au-dela de laquelle les outils 
sont systematiquement changes. 
Ne connaissant pas la duree de vie des anciens outils dans les nouvelles machines, deux 
situations ont lieu : d'une part, certains outils qui auraient la capacite de continuer au-dela 
de 200 minutes seraient retires, causant ainsi un cout supplementaire au niveau des achats 
d'outils et un gaspillage des ressources qu'il faut eviter. D'autre part, certains outils ne 
seraient pas en mesure de produire des pieces conformes a cause du niveau d'usure qu'ils 
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auraient subi avant la fin de la duree de 200 minutes, produisant ainsi des couts de non 
qualite a cause de defaillances internes, que cela soit issu des couts de rebut ou des couts 
de reprise des produits. 
Le probleme est done de determiner la duree de vie utile d'un outil en termes de minutes, 
ou de trouver le temps auquel I 'outil doit etre remplace. 
Pour resoudre le probleme, il a ete decide de surveiller la performance de 1'outil sur la 
ligne de production a l'aide des cartes de controle afin de pouvoir predire sa defaillance 
ou son usure. 
Une carte de controle est un graphe statistique d'une caracteristique moyenne de la 
qualite qui est mesuree a partir d'echantillons cueillis a des intervalles de temps reguliers. 
Elles contiennent une ligne centrale (CL) qui represente la valeur moyenne globale de la 
caracteristique de la qualite. Deux lignes horizontales, appelees limites de controle 
superieure (UCL) et inferieure (LCL) sont aussi presentees. Ces limites represented la 
dispersion KG autour de la moyenne, ou traditionnellement K est egale a 3. Les 
observations moyennes qui tombent hors des limites a un temps donne sont considerees 
comme une evidence d'un processus hors de controle, evidence done du phenomene 
d'usure dans notre cas d'etude. 
Meme si toutes les observations moyennes se situent a l'interieur des limites de controle, 
le processus est considere hors de controle si les observations exhibent certains 
comportements. II existe une serie de criteres, appeles regies de Western Electric pour 
identifier ce genre de dereglement. Quand la cause de ce patron est trouvee et eliminee, le 
processus peut etre ameliore ou redevenir sous controle. 
Puisqu'il y a deux parametres dans la distribution normale, la moyenne (JU) et la variance 
(a), une observation a l'exterieur des limites de controle peut etre causee par un 
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changement de l'un ou de 1'autre, ou des deux. C'est pourquoi on utilisera conjointement 
deux cartes de controle : la carte qui mesure la tendance centrale et la carte qui mesure la 
dispersion. 
L'experience provenant de 1' application des cartes de controle de la qualite en industrie a 
permis de specifier des criteres pour leur construction afin d'obtenir des bons resultats : 
Les donnees du processus sous controle statistique doivent appartenir a une distribution 
normale, varier autour d'une moyenne fixe d'une maniere stable (variance), dit I'etat 
stationnaire, et ne pas etre correlees (Wheeler, 1995 ; Montgomery, 2005 ; Mason et 
Young, 2007). Un tel processus, sous controle, represente une caracteristique de la qualite 
selon le modele statistique de Shewhart: Yt~N(ju, a) pour le cas unidimensionnel et Yt~ 
Np (ft, ?,) dans le cas multidimensionnel. 
Quand ces criteres sont satisfaits, nous pouvons employer les cartes de controle 
conventionnelles et obtenir des conclusions sur I'etat du processus. Meme dans des 
situations ou le critere de normalite est partiellement viole, les cartes fonctionnent 
raisonnablement bien, mais si les observations sont correlees, les cartes de controle 
presenteront un niveau trop eleve de fausses alarmes (Montgomery, 2005). 
Notre cas d'etude comporte des donnees correlees puisque l'usure augmente 
graduellement avec le temps. Ceci complique la problematique a laquelle on fait face, 
puisque dorenavant il ne s'agit pas seulement d'utiliser les cartes de controle pour 
determiner le temps auquel un outil de coupage doit etre remplace, mais plutot de 
developper une methodologie statistique, une technique de surveillance de l'usure d'un 
outil avec des cartes de controle lorsque les donnees sont correlees. 
La methodologie statistique que nous proposons est une demarche en trois etapes : 
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Premierement, on emploie une technique d'analyse statistique multidimensionnelle, 
specifiquement, l'analyse de composantes principales (ACP) suivie d'une classification 
ascendante hierarchique selon le critere d'agregation de Ward obtenue sur les axes 
principaux significatifs de l'ACP, pour choisir les observations qui serviront pour la 
construction des cartes de controls. 
Deuxiemement, nous allons developper un modele mathematique autoregressif selon la 
methodologie Box-Jenkins construit sur Pintervalle des donnees qui serviront pour la 
construction des cartes, afin de modeliser lew structure correlative. 
Troisiemement, en utilisant les residus, non correles et normalement distribues, resultant 
de la soustraction des observations theoriques obtenues par le modele autoregressif aux 
donnees originelles, nous allons construire les cartes de controle des residus 
(unidimensionnelles et multidimensionnelles) et detecter le phenomene d'usure lorsque 
les residus montrent une tendance ou qu'ils se trouvent a Pexterieur des limites de 
controle des cartes. 
Finalement, on pourra interpreter les resultats et prendre une decision a propos du temps 
auquel l'outil de coupage doit etre remplace. 
Remarque importante. II est important de remarquer que cette recherche pose les bases 
d'une methodologie statistique, d'une technologie de surveillance de l'usure. Les donnees 
ne sont pas parfaites pour 1'illustration, mais elles ont l'avantage d'etre reelles. C'est 
ainsi que Ton admettra tout au long du texte que certaines hypotheses statistiques sont 
valides. Et nous continuerons de developper notre approche comme si elles etaient 
parfaites pour 1'illustration. Notre objectif est avant tout methodologique. Chaque 
application est un cas d'espece et nos donnees demandent des adaptations ad hoc, que 
Ton appelle tamisage des donnees. 
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1.2.- REVUE DE LA LITTERATURE 
Maintenant que Ton connait les dimensions du probleme issu de cette recherche ainsi que 
la methodologie envisagee pour trouver une solution, on presente un bref apercu des 
connaissances actuelles reliees a notre travail. 
La maintenance predictive ou conditionnelle 
Ce travail se situe dans le cadre de la maintenance conditionnelle qui consiste a mesurer 
de maniere periodique ou en continu des parametres decrivant au mieux l'etat de 
l'equipement afin de determiner le moment ou il faudra effectuer la maintenance. Au lieu 
de se fier a des valeurs statistiques moyennes, comme dans le cas de 1'analyse de fiabilite 
(Goode et Ah, 2000), la maintenance predictive utilise differents indicateurs pour 
determiner le temps pour effecteur un entretien. Les valeurs de ces indicateurs sont 
analysees periodiquement afin de detecter des signes de degradation de l'equipement. 
L'objectif est de prendre la bonne decision pour entretenir l'equipement au bon moment 
et avant la defaillance. 
Recemment, plusieurs techniques de detection et de diagnostic de l'etat d'un equipement 
ont ete developpees (Jardine et^4/., 2006). Ces techniques sont principalement basees sur 
deux approches : la modelisation de la degradation et 1' extraction des attributs specifiques 
a la degradation a partir des observations collectees. Chacune de ces approches presente 
des avantages et des inconvenients. Le premier ne s'applique qu'a certains phenomenes 
de degradation mais ne requiert pas la surveillance d'un grand nombre d'indicateurs. Le 
deuxieme, en se basant principalement sur le pouvoir d'extraction de l'information, 
demande une base de donnees plus volumineuse. 
Dans ce travail, nous presentons une technique d'extraction des attributs specifiques au 
phenomene de degradation. Nous appliquons cette technique au probleme de la 
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surveillance de l'usure des outils d'usinage basee sur Futilisation des cartes de controle 
pour la maitrise statistique de procedes (MSP). Notre travail s'interesse a la surveillance 
d'un procede de coupage afin qu'il donne des produits conformes aux specifications a 
travers l'analyse sequentielle des echantillons du produit. Les cartes de controle 
permettront de verifier si le processus exhibe une certaine variabilite naturelle ou s'il est 
hors de controle et que l'usure de l'outil de coupage est manifeste. 
Les cartes de controle ont ete amplement utilisees a cause des benefices en termes 
d'amelioration de la productivite et de detection des defauts. Triantafyllopoulos (2006) 
offre un resume des travaux dans le domaine de la MSP pour le lecteur interesse. 
Montgomery (2005) discute amplement des cartes de controle. On utilise cet ouvrage 
comme une reference tout au long de notre travail. 
Les cartes de controle et la surveillance de l'usure 
L'utilisation des cartes de controle pour la surveillance de l'usure fut presentee pour la 
premiere fois par Manuele (1945). Cet article mentionne que l'usure est manifeste dans 
les cartes de controle a travers un changement de moyenne sous la forme d'une tendance. 
Afin de produire conformement aux specifications du processus, une modification de la 
carte de controle X-bar est proposee pour remettre a zero le processus lorsque les 
observations, suite a une tendance, se retrouvent a l'exterieur des limites de controle, 
celles-ci etant etablies a 3cr a partir des limites de specification du produit. Mandel 
(1969) emploie le meme modele de tendance pour 1'implantation d'une carte de controle 
qu'incorpore une analyse de regression dans une situation dans laquelle la charge de 
travail est variable mais fortement correlee au nombre d'heures de travail. 
Duncan (1986) presente un exemple sur la methode developpee par Manuele (connue 
sous le nom de cartes de controle d'acceptation). II explique que, sous l'effet de l'usure, 
la dispersion normale d'un processus diminue et que la duree de vie de l'outil augmentera 
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ou diminuera selon le pourcentage d'articles defectueux toleres dans le processus. C'est 
dans ce contexte que les limites de controle speciales qui ont ete developpees par 
Manuele s'appliquent. 
Quesenberry (1988) emploie les conclusions des recherches precedentes pour developper 
une strategic pour Pajustement de la moyenne d'un procede sujet a Pusure d'un outil afm 
de preserver la qualite du produit fini. II expose que dans un processus d'usinage, le but 
est de produire les pieces le mieux possible avec l'equipement disponible. Les causes de 
variation presentes dans le processus sont attributes a Penvironnement, a la qualite de la 
matiere premiere, a la qualite de Poutil employe et a Pusure de cet outil. 
Selon Quesenberry, Pusure se manifeste dans la caracteristique de la qualite du produit 
fini sous la forme d'une tendance lineaire qui augmente selon Pordre de production. Dans 
Particle, ce phenomene est lie a Pautocorrelation. L'auteur se sert d'un modele de 
regression pour decrire le processus, a la place des methodes d'essais et erreurs qui sont 
employees communement en processus d'usinage. 
L'interet croissant pour la maintenance predictive a donne lieu a plusieurs articles de 
recherches recentes qui visent le diagnostic et le pronostic des defaillances. Ces 
recherches etudient des methodes de detection de la degradation. Les cartes de controle 
sont utilisees pour la detection de Pusure. Fugate et al. (2001), utilisent les cartes de 
controle pour detecter le changement de niveaux de vibrations dans une structure en 
beton, signalant ainsi la deterioration de son etat. Liao et al. (2006) comparent les cartes 
de controle pour l'exploration des donnees extraites d'une serie chronologique avec une 
methode de classification basee sur un algorithme genetique. Makis (1999) presente un 
modele mathematique pour le phenomene de Pusure d'un outil et en tire une politique de 
remplacement optimal. 
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Notre travail repose sur la demarche suivante. D'abord, on considere que l'usure se 
manifeste dans la rugosite des pieces coupees par un outil sous la forme d'une tendance 
qui augmente selon l'ordre de production. Ce phenomene peut etre modelise grace a un 
modele autoregressif. Ensuite, on utilise les residus independants et normalement 
distribues obtenus par le biais du modele pour la construction des cartes de controle. Le 
phenomene d'usure se visualise alors lorsque survient un changement de moyenne sous la 
forme de tendance. 
Les cartes de controle et 1'autocorrelation 
Le controle statistique de processus repose sur le postulat selon lequel la fabrication des 
produits est faite avec des caracteristiques independantes et identiquement distributes 
(iid) dans le temps tant que le processus de production est affecte seulement par des 
causes communes de variation. Avec rarrivee des systemes de cueillette de donnees a 
grande vitesse, le postulat de l'independance est habituellement viole. Dans la plupart des 
cas, les mesures de processus ne sont plus iid meme s'il n'y a aucune cause speciale 
affectant le processus (Atienza et Al. 1997.) Pour faire face a ce probleme, les praticiens 
sont divises. 
Par exemple, Wheeler (1992) signale que l'autocorrelation extreme (superieure a +0.80) 
serrera les limites de controle et que celle-ci cree simultanement des donnees 
d'interpretation sans risque, parce que le processus communique un manque de controle 
statistique sous la forme de deplacement. La presence d'autocorrelation elevee ne serait 
done plus qu'un mythe dans la construction des cartes de controle. II faut remarquer 
qu'un traitement complet des effets de l'autocorrelation est au-dela de la portee du texte 
publie en 1992, et que cette robustesse de la methode sous autocorrelation n'est pas 
signalee a notre connaissance par d'autres auteurs. 
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Dans l'edition de 1995, l'auteur precise que les effets de l'autocorrelation sur les cartes de 
controle seront les plus graves quand la taille de l'echantillon (utilise pour la construction 
des cartes de controle) est n=2. II ajoute que les limites de controle obtenues par les 
formules habituelles seront essentiellement correctes ou souillees par 1'auto-correlation. II 
declare aussi que la decision concernant le point de vue a adopter dependra de la 
connaissance du processus et de l'interpretation soigneuse des cartes de controle. 
Finalement, la multiplication de la valeur des limites de controle par un facteur de 
correction qui tient compte de la quantite d'auto-correlation est recommandee. Cette 
procedure de correction ne deviendra efficace que si l'autocorrelation depasse la valeur 
de 0.7. 
D'autres praticiens concluent que le probleme de l'independance est du au prelevement 
inexact des observations. Par exemple, Hoerl et Palm (1992) ont propose de prendre les 
echantillons moins frequemment afin de pallier la structure correlative des donnees, ce 
qui peut se verifier par des tests. Avec l'automatisation de la cueillette des donnees, cette 
suggestion est equivalente a jeter une certaine partie des donnees recueillies. (Dooley et 
Kapoor, 1990.) 
A l'autre extremite du spectre, Montgomery (2005) signale que la plus importante des 
hypotheses faites au sujet des cartes de controle est celle de l'independance des 
observations, parce que les cartes de controle conventionnelles donnent des resultats 
fallacieux sous la forme d'un nombre eleve de fausses alertes lorsque les donnees sont 
correlees, meme si cette correlation est basse, souligne-t-il. Montgomery cite de 
nombreux auteurs reconnus qui ont demontre ce fait et recommande ensuite divers 
traitements pour les donnees correlees dont l'utilisation des cartes de controle 
unidimensionnelles construites a partir des residus. 
D'apres Atienza et Al. (1997), Montgomery preconise la modelisation de la structure 
inherente d'autocorrelation utilisant des modeles de Box-Jenkins pour detecter les 
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changements d'un processus en surveillant les residus issus des differents modeles. 
L'article souligne que la plupart des recherches actuelles en MSP sont centrees sur le 
traitement de processus correles et Papplication des modeles de Box-Jenkins. Ce qui 
n'est pas surprenant si Ton considere que l'utilisation des modeles statistiques dans la 
MSP ne detourne pas des idees originales de Shewhart qui declare que la MSP vise a 
realiser des previsions et que, a cet effet on a besoin de certaines lois ou modeles, soit 
empiriques, soit statistiques (Wheeler, 1992.) 
Young et Winistorfer (2001) signalent que tous les types des cartes de controle pour 
surveiller la moyenne de processus sont affectes par l'autocorrelation positive, y compris 
la carte de controle de Shewhart, la somme cumulative (CUSUM), et la carte de la 
moyenne mobile ponderee exponentiellement (EWMA). 
Apley et Tsung (2002) donnent un resume des travaux a propos de l'emploi des residus 
d'un modele mathematique pour la construction des cartes de controle. Notre interet se 
centre sur ceux qui emploient un modele autoregressif parce qu'on Pemploie dans le 
traitement de l'autocorrelation, tel que celui de Fugate et al. (2001) -rapporte plus haut-
et celui de Barone et al. (2006), qui utilisent les cartes de controle pour la detection des 
donnees aberrantes ainsi que pour la determination des problemes associes aux bases de 
donnees de vehicules de promenade. 
Mason et Young (2007) ont publie une revision des considerations necessaires pour 
implanter le controle statistique de processus unidimensionnels. lis signalent aussi 
1'importance d'avoir des donnees independantes et issues d'une distribution normale. 
Pour confirmer la dependance, ils conseillent d'observer le comportement des donnees 
par le biais d'une serie temporelle et du coefficient d'autocorrelation, et c'est cette 
methode que nous allons employer pour demontrer que nos donnees sont correlees. 
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La consultation des references que Ton a discutees dans cette section nous permet 
d'etablir les conclusions suivantes : 
• La presence significative d'autocorrelation parmi les donnees est nuisible pour la 
construction des cartes de controle ; 
• Si une carte est employee sous de telles conditions, on obtiendra trop souvent des 
fausses alarmes quand en realite le processus se trouve sous controle statistique 
(Charnes, 1995; Montgomery, 2005.); 
• Une methodologie pour le traitement de 1'autocorrelation est necessaire en vue de 
la construction appropriee des cartes de controle. 
On remarque que meme si la quantite d'auto-correlation presente dans les donnees du cas 
d'etude employe n'est pas trop elevee d'apres certains auteurs, nous allons nous en servir 
ici afin d'illustrer la methodologie de surveillance de l'usure proposee. 
L'utilisation non traditionnelle de l'ACP 
L'analyse en composantes principales (ACP) est utilisee dans plusieurs domaines de 
recherche (Yoon et McGregor, 2000) dont le controle statistique multidimensionnel de 
precedes (CSMP) (en anglais : MSPC) (Kano et al. 2003). La plupart des travaux dans ce 
domaine emploient l'ACP de facon traditionnelle pour reduire la dimension des donnees 
et construire des cartes de controle a partir des residus, ou le tableau rectangulaire soumis 
a l'analyse est un tableau « sujets x variables ». Un exemple est montre par Baydar et Al. 
(2001). Dans cet article, les signaux de vibration obtenus a partir des senseurs differents, 
sont resumes grace a l'ACP. Ensuite, les statistiques QetT2 sont calculees sur les residus 
des composantes principales qui permettent de formuler un modele de reference sur l'etat 
normal du processus. C'est ainsi que les conditions de panne, qui sont interpreters 
comme des deviations du modele, sont detectees en surveillant les statistiques. On peut 
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citer d'autres travaux sur le sujet, comme celui de He et Al. (2006), Sohn et Al. (2000), 
ainsi que celui de Prins et Mader (1997). 
Une autre application consiste en 1'utilisation de 1'ACP pour determiner les variables cles 
d'un processus. Kosanovich et Al. (1994) emploient cette technique parce qu'elle tient 
compte des relations parmi les variables et de leur influence sur la qualite du produit. lis 
emploient les resultats pour implanter une strategie amelioree de controle automatise. 
En maintenance, les observations qui sont employees pour la construction des cartes de 
controle sont choisies de maniere subjective. On trace la serie temporelle des 
observations et leur nombre (utilise pour la construction des cartes) est choisi d'apres 
Failure de la courbe. Dans ce travail, nous allons nous servir de 1'ACP pour effectuer une 
analyse exploratoire qui permettra de visualiser et de decouvrir des phenomenes tels 
qu'ils sont portes par les donnees (Spad 5.0, 2002.) II s'agit de regrouper les observations 
(sous un critere de classification) afin de trouver celles qui font partie de Petat de 
fonctionnement normal de l'outil de coupage sous etude. C'est ainsi que les observations 
qui serviront pour constraire les cartes de controle seront selectionnees par le biais d'un 
algorithme formalise et non de facon arbitraire. 
Une telle approche a ete largement utilisee dans le contexte reconnaissance des formes et 
de l'exploration des donnees (Siripatrawan, 2008). Par exemple, Carvalho et Al. (2003) 
emploient l'ACP afin de classifier differents types de solvants selon leur degre de 
toxicite. Tong et Al. (2006) demontrent qu'une classification faite sur les deux premieres 
composantes principales de l'ACP est efficace dans l'inspection des carreaux murals. 
L'ACP a permis de classifier les carreaux par rapport a leur degre d'adherence en deux 
groupes bien separes. 
Siripatrawan (2008) emploie l'ACP pour differencier deux sources de bacteries. II 
remarque que l'ACP fournit de Pinformation complementaire qui n'est pas accessible 
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dans Panalyse conventionnelle des donnees. Lozano et Al. (2008) utilisent 1' ACP pour la 
reconnaissance des formes. lis ont obtenu un taux de succes de 97% quant a la 
classification des vins par rapport aux differents processus de vieillissement mis en 
oeuvre. 
La detection de la degradation a l'aide de l'ACP suivi d'une classification de Ward 
semble done un element nouveau en maintenance. Autre nouvel element que Ton 
presente dans ce travail est la nature de la matrice des donnees employee pour effectuer 
Panalyse. L'ACP est une technique employee pour la reduction des donnees 
generalement lorsqu'il y a plusieurs variables (Buroche et Saporta, 1980). Notre etude 
met en jeu six echantillons d'une meme variable, la rugosite d'une surface usinee, cueillis 
a 50 temps differents. Les six mesures de cette variable seront traitees comme s'il 
s'agissait des variables differentes. 
On trouve cet esprit dans l'origine de Panalyse. Dans le titre de son ouvrage, Karl 
Pearson (1901) laisse ouverte la question sur la forme de la matrice. Les donnees sont 
considerees comme un systeme de points dans Pespace. On peut done soumettre a une 
ACP n'importe quel tableau rectangulaire n x p. L'ACP, e'est de la geometric La 
question qui se pose est de trouver un sens aux axes d'inertie, dormer un sens aux 
projections. Le probleme ne se pose pas dans notre cas, ou Pinterpretation et Putilite sont 
bien etablies. 
On peut citer quelques exemples qui se rapprochent de la facon dont on applique 
Panalyse. Kirby (2001) emploie des matrices ou les elements/* (i,j), sont les valeurs des 
pixels (intensite) dans une image n x p dont on cherche des caracteristiques. Ce serait 
solliciter les termes que de voir dans ce tableau une matrice (sujets x variables). 
Morineau et Aluja-Banet (1999) cherchent a reguler automatiquement la temperature 
dans la grotte de Lascaux. La matrice comporte 418 dates (lignes) et 30 stations 
(colonnes) de mesurage de la temperature. Lorsque pour un jour donne, on a un etat 
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stable, plusieurs ou toutes les stations mesurent la meme chose de facon qu'on peut 
supposer independante, on aurait alors des realisations iid, soit des echantillons. C'est 
ainsi que plusieurs colonnes en realite, ou toutes c'est selon, sont des echantillons de la 
m&ne variable pour ces lignes-la. Les auteurs ne font evidemment pas mention du fait 
que des parties de leurs lignes sont en effet des echantillons. lis ne pensent pas en ces 
termes. On a des points-lignes et des points-colonnes. On examine un nuage de 418 
points dans R30. 
Garcia-Allende et al. (2008) ajustent les caracteristiques d'un spectrometre par 
reflectivite qui produit des images spectrographiques. Les images qu'on soumet a des 
ACP pour compresser l'information sont des matrices 640 x 480. A la verticale, 640 
elements du spectre, l'axe spectral, pour les 480 lignes de l'axe spatial horizontal. 
Evidemment, aucune reference a des tableaux sujets x variables. Les projections sur des 
espaces de dimensions reduites sont des images compressees. Et bien sur, pour une bonne 
partie des frequences (lignes), les colonnes sont des echantillons de la meme mesure avec 
ou non Pindependance pour une grande part d'entre eux. Les concepts d'echantillons 
n'ont d'ailleurs aucune espece d'interet: on veut compresser l'image, avant de la 
soumettre a des analyses en aval. Dans d'autres applications, on prend parfois la peine de 
deconnecter (rendre les echantillons independants) les points sur l'axe horizontal (les 
colonnes) en en prenant seulement un certain nombre. 
Quoi qu'il en soit de ce qu'on peut trouver dans la litterature ou beaucoup de tableaux 
soumis aux ACP ne sont pas du type (sujets x variables), il est probable que ce soit la 
premiere fois qu'on trouve une application ACP a des tableaux ou les colonnes sont 
systematiquement et uniquement des echantillons d'une meme mesure. Mais comme 
partout dans les techniques de reduction de la dimension, c'est Putilite des resultats et 
interpretations qu'on en tire qui la justifie. 
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Dans notre cas, on a en effet des valeurs echantillonnales en colonnes qui constituent un 
nuage de points dans R . On compresse 1'information en deux dimensions, R . Les 
projections des lignes dans R2 sont etiquetees par le temps. Le premier axe devient un axe 
d'evolution dans le temps, c'est revolution de la rugosite, l'usure. Le second ne nous 
interesse pas vraiment. Ce sont les resultats de la classification de Ward sur les deux 
premieres coordonnees issues de l'ACP, les seules significatives, qui sont interessantes 
pour nous : les projections sont groupees en trois (sous la classification non supervisee de 
Ward). 
Les validations, par randomisation des colonnes de chaque ligne, pour simplettes qu'elles 
apparaissent, et peut-etre troppeu nombreuses (quoique la coherence des resultats 
plaident que non), nous indiquent que ces trois groupes ne sont probablement pas des 
artefacts des ordres pour chaque temps dans lequel les echantillons sont mesures, lesquels 
ordres sont sans importance (voir 1'annexe B), mais auraient pu perturber les resultats de 
l'ACP+Ward, ce qui n'est vraisemblablement pas le cas. 
Cette coherence issue des validations decrites a l'annexe B nous semble interessante et 
apporte du poids a la conclusion concernant le nombre des observations, dites de l'etat de 
fonctionnement normal de l'outil, qui serviront pour construire les cartes de controle. 
Quoi qu'il en soit, on peut raisonnablement conclure que les resultats du memoire ne sont 
pas des artefacts de la procedure de cueillette des donnees. 
Partant done de cet etat neuf de l'outil, on est en mesure maintenant de mettre en action 
des cartes de controle qu'il faudra etablir avec soin. 
Les cartes de controle multidimensionnelles 
Dans les dernieres annees, le CSMP a repris de l'importance a cause de la quantite de 
processus qui sont observes par le biais de vecteurs (Quesenberry, 2001; Montgomery, 
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2005). Les cartes de controle multidimensionnelles sont discutees dans plusieurs articles : 
par exemple, Tracy et al. (1992), Vargas (2003), Prins et Mader (1997), Sullivan et 
Woodall (2000), Bersimis etAl. (2007), Mason etAl. (1997). Yoon et Macgregor (2000) 
signalent les avantages et les inconvenients du MSPC. La methode est facile a implanter 
a cause de la disponibilite de l'historique de donnees et de la possibility" de detecter 
presque tous les types de defaillances. Cependant, 1'interpretation d'un signal hors de 
controle n'est pas toujours simple puisqu'il faut decouvrir ce qui a cause un tel etat. 
La plupart des recherches pour le controle de la moyenne en CSMP sont centrees sur la 
carte de Hotelling (Hotelling, 1947). Nous avons consulte differents articles pour tirer des 
renseignements importants a propos de cette carte. Prins et Mader (1997) presentent sa 
construction pour des groupes d'observations et pour des observations individuelles. 
Mason et al. (2003) fournissent des instructions pour 1'identification de patrons dans cette 
carte. Mason et al. (1997) expliquent une methode de decomposition de signaux 
multidimensionnels qui permet d'identifier la variable qui cause une situation hors de 
controle dans une carte. Gonzalez et Rodriguez (2003) presentent aussi un exemple sur la 
methode de decomposition de Mason et al. On remarque dans ces articles l'importance 
d'effectuer une evaluation des observations aberrantes, de meme qu'une analyse de la 
grandeur de 1'autocorrelation presente parmi les donnees afin de bien construire la carte 
de controle. 
Chen et al. (2005) utilisent des simulations pour mener une etude sur la performance des 
cartes de controle par rapport aux differents degres de changement. Notre recherche 
exclut la simulation. 
L'usure se manifeste dans la carte de controle lorsque survient un changement graduel de 
la moyenne. Malgre le pouvoir que possede la carte de Hotelling pour detecter ces 
changements (Chan et Li, 1994), sa performance peut diminuer puisque la matrice de 
covariance employee dans le calcul du statistique t2 est constante dans le temps (Vargas 
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et Lagos, 2007). A ce propos, on utilise les differences successives des observations 
(Sullivan et Woodall, 2000). Vargas (2003) conseille l'utilisation d'un estimateur de la 
matrice de variances et de covariances qui soit base sur ces differences pour construire 
une deuxieme carte de Hotelling et comparer les resultats avec la carte construite avec 
l'estimateur classique de la matrice de variances et covariances. D'autre part, Surtihadi et 
Al. (2004) donnent des exemples ou Ton constate l'influence de la matrice de variances et 
covariances et ils montrent que les cartes de dispersion sont en mesure de detecter ces 
changements. 
Nous avons decide d'utiliser l'estimateur classique de la matrice de variances et 
covariances pour construire la carte de Hotelling, et conjointement, on se servira de la 
recommandation proposee par Koo et Quah (2003) pour la construction d'une carte de 
dispersion qui est basee sur la difference successive des observations arm de constater 




Notre cas d'etude comporte des donnees correlees. Ceci exige rimplantation d'une 
methodologie statistique pour eliminer autant que possible 1'autocorrelation presente dans 
les donnees, et examiner la performance de l'outil sur la ligne de production avec des 
cartes de controle construites sur les residus du modele afin de predire sa defaillance ou 
son usure excessive. (Voir Fannexe C pour obtenir des renseignements sur le processus 
lorsque la methodologie proposee dans ce memoire n'est pas appliquee.) 
Ce chapitre presente les details concernant le developpement des etapes de la 
methodologie lorsqu'on dispose d'une seule variable pour effectuer Panalyse : 
• etape 1 : choix des observations de l'etat de fonctionnement normal de l'outil qui 
serviront pour la determination des cartes de controle, en utilisant 1'analyse de 
composantes principales suivi d'une classification ; 
• etape 2 : developpement d'un modele autoregressif selon la methodologie Box-
Jenkins sur ces donnees de l'outil a l'etat de fonctionnement normal pour reduire 
sinon eliminer la correlation presente dans les donnees ; 
• etape 3 : construction des cartes de controle unidimensionnelles a partir des 
residus du modele. 
Les resultats sur la detection du phenomene d'usure seront interpreted afin de trouver le 
temps auquel l'outil de coupage doit etre remplace selon les cartes unidimensionnelles 
X-bar etR. 
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2.1.- IDENTIFICATION DES OBSERVATIONS QUI SERVIRONT POUR 
CONSTRUIRE LES CARTES DE CONTROLE 
Dans cette section, on illustre la premiere etape de la methodologie. L'objectif est 
d'utiliser une analyse en composantes principales, suivie d'une classification ascendante 
hifrarchique selon le critere d'agregation de Ward, pour choisir le nombre d'observations 
qui seront utilisees pour determiner les cartes de controle. 
Pour le cas d'etude unidimensionnel, on dispose de 50 observations reelles qui sont 
composees de six mesures d'une variable de rugosite de la surface usinee des pieces 
coupees par l'outil a des intervalles reguliers. Le tableau 2.1 presente les donnees des six 
mesures de rugosite prises toutes les 240 secondes. On appellera cette variable 
Oi{t),i-\,...,6;t = \,...,5Q, t etantle moment de prelevement de 1'observation. T est le 
temps cumulatif en secondes. Actuellement, au temps T=12000 secondes, l'outil est 
remplace. 
Si on voulait representer les 50 observations dans l'espace, celles-ci formeraient un nuage 
peu visible dans un espace a six dimensions qu'on est done incapable de classifier 
visuellement. Pourtant, ces observations comportent les renseignements sur l'etat de 
degradation de l'outil de coupage puisque l'usure augmente avec le temps. Nous avons 
done decide d'employer une analyse en composantes principales (ACP) afin de trouver 
1'information essentielle a propos de l'etat de fonctionnement normal de l'outil contenu 
dans le tableau des donnees d'une facon cachee. L'ACP sert uniquement pour trouver 
deux axes qui serviront pour representer les observations dans un espace de deux 
dimensions ; une classification de Ward sur les observations permettra de les regrouper 
en classes homogenes et de determiner le nombre d'observations qui serviront pour 
construire les cartes de controle. On utilisera des permutations des echantillons de chaque 
observation ou temps t pour valider cette conclusion. 
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Tableau 2.1- Donnees de la variable de rugosite 0,(t),i = \,...,6;t = 1,...,50. 
Six mesures de la surface usinee pour chaque valeur de /. 
Test le temps cumulatif en secondes. (Caron, 2002.) 



































































































































































































































Tableau 2.1- Donnees de la variable de rugosite 
0I.(O,/ = U,6;f = U,5O. 
Six mesures de la surface usinee pour chaque valeur de t. 









































































































































































































Moyenne 0.1118 0.1124 0.1092 0.1091 0.1093 0.1091 
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Le logiciel SPAD (2002) a ete employe sous la procedure d'ACP et de classification 
hierarchique pour cette analyse. 
L'analyse effectuee par le logiciel garantit que la plupart de 1'information contenue dans 
les donnees est conservee. D'apres les resultats obtenus (voir tableau 2.2), il y a autant de 
composantes (6) que de variables employees pour effectuer l'analyse (6 mesures de 
rugosite). Nous pouvons resumer les donnees par les deux premieres composantes 
principales, vu qu'elles expliquent 71,86 % de la variance totale contenue dans les 
donnees et que les valeurs propres associees sont les deux seules superieures a l'unite 
(tableau 2.2). Deux axes nous permettent ainsi de reconstituer pres des % de Pinertie 
contenue dans les donnees, ce qui est suffisant pour l'analyse et permet de representer les 
donnees. 
Table 2.2- Valeurs propres de l'ACP sur les donnees du tableau 2.1. 

























Grace a l'ACP, nous avons trouve deux composantes pour representer les observations 
dans un espace a deux dimensions telles que montrees a la figure 2 - 1. 
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Figure 2-1. Representation des observations selon l'ACP. 
Classification hierarchique directe 
01 06 21 10 05 04 08 24 09 22 19 25 12 13 07 18 11 20 16 14 15 17 36 34 27 35 39 37 32 31 26 33 30 23 28 03 38 40 02 29 42 41 48 46 50 43 44 49 45 47 
Figure 2-2. Dendrogramme de la classification de Ward sur les deux premieres 
coordonnees factorielles. 
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La classification hierarchique ascendante sur les coordonnees resultantes de l'ACP nous a 
permis d'obtenir un arbre de classification ou dendrogramme qui regroupe les 
observations par categories selon le critere d'agregation de Ward (voir figure 2-2). On 
peut done etudier simultanement les groupes formes par la classification de la figure 2-2 
et interpreter les axes de la figure 2-1 pour savoir si l'un des groupes correspond a l'etat 
de fonctionnement normal de l'outil. 
Procedons a 1'interpretation des resultats de la classification: si on fait la coupure de 
l'arbre de classification de la figure 2-2 en trois groupes, on trouve trois intervalles de 
temps t, le premier groupe comptant les observations 1-25, le deuxieme, celles de 26-40 
et le troisieme, celles de 41-50. 
Si on calcule les moyennes pour les trois intervalles de temps obtenus en faisant la 
somme des valeurs des observations (tableau 2.1) qui appartiennent a chacun des 
intervalles, et en divisant par leur nombre (voir les resultats dans le tableau 2.3), on 
observe que la magnitude de la rugosite augmente par rapport au temps. 
Tableau 2.3- Moyenne des valeurs de rugosite selon les intervalles de t 
tires de la classification 
Intervalle de t ®x 02 03 04 05 06 
1 - 2 5 0,1100 0,1105 0,1073 0,1071 0,1070 0,1082 
2 6 - 4 0 0,1126 0,1110 0,1098 0,1101 0,1103 0,1083 
4 1 - 5 0 0,1137 0,1134 0,1109 0,1109 0,1107 0,1098 
On peut done definir trois categories de pieces : les pieces avec peu de rugosite qui se 
retrouvent dans 1'intervalle initial d'observations, soit les observations 1-25, les pieces 
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qui exhibent beaucoup de rugosite et qui se trouvent dans Pintervalle de temps final, de 
41-50, et le reste des pieces qui sont au milieu. Ce comportement est un indice de l'etat 
de degradation de Poutil. 
Si on regroupe les observations des intervalles dans la figure 2-1 et qu'on fait l'inspection 
visuelle, on peut interpreter que le premier axe du nuage est un axe d'augmentation 
generate de l'usure : de gauche a droite, on aura des pieces dont la rugosite est faible, 
moyenne puis elevee. Alors, on peut penser identifier le premier groupe, comprenant les 
observations de 1-25, comme l'etat de fonctionnement normal de Poutil, suivi du groupe 
d'observations de 26-40 qui constituent une etape de transition au milieu des donnees 
telle que decrite par d'autres auteurs (Huo et^4/ 1997) et d'un intervalle d'observations, 
de 41-50, qui correspondent a Petape use de Poutil. 
On remarque aussi dans la representation visuelle de la figure 2-1, que les observations 2, 
3, 27, 34, 35, et 36 sont mal classees. On attribue ces resultats a Pinformation manquante 
dans Panalyse (seulement 71,86 % de la variance des donnees sont expliques par les 2 
axes ou composantes). 
Les resultats indiquent qu'on peut admettre que l'etat de fonctionnement normal de 
Poutil correspond aux observations 1-25. L'annexe B explique que des resultats 
similaires peuvent etre obtenus sous permutation aleatoires des Ot(t) pour chaque T, de 
sorte que Pon a ce qui peut nous sembler une validation de ces conclusions. II est note 
que cette classification est subjective mais suffisante pour notre objectif de determiner les 
observations qui seront utilisees pour construire les cartes de controle. 
Ceci conclut la premiere etape de la methodologie : on a identifie les observations qui 
serviront a construire les cartes de controle (observations 1-25) grace a PACP suivi d'une 
classification. Maintenant, nous allons nous servir des resultats sur la determination de 
l'etat sous controle statistique pour entreprendre P etape suivante. 
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Pour plus de renseignements sur la classification hierarchique ascendante et les calculs 
pour l'ACP ainsi que la validation, le lecteur peut consulter les annexes A et B 
respectivement de ce memoire. 
2.2.- TRAITEMENT DE ^AUTOCORRELATION 
Cette section explique l'etape 2 de la methodologie developpee dans ce travail. On 
developpe un modele autoregressif sur les donnees de l'etat de fonctionnement normal de 
l'outil selon la methodologie Box-Jenkins. Les resultats serviront pour le calcul des 
residus independants et normalement distribues, de sorte que les cartes de controle seront 
employees correctement pour la detection de l'usure de l'outil. 
La methodologie Box-Jenkins considere un modele mathematique general pour 
representer un phenomene, l'usure de l'outil dans notre cas. Une observation est 
decomposed en termes d'une valeur moyenne et des parametres qui sont lies aux 
composantes des erreurs presentes et precedentes, ce qui permet d'enlever l'auto-
correlation presente dans une serie temporelle des donnees quelconques. 
D'abord, il faut identifier le modele de la serie temporelle. Ensuite, les parametres sont 
estimes et le modele est confirme. Selon le genre de serie temporelle determine, le 
modele peut etre autoregressif, de moyenne mobile ou combine. On decrira chacune des 
etapes de la methodologie Box-Jenkins telle qu'explicitee dans l'ouvrage de Bowerman 
etO'Connell(1979). 
2.2.1.- IDENTIFICATION DU MODELE DE LA SERIE TEMPORELLE 
On a calcule la moyenne 0(t)h partir des six mesures de la variable Ot(t), pour 
t=l,...,25 (les 25 premieres observations du tableau 2.1), afin d'effectuer l'analyse des 
donnees de l'etat de fonctionnement normal de l'outil de coupage. 
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0(0 = ^0,(0 t=l,...,25 (2-1) 
Premierement, un graphe des observations de la rugosite moyenne a t, O (t), versus les 
observations a t-1, O (t-1), est employe pour detecter la presence d'une autocorrelation de 
premier ordre. Une correlation positive peut etre confirmee dans la figure 2-3 qui montre 
un nuage d'observations autour d'une ligne ascendante. 
Correlation positive 
_ — _ __ _ _ _ — _ — » t .— ^ S ^ _ — 
0.1090 
O bar (t-1) 
Figure 2-3. Correlation positive des donnees : O (t) versus O (t-1), t = 1,...,25 , 
Ensuite, la serie temporelle de l'etat de fonctionnement normal de l'outil (figure 2-4) 
constituee par les observations de rugosite moyenne O(t), t=l,...,25 est analysee. La 
serie temporelle montree dans la figure 2-4 exhibe un comportement non stationnaire et 
correle. On observe aussi une periode de rodage au debut. 
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1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 
Temps 
Figure 2-4. Serie temporelle de l'etat de fonctionnement normal de I'outil. 
Observations Oft), t = 1,...,25 . 
La serie temporelle de la figure 2-4 ne permet pas d'obtenir un modele selon la 
methodologie Box-Jenkins, car elle ne remplit pas les conditions d'inversion requises 
dans les calculs matriciels effectues pour trouver les coefficients du modele 
mathematique. Alors, un processus de tamisage des donnees a ete employe afin 
d'identifier les series temporelles dont les resultats des modeles obtenus remplissent les 
conditions : les differentes combinaisons parmi les six mesures de rugosite ont ete testees 
en groupes de deux et trois. Par exemple, la moyenne de Oi et O2; la moyenne de O3, O4 
et O5, entre autres. Cette procedure nous a permis d'identifier deux series : la moyenne 
des observations appartenant aux mesures 03 et Os, qui constitue la serie que Ton 
appellera Yx (t), et la moyenne des O2 et 04, qui constitue la serie appelee Y2 (t). 
Le calcul des observations moyennes est le suivant: 
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y_(r) = M)±M),, = 1,...,25 ( 2-2) 
y 2 ( 0 = Mi±M),; = 1,...,25 (2-3) 
Les figures 2-5 et 2-6 montrent les deux series temporelles convenables pour notre etude : 
Yx(t) QtY2(t),t = 1,...,25. L'inspection visuelle indique qu'elles ne sont pas stationnaires 
car les observations ne se situent pas autour d'une moyenne constante. Comme ceci est 
un prerequis de la methodologie Box-Jenkins, il est necessaire d'appliquer une 
transformation, et generalement, quand une serie ne possede pas des patrons qui se 
repetent en cycles ou variations saisonnieres, la transformation est simplement la 
differenciation de premier ordre, ce qui revient a utiliser: 
Zi(t) = Yi(t)-Yi(t-l),i = \,2. (2-4) 
Les figures 2-7 et 2-8 exhibent les nouvelles series qui sont devenues stationnaires. Le 
logiciel Statistica (2001) a ete employe a cet effet. 
Une fois les donnees stationarisees, on peut estimer le genre de modele qui genere la serie 
et qui nous permettra d'eliminer la correlation presente, selon le comportement exhibe 
par 1'auto-correlation et 1'auto-correlation partielle. 
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Serie temporelle Y1(t) 
1 2 3 4 5 
Figure 2-5. Serie temporelle non stationnaire7,(0,^ = 1,...,25. 
Serie temporelle Y2(t) 
1 2 3 4 5 6 7 8 
Figure 2-6. Serie temporelle non stationnaireY2 (t),t = 1,...,25. 
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0 2 4 10 12 14 16 18 20 22 24 26 
Temps 
-0,003 
Figure 2-7. Serie temporelle stationnaire Zi(t),t=2, ...,25. 
0.005 
-0.004 
Plot of variable: Xt) 
D(-1) 
0.005 
Figure 2-8. Serie temporelle stationnaire Z2(t),t=2, ...,25. 
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Les autocorrelations sont representees par un graphe, le correlogramme, qui exprime la 
correlation pk d'une serie avec elle-meme en fonction des retards (delais) de k = 1, 2,... 
Normalement le logiciel Statistica calcule de 12 a 15 delais. Elles sont calculees sur les 
donnees par la formule suivante : 
n-k 




ou rk est l'estimation de pu et Z est la moyenne des observations Z(t), Z(t+1),... 
t = 2, ...,25. Apres un delai specifique k = q, la fonction d'autocorrelation theorique d'une 
serie stationnaire peut etre infime ou s'attenuer lentement. Nous pouvons determiner ce 
delai ou la serie devient infime, si elle le devient, par inspection visuelle de 
1'autocorrelation. 
Les autocorrelations partielles sont considerees comme une autre methode pour 
examiner les dependances periodiques. Comme c'est une extension de l'autocorrelation, 
elle tient compte de Pajustement du modele utilisant les delais d'ordre inferieur. Si un 
retard de 1 est indique, alors l'auto-correlation partielle est equivalent a l'auto-correlation 
(rkk = r,, Si k=l). Pour un retard de 2 ou plus, 
k-\ 
rk ~L/k-\jrk-j 
rkk = g P°
u r J=]> 2, ...,k-l (2-6) 
7=1 
tt, rki — rk, rkkr. k-\J 'kk'k-l,k-j, 
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La fonction d'autocorrelation partielle d'une serie stationnaire peut etre infime ou 
s'attenuer lentement apres un delai specifique k = q dependamment de la nature des 
donnees. Nous pouvons determiner ce delai ou la serie devient non significative par 
simple inspection visuelle du diagramme des autocorrelations partielles. Les intervalles 
de confiance illustres servent de reference a ce propos. 
Par la suite, on illustre les fonctions d'autocorrelation pour les differentes series qui 
furent calculees a l'aide du logiciel Statistica (2001). On remarque que Statistica a calcule 
jusqu'a un delai 15. 
Autocorrelation Function 
Zi(t) 
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Partial Autocorrelation Function 
Zi(t) 
(Standard errors assume AR order of k-1) 
C o r r . S.E. 
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Figure 2-9. Auto-correlations de la serie Z](t),t-2,...,25. 
La figure 2-9 indique que la fonction d'auto-correlation diminue lentement et que l'auto-
correlation partielle devient non significative apres le delai d'ordre 4. Selon le tableau 
2.4, on peut conclure que le modele qui genere la serie Zj(t) est un modele autoregressif 
d'ordre 4, AR(4) (voir le tableau 2.4) qui sera estime par Statistica. De la meme maniere, 
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si on analyse les fonctions de la figure 2-10, on trouve le meme comportement alors le 
modele qui genere la serie Z2(t) est aussi un AR(4), qui sera estime lui aussi par Statistica. 
Autocorrelation Function Partial Autocorrelation Function 
(Standard errors are white-noise estimates) (Standard errors assume AR order of k-1) 
Figure 2-10. Auto-correlations de la serie Z2(t),t=2,...,25. 
Tableau 2.4- Choix du modele selon le type de correlation. 
Modele Auto-correlation theorique Auto-correlation partielle 
Moyenne mobile d'ordre q Arrete apres un delai q Diminue lentement 
Autoregressive d'ordre q Diminue lentement Arrete apres un delai q 
Combine Diminue lentement Diminue lentement 
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2.2.2.- ESTIMATION DES MODELES AUTOREGRESSIFS 
Un modele autoregressif AR d'ordre/? exprime la valeur d'une observation en fonction 
des p observations precedentes affectees par des valeurs (p, une constante 8 et une 
composante d'erreur et. 
z\t) =S + (pjZ(t-l) + (p2Z(t-2) + ... + (ppZ(t-p) + e, (2-7) 
D'apres les fonctions d'autocorrelation, les modeles qui generent les series Zj(t) et Z2(t) 
sont autoregressifs d'ordre 4. Alors, une observation est decrite en fonction des quatre 
observations precedentes. 
En utilisant les equations de Yule-Walker, a l'aide du logiciel Statistica (2001), nous 
avons obtenu les parametres des modeles suivants : 
- Pour la serie Z/ (t), t=2,...,25: 
Z.V) = -0.2308 Z, [t - 1) - 0.2386 Z, (f - 2) - 0.4372 Z, (t - 3) - 0.2244 Z, (/ - 4) (2-8) 
- Pour la serie Z2(t),t=2, ...,25 : 
Z2
A(0 = -0.5503 Z2 (f -1) - 0.3769Z2 (t - 2) - 0.1445Z2 (/ - 3) - 0.3346 Z2 (t - 4) (2-9) 
II faut remarquer que dans les modeles obtenus, la constante S et la composante d'erreur 
e, sont egales a zero. Afin d'assurer que les modeles trouves sont conformes aux 
exigences de la methodologie Box-Jenkins, nous allons verifier la diminution de 1'auto-
correlation et la distribution des resultats dans la section suivante. 
39 
2.2.3.- CONFIRMATION DES MODELES ET OBTENTION DES RESIDUS 
Les resultats des modeles sont obtenus par Statistica a partir des equations d'estimation et 
des methodes d'estimation non lineaire, et ils sont montres dans le tableau 2.5. Le logiciel 
A A A 
donne les valeurs Yi(t),t = \...,25;i = l,2 ; on passe des valeurs Z,(Y) a Yt(t) par 
A A 
integration, car les Zt(t) sont la differentiation des Yt(t) (Voir l'equation 2-4). On 
obtient des resultats a partir de l'observation 3 parce que le modele AR est d'ordre 4. 





































































































Statistica fournit aussi les moyens pour confirmer si les modeles obtenus sont 
convenables d'apres la methodologie Box-Jenkins : les figures 2-11 et 2-12 montrent la 
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diminution des fonctions d'auto-correlation pour les resultats des deux modeles. D' autre 
part, les figures 2-13 et 2-14 presentent des diagrammes quantile-quantile sur la loi 
normale ou droite de Henry, qui permettent de verifier la normalite de la distribution des 
resultats. 
Autocorrelation Function 
Resultats du modele estime de 2 ,(t) : ARIMA (4.1.) 
(Standard errors are whi ite-noise estimates) 
Partial Autocorrelation Function 
Resultats du mode I e estime de Z i(0 ; ARIMA (4.1,0) ; 
















0 0 6 
0 1 4 
0 3 2 
0 8 3 
0 0 5 
O O O 
O S Z 
0 6 4 
1 4 6 
1 0 9 
0 5 2 
. 0 1 7 
. O S 4 
. 0 4 1 
1 1 8 
. 1 9 2 0 
. 1 8 7 8 
. 1 8 3 4 
. 1 7 SO 
. 1 7 4 5 
. 1 6 9 8 
. 1 6 3 1 
. 1 6 0 1 
. 1 5 5 0 
. 1 4 9 8 
. 1 4 4 3 
. 1 3 8 7 
. .[. 3 r S 
. 1 2 6 6 
. 1 2 0 1 
O 
-1 
. | . 
: i : 
: i : 
. Q , 
| 
: i 
! D ! 
: ( i ; 
; n « 
: a ; 























. 7 4 
7 0 
. 9 7 3 
. 9 9 6 
. 9 9 8 
. 9 9 2 
. 9 9 8 
. 9 9 9 
. 9 9 9 
. 9 9 9 
. 9 9 6 
. 9 9 5 
. 9 9 7 
. 9 9 9 
. 9 9 9 
. 9 9 9 































0 0 6 
0 1 4 
0 3 2 
0 8 4 
0 0 5 
O O l 
0 8 8 
0 7 4 
1 5 0 
1 1 3 
0 8 0 
. 0 2 9 
0 4 7 
. 0 3 5 
. 1 5 2 
. 2 0 4 1 
. 2 0 4 1 
. 2 0 4 1 
- 2 0 4 1 
. 2 0 4 1 
. 2 0 4 1 
. 2 0 4 1 
. 2 0 4 1 
. 2 0 4 1 
. 2 0 4 1 
. 2 0 4 1 
. 2 0 4 1 
. 2 0 4 1 
. 2 0 4 1 
. 2 0 4 1 
O 
I 
: i : 
: o :•• 
! I ! 
; i : i : i ;; 
! ' " I j : • • • • 
! H ; : 
! H J 
; • 0 
: • 0 : • • : 
; D ; 1 i m • 
Figure 2-11. Auto-correlation du modele AR (4) pour la serie Z, (t). 
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(Standard errors are white-noise estimates) 
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Figure 2-12. Auto-correlation du modele AR (4) pour la serie Z2 (/). 
41 
II faut remarquer que les observations dans la figure 2-14 ne sont pas tout a fait groupees 
autour de la ligne droite du diagramme ; un test de Shapiro-Wilk a donne comme resultat 
que la statistique w, egale a 0.96813, done se trouve entre 0.7 et 1. On admettra done que 
les resultats sont assez gaussiens pour poursuivre le developpement de la methodologie 
de cette recherche. 
Normal Probability Plot: 
R6sultats du modele estime 
deZ,( t ) :ARIMA (4,1,0); 
-0.0010 0.0000 0.0010 0.0020 
-0:0015 -0.0005 0.0005 0.0015 0.0025 











Normal Probability Plot: 
Resultats du modele estime 
deZ2<t) :ARIMA (4,1,0); 
X?L i J ! 
-0.003 -0.002 
Figure 2-14. Distribution des resultats du modele AR (4) pour la serieZ2(t). 
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Maintenant que Ton a confirme les modeles, nous allons utiliser les valeurs des 
observations originelles^(/),^ = 3,...,25;/' = 1,2 qui ont ete calculees avec les equations 
A 
2-2 et 2-3 pour obtenir les residusei(t) = Yi(t)-Yi(t\t = 3,...,25;i = 1,2. Le tableau 2.6 
montre les resultats. Ce sont ces residus qui serviront pour la construction des cartes de 
controle. 
Tableau 2.6- Calcul de residus des modeles sur les observations : 
et(t) = Y,(t)-Yl
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2.2.4.- OBTENTION DES RESIDUS DES PREVISIONS 
A 
Les previsions pour de nouvelles observations Y,(t),t = 26,...,50,/ = 1,2 sont calculees par 
Statistica en utilisant les parametres du modele AR(4) trouve. Les figures 2-15 et 2-16 
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Figure 2-15. Previsions des observationsYx(t) 
Forecasts; Model: (4,1,0) 
input: Y2(t) 
Start of origin: 1 End of origin: 25 
10 15 20 25 30 35 40 45 50 55 
— Observed - - Forecast — • ± 90.0000% 
Figure 2-16. Previsions des observations pour Y2(t). 
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Pour calculer les residus des previsions s,.(0,f = 26,...,50;/ = 1,2 nous devons soustraire 
A 
les valeurs estimees Yt (t) aux observations originelles Yt (t). Le tableau 2.7 presente les 
residus obtenus pour les previsions donnees par le logiciel Statistica. Ces residus seront 
traces sur les cartes de controle pour la determination de l'usure. 
Tableau 2.7- Calcul des residus pour les previsions 
























































































































































































2.3.- CONSTRUCTION DES CARTES DE CONTROLE 
La construction des cartes X-bar et R est faite conjointement en utilisant les residus 
independants et normalement distribues, tels que calcules plus haut lorsque l'outil est 
neuf (donnees du tableau 2.6). Le test de Shapiro-Wilk indique une distribution normale 
pour les residus du tableau 2.6, puisque la valeur de la statistique w, egale a 0.96245, se 
trouve entre 0.7 et 1. 
2.3.1.-CARTE X-BAR 
Afin de construire la carte X-bar, la moyenne de la population des residus e(t), t=3, ...,25, 
= m=25 _ 
et son ecart type seront estimes par s - ^ s ( t ) / ( m - 3 + 1) et S = Rld24n 
(=3 
_ m=25 
respectivement. Ou R = ^i\£l(t)-s2(t)\/(m-3 + Y) est la moyenne des etendues et 
(=3 
d2=1.128 est une constante pour la taille de Pechantillon n=2. 
Dans la carte X-bar exposee dans la figure 2-17, la ligne centrale est egale a la 
moyennee =0.00196, et les limites de controle sont e ±3S, a savoir : UCL=0.00428 et 
LCL—0.36E-3. II n'y a pas d'observations en dehors des limites de controle. Toutefois, 
on observe qu'il y a certaines regies de 'Western Electric' qui ne sont pas respectees 
(Voir tableau 2.8), un comportement que Ton attribue a d'autres causes que l'usure. On 
se permet d'eliminer les observations numero 3-5 et 15-19 pour enlever ce 
comportement. (Montgomery, 2005). 
Les limites de controle seront recalculees avec les 15 observations restantes. Une 
nouvelle carte est obtenue apres ce tamisage de donnees, la figure 2-18 montre la 
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nouvelle carte ou les observations sont sous controle statistique, les nouvelles limites 
sont: UCL=0.0031, CL=0.00183 etLCL=-0.25E-3. 
X-bar Chart; variable: Residus 
X-bar. .00196 (.00196); Sigma: .00109 (.00109); n: 2. 
T7 v 
12 17 22 




Tableau 2.8- Resume des regies de Western Electric 
concernant la carte X-bar de la figure 2-17. 
Regies de 'Western Electric' Intervalle de residus 
affectee 
9 observations consecutives dans la zone C ou 
au-dela (positionnees du meme cote de la ligne 
centrale). 
2 de 3 observations dans la zone A ou au-dela 
4 de 5 observations dans la zone B ou au-dela 
11-19 
3-5 ; 16-18 
3-7; 15-19 
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X-bar Chart apres le tamisage des donnees 




7 9 11 13 20 22 24 
Figure 2-18. Carte X-bar apres le tamisage des donnees. 
Nous allons employer la carte montree de la figure 2-18 pour effectuer la detection de 
l'usure. 
2.3.2.- CARTE ETENDUEi? 
On emploie les donnees du tableau 2.6 pour la construction de cette carte en tenant 
compte du tamisage effectue dans la carte X-bar, alors que les observations numero 3-5 et 
15-19 sont eliminees avant de construire cette carte. La moyenne de la population des 
_ m=25 







^ ~ ~ \ 
^ . - - ^ ^ ^ . . ^ L ^ . , - ^ ^ 
- " . \ . 
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constantes Z>3=3.267 et Z)4=0 sont employees car la taille de l'echantillon n= 2. Les 
limites de controle obtenues sont UCL = Dji = 0.00361, CZ = £ = 0.00111 
etZCZ = £>3£ = 0. 
La carte obtenue est presentee a la figure 2-19, il n'y a pas de points en dehors des limites 
de controle ou d'autres patrons. Alors, on peut utiliser cette carte pour la detection de 
l'usure. 
R Chart apres le tamisage des donnees 




Figure 2-19. Carte R apres le tamisage des donnees. 
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2.4.- DETECTION DE L'USURE 
Nous allons tracer sur les cartes de controle deja etablies (Figures 2-18 et 2-19) les 
residus des valeurs des previsions trouvees a partir du modele autoregressif (Tableau 2.7) 
pour les donnees suivantes. Cela permettra d'identifier le moment ou l'usure est 
manifeste lorsque les observations depassent les limites de controle. Les figures 2-20 et 
2-21 montrent les resultats. 
Detection de l'usure avec la carte X-bar 
0.0060 
Temps 
Figure 2-20. Detection de l'usure avec la carte X-bar construite sur les residus 
du modele de Box-Jenkins AR(4). 
Detection de I'usure avec la carte R 
0.0050 
0.0040 




<b % NO <V N<» ^ <%, <$ <$. <$ „,S # # ^ ,£, ^ ,?> £ ^ ,g> 
Temps 
Figure 2-21. Detection de I'usure avec la carte R bar construite sur les residus 
du modele de Box-Jenkins AR(4). 
On peut distinguer trois zones dans les cartes : 
• Zone de jeunesse : contient les premieres observations dans les deux cartes. 
Celles-ci sont sous controle statistique lorsque le tamisage des donnees a ete 
effectue (observations 3 a 5 et 15 a 19), ce sont elles qui ont ete employees pour 
etablir les limites de controle. 
• Zone de transition : ce sont les observations 26-34. Des problemes commencent a 
faire surface dans les cartes car l'observation numeros 35 est hors de controle 
dans la carte X-bar; et les numero 28 et 33, dans la carte R. On considere ces 
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observations comme des signaux d'alerte puisque l'usure est manifeste plus 
clairement dans la troisieme zone. La carte ./? permet done 1'identification de la 
zone de transition lorsqu'il y a une variation remarquable des etendues. 
• Zone de vieillesse ou d'usure : ce sont les observations 35-50. L'usure est 
manifeste quasi entierement par la carte X-bar car a partir de 1'observation 35 une 
tendance apparait, les residus augmentent sa valeur jusqu'a ce que les 
observations deviennent hors de controle plus continuellement: observations 42-
50. La carte R montre les observations 35, 38 et 44 hors de controle ainsi que des 
variations significatives des etendues. 
Le debut de l'usure est done detecte par la carte X-bar a partir de 1'observation 35. Le 
temps qui correspond selon le tableau 2.1 est 7=8400 secondes, alors 140 minutes est le 
temps present de remplacement de l'outil selon la carte unidimensionnelle construite ici. 
On pourrait aussi considerer remplacer l'outil lorsqu'il est completement use, bien que 
cela entrainerait des couts de non qualite du produit. La carte X-bar permet d'identifier ce 
moment lorsque 1'observation 44 se trouve au-dessus de la limite de controle superieure ; 
le temps Tqui correspond est de 10560 seconds selon le tableau 2.1, e'est-a-dire, qu'on 
remplacerait l'outil de coupage toutes les 176 minutes d'utilisation avec un outil 
nouveau. 
Vu que l'historique des donnees fixait la duree de vie d'un outil tournant a 13000 RPM a 
200 minutes, il est raisonnable de remplacer plus tot cet outil lorsqu'il tourne plus 
rapidement (18000 RPM). Ces resultats confirment l'utilite de la methodologie que Ton a 
mise en place pour la detection de l'usure de l'outil avec des cartes de controle 
unidimensionnelles. 
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La remarque suivante est importante: bien que certaines decisions puissent sembler 
arbitraires, il faut tenir compte que notre methodologie est une demarche qu'on vise a 
expliciter avec des donnees reelles et que toutes les donnees reelles ont leur particularite. 
Pourtant, tels qu'exposes, avec les choix qui s'imposaient, les resultats sont coherents 
avec les attentes issues de l'instrument precedent. 
Maintenant, il reste a confirmer l'approche dans le cas multidimensionnel, le chapitre III 




Dans le chapitre precedent, nous avons explique les details concemant le developpement 
d'une methodologie pour predire la defaillance d'un outil de coupage qui tourne a 18000 
RPM en utilisant les cartes de controle unidimensionnelles X-bar et R construites sur les 
residus d'un modele de Box-Jenkins. On a alors determine que le temps de remplacement 
le plus approprie pour l'outil est au debut de l'usure, soit a 140 minutes d'utilisation. 
Ce chapitre explique le developpement des etapes de la methodologie lorsqu'on dispose 
&Q plusieurs variables, ou indicateurs de l'usure, pour effectuer l'analyse. On utilisera la 
carte de controle multidimensionnelle de Hotelling a cet effet. Nous presentons d'abord 
une introduction aux cartes de controle multidimensionnelles. Ensuite, on exposera les 
etapes concernant la methodologie. Finalement, les resultats sur la detection du 
phenomene d'usure seront interpreted afin de trouver le temps auquel l'outil de coupage 
devrait etre remplace. 
3.1.- CARTES DE CONTROLE MULTIDIMENSIONNELLES 
II existe des situations ou la surveillance statistique d'un procede necessite l'etude 
simultanee de plusieurs caracteristiques, cela est connu comme controle statistique 
multidimensionnel des procedes. 
Les cartes de controle multidimensionnelles sont utilisees pour reduire la variabilite d'un 
procede en surveillant plusieurs caracteristiques. Le pouvoir de leur utilisation vient de la 
differenciation qu'on peut observer grace a elles entre la variation due a des causes 
speciales et la variation aleatoire ou naturelle du processus, ce qui nous permet de 
distinguer des situations ou le processus devient hors du controle statistique. 
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L'importance des cartes de controle multidimensionnelles reside dans le fait que 
lorsqu'on fait face a plusieurs variables, la seule utilisation des cartes unidimensionnelles 
construites sur chaque serie de mesures ne fournit pas une base solide pour affirmer que 
le procede est sous controle statistique par rapport a une cible collective a atteindre 
parce que Perreur de type I et la probabilite de trouver une observation sous controle 
statistique ne correspondent pas aux niveaux d'alarme des cartes de controle 
individuelles, et que les limites de controle ne peuvent pas etre ajustees a cause des 
correlations presentes parmi les variables. Cette distorsion augmente conformement a 
l'augmentation du nombre des variables a surveiller. De plus, quand le nombre de 
variables est grand, la tache de maintenir des cartes individuelles devient difficile a cause 
de la grande quantite de cartes a analyser. 
Parmi les cartes multidimensionnelles les plus utilisees, on trouve la carte de Hotelling, la 
carte MCUSUM (Multivariate Cumulative Sum Control Chart en anglais) et la carte 
MEWMA (Multivariate Exponentially Weighted Moving Average Control Chart en 
anglais). Nous avons choisi pour nos besoins la carte de Hotelling pour effectuer la 
detection de l'usure de l'outil dans le cas multidimensionnel parce que la plupart des 
recherches en CSMP sont centrees sur cette carte, et parce qu'elle detecte tres bien les 
changements de moyenne (Chan et Li, 1994), forme sous laquelle se manifeste le 
phenomene d'usure. 
Brecka (1995) presente une liste de logiciels disponibles pour la construction des cartes 
multidimensionnelles. Dans ce travail, nous allons construire la carte de Hotelling en 
utilisant le logiciel Matlab ainsi que des feuilles de calcul de Microsoft Excel. 
3.2.- PREPARATION DES DONNEES 
Afin de completer notre expose methodologique, nous allons employer deux variables, 
indicateurs de l'usure, deux types de rugosite de la surface usinee qui constituent la cle du 
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processus de coupage et qui nous permettent de mener une etude multidimensionnelle en 
utilisant la carte de controle de Hotelling : la premiere variable, Oft), fut utilisee dans le 
chapitre II pour le cas unidimensionnel ou on a obtenu des residus independants de 
modeles de Box-Jenkins pour la construction des cartes de controle (tableau 2.6) et pour 
la detection de l'usure (tableau 2.7); la deuxieme variable, Wt(t),i = l,...,3;t = 1,...,50, est 
un autre type de rugosite. Dans cette section du travail, on presente 1'application des deux 
premieres etapes de la methodologie pour cette variable. 
Le tableau 3.1 montre les 50 observations ou echantillons de la variable Wt(t), 
i = l,...,3;t -1,...,50 qui ont ete recueillis a toutes les 240 secondes, sur les memes 
echantillons que la variable precedente ; une observation est composee par trois mesures 
de rugosite de la surface usinee. (Caron, 2002.) 
L 'etape 1 de la methodologie consiste en 1'identification du nombre d'observations qui 
servent pour construire les cartes de controle : afin de comparer les resultats du cas 
unidimensionnel et multidimensionnel, nous allons employer le meme intervalle 
d'observations dans les deux cas, ce sont les observations comprises entre 1 et 25, d'apres 
les resultats obtenus dans le chapitre II. 
L 'etape 2 de la methodologie comprend l'estimation d'un modele mathematique de Box-
Jenkins pour l'obtention des residus non correles. Nous allons travailler avec la nouvelle 
variable Wt(t) de la meme facon que dans le cas de la variable Oi(t). Premierement, on 
analyse la serie temporelle pour constater si les donnees sont en etat stationnaire. 
La serie temporelle qui expose la moyenne des donnees de Wt (t) (figure 3-1) et que Ton 
I 3 
appellera W(t), ou W(t) = -^Wt(f),t = 1,...,25, exhibe un comportement non 
stationnaire parce qu'on observe que les donnees ne sont pas situees autour d'une valeur 
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moyenne constante. Deux lignes ont ete tracees pour faciliter la comprehension du 
changement de moyenne dans la figure. 
































































































































































































Tableau 3.1- Donnees de la variable Wt(t). (Caron, 















































































0 2 4 6 8 10 12 14 16 18 20 22 24 26 
Temps 
Figure 3-1. Serie temporelle non stationnaire : W (t), t = 1,...,25. 
Comme la methodologie Box-Jenkins requiert que la serie temporelle soit stationnaire, 
nous devons appliquer une differentiation de premier ordre qui se definit par la formule : 
Zw(t)=W(t)-W(t-l), t = 2,...,25 . (3-1) 
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La figure 3-2 montre le resultat de la transformation. La nouvelle serie temporelle Zw (t) 
est devenue stationnaire. Maintenant, nous pouvons examiner la correlation presente 
























0 2 4 6 10 12 14 16 18 20 22 24 26 
Temps 
-0.010 
Figure 3-2. Serie temporelle stationnaire : Zw (t) 
La figure 3-3 indique que la fonction d'autocorrelation de la serie temporelle 
transformee, Zw(t), diminue lentement et que 1'autocorrelation partielle n'est pas 
significative apres le delai 2, on peut done conclure que le modele qui genere la serie est 
autoregressif d'ordre 2, AR(2) (voir le tableau 2.4). 
Voici l'equation du modele AR(2) de la serie Zw (t) obtenu avec Statistica (2001): 
Zw(t) = -1.12035 Zw{t-\)- 0.60926 Zw(t- 2) (3-2) 
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Autocorrelation Function Partial Autocorrelation Function 
Zw(t) Zw(t) 
(Standard errors are white-noise estimates) (Standard errors assume AR order of k-1) 
Figure 3-3. Fonctions d'auto-correlation de la serie des donnees Zw (t). 
La figure 3-4 presente des graphes ou on constate la diminution de Fautocorrelation une 
fois que le modele autoregressif est applique. La figure 3-5 ne nous permet pas d'assurer 
la presence d'une distribution normale pour les resultats du modele. Deux observations 
en particulier sont suspectes. Par contre, le test de Shapiro-Wilk confirme la normalite de 
la distribution car la valeur de la statistique w, egale a 0.93016, est situee entre 0.7 et 1. 
Nous allons admettre que Fhypothese est de validite plausible. 
Comme le logiciel donne les valeurs integrees du modeleW(t),t = 1,...,25, nous pouvons 
calculer les residus ew(t) = W{t)-W(t),t = \,...,25 en utilisant les valeurs des 
observations originelles W (t). Le tableau 3.2 presente les residus qui ont ete calcules a 
partir du modele et que nous allons employer pour la construction de la carte de controle 
de Hotelling a partir de t=3 car les residus s0 (t) ont ete obtenus a partir de cette valeur 
de/. 
Autocorrelat ion Function 
Resultats du module est ime do Zw(t) : ARIMA<2,1,< 
(Standard errors are white-noise estimates) 
Partial Autocorrelation Function 
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Figure 3-4. Graphe des autocorrelations du modele AR(2). Serie W(t) 
Hatf-Normal Probability Plot: 
Resultats du modele estime de Zw(t): ARIMA (2,1,0); 




0 Jf \ 
X 
-0.008 -0.006 -0.004 -0.002 0.000 0.002 0.004 0.006 
Figure 3-5. Distribution des resultats du modele AR(2). Serie W{t) 
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Tableau 3.2- Residus du modele AR(2) pour la variable W(t),t = 1,...,25. 



















































Statistica donne des previsions pour les nouvelles observations t = 26,...,50 ; cela permet 
d'employer les valeurs originelles pour obtenir le reste des residus qui seront employes 
pour la detection de l'usure avec la carte de controle de Hotelling. La figure 3-6 montre 
les previsions pour la serie des donnees integrees W(t),t = 26,...,50 et le tableau 3.3 




Start of origin: 1 End of origin: 25 
0 5 10 15 20 25 30 35 40 45 50 55 
— Observed - 'Forecast — ± 9 0 . 0 0 0 0 % 
Figure 3-6. Previsions du modele AR(2). Serie W(f) 
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Tableau 3.3- Residus sw obtenus pour les previsions 

























































Les prochaines sections presentent les details concernant Petape 3 de la methodologie : la 
construction des cartes de controle multidimensionnelles a partir des residus independants 
et normalement distribues pour la detection de Pusure de l'outil. 
3.3.- CARTE DE CONTROLE DE HOTELLING 
En 1947, Hotelling a propose une statistique, nommee T2, pour realiser une carte de 
controle dans le cas multidimensionnel. 
T2 est une statistique unidimensionnelle qui represente le carre de la distance entre un 
vecteur d'observations normal p-dimensionnel «7» et le centre du processus, represente 
par le vecteur «F», moyenne de la population. Montgomery (2005) en donne 
P expression : 
T* = n(Yi-Y)' T'CYi - Y), i -!,...,/» (3-3) 
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ou S" est l'inverse de la matrice des variances et covariances; n, est la taille de 
Pechantillon et m est le nombre total d'observations ou d'echantillons. 
Plus la valeur de T2 est elevee, plus eloignee se trouve le vecteur d'observations de la 
moyenne ou cible. Quand une valeur T2 excede la limite de controle superieure, UCL, le 
processus est qualifie de hors controle. Les limites, LCL et UCL, sont calculees sur un 
quantile d'une loi F pour l'erreur de type I, a, le nombre des variables, p, le nombre 
total d'echantillons (ou observations), m, et la taille des echantillons, n. La limite 
inferieure, LCL, est zero parce que la statistique T,2 est une distance. 
LCL=0 et 
p(m-l)(n-l) 
mn-m- p + l 
3.3.1.- REGLES POUR LA RECONNAISSANCE DE PATRONS DANS UNE CARTE 
DE HOTELLING 
L'analyse de patrons dans les cartes T2 demande la connaissance du processus et de 
l'historique des donnees. Comme les regies diagnostiques des cartes de controle 
specifiees par «The Western Electric Handbook)) ne sont pas appropriees pour detecter 
les observations qui causent le patron, a cause de la distribution non normale de T2, 
Mason et al. (2003) conseillent l'utilisation de la distribution T2 en tant qu'outil de 
diagnostic dans ce cas. 
Le tableau 3.4 explique les patrons qu'ils ont identifies et les problemes qui y sont 
associes. 
UCL = F, a,p,mn-m-p+\ 
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Tableau 3.4- Situations associees aux patrons dans les cartes T2. 
Patrons Probleme 
Forme U repetee (periode courte) Effet de cycle: Donnees correlees 
Valeurs de T2 regroupees au-
Melange de populations 
dessus de la ligne zero 
Valeurs de T2 avec tendance a la 
Tendance dans les observations 
hausse/baisse 
Groupements de valeurs de T2 Changement dans le processus 
3.3.2.- CARTE DE HOTELLING POUR n=l. 
Dans la pratique, quand la taille de Vechantillon n est egale a 1, comme dans notre cas 
d'etude, un traitement special est requis. Tracy et al. (1992) ont developpe une procedure 
basee sur la mesure de T2 pour ce cas. 
Yang et Trewn (2004) expliquent que cette procedure se deroule en deux phases. La 
premiere sert a estimer le vecteur de moyennes et la matrice de variances et covariances 
pour etablir une reference du procede sous controle statistique. Les donnees 
multidimensionnelles de l'etat stable du processus sont examinees et les observations 
aberrantes sont eliminees. Cette reference est employee dans la deuxieme phase, ou le 
reste des observations recueillies sont utilisees. 
Pour la phase I, on dispose de 23 observations multidimensionnelles qui sont les residus 
non correles qui appartiennent a l'etat de fonctionnement normal de l'outil de coupage et 
qui ont ete obtenus avec la methodologie Box-Jenkins pour les variables Ot(t) et Wt(t), les 
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deux types de rugosite. On a deja precise que l'emploi de residus est necessaire pour 
eliminer la presence d'autocorrelation parmi les donnees, autrement la puissance de la 
carte de controle serait diminuee (Montgomery et Mastrangelo, 1991). 
Comme dans le cas du premier type de rugosite, on a retenu deux modeles, on a deux 
series de residus : ex(t) et s2(t), t=3,...,25 (tableau 2.6 et 2.7 dans le cas des previsions). 
Nous allons employer ici la moyenne de ces donnees, calculee selon la formule 
1 25 
suivante :s0(t) = — ̂ [«•,(/) + e2(t)\t = 3,...,25. Ensuite, conjointement avec les residus 
£w(t),t = 3,...,25 de la deuxieme variable, on peut former 23 groupes de residus 
e(t) = [sw(t),e0(t)Y;t = 3,...,25. Les observations sont regroupees dans le tableau 3.5. 
Tableau 3.5- Residus employes pour la construction 













































































Le vecteur de moyennes pour le groupe des 23 residus est s = [s^, s0 J = [0.0017;0.0019] 
ou 
J 25 j 25 
£w =— J]£w(0 e t £o =— y * o ( 0 » a v e c 01=25. 
Pour le cas d'observations individuelles, restimation de la matrice de variances et 
covariances est tres importante (Vargas, 2003.) Nous allons utiliser un estimateur 
classique, S, qui donne une matrice pxp, et une carte de controle pour la dispersion pour 
valider ce choix. 
S = - ^ — J [ff(0 - e]* [s(t) -s] (3-5) 
m —Y t=3 
On calcule : 
s-J l 
. 2 3 - 1 ^ 




La distance T pour les observations individuelles est alors, 
Q{t)=[s(t)-s]s-l[s{t)-s] (3-7) 
Alors, pour le calcul de la valeur deQ(t), en utilisant l'equation 3-6 dans la formule 3-7, 
nous avons la premiere valeur du tableau 3.5, 
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0(3) = [(-0.0002 - 0.0017); (-0.0003 - 0.0019f * 1.0e + 005 * 
* [- 0.0019,-0.0022] = 3.0306 
2.5785 -1.2387 
•1.2387 6.4779 
Le calcul pour les 22 observations restantes est similaire, les resultats obtenus sont 
montres au tableau 3.6. 
Tableau 3.6- Valeurs de Q(t), t=3, ...,25 pour la 
construction de la carte de Hotelling. 















































Tracy, Young et Mason (1992) ont demontre que Q(t) suit une loi Beta, ce qui permet de 
trouver une expression pour 1'estimation des limites de controle de la phase I. Nous 
allons utiliser l'expression equivalente qui emploie la distribution F. Dans notre cas 
m=23, p=2 et Terreur type I, a =0.05. 
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LCL0 = 0 (3-8) 
Q m l + lp/im-p-lp^^ 
_(23-l)2[2/(23-2-l)]*,F c 0.05,2,23-2-1 UCLn = v - v L v / J »-»^-'~- = 5.3628 "Q 23 1 + [2 / (23 -2 -1 ) ]* 3.42 
Ici, 1'attention est dirigee vers la limite superieure. Si une observation se trouve au-
dessous de la limite inferieure, ceci indiquerait un probleme dans la cueillette des 
donnees. Mais si une observation se trouve au-dessus de la limite superieure, celle-ci est 
qualifiee d'aberrante, elle est eliminee et les parametres du processus sont recalcules : le 
vecteur de moyennes, la matrice de variances et covariances et les limites de controle. La 
procedure est repetee jusqu'a ce que Ton obtienne 1'ensemble des donnees qui vont servir 
pour la carte de controle dans la phase II. 
Voici la carte obtenue (figure 3-7) dans la phase I. Les observations montrent un 
comportement aleatoire et il n'y a pas de points aberrants. On peut done considerer que 
Ton a etabli 1'ensemble des donnees necessaires pour la detection de l'usure dans la 
phase II. 
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Carte de Hotelling. Phase I. 
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Figure 3-7. Carte de Hotelling. Phase I. 
3.4.- CARTE DE CONTROLE POUR LA DISPERSION, n=l. 
Cette carte multidimensionnelle est necessaire afin de confirmer si la matrice de 
variances et covariances, S~r, employee pour l'estimation de Q(t), ne change pas avec le 
temps, puisque telle est la condition qu'il faut verifier pour utiliser la carte de Hotelling. 
Khoo et Quah (2003) proposent une carte de controle axee sur un parametre qui tient 
compte des differences successives en observations multidimensionnelles pour l'etude de 
plusieurs caracteristiques de la qualite quand n=l. Ce parametre est dans notre cas, 
M(t) = -[s(t) - s{t - l ) f S~l [e(t) - e(t -1)], f=4,.. .,25. (3-10) 
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Pour cette carte, on dispose de 23 vecteurs d'observations multidimensionnelles 
e(t) = [ew(t),s0(t)J,t = 3,...25. ou n=l, qui sont les residus obtenus. Selon la methode 
de Koo et Quah, celles-ci doivent provenir d'un historique de donnees fiables avec une 
distribution multidimensionnelle Np(ju£,T,£) ou//£ est le vecteur nominal de moyennes 
et E e la matrice de variances et covariances. 
L'inverse de 1'estimation de la matrice de variances et covariances qu'on emploie ici est 
la meme qu'a Pequation 3-6. Alors, pour le calcul de la valeur deM(t), nous avons, 
M(4) = ±[e(4)-e(3)Ys-l[e(4)-e(3J\ 
M(4) = - J [0.0009;0.0002f * 1.0e + 005 * 
2.5785 -1.2387 
-1.2387 6.4779 
* [0.0009,0.0002] i = 0.1902 
Le tableau 3.7 rapporte le reste des resultats. Comme le parametre M(t) suit la 
distribution chi-deux a 2 degres de liberie, les limites de controle pour n-1 sont, 
UCLM=xl,a=xlo,s =5.991 (3-11) 
LLLM — Xp,\-a ~ %2,\-i 0.05 0.103 (3-12) 
2 
ou Xp,a
 e s t le quantile \-a de la distribution avecp=2 degres de liberte, a =0.05 etant 
l'erreur de type I. Alors, si une observation se retrouve au-dessus de la limite superieure, 
le processus est qualifie de hors controle. Mais si l'observation se retrouve au-dessous de 
la limite inferieure, une diminution generale de la dispersion du processus serait attribute, 
ce qui est une indication qui montre que le processus s'ameliore. 
71 
Tableau 3.7- Valeurs de M(t), t=4,...,25 obtenues dans la phase I 



















































La figure 3-8 montre la carte qui a ete construite a partir des donnees du tableau 3.7. Les 
observations suivent un comportement aleatoire. Cependant les observations numero 12 
et 23 se trouvent en dehors des limites, ce pourquoi nous allons supprimer de la liste des 
donnees les observations qui servent a les obtenir, c'est-a-dire, les observations 11-12, et 
les observations 22-23. 
Avec la nouvelle liste de m=19 observations, on obtient une nouvelle estimation de la 
matrice de variances et covariances, on utilisera 1'inverse de cette matrice par la suite 
dans les calculs. 
S~X ={y^Zk0-*H*(0-*rj =1.0e + 005* 
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Figure 3-8. Carte de disp^tsion. Phase I. 
Tableau 3.8- Valeurs de M(t), t=4,...,25 employees pour la carte 
de dispersion apres le tamisage des donnees. 






































Les limites de controle gardent la meme valeur (equations 3-11 et 3-12), alors la carte 
revisee est montree dans la figure 3-9. Nous allons employer 1'inverse de la matrice de 
variances et covariances recalculee (Equation 3-13) apres tamisage des donnees, et les 
limites de controle obtenues pour la detection de l'usure. 
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Figure 3-9. Carte de dispersion revisee. Phase I. 
3.5.- RESULTATS SUR LA DETECTION DE L'USURE 
Ici, nous allons utiliser le reste des observations des deux types de rugosite pour la 
detection de l'usure, c'est-a-dire, les observations 26-50 du tableau 3.3 qui correspondent 
aux residus de la variable W/t), que nous avons denommes sw if), ainsi que la moyenne 
des observations 26-50 montrees dans le tableau 2.7 qui constituent les residus de la 
variable Ot(t) et que nous avons denommes s0(t). Le tableau 3.9 regroupe les donnees. 


















































































Maintenant, on presente les details pour la detection de l'usure dans chacune des cartes. 
3.5.1.- CARTE DE HOTELLING 
La phase II traite de l'etablissement des nouvelles limites pour des nouvelles 
observations. A cette phase, chacune des nouvelles observations est un vecteur nomme 
s(new) - (ew,e0). La distance T
2 est alors, 
Q(mw) = (e{new) -£)TS-l(£(new) -s) (3-14) 
En utilisant la matrice de variances et covariances de Pequation 3-6 dans Pequation 3-14, 
et le vecteur de moyennes £ = [^,£o]=[0.0017;0.0019] , nous avons la valeur de Q(26), 
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0(26) = [- 0.0008;0.0008f * 1 .Oe + 005 * 
* [- 0.0008;0.0008] = 0.7382 
2.5785 -1.2387 
-1.2387 6.4779 
Le calcul pour le reste des observations est similaire, le tableau 3.10 montre les resultats 
obtenus. 
Tableau 3.10- Valeurs de Q(t),t=26,...,50 employees pour la 




















































On calcule des nouvelles limites de controle pour la phase II avec m=25, p=2 et l'erreur 
type I, a =0.05. Elles sont donnees par : 
LCL = 0 (3-15) 
= p(m + l)(m-l) 








* 3.42 = 7.4229 
Si une observation se retrouvait au-dessus de la limite superieure, le processus serait 
qualifie de hors controle et la cause devrait etre trouvee. Dans notre cas, cela serait la 
manifestation de l'usure de l'outil. 
Voici la carte obtenue (figure 3-10). On identifie une zone de transition et une zone de 
vieillesse comme dans le cas unidimensionnel. Dans la zone de transition (observations 
26-38), il n'y a pas d'observations hors controle, seulement Pobservation 33 est proche 
de la limite superieure. La zone de vieillesse, a partir de l'observation 39, exhibe une 
tendance qui se developpe jusqu'a ce que l'observation 48 se trouve hors des limites. Ce 
que Ton considere comme la manifestation du phenomene d'usure. 
Detection de l'usure avec la carte de Hotelling 
Q(t) a 
Figure 3-10. Detection de l'usure avec la Carte de Hotelling. 
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II est raisonnable de localiser le debut du phenomene d'usure a partir de l'observation 
39: c'est le debut d'une tendance a 1'augmentation. Le temps de remplacement 
correspond a 9360 secondes (156 minutes) d'utilisation, et ce chiffre est inferieur aux 200 
minutes fixees par l'historique des donnees du meme outil lorsqu'il tourne moins 
rapidement (13000 RPM). 
On pourrait considerer aussi de faire le remplacement lorsque 1'outil est completement 
use bien que cela entrainerait des couts de non qualite du produit. Le temps de 
remplacement serait choisi a l'observation 48 aux 11520 secondes (192 minutes) 
d'utilisation selon le tableau 2.1. 
3.5.2.- CARTE DE LA DISPERSION 
Dans cette etape, on emploie la matrice de variances et covariances revisee pour le calcul 
des parametres M(t), *=26,...50. (Equation 3-13). Alors pour le calcul de la valeur 
deM(t), nous avons, 
M(26) = -[^(26) - e(25)fS-1 [ff(26) - s(25)] 
M(26) = -<[-0.003,0.002f * 1.0e + 005* 
Le calcul pour les observations restantes est similaire, les resultats obtenus sont presentes 
au tableau 3.11. Les limites de controle pour cette carte sont celles que Ton a obtenues 
dans la premiere etape : UCLM = xlfim =5.991 et LCLM = xl,\-o.os = 0.103. 
3.0853 -1.3697 
•1.3697 5.5117 
* [ - 0.003,0.002] I = 6.6251 
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La figure 3-11 montre la carte obtenue. Afin de poursuivre Panalyse selon les memes 
principes que Ton a appliques dans les cartes precedentes, on separe les observations de 
la zone de transition (observations 26-38) et de la zone de vieillesse (observations 39-50). 
Tableau 3.11- Valeurs de M(t), t=26,...,50 employees pour la 























































Detection de l'usure avec la carte de dispersion 
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Figure 3-11. Detection de l'usure avec la carte de dispersion. 
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Dans la carte de la figure 3-11, on remarque que les observations numero 26, 27, 30, 33 
et 34 se trouvent hors de controle dans la zone de transition. Ce comportement ressemble 
a celui de la carte R dont on retrouve des entrees et sorties des observations par rapport a 
la limite superieure, ce qui pourrait s'interpreter comme etant des signaux qui indiquent 
l'entree dans la zone de vieillesse. La dispersion change done avec le temps. 
Dans la zone de vieillesse, on remarque uniquement les observations 42 et 49 hors 
controle. Les resultats de cette carte sont done plus utiles pour identifier des signaux dans 
la zone de transition que dans la zone de vieillesse : comme dans le cas unidimensionnel, 
on obtient plus d'observations hors de controle dans la zone de transition ce qui permet 
de bien 1'identifier. 
Ceci conclut la derniere etape de la methodologie, le phenomene d'usure a ete detecte 
efficacement avec la carte de Hotelling, et la carte de dispersion a permis de confirmer 
que la dispersion change avec le temps et que l'utilisation d'un estimateur classique pour 
la matrice de variances et covariances, ST1, dans la carte de Hotelling est convenable. 
C'est ainsi que le temps de remplacement de l'outil peut etre localise au debut de l'usure 
a 156 minutes, ou a 192 minutes d'utilisation, si on peut tolerer les couts de non qualite 
du produit. Le choix dependra des conditions de la politique de maintenance a implanter 
au sein de l'entreprise. 
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CONCLUSION 
La methodologie statistique developpee ici a permis de detecter le phenomene d'usure 
efficacement avec les cartes de controle unidimensionnelles et multidimensionnelles. 
Plusieurs constatations ont ete realisees pendant le developpement de la methodologie de 
trois etapes: 
• L'utilisation des cartes de controle pour 1'identification de l'usure implique une 
analyse statistique rigoureuse lorsque les donnees ne sont ni independantes ni 
stationnaires. 
• Les donnees de cette etude ne sont pas parfaites pour l'illustration de la 
methodologie, probablement aucune donnee reelle ne le serait. Cette problematique est 
commune aux donnees dans le cadre de la maintenance. Malgre ce fait, les donnees ont 
Pavantage d'etre reelles, ce pourquoi on a admis tout au long du texte la validite des 
certaines hypotheses statistiques, alors qu'elles tenaient plus ou moins. Ce qui se 
produirait probablement dans toute application reelle. 
• Dans I'etape 1 de la methodologie, les premieres 25 observations ont ete identifiees 
comme la periode pendant laquelle le processus est sous controle statistique, la ou l'usure 
ne se manifeste pas. 
On remarque dans cette etape, une utilisation non traditionnelle d'une analyse de 
composantes principales (ACP) suivie de la classification ascendante hierarchique selon 
le critere d'agregation de Ward pour effectuer le regroupement des observations selon 
l'etat de degradation. Cela nous a permis de determiner Pinformation a propos de Petat 
de fonctionnement normal de Poutil contenu dans le tableau des donnees d'une facon 
cachee. Generalement, on utilise PACP pour la reduction des dimensions des donnees 
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lorsqu'il y a plusieurs variables. Notre etude a employe six mesures d'une meme variable 
comme s'il s'agissait des variables differentes. Nous avons cependant valide 
sommairement cette procedure par des permutations aleatoires des echantillons a chaque 
temps d'observation. C'est la coherence des resultats qui a decide des observations se 
rapportant au fonctionnement normal de Foutil. 
• Dans I'etape 2 de la methodologie, nous avons elimine la structure correlative des 
donnees de chacune des variables grace a l'emploi d'un modele autoregressif de Box-
Jenkins qui nous a fourni des residus independants. Dans cette etape, on a demontre la 
procedure pour le tamisage d'une serie temporelle lorsqu'elle ne remplit pas les 
conditions d'inversion requises par les calculs matriciels effectues dans le cadre de la 
methodologie Box-Jenkins pour trouver les coefficients du modele mathematique. 
• Dans I'etape 3 de la methodologie, on a effectue la construction des cartes de 
controle unidimensionnelles et multidimensionnelles avec des residus independants et 
normalement distribues lorsque l'outil est neuf. On a pris en consideration la taille de 
Pechantillon n dont on disposait: les cartes X-bar et R sont utilisees quand n<10 (n=2) 
dans le cas unidimensionnel, la carte de Hotelling et la carte multidimensionnelle de 
dispersion lorsque n=l. Les cartes ont ete construites avec une erreur de type I egale a 
0.05. 
On a identifie trois zones selon le cycle de vie pour Panalyse des cartes de controle: la 
zone de jeunesse qu'on a deja explique dans I'etape 1; la zone de transition, definie par 
un patron d'entrees et sorties d'observations par rapport aux limites dans les cartes de 
dispersion; et la zone de vieillesse, ou les residus montrent une tendance dans la carte X 
bar et de Hotelling. 
L'usure a ete detectee principalement par les cartes qui mesurent la tendance centrale : la 
carte X-bar dans le cas unidimensionnel, et la carte de Hotelling dans le cas 
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multidimensionnel. Les cartes de dispersion ont plutot permis de confirmer la presence 
d'une zone de transition au milieu des donnees (Huo et Al. 1997) qui fut identifiee aussi 
avec F ACP suivi de la classification. La carte de dispersion multidimensionnelle a permis 
de confirmer que la dispersion change avec le temps et que l'utilisation d'un estimateur 
classique pour la matrice de variances et covariances, ST1, dans la carte de Hotelling est 
convenable. 
• Les resultats de cette recherche ont permis de determiner la duree de vie utile d'un 
outil en termes de minutes pour un cas specifique. Toutefois, le protocole statistique 
etabli ici pour detecter l'usure avec des cartes de controle lorsque les donnees sont 
correlees est applicable a tous les procedes, quand le phenomene d'usure, manifeste sous 
la forme d'une tendance lineaire qui augmente selon l'ordre de production, peut etre 
modelise grace a des modeles de series chronologiques, ici l'utilisation d'un modele 
autoregressif. 
• En utilisant la methodologie pour la surveillance de l'usure proposee dans ce travail, 
on a obtenu des renseignements pour developper une politique de remplacement. 
L'entreprise peut choisir de remplacer I'outil au debut de l'usure (le temps de 
remplacement est de 140 minutes selon la carte X-bar, et de 156 minutes d'apres la carte 
de Hotelling) ou de le remplacer lorsqu 'il est completement use, si on peut se permettre 
d'inclure des couts de non qualite du produit (le remplacement doit etre effectue a toutes 
les 176 minutes d'utilisation selon la carte X-bar ou aux 192 minutes d'apres la carte de 
Hotelling), mais cela ne tient pas compte des couts de maintenance et de qualite. Le choix 
demanderait une analyse de couts de non remplacement et de remplacement, puis une 
analyse ou le temps de remplacement minimiserait une combinaison de ces couts. Ce 
point peut etre le sujet d'une prochaine recherche. 
On peut comparer les resultats des cartes unidimensionnelles et multidimensionnelles 
parce qu'on s'est servi du meme intervalle d'observations (Etat de fonctionnement 
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normal de l'outil: observations 1-25) pour etablir les cartes. Lors de la comparaison, on a 
remarque une difference de 16 minutes entre les temps de remplacement obtenus par la 
carte X-bar dans le cas unidimensionnel et par la carte de Hotelling dans le cas 
multidimensionnel. On recommande l'adoption du temps de remplacement propose par la 
carte de Hotelling puisque l'approche multidimensionnelle permet de prendre une 
decision en tenant compte de plus d'information, deux types de rugosite furent employes 
par cette approche. En tout cas, une etude des couts doit etre effectuee, ce sont les 
resultats d'une telle analyse qui determineront le choix le plus approprie. 
• Vu que l'historique des donnees fixait la duree de vie de l'outil tournant a 13000 
RPM a 200 minutes, il est raisonnable de le remplacer plus tot lorsqu'il tourne plus 
rapidement, a 18000 RPM. Ces resultats confirment Vutilite de la methodologie que Ton 
a mise en place. Alors, on recommande l'utilisation de cette approche pour la detection 
de l'usure lorsque les observations ne sont pas stationnaires et correlees. 
• Sujets pour des recherches futures: l'emploi d'autres cartes de controle 
multidimensionnelles pourrait etre explore. Des analyses de couts de qualite et de la 
capacite du processus sont conseillees des que les donnees deviennent disponibles. 
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ANNEXE A 
CLASSIFICATION DES DONNEES 
La classification est une technique qui sert a regrouper des observations en groupes les 
plus homogenes possible, groupant des observations similaires par rapport aux variables 
et representant des differences entre les groupes. 
Geometriquement, chaque observation peut etre representee comme un point dans 
l'espace a p dimensions, ou p est le nombre des variables. Le regroupement 
d'observations par simple inspection visuelle devient impossible avec 1'augmentation du 
nombre d'observations et des variables considerees. Les groupes doivent etre obtenus par 
le biais d'algorithmes formalises et non par des methodes subjectives ou visuelles. 
La classification des donnees peut etre supervisee ou non supervisee. La classification 
non supervisee des donnees comprend deux approches : les methodes hierarchiques qui 
produisent une serie de partitions ou groupes qui sont emboitees, et les methodes de 
partitionnement qui produisent un nombre fixe a priori de groupes. Nous presentons une 
breve explication de la classification hierarchique ascendante qui est utilisee par SPAD, 
le logiciel employe pour effectuer la classification des donnees de notre etude. 
A.l. LA CLASSIFICATION HIERARCHIQUE ASCENDANTE 
Cette technique a pour objectif le groupement d'observations ayant un comportement 
similaire sur un ensemble de variables. Elle est nominee hierarchique, puisqu'elle cree 
une suite de partitions emboitees agregeant a chaque etape et 2 a 2, les sous-ensembles 
les plus proches, de sorte que chaque groupe d'une partition est inclus dans la suivante. 
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Tous les algorithmes de classification hierarchique ascendante se deroulent de la meme 
facon. Leur principe consiste a construire une suite de partitions en partant de n groupes 
ou classes, soit les observations elles-memes, puis n-1 classes, n-2 classes..., emboitees 
les unes dans les autres ; la partition en n-k classes est obtenue en regroupant deux des 
classes de la partition en n-k-1 classes. Nous recherchons a chaque etape les deux classes 
les plus proches selon un certain critere, on les fusionne, et on continue d'etape en etape 
jusqu'a ce qu'il n'y ait plus qu'une seule classe ou groupe. 
L'algorithme fournit une hierarchie de partitions, que Ton represente par un arbre ou 
dendrogramme contenant Phistorique de la classification, analogue a rorganigramme 
d'une entreprise, qui permet de retrouver n-1 partitions. Chaque coupure de l'arbre 
fournit une partition d'autant plus fine que Ton coupe plus bas, et a chaque partition 
correspond une valeur numerique representant le niveau auquel ont lieu les 
regroupements ; plus l'indice est eleve, plus les parties regroupees sont heterogenes. Cet 
indice est nomme le niveau d'agregation. La proximite entre deux elements est 
determinee par une mesure de divergence (distance) ou par un critere d'agregation. 
A.2. AGREGATION SELON LE CRITERE DE WARD GENERALISE 
La methode de Ward ne calcule pas les distances entre des elements d'une partition a une 
etape donnee. Les groupes sont formes par la maximisation de l'homogeneite interne aux 
groupes. Vu qu'une partition est d'autant meilleure que les classes creees sont 
homogenes, et que leur qualite est definie par une forte inertie interclasse (et done une 
inertie intra classe faible, puisque la somme des deux inerties est fixe et vaut l'inertie 
totale de 1'ensemble des donnees), le critere de regroupement de Ward cherche a 
fusionner les deux classes pour lesquelles la perte de l'inertie est la plus faible. 
L'inertie interclasse est la moyenne des carres des distances des centres de gravite de 
chaque classe au centre de gravite total, elle est connue aussi comme la somme carree des 
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erreurs (ESS), et c'est cette mesure que la methode cherche a minimiser. Dans le cas d'un 
nuage de points Yt de masses respectives mt, repartis en q classes de centres de gravite 
respectifs Gq, l'inertie intra classes est definie par : 
IlNTRA= ZqZiiriiW Yi-Gq\\ 
L'inertie intra classes, nulle a P etape initiale de l'algorithme, s'accroit inevitablement a 
chaque agregation. Le principe de Pagregation selon la variance consiste a rechercher, a 
chaque etape de l'algorithme, les deux elements dont Pagregation produit Paugmentation 
d'inertie intra classes la plus faible. A chaque etape, deux elements Yt et Yj de masses 
respectives mt et mj sont agreges en un nouvel element 7de masse m tel que : 
Y = (miYi + mjYj) / (mt + mj 
m = nti + nij 
C'est-a-dire en leur barycentre. On montre (Buroche & Saporta, 1980) que 
Paccroissement de variance intra classe resultant de cette agregation vaut: 
^ tj= (mi mj/nti + mj) \\Y\- Yj\2 
Cet accroissement definit la distance entre deux elements evoquee dans l'algorithme. A 
chaque etape, on agrege comme indique ci-dessus les deux elements Yt et Yj de masses 
respectives mi et mj tels que A y est minimal. 
Considerons l'exemple donne par Sharma (1996) dans le tableau A-l pour illustrer la 
methode. Initialement, chaque observation est considered comme un groupe et la somme 
carree des erreurs (ESS) est zero. Pour la premiere etape de la classification, cinq groupes 
seront formes. On procede au calcul de la valeur d'ESS pour les differentes combinaisons 
d'individus. Le tableau A-2 expose les resultats. 
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Tableau A-l. Revenus selon les annees de scolarite des 6 individus. 
Individu X=Revenu (milliers de $) 7=Education (annees) 
_ _ _ 
52 6 6 
53 15 14 
54 16 15 
55 25 20 
56 30 19 


































































































































On montre ici le calcul de ESS pour le groupe SI et S2 : n est le nombre d'individus qui 
interviennent dans la formation du groupe, X est la moyenne des Xi et Y est la moyenne 
des Yi. 
ESS = J (Xi - X f + £ (Yi - Yf 
i=l ;=1 
ESS = (5 - 5.5)2+ (6 - 5.5)2 +(5 - 5.5)2 + (6 - 5.5)2 = 1. 
Comme le montre le tableau A-2, la combinaison des individus 'S3, S4' possede aussi le 
meme ESS minimum que 'SI, S2\ la selection est realisee aleatoirement. La prochaine 
etape consiste en la formation de quatre groupes (Tableau A-3), des 10 combinaisons, la 
solution numero 5 presente l'.ESS' plus faible, alors 'S3, S4' est le groupe resultant. 













SI, S2, S3 
SI, S2, S4 
SI, S2, S5 




















































Le meme processus est repete pour former une solution a trois groupes, puis deux 
groupes et a un seul en derniere etape. Le dendrogramme obtenu est montre par la figure 
A.l. 
Classification hi6rarchique directe 
S1 S2 S3 S4 S5 se 
Figure A.l. Dendrogramme obtenu avec le logiciel SPAD. 
98 
ANNEXE B 
L'ANALYSE EN COMPOSANTES PRINCIPALES 
L'analyse en composantes principales (Buroche et Saporta, 1980) est une technique de 
reduction des donnees qui vise la formation de nouvelles variables qui sont des 
combinaisons lineaires des variables originelles. Le nombre maximum des nouvelles 
variables pouvant etre formees est egal au nombre des variables originelles, et les 
nouvelles variables ne sont pas correlees entre elles. 
Cette methode d'ordination classique a pour but la recherche d'axes orthogonaux 
(independants) dans un espace reduit a k dimensions (k « p) qui auront la propriete 
d'extraire le maximum de la variance (ou inertie projetee) des observations, dormant le 
meilleur resume d'un ensemble d'observations situees dans un espace dep variables. 
B.l. APPROCHE GEOMETRIQUE 
Lorsqu'il n'y a que deux variables, la representation des donnees sur un plan est facile, de 
plus l'examen visuel de Failure du nuage permet d'etudier Pintensite de la liaison ou 
relation entre les variables, ainsi que de reperer les observations ou groupes 
d'observations presentant des caracteristiques voisines. 
S'il y a trois variables, P etude visuelle est encore possible, mais des que le nombre de/? 
variables devient superieur, cela devient impossible. Dans notre cas d'etude, une 
observation est composee par 6 mesures de rugosite de la surface usinee, prises toutes les 
240 secondes. Les 50 observations forment un nuage peu visible dans un espace a six 
dimensions. 
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Si on veut representer nos 50 observations sur un plan, il y aura des deformations de la 
configuration reelle qu'il faudra rendre minimales. Le dessin s'obtient geometriquement 
en projetant les observations ei, e2, e50 sur un plan de projection pour lequel les 
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Figure B.l. Plan de projection. 
Comme Poperation de projection raccourcit toujours les distances d (ft ;fj) < d (et; ej, il 
faudra rendre maximale la moyenne des carres des distances entre les projections fi, fz ... 
fso-
Pour retrouver ce plan que Ton appelle le plan principal, il suffit de trouver deux axes Ai 
et A2 de facon a ce que les observations projetees ft puissent etres definies par les 
composantes ah et fa. Si les axes sont perpendiculaires, on a : 
d2 <f,;fj)=d2 (a^-a^ + d2 (fSt;Pj) 
Et alors, la moyenne des carres des distances entre les points projetes ft est egale a la 
moyenne des carres des distances entre les a, plus la moyenne des carres des distances 
entre les fit 
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L'analyse de composantes principals procede sequentiellement: il s'agit de trouver le Aj 
qui rend maximale la distance c? (at; aj) puis A 2, perpendiculaire a Ai, rendant maximale 
la distance residuelle S (fa; Pj). On peut trouver alors/7 axes perpendiculaires entre eux 
qui seront les axes principaux du nuage. 
En projetant e;qui avait pour coordonnees initiales (O/, Oj
2, ..., Of) sur les axes 
principaux, on obtient de nouvelles coordonnees (d , c>••, ..., cf). On construit ainsi de 
nouveaux caracteres (variables) que Ton appelle les composantes principales, ou chaque 
composante est une combinaison lineaire des variables initiales : 
ek = <pik01 + <p2
k02+... +(pp
k(JP 
Les coefficients ((pk, (pk, ..., <pp
k) forment le k-ieme facteur principal q>k. C'est ainsi que 
la meilleure representation des donnees au moyen de q variables seulement (q < p) 
s'obtient en prenant les q premieres composantes principales. 
Vu que la distance entre les observations a projeter est la base de la methode, comment 
faut-il la calculer ? L'approche analytique presente la procedure a suivre pour faire les 
calculs requis par l'analyse. 
B.2. APPROCHE ANALYTIQUE 
La procedure generate comporte 1'utilisation des notions de l'algebre lineaire et du calcul 
matriciel comme on le decrit maintenant: 
• Calcul de la matrice des correlations variables/variables ; 
• Calcul de la matrice de vecteurs propres et du vecteur de valeurs propres ; 
• Calcul des cordonnees des observations sur les nouveaux axes ; 
• Calcul des correlations entre les variables et les nouveaux axes. 
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Le tableau 2-1 du chapitre II montre les donnees de l'etude, le premier pas de la methode 
consiste a definir une matrice des donnees m xp : m = 50 observations et/? = 6 variables. 
Remarque : Dans notre cas d'etude, on emploie les six mesures de rugosite comme s'il 
s'agissait de variables differentes. 
Les six mesures peuvent etres resumees par leur moyenne et leur ecart type. 
L'observation Active dont les variables ont par valeur leurs moyennes s'appelle centre de 
gravite du nuage, g. Dans notre cas, g serait un temps fictif ayant six mesures de rugosite 
moyennes : 0.1118, 0.1124, 0.1092, 0.1091, 0.1093 et 0.1091. Les ecarts types des six 
mesures sont: 0.0036, 0.0034, 0.0025, 0.0024, 0.0026 et 0.0019. 
Les liaisons ou relations entre les variables prises deux a deux sont resumees par leurs 
covariances et par leur coefficients de correlation, au nombre de [p*(p-l)] / 2, 15 
coefficients a calculer. L'ensemble des variances et de covariances est regroupe dans un 
tableau S appele matrice de variance des/? mesures ou le terme situe a 1'intersection de la 
j-ieme ligne et de la k-ieme colonne est la covariance s,*. Les termes diagonaux sont alors 
les variances sf des/? mesures. 
S]2 Si6 
V I 
"- I 2 
S6 
De meme, l'ensemble des coefficients de correlation est regroupe dans la matrice de 
correlation R dont les termes diagonaux valent 1 puisque r (x1; x*) = 1. 
si 
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R = r ri2 -• 
1 . 
fid] 
RetS sont des matrices carrees d'ordre p=6, symetriques. On pourra ecrire seulement la 
moitie des termes. Si on note Dys la matrice diagonale suivante : 






on a la relation matricielle : 
R=D1/SSD 'l/s. 
Cette metrique diagonale, Dys, revient a diviser chaque caractere par son ecart type, done 
la distance entre deux observations ne depend plus des unites de mesure et chaque 
variable a la meme importance quelle que soit sa dispersion (variance 1.) Si X est le 
tableau a 50 lignes et 6 colonnes des donnees centrees, on a les relations matricielles 
suivantes : 
S = XDmX 
Ainsi, on obtient la matrice de correlation R de notre cas d'etude, montree au tableau 
Al. Les 15 coefficients de correlation lineaire indiquent la force de la liaison entre deux 
variables, ils prennent des valeurs entre -1 et 1. Pour ce cas, les liaisons sont positives, 
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plus la valeur est proche de l'unite, plus la relation est forte et croissante. Sur le tableau 
Al on voit que les correlations sont toujours superieures au 30%. 
Tableau B-l. Matrice des correlations R. 



























La matrice des valeurs tests (tableau B-l) du logiciel sert a confirmer que les liaisons sont 
significatives, puisqu'aucune valeur n'est inferieure a 2 nous sommes en presence de 
variables lineairement dependantes. On pourrait meme etablir une hierarchie dans la force 
des liaisons. 
Tableau B-2. Matrice des valeurs tests. 




























Puisque / 'inertie totale du nuage de points est la moyenne des carres des distances des m 
observations au centre de gravite (origine), elle mesure d'une certaine maniere 
l'eloignement des points par rapport a leur centre de gravite. Autrement dit, la dispersion 
globale du nuage. Alors, on montre que la moyenne minimale des distances entre les 
points originaux e, et les points projetesyj de la figure B.l peut etre obtenue quand 
l'inertie du nuage projete est maximale. 
En consequence, on peut interpreter que le plan principal du nuage d'observations est 
celui qui rend maximale l'inertie de Pensemble d'observations projetees sur lui et que les 
axes principaux passent par le centre de gravite, dont l'inertie est la trace de R, egale au 
nombre de mesures/?. 
Cela equivaut a rendre maximale l'inertie des projections qui vaut 27pfii, ou les ct sont 
les mesures algebriques des projections des e( sur At, les ci seront les plus disperses 
possible, fait qui garantit une perte d'information minimale. En d'autres termes, c est une 
combinaison lineaire des xt de variance maximale. 
Pour la recherche de composantes, d'axes et de facteurs principaux, il nous faut calculer 
la matrice de vecteurs propres, les coordonnees des observations sur les nouveaux axes 
et les correlations des echantillons avec les nouveaux axes. Bouroche & Saporta (1980) 
expliquent les calculs matriciels. 
L'ACP remplace les valeurs initiales des donnees par des variables non correlees de 
variance maximale et d'importance decroissante. La somme des valeurs propres est une 
constante egale a l'inertie totale. 
Le logiciel employe (SPAD version 5.5) utilise la metrique Dj/S
2, ce qui revient a centrer 
et reduire les six mesures de rugosite. Les facteurs principaux s'obtiennent en 
diagonalisant la matrice de correlation R. 
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La somme de la variance associee a la projection des observations sur les axes, mieux 
connue comme la somme des valeurs propres, est egale au nombre de mesures p = 6 a 
cause de la metrique choisie. Comme les deux premieres valeurs propres representent 
environ 72% de Pinertie (Voir tableau 2-7, Chapitre 2), alors nous pouvons resumer les 
donnees par les deux premieres composantes principales. Comme les variables avaient 
des correlations bien significatives (plus de 30%, voir tableau B-l et B-2) la reduction 
peut etre considered efficace. 
Ayant pour objectif la representation graphique des donnees, deux axes semblent le plus 
convenables car ils nous permettent de reconstituer pres du % de Pinformation contenue 
dans les donnees. Une classification hierarchique appliquant la methode d'agregation de 
Ward sera effectuee a partir des deux premieres coordonnees factorielles sauvegardees 
pour la typologie afin, si possible, d'identifier Petat de fonctionnement normal de Poutil. 
Les intervalles laplaciens d'Anderson nous conferent la certitude de trouver un axe qui 
interceptera une inertie comprise entre les bornes avec 95% de confiance. Selon le 
tableau B-3, les deux premiers axes intercepteront la plupart de Pinertie. 
Tableau B-3. Intervalles de confiance pour les Xt, 

















Le tableau B-4A presente les coordonnees des six variables sur chacun des axes 
factoriels. Pour le premier axe, ils ont tous le meme signe et sont compris entre 0.58 et 
0.86, ce sont des valeurs elevees done le nuage des points ne sera guere centre. Le fait le 
plus marquant de cette analyse est porte par la premiere composante, ce facteur reflete 
pratiquement de maniere exclusive le phenomene d'usure. Le nuage d'observations 































Tableau B-4A. Coordonnees des echantillons. 







Tableau B-4B. Correlations des echantillons avec les facteurs. 






































Tableau B-4C. Anciens axes unitaires. 





































Comme il s'agit d'une analyse normee, les coordonnees des six mesures (tableau B-4A) 
coincident avec la projection des observations sur l'axe factoriel de meme rang (tableau 
B-4B). 
Les anciens axes unitaires montres par le tableau B-4C sont les coefficients de la liaison 
lineaire entre les six mesures de rugosite et les axes. On pourrait obtenir la contribution 
de chacune des variables a la formation des axes en elevant au carre chaque composante 
du vecteur (p. L'addition de toutes les contributions sur un axe est egale a 1. 
Les composantes de (p donnent aussi les combinaisons lineaires des six mesures de 
rugosite d'origine qui definissent les nouvelles variables de variance maximale. Par 
exemple, pour la premiere composante : 
W, = OJOZoi + 0.32ZO2 + 0.47ZO3 + 0.46ZO4 + 0.45ZO5 + 0.32ZO6 
ou Zot indique la valeur de la mesure centree et reduite. Ces composantes definissent 
aussi la projection des anciens axes unitaires sur les nouveaux axes obtenus. 
L'analyse visuelle du nuage est decrite dans le chapitre 2 de cet ouvrage. 
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B.3. RANDOMISATION DES ECHANTILLONS 
Cette analyse sert a verifier la pertinence de l'ACP. Vu que les pieces coupees sont 
selectionnees au hasard pendant l'inspection, que Pechantillonnage les choisit de facon 
interchangeable et que la methode exige la formation de vecteurs d'observations, nous 
allons introduire ce facteur aleatoire dans l'analyse en randomisant Pordre des pieces. 
L'experience comporte plusieurs repetitions, ici on en presente une a titre d'exemple. 
On a assigne un nombre aleatoire a chacune des mesures de rugosite, ensuite on les a tries 
en ordre decroissant utilisant ce nombre pour garantir l'ordonnancement au hasard (Voir 
tableau B-5) et subsequemment, on a effectue l'ACP et la classification de Ward (Figure 
B.2). 
Figure B.2. Analyse des observations. Randomisation. 
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Les resultats sont les suivants : les deux premiers axes comportent la plupart de l'inertie 
(61.49%) et le nuage des individus (Figure B.2) exhibe le meme comportement que 
l'analyse sur les donnees d'origine. On identifie trois intervalles pour les observations (1-
25 ; 26-40 ; 41-50), dont les donnees numero 2, 3, 27, 34, 35 et 36 sont mal classees. 







































































































































































































































































































































































I l l 
Classification hierarchique directe 
^ r r V i ^ ^ ^ ^ ^ 
1 25244 313228399 335 30372623351115171014137 1234226 2120168 1936271841422 40383 294649504347444548 
Figure B.3. Classification hierarchique directe. Randomisation. 
II est done evident que sous permutation des 0((t), l'etat de fonctionnent normal de l'outil 
corresponde aux observations 1-25 et qu'une zone intermediate se trouve au milieu 
demarquant l'etat d'usure avance de l'outil, de sorte que Ton a une validation des 
conclusions. 
Quelques autres permutations aleatoires des colonnes, une differente pour chaque ligne, 
ont donne des resultats voisins a la suite ACP+Ward, toujours sur les deux premiers axes 
factoriels. On trouve au tableau B-6 les principaux resultats d'autres permutations 
effectuees. Dans la plupart des cas, on identifie la suite des premieres 25 observations. De 
cette facon simple, on peut croire que la partition en trois groupes dont le premier 
comprend les observations 1 a 25 n'est pas un artefact du a Pechantillonnage. Le premier 
groupe s'interprete alors dans le sens qu'il constitue l'etat de fonctionnement normal de 
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l'outil; le groupe intermediate serait un etat de passage entre le premier et le troisieme; 
qui serait, lui, l'etat« use » de l'outil. 
Tableau B-6. Resultats des permutations effectuees. 
Experience 0//° Variance Intervalle des observations 
(expliquee par 2 axes) 
P 68,26 1-27 
Q 60,74 1-25 
O 59,87 1-25 
R 58,02 1-27 
II va sans dire qu'une telle ACP differe de celles qu'on peut trouver habituellement en 
analyse de donnees, puisque le plus souvent (mais pas toujours) on y trouve des tableaux 
'sujets x variables', alors qu'ici il s'agit d'une matrice dont les colonnes sont des 
echantillons de la meme mesure de rugosite. Mais comme toujours en ACP, ce qui 
justifie Putilisation d'un tableau rectangulaire dans l'extraction de facteurs propres est 
que la decomposition en composantes principales dans un espace de basse dimension 
donne des resultats aisement interpretables. 
Ici, le premier axe est clairement identifie comme un axe temporel. La classification de 
Ward sur les deux coordonnees principales presente invariablement trois groupes a peu 
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pres composes des memes temps d'usure. Au fond, c'est cette coherence qui est 
interessante. 
On pourrait voir que les classifications de Ward, validees de la meme facon que celle 
decrite plus haut par permutations aleatoires des colonnes, ne donnent pas des groupes 
coherents de validation en validation, et qu'une classification bien identifiee en trois 
groupes ne se presente jamais. 
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ANNEXE C 
ANALYSE PRELIMINAIRE DES DONNEES 
Cet annexe presente une analyse de la serie de donnees originelles Ot(t), /=1,...,6, 
presentee au tableau 2.1. Aucun traitement n'a pas ete applique sur ces donnees, nous 
allons tout simplement presenter les resultats de differentes cartes de controle 
unidimensionnelles afin d'obtenir des renseignements preliminaries a propos du 
processus. 
D'abord, on trace les donnees de rugosite moyennes versus le temps. On remarque une 
tendance positive dans la figure C.l puisque les valeurs de rugosite moyenne augmentent 
dans le temps, tel que mesure par le modele lineaire associe (qui au fait n'est valide qu'en 
premiere approximation). La performance de l'outil se degrade et ceci est une indication 
du phenomene d'usure qui affecte l'outil employe dans le processus de coupure des 
pieces. 
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Figure C.l. Les rugosites moyennes O versus t. 
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Ensuite, on emploie les cartes de controle unidimensionnelles afin de surveiller la 
performance de l'outil sur la ligne de production. Les cartes, obtenues avec le logiciel 
Statistica (2001), sont analysees pour l'obtention des renseignements sur le phenomene 
d'usure presente dans le processus. Le lecteur peut consulter l'ouvrage de Montgomery 
(2005) pour plus de details sur leur construction. 
La combinaison des cartes X bar et R est utilisee parce que la taille de l'echantillon n = 6 
est inferieure a 10 (on dispose de six mesures de rugosite prises toutes les 240 secondes.) 
Dans la carte de controle X bar qui s'expose dans la figure C.2, on retrouve deux 
observations au-dessous de la limite inferieure au debut du processus (observations 
numero 15-16) et cinq observations au-dessus de la limite superieure a la fin 

















X-bar and R Chart; variable: Var_0 
X-bar: .11013 (.11013); Sigma: .00260 (.00260); n: 6. 
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Figure C.2. Cartes de controle X- bar et R. 
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Les observations presentent principalement deux tendances: la moyenne du processus 
experimente une diminution et ensuite une croissance. De plus, les observations qui se 
trouvent a Pinterieur des limites presentent un comportement autre qu'aleatoire (Voir le 
tableau C-l), et presque toutes les observations sont suspectes, excepte pour l'intervalle 
d'observations 26-36, tel qu'indique au tableau C-l qui presente les regies de Western 
Electric qui sont invoquees pour justifier notre jugement ici. 
Tableau C-l. Resume des regies de Western Electric 
concernant la carte X-bar de la figure C.2 
Regies de Western Electric ,, , 
° d observations 
9 observations consecutives positionnees du 4-12 
meme cote de la ligne centrale 
13-21 
37-45 
2 de 3 observations consecutives dans la zone 
A ou au-dela 
4 de 5 observations consecutives dans la zone 
B ou au-dela 















Selon la carte R (Figure C.2), la dispersion du processus est sous controle statistique. On 
peut considerer la tendance positive que Ton retrouve a partir de 1'observation 37 dans la 
carte X-bar comme une manifestation du phenomene d'usure. Cependant, il est evident 
qu'une etude approfondie est necessaire car il y a beaucoup d'observations hors de 
controle. 
Le type de distribution des donnees employees dans la construction des cartes de controle 
peut affecter les limites calculees (Wheeler, 1995 ; Montgomery, 2005). La carte X-bar 
de la figure C.3 prend compte des changements lorsque la distribution n'est pas normale. 
On observe un deplacement des limites vers le haut: la limite inferieure passe de 0.1069 
a 0.1073 et la limite superieure passe de 0.1133 a 0.1135. Or, le comportement des 
observations est similaire a celui qu'on retrouve dans la carte de controle precedente 
(Figure C.2). Ceci suggere que la normalite de la distribution n'est pas un facteur 
important pour la construction de cette carte. 
Xrbai Chart; variable: Var_Q 
Histogram of Means Ion-Normal X-bar: .11013 (.11013); Sigma: .00280 (.00260); n: 6. 
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Figure C.3. Carte X-bar pour une distribution autre que normale. 
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Par la suite, nous allons etudier les donnees du processus en utilisant des cartes de 
controle qui ont ete concues specialement pour la detection de petits changements 
permanents dans la moyenne du processus et des tendances : la carte de moyenne mobile 
'MA X-bar\ la carte de moyenne mobile ponderee exponentiellement 'EWMA X-bar' et 
la carte des sommes cumulatives 'CuSwn X sont presentees dans les figures C.4, C.5 et 
C.6 respectivement. 
Dans la carte de moyenne mobile "MA X-bar' de la figure C.4, les observations 11 a 23 se 
trouvent au-dessous de la limite inferieure et une tendance positive apparait jusqu'a ce 
que les observations 43 a 50 se retrouvent au-dessus de la limite superieure. 
MA X-tar mid R Qwt; variants: VarjO 
0 2 » 6 8 10 12 U S 10 15 20 25 3d X 40 15 50 
Hfctgran st fiaige* Ranjs: £«e» (.00660) ;Gk)ma: .00221 (J0022I>; I : 6 . 
-0j002 I—1—• • •—•—•—• • •—•—I I i • • 1 • • • • • J 
0 * 8 12 16 20 5 10 IS 20 25 30 35 40 45 SO 
2 6 10 H 18 22 
Figure C.4. Carte MA X-bar. 
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Figure C.5. Carte EWMA X-bar. 
La carte des moyennes mobiles ponderees exponentiellement "EWMA X-bar' de la figure 
C.5 presente un comportement similaire a celui de la carte de moyenne mobile 'MA 
X-bar', car les observations numero 11-29 se trouvent au-dessous de la limite inferieure 
et une tendance positive apparait jusqu'a ce que les observations numero 44-50 se 
retrouvent au-dessus de la limite superieure. 
Enfin, la carte des sommes cumulatives 'CuSum X montre les observations 11 a 43 au-
dessous de la limite inferieure et tout de suite, les observations numero 44-50 qui se 
trouvent au-dessus de la limite superieure (voir la figure C.6). 
Le tableau C-2 presente un resume des resultats de l'ensemble des cartes de controle 
analysees. 
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Figure C.6. Carte CuSum X. 
Tableau C-2. Comparaison des resultats des cartes de controle 
construites pour la serie des donnees Ot(t), /=!,...,6. 
Carte de controle Intervalle d'observations hors de controle 
X-bar 




15-16, 43-44 et 47-49 
14-17 et 43, 47-49 
11-23 et 43-50 
11-29 et 44-50 
11-43 et 44-50 
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Suite a 1'analyse des differentes cartes, on peut tirer les renseignements suivants : 
• Les observations hors de controle au debut du processus indiquent une 
diminution de la moyenne du processus qu'il faut investiguer; 
• La normalite de la distribution des donnees n'est pas un facteur determinant pour 
la performance des cartes de controle ; 
• Presque toutes les observations sont suspectes d'apres la carte X-bar, excepte 
pour l'intervalle des observations 26-36. II est clair qu'il existe un nombre eleve 
d'alarmes dont il faut chercher la cause. Le grand nombre d'observations hors de 
controle que Ton trouve dans le reste des cartes appuie cette conclusion; 
• Le developpement d'une tendance positive, a partir de t=37 d'apres la carte 
X-bar, signale l'apparition du phenomene d'usure. Cependant, une etude plus 
approfondie est necessaire afin de definir les observations qui marquent le debut 
de cet etat, puisque le reste des cartes n'est pas tres utile a ce propos ; 
• Les observations qui se trouvent hors de controle a la fin du processus revelent 
qui l'etat usage de l'outil se trouverait a partir de l'observation t=43 selon la 
plupart des cartes. 
Le grand nombre d'alarmes que Ton trouve dans les cartes de controle analysees nous 
donne l'occasion d'effectuer une recherche plus approfondie. La litterature sur le sujet 
nous informe que ce comportement peut avoir lieu a cause de la presence du phenomene 
d'autocorrelation parmi les donnees (Charnes ,1995 ; Wheeler, 1995 ; Montgomery, 
2005 ; Mason et Young, 2007). 
Notre travail propose une technologie pour la surveillance de l'usure specialement 
concue pour le traitement de donnees correlees. Nous allons employer les donnees que 
Ton vient d'analyser pour « illustrer notre nouvelle methode », meme si celles-ci ne sont 
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pas parfaites pour 1'application, parce qu'elles ont l'avantage d'etre reelles. La decision 
de mener une etude de ce genre dependra toujours du «jugement de l'analyste » et des 
objectifs de la recherche. C'est ainsi que les resultats que Ton vient d'obtenir concernant 
la detection de l'usure serviront pour valider la performance de la methodologie proposee 
et comparer les resultats. 
