Proximity in group inverses of M-matrices and inverses of diagonally dominant M-matrices  by Catral, Minerva et al.
Linear Algebra and its Applications 409 (2005) 32–50
www.elsevier.com/locate/laa
Proximity in group inverses of M-matrices and
inverses of diagonally dominant M-matrices
Minerva Catral a, Michael Neumann a ,∗,1, Jianhong Xu b
aDepartment of Mathematics, University of Connecticut, Storrs, CT 06269-3009, United States
bDepartment of Mathematics and Statistics, University of West Florida,
Pensacola, FL 32514, United States
Received 29 March 2004; accepted 28 November 2004
Available online 28 January 2005
Submitted by D. Olesky
Abstract
In this paper we connect, generalize, and broaden properties of matrices related to (i)
the triangular inequality for mean first passage times in finite homogeneous ergodic Markov
chains, (ii) the triangle inequality for proximities in Laplacian matrices of undirected weighted
graphs, and (iii) the Metzler property of the column entrywise diagonal dominance of inverses
of diagonally dominant M-matrices.
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1. Introduction and existing results
In this paper we shall connect and improve several results concerning finite ergo-
dic Markov chains, Laplacians of undirected weighted graphs, and inverses of strictly
diagonally dominant M-matrices.
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The plan of this paper is as follows. In the remainder of this section we shall
describe the existing results in the literature which serve as starting points for our
work here. In Section 2 we shall state and prove our main results and offer some
pertinent comments. In Section 3 we shall present several examples for the results in
this paper.
Result I. Let T ∈ Rn,n be the transition matrix of an n-state ergodic homogeneous
Markov chain {Xk}∞k=0 with states S1, . . . ,Sn. In this case T is an n × n irreduc-
ible, nonnegative, and stochastic matrix (with constant row sums equal to 1). For
1  i, j  n, the mean first passage time from stateSi to stateSj is defined as
mi,j = E(Fi,j ) =
∞∑
k=1
kP r(Fi,j = k), (1.1)
where
Fi,j = min
{
  1 : X =Sj |X0 =Si
}
. (1.2)
In [14, Theorem 4.2], the author establishes what we shall call here the triangular
inequality for mean first passage times, namely, that for all 1  i, j, k  n,
mi,j  mi,k + mk,j . (1.3)
An intuitive interpretation of this inequality is that the number of transition steps
from one state to another can be expected to increase when a forced passage through
a third state is prescribed.
Before we quote the next result, we comment that throughout this paper, the let-
ters I , J , and e will represent the identity matrix, the matrix of all ones, and the
column vector of all ones, respectively, whose dimensions can be determined from
the context in which they arise.
Result II. Let T ∈ Rn,n be the transition matrix of an n-state ergodic Markov chain
and put A = I − T . In [11, p. 103, Eq. (6.8)], but see also [6,10], it is shown that
Mj :=
[
m1,j , . . . , mj−1,j , mj+1,j , . . . , mn,j
]T = A−1j e, (1.4)
where Aj denotes the principal submatrix obtained from A by deleting its j th row
and column. It is known that Aj is a nonsingular, irreducible, and row diagonally
dominant M-matrix.2
We comment that while the entries of the vector in (1.4) represent the entries,
except the j th one, in the j th column, j = 1, . . . , n, of the mean first passage matrix,
there is considerable interest in the entries of the mean first passage matrix across
2 For more background material on nonnegative matrices and M-matrices see [2].
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its rows too. For example, a known constant in this context is called the Kemeny’s
constant which is given by
K :=
n∑
j=1
πjmi,j = 1 + trace(A#), i = 1, . . . , n, (1.5)
where π = (π1, . . . , πn)T is the normalized left Perron vector of T , viz. the column
vector in Rn satisfying
πTT = πT and ‖π‖1 = 1, (1.6)
and where A# is the group inverse3 of A. As references we give here the papers by
Hunter [15] and Levene and Loizou [16]. In particular, Levene and Loizou explain
that Kemeny’s constant gives us the mean of the number of links that a lost random
surfer on the web, who does not know the state he is in and where he is heading for,
will follow before reaching his destination.
Result III. An undirected graph G = (V ,E) comprises a finite set V of cardinality
n, whose elements are called vertices, together with a set E of two-element subsets of
V , whose elements are called edges. It is convenient to label the vertices 1, 2, . . . , n.
Often, there is a positive number assigned to each edge, which is known as the weight
of the edge. If the weight of all the edges in the graph is 1, then the graph is called
unweighted, otherwise it is called weighted.
With G we can associate the Laplacian matrix L = (i,j ) ∈ Rn,n whose entries
are determined as follows:
i,j :=

−wi,j if i /= j and i is adjacent to j with
an edge of weight wi,j ,
0 if i /= j and i is not adjacent to j,
− ∑
k /=i
i,k if i = j.
It is known that the Laplacian matrix L is a singular, symmetric, and positive semi-
definite M-matrix. For an extensive survey on the Laplacian matrix see [17]. More
results in this regard can be found in [12].
Suppose thatG is connected, i.e. any two vertices in the graph are linked by a path
consisting of one or more edges. In this case its Laplacian matrix L is irreducible.
Clearly I + L is a nonsingular M-matrix, whose inverse Q = (qi,j ) is a nonnegative
matrix. In the paper [5] by Chebotarev and Shamis, the authors note that the entry
qi,j may be interpreted as the fraction of the connectivity of the vertices i and j with
respect to the total connectivity of i with all the vertices in the graph. They proceed
to show that Q has the so-called triangle inequality for proximities property, namely,
for all 1  i, j, k  n,
3 For more background material on generalized inverses of matrices see [1,3].
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qi,i − qi,j − qi,k + qj,k  0, (1.7)
with strict inequality if i /= j, k.
Result IV. This a classical result of Metzler [18]. Suppose that A ∈ Rn,n is a non-
singular diagonally dominant M-matrix and C = (ci,j ) = A−1. Then for all i, j =
1, . . . , n,
ci,j  cj,j . (1.8)
In other words, the matrix C is column entrywise diagonally dominant.
The above result of Metzler has been generalized in [9] as follows. If S ∈ Rn,n
is an irreducible nonnegative matrix with spectral radius ρ(S) and right Perron vec-
tor u = (u1, . . . , un)T, then the entries of the group (generalized) inverse of A =
ρ(S)I − S, satisfy that for i, j = 1, . . . , n, with i /= j ,
A#j,j
uj
− A
#
i,j
ui
> 0. (1.9)
In particular, if T ∈ Rn,n is the transition matrix of an n-state ergodic Markov chain
and A = I − T , then (1.9) is reduced to
A#j,j − A#i,j > 0, for i /= j. (1.10)
We remark that according to [19], for the case where i /= j , the difference between
A#j,j and A
#
i,j can be written as
A#j,j − A#i,j = πjmi,j . (1.11)
Finally, we comment on nonnegative and irreducible matrices which are not nec-
essarily stochastic matrices and the singular and irreducible M-matrices which they
induce. Let S ∈ Rn,n be an irreducible and nonnegative matrix with spectral radius
ρ(S). Put A = ρ(S)I − S. Suppose that u = (u1, . . . , un)T and v = (v1, . . . , vn)T
are the right and left Perron vectors, respectively, of S, normalized so that vTu = 1.
Let U = diag(u1, . . . , un). Then it is a familiar fact (see, for example, [2]) that the
matrix T = U−1SU/ρ(S) is an irreducible nonnegative stochastic matrix, whose
normalized left Perron vector π is given by
π = Uv = (u1v1, . . . , unvn)T. (1.12)
Moreover, we have that if A˜ = I − T , then the group inverse of A˜ is given by
A˜# = ρ(S)U−1A#U. (1.13)
This connection between A# and A˜# indeed allows us to focus at the outset almost
exclusively on the case where A = I − T , with T being irreducible and stochastic.
Results obtained in such a manner can be easily extended to the general settings
involving irreducible nonnegative matrices.
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2. Main results
In this section we shall state and prove the main results of this paper.
Theorem 2.1. Let T = (ti,j ) ∈ Rn,n be nonnegative, irreducible, and stochastic and
let π = (π1, . . . , πn)T ∈ Rn, ‖π‖1 = 1, be the normalized left Perron vector of T .
Put A = I − T . Then for any 1  i, j, k  n,
A#i,i
πi
− A
#
j,i
πi
− A
#
i,k
πk
+ A
#
j,k
πk
 0. (2.14)
Proof. For the proof of this theorem we use the following representation for mean
first passage times due to Meyer [19, Theorem 4.1]:
M = (I − A# + JA#d)−1, (2.15)
where = diag(π1, . . . , πn) and A#d denotes the diagonal matrix obtained by setting
all off-diagonal entries of A# to zero.
From this representation we know that
mi,j =

1
πj
if i = j,
A#j,j−A#i,j
πj
if i /= j.
(2.16)
If either j = i or k = i, then the left-hand side of (2.14) is zero. Suppose then that
j, k /= i. If k = j , then the left-hand side of (2.14) becomes
A#i,i
πi
− A
#
j,i
πi
− A
#
i,j
πj
+ A
#
j,j
πj
= mj,i + mi,j  2 > 0. (2.17)
Here we have used the fact that since T is the transition matrix of an ergodic chain,
the mean first passage time between any two states is at least 1 (as no state can be
reached for the first time from any other state in less than a time step).
Suppose, finally, that i, j , and k are mutually distinct. Then the substitution of the
expressions for mj,k , mj,i , and mi,k of (2.16) in (1.3), i.e. mj,k  mj,i + mi,k , yields
(2.14). 
We note that equality in (2.14), is attainable when i, j , k are mutually distinct.
To see this just consider the ergodic chain whose transition matrix T ∈ Rn,n is the
n-cycle:
T =

0 1 0 . . . 0 0
0 0 1 . . . 0 0
...
.
.
.
...
...
.
.
.
...
0 0 0 . . . 0 1
1 0 0 . . . 0 0

.
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Then the mean first passage times mi,j turn out to be
mi,j =
{
j − i if i < j,
n + j − i if i  j,
and consequently we have that for 1  i < k < j  n,
mi,k + mk,j = k − i + j − k = j − i = mi,j .
We comment that a further proof of Theorem 2.1 is possible without relying on
results about Markov chains such as the triangular inequality in (1.3) for mean first
passage times.
We next give some corollaries to Theorem 2.1.
Corollary 2.2. Let S = (si,j ) ∈ Rn,n be an irreducible nonnegative matrix whose
spectral radius is denoted by ρ(S). Put A = ρ(S)I − S. Let u = (u1, . . . , un)T and
v = (v1, . . . , vn)T be the right and left Perron vectors, respectively, of S, normalized
so that vTu = 1. Then for any 1  i, j, k  n,
A#i,i
uivi
− A
#
j,i
uj vi
− A
#
i,k
uivk
+ A
#
j,k
uj vk
 0. (2.18)
Proof. The conclusion is a direct consequence of (1.12), (1.13), and (2.14). 
The next corollary gives proximity relations for the entries in the group inverse of
a singular, irreducible, and symmetric M-matrix with zero row sums:
Corollary 2.3. Let T = (ti,j ) ∈ Rn,n be a nonnegative, irreducible, and symmetric
matrix. Let D ∈ Rn,n be the diagonal matrix whose ith diagonal entry is equal to∑n
j=1 ti,j , i = 1, . . . , n. Put L = D − T . Then for any 1  i, j, k  n,
L#i,i − L#j,i − L#i,k + L#j,k  0. (2.19)
Proof. Let s = max1in di,i . Then L can be written as
L = sI − T̂ = s(I − T˜ ) := sA.
It is easily seen that T˜ is an irreducible, nonnegative, and doubly stochastic matrix,
whose normalized left Perron vector π = (1/n)e. Furthermore, we know that
L# = (1/s)A#. (2.20)
Now by substituting πi = πk = 1/n in (2.14), we obtain that
A#i,i − A#j,i − A#i,k + A#j,k  0,
which, by (2.20), is equivalent to
L#i,i − L#j,i − L#i,k + L#j,k  0. 
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We mention that in Section 3 we shall give an example of a Laplacian matrix for
which there exists a triplet of distinct indices i, j , and k such that L#j,i > 0, L
#
i,k > 0,
and L#j,k < 0.
As a corollary to Corollary 2.3 we have the following:
Corollary 2.4. Let A ∈ Rn,n be nonsingular, irreducible, symmetric, and row diag-
onally dominant M-matrix. Put B = (bi,j ) = A−1. Then for any 1  i, j, k  n,
bi,i − bj,i − bi,k + bj,k  0. (2.21)
Proof. As in the statement of the corollary, let A ∈ Rn,n be a nonsingular, irreduc-
ible, symmetric, and row diagonally dominant M-matrix. Without loss of general-
ity, we can assume that A is strictly row diagonally dominant. Otherwise, using the
irreducibility of A, A can be perturbed to a nonsingular, irreducible, strictly row
diagonally dominant M-matrix A , continuously dependent on , such that A → A,
as  → 0. Note that then A−1 → A−1, as  → 0.
Next, A can be embedded, as the n × n leading principal submatrix in an
(n + 1) × (n + 1) singular irreducible symmetric M-matrix F . Partition F into
F =
(
A F1,2
F2,1 F2,2
)
, (2.22)
where F T1,2 = F2,1, Ae + F1,2 = 0 and F2,1e + F2,2 = 0. Let σ = eTA−1e/(n + 1).
Then according to Meyer [19, Theorem 5.2], the n × n leading principal submatrix
of F # is given by
F #1,1 = A−1 +
σ
n + 1J −
1
n + 1 (A
−1J + JA−1)
= B + σ
n + 1J −
1
n + 1 (BJ + JB). (2.23)
Assume now that 1  i, j, k  n. Then, by Corollary 2.3,
F #i,i − F #j,i − F #i,k + F #j,k  0.
On the other hand, using (2.23), we have that for 1  s, t  n,
F #s,t = bs,t +
σ
n + 1 −
1
n + 1
(
n∑
=1
bs, +
n∑
=1
b,t
)
.
Hence, we find that for 1  i, j, k  n,
F #i,i − F #j,i − F #i,k + F #j,k = bi,i − bj,i − bi,k + bj,k,
from which the corollary follows. 
Notice that due to the symmetry of B in Corollary 2.4, we can replace bj,i by bi,j
in (2.21). Thus Corollary 2.4 clearly generalizes the result of Chebotarev and Shamis
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as given in (1.7). Furthermore, while the proof of the Chebotarev–Shamis result is
partly combinatorial as it is based on the matrix-tree theorem, the proof given here
involves only matrix-theoretic arguments.
We now point to a further consequence of Theorem 2.1 in which we shall view
the Perron root ρ(·) of a matrix as the function ρ : Rn,n → R given by
ρ(Y ) = max {(λ) |φY (λ) = 0},
where, for Y ∈ Rn,n, φY (λ) is the characteristic polynomial of Y :
Corollary 2.5. Let T = (ti,j ) ∈ Rn,n be nonnegative, irreducible, and stochastic
and let π = (π1, . . . , πn)T ∈ Rn, ‖π‖1 = 1, be its normalized left Perron vector.
Then for all 1  i, j, k  n,
1
π2i
2ρ(T )
t2i,i
− 1
π2i
2ρ(T )
t2i,j
− 1
π2k
2ρ(T )
t2k,i
+ 1
π2k
2ρ(T )
t2k,j
 0, (2.24)
where ρ(T ) represents the spectral radius of T . More generally, let S = (si,j ) ∈
Rn,n be an irreducible nonnegative matrix whose spectral radius is denoted by ρ(S).
Let u = (u1, . . . , un)T and v = (v1, . . . , vn)T be the right and left Perron vectors,
respectively, of S, normalized so that vTu = 1. Then for all 1  i, j, k  n,
1
u2i v
2
i
2ρ(S)
s2i,i
− 1
u2j v
2
i
2ρ(S)
s2i,j
− 1
u2i v
2
k
2ρ(S)
s2k,i
+ 1
u2j v
2
k
2ρ(S)
s2k,j
 0. (2.25)
Proof. The proof of (2.24) is a direct consequence of (2.14) and [8, Corollary 3.3],
from which it follows that, for the case where T = (ti,j ) ∈ Rn,n is nonnegative, irre-
ducible, and stochastic, one has that for all 1  i, j  n,
2ρ(T )
t2i,j
= 2πiA#j,i . (2.26)
The proof of (2.25) can be done in a similar way via (1.12), (1.13), (2.18), and
(2.27). 
We remark that Corollary 2.5 was possible through (2.14), (1.12), (1.13), and
through a result of Deutsch and Neumann [8] in which it was shown that
2ρ(S)
s2i,j
= 2A#j,iviuj (2.27)
with A = ρ(S)I − S. From (2.27), the authors of [8] concluded that: (i) the Per-
ron root at S is a convex function of the diagonal entries of S, thus recovering a
result of Cohen [7] who proved this fact using probabilistic methods, (ii) for i /= j ,
if sign(A#j,i ) > 0, then the Perron root at S is a convex function of the (i, j)th entry,
while if sign(A#j,i ) < 0, then the Perron root at S is a concave function of the (i, j)th
entry, and (iii) the Perron root at S is a concave function of at least one off-diagonal
entry in each row and each column.
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In [8], the authors raise the following problem: Determine the set of all n × n
irreducible nonnegative matrices S such that their Perron root at S is a concave
function of every off-diagonal position. We are able here to make the following small
contribution towards the understanding of the phenomenon when it holds:
Theorem 2.6. Let T = (ti,j ) ∈ Rn,n be nonnegative, irreducible, and stochastic and
let π = (π1, . . . , πn)T ∈ Rn, ‖π‖1 = 1, be the normalized left Perron vector of T .
Put A = I − T . Let M = (mi,j ) be the mean first passage matrix for the finite homo-
geneous chain whose transition matrix is T . Then for any pair (i, j), with i /= j and
1  i, j  n,
A#i,j  0 ⇐⇒ mi,j 
∑
k /=j
πkmk,j . (2.28)
In particular, for each stateSj , there is a stateSi with i /= j, such that the mean
first passage from Si to state Sj satisfies the right-hand side of (2.28). More-
over, A# is (itself) an M-matrix if and only if the right-hand side of (2.28) holds
for all pairs (i, j) with i /= j.
Proof. From (2.16) we note that for a pair (i, j), i /= j , and 1  i, j  n,
A#i,j  0 ⇐⇒ mi,j =
A#j,j − A#i,j
πj

A#j,j
πj
.
From [19, Corollary 3.2], we know that
n∑
k=1
πkmk,j = 1 +
A#j,j
πj
so that, as mj,j = 1/πj ,∑
k /=j
πkmk,j =
A#j,j
πj
.
The conclusion of the theorem now easily follows from the above relations. 
What Theorem 2.6 indicates is as follows. Consider the set of statesS1, . . . ,Sn
in a finite homogeneous ergodic Markov chain for which the matrix T in the theorem
is its transition matrix. Then if, for A = I − T , A#i,j < 0, then the expected first tran-
sition from stateSi to stateSj cannot be too rapid and in fact, the expected first pas-
sage time mi,j is greater than a number that is slightly smaller than the near-weighted
average time of transition into stateSj from any other state.
We next develop an additional characterization to Theorem 2.6 for an off-diagonal
entry in A# to be nonpositive.
Theorem 2.7. Let T = (ti,j ) ∈ Rn,n be nonnegative, irreducible, and stochastic and
let π = (π1, . . . , πn)T ∈ Rn, ‖π‖1 = 1, be the normalized left Perron vector of T .
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Put A = I − T . For each j = 1, . . . , n, let Aj be the (n − 1) × (n − 1) principal
submatrix of A obtained by deleting the jth row and column of A. For each  =
1, . . . , n, let
r
(j)
 =
n−1∑
t=1
(Aj )
−1
,t . (2.29)
Let 1  i  n, with i /= j. Then A#i,j  0 if and only if
r
(j)
k 
j−1∑
s=1
πsr
(j)
s +
n−1∑
s=j
πs+1r(j)s , (2.30)
where
k =
{
i if 1  i < j,
i − 1 if j < i  n. (2.31)
In particular, suppose that 1  k  n − 1 is an index for which
n−1∑
ν=1
(Aj )
−1
k,ν = max1µn−1
n−1∑
ν=1
(Aj )
−1
µ,ν =
∥∥A−1j ∥∥∞. (2.32)
Then A#p,j < 0, where
p =
{
k if 1  k < j,
k + 1 if j  k  n − 1. (2.33)
Proof. From the representation (1.4) for the mean first passage matrix we can write
that
mi,j =
r
(j)
i if i < j,
r
(j)
i−1 if i > j.
(2.34)
But then on substituting (2.34) on the right-hand side of (2.28), we see that display
(2.28) is the same as
A#i,j  0 ⇐⇒

r
(j)
i 
j−1∑
k=1
πkr
(j)
k +
n∑
k=j+1
πkr
(j)
k−1 if i < j,
r
(j)
i−1 
j−1∑
k=1
πkr
(j)
k +
n∑
k=j+1
πkr
(j)
k−1 if i > j.
(2.35)
A simple change of variable on the right-hand side of (2.35) now yields (2.30), and
this completes the proof of the first part of the theorem.
Now suppose that 1  k  (n − 1) is an index on which the maximum row sum
of A−1j is attained, that is, r
(j)
k = max1sn−1 r(j)s . Then
j−1∑
s=1
πsr
(j)
s +
n−1∑
s=j
πs+1r(j)s  r(j)k
∑
s /=j
πs = r(j)k (1 − πj ) < r(j)k
42 M. Catral et al. / Linear Algebra and its Applications 409 (2005) 32–50
with the rightmost inequality being strict since πj > 0. Hence strict inequality holds
in (2.30) and it follows that A#p,j < 0, where p is as in (2.33). 
We can use the two different representations for mean first passage times found
in (1.4) and (2.16), respectively, to derive a correspondence involving the maximum
row sum of the inverse of a deleted submatrix Aj and the minimum entry in the jth
column of the group inverse of A.
Proposition 2.8. Let T = (ti,j ) ∈ Rn,n be nonnegative, irreducible, and stochastic
and let π = (π1, . . . , πn)T ∈ Rn, ‖π‖1 = 1, be the normalized left Perron vector of
T . Put A = I − T and let Aj be the (n − 1) × (n − 1) principal submatrix of A
obtained by deleting the jth row and column of A. Then
n−1∑
ν=1
(Aj )
−1
k,ν = max1µn−1
n−1∑
ν=1
(Aj )
−1
µ,ν ⇐⇒ A#p,j = min1inA
#
i,j , (2.36)
where p is as in (2.33).
Proof. Clearly, without loss of generality, we can assume that j = n.
Using (1.4) and (2.16) we have the following:
n−1∑
ν=1
(An)
−1
µ,ν =
A#n,n − A#µ,n
πn
, µ = 1, . . . , n − 1.
It follows that
n−1∑
ν=1
(An)
−1
k,ν = max1µn−1
n−1∑
ν=1
(An)
−1
µ,ν ⇐⇒ A#k,n = min1µn−1 A
#
µ,n. 
Next, for any square matrix X ∈ Rn,n and for any nonempty strictly increasing
subsets α and β of the index set 〈n〉 = {1, 2, . . . , n}, we shall denote by X[α, β] the
submatrix of X whose rows and columns are determined by α and β, respectively. In
the special case when β = α, we shall simply use X[α] to denote X[α, α].
Consider the nonnegative irreducible stochastic matrix T ∈ Rn,n. The Perron com-
plement of T [α] is defined to be the matrix
Pα := T [α] + T [α, 〈n〉\α](I − T [〈n〉\α])−1T [〈n〉\α, α]. (2.37)
Now let α = 〈n − 1〉. We shall use an expression for the group inverse of B =
I − Pα derived in [20] to obtain the following improvement to Metzler’s result in
(1.8) for the case that A ∈ Rn,n is a nonsingular symmetric row diagonally dominant
M-matrix:
Theorem 2.9. Let A ∈ Rn,n be a symmetric, irreducible, diagonally dominant, and
nonsingular M-matrix and let C = (ci,j ) = A−1. For k = 2, . . . , n, and for  =
1, . . . , k, define
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s
(k)
 :=
k∑
t=1
c,t .
Let 1  i, j  n and suppose that m = max{i, j}. Then
cj,j − ci,j + min
mkn
s
(k)
i − s(k)j
k
 0. (2.38)
Proof. Similar to the proof of Corollary 2.4, we can begin by assuming that A is
strictly row diagonally dominant. But if this is the case, then A can be embedded as
the n × n leading principal submatrix of an (n + 1) × (n + 1) singular irreducible
symmetric M-matrix F = (fi,j ) as displayed in (2.22). Let p = max1in+1 fi,i and
write that F = p(I − T˜ ), so that T˜ is now an (n + 1) × (n + 1) symmetric, nonneg-
ative, irreducible and stochastic matrix. Set C˜ = (c˜i,j ) to be the inverse of the n × n
leading principal submatrix of I − T˜ , in which case C = C˜/p.
Let α = 〈n〉 and consider the Perron complement Pα of T˜ given in (2.37). Put
B = I − Pα . Then according to [20], the group inverse of B is given by
B# = C˜ + 1
n2
(
n∑
t=1
s˜
(n)
t
)
J − 1
n
(C˜J + J C˜), (2.39)
where
s˜(n)µ =
n∑
ν=1
c˜µ,ν, µ = 1, . . . , n,
from which we see that for 1  i, j  n,
B#j,j − B#i,j = c˜j,j − c˜i,j +
1
n
(
s˜
(n)
i − s˜(n)j
)
. (2.40)
But, by the Deutsch–Neumann result mentioned in (1.10) and applied to the singular
and irreducible M-matrix B we know that
B#j,j − B#i,j  0
and so
c˜j,j − c˜i,j + 1
n
(
s˜
(n)
i − s˜(n)j
)
 0.
As C = C˜/p, this shows that, disregarding the minimum on k taken in (2.38), the
inequality there holds for the case in which k = n.
To show that taking the minimum over m  k  n in (2.38) is valid, we first note
that any leading principal submatrix of C is the inverse of a Schur complement of A,
and that every Schur complement of a symmetric, irreducible, diagonally dominant,
invertible M-matrix is an invertible M-matrix which is again symmetric, irreducible
and diagonally dominant. (For references, see [4,13,21].) Hence, by applying the
previous arguments to these Schur complements we have that for 1  i, j  n,
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cj,j − ci,j + 1
k
(
s
(k)
i − s(k)j
)
 0
for all k = m, . . . , n, where m = max{i, j}. Taking the minimum over m  k  n
establishes (2.38). 
Let 1  i, j  n, let m = max{i, j}. We comment that if for some m  k  n,
s
(k)
i < s
(k)
j , then (2.38) gives an indication of the measure of slackness in Metzler’s
inequality (1.8).
We further comment that in a paper by Yong [22], the following inequality is
established for a nonsingular row and column diagonally dominant matrix A, with
inverse A−1 = (ci,j ):
|ci,j |  Si |cj,j | (2.41)
for i, j ∈ {1, . . . , n}, i /= j , and where Si =
∑
t /=i |ai,t ||ai,i | . We can view (2.41) as a mul-
tiplicative bound on the discrepancy between cj,j and ci,j and we can view (2.38) as
an additive bound on this discrepancy.
Our final result is a variant of Theorem 2.9 which focuses on stochastic matrices.
Here we also give relations among row sums of inverses of various (n − 1) × (n − 1)
principal submatrices of A:
Theorem 2.10. Let T = (ti,j ) ∈ Rn,n be a nonnegative, stochastic, and irreducible
matrix. Suppose that π = (π1, . . . , πn)T, ‖π‖1 = 1, is the normalized left Perron
vector of T . Put A = I − T and denote by Aj ∈ Rn−1,n−1 the principal submatrix
of A obtained by deleting its jth row and column, j = 1, . . . , n. Furthermore, for
i = 1, . . . , n − 1, denote by r(j)i the ith row sum of A−1j . Then:
(i) For j = 1, . . . , n, we have that
(A−1j )k,k − (A−1j )i,k +
πj
1 − πj
(
r
(j)
i − r(j)k
)
 0 (2.42)
with strict inequality for i /= k.
(ii) For i, k /= j and for i /= k, we have that
(A−1j )ν,ν − (A−1j )µ,ν
πν
+ (r(j)µ − r(j)ν ) =
r
(k)
i if i < k,
r
(k)
i−1 if i>k,
(2.43)
where
µ =
{
i if i < j,
i − 1 if i > j, and ν =
{
k if k < j,
k − 1 if k > j.
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Proof. (i) Without loss of generality, we shall show the conclusion for the case when
j = n.
When i = k equality clearly holds in (2.42). Let
γ :=
n−1∑
j=1
πj = 1 − πn and δ := (π1, . . . , πn−1)A−1n e.
Let α = 〈n − 1〉. From [20] we know that for the Perron complement Pα given in
(2.37),
B# = A−1n +
δ
γ 2
W − 1
γ
(
A−1n W + WA−1n
)
, (2.44)
where B = I − Pα and W = e(π1, . . . , πn−1).
From (2.44) we see that for 1  i, j  n − 1,
B#i,j =
(
A−1n
)
i,j
+ δ
γ 2
πj − πj
γ
r
(n)
i −
1
γ
n−1∑
k=1
πk
(
A−1n
)
k,j
. (2.45)
Taking 1  i, j  n − 1 with i /= j , we have that
B#j,j − B#i,j =
(
A−1n
)
j,j
− (A−1n )i,j + πjγ (r(n)i − r(n)j ).
Now, from the result in [9] quoted in (1.10), we know that B#j,j − B#i,j > 0. We have
thus proved (2.42).
(ii) According to Meyer [19, Theorem 5.2], we have that for 1  i, k  n − 1,
A#i,k =
(
A−1n
)
i,k
+ δπk − πkr(n)i −
n−1∑
=1
π
(
A−1n
)
,k
. (2.46)
Together with (2.16) this yields for 1  i, k  n − 1 with i /= k,
mi,k =
A#k,k − A#i,k
πk
=
(
A−1n
)
k,k
− (A−1n )i,k
πk
+ (r(n)i − r(n)k ). (2.47)
Thus in general, for i, k /= j with i /= k, we see that
mi,k =
(
A−1j
)
ν,ν
− (A−1j )µ,ν
πν
+ (r(j)µ − r(j)ν ), (2.48)
where
µ =
{
i if i < j,
i − 1 if i > j, and ν =
{
k if k < j,
k − 1 if k > j.
Combining the representations for mi,k in (2.48) and (2.34) now yields (2.43) and
our proof of (ii) is done. 
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3. Examples
In this section we illustrate some of our results through examples.
Let T ∈ R5,5 be the stochastic and irreducible matrix given by
T =

0 0.5 0 0 0.5
0.5 0 0.5 0 0
0 0.5 0 0.5 0
0 0 0.5 0 0.5
0.5 0 0 0.5 0
 ,
and define
A = I − T =

1 −0.5 0 0 −0.5
−0.5 1 −0.5 0 0
0 −0.5 1 −0.5 0
0 0 −0.5 1 −0.5
−0.5 0 0 −0.5 1
 . (3.1)
Then the group inverse A# of A is given by
A# =

0.8 0 −0.4 −0.4 0
0 0.8 0 −0.4 −0.4
−0.4 0 0.8 0 −0.4
−0.4 −0.4 0 0.8 0
0 −0.4 −0.4 0 0.8
 . (3.2)
For k = 3, define the matrix Q = (qi,j ) ∈ R5,5 whose entries are given by
qi,j = A#i,i − A#j,i − A#i,k + A#j,k.
On computing Q we obtain
Q =

0 1.2 2.4 1.6 0.8
0.4 0 1.6 1.2 0.8
0 0 0 0 0
0.8 1.2 1.6 0 0.4
0.8 1.6 2.4 1.2 0
 ,
a nonnegative matrix, which is consistent with the results in Theorem 2.1 and its
Corollaries 2.2 and 2.3.
Next we provide an example that in the proximity inequality (2.19), it can occur
that for some choice of i, j , and k, L#j,i > 0, L
#
i,k > 0, and L
#
j,k < 0, respectively.
For this purpose let
L =

2 −1 0 0 0 −1
−1 2 −1 0 0 0
0 −1 2 −1 0 0
0 0 −1 2 −1 0
0 0 0 −1 2 −1
−1 0 0 0 −1 2

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in which case
L# =

0.4861︸ ︷︷ ︸
(i,i)
0.0694 −0.1806 −0.2639 −0.1806 0.0694︸ ︷︷ ︸
(i,k)
0.0694︸ ︷︷ ︸
(j,i)
0.4861 0.0694 −0.1806 −0.2639 −0.1806︸ ︷︷ ︸
(j,k)
−0.1806 0.0694 0.4861 0.0694 −0.1806 −0.2639
−0.2639 −0.1806 0.0694 0.4861 0.0694 −0.1806
−0.1806 −0.2639 −0.1806 0.0694 0.4861 0.0694
0.0694 −0.1806 −0.2639 −0.1806 0.0694 0.4861

Then on choosing i = 1, j = 2, and k = 6, we see that in (2.19), we can have that
L#j,i > 0, L
#
i,k > 0, and L
#
j,k < 0, showing that the proximity inequality can hold
nontrivially.
To illustrate Theorem 2.6, we start with the matrix A given in (3.1). We see from
(3.2) that the group inverse A# is an M-matrix. Now, the mean first passage matrix
for the finite ergodic homogeneous Markov chain with transition matrix T = I − A
is given by
M =

5 4 6 6 4
4 5 4 6 6
6 4 5 4 6
6 6 4 5 4
4 6 6 4 5
 .
To see that the right-hand side of (2.28) holds, let
M˜ = M −
m1,1 . .
.
m5,5

and let E be the diagonal matrix whose diagonal entries are the column sums of the
corresponding columns in M˜ . A computation shows that
M˜ − (1/5)(J − I )E =

0 0 2 2 0
0 0 0 2 2
2 0 0 0 2
2 2 0 0 0
0 2 2 0 0
  0,
which is consistent with Theorem 2.6.
We next illustrate Theorem 2.7 and Proposition 2.8. Let
A =

1 −1 0 0 0
0 1 −1 0 0
0 0 1 −1 0
0 0 0 1 −1
−1 0 0 0 1

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so that
A−15 =

1 1 1 1
0 1 1 1
0 0 1 1
0 0 0 1
 (3.3)
and we see that
4 = ∥∥A−15 ∥∥∞ = (A−15 e)1.
Theorem 2.7 now tells us that A#1,5 < 0. Indeed, a computation shows that
A# =

0.4 0.2 0.0 −0.2 −0.4
−0.4 0.4 0.2 0.0 −0.2
−0.2 −0.4 0.4 0.2 0.0
0.0 −0.2 −0.4 0.4 0.2
0.2 0.0 −0.2 −0.4 0.4
 . (3.4)
Observe that as stated in Theorem 2.7, we have that A#i,5  0 whenever the ith row
sum of A−15 , namely r
(5)
i , is no less than
∑4
k=1 πkr
(5)
k . In (3.3), (1/5)
∑4
k=1 r
(5)
k = 2,
while r(5)2 = 3 and r(5)3 = 2, and this accounts (also) for A#2,5 and A#3,5 being nonpos-
itive in A# above. On the other hand, Proposition 2.8 indicates that for j = 1, . . . , 4,
the maximum row sum of A−1j occurs at the j th row. Indeed, we see from (3.4) that
for j = 1, . . . , 4,
min
1i5
A#i,j = A#j+1,j .
The assertion now follows from (2.36) and the correspondence given in (2.33).
We end by exemplifying Theorem 2.9. Using the notation of the theorem, let us
define
t
(k)
i,j = cj,j − ci,j +
s
(k)
i − s(k)j
k
.
Consider the following symmetric, irreducible and diagonally dominant M-matrix:
A =

2 −1 0 0
−1 2 −1 0
0 −1 2 −1
0 0 −1 2
 (3.5)
so that
C = A−1 =

0.8000 0.6000 0.4000 0.2000
0.6000 1.200 0.8000 0.4000
0.4000 0.8000 1.200 0.6000
0.2000 0.4000 0.6000 0.8000
 .
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Choosing now i = 2, j = 1, and k = 2, 3, and k = 4, we find that
t
(2)
2,1 = 0.4000,
t
(3)
2,1 = 0.4667,
t
(4)
2,1 = 0.4500.
Observe that, on letting m = max{i, j}, the sequence of numbers t (k)i,j , k = m, . . . , n,
is not necessarily a monotonic one.
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