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Abstract— We consider the optimal multi-agent persistent
monitoring problem defined by a team of cooperating agents
visiting a set of nodes (targets) on a graph with the objective
of minimizing a measure of overall node state uncertainty.
The solution to this problem involves agent trajectories de-
fined both by the sequence of nodes to be visited by each
agent and the amount of time spent at each node. Since
such optimal trajectories are generally intractable, we propose
a class of distributed threshold-based parametric controllers
through which agent transitions from one node to the next are
controlled by threshold parameters on the node uncertainty
states. The resulting behavior of the agent-target system can
be described by a hybrid dynamic system. This enables the
use of Infinitesimal Perturbation Analysis (IPA) to determine
on line (locally) optimal threshold parameters through gradient
descent methods and thus obtain optimal controllers within this
family of threshold-based policies. We further show that in a
single-agent case the IPA gradient is monotonic, which implies a
simple structure whereby an agent visiting a node should reduce
the uncertainty state to zero before moving to the next node.
Simulation examples are included to illustrate our results and
compare them to optimal solutions derived through dynamic
programming when this is possible.
I. INTRODUCTION
The cooperative multi-agent persistent monitoring prob-
lem arises when agents are tasked to monitor a dynamically
changing environment which cannot be fully covered by
a stationary agent allocation. Thus, persistent monitoring
differs from traditional consensus [1] and coverage control
[2] problems due to the continuous need to explore changes
in the environment. In many cases, this exploration pro-
cess leads to the discovery of various “points of interest”,
which, once detected, become “data sources” or “targets”
that need to be perpetually monitored. This paradigm applies
to surveillance systems, such as when a team must monitor
large regions for changes, intrusions, or other dynamic events
[3], or when it is responsible for sampling and monitoring
environmental parameters such as temperature [4]. It also
finds use in particle tracking in molecular biology where
the goal is to track multiple individual biological macro-
molecules to understand their dynamics and their interactions
[5], [6]. In contrast to sweep coverage and patrolling [7], [8],
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grant FA9550-15-1-0471, by DOE under grant DOE-46100, by MathWorks
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the problem we address here focuses on a finite number of
data sources or “targets” (typically larger than the number of
agents). The goal of the agent team is to collect information
from each target so as to reduce a metric of uncertainty
about its state. This uncertainty naturally increases while
no agent is present in its vicinity and decreases when it is
being monitored (or “sensed”) by one or more agents. Thus,
the objective is to minimize an overall measure of target
uncertainty by controlling the movement of all agents.
Our previous work [9] considered the persistent monitor-
ing problem in a one-dimensional space, formulated it as an
optimal control problem and showed that the solution can
be reduced to a parametric controller form. In particular,
the optimal agent trajectories are characterized by a finite
number of points where each agent switches direction and by
a dwell time at each such point. However, in two-dimensional
(2D) spaces, it has been shown that such parametric repre-
sentations for optimal agent trajectories no longer hold [8].
Nonetheless, various forms of parametric trajectories (e.g.,
ellipses, Lissajous curves, interconnected linear segments)
can still be near-optimal or at least offer an alternative [8],
[10]. These approaches limit agent trajectories to certain
forms which, while they possess desirable properties (e.g.,
periodicity), cannot always capture the dynamic changes in
target uncertainties and may lead to poor local optima [9],
[11], [12].
In this paper, we take a different direction in the 2D
persistent monitoring problem. Rather than parameterizing
agent trajectories, we adopt a more abstract point of view
whereby targets are nodes in a graph and their connectivity
defines feasible agent trajectories along the edges of the
graph. A trajectory is specified by a sequence of nodes and
an associated dwell time at each node in the sequence. In
this setting, there is a travel time defined for each edge in the
graph which is determined in advance according to the actual
target topology and has the added benefit of accounting for
constraints such as physical obstacles in the 2D space which
the graph is designed to avoid. The controller associated
with each agent determines (i) the dwell time at the current
node and (ii) the next node to be visited with the goal
of optimizing a given performance metric. The complexity
in this optimization problem is significant [13] and the
presence of real-valued dwell time decision variables makes
it much harder than that of Traveling Salesman Problems
ar
X
iv
:1
80
3.
02
79
8v
1 
 [m
ath
.O
C]
  7
 M
ar 
20
18
[14], which are already computationally intensive and do
not scale well. Since deriving such optimal trajectories is
generally intractable, we consider a class of controllers based
on a set of threshold parameters associated with the target
uncertainties, hence taking into account the time-varying
nature of target states. Thus, the parameterization in this
graph-based setting is imposed on the target thresholds rather
than on the shape of agent trajectories in the underlying 2D
Euclidean environment. By adjusting the thresholds, we can
control the agent behavior in terms of target visiting and
dwelling and, therefore, optimize a given performance metric
within the specific parametric controller family considered.
From a modeling standpoint, this results in a hybrid dynamic
system whose state consists of agent positions and target
uncertainties. From an optimization standpoint, the goal is
to determine optimal thresholds (parameters) that minimize
a given metric.
The contribution of the paper lies in the graph-based setup
of the 2D persistent monitoring problem, the formulation of
a threshold-based parametric optimization problem, and a
solution approach based on Infinitesimal Perturbation Anal-
ysis (IPA) [15] to determine on line the gradient of the
objective function and to obtain (possibly local) optimal
threshold parameters through gradient descent. As we will
see, optimizing these thresholds not only affects the dwell
time that the agent should spend at each node, but also
naturally adjusts and seeks to optimize the node visiting
sequence. Our approach is distributed since the decisions
made by an agent at some node are based on uncertainty
states of neighboring nodes only. Moreover, we exploit the
event-driven nature of IPA to also render it scalable in the
number of events in the system and not the state space (in
contrast to solutions dependent on dynamic programming).
An additional contribution is to show that in the case of
a one-agent system the IPA gradient is monotonic in the
thresholds involved which implies a simple optimal structure:
the agent visiting a node should reduce the uncertainty state
to zero before moving to the next node. This is consistent
with a similar earlier result established in [13].
The paper is organized as follows. Section II formu-
lates the 2D persistent monitoring problem on a graph and
introduces the parametric family of threshold-based agent
controllers we subsequently analyze. Section III provides a
solution of the optimization problem obtained through event-
driven IPA gradient estimation. In Section IV, we present
our analysis of the one-agent case with the key result that
all optimal dwell times are specified by zero threshold
values. Section V includes simulation examples, including
comparisons with optimal solutions derived through dynamic
programming when this is possible. Section VI concludes the
paper.
II. PROBLEM FORMULATION
Consider N agents and M targets in a 2D mission space.
The agent positions are sa(t) ∈ R2, a = 1, . . . , N and the
target locations are Xi ∈ R2, i = 1, . . . ,M .
Target uncertainty model. Following the model in [9],
we define uncertainty functions Ri(t) associated with targets
i = 1, . . . ,M , with the following properties: (i) Ri(t)
increases with a prespecified rate Ai if no agent is visiting it,
(ii) Ri(t) decreases with a rate BiNi(t) where Bi is the rate
at which an agent collects data from target i, hence decreas-
ing its uncertainty state, and Ni(t) =
∑N
a=1 1{sa(t) = Xi}
is the number of agents at target i at time t, and (iii)
Ri(t) ≥ 0 for all t. We model the target uncertainty state
dynamics as follows:
R˙i(t) =
{
0 if Ri(t) = 0 and Ai ≤ BiNi(t)
Ai −BiNi(t) otherwise
(1)
This model has an attractive queueing system interpretation
as explained in [9], where each target is associated with
an “uncertainty queue” with input rate Ai and service rate
BiNi(t) controllable through the agent movement. Note that
compared with the model in [9], where each agent has a
finite sensing range ra allowing it to decrease Ri(t) as long
as ‖sa(t)−Xi‖ < ra, here the agent’s sensing range is
ignored and the joint detection probability of a target by
agents is replaced by the summation Ni(t) above. This is
done for simplicity to accommodate the graph topology we
will adopt; the analysis can be extended to the original model
in [9] at the expense of added notation and the use of a
sensing model for each agent.
Agent model. The position of agent a is denoted by
sa(t) = [xa(t), ya(t)]
> for a = 1, . . . , N and its dynamics
in 2D are given by:
s˙a(t) = [va(t) cos(ua(t)), va(t) sin(ua(t))]
> (2)
where the agent’s velocity is scaled and bounded such that
‖va(t)‖ ≤ 1 and the agent’s heading is ua(t) ∈ [0, 2pi).
Objective function. Our goal is to determine the optimal
control (both va(t) and ua(t)) for all agents under which
the average uncertainty metric in (3) across all targets is
minimized over a given time horizon T . Setting v(t) =
[v1(t), . . . , vN (t)] and u(t) = [u1(t), . . . , uN (t)], we aim
to solve the following optimal control problem:
P1 : min
v(t),u(t)
J =
1
T
∫ T
0
M∑
i=1
Ri(t) dt (3)
subject to target dynamics in (1) and agent dynamics in (2).
Obtaining a complete solution of P1 generally requires
solving a computationally hard Two Point Boundary Value
Problem (TPBVP) which amounts to a 2D functional search
in both va(t) and ua(t) for each agent over t ∈ [0, T ].
Unlike the 1D case in [9], the problem cannot be reduced
to a parametric one as shown in [8]. However, it is still
easy to show that the optimal agent speed is limited to
‖v?a(t)‖ ∈ {1, 0} depending on whether the agent is dwelling
or traveling. In particular, the Hamiltonian associated with P1
is
H =
M∑
i=1
Ri(t) +
M∑
i=1
λi(t)R˙i(t)
+
N∑
a=1
va (λ
x
a(t) cosua(t) + λ
y
a(t) sinua(t))
(4)
and a straightforward application of the Pontryagin minimum
principle implies that v∗a(t) = ±1 depending on the sign of
(λxa(t) cosua(t) + λ
y
a(t) sinua(t)), or v
∗
a(t) = 0 in singular
arcs that may exist. The analysis is similar to the one in [8]
and is, therefore, omitted here.
Using this optimal control structure and the underlying
target topology, we make a further simplification by con-
straining agent movements to a graph G = (V,E) where the
set of vertices (nodes) is defined by an indexed list of targets
V = {1, . . . ,M} and the set of edges (links) E contains all
feasible direct connections between them. Note that if there
are obstacles in the underlying space, we can introduce “way
points” to define feasible paths avoiding the obstacles, where
a way point j is included in the set V with an associated
uncertainty state Rj(t) = 0 for all t ≥ 0. In this graph
topology, the agent headings ua(t) are limited to the finite
set V , i.e., ua(t) ∈ V = {1, . . . ,M}.
Therefore, we have reduced P1 to a simpler problem of
determining (i) the dwell time for each agent at each node
when va(t) = 0 and (ii) the control (heading) ua(t) when
va(t) 6= 0. The complete state of this system is defined by
s(t) = [s1(t), . . . , sN (t)] and R(t) = [R1(t), . . . , RM (t)] so
that the control should be expressed as ua(s(t),R(t)).
Figure 1 shows a typical control trajectory and helps
pinpoint the behavior of each agent controller. The trajectory
consists of a sequence of intervals [ta,k, ta,k+1) where the
agent’s node visits are indexed by k = 1, 2, . . . and ta,k is
the time of the k-th visit at any node. This interval contains
ta,k + da,k, the time when the agent leaves the current node
it is visiting. Note that on an optimal trajectory:
t∗a,k+1 = t
∗
a,k + d
∗
a,k + ‖s∗a(ta,k)− s∗a(ta,k+1)‖
since the optimal agent speed when transitioning between
nodes satisfies ‖v?a(t)‖ = 1. Thus, the agent controller’s
role when visiting some node i is to determine the optimal
dwelling time d∗a,k and next node u
∗
a(t
∗
a,k + d
∗
a,k). Clearly,
ua(t) is a piecewise constant right-continuous function of
time and the values of ua(t) belong to the set
ua (t) ∈ {i} ∪ Ni if sa(t) = Xi (5)
where Ni is the neighborhood of node i defined as follows.
Definition 1. The neighborhood of node i is the set Ni =
{j : (i, j) ∈ E, j ∈ V }.
Since the control ua (t) switches only at times ta,k + da,k
(see Fig. 1), let us concentrate on a time interval [ta,k, ta,k+
da,k) during which sa(t) = Xi for some i ∈ V . Observe
that for t ≥ ta,k either ua (t) = i or it switches to a new
value j ∈ Ni. The condition under which such a switch
Fig. 1: An agent control trajectory: da,k is the k-th dwell time and
tra,k is the k-th travel time.
occurs may generally be expressed as gi,j(s(t),R(t)) ≤ 0,
i.e., gi,j(s(t),R(t)) is a switching function associated with
a transition from node i to node j. Let us define
τ ja,k = inft≥ta,k
{gi,j(s(t),R(t)) = 0}
and set
ta,k + da,k = min
j∈Ni
{τ ja,k}
so that the change in the agent’s node assignment occurs at
the earliest time that one of the switching functions satisfies
gi,j(s(t),R(t)) = 0. Thus, the task of the controller is
to determine optimal switching functions g∗i,j(s(t),R(t))
for all j ∈ Ni whenever sa(t) = Xi and then evaluate
minj∈Ni{τ ja,k} to specify the optimal dwelling time d∗a,k.
Therefore,
u∗a (t) = i, t ∈ [t∗a,k, t∗a,k + d∗a,k) (6)
u∗a
(
t∗a,k + d
∗
a,k
)
= arg min
j∈Ni
{τ ja,k}
In effect, whenever sa(t) = Xi, the state space defined by
all feasible values of [s(t),R(t)] is partitioned into |Ni|+ 1
regions, denoted byRi andRj , j ∈ Ni. The controller keeps
the agent at node i as long as [s(t),R(t)] ∈ Ri and switches
to ua (t) = j ∈ Ni as soon as the state vector transitions to
a new region Rj . Thus, the optimization problem consists
of determining an optimal partition for all i = 1, . . . ,M
through g∗i,j(s(t),R(t)) for all j ∈ Ni and the time of a
transition from Ri to some Rj , j ∈ Ni.
Finally, given control ua(t), the agent’s physical dynamics
over t ∈ [ta,k, ta,k+1) are given by
s˙a(t) =
{
Xi−sa(t)
‖Xi−sa(t)‖ if t ∈ [ta,k + da,k, ta,k+1)
0 otherwise
(7)
for some i = ua(t) ∈ V .
Parametric control. As already mentioned, designing an
optimal feedback controller for P1 in a 2D space is generally
intractable. The problem remains hard even in the simplified
graph topology embedded in the original 2D space where
optimal partitions of the state space must be determined
whenever an agent visits a node. Therefore, an alternative
is to seek a parameterization of these partitions through a
parameter vector Θ so as to ultimately replace P1 by a
problem requiring the determination of an optimal parameter
vector Θ∗ = arg min J(Θ) over the set of feasible values
of Θ. Thus, switching functions of the form gi,j(s(t),R(t))
are expressed as gi,j(s(t),R(t); Θ) and an optimal switching
function is given by gi,j(s(t),R(t); Θ∗).
The parameterization we select in our problem is moti-
vated by the observation that the movement of agents should
be determined based on the values of the target uncertainty
states available to an agent, since the cost function (3) is
closely related to these values. Thus, we introduce threshold
parameters associated with a node i which, when compared
to the actual value of Ri(t), provide information about the
importance of visiting this node next when an agent is in its
neighborhood and needs to evaluate the control in (6). We
set the thresholds to be distinct when the agent is at different
nodes, thus rendering the control policy more flexible since
it depends on both node uncertainty values and the agent’s
position.
We represent the node thresholds associated with agent a
by an M×M matrix Θa where each row represents the index
of the current node visited by a and a column represents the
index of a potential next node to visit. An example is shown
in Fig. 2 where a threshold parameter is set to ∞ when
there is no direct path between the corresponding nodes.
In this example, an agent located at node 1 uses a state
space partition parametrized by θ11, θ12 and θ14. The overall
parameter matrix accounting for all agents is denoted by Θ
of dimension M ×M ×N .
Fig. 2: A 1-agent 4-target example. The target topology graph is
shown on the left and the threshold matrix is on the right.
Next, we define the specific threshold-based controller
family we consider. The starting point is to define a state
space region forcing the agent to remain at node i. This is
expressed through the condition Ri(t) > θaii. When this is no
longer met, i.e., the uncertainty state at node i is sufficiently
low with respect to a level θaii, then the agent may be assigned
to a new node j 6= i as long as its uncertainty state exceeds
another threshold, i.e., Rj(t) ≥ θaij . Since there may be
several nodes in the neighborhood of i whose uncertainty
states are high relative to their associated thresholds, we
prioritize nodes in the neighborhood of i by defining an
ordered set for agent a as follows:
N ai = {jk ∈ Ni : j1, . . . , jk, . . . , jDi}
where Di is the degree of vertex i (the number of edges
connected to vertex i). Although the prioritization scheme
used may depend on several factors, in what follows we
assume that ‖Xjk − Xi‖ < ‖Xjk+1 − Xi‖ for all k =
1, . . . , Di, i.e., the neighbors are ordered based on their
relative proximity to node i.
We now define the threshold-based control to specify
ua(t; Θ) in (6) as follows:
ua(t; Θ) =

i if Ri(t) > θaii or
Rj(t) < θ
a
ij for all j ∈ N ai
arg min
k
s.t.jk∈Nai
Rjk ≥ θaijk otherwise
(8)
Under (8), the agent first decreases Ri(t) below the threshold
θaii before moving to another node in the neighbor set N ai
with the minimum index k whose associated state uncer-
tainty value exceeds the threshold θaijk . If no such neighbor
exists, the agent remains at the current node maintaining its
uncertainty state under the given threshold level. All agent
behaviors are therefore entirely governed by Θ through (8),
which also implicitly determines the dwell time of the agent
at node i.
Remark 1. The controller in (8) is designed to be distributed
by considering only the states of neighboring nodes and
not those of other nodes or of other agents. As such, it is
limited to a one-step look-ahead policy. However, it can be
extended to a richer family of more general multi-step look-
ahead policies based on node uncertainty state thresholds.
While this causes the dimensionality of Θ to increase, the
optimization framework presented in Sec. III is not affected.
Under (8), P1 is reduced to a simpler parametric opti-
mization problem of determining the optimal thresholds in
matrix Θ? under which the cost function in (3) is minimized.
Moreover, the resulting agent and node behavior defines a
hybrid system: the node dynamics in (1) switch between
the mode where R˙i(t) = 0 and R˙i(t) = Ai − BiNi(t)
with Ni(t) = 0, 1, . . . , N , while the agent dynamics in (7)
experience a switch whenever there is a sign change in some
expression of the form (Rj(t) − θaij) as seen in (8), hence
triggering a control switch. We rewrite the cost in (3) as the
sum of costs over all intervals [τk, τk+1) for k = 0, . . . ,K
where τk is the time instant when any of the state variables
experiences a mode switch (these will be explicitly defined
as “events” in the sequel) and τK = T denotes the end
of the time horizon as shown in (9). Therefore, we have
transformed the optimal control problem P1 into a simpler
parametric optimization problem P2 as follows:
P2 : min
Θ≥0
J(Θ) =
1
T
M∑
i=1
K∑
k=0
∫ τk+1
τk
Ri(t) dt (9)
subject to target uncertainty dynamics (1), agent state dy-
namics (7) and the control policy (8).
Remark 2. Using the optimal threshold matrix Θ?, the
optimal dwell times and target visiting sequences can both
be determined on line while executing the control policy (8).
It is interesting to note that, despite the a priori prioritization
imposed in N ai , the actual target visiting sequence will be
adjusted as a result of the thresholds being adjusted during
the optimization process. This is because the optimization
process will decrease the threshold values of nodes that
maintain higher uncertainties, hence inducing agents to visit
them more frequently.
III. INFINITESIMAL PERTURBATION ANALYSIS (IPA)
In the previous section, agent trajectories are selected from
the family s(Θ, s0,R0) with parameter Θ and given initial
agent positions s0 and node uncertainty states R0. The state
dynamics are governed by (1) and (7) under the control
policy (8). An “event” is defined as any discontinuous change
in any one of the state variables (e.g., a threshold has been
met by some Ri(t)). The k-th event occurrence time is de-
noted by τk(Θ). We use Infinitesimal Perturbation Analysis
(IPA) to obtain on line the gradient of the cost function
in (9) with respect to the parameters in Θ, hence seeking
an optimal solution through a gradient descent process. IPA
specifies how changes in the parameter Θ influence event
times τk(Θ), k = 1, 2, . . ., the trajectories s(Θ, s0,R0), and
ultimately the cost function (9). We first briefly review the
IPA framework for general hybrid systems as presented in
[15] and then apply it to our specific setting.
Let {τk(θ)}, k = 1, . . . ,K, denote the occurrence times
of all events in the state trajectory of a hybrid system with
dynamics x˙ = fk(x, θ, t) over an interval [τk(θ), τk+1(θ)),
where θ ∈ Θ is some parameter vector and Θ is a given
compact, convex set. For convenience, we set τ0 = 0
and τK+1 = T . We use the Jacobian matrix notation:
x′(t) ≡ ∂x(θ,t)∂θ and τ ′k ≡ ∂τk(θ)∂θ , for all state and event
time derivatives. It is shown in [15] that
d
dt
x′(t) =
∂fk(t)
∂x
x′(t) +
∂fk(t)
∂θ
, (10)
for t ∈ [τk, τk+1) with boundary condition:
x′(τ+k ) = x
′(τ−k ) + [fk−1(τ
−
k )− fk(τ+k )]τ ′k (11)
for k = 1, ...,K. In order to complete the evaluation of
x′(τ+k ) in (11), we need to determine τ
′
k. If the event at
τk is exogenous (i.e., independent of θ), τ ′k = 0. However,
if the event is endogenous, there exists a continuously
differentiable guard function gk : Rn × Θ → R such that
τk = min{t > τk−1 : gk (x (θ, t) , θ) = 0} and
τ ′k = −[
∂gk
∂x
fk(τ
−
k )]
−1(
∂gk
∂θ
+
∂gk
∂x
x′(τ−k )) (12)
as long as ∂gk∂x fk(τ
−
k ) 6= 0 (details can be found in [15]).
Differentiating the cost J(Θ) in P2, we obtain
∇J(Θ) = 1
T
M∑
i=1
K∑
k=0
(∫ τk+1
τk
∇Ri(t) dt
+Ri(τk+1)∇τk+1 −Ri(τk)∇τk
)
=
1
T
M∑
i=1
K∑
k=0
∫ τk+1
τk
∇Ri(t) dt (13)
where the gradient operator ∇ ≡ ∂∂Θ and all terms of the
form Ri(τk)∇τk for all k are cancelled with τ0 = 0 and
τK = T fixed. We first derive the integrand ∇Ri(t) in
(13) for i = 1, . . . ,M and then integrate over [0, T ] to
obtain ∇J(Θ). The following lemma shows that the inte-
grand ∇Ri(t) remains constant between any two consecutive
events and can be updated only at some event time. This
establishes the fully event-driven nature of our IPA-based
gradient algorithm.
Lemma 1. ∇Ri(t) remains constant for t ∈ [τk, τk+1), k =
0, . . .K − 1.
Proof. In each inter-event interval, R˙i(t) in (1) remains
constant and, therefore, ∂fk(t)∂Ri = 0 and
∂fk(t)
∂θ = 0 where
either fk(t) = Ai − BiNi(t) or fk(t) = 0. From (10), we
can obtain ddtR
′
i = 0. As a result,
∇Ri(t) = ∇Ri(τ+k ), t ∈ [τk, τk+1) (14)

In the following, we will show the derivation of ∇Ri(t) at
each event time τk. To do so, we need to first define all events
in this hybrid system which may cause discontinuities in
∇Ri(t). In view of (8), there are four types of “target events”
(labeled Event 1 to 4) corresponding to Ri(t) crossing
some threshold value from above/below, reaching the value
Ri(t) = 0 from above or leaving the value Ri(t) = 0. In
our parametric control problem P2, each agent’s movement
is controlled by the target thresholds. Therefore, a target
event may induce a switch in the agent dynamics (1) through
an agent departure event, denoted by DEP, occurring at
ta,k + da,k in (7). In turn, this event will induce this agent’s
arrival event at the next node visited, denoted by ARR. The
process of how events can induce other events is detailed
next and is graphically summarized in Fig. 3.
Fig. 3: Event inducing scheme and the corresponding process of
perturbation generation and propagation.
For notational simplicity, we use ↓= as an operator indi-
cating that the value on its left-hand-side reaches the value on
its right-hand-side from above. Similarly, ↑= means reaching
from below, and =↑ means increasing from the value on the
right-hand-side. In addition, since the derivative with respect
to Θ is updated differently at different entries, we use p, q, z
to indicate the pq-entry of the parameter Θ of agent z.
Event 1: Ri(τk) ↓= θaii . In this case, Ri(t) reaches the
threshold θaii from above. It is an endogenous event and the
guard condition is gk = Ri− θaii = 0 in (12). Therefore, the
event time derivative with respect to the pq-th entry of the
parameter Θ of agent z is as follows:
(τ ′k)
z
pq =

−−1+(R
′
i(τ
−
k ))
z
pq
Ai−BiNi(τ−k )
if p = q = i, and z = a
− (R
′
i(τ
−
k ))
z
pq
Ai−BiNi(τ−k )
otherwise
(15)
Based on (8), this event may induce an agent departure from
its current node location which we denote as event DEP1.
Through this event, the value of the event time derivative in
(15) will be transferred to R′i(t) as shown next.
DEP1: Agent departure event 1. In this case, the agent
departure is induced by Event 1. Using (11) and (15), we
obtain(
R′i(τ
+
k )
)z
pq
=
(
R′i(τ
−
k )
)z
pq
−Bi (τ ′k)zpq
=

Ai−Bi(Ni(τ−k )−1)
Ai−BiNi(τ−k )
(
R′i(τ
−
k )
)z
pq
− Bi
Ai−BiNi(τ−k )
if p = q = i, and z = a
Ai−Bi(Ni(τ−k )−1)
Ai−BiNi(τ−k )
(
R′i(τ
−
k )
)z
pq
otherwise
(16)
This agent departure event will eventually induce an arrival
event at another target. The value of the event time derivative
in (15) will be transferred to this arrival event, therefore,
τ ′k+1 = τ
′
k because the travel time between any two nodes i
and j is fixed and independent of Θ. To see this, set gk+1 =
gk + c where c is a constant determined by the travel time.
Through (12), it is obvious that adding a constant after gk
does not affect the derivative. Therefore, we can transfer the
value of τ ′k to τ
′
k+1 (a similar proof can be found in [15]
Lemma 2.1).
ARR1: Agent arrival event 1. This is induced by the
earlier DEP1 at node i, which is again induced by the target
event Ri(τk) ↓= θaii (Event 1) and we transfer the value of
the event time derivative to obtain
(
τ ′k+1
)z
pq
= (τ ′k)
z
pq =

−−1+(R
′
i(τ
−
k ))
z
pq
Ai−BiNi(τ−k )
if p = q = i,
and z = a
− (R
′
i(τ
−
k ))
z
pq
Ai−BiNi(τ−k )
otherwise
(17)
and through (11),(
R′j(τ
+
k+1)
)z
pq
=
(
R′j(τ
−
k+1)
)z
pq
+Bj (τ
′
k)
z
pq
=

(
R′j(τ
−
k+1)
)z
pq
− Bj
Ai−BiNi(τ−k )
((
R′i(τ
−
k )
)z
pq
− 1
)
if p = q = i, and z = a(
R′j(τ
−
k+1)
)z
pq
− Bj
Ai−BiNi(τ−k )
(
R′i(τ
−
k )
)z
pq
otherwise
(18)
Event 2: Rj(τk) ↑= θaij . This event occurs when an agent
is at node i and Rj(t) at j 6= i exceeds the threshold θaij .
The event is endogenous and the guard condition in (12) is
gk = Rj − θaij = 0. The event time derivative is obtained
from (12) as follows:
(τ ′k)
z
pq =

−−1+(R
′
j(τ
−
k ))
z
pq
Aj−BjNj(τ−k )
if p = i, q = j, and z = a
− (R
′
j(τ
−
k ))
z
pq
Aj−BjNj(τ−k )
otherwise
(19)
Looking at (8), this event can induce an agent departure event
depending on whether Ri(τk) > 0 or not: in the former case,
the event is denoted by DEP2 and in the latter it is denoted by
DEP3. The value of the derivative in (19) will be transferred
to R′i(t) through one of these agent departure events.
DEP2: Agent departure event 2. In this case, Ri(τk) >
0. Using (11) and the event time derivative in (19), we obtain(
R′i(τ
+
k )
)z
pq
=
(
R′i(τ
−
k )
)z
pq
−Bi (τ ′k)zpq
=

(
R′i(τ
−
k )
)z
pq
+ Bi
Aj−BjNj(τ−k )
((
R′i(τ
−
k )
)z
pq
− 1
)
if p = i, q = j, and z = a(
R′i(τ
−
k )
)z
pq
+ Bi
Aj−BjNj(τ−k )
(
R′i(τ
−
k )
)z
pq
otherwise
(20)
DEP3: Agent departure event 3. This event is comple-
mentary to DEP2 where the agent departure is induced by
Event 2 but Ri(τk) = 0. Based on (1), the target dynamics
after this event either remain R˙i(t) = 0 or switch to R˙i(t) =
Ai − BiNi(τ+k ) depending on whether Ai > BiNi(τ+k ) or
not. Thus, there are two sub-cases to consider as follows.
DEP3-1: Ai > BiNi(τ+k ). In this sub-case, the target
dynamics switch from R˙i(t) = 0 for t ∈ [τk−1, τk) to
R˙i(t) = Ai − BiNi(t) for t ∈ [τk, τk+1). We know
R′i(τ
−
k ) = 0 because Ri(τk) = 0 before the agent departure
and the value R′i(t) = 0 holds as long as Ri(t) = 0. Using
(11) and the event time derivative in (19), we obtain(
R′i(τ
+
k )
)z
pq
= −(Ai −BiNi(τ+k )) (τ ′k)zpq
=

Ai−BiNi(τ+k )
Aj−BjNj(τ−k )
((
R′j(τ
−
k )
)z
pq
− 1
)
if p = i, q = j,
and z = a
Ai−BiNi(τ+k )
Aj−BjNj(τ−k )
(
R′j(τ
−
k )
)z
pq
otherwise
(21)
DEP3-2: Ai ≤ BiNi(τ+k ). In this sub-case, the target
dynamics remain R˙i(t) = 0 before and after the event at τk.
Therefore, the state dynamics in (11) satisfy fk−1(τ−k ) =
fk(τ
+
k ) and we have
R′i(τ
+
k ) = 0 for all p, q, z (22)
Remark 3. Note that DEP3-1 induces another target event
(Event 4) since Ri(t) increases after the agent’s departure.
Moreover, both DEP2 and DEP3 will induce an agent arrival
event at the next visiting target.
ARR2: Agent arrival event 2. This event is induced by
an earlier agent departure event at a target i which is again
induced by the previous Event 2 Rj(τk) ↑= θaij . Similar
to the derivation in ARR1, we transfer the prior event time
derivative value to the current arrival time derivative:
(
τ ′k+1
)z
pq
= (τ ′k)
z
pq =

−−1+(R
′
j(τ
−
k ))
z
pq
Aj−BjNj(τ−k )
if p = i, q = j,
and z = a
− (R
′
j(τ
−
k ))
z
pq
Aj−BjNj(τ−k )
otherwise
(23)
Through (11) we obtain(
R′j(τ
+
k+1)
)z
pq
=
(
R′j(τ
−
k+1)
)z
pq
+Bj (τ
′
k)
z
pq
=

(
R′j(τ
−
k+1)
)z
pq
− Bj
Aj−BjNj(τ−k )
((
R′j(τ
−
k )
)z
pq
− 1
)
if p = i, q = j, and z = a(
R′j(τ
−
k+1)
)z
pq
− Bj
Aj−BjNj(τ−k )
(
R′j(τ
−
k )
)z
pq
otherwise
(24)
Notice here that τk is the prior agent departure time and τk+1
is the current agent arrival time and the derivatives R′j(τ
−
k+1)
and R′j(τ
−
k ) can be different since R
′
j(τ
−
k ) may change due
to arrivals or departures of other agents during [τk, τk+1).
Event 3: Ri(t) ↓= 0. This event corresponds to the target
uncertainty state reaching zero from above, therefore from
(1) the target state dynamics switch from R˙i(t) = Ai −
BiNi(t), t ∈ [τk−1, τk) to R˙i(t) = 0, t ∈ [τk, τk+1). It is
an endogenous event that occurs when gk(x, θ) = Ri = 0.
According to (12),
(τ ′k)
z
pq = −
(
R′i(τ
−
k )
)z
pq
Ai −BiNi(τ−k )
(25)
Replacing τ ′k in (11) with the result in (25), we have(
R′i(τ
+
k )
)z
pq
=
(
R′i(τ
−
k )
)z
pq
+
(
Ai −BiNi(τ−k )
)
(τ ′k)
z
pq = 0
for all p, q, z (26)
This indicates that ∇Ri(t) is always reset to 0 whenever
the target’s uncertainty state is reduced to zero. This is an
uncontrollable event and does not induce any other event.
Event 4: Ri(t) =↑ 0. In this case, the target value leaves
zero and the dynamics in (1) switch from R˙i(t) = 0, t < τk
to R˙i(t) = Ai − BiNi(t), t ≥ τk. This event is induced by
an agent departure event (DEP3) which is in turn induced by
Event 2. This is an exogenous event functioning only as an
indicator of Ri(t) increasing from zero. Therefore, τ ′k = 0
and the derivative R′i(t) will not be affected.
Remark 4. The analysis of Events 1 to 4 shows that all
non-zero gradient values are caused by target events and then
propagated through the various agent departure and arrival
events.
IPA-based gradient descent algorithm Once we have
derived the gradient∇J(Θ) in (13), we update the parameter
Θ based on a standard gradient descent scheme as follows.
Θ(l+1) = Π
[
Θ(l) − βl∇J(Θ(l))
]
(27)
where the operator Π ≡ max{·,0}, l indexes the number
of iterations, and βl is a diminishing step-size sequence
satisfying
∑∞
l=0 β
l =∞ and liml→∞ βl = 0.
IV. ONE-AGENT CASE ANALYSIS
Recalling our control policy in (8), the diagonal entries
in the parameter matrix control the dwell times at nodes,
whereas the off-diagonal entries control the feasible node
visiting sequence. In what follows, we will show that in
a single-agent case the optimal values of diagonal entries
in (28) are always zero. This structural property indicates
that the agent visiting a node should always reduce the
uncertainty state to zero before moving to the next node.
Ignoring the superscript agent index, the single-agent
threshold matrix is written as
Θ =

θ11 θ12 θ13 . . . θ1M
θ21 θ22 θ23 . . . θ2M
...
...
...
. . .
...
θM1 θM2 θM3 . . . θMM
 (28)
Assumption 1. For any  > 0, there exists a finite time
horizon T > tK − c1− where tK is such that ‖∇Ri(t1) −∇Ri(t2)‖ ≤ /M , i = 1, . . . ,M for all t1, t2 > tK and c is
a finite constant.
Assumption 2. The current node visiting sequence is opti-
mal.
The first assumption is a technical one and it ensures that
the optimization problem is defined over a sufficiently long
time horizon T to allow the gradient to converge. The second
assumption allows us to reduce the parameter matrix (28) to
a vector of its diagonal elements only:
Θd = [θ1, θ2, . . . , θM ]
> ≥ 0M×1. (29)
Theorem 1. Consider M targets and a single agent under
the parametric control Θd. The optimal thresholds satisfy
Θ?d = 0M×1.
Proof. To establish the proof, we will show that the
derivative ∂J(Θd)/∂θi satisfies ∂J(Θd)/∂θi > 0 for every
i = 1, . . . ,M . As a result, through the parameter update
scheme (27), Θd will eventually be reduced to 0. First, for
every element θi in Θd, we have
∂J(Θd)
∂θi
=
1
T
∫ T
t=0
M∑
m=1
∂Rm
∂θi
dt (30)
The value of the integrand over time is given by the IPA
results in Sec. III as follows:
Agent departures. In the single-agent case, all agent
departure events are of type DEP1. From (16), the IPA
derivatives with respect to each element in Θd after such
events are:
∂Ri
∂θi
(τ+k ) =
Ai
Ai −Bi
∂Ri
∂θi
(τ−k )−
Bi
Ai −Bi
∂Ri
∂θj
(τ+k ) =
Ai
Ai −Bi
∂Ri
∂θj
(τ−k ) for j 6= i
(31)
Agent arrivals. An agent arrival event at node i is induced
by the earlier DEP1 event at some previously visited node
j 6= i. According to (18), the IPA derivatives are:
∂Ri
∂θj
(τ+k ) =
∂Ri
∂θj
(τ−k )−
Bi
Aj −Bj
(
∂Rj
∂θj
(τ−k )− 1
)
where j is the prior node
∂Ri
∂θl
(τ+k ) =
∂Ri
∂θl
(τ−k )−
Bi
Aj −Bj
∂Rj
∂θl
(τ−k ) for l 6= j
(32)
To simplify the notation, we set
∇Ri(t) =
[
∂Ri
∂θ1
,
∂Ri
∂θ2
, . . . ,
∂Ri
∂θM
]>
(33)
and
∇R(t) = [∇R1,∇R2, . . . ,∇RM ]> . (34)
The evolution of the gradient vector ∇R(t) follows a system
of linear equations in (31) and (32) for each node i. Solv-
ing this system of equations, we obtain the only possible
equilibrium for every node i = 1, . . . ,M :
∂Ri
∂θi
= 1 and
∂Ri
∂θj
= 0 for j 6= i (35)
Using Assumption 1, for any 0 <  < 1, there exists a tK
such that ‖∂Ri∂θi (tK) − 1‖ < /M for all i = 1, . . . ,M and
‖∂Ri∂θj (tK)‖ < /M for all i 6= j. We now rewrite (30) with
the integral separated into two parts over [0, T ] as follows:
∂J(Θd)
∂θi
=
1
T
(∫ tK
t=0
M∑
m=1
∂Rm(t)
∂θi
dt+
∫ T
tK
M∑
m=1
∂Rm(t)
∂θi
dt
)
The first integral above corresponds to the transient stage
before tK and there exists some constant c whose value is
smaller that this integral so that
∂J(Θd)
∂θi
≥ 1
T
(
c+
∫ T
tK
M∑
m=1
∂Rm(t)
∂θi
dt
)
=
1
T
c+ ∫ T
tK
∂Ri(t)
∂θi
+
∑
m6=i
∂Rm(t)
∂θi
 dt

=
1
T
c+ ∫ T
tK
dt+
∫ T
tK
∂Ri(t)
∂θi
− 1 +
∑
m6=i
∂Rm(t)
∂θi
 dt

≥ 1
T
c+T−tK − ∫ T
tK
‖∂Ri(t)
∂θi
− 1‖+
∑
m 6=i
‖∂Rm(t)
∂θi
‖dt

≥ 1
T
(
c+ T − tK −
∫ T
tK
/M + (M − 1)/M dt
)
=
1
T
(c+ (1− ) (T − tK))
(36)
Therefore, as long as T > tK − c1− , we have ∂J(Θd)∂θi > 0
regardless of the value of Θd. Through (27), θi for every
node i will eventually be reduced to the optimal value zero.

Remark 5. The result of Theorem 1 is consistent with, but
more general than, a similar result in [13] where homoge-
neous targets are assumed (Ai = A and Bi = B for all node
i). The convergence of ∇R(t) is related to the coefficients
Ai and Bi, i = 1, . . . ,M . From elementary queueing theory,
a basic requirement for stability is Ai < Bi for each node,
which in turn implies the existence of tK in Assumption 1.
Moreover, if T is sufficiently large and  is arbitrarily small,
limT→∞
∂J(Θd)
∂θm
→ 1 .
V. SIMULATION EXAMPLES
One agent, two targets. We provide a simple one-agent
example to illustrate Theorem 1. Consider a controller with
parameter vector Θd = [θ1, θ2]
>. We track the evolution of
∇R(t) =
[
∂R1
∂θ1
, ∂R1∂θ2 ,
∂R2
∂θ1
, ∂R2∂θ2
]>
event by event.
1) If the agent departs from target 1:
∇R(τd
+
1
k ) =

A1
A1−B1 0 0 0
0 A1A1−B1 0 0
0 0 1 0
0 0 0 1
∇R(τd−1k )+

B1
B1−A1
0
0
0

For notational simplicity, denote the update matrix and
update vector by Λ1 and U1 respectively. We can write
∇R(τd
+
1
k ) = Λ1∇R(τd
−
1
k ) + U1 (37)
2) If the agent arrives at target 2:
∇R(τa
+
2
k ) =

1 0 0 0
0 1 0 0
B2
B1−A1 0 1 0
0 B2B1−A1 0 1
∇R(τa−2k )+

0
0
B2
A1−B1
0

We denote this update by
∇R(τa
+
2
k ) = Λ2∇R(τa
−
2
k ) + U2 (38)
3) If the agent departs from target 2:
∇R(τd
+
2
k ) =

1 0 0 0
0 1 0 0
0 0 A2A2−B2 0
0 0 0 A2A2−B2
∇R(τd−2k )+

0
0
0
B2
B2−A2

We denote this update by
∇R(τd
+
2
k ) = Λ3∇R(τd
−
2
k ) + U3 (39)
4) If the agent arrives at target 1:
∇R(τa
+
1
k ) =

1 0 B1B2−A2 0
0 1 0 B1B2−A2
0 0 1 0
0 0 0 1
∇R(τa−1k )+

0
B1
A2−B2
0
0

We denote this update by
∇R(τa
+
1
k ) = Λ4∇R(τa
−
1
k ) + U4 (40)
We initialize the agent at target 1. The agent goes to target
2 and back to target 1 so on so forth according to controller
Θd = [θ1, θ2]
>. In each visiting cycle (from case 1 to case
4), ∇R(t) is updated following the order from (37)-(40). We
use Tk to denote the beginning of the k-th cycle, and obtain
∇R(T−k+1)=Λ4
(
Λ3
(
Λ2
(
Λ1∇R(T−k ) +U1
)
+ U2
)
+ U3
)
+U4
=Λ4Λ3Λ2Λ1∇R(T−k ) + Λ4Λ3Λ2U1 + Λ4Λ3U2
+ Λ4U3 + U4
=Λ∇R(T−k ) + U
(41)
where Λ = Λ4Λ3Λ2Λ1 and U = Λ4Λ3Λ2U1 + Λ4Λ3U2 +
Λ4U3 + U4 and the initial value ∇R(T0) = [0, 0, 0, 0]>.
Solving ∇Re = (I − Λ)−1U , we obtain the only equi-
librium ∇Re = [1, 0, 0, 1]> of the system (41). ∇R(t)
converges to that equilibrium asymptotically (see Fig. 5). The
result matches with our analysis in the proof of Theorem 1.
Moreover, convergence to the equilibrium simply requires
the eigenvalues of Λ in (41) lie within the unit circle of the
complex plane.
If the two targets are homogeneous (A = A1 = A2
and B = B1 = B2), the convergence of ∇R(t) is only
determined by the ratio ρ = A/B. Using this ratio, we solve
the eigenvalues of the system in (41) and obtain
λ =

2ρ4−6ρ3+7ρ2−2ρ+
√
ρ3(2ρ−1)(2ρ2−5ρ+4)
2(ρ−1)4
2ρ4−6ρ3+7ρ2−2ρ+
√
ρ3(2ρ−1)(2ρ2−5ρ+4)
2(ρ−1)4
2ρ4−6ρ3+7ρ2−2ρ−
√
ρ3(2ρ−1)(2ρ2−5ρ+4)
2(ρ−1)4
2ρ4−6ρ3+7ρ2−2ρ−
√
ρ3(2ρ−1)(2ρ2−5ρ+4)
2(ρ−1)4
 (42)
Figure 4 shows the largest norm eigenvalue ‖λ‖max increases
monotonically as ρ increases and that ‖λ‖max = 1 at ρ =
1/2. The convergence of ∇R(t) requires ρ < 1/2.
Fig. 4: Monotonic increasing of ‖λ‖max as the increase of ρ.
Setting ρ = 0.3, we verify the convergence of both ∇R(t)
and ∂J/∂Θd as shown in Fig.5. The results match with our
analysis in Theorem 1.
Multi-agent cases: a counterexample to Theorem 1.
Theorem 1 asserts that an agent visiting a node should reduce
the uncertainty state to zero before moving to the next node.
Fig. 5: Top plot: convergence of ∇R(t) to the equilibrium
[1, 0, 0, 1]>. Bottom plot: convergence of ∂J/∂Θd to [1, 1]>.
This property, however, does not apply to multi-agent cases.
This is not surprising because when two or more agents are
visiting a node, the allocation of agents to nodes may be
improved if one agent leaves the node before reducing its
uncertainty state to zero and allow other agents to complete
this task.
Here we present a counterexample to Theorem 1 using
two agents and five nodes (see Fig. 6). Agents are initialized
at nodes 1 and 3 respectively and nodes are located at X1 =
(0, 0), X2 = (0, 3), X3 = (10, 0), X4 = (5, 7), X5 = (2, 3)
with uncertainty states Ri(0) = 0.5, Ai = 1, Bi = 10 for
i = 1, . . . , 5. The initial thresholds are listed as follows:
(Θ1)0 =

16.34 5.31 5.18 1.74 0.72
2.87 1.02 18.56 22.13 24.55
23.76 9.93 9.80 23.82 8.49
12.05 5.83 4.56 23.28 17.67
21.81 21.04 18.59 10.39 9.05

(Θ2)0 =

0.88 22.13 3.33 10.81 22.28
21.38 22.60 17.45 0.45 22.96
16.43 0.26 9.96 17.29 1.83
19.14 1.86 22.08 11.74 1.14
13.85 6.12 4.53 3.21 10.96

Fig. 6: An counter example with 2 homogeneous agents and 5
nodes to show θa∗ii > 0 for some agent a.
The final thresholds after convergence of (27), in this case
300 iterations, are as follows:
(Θ1)300 =

0 2.38 5.18 1.74 0
5.70 0 18.56 23.76 23.94
23.76 9.93 7.25 23.82 8.51
12.05 5.83 4.56 8.06 17.67
21.70 21.04 20.09 16.07 0.23

(Θ2)300 =

0.88 22.13 3.33 10.81 22.24
21.37 19.27 17.45 0.17 25.24
16.44 1.15 0.02 15.23 2.21
19.14 1.86 22.08 0.01 0.87
13.85 6.12 2.27 2.21 0.00

The diagonal entries of the final parameter matrices for
both agents are: Θ1∗d = [0, 0, 7.25, 8.06, 0.23]
> and Θ2∗d =
[0.88, 19.27, 0.02, 0.01, 0]> which do not satisfy the structure
given in Theorem 1 as opposed to one-agent cases. In
addition, the target visiting sequences are adjusted on line
during the optimization process. For instance, the visiting
sequence of agent 1 is adjusted from initially being 1− 5−
4 − 2 − 1 − 5 − . . . to 1 − 5 − 4 − 2 − 1 − 2 − . . . after
300 iterations as shown in Fig. 7. Since agents may adjust
their visiting sequences asynchronously, the cost in the multi-
agent cases may fluctuate during the optimization process as
shown in Fig. 8
Fig. 7: Left plot: the visiting sequence under the initial parameter.
Right plot: the sequence under the optimized parameters after 300
iterations of gradient descent. In both plots, blue lines indicate the
sequence of agent 1 and red lines indicate the sequence of agent 2.
Fig. 8: Cost versus the number of iterations for the example of 2
agents and 5 nodes.
Threshold-based policy versus dynamic programming.
We present a small example to compare the performance
of the threshold-based policy with a classical dynamic pro-
gramming solution of (3) adapted to the graph topology using
value iteration.
A single agent is initialized at (0, 0) to persistently monitor
four targets located at X1 = (0, 0), X2 = (4, 0), X3 = (4, 4),
X4 = (0, 4) (see Fig. 2) for T = 100 seconds. The
parameters in the uncertainty dynamics (1) are Ai = 1,
Bi = 20, for i = 1, . . . , 4 and initial values are R1(0) =
19, R2(0) = 14, R3(0) = 9 and R4(0) = 4. Using dynamic
programming, the value function converges after 15 iterations
and the final cost is J?DP = 31.15. However, the number
of states in the system consisting of 1 agent and 4 targets
(s(t),R(t)) is about 2.5 ∗ 109 discretized by integers over
100 seconds. The running time is about 16 minutes per
value iteration using a computer with Intel(R) Core(TM)
i7-7700 CPU @3.60GHZ processor. Obviously, this method
does not scale well in the number of states. On the other
hand, the solution obtained by optimizing the threshold-
based policy using the IPA approach is slightly higher, but
the computational complexity is reduced by several orders of
magnitude as shown in Fig. 9. After 300 iterations of gradient
descent through (27) (about 30 seconds in total running time
on the same computer), the cost is reduced to J?IPA = 36.20.
VI. CONCLUSIONS
The optimal multi-agent persistent monitoring problem
involves the planning of agent trajectories defined both by
the sequence of nodes (targets) to be visited and the amount
of time spent by agents at each node. We have considered
a class of distributed parametric controllers through which
the agents control their visit sequence and dwell times at
nodes using threshold parameters associated with the node
uncertainty states. We use Infinitesimal Perturbation Anal-
ysis (IPA) to determine on line (locally) optimal threshold
parameters through gradient descent methods and thus obtain
Fig. 9: Cost versus computational time (in log scale). The blue
line shows the result of IPA with the final cost J?IPA = 36.20 and
the orange line shows the result of dynamic programming with the
final cost J?DP = 31.15 .
optimal controllers within this family of threshold-based
policies. In the one-agent case we show the optimal strategy
is for the agent to reduce the uncertainty of a node to zero
before moving to the next node. Compared with dynamic
programming solutions (in the limited instances when these
are feasible), our threshold-based parametric controller is
effective and the computational complexity is reduced by
orders of magnitude. In future work, richer families of
threshold-based controllers can be developed by considering
multi-step-look-ahead policies and by identifying structural
properties therein which give us insight to the trade-off
between exploitation and exploration over multiple steps in
persistent monitoring tasks.
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