Abstract. In a complex domain V H C n , let P be a linear holomorphic partial differential operator and K be its characteristic hypersurface. When the localization of P at K is a Fuchsian operator having a non-negative integral characteristic index, it is proved, under some conditions, that every holomorphic solution to Pu ¼ 0 in V nK has a holomorphic extension in V. Besides, it is applied to the propagation of singularities for equations with non-involutive double characteristics.
Introduction.
We employ the following notation in this paper. z ¼ ðz 1 ; . . . ; z n Þ A C n , z 0 ¼ ðz 2 ; . . . ; z n Þ, z 00 ¼ ðz 2 ; . . . ; z nÀ1 Þ,
1 Á Á Á D a n n and jaj ¼ a 1 þ Á Á Á þ a n for multi-index a ¼ ða 1 ; . . . ; a n Þ, D 00 and a 00 are same as z 00 , N ¼ f0; 1; 2; . . .g.
Let n b 2, m b r b 1 and 0 a s a 1. For simplicity, we call Pðz; DÞ a locally Fuchsian operator of class ðm; r; sÞ and write P A L m; r; s if it is written in the form where AðsÞ ¼ fa; jaj ¼ m À s; a n a m À r; a 0 ðr À s; 0; . . . ; 0; m À rÞg, coe‰cients are all holomorphic in V ¼ fz; jz i j < r i ; Eig ðr i > 0Þ, a 0 ð0Þ 0 0 and lðaÞ are non-negative integers satisfying slðaÞ þ ð1 À sÞa 1 b r À s for jaj ¼ m À s: ð1:2Þ
We note that the hyperplane z n ¼ h is characteristic for P for every h. Þ is a Fuchsian partial di¤erential operator on the characteristic hyperplane z n ¼ h with respect to z 1 of weight 0 for every jhj < r n . (This is why we call P a locally Fuchsian operator.) As we saw in [6] , this class is closely related with operators having non-involutive multiple characteristics.
Denote K ¼ fz; z n ¼ 0g and define the indicial polynomial by then every holomorphic solution of Pu ¼ 0 on the universal covering of V nK has a unique holomorphic extension in V.
Our purpose in this paper is to investigate the case where the indicial polynomial I ð0; lÞ has a non-negative integral root. We assume Then the main result of this paper is the following theorem. This theorem will be applied to the propagation of singularities for equations with non-involutive double characteristics in §6. The definition (1.7) looks implicit, however, an algorithm to obtain qðz 0 Þ will be given in §2. The following example explains the role of the condition (1.8).
Example 1.4. Let b; c A C and consider 
When c ¼ 0, the equation Pu ¼ 0 has two solutions
If b A N, one of u 1 ; u 2 is singular only on z n ¼ 0, namely the conclusion of Theorem 1.3 is not true when b A N and c ¼ 0.
Remarks. 1) Let a < b and denote V ab ¼ fz A V ; a < arg z n < bg. Under the same assumptions as in Theorem 1.3, one can prove that every holomorphic solution to Pu ¼ 0 in V ab has a holomorphic extension to a neighborhood of z ¼ 0.
2) Let P be a linear holomorphic partial di¤erential operator in V for which K is characteristic. The existence of a singular solution, namely a solution to Pu ¼ 0 holomorphic in V nK but singular at K, has been studied by several authors. (See [8] , [10] and their references. Cf. [2] , [7] , [12] as well.) Especially, there exist singular solutions when the localization of the principal part of P at K is a non-degenerate partial di¤er-ential operator on K of order b 1. (See S. Ouchi [8] .) In our case, the localization Mðz 1 ; z 00 ; 0; D 1 ; D 00 Þ of whole P at K degenerates at z 1 ¼ 0 to be a Fuchsian operator, and the Theorems 1.1 and 1.3 imply the non-existence of singular solutions.
3
In [5] , the corresponding result was obtained when bð0; z 2 Þ ¼ 0; 1; 2; . . . : When bð0Þ ¼ 0; 1; 2; . . . but D 2 bð0Þ 0 0, the existence of a singular solution was also verified, namely Theorem 1.3 does not hold in general by assuming only I ð0; nÞ ¼ 0 instead of (A.1).
Then P is a locally Fuchsian operator whose characteristic index is 0 but does not satisfy the condition (A.3). Since u ¼ ð1=z 3 Þ exp½Àcðz 2 À z The theorem will be proved as follows. Take 0 < jhj < r n and a branch of uðzÞ near z n ¼ h arbitrarily. We will prove that if h is su‰ciently small, there exists a unique holomorphic solution in some neighborhood W of z ¼ ð0; . . . ; 0; hÞ containing the origin z ¼ 0 to the characteristic Cauchy problem
ð1:9Þ (Theorem 3.1.) Since uðzÞ is a solution of Pu ¼ 0, the uniqueness means vðzÞ gives a holomorphic extension of u up to the origin. Then it is well known that uðzÞ has a unique holomorphic extension in V . (Cf. [6, Proposition 3.3] .) In §2, the operator M will be studied. The characteristic Cauchy problem (1.9) will be reduced to a pair of integro-di¤erential equations in §3. We will introduce two Banach spaces B and B 0 of holomorphic functions in §4 and prove Theorem 3.1 by means of contraction principle in §5.
2. Operator M.
Proof of Proposition 1.2.
First, in this subsection, we prove Proposition 1.2. When a n ¼ m À r and a 00 0 0, it follows from (A.3) that Note that m j; j ¼ I ð0; z 0 ; jÞ. Since I ð0; z 0 ; nÞ ¼ 0 and I ð0; 0; jÞ 0 0 for j 0 n by the assumption (A.1), we see L j are uniquely determined by these relations with L n ¼ 1. Besides, because order D 00 m ij < sði À jÞ when i > j, one can easily see that order D 00 L j < sðn À jÞ for j < n:
ð2:4Þ
Thus the first part 1) of Proposition 1.2 has been proved. Since
we have MRp ¼ 0 if and only if
Therefore R i ði > nÞ are uniquely determined with R n ¼ 1 and Because i a n a j, the power of z 1 in the term When a 00 ¼ 0, we have r À s À a 1 ¼ À1. From the assumption (1.2) it follows that sðl À a 1 Þ b r À s À a 1 ¼ À1, and therefore sða 1 À lÞ a 1. If n À i > 0 or a 1 þ j > n, because of (2.3) and (2.4), we have
Since the terms with i À j < l all vanish on z 1 ¼ 0, one may suppose i À j b l. Then
It means the order of D 00 is zero. If n À i ¼ 0 and a 1 þ j ¼ n, the term is evidently free from D 00 . Thus the last part 3) has been proved. Then l i ðn À p a i a nÞ and r j ðn a j a n þ pÞ are given by the relations 
Function q(zM
The last inequality is equal to that j þ k À i a minfk; pg. Especially we have j þ k a n þ p and i b n À p and therefore qðz 0 Þ is given by 
The proof will be given in §5. For its preparation, we here explain the role of the condition (2.9). Since
Hence the condition (2.9) is necessary.
Denote pD
Note that m 
The first n relations give one to one correspondence between ðv 0 ; . . . ; v nÀ1 Þ and ðg 0 ; . . . ; g nÀ1 Þ. Under these correspondence, the last relation is equivalent to pL h g ¼ 0. In fact,
where we have used pL
Lastly consider the case where g ¼ 0 and pD n 1 v ¼ j. In this case, v j ¼ 0 for j < n, v n ¼ j and v j ð j > nÞ are determined uniquely by
A characteristic Cauchy problem.
Let h A C be a parameter and consider the Cauchy problem with characteristic initial hyperplane z n ¼ h.
Recall that
and the third term vanishes on z n ¼ h by the initial condition, it is necessary for f to satisfy the compatibility condition
Theorem 3.1. Let P be a locally Fuchsian operator of class ðm; r; sÞ and assume (A.1), (A.2) and (A.3). Then there exists a constant d > 0 such that, for any jhj < d and any holomorphic function f ðzÞ in V r satisfying the compatibility condition (3.2), there exists a unique holomorphic solution uðzÞ to the Cauchy problem
Here we explain how to apply the above theorem to the Cauchy problem (1.9). Set
Thus the compatibility condition (3.2) is fulfilled and therefore the Theorem 3.1 is applicable. Theorem 3.1 will be proved by using the contraction principle. For that purpose we rewrite the Cauchy problem (3.1). Denotẽ
Then the Cauchy problem (3.1) is written
Operating pL h and noting pL h M h ¼ 0, we have
It is easy to see that pL h IR h c ¼ I ð0; z 00 ; z n ; nÞc ¼ 0. Since each term of Q r has the form z l 1 aD ða 1 ; a 00 ; 0Þ with a 1 þ ja 00 j ¼ r À s and a 00 0 0, it follows from the condition (
are commutative, we have
where
then the Cauchy problem (3.1) is reduced to
4. Banach spaces B and B 0 .
To consider the equations (3.6), Banach spaces are introduced and some of their fundamental properties are proved in this section.
A lemma.
The following lemma will play an important role. 
for j ¼ 0; 1; 2; . . . and l ¼ 1; 2; . . . ; p;
Then it is easy to show 1), 2), 3) and the first half of 6).
Thus 4) has been proved.
Here we have used that ðr þ 1Þl a j when
we have j b pðr þ 1Þ b lðr þ 1Þ and therefore the second half of 6) holds. We have thus finished the proof the lemma. r
Definition of B and BM
Letting i ! i Ã be a correspondence satisfying this lemma, we introduce two Banach spaces B and B 0 . Let 0 < r < 1, R 1 b 1, R c b 1, R n b 1, and set
GðbÞ ¼ gðbÞr
. . . ; 0; hÞ and ðz Àĥ hÞ
nÀ1 ðz n À hÞ b n . We say a power series Denote the left hand side by k f k, then it defines a norm, with which B is a Banach space.
In the same way, denoting z 0 ¼ ðz 2 ; . . . ; z n Þ, we say a power series
Denote the left hand side by kjk 0 , then it also defines a norm, with which B 0 is a Banach space.
If f ðzÞ is holomorphic in fz; jz i j a r 0 i ð1 a i a n À 1Þ; jz n À hj a r 
If jðz 0 Þ A B 0 , in the same way, one can verify that it is holomorphic in ðn À 2ÞpR c jz 00 j þ pR n jz n À hj < 1:
Propositions.
To apply the contraction principle to (3.6), we will need to estimate kQðM h Þ À1 wk, kQD n R h jk, kpL h f k 0 and kQ QD n R h jk 0 . We make here some preparations, employing Proof.
From the definition of I À1 0 , one may suppose
and note ja 00 j þ a n À m þ r ¼ r À s À a 1 . Then we have
It follows from the conditions (1.2), (A.2) and (A.3) that
In fact, when r À s À a 1 b 0, we have l À a 1 > pðr À s À a 1 Þ by (A.2) and (A.3), and therefore l À a 1 b pðr À s À a 1 Þ þ 1 (because both sides are integers). When r À s À a 1 < 0, we have l À a 1 b pðr À s À a 1 Þ by (1.2) and (A.2), namely a 1 À l a pða 1 À r þ sÞ. In both cases, the inequality follows from 4) and 5) of Lemma 4.1. When r À s À a 1 > 0, it holds that
with a positive constant C 1 independent of b 1 . Therefore
where we used b 
with a positive constant C 3 independent of b 1 . Therefore
where we used b where we used l À a 1 b pðr À s À a 1 Þ ¼ pðja 00 j þ a n À m þ rÞ. Thus the proof has been finished. r for any g ¼ ðg 1 ; g 00 ; g n Þ and any w A B.
Proof. Since b
and therefore for all g with positive constants A 0 and R 0 . Then, if
there exists a constant C independent of r; R 1 ; R c ; R n such that kawk a CA 0 kwk; w A B: ð4:13Þ
Proof. In the same way as in the proof of Proposition 4.3, we have
Therefore, if (4.12) is fulfilled, the inequality (4.13) holds with a positive constant C independent of r; R 1 ; R c and R n . r Now, one can write L h appearing in Proposition 2.1 as Since pja 00 j < n À a 1 and p is an integer, we have a 1 a n À 1 À pja 00 j. Therefore it follows from Lemma 4.1 that a Ã 1 a ðn À 1 À pja 00 jÞ Ã a n Ã À pja 00 j:
It means a Ã 1 þ pja 00 j a n Ã ¼ n, and therefore we have
On the other hand, because r < 1 and
Using Proposition 4.4, one can complete the proof easily. r Proposition 4.6. If l; a with a n a m À r and a 0 ðr À s; 0; m À rÞ satisfy the conditions (1.2), (A.2) and (A.3), then there exists a positive constant C independent of r; R 1 ; R c and R n such that the following inequality holds for all j A B 0 .
Besides it holds that
Proof.
; a n þb n Àmþrþ1 j a CGðn; a 00 þ b 00 ; a n þ b n À m þ r þ 1Þkjk 0 where b 1 À l þ a 1 ¼ n and C is a constant depending on n.
In the same way as in the proof of Proposition 4.2, by Lemma 4.1, it follows from the conditions (1.2), (A.2) and (A.3) that
(Note this is not true when
Then it is easy to see that n Ã ! Y ja 00 þb 00 jþa n þb n Àmþrþ1 k¼1 ðn Ã þ kpÞ a gðbÞ:
On the other hand, taking b 1 À n ¼ l À a 1 b pðja 00 j þ a n À m þ rÞ into account as well, we have
Thus we have obtained the first half of the assertion. Now let us work on the second half.
we have gðn; b 00 ; b n þ 1Þ a gðbÞ:
Moreover, we see
Therefore the second half of the Proposition has been proved. r
Proof of Theorem 3.1.
In this section, the Theorem 3.1 is proved by applying the contraction principle to the reduced equations (3.6). Since all the coe‰cients of P; M h ; Q;Q Q; L h andh ¼ 1=q 
Estimate of (M h )
C1 . First, we obtain an à priori estimate of the solution to
where pL h g ¼ 0 is supposed.
, and therefore the equation can be written as 
Therefore, there exists a positive constant d 1 such that, if where c 0 is the constant appearing in (4.7).
Proof of Proposition 2.1.
Next, we consider the problem (2.8), i.e. 
5Þ
By the consideration in §2, it follows from pL We have thus completed the proof of Proposition 2.1. Hereafter the constant r shall be fixed.
Estimate of j.
Next, we consider the equation
in the space B 0 , wherẽ
By replacing d 0 ; A 0 and R 0 with other ones if necessary, one may suppose (4.11) and (4.12) for all a a ;ã a a and jhj 
Here and hereafter C denotes a constant which may depend on r but not on
By Proposition 4.6, if R c =R 
Hence, by the inequality (5.3), we have
Therefore, by Propositions 4.2 and 4.4, we see
Thus, by using Propositions 4.4 and 4. With this expression, the first equation of (3.6) is written as
Then it is easy to see
It means L defines a projection from B toB B. We consider the equation (5.11) in the spaceB B.
Contraction principle.
Recall
Then, by Propositions 4.2, 4.3, 4.4 and the inequality (5.3), we first get
Next we estimate kQD n R h jk. As in the paragraph 5. 
and therefore
Thus we have
where Proposition 4.5 and (5.9) were used. Therefore
Hence, there is a constant d 3 such that, if
then by the contraction principle we see the unique existence of the solution w AB B to the equation (5.11) for any f A B. Let w be this solution and define j by (5.10), then
n j A B and it gives a solution to the equation (3.1 0 ) which is equivalent to the Cauchy problem (3.1).
End of the proof.
If f ðzÞ is holomorphic in V r , it belongs to B with
Fix r and set d
(we remark d 2 ; d 3 depend on r), we see (4.12), (5.2), (5.8) and (5.13) are satisfied and therefore the solutionũ u is holomorphic in R 1 jz 1 j þ ðn À 2ÞpR c jz 00 j þ pR n jz n À hj < 1. Thus, by setting
we can finish the proof of Theorem 3.1.
6. Application to the propagation of singularities. Theorem 1.3 as well as Theorem 1.1 can be applied to the propagation of singularities for equations with non-involutive double characteristics.
Let S ¼ fz; z 1 ¼ 0g, T ¼ fz; z 1 ¼ z n ¼ 0g, denote the dual variable of z by z ¼ ðz 1 ; . . . ; z n Þ and suppose that P ¼ Pðz; DÞ is a linear partial di¤erential operator of second order with holomorphic coe‰cients in V whose principal symbol P 2 ðz; zÞ, ðz; zÞ A V Â C n , satisfies the following condition. 
for each k ¼ 1; 2 and denote by K k the hypersurface fz; F k ðzÞ ¼ 0g, which is a characteristic hypersurface issued from T. Replacing r 1 by smaller one if necessary, one may suppose both K 1 and K 2 are connected in V .
Definition 6.1. Let W be an open connected set in C n and qW its boundary. Let uðzÞ be a holomorphic function in a neighborhood of a point z 0 A W and have a holomorphic extension in the universal covering RðWÞ. We sayẑ z A qW is a point of strong (weak respectively) analytic continuation of uðzÞ if it is analytically continued up toẑ z along any (some respectively) path z ¼ zðtÞ, 0 a t a 1, satisfying zð0Þ ¼ z 0 ; zð1Þ ¼ẑ z; zðtÞ A W for 0 a t < 1:
0 0, Ek A N, the following property holds ( [6] ).
Property (AC). Let uðzÞ be a holomorphic function in a neighborhood of a point z 0 A W, satisfy Pu ¼ 0 and have a holomorphic extension on the universal covering RðWÞ. If uðzÞ has a point of strong analytic continuationẑ z A K 2 and a point of weak analytic continuation a A ðS À TÞ, then it has a unique holomorphic extension in V.
This section aims to consider if this property can be true when
where P 1 denotes the first order term of P, then (N4) Remark. If uðzÞ takes initial data on S holomorphic on SnT but singular at T, the theorem means at least weak singularities appear everywhere on K 2 . (In other words, every point of K 2 is not of strong analytic continuation.) Concerning the existence of holomorphic solutions in the universal covering of V À K 1 U K 2 U S, see C. Wagschal [13] , J. Persson [11] and S. Ouchi [8] .
Theorem 6.3 is proved as follows. The function uðzÞ has a holomorphic extension in RðV À K 1 U SÞ (see [6, Proposition 3.4] ) and consequently so does it in RðV À K 1 Þ (see [6, Proposition 3.5] ). Therefore the proof is completed by the following proposition.
Proposition 6.4. If uðzÞ is holomorphic in RðV À K 1 Þ and satisfies Pu ¼ 0, then it has a unique holomorphic extension in V.
Hereafter we prove this proposition by applying Theorem 1.3. The proof of this proposition is elementary and so we omit it. By the condition (N1), the operator P can be written in the form
where all coe‰cients are holomorphic, P 0 j denotes the sum for 2 a j a n and P 0 j; k the sum for 2 a j, k a n. If we set d ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi À P 0 j; k a jk z j z k q by taking the branch appropriately, then d is holomorphic in a neighborhood of ð0; m 0 Þ and one may suppose l 1 ¼ À P 0 a j z j þ d and l 2 ¼ À P 0 a j z j À d.
Denoting by F j ðzÞ ð2 a j a n À 1Þ the solution to the initial value problem
and by F n ðzÞ the solution to Then, denoting w j by z j again, one can write P in the form
Since In the case 1, by the condition (N5), qðadÞ=qz 1 is free from z 00 on z 1 ¼ 0 and so is d. Therefore a jk ¼ Oðz 1 Þ for all j; k b 2 except j ¼ k ¼ n. By (N5), we also see b j ¼ Oðz 1 Þ for 2 a j a n À 1. Thus P can be written in the form
where a 11 ð0Þ 0 0, a 1n ð0Þ 0 0, a nn ðzÞ ¼ 0, and the indicial equation (N4) is a 1n n þ b n ¼ 0 on z 1 ¼ 0:
It is easy to see that P A L 2; 1; 1 and all the conditions of Theorem 1.3 are fulfilled.
In the case 2, d 2 ¼ Oðz 1 Þ for j; k b 2 except j ¼ k ¼ n and b j ¼ Oðz 1 Þ for 2 a j a n À 1. Thus P can be written in the form 
