The linearized operator for non-radial oscillations of spherically symmetric self-gravitating gaseous stars is analyzed in view of the functional analysis. The evolution of the star is supposed to be governed by the Euler-Poisson equations under the equation of state of the ideal gas, and the motion is supposed to be adiabatic. We consider the case of not necessarily isentropic, that is, not barotropic motions. Basic theory of self-adjoint realization of the linearized operator is established. Some problems in the investigation of the concrete properties of the spectrum of the linearized operator are proposed.
Introduction
We consider the adiabatic hydrodynamic evolution of a self-gravitating gaseous star governed by the Euler-Poisson equations Here t ≥ 0, x = (x 1 , x 2 , x 3 ) ∈ R 3 . The unknowns ρ ≥ 0, P, S, Φ ∈ R are the density, the pressure, the specific entropy, the gravitational potential, and v = (v 1 , v 2 , v 3 ) ∈ R 3 is the velocity fields. G is a positive constant, the gravitation constant.
In this article the pressure P is supposed to be a prescribed function of ρ, S. But for the sake of simplicity, we assume the equation of state of the ideal fluid, that is, we assume Assumption 1 P is the function of (ρ, S) ∈ [0, +∞[×R given by
2)
where γ and C V are positive constants such that
The constant γ is the adiabatic exponent and C V is the specific heat per unit mass at constant volume.
Since we are concerned with compactly supported density distribution ρ in this article, the Poisson equation (1.1d) will be replaced by the Newtonian potential Φ(t, x) = −4πGKρ(t, ·)(x), (1.4) where
We suppose that there is fixed a spherically symmetric equailibriumρ,P ,S,Φ, which satisfy (1.1a), (1.1b), (1.1c), (1.4) , such thatρ(x) > 0 ⇔ r = |x| < R with a finite positive number R, the radius of the equilibrium.
We shall use the following notations:
Notation 1 We denote 3) When it is expected that no confusion may occur, we shall divert the symbols f or F instead of f ♭ or F ♯ .
Here let us note the following lemma, which can be verified easily: Proof. We can show inductively that for the spherical polar co-ordinates x 1 = r sin ϑ cos φ, x 2 = r sin ϑ sin φ,
If there is a given spherically symmetric distribution (ρ,S,P ), then we define the Schwarzschild's discriminant of convective stability A and the Brunt-Vaisala frequency N by (1.10)
For the physical meaning of these quantities, see [10] or [4, Chapter III, Section 17]. When dP/dr < 0, N is real if and only if A ≤ 0. The condition A < 0 is that of the convective stability.
We consider the perturbation ξ = δx, δρ, δP, δS, δΦ at this fixed equilibrium. We use the Lagrangian co-ordinate which will be dented by the diversion of the letter x of the Eulerian co-ordinate. So, x runs on the fixed domain B R , while {ρ > 0} described by the Eulerian co-ordinate may move along t.
Then the linearized equation which governs the perturbations turns out to be We have δρ = −div(ρξ), (1.13) δΦ = −4πGK(δρ).
(1.14)
Here δ denotes the Eulerian perturbation, while ∆ will denote the Lagrangian perturbation. Recall their definition
Thus it holds that ∆Q = δQ + (ξ|gradQ) in the linearized approximation, for any quantity Q.
Supposing that the initial perturbation of the density vanishes, that is, ∆ρ| t=0 = 0, the equation (1.1a) implies ∆ρ = 0 always, which is (1.13). Supposing ∆S| t=0 = 0, the equation (1.1c) implies ∆S = 0 always, therefore ∆P = γP ρ ∆ρ.
This implies
Thus by (1.13), (1.14), (1.15) we can see the right-hand side of (1.12) is an integro-differential operator acting on the unknown ξ, provided that the spherically symmetric equilibrium (ρ,S,P ) is fixed.
For the derivation of L, see e.g., [10] , [4] or [14] .
The purpose of this article is to clarify the functional analysis properties of this integro-differential operator L.
Existence of spherically symmetric equilibrium for prescribed entropy distribution
In this section we establish the existence of spherically symmetric equilibria which enjoy good properties used in the following consideration on L.
Let us put the following Definition 2 A pair of t-independent spherically symmetric functions (ρ,S) ∈
with v = 0 and Φ, P determined by (1.4), (1.2) is called an admissible spherically symmetric equilibrium, if there is a finite positive number R such that
4) The boundary ∂B R , on whichρ = 0, is a physical vacuum boundary, that is,
where γP/ρ = (∂P/∂ρ) S=Const is the square of the sound speed.
Note that γ < 2 implies 2 < γ γ−1 , therefore such an α exists. Moreover we see thatρ
We claim Theorem 1 Let a smooth function Σ on R and a positive number ρ O be given. Assume that it holds, for η > 0, that
and ρ O is sufficiently small, then there exists an admissible spherically symmetric equilibrium (ρ,S) such that
Proof . Consider the functions f P , f u defined by
for ρ > 0. Thanks to the assumption (2.3) we have Then
and the inverse function
are given. Here Λ u , Λ ρ are smooth functions on R such that Λ u (0) = 0, Λ ρ (0) = 0.
Therefore the problem is reduced to that for barotropic case to solve
by the shooting method. Here u O = f u (ρ O ) is given. The proof of the asserted result can be found in [11] and [13] .
Remark 1 In the barotropic case, the quantity u means the specific enthalpy. But in the general baroclinic case, u is not the specific enthalpy χ which should be defined as
being the absolute temperature. In fact we have
Hereafter in this article we fix such an admissible spherically symmetric equilibrium (ρ,S).
As for the Schwarzschild's discriminant we have
Thus, since we are assumingS ∈ C 2,α (B R ), we have
as r → +0. (Recall Lemma 1.) IfS = Σ(ρ γ−1 ), then (2.9) reads
Then we have
for η > 0, then it holds
for 0 < r ≤ R.
Self-adjoint realization of L
We are considering the integro-differential operator
2c)
Here and hereafter the bars to denote the quantities evaluated at the fixed equilibrium are omitted, that is, ρ, P etc stand forρ,P etc.
Let us consider the operator L in the Hilbert space H = L 2 ((B R , ρdx), C 3 ) endowed with the norm ξ H defined by
We shall use
5)
L 1 ξ = gradK(div(ρξ)). (3.6) Using this expression for ξ (µ) ∈ C ∞ 0 (B R ), µ = 1, 2, we have the following formula by integration by parts: 2) ).
Thanks to the symmetry of K, we have
Moreover we have
Since
Thus
Taking ǫ so small that 1 − ǫC1 2 ≥ 0, we get
On the other hand, it is known that
Summing up, L is bounded from below in H. Therefore, thanks to [8, Chapter VI, Section 2.3], we have Theorem 2 The integro-differential operator L on C ∞ 0 (B R , C 3 ) admits the Friedrichs extension, which is a self-adjoint operator, in H.
We want to clarify the spectral property of the self-adjoint operator L. But this task has not yet been completely done.
At least we can claim that the spectral of L cannot be of the Sturm-Liouville type in the sense defined in [7] , since dimN(L) = ∞, where N(L) denotes the kernel of L. In fact, if we consider a scalar field a on B R given by a function
belongs to C ∞ 0 (B R ) and satisfies div(ρξ) = 0 and (ξ|e r ) = 0, therefore it belongs to N(L). Since the dimension of spaces of such a ♯ is infinite, we see dimN(L) = ∞.
In the work [7] , we proved that, when S is constant so that A = 0, then the spectrum of the operator L is {0} ∪ {λ n , n = 1, 2, · · · }, where 0 is an essential spectrum and λ n are eigenvalues of finite multiplicities, λ n → +∞ as n → ∞, provided that L is considered in the Hilbert space
But we guess that it is not the case when S is not constant and A does not vanish, since the so called g-modes may appear, that is, there may exist a sequence of eigenvalues which accumulates to 0. See Section 6. But a rigorous mathematical justification of this observation has not been found.
Solutions represented by spherical harmonics
In this section we consider the perturbation ξ of the particular form
Here l, m ∈ Z, 0 ≤ l, |m| ≤ l, and Y lm is the spherical harmonics:
for m ≥ 0. See [6] . We use
We denote
2)
Then (1.13), (1.15), (1.14) read
Here the integral operator H l is defined by
provided that f ∈ L 2 (]0, +∞[, r 2 dr) and f (r) = 0 for r ≥ R.
It is easy to prove the following
Here C is the constant given by
Conversely, if H is absolutely continuous and satisfies (4.8) on ]0, +∞[, there exist constants C 1 , C 2 such that
Conversely, if H is absolutely continuous and satisfies (4.9) on ]0, +∞[, there existst constants C 1 , C 2 such that
We mean
We are going to analyze the operator
which acts on
Case l = 0
First let us consider the case l = 0, when only m = 0 is possible, and Y 00 = 1 √ 4π .
We are considering
where we write V instead of V r , while we need not consider V h . We are concerned with the operator
Introducing the variable ψ by
and putting
we analyze the differential operator operator L ss in the Hilbert space W = L 2 ((]0, R[, ρr 4 dr), C).
We claim
Theorem 3 The operator L ss on C ∞ 0 (]0, R[) admits the Friedrichs extension, a self-adjoint operator bounded from below in W, and its spectrum consists of simple eigenvalues λ ss 1 < λ ss 2 < · · · < λ ss n < · · · → +∞.
Proof. First we write L ss as
We see that |q 00 (r)| ≤ C for 0 < r < R.
In fact, although each term in the first line of the right-hand side of (4.22) is of order (R − r) −1 , these singularities are canceled after the summation, which turns out to be ρ/γP dr. We have
It can be verified that
Hence the assertion follows from [12, p.159, Theorem X.10].
Case l ≥ 1
Suppose l ≥ 1.
Let us consider the Hilbert space X l of functions f = (f r , f h ) defined on [0, R[ endowed with the norm f X l given by
we consider the operator L l in X l . We claim Theorem 4 The integro-differential operator L l on C ∞ 0 ([0, R[, C 2 ) admits the Friedrichs extension, which is a self-adjoint operator bounded from below, in X l .
Proof. First we look at L r l , L h l by writing them as
Using this expression, we see that the operator L l restricted on C ∞ 0 ([0, R[, C 2 ) is symmetric and bounded from below in X l .
In fact, if V (µ) ∈ C ∞ 0 , µ = 1, 2, then the integration by parts leads us to
Since the integral operator H l is symmetric, we see that the restriction of L l onto C ∞ 0 is symmetric. Let us estimate
On the other hand, we know
For a proof, see [7, Section 5.2 ]. Therefore we have
that is, L l is bounded from below. Therefore, thanks to [8, Chapter VI, Section 2.3], the restriction of L l onto C ∞ 0 admits the Friedrichs extension. This completes the proof of Theorem 4.
We see
by a direct calculation.
Hereafter we denote by L l the self-adjoint operator in X l . Note that the domain D( L l ) of the Friedrichs extension is given by
in the Hilbert space W l endowed with the norm · W l given by Here let us note that we can claim
Proof can be done by taking ϕ n ∈ C ∞ ([0, R]) such that ϕ n (r) = 1 for 0 ≤ r ≤ R − 1 n , ϕ n (r) = 0 for R − 1 2n ≤ r ≤ R, and 0 ≤ ϕ n ≤ 1, |dϕ n /dr| ≤ Cn, and considering ϕ n · V for V ∈ W l . Let us omit the details. Now, actually (4.30) is equivalent to
that is, (4.30) is equivalent to (( L l + κ) V | V ) X l with a sufficiently large constant κ.
As for the dimension of the kernel of L l , we have the following 
belongs to C ∞ 0 (]0, R[) and satisfies (4.32) so that L l V = 0. Since a ∈ C ∞ 0 is arbitrary, we see dimN( L l ) = ∞.
2) Suppose that A < 0 everywhere. Let us consider V ∈ N( L l ), l ≥ 1. Of course V ∈ X l , and moreover, since V ∈ D( L l ), we have 
We owe this trick to N. R. Lebovitz, [9] , but we are considering that the equation (4.38) holds for 0 < r < +∞ in view of δρ = dρ dr = 0 for r ≥ R so that we do not care the 'boundary condition' of δΦ at r = R.
Let us multiply (4.38) by X and integrate it on [0, +∞[. We are going to perform the integration by parts using the following observations: For r ≥ R we have
and, on the other hand, as r → +0, we have
Thus the contributions from the boundaries vanish, that is,
both as r → +0 and as r → +∞. So the integration by parts gives
Let l ≥ 2, that is, (l + 2)(l − 1) > 0. Then (4.39) implies X = 0, therefore, δΦ = δρ = δP = 0. Then we have γAP V r = δP − γP ρ δρ = 0 by (4.6c). Since A = 0 everywhere, we have V r = 0. Since δρ = 0, this implies V h = 0 in view of (4.6a). Thus V = 0, and dimN( L l ) = 0.
Let l = 1. Then dX dr = 0, that is, X is a constant κ. Then we have
Summing up, we can claim dimN( L 1 ) = 1. This completes the proof.
As noted in [9] , the identity
leads us to the interpretation that the eigenfunction V = (1, 1) ⊤ for l = 1 means a uniform translation, and it can be eliminated by requiring that the center of mass remains fixed in space, or, by requiring BR (δρ)x 3 dx = 0.
Cowling approximation, g-modes, p-modes
We are considering the eigenvalue problem
In this section we suppose l ≥ 1.
The Cowling approximation is done by neglecting the gravitational perturbations. Thus we consider the eigenvalue problem
We are going to rewrite the problem by introducing the variables
Then we have the following expressions:
Let us consider the case in which λ = 0.
Then, using the expressions (5.6a) -(5.6e), the problem (5.3) can be written as
Here we denote
Let us assume
Assumption 2 There is a positive number C such that it holds that
Note that, whenS = Σ(ρ γ−1 ), (5.9) holds if
thanks to (2.1) and the physical boundary condition (2.2). Thanks to (2.9), the Assumption 2 implies A < 0 on B R \ {O}. So, thanks to the physical vacuum condition (2.2), we can take N > 0 on B R \ {O}. Now, so called 'g-modes' are given by putting λ = 0 in (5.7b). Then we get the approximation dw dr
Inserting this (5.10) into (5.7a), we get the following eigenvalue problem for eigenvalue 1/λ:
So called 'p-modes' are given by putting 1/λ = 0 in (5.7a). Then we get the approximation dv dr + r 2 ρ γP Bw = 0. (5.12)
Inserting this (5.12) into (5.7b), we get the following eigenvalue problem for eigenvalue λ: In fact, the estimate (5.15) can be shown by the expression
Recall the Assumption 2 and the physical vacuum boundary condition (2.2).
We perform the Liouville transformation of (5.11) to 
It can be shown that
On the other hand, we see
Here, under the assumption 1 < γ < 2, we have 2γ − 1 4(γ − 1) 2 > 0, and 2γ − 1
if and only if γ ≷ 3 2 , when the boundary point x g + is of limit point/circle type. See [12, p.159 , Theorem X.10].
Anyway there exists a constant C such that
Hence we can claim Theorem 6 The operator − d 2 dx 2 +q g defined on C ∞ 0 (]0, x g + [) admits the Friedrichs extension, a self-adjoint operator in L 2 (]0, x g + [), whose spectrum consists of simple or double eigenvalues 1 λ g n , n = 1, 2, · · · :
The eigenvalues are simple if γ > 3/2.
Note that 1/λ g 1 > 0. In fact, if y 1 is an associated eigenfunction such that y 1 L 2 (]0,x g + [) = 1, then w 1 = (ac) − 1 4 y 1 satisfies R 0 a(r) dw 1 dr
Since a = r 2 B/N 2 > 0, b = r 2 ρB/γP > 0, we see 1/λ g 1 > 0. Thus λ g 1 ≥ λ g 2 ≥ · · · ≥ λ g n ≥ · · · → +0.
• [Eigenvalue problem for p-mode]
Let us consider the eigenvalue problem
We perform the Liouville transformation of (5.13) to − d 2 y dx 2 + q p y = λy, 
Noting that
where C 0 , C 1 are positive constants, we can put x ∼ C 0 r as r → +0
Look at
It can be shown that q p ∼ 2 x 2 as x → +0 and
Here note that (3 − γ)(γ + 1) 4(γ − 1) 2 > 3 4 for 1 < γ < 2. Anyway there is a constant C such that
The boundary points 0, x p + are of limit point type. Hence, thanks to [12, p.159 , Theorem X.10], we can claim Theorem 7 The operator − d 2 dx 2 +q p defined on C ∞ 0 (]0, x p + [) admits the Friedrichs extension, a self-adjoint operator in L 2 (]0, x p + [), whose spectrum consists of simple eigenvalues λ p n , n = 1, 2, · · · , : λ p 1 < λ p 2 < · · · < λ p n < · · · → +∞.
Note that λ p 1 > 0, since a > 0, b > 0.
Summing up the above discussions, we have two sequences of eigenvalues λ g n and λ p n , of which the former accumulates to 0 and the latter accumulates to +∞. Astrophysicists believe that they give, at least approximately, eigenvalues of the problem (5.3): L 0l V = λ V . See, e.g., [10] , [4] , and so on. The priority of this observation may go back to the work by T. G. Cowling, [3] , on November 3, 1941. But a mathematically rigorous justification of this belief has not yet been done. We guess that the approximation by L 0l of L l by neglecting the gravitational perturbation may be relatively easily justified. However it may be not so easy to justify the approximation of the eigenvalue problem (5.3) by the g-modes / p-modes argument.
6 Formulation as a first order system of four ordinary differential equations Let us consider the eigenvalue problem
for l ≥ 1. We consider λ = 0.
According to [5] , we introduce the variables Then the eigenvalue problem (6.1) reads
where y = (y 1 , y 2 , y 3 , The boundary conditions at r = +0, which correspond to V ∈ W l and δΦ = −4πGH l (δρ), read Otherwise, the corresponding δΦ for which −r 1 ρ dP dρ y 3 is the candidate might be equal to −4πGH l (δρ) + C ′ r l with C ′ = 0.
Now let us suppose
Assumption 3 1) ρ and S are analytic functions of r 2 near r = 0.
2) As r → R − 0, it holds that
where C is a positive constant,
and a k1k2 X k1 1 X k2 2 , b k1k2 X k1 1 X k2 2 are double power series with positive radii of convergence.
This assumption holds if S = Σ(ρ γ−1 ) with a function Σ(η) which is analytic near η = ρ γ−1 O and near η = 0. For a proof, see Appendix.
Let us consider the system (6.3) at r = +0. Under the Assumption 3, we see (6.3) reads r dy dr
where The eigenvalues of K 0 are l − 2, −(l + 3), which are double. Thus, putting
we have a system
Since ρ 1 − ρ 2 = l + 1 2 is not an integer, [2, Chapter 4, Theorem 4.1] gives a fundamental matrix Φ w of the system (6.15) of the form
Note that z R = diag(z ρ1 , z ρ1 , z ρ2 , z ρ2 ).
As result, we have a system of solutions y = ϕ 0j (r), j = 1, 2, 3, 4, of the system (6.12) of the form
It is easy to see that only ϕ 01 , ϕ 02 satisfy the boundary conditions. Therefore we have y = C 01 ϕ 01 + C 02 ϕ 02 , (6.20)
with constants C 01 , C 02 in order that y gives V ∈ W l .
Let us consider the system (6.3) at the boundary point r = R − 0. Here we suppose Summing up, y should be y = C 01 ϕ 01 + C 02 ϕ 02 = C R1 ϕ R1 + C R2 (ϕ R2 − (l + 1)ϕ R3 ) (6.30) in order that y gives V ∈ W l . Conversely, if so, then the corresponding V belongs to W l and we see that V r = ry 1 is bounded, therefore, thanks to Proposition 2, V belongs to • W l so to D( L l ) as an eigenfunction.
The condition (6.30) reads D(r, λ) := det(ϕ 01 (r, λ), ϕ 02 (r, λ), ϕ R1 (r, λ), ϕ R2 (r, λ) − (l + 1)ϕ R3 (r, λ)) = 0.
But the condition D(r, λ) = 0 is independent of r. So, fixing r 0 ∈]0, R[, we can consider f (λ) = D(r 0 , λ), which is a holomorphic function of λ ∈ C \ {0}. Now we have that f (λ) = 0 if and only if λ is an eigenvalue of (6.1). Since f (λ) = 0 for λ / ∈ [−C, +∞[, which λ belongs to the resolvent set of L l , f is not an identical 0. Therefore the zeros of f cannot accumulate to a value in C \ {0}. Thus we can claim Theorem 8 Under the Assumptions 3,4, the eigenvalue problem (6.3) admits at most countably many eigenvalues on the real axis, which cannot accumulate to a value = 0.
Here (x 1 , x 2 , x 3 ) is considered as functions of u > 0, and we have (x 1 , x 2 , x 3 ) → (0, 0, 0) as u → +0.
Then there is a transformation of variables (x 1 , x 2 , x 3 ) ↔ (ξ 1 , ξ 2 , ξ 3 ) of the form
x j = ξ j (1 + [ξ 1 , ξ 2 , ξ 3 ] 1 ), j = 1, 2, 3, which reduce the system to u dξ 1 du = ξ 1 , u dξ 2 du = (ν + 1)ξ 2 u dξ 3 du = ξ 3 .
Here and hereafter [X 1 , X 2 , X 3 ] 1 generally stands for various convergent triple power series of the form k1+k2+k3≥1 a k1k2k3 X k1 1 X k2 2 X k3 3 . Take a general solution ξ 1 = C 1 u, ξ 2 = C 2 u ν+1 , ξ 3 = u.
putting C = 1/C 1 , we get the desired expansion, since the integration of − u r
