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Abstract
Longley discovered a functional H that, when added to PCF, yields a language that computes
exactly SR, the sequentially realizable functionals of van Oosten. We show that if P = NP, then
the computational complexity of H (and of similar SR-functionals) is inherently infeasible.
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1. Introduction
The sequentially realizable functionals (denoted SR) is a class of sequentially com-
putable higher-type functionals. This class, which includes the PCF-computable func-
tionals along with elements that fail to be Scott-continuous, 1 has quite strong and
natural mathematical properties [7–9,15]. Longley [8] discovered an SR-functional H
that, when added to the language PCF, yields a language PCF+H that computes exactly
SR. Longley hesitated to recommend PCF+H as the basis of a practical programming
language because the only known ways of computing H seemed to involve high com-
putational costs. This paper con?rms Longley’s doubts. We show that if P =NP, then
the computational complexity of H is inherently infeasible. Moreover, we show that
any SR-functional that determines the same sort of retract as H also suAers the same
sort of inherent infeasibility.
E-mail address: royer@ecs.syr.edu (J.S. Royer).
1 For an example, see n, de?ned in Eq. (4) below.
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1.1. Outline of the paper
Section 2 sketches some of the details of the SR functionals and the dialog games
that de?ne them. The section ends with a statement of Longley’s result and a discus-
sion of some of its implications. Section 3 provides a bit more technical background
that leads to a sketch of the core of Longley’s construction for H and an illustration of
some problematic features of this construction. The basics of the complexity theoretic
framework for our hardness results and the statement of said results make up Sec-
tion 4. Section 5 contains the proofs of these results and some additional complexity-
theoretic background. Finally, we state our conclusions and some open problems in
Section 6. Excluding Section 5, the paper presumes only a basic understanding of
the theory of computation. Section 5 requires some elementary complexity theory,
but anyone who has seen an NP-hardness proof before should be able to follow the
arguments.
2. Some background on SR
Our presentation of the SR functionals is based on the work of van Oosten [15]
(who was the ?rst to formalize SR along the lines sketched below) and Longley [8].
The focus in this paper is on the eAective version of SR, and to avoid decorating
everything in sight with an “e4 ” sub or superscript, we have skewed van Oosten’s and
Longley’s notation to reJect this focus.
The SR functionals are based on a simple game between two partial functions
r; g :N*N. In this game r successively asks g what its value is at particular ar-
guments and the game terminates when, if ever, r decides it has enough information
about g and outputs an answer instead of a question. The game can fail to terminate
either because r queries g on an argument on which g is unde?ned, or because r (on
receiving a certain response from g) goes unde?ned, or because r and g go on chatting
forever. At each r-move in one of these games, r needs to know the history of the
conversation up to the present in order to determine its next action. These histories will
be encoded by sequences of natural numbers. We state a few conventions on sequences
and their encodings before formalizing these games.
2.1. Conventions on sequences
We let , 	, and 
 range over Seq(N), the collection of ?nite sequences of natu-
ral numbers. The sequence x0; : : : ; xj−1 is denoted by [x0; : : : ; xj−1]; so, [ ] denotes the
empty sequence. For each = [x0; : : : ; xj−1] and w∈N, let ;w denote [x0; : : : ; xj−1; w].
For each = [x0; : : : ; xj−1] and i6j, let ¡i denote [x0; : : : ; xi−1]; so, ¡0 = [ ]. For
each  let 〈〉 be a polynomial-time encoding of  as an element of N. (See Sec-
tion 5 for details.) We write 〈 〉 for 〈[ ]〉, 〈x0; : : : ; xj−1〉 for 〈[x0; : : : ; xj−1]〉, and r〈〉
for r(〈〉). Moreover, a de?ning equation of the form “r〈〉=E()” is understood
as meaning “r(y)=E(), if y= 〈〉 for a particular ; r(y)=E([ ]),
otherwise.”
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2.2. Formalizing dialog games
For each x∈N, de?ne ?x=2x and !x=2x+1. We call even numbers questions and
odd numbers answers. We follow Longley [8] and de?ne play : (N*N)× (N*N)×
Seq(N)*N by
play(r; g; ) =


play(r; g; (;y)) if r〈〉 ↓=?x and g(x) ↓ =y;
x if r〈〉 ↓=!x;
unde?ned otherwise:
We also de?ne (· | ·): (N*N)× (N*N)*N and (· • · ): (N*N)× (N*N)→
(N*N) by
r | g = play(r; g; [ ]):
r • g = x:play(r; g; [x]):
An intuitive interpretation of play(r; g; ) is that it is the result of the dialog game
between r and g that has reached the point where  consists of the sequence of g’s
prior answers to r’s questions and it is r’s turn to make a move. The de?nition of
• bends this interpretation a bit as the initial [x] is used to parameterize the game.
In these games, r can be thought of as representing a decision tree based on the
values returned by g. There is a very direct connection to the standard notion of type-
2 sequential computability from recursion theory: given two total g1; g2 :N→N, it is
straightforward that g16Tg2 if and only if, for some partial recursive r, g1 = r • g2. (See
Rogers [13] or Odifreddi [11] for a discussion of Turing-reductions between functions.)
Van Oosten [15] established that (N*N; •) is an untyped partial combinatory algebra.
Longley [8] showed the corresponding result for (PR; • ), where PR denotes the set
of partial recursive functions of type N*N.
We refer to the sequence of interactions between r and g implied by the de?nition
of r | g as the play of r against g or, alternatively, as the play of “r | g” where the
quotes in “r | g” serve as a pedantic reminder that we are referring to the expression
r | g and not to the (possible) value denoted by this expression.
2.3. Building functionals from games
The SR functionals of type (N*N)*N are those of the form “g → r | g” where
for the full type structure we let r and g be any partial functions over N and for the
eAective version we restrict the functions to PR. The r in “g → r | g” is called a
realizer for the functional de?ned. To construct functionals of other types at type-level
2 and above, we can parameterize (as in the de?nition of •) or impose extensionality
constraints (see the de?nition of < N3= below).
2.4. Irredundancy and semi-irredundancy
In studying the H functional, it is helpful to consider two restricted classes of real-
izers for the type-2 functionals. The ?rst of these two notions is
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Denition 1. An r ∈PR is irredundant if and only if, for all = [x0; : : : ; xk−1] such
that r〈〉 ↓,
(i) r〈¡i〉 ↓ for each i¡k, and
(ii) in the sequence r〈¡0〉; : : : ; r〈¡k〉, a particular question can appear only once and
an answer can appear only as the last element.
Intuitively, an irredundant r is a function that is precisely tailored for the role of a
realizer of a type (N*N)*N functional. This is because: (i) in a play of “r | g” a
repeated question adds nothing to the information r is gathering about g, and (ii) an
irredundant r is unde?ned on all arguments that cannot be reached in the course of the
play of “r | g” for some g. We will see in Lemmas 8 and 9 below how irredundant
realizers can be used to provide “?nite bases” for convergent computations for type-3
SR functionals.
It turns out that any F :PR*N realized by some r ∈PR is also realized by some
irredundant r′ ∈PR. In fact, there is a semantics preserving retraction of PR onto the
set of irredundant elements of PR in the following sense.
Lemma 2 (Longley [8]). There is an irr∈PR such that, for all r ∈PR,
(a) for each g∈PR, (irr • r) | g= r | g (i.e., irr • r and r realize the same (N*N)*N
functional),
(b) irr • r is an irredundant element of PR, and
(c) irr • r= r when r is irredundant.
Remark 3 (Retractions). The old-fashioned de?nition of a retraction is that it is a map
of a space onto a subspace that leaves everything in the subspace ?xed. By parts (b)
and (c) of the above lemma, r:(irr • r) is a retraction (in this sense) of PR onto
the collection of irredundant elements of PR. The modern de?nition of a retraction is
that it is simply the left inverse of an arrow. If  is the inclusion map of the class of
irredundant elements of PR into PR, then (b) and (c) imply that r:(irr • r) is the
left inverse of .
Longley also introduced a slightly broader class of realizers than the irredundant
ones.
Denition 4. An r ∈PR is semi-irredundant if and only if, for all = [x0; : : : ; xk−1]
such that r〈〉 ↓,
(i) r〈¡i〉 ↓ for each i¡k, and
(ii) in the sequence r〈¡0〉; : : : ; r〈¡k〉, a particular question can appear only once.
Let PRs:i: denote the collection of semi-irredundant elements of PR.
Semi-irredundant realizers are not the least bit interesting except that in [8] they
help to solve a technical problem in establishing some properties of H ; they thus
?gure prominently in Longley’s setup for de?ning H . The aforementioned technical
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problem will not concern us in this paper, but we shall follow Longley in the use of
semi-irredundant realizers for type- N2 functionals (discussed next). To simplify matters
a bit we shall, unlike Longley, require that realizers for type- N3 functionals be semi-
irredundant as well.
2.5. Interpreting the types
The pure types ( N0; N1; N2; : : :) over a particular base type b are a subset of the sim-
ple types over b, where N0 is b and n+ 1 is Nn→ b. We are concerned with inter-
preting the pure types N0, N1, N2, and N3 for the eAective semantics of the SR func-
tionals. We take < N0=∼=N and < N1=∼=PR. Each g∈ < N1= is its own (unique) realizer.
Following Longley, we take < N2= to be the collection of all F : < N1=*N such that, for
some r ∈PRs:i:,
F(g) = r | g for each g ∈ < N1=(= PR): (1)
For each such F , we de?ne the set of realizers of F (written ‖F‖ N2) to be the collection
of all r ∈PRs:i: such that (1) holds. We write r∼2 r′ if and only if r; r′ ∈‖F‖ N2 for
some F . Clearly, ∼2 is an equivalence relation on PRs:i:. Finally, we take < N3= to be
the collection of all : < N2=*N such that, for some r ∈PRs:i:,
(F) = r | gF for each F ∈ < N2= and each gF ∈‖F‖ N2: (2)
For each such , we de?ne the set of realizers of  (written ‖‖ N3) to be the collection
of all r ∈PRs:i: such that (2) holds. We note that r ∈‖‖ N3 for some  if and only if
r ∈PRs:i: and is ∼2-extensional: for all g, g′ with g∼2 g′, we have r | g= r | g′. We
write r∼3 r′ if and only if r; r′ ∈‖‖ N3 for some . Clearly, ∼3 is a partial equivalence
relation on PRs:i:.
Conventions: When F is understood to be in < N2=, we write ‖F‖ in place of ‖F‖ N2,
and similarly when  is understood to be in < N3=. We de?ne ‖ N2‖= ⋃{‖F‖ |F ∈ < N2=}
and ‖ N3‖= ⋃{‖‖ |∈ < N3=}. Note that ‖ N3‖ is a proper subset of ‖ N2‖ and that ‖ N2‖ is
just another name for PRs:i:.
Remark 5. In (2), r plays against a realizer for F instead of F itself since in this setting
the only way we have of naming F is with its realizers. Being a member of ‖ N3‖ means
meeting some very stringent conditions since each F has in?nitely many realizers and
an r satisfying (2) must end-up with the same result when playing against each of
them. These conditions are so strong that it is not obvious that there is a recursive
presentation of realizers for all of < N3= (and hence, not obvious that one can build a
programming language for SR). One of the interesting things about the H functional
is that it provides a way to construct such a recursive presentation. However, the
stringent conditions do end up causing a diAerent sort of trouble as we shall see in
Section 4.
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2.6. Longley’s functional
The H functional involves a retraction of ‖ N2‖ onto ‖ N3‖ in the following sense.
Denition 6. We say that t ∈PR realizes a retraction if and only if, for each r ∈‖ N2‖,
(i) (t • r)∈‖ N3‖, and
(ii) (t • r) ∼3 r when r ∈‖ N3‖.
Thus, t realizes a retraction if and only if r:t • r is a “retraction modulo ∼3” of
‖ N2‖ onto ‖ N3‖.
Theorem 7 (Longley 8). There is an h that realizes a retraction.
The h Longley constructs realizes his functional H : < N2=→ < N3=, which is a retraction
in the proper sense of the term. 2 Longley’s papers [7–9] have nice treatments of
the structural part of the story. Our emphasis here is on the mapping on realizers
asserted by the theorem. Part of the computational import of the theorem is clear:
from this h one can construct a recursive presentation of an adequate collection of
realizers for < N3=, where here adequate means that each ∈ < N3= has at least one ele-
ment of ‖‖ in the recursive presentation. (Actually, the h Longley constructs does
much better than adequate.) Longley shows how, from h, one can uniformly construct
analogous retracts onto each other simple type and so one obtains recursive presen-
tations of adequate sets of realizers for each these types. PCF+H determines exactly
SR because, roughly, through h one can obtain names for all, and only, the elements
of SR.
3. Longley’s construction
To sketch Longley’s construction for Theorem 7, we ?rst need to note a few facts
about type- N2 SR functionals and their realizers. For f; g∈N*N, we write f⊂ g
if and only if the graph of f is a proper subset of the graph of g. Let  and 
(and decorated versions of them) range over elements of N*N with ?nite domains.
Given G ∈ < N2= and , we say that  is G-minimal if and only if G() ↓ and, for
each ′ ⊂ , we have that G(′) ↑. Clearly, for each g∈PR such that G(g) ↓,
there is a unique G-minimal  ⊆ g. For each G ∈ < N2=, the trace of G (written tr(G))
is {(; G()) |  is G-minimal}. Each G ∈ < N2= is completely determined by its trace.
We write G tr G′ when tr(G) ⊆ tr(G′). We say that a G ∈ < N2= is <nite if and
only if tr(G) is ?nite. Given (the graph of) a ?nite , one can eAectively decide
if ∈‖G‖ for some G; if so, this G is ?nite and one can construct tr(G) from
. For G ∈ < N2=, let ‖G‖I be the collection of irredundant realizers for G. The next
2 Note that < N3=→ < N2=∼= < N3=→ < N1=* < N0=. Let I : < N3=→ < N2= be the SR functional such that I()(f)=
(g:f | g). Then it turns out that H ◦ I = id< N3=.
J.S. Royer / Theoretical Computer Science 318 (2004) 225–241 231
lemma shows that, for ?nite G, ‖G‖I is equivalent to tr(G) and nicely represents all
of ‖G‖.
Lemma 8 (Longley [8]). Suppose G0 ∈ < N2= is <nite. Then
(a) ‖G0‖I is <nite and each element of ‖G0‖I has a <nite domain.
(b) Each r ∈‖G0‖ extends exactly one element of ‖G0‖I.
(c) From tr(G0) one can e4ectively compute a <nite list of <nite graphs making up
the elements of ‖G0‖I.
The ?niteness properties of ‖G0‖I in part (a) depend crucially on the properties of
irredundancy. The next lemma uses these sets of irredundant realizers of ?nite G0’s to
show that convergent type- N3 computations have strong ?nite bases.
Lemma 9 (Longley [8]). Suppose ∈ < N3=, G ∈ < N2=, and z ∈N. Then, (G) ↓ = z if
and only if, for each r ∈‖‖, there is a <nite G0 with G0 tr G such that
(i) for each ∈‖G0‖I, (r | ) ↓ = z, and
(ii) each g∈‖G‖ extends exactly one element of ‖G0‖I.
Now we are in a position to give some details of the construction of h. For our
purposes it is enough to consider the play of (h • r) against g, for r; g∈PRs:i:. This is
sketched below. See Longley [8] for details of the •-play of h against r.
Sketch (∗ of the computation for the play of (h • r) against g. ∗)
Play out “r | g” until, if ever, a result z ∈ N is produced.
Let 0 be the ?nite part of g used in the play of r against g.
If 0 realizes some ?nite member of < N2=,
then let G0 denote this ?nite member,
else diverge.
For each  ∈ ‖G0‖I do: (∗ By Lemma 8, ‖G0‖I is <nite. ∗)
Play out “r | ” until, if ever, a result z′ ∈ N is produced.
If z = z′ or some x ∈ dom() is not queried in this play,
then diverge.
End for
Output !z.
End sketch
The For-loop is the most computationally expensive part of this sketch, and expensive
it certainly is. Here is an example that illustrates the problem.
Example 10. Fix an n∈N. Let Gn be the type- N2 functional given by
Gn(f) =
{
0 if ; for each x ¡ n; f(x) = 0;
unde?ned otherwise:
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For each i∈N, let "i be a length-i sequence of 0’s. Let # range over permutations of
{0; : : : ; n− 1}. For each # let gn# :N*N be given by
gn#〈〉 =


?#(i) if = "i for i ¡ n;
!0 if  = "n;
unde?ned otherwise:
(3)
Note that ‖Gn‖I consists exactly of the gn#’s. Let rn ∈PRs:i: be given by
rn〈〉 =


?〈"i〉 if  = [?x0; : : : ; ?xk ] where k ¡ n and
x0; : : : ; xk are ¡ n and pairwise distinct;
!0 if  = [?x0; : : : ; ?xn−1; !0] where x0; : : : ; xn−1;
are ¡ n and pairwise distinct;
unde?ned otherwise:
Clearly, rn is ∼2-extensional and realizes n ∈ < N3= where
n(F) =
{
0 if Gn tr F;
unde?ned otherwise:
(4)
Thus, (h • rn) ∼3 rn. Moreover, for a given #, the plays of both “(h • rn) | gn#” and
“rn | gn#” are identical. However, if one reads the above construction straightforwardly,
then after the last move of gn# and before the last move of h • rn in the play of
“(h • rn) | gn#,” the computation speci?ed for (h • rn) internally checks that (rn | gn#′) ↓
=0 for each of the n! many gn#′ ∈‖Gn‖I and only then outputs the answer !0. So
intuitively, the time to play out “(h • rn) | gn#” should be around n! times longer than
the time to play out “rn | gn#.”
The job of a faithful implementer of H is thus to try to ?nd a way to be true to the
semantics, but to avoid the potentially horrendous computation at the end of the sketch.
To see if there is such a way, we ?rst need to formalize a bit about implementations.
4. Implementations and their costs
Our focus now shifts from realizers to programs for realizers and the costs associated
with these programs. A few standard notions from computability and complexity theory
suPce for our rudimentary formalization of these notions.
Conventions: Our basic model of computation will be RAMs that compute over
N and that have the logarithmic cost model [4,12]. For each n¿0, let 〈%ni 〉i∈N be
a RAM-based, acceptable indexing [4,13] of the partial recursive functions of type
Nn *N and, for each i and x˜∈Nn, let 'ni (x˜) denote the cost of the computation of
the ith, n-argument RAM on input x˜. (If the ith, n-argument RAM diverges on x˜, then
'ni (x˜)=∞.) We write %i for %1i and 'i for '1i .
Now we formalize our notion of the cost of a play.
J.S. Royer / Theoretical Computer Science 318 (2004) 225–241 233
Denition 11. For each i∈N and g∈PR, let
C(i; g) =


∑
j6k 'i〈¡j〉 if (i) (%i | g) ↓; where  is the ?nal sequence
presented to %i in the play of “%i | g; ”
and k is the length of ;
∞ if (ii) the play of “%i | g” is in?nite or else
%i diverges at some point in this play;
unde?ned (iii) otherwise:
We call C(i; g) the cost of playing program i against g.
In a play of program i against g, the responses of g are presumably computed
by some program, but C(i; g) measures only the work done by program i in this
play; g is treated as an oracle. Note that condition (ii) corresponds to an observable
divergence (the program does in?nitely much work) and condition (iii) corresponds to
an unobservable divergence (the divergence occurs oAstage in the course of an oracle
query).
Denition 12. Suppose t realizes a retraction. An instantiation of t is a partial recur-
sive inst :N*N such that, for all i such that %i is semi-irredundant, inst(i) ↓ and
%inst(i) = t •%i.
Suppose insth is an instantiation of h. Then insth is a mapping over programs and so
long as it satis?es %insth(i) = h •%i for each i with %i ∈‖ N2‖, it need not follow Longley’s
construction at all. In particular, it has access to the complete text of the program
computing the realizer %i and it is apparently free to use nonsequential methods.
Denition 13. Suppose t realizes a retraction and inst is an instantiation of t. We say
that inst has polynomial overhead if and only if inst is polynomially-time computable
and there is a polynomial p such that, for all i∈N with %i ∈‖ N3‖ and all g∈PRs:i:,
we have
C(inst(i); g)6 p
(
max
{
C(i; gˆ)
∣∣∣∣∣
gˆ = g or gˆ is irredundant
and gˆ ∼2 g
})
:
(By Lemma 9, the above maximization is over ?nitely many things, provided
C(i; g) ↓¡∞.)
Suppose again that insth is an instantiation of h. If insth has polynomial overhead,
then the intuition is that in insth(i)’s computations in playing against g, the program
is allowed to play out “%i | g” and also “%i | gˆ” for “polynomially-many” irredundant
gˆ ∼2 g, but not more than that. Note that the maximalization on the right-hand side is
over g and all possible irredundant gˆ with gˆ ∼2 g, that is, all of the possible candidate
gˆ’s from which insth(i) might choose the “polynomially-many” to play against %i.
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It is clear that an instantiation of h based directly on Longley’s construction would
not have polynomial overhead. Unfortunately, it is unlikely that there are any polyno-
mial overhead instantiations of h as shown by:
Theorem 14. If P =NP, then h has no polynomial overhead instantiations.
The proof of this can be found in the next section. The argument makes strong use of
the fact that the play of (h • r) against g diverges whenever there is any inconsistency
detected in the various plays of r against the variants of g. There are various ways to
modify Longley’s construction to make it more convergent. However, some analysis
shows that one of the less obvious purposes of the construction’s For-loop is to search
for a divergence in the “r | ” plays. To see what we mean by this, suppose that (r | ) ↑
for some ∈‖G0‖I. Then the play of “(h • r) | ” goes unde?ned on the ?rst line of
the construction’s sketch. Hence, since  ∼2 g, we have to make sure that if there is
such a , then (h • r) | g is also unde?ned to preserve ∼2-extensionality. An analysis
of the proof of Lemma 18 will show that any realizer of a retract has to reJect this
search. Based on this we obtain
Theorem 15. Suppose t realizes a retraction. If P =NP, then t has no polynomial
overhead instantiations.
5. Complexity-theoretic details
5.1. Representing numbers and sequences
We make use of two representations of the natural numbers: dyadic and unary. Each
element of N is identi?ed with its dyadic representation over {0; 1}, i.e., 0 ≡ +, 1 ≡ 0,
2 ≡ 1, 3 ≡ 00, etc. We will freely pun between x∈N as a number and a 0-1-string.
Each element of ! (a copy of N) is identi?ed with its unary representation over {0},
i.e., 0 ≡ +, 1 ≡ 0, 2 ≡ 02, 3 ≡ 03, etc. We treat ! as the subset of N of numbers
with a dyadic representation of the form 0x. We use the elements of N as natural
number (and string) values to be computed over, and we use the elements of ! as
tallies to represents lengths, run times, and, generally, anything that corresponds to a
size measurement.
For each x; y∈N, let x  y denote the concatenation of (the dyadic representations
of) x and y. For each x∈N, let |x| be the length of the dyadic representation of x
and let E(x)= 1|x|0  x. (Note that the image of E in {0; 1}∗ is a collection of pre?x
codes [6, Section 1.4].) We code each  as a distinct element of N by:
〈〉 =
{
+ if  = [ ];
E(x0)  · · ·  E(xk−1) if = [x0; : : : ; xk−1] where k ¿ 0:
By convention, any element of N that is not of the form 〈x1; : : : ; xj〉 is considered as
coding [ ]. It is clear from our de?nition of 〈·〉 that concatenations, projections, and so
on, involving coded sequences are all polynomial-time computable.
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5.2. More on %n, 'n, and the cost of plays
By standard results [4,14], for each m; n¿1, there is a polynomial-time computable
sm; n :Nm+1→N and an (m + 1)-variable polynomial pm;n such that, for all i∈N,
x˜∈Nm, and y˜∈Nn:
%nsm;n(i;x˜)(y˜) = %
m+n
i (x˜; y˜): (5)
'nsm;n(i;x˜)(y˜)6 pm;n(|x0|; : : : ; |xm−1|; 'm+ni (x˜; y˜)): (6)
It is also standard that, for each n, there are Rn; Sn; T n:Nn+1×!→N such that, for
each i; t ∈N and x˜∈Nn,
Rn(i; x˜; 0t) =
{
%ni (x˜) if '
n
i (x˜)6 t;
0 otherwise;
(7)
Sn(i; x˜; 0t) =
{
'ni (x˜) if '
n
i (x˜)6 t;
0 otherwise;
(8)
Tn(i; x˜; 0t) =
{
1 if 'ni (x˜)6t;
0 otherwise
(9)
and that these functions are computable in time polynomial in |i|+|x0|+· · ·+|xn−1|+|0t |,
where |0t |= t. 3
For the cost of plays there is a T ′ :N× (N*N)×!* {0; 1} that is roughly anal-
ogous to the Tn’s above. This T ′ is given by
T ′(i; g; 0t) =


1 if (i) C(i; g)6 t;
0 if (ii) C(i; g) ¿ t and g was de?ned on all
the questionsasked it in the play of “%i | g”
up to the point where the accumulated
cost exceeded t;
unde?ned (iii) otherwise:
(10)
The key complexity property of T ′ used in the proof of Theorem 14 is:
Lemma 16. Suppose that f:Nm+1→N is polynomial-time computable. Then the
function T ′f = i; x0; : : : ; xm−1; 0
t :T ′(i; y:f(x0; : : : ; xm−1; y); 0t) is total and, moreover,
polynomial-time computable.
3 It is easily shown that the time required for testing 'ni (x0; : : : ; xn−1)6t has a lower bound that is
polynomial in |x0|; : : : ; |xn−1| and exponential in |t|. Hence, representing the “time parameter” t as a tally
string is essential in having Rn, Sn, and Tn computable within time polynomial in the lengths of their inputs.
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Proof. Since f is total, so is y:f(x˜; y) for any choice of x˜. So by De?nition 13, for
any i and x˜, C(i; y:f(x˜; y)) cannot be unde?ned—although it might be ∞. It thus
follows that T ′f is total.
One way to show the moreover clause is through the theory of the basic feasible
functionals (BFFs) [1,3]. First, it is straightforward to show that T ′ a type-2 BFF
when the type-1 argument is restricted to be total. Then, since the 1-section of BFF
is exactly the class of (type-1) polynomial-time computable functions, the moreover
clause follows immediately.
Here is a sketch an alternative argument for the moreover clause that avoids a
digression into the theory of the BFFs. We shall establish a polynomial upper bound
on the cost of running the play of “%i | y:f(x˜; y)” up to the point where either the
play ?nishes or else the accumulated cost exceeds t. This possibly truncated play we
shall call a play by abuse of terminology. One important fact to keep in mind in the
following is that, under the uniform cost model for RAMs, reading or writing down a
string of length k has cost k.
For the moment ?x i, x0; : : : ; xn−1, and t.
We ?rst consider the cost of running the y:f(x˜; y)-side of the play. Suppose
pf:Nm+1→N is a polynomial (or more properly, the function named by a poly-
nomial) that bounds the run time of some program for f. So by our choice of pf
and De?nition 13 it follows that in the course of the play: (i) y:f(x˜; y) cannot be
asked more than t many queries, (ii) the length of any one of these queries must be
no greater than t, and (iii) the cost of computing the reply to one of these queries
is no greater than pf(|x0|; : : : ; |xn−1|; t). Thus, the cost of computing the replies to all
of these queries is no more than t · pf(|x0|; : : : ; |xn−1|; t). Moreover, if  is the ?nal
sequence of these replies in the play, then it follows by the de?nition of the coding
of sequences that |〈〉|6t · (2 · pf(|x0|; : : : ; |xn−1|; t) + 3).
We now consider the cost of running the %i-side of the play. Let p1 :N3→N be a
polynomial that bounds the run times of particular programs for R1, S1, and T 1 (from
(7)–(9)). It follows from the de?nitions of play, C, and T ′ that there is a polynomial
p :N2→N (independent of i, x0; : : : ; xn−1, and t) such that if the play goes on for m
rounds and the length of the coded sequence of replies is never greater than n, then the
cost of running the %i-side of the play is no more than p(m;p1(|i|; n; t)). It follows from
the bounds of the previous paragraph that m6t and n6t · (2 ·pf(|x0|; : : : ; |xn−1|; t)+3).
Thus, we have established our polynomial bound.
5.3. Vertex covers
The vertex cover problem is
GIVEN an undirected graph G=(V; E) and a k6Card(V ), DECIDE whether there is
a V ′ ⊆ V with Card(V ′)6k such that, for each {u; v}∈E, at least one of u and
v belongs to V ′.
Karp [2,5] showed that the vertex cover problem is NP-complete.
Proof of Theorem 14. We prove the contrapositive. Suppose that insth is a polynomial
overhead instantiation of h, and ph is the associated polynomial. We show how to use
insth to build a deterministic, polynomial-time vertex-cover tester.
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Our ?rst order of business is to establish a convenient way of encoding instances of
the vertex-cover problem into strings. We de?ne a coded instance of vertex cover to be
a triple (0n; 0k ; 〈	〉), where n¿k and 	 is of the form [〈y0; z0〉; : : : ; 〈ym; zm〉] where for
each i, yi¡zi¡n and where no 〈yi; zi〉 is repeated in the list. Thus, the instance coded
is (G; k) where G=({0; : : : ; n − 1}; E) and E consists of the pairs in 	. 4 A solved
coded instance consists of a 4-tuple (0n; 0k ; 〈	〉; 〈
〉), where (0n; 0k ; 〈	〉) is a coded
instance, 
 is of the form [?x0; : : : ; ?xn−1; !0], and each coded pair in 	 has at least one
member in {x0; : : : ; xk−1}. 5 Let S be the collection of all solved coded instances. It
is straightforward that membership in S is polynomial-time decidable.
Our vertex-cover tester will be based on rn of Example 10. For each j and n, let
Gn, gn#, and "j be as in Example 10. Before we consider our modi?cation of rn, let us
discuss some key properties of rn itself. From our de?nition of rn it is clear that there
is an in ∈N and a polynomial pn such that %in = rn and, for all  with rn〈〉 ↓, we
have 'in(〈〉)6pn(|〈〉|). It is straightforward to show that for all the ’s for which
rn〈〉 ↓, we have |〈〉|62(n + 2)2. Hence, a little calculation shows that for each gn#
we have that C(in; gn#)6(n+1) ·pn(2(n+2)2), and thus, by our assumptions on insth
and ph, for each # we have
C(insth(in); gn#)6 ph((n+ 1) · pn(2(n+ 2)2)):
Now suppose that i′n is a possible variant of in such that on certain of the g
n
#’s we may
(or may not) have (%i′n | gn#) ↑ and for all the other gn#’s, the computations of i′h in the
play of “%i′n | gn#” are identical to those of in in the play of “%in | gn#.” So, if (%i′n | gn#) ↓
for all the gn#, then for all #,
C(insth(i′n); g
n
#)6 ph((n+ 1) · pn(2(n+ 1))): (11)
On the other hand, if (%i′n | gn#) ↑ for at least one of the gn#, then for all #,
C(insth(i′n); g
n
#) =∞:
Hence, we can test if (%i′n | gn#) ↑ on any of the #’s by simply picking an arbitrary #
and checking if (11) fails for this particular #. N.B. This is the key idea for performing
the search in our vertex-cover tester. To apply this idea, we have to integrate it with
an appropriate parameterization of coded instances and check that all the details work
out.
4 A standard measure of the size of a graph G= (V; E) is |G|=Card(V )+Card(E). Suppose (0n; 0k ; 〈	〉)
is a coded instance (G; k) where G= ({0; : : : ; n− 1}; E). Then some calculation shows that |G|+ k6|0n|+
|0k |+ |〈	〉|6n+ k +Card(E) · (8 log2 n+13)68 · (|G|+2)2 + k. Hence, our representation of the problem
and the standard representation are polynomially close in size. This would not have been the case if we had
chosen to represent n in dyadic (or binary) notation instead of unary.
5 Coding solutions this way is completely ad hoc, but quite convenient as we shall see.
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Here then is our modi?cation of rn. Let f :!2×N2*N be such that:
f(0n; 0k ; 〈	〉; 〈〉)
=


?〈"j〉 if = [?x0; : : : ; ?xm] where m ¡ n and
x0; : : : ; xm are ¡ n and pairwise distinct;
!0 if = [?x0; : : : ; ?xn−1; !0] where x0; : : : ; xn−1
are ¡ n and pairwise distinct;
and (0n; 0k ; 〈	〉; 〈〉) =∈S;
unde?ned otherwise:
(12)
Note: If (0n; 0k ; 〈	〉; 〈
〉)∈S, then f(0n; 0k ; 〈	〉; 〈
〉) ↑.
We need to analyze the complexity of this f. Since our coding of sequences is
polynomial time, it follows that there is an if such that f=%4if and also there is a
polynomial pf such that, for all n, k, 	, and  such that f(0n; 0k ; 〈	〉; 〈〉) ↓, we have
'4if(0
n; 0k ; 〈	〉; 〈〉)6 pf(n; k; |〈	〉|; |〈〉|):
It is straightforward to show that for each  such that f(0n; 0k ; 〈	〉; 〈〉) ↓, we have
that |〈〉|62(n+ 2)2. Hence, we can replace the above inequality with
'4if(0
n; 0k ; 〈	〉; 〈〉)6 pf(n; k; |〈	〉|; 2(n+ 2)2): (13)
To make use of this f with insth, we need a “partially evaluated” version of if.
So suppose s:!2×N→N is given by: s(0n; 0k ; 〈	〉)= s3;1(if; 0n; 0k ; 〈	〉). Then s is
polynomial-time computable, and for all n, k, 	, and ,
%s(0n;0k ;〈	〉)〈〉 = f(0n; 0k ; 〈	〉; 〈〉): (14)
Moreover, if f(0n; 0k ; 〈	〉; 〈〉) ↓, then by (6) and (13) we have
's(0n;0k ;〈	〉)〈〉〉〉6 ps(n; k; |〈	〉|); (15)
where ps is the polynomial such that
ps(n; k; m) = p3;1(n; k; m; pf(n; k; m; 2(n+ 2)2)):
For this paragraph ?x (0n; 0k ; 〈	〉), a coded instance of vertex cover. Let (G; k) be
the instance of vertex cover so coded, let #id be the identity permutation on
{0; : : : ; n − 1}, let #0 be an arbitrary permutation on {0; : : : ; n − 1}, and let

= [?#0(0); : : : ; ?#0(n− 1); !0]. Thus,
(%s(0n;0k ;〈	〉) | gn#0 )
= ((y:f(0n; 0k ; 〈	〉; y)) | gn#0 ) (by (14))
=f(0n; 0k ; 〈	〉; 〈
〉) (by (12); (13); and the de?nition of play):
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By our de?nition of f, we thus have
• If (0n; 0k ; 〈	〉; 〈
〉)∈S, then (%s(0n;0k ;〈	〉) | gn#0 ) ↑.
• If (0n; 0k ; 〈	〉; 〈
〉) =∈S, then (%s(0n;0k ;〈	〉) | gn#0 ) ↓ =0.
Therefore, we have the following two cases.
Case 1: G has a vertex cover of size 6k. Then, for at least one #, we have
(%s(0n;0k ;〈	〉) | gn#) ↑. Hence by h’s construction, (%insth(s(0n;0k ;〈	〉)) | gn#id ) ↑ and
C(insth(s(0n; 0k ; 〈	〉)); gn#id ) =∞:
Case 2: G fails to have a vertex cover of size 6k. Then, for all #, we have
(%s(0n;0k ;〈	〉) | gn#)↓=0. Hence by h’s construction, (%insth(s(0n;0k ;〈	〉)) | gn#id )↓=0. In fact,
by (15) and our hypotheses on insth and ph, we have
C(insth(s(0n; 0k ; 〈	〉)); gn#id )6 ph
(
(n+ 1) · ps(n; k; |〈	〉|)
)
: (16)
Finally, let VC:!2×N→{true; false} be given by
VC(0n; 0k ; 〈	〉) ≡ [(16) fails to hold]:
We claim that this is our polynomial-time, vertex-cover tester. First let us check cor-
rectness. Suppose (0n; 0k ; 〈	〉) is a coded instance of the vertex-cover problem and
(G; k) is the instance so coded. We know from the case analysis of the previous para-
graph that G has a vertex cover of size k or less if and only if (16) is false. Hence,
correctness follows. Now let us check that VC is polynomial-time computable. First
note that there is a polynomial-time computable g:!×N→N such that
g(0n; x) =
{
gn#id (x) if g
n
#id (x) ↓;
0 otherwise:
Also note that in the play of “(y:f(0n; 0k ; 〈	〉; y)) | gn#0 ,” the function gn#0 is never
queried on any value on which it is unde?ned. So (16) is equivalent to
C(insth(s(0n; 0k ; 〈	〉)); x:g(0n; x))6 ph
(
(n+ 1) · ps(n; k; |〈	〉|)
)
:
This, in turn is equivalent to
T ′(insth(s(0n; 0k ; 〈	〉)); x:g(0n; x); 0m) = 1; (17)
where m=ph((n+1)·ps(n; k; |〈	〉|)) and T ′ is as in (10). It is straightforward that from
(0n; 0k ; 〈	〉) one can compute 0m in polynomial time. Also, since insth, s, and g are
polynomial-time functions, it follows from Lemma 16 that within polynomial time we
can test (17), and hence, also (16). Therefore, VC is polynomial-time computable.
Denition 17. Suppose r; g∈PR. We say that r queries g in tree order if and only
if, in the play of “r | g”, r’s ?rst question is ?〈 〉 (i.e., r asks g what its ?rst question
to its oracle is) and every subsequent question r asks is of the form ?〈; x〉 where ?〈〉
is a question r asked previously in this game and g〈〉 is not an answer.
This is a rather technical de?nition. The idea is that if r queries g in tree order,
then r must systematically explore down branches of g’s decision tree. For example,
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r cannot ask ?〈6; 7; 98〉 without having previously asked ?〈 〉, ?〈6〉, and ?〈6; 7〉—in
that order. Also note that querying in tree order allows for games in which, at a
given point in the play, multiple branches of a decision tree that are only partially
explored.
Lemma 18. Suppose t realizes a retraction and r queries g in tree order where r is
semi-irredundant and g is irredundant.
(a) The play of (t • r) against g is identical to the play of r against g. Thus in
particular, if (r | g) ↑ then ((t • r) | g) ↑.
(b) Suppose that gˆ is irredundant, gˆ ∼2 g, and (r | g) ↑. Then ((t • r) | gˆ) ↑.
Proof. Part (a). Suppose by way of contradiction that the plays of “(t • r) | g” and
“r | g” fail to match. We consider the case in which the ?rst place that the two plays
do not match (t • r) asks a question, say ?z. (The other cases are similar.) Let  and
 be the ?nite parts of r and g, respectively, used in the play of the two games up to
this point. Then it is straightforward to extend  and  to r0 and g0, respectively, so
that r0 is ∼2-extensional, (r0 | g0) ↓, and g0(z) ↑. So, since in the play of “(t • r0) | g0”,
(t • r0) will ask the question ?z, we have that (t • r0) | g0 ↑. Hence, r0 is ∼2-extensional
and r0 | g0 =(t • r0) | g0. Thus t fails to realize a retraction, a contradiction.
Part (b). Since t • r must be ∼2-extensional, this part follows from part (a).
Proof of Theorem 15. Note that in the proof of Theorem 14, for each n, k, 	 and #,
y:f(0n; 0k ; 〈	〉; y) queries gn# in tree order. Hence it follows from Lemma 18 that the
argument for h works just as well for t.
6. Conclusions and problems
We have con?rmed Longley’s suspicions [8] as to the infeasibility of H . Our results
are thus not too surprising. What may be a bit surprising is that these results were
obtained by very simple (if ham-?sted) means. We would like to think that this indi-
cates that simple standard tools and techniques suPce to start exploring some of the
complexity theoretic issues around the recent work on dialog games and realizability.
SR is a very natural and strong class of sequentially computable functionals. A key
question is whether one can construct a practical functional programming
language based on SR. The results of this paper show that one set of approaches
to constructing such a language is infeasible because of complexity concerns. We sus-
pect any functional language based on SR will run into similar problems. Formalizing
and establishing (or refuting) this suspicion are open problems. (The situation for non-
functional languages based on SR [10] looks more hopeful.) Moreover, the proofs of
Theorems 14 and 15 suggest that there are serious complexity theoretic diPculties
that result from mixing strong forms of sequentiality and extensionality. Exploring the
extent of these diPculties could be quite interesting.
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