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Gegenstand dieser Arbeit ist die Einbindung von Nutzerpra¨ferenzen bei der Formulierung
von Multimedia-Anfragen. Pra¨ferenzen bezu¨glich einzelner Suchbedingungen ko¨nnen auf
zwei alternative Weisen spezifiziert werden: in Form von Halbordnungen sowie in Form
von numerischen Gewichten. In dieser Arbeit wird die Spezifikation von Pra¨ferenzen durch
Gewichte fokussiert. Dabei werden verschiedene Semantiken mit den Gewichten assoziiert.
So ko¨nnen neben Relevanzgewichten auch Schwellwert- und Operatorgewichte eingesetzt
werden.
Um eine ada¨quate Spezifizierung von Nutzerpra¨ferenzen bei der Formulierung von An-
fragen gewa¨hrleisten zu ko¨nnen, wird ein Multi-Level-Gewichtungsmodell entworfen. Die-
ses Anfragemodell unterstu¨tzt die Formulierung verschiedener Mo¨glichkeiten der Gewich-
tung in komplexen Multimedia-Anfragen. Das Modell bietet die notwendige theoretische
Basis, um neben der Angabe von Pra¨ferenzen bei der Anfrageformulierung eine iterative An-
fragemodifikation durch entsprechende Relevanz-Feedback-Mechanismen zu ermo¨glichen.
Bestehende Multimedia-Anfragesprachen erlauben die Einbeziehung von Nutzerpra¨fe-
renzen bei der Anfrageformulierung nur unzureichend. Aus diesem Grund wird aufbauend
auf demMulti-Level-Gewichtungsmodell die visuelle Multimedia-Anfragesprache WS-QBE
entwickelt. Der Sprachentwurf beru¨cksichtigt die allgemeinen Anforderungen an Anfrage-
sprachen, die multimediaspezifischen Anforderungen sowie die Anforderungen bezu¨glich
der Pra¨sentation der Ergebnisse.
Die formale Semantik der Sprache WS-QBE wird durch die Abbildung auf ein A¨hnlich-
keitskalku¨l beschrieben. Das A¨hnlichkeitskalku¨l integriert die verschiedenen Arten der Ge-
wichtung und erlaubt somit eine ada¨quate Umsetzung des Multi-Level-Gewichtungsmo-
dells. Ferner werden die Ausdru¨cke des Kalku¨ls in jeweils einen Ausdruck einer A¨hnlich-
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In einer Welt der immer sta¨rkeren Verbreitung digitaler Technologien nimmt Multimedia-
Retrieval eine wachsende Rolle bei den informationsverarbeitenden Systemen ein. In zuneh-
mendem Maße gewinnt die Recherche in digitalen Bibliotheken an Bedeutung. Dabei wer-
den Datenbanken in einem immer gro¨ßer werdenden Umfang von Personen genutzt, die
u¨ber keine formale Datenbank-Ausbildung verfu¨gen. So besteht beispielsweise der Wunsch
eines Nutzers, in seiner digitalen Bildkollektion nach Bildern zu recherchieren, die einem ge-
gebenenMusterbild a¨hnlich sind. Aber auch in der Gescha¨ftswelt wird deutlich, dass der Be-
darf der Multimedia-Suche in großen Kollektionen gegeben ist. Beispielsweise wird in dem
LostArt-System die Recherche nach kriegsbedingt verbrachten Kulturgu¨tern unterstu¨tzt und
durch eine Bilda¨hnlichkeitssuche erga¨nzt (Sattler u. a., 2002). Damit kann die Suche nach
Doubletten und mo¨glichen U¨bereinstimmungen zwischen Fund- und Suchmeldungen nicht
nur auf Basis der textuellen Beschreibungen, die oftmals fehleranfa¨llig sein ko¨nnen, son-
dern auch direkt auf Basis der Abbildungen erfolgen. Auf Grund des sich durch die Ver-
breitung digitaler Technologien neu erschließenden Personenkreises muss die Formulierung
von Anfragen einfach sein, so dass auch Nutzer ohne detailliertes Datenbank-Wissen die
gewu¨nschten Informationen aus der Datenbank beschreiben ko¨nnen.
Daneben stellt die zunehmende Personalisierung der Recherche neue Herausforderungen
an die Datenbank-Technologie. Dies verlangt das Bereitstellen flexibler und ma¨chtiger Mo-
dellierungstechniken fu¨r komplexe Anfragen (Kießling, 2002). Eine wichtige Aufgabe ist da-
bei die Integration von Nutzerpra¨ferenzen. In unserem ta¨glichen Leben sind Pra¨ferenzen
allgegenwa¨rtig und nehmen eine wichtige Stellung in der Software-Gemeinschaft ein, wie
die diversen Vero¨ffentlichungen in (ACM, 2000) zeigen. Pra¨ferenzen ko¨nnen auf die un-
terschiedlichste Art und Weise ausgedru¨ckt werden. So erweitern Pra¨ferenzanfragen die
klassischen Datenbankanfragen um zusa¨tzliche weiche Anfragebedingungen, wodurch die
Probleme des Empty-Result-Set und Flooding klassischer Datenbankanfragen gelo¨st werden
ko¨nnen (Kießling, 2002). Eine andereMo¨glichkeit besteht in dem Einsatz von Gewichten, wie
beispielsweise von Relevanzgewichten. Diese Alternative wird oftmals bei der Abbildung
derNutzerwu¨nsche imRahmen desMultimedia-Retrievals verwendet (Fagin undWimmers,
2000).
Eine weitere wichtige Tatsache, die in diesem Kontext immer mehr an Bedeutung ge-
winnt, liegt in der Diskrepanz zwischen der realen Welt und der exakten Datenbank-Welt
begru¨ndet. In der klassischen exakten Datenbank-Welt sind Anfragen typischerweise durch
scharfe Bedingungen charakterisiert, so dass diese Anfragen entweder voll oder gar nicht
erfu¨llt werden. Hingegen werden in der realen Welt Anfragen oftmals vage ausgedru¨ckt. Im
Zusammenhang mit inhaltsbasierten Multimedia-Anfragen, also der Suche nach a¨hnlichen
Objekten in einer Kollektion, sind unscharfe Anfragen unumga¨nglich. Daru¨ber hinaus sind
auch hier Nutzerpra¨ferenzen bei der Formulierung von Anfragen zu beru¨cksichtigen. Aus
diesen Gru¨nden erfolgt ein Paradigmenwechsel von den exact-match Anfragen zu den best-
match Anfragen. Das bedeutet, dass nun diejenigen Objekte das Anfrageergebnis bilden, die
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den Anfragebedingungen einschließlich der spezifizierten Pra¨ferenzen am besten gerecht
werden. Die Realisierung unscharfer Anfragen und ein damit verbundenes Ranking der
Ergebnisobjekte wird bereits seit langem von Information-Retrieval-Systemen unterstu¨tzt.
Aber auch hier fehlt es bisher an Methoden zur Integration von Nutzerpra¨ferenzen. Aufga-
be der Datenbank-Technologie ist es nun, entsprechende Methoden und Lo¨sungsansa¨tze fu¨r
Multimedia-Retrieval-Systeme bereitzustellen, die es erlauben, sowohl unscharfe Multime-
dia-Anfragen als auch Nutzerpra¨ferenzen ada¨quat abzubilden.
1.1 Zielstellung der Arbeit
Derzeitig basiert die Anfrageformulierung in Datenbanken auf scharfen Selektionsbedin-
gungen. Damit ergibt sich in klassischen Datenbanken mit Booleschen Anfragen das Pro-
blem, dass Anfragen ha¨ufig eine leere oder aber eine zu grosse Ergebnismenge zuru¨ckliefern.
BeiMultimedia-Anfragen, die neben exakten Pra¨dikaten auch unscharfe Pra¨dikate beru¨ck-
sichtigen, kann die Kardinalita¨t der Ergebnismenge durch top-k-Anfragen derart beeinflusst
werden, dass nur die k besten Objekte zuru¨ckgeliefert werden. Eine weitere Mo¨glichkeit die
Ergebnismenge einzuschra¨nken, besteht in der Vorgabe von Schwellwerten.
Dennoch besteht bei Multimedia-Anfragen das Problem, dass das gesuchte Objekt mitun-
ter nicht in der Ergebnismenge ist. Dies liegt zum Teil in der semantische Lu¨cke zwischen
Anwender und System begru¨ndet. Aus diesem Grund werden Techniken des Relevanz-
Feedbacks eingesetzt, um das Anfrageergebnis so lange zu verfeinern, bis der Nutzer dem
Ergebnis zustimmt. Durch diese Interaktion zwischen Nutzer und System wird versucht,
die semantische Lu¨cke zu schließen beziehungsweise dahingehend zu verringern, so dass
der Suchwunsch des Nutzers ausreichend zufrieden gestellt wird.
Der Nachteil dieser Herangehensweise ist, dass erst im Nachhinein, also auf Basis der An-
frageergebnisse, die Pra¨ferenzen des Nutzers zum Tragen kommen. Dies geht jedoch nicht
mit der realen Welt konform. Denn hier ist es oftmals so, dass der Nutzer bereits bei der
Formulierung der Anfrage u¨ber bestimmte Pra¨ferenzen verfu¨gt. Daher sollte dem Anwen-
der schon bei der ersten Anfrageformulierung dieMo¨glichkeit geboten werden, Pra¨ferenzen,
beispielsweise bezu¨glich der Priorita¨t oder Relevanz der einzelnen Kriterien, auszudru¨cken.
Erstere finden in Form von Pra¨ferenzanfragen vermehrt Anwendung beim Daten- und In-
formation-Retrieval (Kießling, 2002), wa¨hrend Letztere in Form von Gewichten besonders
im Multimedia-Retrieval eingesetzt werden (Fagin und Wimmers, 2000). Die verschiedenen
Modelle fu¨r eine Gewichtung von Anfragen beru¨cksichtigen derzeitig meist nur die Formu-
lierung von Pra¨ferenzen in einfachen Anfragen und unterstu¨tzten oftmals nur eine Art von
Gewichten: die Relevanzgewichte. Andere Arten, wie Operator- oder Schwellwertgewich-
te, finden nur selten Anwendung. Eine Ausnahme stellt das Anfragemodell von Herrera-
Viedma (2001a,b) dar, welches verschiedene Gewichtungssemantiken integriert. Der Nach-
teil dieses Ansatzes liegt jedoch darin begru¨ndet, dass in jeder Ebene einer komplexen An-
frage nur eine spezielle Art der Gewichtung unterstu¨tzt wird. So du¨rfen auf der Ebene der
atomaren Anfrageterme nur Schwellwertgewichte und auf der Ebene der Teilanfragen nur
Relevanzgewichte vergeben werden. Damit werden die Ausdrucksmo¨glichkeiten des Nut-
zers bezu¨glich der Formulierung seiner Pra¨ferenzen eingeschra¨nkt.
Ein Ziel dieser Arbeit liegt in der Entwicklung einesMulti-Level-Gewichtungsmodells fu¨r die
Abbildung von Nutzerpra¨ferenzen durch unterschiedliche Arten von Gewichten in komple-
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xen Multimedia-Anfragen. Damit ko¨nnen Suchanforderungen weit detaillierter als in ge-
wo¨hnlichen Multimedia-Anfragen spezifiziert werden. Dadurch ist bereits die Initialanfrage
gut auf die Nutzerbedu¨rfnisse zugeschnitten, so dass bessere Anfrageergebnisse erzielt wer-
den ko¨nnen.
Auch die Evaluierung gewichteter Anfragen durch sogenannte Scoring-Funktionen weist
derzeit Defizite auf. So kann die Aggregation der Relevanzwerte unter Beachtung der Ge-
wichte oftmals nicht ada¨quat erfolgen, da die verwendeten Scoring-Funktionen beispiels-
weise werden lokal linear noch streng monoton sind. Aus diesem Grund sollen zuna¨chst
im Gewichtungsmodell Anforderungen an solche Funktionen spezifiziert werden. Unter Be-
ru¨cksichtigung dieser Anforderungen ko¨nnen dann entsprechende Scoring-Funktionen ab-
geleitet werden.
Damit der Nutzer seine Pra¨ferenzen durch die verschiedenen Gewichte ada¨quat spezi-
fizieren kann, mu¨ssen entsprechende Sprachmittel durch eine geeignete Multimedia-An-
fragesprache bereitgestellt werden. Die in den vergangenen Jahren entwickelten Multime-
dia-Anfragesprachen sind oftmals textbasiert und stellen Erweiterungen der StructuredQue-
ry Language (SQL) oder der Object Query Language (OQL) dar. Beliebt in Multimedia-
Information-Retrieval-Systemen – da sehr einfach und nutzerfreundlich – ist die Formulie-
rung von Query-By-Example-Anfragen. Aus diesem Grund wurden neue visuelle Multime-
dia-Anfragesprachen entwickelt. Nachteilig an diesen Sprachen ist, dass sie nicht universell
einsetzbar sind und die Spezifikation von Nutzerpra¨ferenzen nur bedingt unterstu¨tzen. So-
mit besteht auch hier ein erheblicher Forschungsbedarf.
Auf Grund der Defizite bestehenderMultimedia-Anfragesprachen und der Vorteile visuel-
ler Sprachen ergibt sich direkt ein weiteres Ziel dieser Arbeit: der Entwurf einer Multimedia-
Anfragesprache, welche der visuellen Anfragesprache Query-By-Example (QBE) a¨hnlich ist.
Diese Multimedia-Anfragesprache wird alsWeighted-Similarity-Query-By-Example (WS-QBE)
bezeichnet. Sie soll die Umsetzung des Multi-Level-Gewichtungsmodells durch die Bereit-
stellung verschiedener Sprachkonstrukte zur Beschreibung der Pra¨ferenzen gewa¨hrleisten.
Die formale Semantik der Sprache wird durch die Abbildung auf ein A¨hnlichkeitskalku¨l be-
schrieben. Dieses wird, wie auch eine A¨hnlichkeitsalgebra, formal eingefu¨hrt. Dabei wird zum
Teil auf bestehende Erweiterungen der relationalen Algebra zuru¨ckgegriffen. Beispielsweise
wird der cut-Operator aus der SAMEW-Algebra (Ciaccia u. a., 2000) u¨bernommen.
Bedingt durch diverse, skalierbare Mo¨glichkeiten der Anfrageformulierung in WS-QBE
kann die Initialanfrage gut auf die Nutzerbedu¨rfnisse abgestimmt werden. Dadurch ko¨nnen
wiederum bessere Retrieval-Ergebnisse erzielt werden. Dennoch kann eine weitere iterative
Anfrageverfeinerung notwendig sein. Das Gewichtungsmodell bietet fu¨r den Entwurf ent-
sprechender Relevanz-Feedback-Methoden die notwendige theoretische Basis.
1.2 Ergebnisse
In dieser Arbeit wird das Multi-Level-Gewichtungsmodell als neuer Ansatz fu¨r die Abbil-
dung von Pra¨ferenzen in komplexenMultimedia-Anfragen entwickelt. Dabei handelt es sich
um ein Anfragemodell, das die Spezifikation von verschiedenen Arten von Gewichten auf
allen Ebenen in komplexen Anfragen unterstu¨tzt. Damit ist neben einer Gewichtung einzel-
ner atomarer Anfrageterme auch eine Gewichtung von Teilanfragen mo¨glich. Der Nutzer
erha¨lt die Freiheit, zwischen verschiedenen Gewichtungssemantiken zu wa¨hlen. Dieses er-
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laubt im Vergleich zu den bisherigen Ansa¨tzen eine ausdruckssta¨rkere Formulierung von
Nutzerpra¨ferenzen.
Daru¨ber hinaus werden Anforderungen an Scoring-Funktionen, die bei der Evaluierung
gewichteter Anfragen genutzt werden, propagiert und Transformationsregeln fu¨r relevanz-
gewichtete, komplexe Anfragen entwickelt. Diese sind im Rahmen einer Anfrageoptimie-
rung von Bedeutung.
Weiterhin wird eine neue visuelle QBE-a¨hnliche Multimedia-Anfragesprache entwickelt.
Diese basiert auf demMulti-Level-Gewichtungsmodell, integriert unterschiedliche multime-
diaspezifische Funktionalita¨ten und erlaubt die Abbildung von Nutzerpra¨ferenzen. Die Se-
mantik der Multimedia-Anfragesprache WS-QBE wird durch ein erweitertes A¨hnlichkeits-
kalku¨l und durch eine entsprechende A¨hnlichkeitsalgebra beschrieben. Letztere bildet die
Grundlage fu¨r eine Anfrageoptimierung.
Das Neuartige an dieser Arbeit ist, dass eine durchga¨ngige, in sich schlu¨ssige Lo¨sung –
beginnend beim Anfragemodell, u¨ber eine entsprechende Erweiterung des Kalku¨ls und der
relationalen Algebra bis hin zu einer nutzerfreundlichen Multimedia-Anfragesprache reali-
siert wird.
1.3 Gliederung
Die Arbeit besteht im Wesentlichen aus drei Haupteilen (vgl. Abbildung 1.1). Im ersten Teil
wird der Stand der Forschung beschrieben. Dem folgt der Kern der Arbeit mit der Ent-
wicklung eines Gewichtungsmodells, der Beschreibung eines A¨hnlichkeitskalku¨ls und ei-
ner A¨hnlichkeitsalgebra sowie dem Entwurf der Multimedia-Anfragesprache WS-QBE. Den
letzten Hauptteil der Arbeit bildet die Beschreibung der Implementierung, die Evaluierung
der Sprache und des Gewichtungsmodells sowie die Zusammenfassung der Arbeit. Ein Aus-
blick auf potentielle, weiterfu¨hrende Forschungsta¨tigkeiten rundet diesen Teil ab.
Abbildung 1.1: Aufbau der Arbeit
Konkret ist die Arbeit wie folgt aufgebaut: In Kapitel 2 werden die grundlegenden Be-
griffe dieser Arbeit definiert. Es wird ferner in das Gebiet des Information-Retrievals ein-
gefu¨hrt und dabei auf die wichtigsten Retrieval-Modelle eingegangen. Darauf aufbauend
erfolgt die Beschreibung des Multimedia-Information-Retrievals. Dabei werden die unter-
schiedlichen Arten desMultimedia-Retrievals skizziert. Ferner erfolgt eine Abgrenzung zum
herko¨mmlichen Daten- und Information-Retrieval, indem die Besonderheiten und Charak-
teristika des Multimedia-Retrievals herausgearbeitet werden. Daran anschließend werden
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die einzelnen Schritte des Multimedia-Retrieval-Prozesses beschrieben. Des Weiteren wird
in diesem Kapitel auf die vielfa¨ltigen Mo¨glichkeiten der Einbindung von Nutzerpra¨ferenzen
in den Retrieval-Prozess eingegangen. Es werden hierbei Mo¨glichkeiten der Formulierung
von Pra¨ferenzen sowohl bei der Formulierung der Anfrage als auch auf Basis der Ergebnisse
durch Relevanz-Feedback dargelegt.
In Kapitel 3 steht die Evaluierung bestehender Multimedia-Anfragesprachen im Vorder-
grund. Von besonderem Interesse ist hierbei die Nutzerfreundlichkeit. Daher wird unter-
sucht, inwieweit die Spezifikation von Nutzerpra¨ferenzen durch die verschiedenen Mul-
timedia-Anfragesprachen unterstu¨tzt wird. Grundlage fu¨r diese Untersuchung bilden die
Anforderungen an Multimedia-Anfragesprachen. Diese ergeben sich zum einen aus den all-
gemeinen Anforderungen an Anfragesprachen und zum anderen aus den Besonderheiten
des Multimedia-Retrievals. Anders als beim Daten- und Information-Retrieval ergeben sich
weiterhin auf Grund der Verarbeitung von Multimedia-Daten spezielle Anforderungen an
die Pra¨sentation der Ergebnisobjekte. Diese Anforderungen werden zu Beginn des Kapitels
genauer erla¨utert.
Neben verschiedenen Multimedia-Anfragesprachen existieren einige Erweiterungen des
Bereichskalku¨ls und der relationalen Algebra, die die Formulierung von Nutzerpra¨ferenzen
ermo¨glichen. Ferner gibt es diverse Erweiterungen der Anfragesprache SQL, die zwar selbst
keine eigensta¨ndige Multimedia-Anfragesprache ausmachen, jedoch interessante Ansa¨tze
aufweisen, welche bei der Entwicklung einer Multimedia-Anfragesprache Beru¨cksichtigung
finden sollten. Diese Erweiterungen werden ebenfalls in diesem Kapitel vorgestellt.
In Kapitel 4 wird das Gewichtungsmodell zur Formulierung von Pra¨ferenzen in kom-
plexen Multimedia-Anfragen durch Verwendung verschiedener Arten von Gewichten ein-
gefu¨hrt. Die Ausgangsbasis dafu¨r bildet ein einfaches Anfragemodell. Dieses unterstu¨tzt
zuna¨chst nur eine Relevanzgewichtung der Anfrageterme. Da die Evaluierung solcher rel-
vanzgewichteten Anfragen unter Verwendung einer gewichteten Scoring-Funktion erfolgt,
werden verschiedene Anforderungen an eine solche Funktion gestellt. Diese werden be-
schrieben. Daraufhin erfolgt eine Evaluierung derzeitig im Multimedia-Retrieval eingesetz-
ter Scoring-Funktionen. Aufbauend auf dem Basisanfragemodell erfolgt die Entwicklung
des Multi-Level-Gewichtungsmodells. Dieses gewa¨hrleistet die Formulierung von Pra¨feren-
zen auf allen Ebenen in komplexen Multimedia-Anfragen. In diesem Modell werden ver-
schiedene Arten der Gewichtung integriert. Hierbei findet die Anfrageevaluierung unter
Beru¨cksichtigung der Relevanzgewichte durch Verwendung einer gewichteten Multi-Level-
Scoring-Funktion statt. Daher werden die Anforderungen, die fu¨r einfache gewichtete Sco-
ring-Funktionen spezifiziert sind, erweitert. Es wird anschließend eine konkrete gewichtete
Multi-Level-Scoring-Funktion vorgeschlagen. Daraufhin werden Transformationsregeln fu¨r
gewichtete, komplexe Anfragen propagiert.
Das Kapitel 5 beschreibt die formale Semantik der Anfragesprache WS-QBE. Grundlage
dafu¨r bildet das Multi-Level-Gewichtungsmodell. Dieses wird in dem A¨hnlichkeitskalku¨l
umgesetzt. Damit werden die Grundlagen fu¨r eine deklarative Multimedia-Anfragesprache,
welche die Mo¨glichkeit bietet, Nutzerpra¨ferenzen auf unterschiedliche Art und Weise abzu-
bilden, gelegt. Ferner wird eine A¨hnlichkeitsalgebra beschrieben. Sie bildet die Ausgangs-
basis fu¨r eine algebraische Optimierung. Es ist somit mo¨glich, einen beliebigen Anfrage-
ausdruck aus dem Kalku¨l in einen entsprechenden Algebraausdruck zu u¨berfu¨hren. Dafu¨r




Den Schwerpunkt des Kapitels 6 bildet der Entwurf der visuellen Multimedia-Anfrage-
sprache WS-QBE. Nach einer Motivation erfolgt eine kurze Beschreibung der Grundlagen
der Anfragesprache QBE. Sie bildet die Basis fu¨r WS-QBE. Im Anschluss daran werden die
grundlegenden Prinzipien von WS-QBE dargelegt. Es wird auf die unterstu¨tzten Pra¨dikate
und Junktoren eingegangen. Ferner werden die Mo¨glichkeiten zur Formulierung von Anfra-
gen und zur Spezifikation von Pra¨ferenzen geschildert. Es wird aufgezeigt, wie die Parame-
trisierung der Ergebnisausgabe erfolgen kann. Des Weiteren wird in diesem Kapitel sowohl
die Syntax als auch die Semantik der Multimedia-Anfragesprache formal beschrieben.
In Kapitel 7 erfolgt die Beschreibung der Implementierung der verschiedenen umgesetz-
ten Systemkomponenten. Darauf aufbauend findet eine Evaluierung der Multimedia-An-
fragesprache WS-QBE statt. Hierfu¨r werden einige typische Anfragen aus dem Kontext von
LostArt mittelsWS-QBE formuliert. Bei der Evaluierung steht die Untersuchung der Sprache
WS-QBE bezu¨glich der Erfu¨llung der Anforderungen an eine Multimedia-Sprache im Vor-
dergrund. Es wird verifiziert, inwiefern die in Kapitel 3 beschriebenen Anforderungen an
eine Multimedia-Anfragesprache von WS-QBE erfu¨llt werden. Ferner wird in diesem Kapi-
tel eine Fallstudie zum Multi-Level-Gewichtungsmodell vorgestellt. Dabei wird untersucht,
ob mit diesem Gewichtungsmodell Nutzerpra¨ferenzen ada¨quat umgesetzt werden ko¨nnen,
so dass mit gewichteten Anfragen im Vergleich zu herko¨mmlichen Anfragen tatsa¨chlich bes-
sere Retrieval-Ergebnisse erzielt werden ko¨nnen.
Das Kapitel 8 entha¨lt eine Zusammenfassung dieser Arbeit und einen Ausblick auf weitere
Forschungsansa¨tze. Auf zwei besonders interessante Forschungsthemen, die sich aus dieser
Arbeit ergeben, wird dabei na¨her eingegangen. Dazu za¨hlt zum einen die Entwicklung von
neuen Relevanz-Feedback-Methoden auf Basis des Multi-Level-Gewichtungsmodells. Zum




In diesem einleitenden Kapitel wird eine kurze Einfu¨hrung in das Gebiet des Multimedia-
Information-Retrievals gegeben, um die im weiteren Verlauf der Arbeit verwendete Ter-
minologie festzulegen. Neben der Abgrenzung und Herausarbeitung der Charakteristika
des Multimedia-Information-Retrievals erfolgt eine kurze Darstellung des Prozesses zum
Retrieval von Multimedia-Objekten. Es wird ferner darauf eingegangen, inwieweit Nutzer-
pra¨ferenzen in den Retrieval-Prozess eingebunden werden ko¨nnen.
2.1 Taxonomie
Zuna¨chst soll der Begriff desMediums festgelegt werden. Da sich einMedium aus technischer
Sicht anders als aus der Sicht der Rezipienten definiert und der Begriff des Mediums somit
aus verschiedenen Blickwinkeln betrachtet werden kann, ist eine eindeutige Definition fu¨r
diesen Begriff nur schwer zu finden. Es lassen sich also mehrere Medienbegriffe formulieren.
Im Allgemeinen wird der Begriff des Mediums alsMittel oderMittler aufgefasst. Dement-
sprechend ist ein Medium etwas, was in irgendeiner Form vermittelt. Ein Sender erzeugt
eine Nachricht, indem er auf ein bestimmtes Medium einwirkt. Das Medium ist sodann der
Tra¨ger einer Nachricht und wird von einem Rezipienten betrachtet und analysiert. Nach
Meyer-Wegener (2003) ist ein Medium ein Nachrichtentra¨ger, welcher u¨ber eigene Darstel-
lungsmittel verfu¨gt, mit denen eine Nachricht gestaltet oder formuliert werden kann. Unter
dem BegriffMultimediawird eine Kombination verschiedener Medien verstanden.
Eine Einteilung vonMedien kann entsprechend der menschlichen Sinnesorgane sowie un-
ter sprachlichen und nicht-sprachlichen Aspekten erfolgen. Eine Unterscheidung der Medi-
en in Abha¨ngigkeit von der Zeit ist ebenso mo¨glich. Hierbei wird zwischen zeitabha¨ngigen
(kontinuierlichen) Medien und zeitunabha¨ngigen (diskreten) Medien differenziert (Prabhaka-
ran, 1997, S. 3).
Aus Sicht der Datenbanken werden derzeitig sowohl akustische als auch visuelle Medien
unterstu¨tzt. Dazu werden Text, Bild, Video und Audio geza¨hlt. Eine Einbindung von hap-
tischen, gustorischen oder olfaktometrischen Medien in Informationssysteme findet oftmals
auf Grund fehlender Ein- und Ausgabegera¨te nicht statt (Meyer-Wegener, 2003, S. 33). Um
Nachrichten auf Computern verarbeiten zu ko¨nnen, mu¨ssen diese in digitaler Form vorlie-
gen beziehungsweise in diese u¨berfu¨hrt werden. EinMedien-Objekt ist daher ein Datenobjekt,
das einem einzigen Medium angeho¨rt. Ein Multimedia-Objekt ist, entsprechend der Definiti-
on von Multimedia, eine Komposition von Medien-Objekten unterschiedlichen Typs (ebd.,
S. 35f).
Fu¨r das Information-Retrieval ist im Weiteren eine Abgrenzung der Begriffe Daten,Wissen
und Information notwendig. Fu¨r die Begriffe Wissen und Information gibt es in den verschie-
denen Anwendungsgebieten, a¨hnlich wie beim Medienbegriff, eine Vielzahl unterschiedli-
cher Definitionen. Losee (1998) fu¨hrt eine disziplinu¨bergreifende und grundsa¨tzliche Dis-
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kussion bezu¨glich der Definition des Begriffs Information. Er definiert Information als die
Eigenschaften des Ergebnisses eines Prozesses, welche Ru¨ckschlu¨sse auf die Eingabe sowie
den Prozess selbst zulassen. In diesem Vorschlag setzt Information stets bis zu einem gewis-
sen Grad Wissen voraus. Diese Definition ist jedoch zu allgemein.
Eine engere Definition dieser Begriffe wird von Fuhr (1996) vorgeschlagen. Als Daten
werden demnach Eintra¨ge verstanden, deren Typ oder syntaktische Struktur bekannt ist.
Damit sind Daten auf einer rein syntaktischen Ebene angesiedelt. In diesem Kontext wird
unter Medien- beziehungsweise Multimedia-Daten eine heterogene Menge von Medien- be-
ziehungsweise Multimedia-Objekten verstanden. Ist zusa¨tzlich zu den Daten eine Semantik
gegeben, das heißt, es ist bekannt, wie die Daten zu interpretieren sind, handelt es sich um
Wissen. Wa¨hrend Wissen auf der semantischen Ebene angesiedelt ist, so ist Information auf
der pragmatischen Ebene angesiedelt und kann als Wissen in einem Kontext betrachtet wer-
den. Information ist kontextabha¨ngig. Somit ist Information imGegensatz zuWissen flu¨chtig
(Fuhr, 1996, S. 16).
Andere Definitionen verwenden die Begriffe Information undWissen umgekehrt, wie bei-
spielsweise in (Shedroff, 1999). Als Information werden dann semantisch interpretierte Da-
ten bezeichnet. Sie werden zu Wissen, wenn Menschen sie wahrnehmen, verarbeiten und
reproduzieren oder nutzen ko¨nnen (Ferber, 2003).
Nachdem nun die Begriffe des Mediums und der Information im Kontext von Datenban-
ken dargelegt wurden, erfolgt die Definition eines Multimedia-Information-Retrieval-Systems
(MIRS). Nach Steinmetz ist einMultimedia-System durch die rechnergesteuerte, integrierte Er-
zeugung, Manipulation, Darstellung, Speicherung und Kommunikation von unabha¨ngigen
Informationen, die in mindestens einem diskreten und einem kontinuierlichen Medium ko-
diert sind, charakterisiert (Steinmetz, 1999, S. 13). Wesentlich an dieser Definition eines Mul-
timedia-Systems ist, dass sowohl zeitabha¨ngige als auch zeitunabha¨ngige Medien-Objekte
verarbeitet werden.
Ein Multimedia-Information-Retrieval-System wird nach Scha¨uble (1997) durch die fol-
genden vier Merkmale charakterisiert:
1. Multimedia-Objekte;Das System kann verschiedeneMultimedia-Objekte speichern. Die-
se bestehen aus diversen Multimedia-Daten und ko¨nnen semistrukturiert sein. Das
heißt, dass die Multimedia-Objekte sowohl strukturierte als auch unstrukturierte Da-
ten enthalten.
2. Retrieval-Modell; Das System basiert auf einem effizienten Retrieval-Modell, welches
ein Ranking der Ergebnisobjekte unterstu¨tzt.
3. Objektanalyse; Die Medien-Objekte werden aufbereitet, um die implizite Semantik der
Medien-Objekte zu extrahieren. Das Ergebnis einer Objektanalyse sind statistische In-
formationen, auf denen das Retrieval aufsetzt.
4. Interaktive Retrieval-Techniken; Das System unterstu¨tzt Interaktionen mit dem Nutzer,
um die Wahrscheinlichkeit einer erfolgreichen Suche zu erho¨hen. Hierzu za¨hlen Tech-
niken des Relevanz-Feedbacks. Das Retrieval-System kombiniert die Feedback- und
die statistischen Informationen zu einer neuen Anfrage (Scha¨uble, 1997, S. 5ff).
Auf diese einzelnen Merkmale wird im Zusammenhang mit der Vorstellung des Multime-
dia-Information-Retrievals in Abschnitt 2.3 na¨her eingegangen.
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Zusammenfassend ist ein MIRS ein Informationssystem, das eine Aufbereitung, Speiche-
rung, Suche und Pra¨sentation von zeitabha¨ngigen und zeitunabha¨ngigenMultimedia-Daten
unterstu¨tzt sowie eine Interaktion mit dem Nutzer erlaubt. Die Information-Retrieval-Systeme
(IRS) bilden die Vorga¨nger der MIRS und unterstu¨tzen nur ein Retrieval von Textdokumen-
ten. Ein IRS ist somit lediglich durch die Merkmale 2 bis 4 gekennzeichnet und verarbeitet
ausschließlich das Medium Text.
Im Folgenden wird auf das Information-Retrieval und das Multimedia-Information-Retrieval,
welche jeweils durch die entsprechenden Retrieval-Systeme unterstu¨tzt werden, na¨her ein-
gegangen.
2.2 Information-Retrieval
Ziel des Information-Retrievals ist es, alle Medien-Objekte beziehungsweise Dokumente zu
finden, die bezu¨glich der Anfrage eines Anwenders relevant sind. Wichtig hierbei ist, dass
sich das Information-Retrieval nur auf Textdokumente bezieht. Daher wird der Begriff Text-
Retrieval synonym fu¨r Information-Retrieval verwendet. Den zentralen Aspekt in Informa-
tion-Retrieval-Systemen stellt die Relevanz der Dokumente dar (Baeza-Yates und Ribeiro-
Neto, 1999, S. 19). Zur Bestimmung der Relevanz werden entsprechende Ranking-Algorith-
men eingesetzt.
Im Gegensatz zu klassischen Datenbankanfragen zeichnen sich Anfragen im Information-
Retrieval durch ihre unscharfe Formulierung aus, so dass eine gewisse Toleranz gegenu¨ber
Fehlern besteht. Des Weiteren ko¨nnen Anfragen im Information-Retrieval iterativ verfeinert
werden. Eine Anfrage liefert unscharfe Ergebnisse, die anhand ihrer Relevanz bezu¨glich der
Anfrage sortiert werden. Daher wird im Gegensatz zum Daten-Retrieval anstatt einer Er-
gebnismenge eine -liste geliefert. Ferner ist beim Information-Retrieval im Gegensatz zum
Daten-Retrieval eine Interpretierung der Dokumente durch eine Extraktion von syntakti-
schen und semantischen Informationen notwendig (ebd., S. 1f). Somit sind vage Anfragen
und unsicheresWissen kennzeichnend fu¨r das Gebiet des Information-Retrievals (Fuhr, 1996,
S. 16).
Dem Information-Retrieval liegen verschiedene Modelle zu Grunde. Jedes IRS setzt dabei
auf einem Retrieval-Modell auf. Zu den bekanntesten Modellen za¨hlen folgende Ansa¨tze
(Baeza-Yates und Ribeiro-Neto, 1999, S. 24ff):
Boolesches Modell; Bei dem Booleschen Modell handelt es sich um ein einfaches Retrieval-
Modell. Anfragen werden durch Boolesche Ausdru¨cke scharf formuliert. Jedem Anfra-
geterm, also jeder einzelnen Suchbedingung, wird ein Gewicht zugeteilt wird. Diese
werden als Termgewichte bezeichnet und sind in diesem Modell bina¨r. Die Retrieval-
Strategie basiert auf Boolescher Logik. Daher ist ein Dokument entweder relevant oder
nicht relevant bezu¨glich einer Anfrage. Ein Ranking des Anfrageergebnisses ist nicht
mo¨glich. Die Mo¨glichkeit der Gewichtung von Anfragetermen ist im Booleschen Mo-
dell nicht gegeben.
Fuzzy-Modell; Das Fuzzy-Retrieval basiert auf Fuzzy Logik (Zadeh, 1965) und stellt eine
Erweiterung des Booleschen Retrievals dar. Die Termgewichte liegen in dem Werte-
bereich [0, 1]. Der Vorteil dieses Retrieval-Modells besteht darin, dass ein Ranking der
Ergebnisse auf Basis des errechneten Retrieval-Status-Values (RSV) stattfinden kann.
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Der RSV wird auch als Relevanzwert bezeichnet. Eine Mo¨glichkeit zur Gewichtung
von Anfragetermen wurde von Salton u. a. (1983b) vorgeschlagen.
Vektorraum-Modell; Im Vektorraum-Modell, vorgestellt von Salton (1971) und u¨berarbeitet
von Raghavan und Wong (1986), werden sowohl die Dokumente als auch die Anfrage
selbst als Punkte im Vektorraum aufgefasst. Der Raum wird durch die einzelnen Ter-
me aufgespannt. Dadurch ko¨nnen zu einer Anfrage beziehungsweise zu ihrem Anfra-
gevektor die a¨hnlichsten Dokumente gefunden werden. Als Retrieval-Funktionen wer-
den verschiedene Vektor-A¨hnlichkeits- beziehungsweise -Una¨hnlichkeitsmaße, wie bei-
spielsweise das Kosinusmaß oder die Euklidische Distanz, eingesetzt. Die Rangfolge
der Dokumente kann auf Basis des errechneten A¨hnlichkeitswertes festgelegt werden.
Probabilistisches Modell; Das probabilistische Modell, eingefu¨hrt von Robertson und Jones
(1976), basiert auf dem Wahrscheinlichkeitsmodell und arbeitet mit statistischen Me-
thoden. Ziel ist es, fu¨r eine Anfrage die Wahrscheinlichkeit zu bestimmen, mit der ein
Dokument relevant fu¨r den Anwender ist. Ein Ranking erfolgt auf Basis des errechne-
ten Wahrscheinlichkeitswertes.
Alle Retrieval-Modelle ko¨nnen eine Boolesche Fragestruktur umsetzen. Das heißt, die An-
fragen setzten sich aus einzelnen Anfragetermen (Suchbegriffen) zusammen, die mittels der
Booleschen Operatoren verknu¨pft werden. Daru¨ber hinaus ko¨nnen Anfragen im Vektor-
raum-Modell sowie im ProbabilistischenModell eine lineare Fragestruktur aufweisen. Damit
besteht hier die Mo¨glichkeit, Anfragen natu¨rlichsprachlich zu formulieren.
Tabelle 2.1 fasst die hier vorgestellten Information-Retrieval-Modelle zusammen. Fu¨r die
Einscha¨tzung der Modelle ist die theoretische Basis, die Unterstu¨tzung einer gewichteten
Indexierung, die Art der Fragestruktur sowie dieMo¨glichkeit der Gewichtung von einzelnen
Anfragetermen von Bedeutung.
Boolesches Fuzzy- Vektor- Probabilistisches
Merkmal Modell Modell Modell Modell
Theorethische Basis:




Gewichtete Indexierung × × ×
Gewichtete Anfrageterme × × ×
Fragestruktur:
- linear × ×
- Boolesch × × × ×




Das Multimedia-Information-Retrieval stellt eine Erweiterung des Information-Retrievals
dar, so dass neben Text-Dokumenten auch andere Medien- beziehungsweise Multimedia-
Objekte in das Retrieval einbezogen werden. So bildet bereits seit den 80er Jahren des 20.
Jahrhunderts das Bild-Retrieval einen Forschungsschwerpunkt (Chang und Fu, 1981). Seit
Beginn der 1990er Jahre wird jedoch erst das Problem des Video-Retrievals fokussiert (Ama-
to u. a., 1998).
Um ein Retrieval derMultimedia-Daten zu gewa¨hrleisten, sind Interpretationen der Daten
notwendig. Diese werden als Metadaten bezeichnet. Metadaten werden automatisch, semi-
automatisch oder manuell gewonnen und ko¨nnen wie folgt klassifiziert werden (Prabhaka-
ran, 1997, S. 53f):
• Inhaltsabha¨ngige Metadaten ha¨ngen vom Inhalt der Medien-Objekte ab. Dazu za¨hlen au-
tomatisch extrahierte Features. Typische Features eines Bildes sind beispielsweise Far-
be, Form und Textur. Rui u. a. (1998b) modellieren formal den Inhalt eines Medien-
Objektes O als Tripel:
O(D, F,R),
wobei
– D die Rohdaten des Objektes sind,
– F = { fi} eine Menge von Features, wie beispielsweise Farbe und Form, ist und
– R = {ri,j} eine Menge von Feature-Repra¨sentationen ist, wie beispielsweise Farb-
histogramme und Farbmomente fu¨r das Feature Farbe. Jede Feature-Repra¨senta-
tion kann ein Vektor sein, der die entsprechenden Feature-Werte entha¨lt.
Diese Darstellung eines Medien-Objektes ist im Vergleich zu anderen Ansa¨tzen sehr
feingranular. Amato u. a. (1998) extrahieren Feature-Werte fu¨r jedes Feature, so dass
die einzelnen Feature-Repra¨sentationen zu einem Feature zusammengefasst sind.
• Inhaltsbeschreibende Metadaten ko¨nnen zur Zeit nicht automatisch extrahiert werden,
sondern werden durch den Nutzer, beispielsweise durch Annotation der Medien-Ob-
jekte, vorgegeben. Eine Beschreibung kann als zusa¨tzliches Attribut abgelegt oder in
Form von Freitext formuliert werden. Ferner kann auch eine Indexierung der Medien-
Objekte durch die Vergabe von Schlu¨sselwo¨rtern aus einem festgelegten Vokabular
erfolgen. Eine solche Verschlagwortung beziehungsweise Beschreibung von Medien-
Objekten ist ha¨ufig aufwa¨ndig, subjektiv und somit fehleranfa¨llig.
• Inhaltsunabha¨ngige Metadaten sind vollsta¨ndig unabha¨ngig vom Inhalt der Medien-Ob-
jekte. Dazu za¨hlen zum Beispiel der Name des Regisseurs eines Videos oder die Dauer
der Videoerstellung. Diese Metadaten ko¨nnen als zusa¨tzliche Attribute abgelegt wer-
den.
Die einfachste Mo¨glichkeit des Retrievals von Multimedia-Objekten stellt das schlu¨ssel-
wortbasierte Retrieval dar. Auf Basis der inhaltsbeschreibenden und inhaltsunabha¨ngigenMe-
tadaten der Medien-Objekte ko¨nnen bestehende Konzepte des Daten- oder Text-Retrievals
auch auf andere Medien-Objekte, wie Bilder oder Videos, angewendet werden.
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Beim inhaltsbasierten Multimedia-Information-Retrieval werden Objektinformationen auto-
matisch mittels verschiedener Extraktionsverfahren als Feature-Werte ermittelt. Pro Feature
werden die dabei gewonnen Feature-Werte in einem Vektor abgelegt. Beim inhaltsbasier-
tem Retrieval wird ein Medien-Objekt somit durch einen Feature-Vektor charakterisiert, so
dass die Objekte als Punkte im Raum aufgefasst werden ko¨nnen. Aus diesem Grund kann
als Multimedia-Retrieval-Modell das Vektorraum-Modell verwendet werden. Inhaltsbasier-
te Anfragen werden oftmals auch als A¨hnlichkeitsanfragen bezeichnet.
Neben diesen beiden mo¨glichen Ansa¨tzen des Multimedia-Information-Retrievals heben
Gudivada und Raghavan (1995) weiterhin das konzeptbasierte Multimedia-Retrieval hervor. Fu¨r
ein derartiges Retrieval wird anwendungsspezifisches Wissen beno¨tigt, um den Inhalt der
Medien-Objekte zu interpretieren. Bei der Interpretation werden Konzepte ermittelt, die es
erlauben, direkt auf die Objekte zuru¨ckzugreifen. Konzepte werden durch Deskriptoren be-
schrieben und sind hierarchisch organisiert, so dass es zu jedem Oberbegriff mehrere spe-
zifischere Unterbegriffe geben kann. Beispielsweise ist das durch den Deskriptor Flugzeug
bezeichnete Konzept ein Oberkonzept des durch den Deskriptor Sportflugzeug bezeichneten
Konzepts. Jedem Medien-Objekt kann somit ein entsprechendes Konzept zugeordnet wer-
den. Im Allgemeinen ist ein konzeptbasiertes Retrieval anwendungsabha¨ngig und erfordert
beim Interpretationsprozess die Unterstu¨tzung des Nutzer.
2.3.1 Besonderheiten und Charakteristika
Einwesentliches Charakteristikum vonMultimedia-Information-Retrieval-Systemen besteht
darin, dass sie eine Vielzahl unterschiedlicher Daten unterstu¨tzen (Bertino u. a., 1999). Die-
se Heterogenita¨t macht die Handhabung verschiedenster Medientypen und Speicherforma-
te notwendig. So mu¨ssen beispielsweise fu¨r jeden Medientyp spezielle Verfahren fu¨r die
Feature-Extraktion oder die A¨hnlichkeitsberechnung bereitstehen. Die Ein- und Ausgabe der
Medien-Objekte ist vom jeweiligen Medientyp und Speicherformat abha¨ngig. Des Weiteren
mu¨ssen Methoden fu¨r eine Umwandlung des Speicherformates oder fu¨r Medienumwand-
lungen zur Verfu¨gung stehen.
A¨hnlich wie beim Information-Retrieval ist die Semantik implizit in den Medien-Objekten
gegeben. Daher mu¨ssen spezielle Feature-Werte extrahiert werden. Die dafu¨r eingesetzten
Verfahren isolieren die semantiktragenden Eigenschaften aus den Medien-Objekten. Ein we-
sentliches Problem, welches hierbei auftritt, ist die sogenannte semantische Lu¨cke (Gudiva-
da und Raghavan, 1995). Diese bezeichnet den Unterschied zwischen dem subjektiven Ein-
druck, den der Anwender von einem Medien-Objekt hat und der Semantik, die durch Algo-
rithmen extrahiert werden kann.
MIRS zeichnen sich weiterhin dadurch aus, dass sie ein sehr hohes Datenvolumen verwal-
ten mu¨ssen. Dieses macht effiziente Methoden zum Speichern der Medien-Objekte erforder-
lich. Nicht nur die Kompression der Daten ist dafu¨r wichtig, sondern auch eine kompakte
Pra¨sentation der Medien-Objekte. Fu¨r Darstellungszwecke, wie die u¨berblicksartige Pra¨sen-
tation der Retrieval-Ergebnisse, ko¨nnen daher beispielsweise Thumbnails fu¨r die Visualisie-
rung von Bildern verwendet werden.
Neben den Besonderheiten, die direkt aus denMultimedia-Daten herru¨hren,mu¨ssenMIRS
in der Lage sein, temporale und ra¨umliche Beziehungen zwischen den Medien-Objekten ab-
zubilden (Fuhr u. a., 1998). Daher muss die Mo¨glichkeit bestehen, neben typischen Daten-
Retrieval-Anfragen auch inhaltsbasierte, unscharfe, zeitliche und ra¨umliche Anfragen zu for-
12
2.3 Multimedia-Information-Retrieval
mulieren. Diese Besonderheiten treten in Information-Retrieval-Systemen und klassischen
Datenbank-Management-Systemen (DBMS) nicht auf.
2.3.2 Multimedia-Retrieval-Prozess
DerMultimedia-Retrieval-Prozess la¨uft, wie in Abbildung 2.1 verdeutlicht, inmehreren Schrit-
ten ab:
1. Datenbankbestu¨ckung: In diesem ersten Schritt wird die Datenbank aufgebaut. Neben
der Speicherung der Medien-Objekte als Rohdaten ko¨nnen zusa¨tzlich beschreibende
Informationen als relationale Daten gespeichert werden. Des Weiteren ko¨nnen Struk-
turdaten und Metadaten, wie beispielsweise das vorliegende Speicherformat, abgelegt
werden.
UmMedien-Objekte in einer Datenbank abzuspeichern, werden diese zuna¨chst aufbe-
reitet. Konkret werden komplexe Multimedia-Objekte in Medien-Objekte und Struk-
turdaten zerlegt. Zur Unterdru¨ckung beziehungsweise Eliminierung von Sto¨rfaktoren
werden die Medien-Objekte normalisiert. Dann kann eine Segmentierung des Medien-
Objekts erfolgen. Beispielsweise kann ein Bild in verschiedene Regionen zerlegt wer-
den.
2. Feature-Extraktion: Fu¨r dasMultimedia-Retrieval ist es notwendig, dass neben den Roh-
daten auch inhaltsabha¨ngige Metadaten zur Verfu¨gung stehen. Diese beschreiben die
implizite Semantik der Medien-Objekte. Fu¨r die Beschreibung der Semantik werden
Feature-Werte aus den Objekten extrahiert. Die Feature-Extraktion kann dynamisch
oder statisch erfolgen. Bei der dynamischen Feature-Extraktion werden die Feature-
Werte direkt nach oder wa¨hrend der Anfrageaufbereitung ermittelt. Dieses bietet den
Vorteil, dass die Extraktion relevanter Features flexibel an die Anfrage angepasst wer-
den kann. Dies ist jedoch mit einem sehr hohen Aufwand verbunden. Die Kosten
fu¨r die Anfragebearbeitung sind bei einer dynamischen Feature-Extraktion somit sehr
hoch. Demgegenu¨ber bietet die statische Feature-Extraktion den Vorteil, dass die An-
frage kosteneffizienter ausgefu¨hrt werden kann, da hier, bevor die Anfrage gestellt
wird, bereits alle Feature-Werte fu¨r die Datenbankobjekte ermittelt und unter Umsta¨n-
den bereits indexiert wurden. Eine Kombination beider Verfahren ist mo¨glich. Ga¨ngige
Features ko¨nnen damit vor der Anfrageaufbereitung extrahiert werden. Spezielle Fea-
tures werden dynamisch wa¨hrend oder nach der Anfrageaufbereitung berechnet.
Die ermittelten Feature-Werte werden dann aufbereitet, so dass Abha¨ngigkeiten zwi-
schen den Feature-Werten oder vernachla¨ssigbareWerte eliminiert werden. Dafu¨r wer-
den spezielle Transformationsalgorithmen eingesetzt.
Um ein effizientes Retrieval zu unterstu¨tzen, werden Indexe fu¨r die Feature-Werte an-
gelegt. Da Feature-Werte als Vektoren im n-dimensionalen Raum dargestellt werden
ko¨nnen, werden als Indexstrukturen oftmals das Grid-File (Nievergelt u. a., 1984), der
R-Baum (Guttman, 1984) und verschiedene Variationen davon (Beckmann u. a., 1990;
Sellis u. a., 1987) sowie der TV-Baum (Lin u. a., 1994) eingesetzt.
Auf Basis der gewonnenen Feature-Werte und mit Hilfe von anwendungsspezifischem
Wissen kann die Ableitung von Konzepten erfolgen. Dadurch werden Zusammenha¨n-
ge zwischen den Objekten hergestellt.
13
2 Multimedia-Information-Retrieval
Abbildung 2.1: Multimedia-Retrieval-Prozess (angelehnt an Schmitt)
3. Anfrageaufbereitung: Zuna¨chst wird eine Anfrage vomAnwender formuliert. Jain (1996)
unterscheidet zwischen symbolischen Anfragen undQuery-by-Example. Bei symbolischen
Anfragen hat der Nutzer bereits eine pra¨zise Vorstellung davon, was gesucht ist und
welche Informationen mit den Multimedia- beziehungsweise Medien-Objekten in der
Datenbank assoziiert werden. Die Anfragen werden in einer SQL-a¨hnlichen Anfrage-
sprache formuliert. Bei der Formulierung von Query-by-Example-Anfragen gibt der
Nutzer ein oder mehrere Medien-Objekte vor, welche die Basis fu¨r eine A¨hnlichkeits-
anfrage bilden.
Nach der Anfrageformulierung erfolgt die Anfrageaufbereitung. Die Medien- bezie-
hungsweise Multimedia-Objekte der Anfrage werden gegebenenfalls zerlegt und nor-
malisiert. Es werden Feature-Werte extrahiert und Konzepte interpretiert. Eine Anfra-
geoptimierung wird in diesem Schritt ebenfalls vorgenommen. Als Ergebnis liegt ein
entsprechender Anfrageplan vor.
4. Anfragebearbeitung: Bei einer A¨hnlichkeitsanfrage erfolgt auf Basis der gewonnenen Fea-
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ture-Werte fu¨r das Anfrageobjekt und dem berechneten Anfrageplan die Bearbeitung
der Anfrage. Fu¨r jede atomare Teilanfrage beziehungsweise jedes Feature wird eine
A¨hnlichkeitsberechnung zwischen Anfrageobjekt und den Datenbankobjekten durch-
gefu¨hrt. Fu¨r diesen Zweck werden Distanzfunktionen, beispielsweise die Euklidische
Distanz oder die Mahalanobis-Distanz, eingesetzt. Da diese Funktionen die Distanz
und nicht die A¨hnlichkeit zwischen Objekten ermitteln, ist eine U¨berfu¨hrung des Di-
stanzwertes in einen A¨hnlichkeitswert fu¨r jedes Objekt und jedes betrachtete Feature
notwendig. Je ho¨her der Grad der A¨hnlichkeit ist, desto ho¨her ist die A¨hnlichkeit zwi-
schen Anfrage und Datenbankobjekt und somit steigt auch der Grad der Relevanz des
Datenbankobjektes fu¨r den Anwender. Der Grad der A¨hnlichkeit entspricht dem Rele-
vanzwert. Im Anschluss wird fu¨r jedes Objekt der Gesamta¨hnlichkeitsgrad unter Ver-
wendung geeigneter Algorithmen und Scoring-Funktionen bestimmt.
Die Evaluierung von scharfen, zeitlichen und ra¨umlichen Anfragen erfolgt unter Ein-
beziehung der Meta- und Strukturdaten, der relationalen Daten sowie den Konzepten.
Eine Kombination von scharfen, zeitlichen und ra¨umlichen Bedingungen mit A¨hnlich-
keitsbedingungen in einer Anfrage ist mo¨glich. Hierfu¨r werden fu¨r jedes Datenbankob-
jekt die RSVs der atomaren Teilanfragen zu einem Gesamtrelevanzwert mittels einer
Scoring-Funktion zusammengefasst.
5. Ergebnispra¨sentation: Nachdem eine Ergebnisliste, bestehend jeweils aus Datenbankob-
jekt und dazu geho¨rigem RSV erzeugt wurde, werden die Ergebnisse dem Anwen-
der pra¨sentiert. Dafu¨r werden die Ergebnisse entsprechend den vom Nutzer gegeben
Vorgaben aufbereitet. Beispielsweise sind Formatumwandlungen oder Medienumset-
zungen notwendig. Die relevanten Objekte werden entsprechend ihres Relevanzwertes
in sortierter Reihenfolge pra¨sentiert. Besondere Visualisierungstechniken zur Darstel-
lung multidimensionaler Daten, wie beispielsweise der Parallel Coordinate Plot (Insel-
berg und Dimsdale, 1990), der Star Plot (Chambers u. a., 1983) oder der Einsatz von
Self-Organizing Maps in dem Ansatz von Nu¨rnberger und Klose (2002), sollen den An-
wender bei der Interpretation des Retrieval-Ergebnisses unterstu¨tzen. Fu¨r das inhalts-
basierte Bild-Retrieval existieren bereits eine Vielzahl von zwei- und dreidimensiona-
len Visualisierungssystemen (Nakazato und Huang, 2001; Cinque u. a., 1998; Santini
und Jain, 1999; Chen u. a., 2000; Massari u. a., 1997; Rubner u. a., 2000; Tian und Taylor,
2000).
Oftmals erfolgt eine Kombination von multidimensionaler Visualisierung und Brow-
sing, wie beispielsweise im ImageVibe von Cinque u. a. (1998). Hier werden in einem
zweidimensionalen Raum eine Anzahl interessanter nutzerdefinierter Punkte (POI –
Points of Interest) entsprechend des Farb- oder Formattributes dargestellt. Bilder wer-
den in Abha¨ngigkeit ihrer A¨hnlichkeit zu den definierten Punkten ebenfalls als Punkte
abgebildet (siehe Abbildung 2.2a). Das 3D-Mars System erlaubt ein Bild-Retrieval in ei-
ner Virtual-Reality-Umgebung (Nakazato und Huang, 2001). Die Retrieval-Ergebnisse
werden im dreidimensionalen Raum pra¨sentiert, wo diese interaktiv vom Nutzer be-
wertet werden ko¨nnen. Im Sphere-Modellwerden die Bilder als Kugeln dargestellt, wo-
durch Cluster a¨hnlicher Bilder leicht zu erkennen sind (siehe Abbildung 2.2b).
Fu¨r eine Verfeinerung beziehungsweise Modifizierung der Anfrage werden Relevanz-
Feedback-Verfahren inMIRS integriert. Diese Verfahren unterstu¨tzen eine iterative An-
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Abbildung 2.2: a) ImageVibe: Darstellung der Bilder und POIs als Punkte im zweidimensio-
nalen Raum (Cinque u. a., 1998) b) 3D-Mars: Visualisierung der Anfrageer-
gebnisse im dreidimensionalen Raum (links), die rechte Abbildung zeigt die
Darstellung der Bilder als Kugeln im Sphere-Modell (Nakazato und Huang,
2001)
frageverfeinerung beziehungsweise -modifikation, indem eine neue Anfrage auf Basis
einer Relevanzbewertung der Ergebnisobjekte durch den Nutzer generiert wird. Die
Umsetzung einer Relevanzbewertung beim konzeptbasierten Retrieval kann beispiels-
weise auf Basis der Konzepte erfolgen. Lieferte etwa die urspru¨ngliche Bildanfrage
bezu¨glich einer Suche nach Bildern, die dem Konzept Flugzeug zugeordnet sind, zu
viele Ergebnisse, kann sie durch eine positive Nutzerbewertung der Bilder, die Passa-
gierflugzeuge darstellen, und damit durch die Einschra¨nkung auf das Konzept Passa-
gierflugzeug, restriktiver formuliert werden. Die verfeinerte Anfrage wird erneut aus-
gewertet und die besten Ergebnisobjekte werden dem Nutzer pra¨sentiert. Dieser kann
den Verfeinerungszyklus so lange wiederholen, bis das Ergebnis zufriedenstellend ist
oder bis keine neuen Objekte mehr gewonnen werden.
2.4 Einbindung von Nutzerpra¨ferenzen
Bereits bei der Formulierung von Anfragen ist es mo¨glich, Nutzerpra¨ferenzen zu spezifi-
zieren. Dabei werden der qualitative und der quantitative Ansatz voneinander unterschieden
(Chomicki, 2002). Beim qualitativen Ansatz werden die Pra¨ferenzen zwischen den Tupeln
der Ergebnismenge direkt angegeben (Lacroix und Lavency, 1987; Govindarajan u. a., 2000;
Borzsonyi u. a., 2001; Chomicki, 2002; Torlone und Ciaccia, 2002b; Kießling, 2002). Dafu¨r
ko¨nnen bina¨re Pra¨ferenzrelation verwendet werden. Diese Art von Pra¨ferenzenwerden typi-
scherweise bei Pra¨ferenzanfragen verwendet. Hingegen sind die Pra¨ferenzen beim quantita-
tiven Ansatz, wie bei der Relevanzgewichtung von Anfragetermen, indirekt durch Verwen-
dung von Scoring-Funktionen fu¨r die gesamte Relation gegeben (Waller und Kraft, 1979;
Bookstein, 1980; Salton u. a., 1983b; Yager, 1987; Dubois und Prade, 1986; Fagin und Wim-
mers, 1997; Sung, 1998; Pasi, 1999; Herrera-Viedma, 2001b).
Durch Einsatz von Pra¨ferenzanfragen oder durch Relevanzgewichte in einer Anfrage kann
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der Nutzer ausdru¨cken, welcher Anfrageterm von gro¨ßerer Bedeutung innerhalb der Anfra-
ge ist. So kann die Anfrage in Beispiel 2.1 sowohl als Pra¨ferenzanfrage als auch als relevanz-
gewichtete Anfrage formuliert werden. Fu¨r eine Pra¨ferenzanfrage kann beispielsweise die
Pra¨ferenzrelation (Farbe ∼ rot)  (Farbe ∼ blau) angegeben werden, wa¨hrend bei einer
Relevanzgewichtung jedem Anfrageterm ein numerisches Relevanzgewicht, wie beispiels-
weise (Farbe ∼ rot)0.7 ∨ (Farbe ∼ blau)0.3, zugeordnet wird.
Beispiel 2.1 Gesucht werden alle Flugzeuge, wobei ein rotes Flugzeug gegenu¨ber einem blauen Flug-
zeug bevorzugt wird.
Wie dieses kleine Beispiel zeigt, gibt es einen Zusammenhang zwischen relevanzgewich-
teten Anfragen und Pra¨ferenzanfragen. Jede relevanzgewichtete Anfrage kann durch ei-
ne Pra¨ferenzanfrage ausgedru¨ckt werden, sofern die Pra¨ferenzrelation als entsprechende
Scoring-Funktion definiert wird. Ferner ko¨nnen auch Pra¨ferenzrelationen, die eine schwache
Ordnung beschreiben, durch eine Scoring-Funktion ausgedru¨ckt werden (Fishburn, 1999).
Es wird von Chomicki (2002) argumentiert, dass es Fa¨lle gibt, in denen einige Eigenschaf-
ten einer solchen Ordnung, wie Transitivita¨t oder Irreflexivita¨t, verletzt werden. In diesen
Fa¨llen ko¨nnen die Pra¨ferenzanfragen nicht durch entsprechende Scoring-Funktionen formu-
liert werden.
Der Vorteil des quantitativen Ansatzes liegt darin begru¨ndet, dass konkret angegebenwer-
den kann, um wieviel mehr ein Anfrageterm im Verha¨ltnis zu den anderen Termen von Be-
deutung ist. Dies ist speziell fu¨rMultimedia-Anfragen relevant, da auf Grund des unscharfen
Charakters dieser Anfragen mit Relevanzwerten gearbeitet wird. Bei Pra¨ferenzanfragen hin-
gegen steht die Beschreibung einer einfachen, unbewerteten Pra¨ferenz zwischen zwei Objek-
ten beziehungsweise Tupeln im Vordergrund. Es wird nicht angegeben, wie stark ein Objekt
oder Tupel bevorzugt wird. Im Bereich des Multimedia-Retrievals hat sich in den vergange-
nen Jahren der quantitative Ansatz durchgesetzt (Fagin, 1998; Fagin und Wimmers, 2000).
Neben der Unterscheidung zwischen Pra¨ferenzanfragen und relevanzgewichteten Anfra-
gen wird zwischen weiteren Arten der Gewichtung differenziert. So gibt es ferner Quan-
tita¨ts-, Schwellwert und Operatorgewichte. Beispielsweise kann durch die Gewichtung ei-
nes Operators sein Verhalten beeinflusst werden. Eine strenge Konjunktion kann dadurch
aufgeweicht werden. Damit wird die Anfrage weniger restriktiv und die Anzahl potenziel-
ler Ergebnisobjekte steigt. Ebenso wie eine direkte Quantita¨tsgewichtung beeinflusst auch
die Schwellwertgewichtung die Gro¨ße der Ergebnismenge.
Eine weitere Mo¨glichkeit zur Beru¨cksichtigung von Nutzerpra¨ferenzen besteht in dem
Einsatz von Relevanz-Feedback-Verfahren (Rocchio, 1971; Salton und Buckley, 1990; Rui
u. a., 1998a). Durch eine Bewertung der Ergebnisobjekte kann der Nutzer seine Pra¨ferenzen
bezu¨glich der gewu¨nschten Zielobjekte beschreiben. Auf Grund dieser Feedback-Informati-
onen kann eine Anfrage iterativ verfeinert beziehungsweise modifiziert werden. Eine erwei-
terte Form des Relevanz-Feedbacks stellt das Kontext-Feedback dar (Santini und Jain, 2000).
Auch der Einsatz von Nutzerprofilen, welche die Pra¨ferenzen eines Nutzers verwalten, ist in
diesem Zusammenhang von Bedeutung.
In den folgenden Abschnitten wird auf diese vielfa¨ltigen Mo¨glichkeiten zur Einbindung




Dieser qualitative Ansatz zur Spezifikation von Nutzerpra¨ferenzen zeichnet sich dadurch
aus, dass die Pra¨ferenzen zwischen den Tupeln der Ergebnismenge direkt gegeben sind.
Die Angabe der Pra¨ferenzen kann dabei tupel- oder attributweise erfolgen. Typischerweise
werden fu¨r die Spezifikation der Pra¨ferenzen bina¨re Pra¨ferenzrelationen verwendet (Cho-
micki, 2002). Die Idee fu¨r die Entwicklung von Pra¨ferenzanfragen entsprang der Suche nach
einer Mo¨glichkeit, die Probleme klassischer Datenbankanfragen zu lo¨sen. Dazu za¨hlt das
Empty-Result-Problem sowie der Flooding Effekt (Lacroix und Lavency, 1987; Kießling, 2002).
Pra¨ferenzanfragen erlauben es, Anfragen weniger restriktiv zu gestalten, falls es keine Ob-
jekte gibt, die alle spezifizierten Bedingungen erfu¨llen. Dementsprechend ko¨nnen Anfragen
aber auch beschra¨nkt werden, falls die Ergebnismenge zu groß ist. Pra¨ferenzanfragen stel-
len somit eine Erweiterung traditioneller Boolescher Anfragen dar. Bei Booleschen Anfragen
mu¨ssen stets alle Pra¨dikate erfu¨llt werden. Im Gegensatz dazu bestehen Pra¨ferenzanfragen
sowohl aus harten als auch aus weichen Bedingungen – den Pra¨ferenzen. Mit Pra¨ferenzan-
fragen kann daher auch eine einfache Art des Rankings fu¨r Boolesche Anfragen unterstu¨tzt
werden.
Lacroix und Lavency (1987) waren die ersten, die sich dieser Thematik widmeten. Sie ent-
wickelten eine Anfragesprache mit Pra¨ferenzbedingungen. Ferner haben sie gezeigt, dass
ihre Pra¨ferenzanfragen in das Bereichskalku¨l u¨berfu¨hrt werden ko¨nnen. Die verwendeten
Pra¨ferenzrelationen beschreiben strenge Halbordnungen. Bei einer Pra¨ferenzanfrage wird
zuna¨chst die Anfrage ohne die Pra¨ferenzbedingung evaluiert. Auf die ermittelte Ergebnis-
menge wird dann die Pra¨ferenzbedingung angewendet. Wird als Ergebnis eine leere Menge
geliefert, so wird die Pra¨ferenzbedingung nichtig, ansonsten wird die Kardinalita¨t der Er-
gebnismenge verringert. Auf diesen Vorschlag aufbauend, entwickelten Govindarajan u. a.
(2000) Pra¨ferenzanfragen fu¨r deduktive Datenbanken.
Ferner kann in dem Vorschlag von Lacroix und Lavency (1987) eine relative Gewich-
tung der Pra¨ferenzen durch Verschachtelung der Pra¨ferenzbedingungen erfolgen. So werden
Pra¨ferenzen, die in der Hierarchie am weitesten unten stehen, gegenu¨ber solchen, die weiter
oben stehen, als weniger wichtig erachtet. Um eine solche Pra¨ferenzhierachie aufzubauen,
steht in der vorgeschlagenen Anfragesprache das Schlu¨sselwort from which bereit. Ebenso ist
eine Verkettung von verschiedenen Pra¨ferenzen mo¨glich, welche dann alle die gleiche relati-
ve Wichtigkeit besitzen. Das folgende Beispiel zeigt eine Pra¨ferenzanfrage entsprechend der
von Lacroix und Lavency vorgegebenen Syntax.
Beispiel 2.2 Es soll der Typ der Flugzeuge ermittelt werden, die die Bedingung Q erfu¨llen. Dabei
sollen solche Typen bevorzugt werden, die auch P1 erfu¨llen, wobei hier wiederum solche bevorzugt
werden, die auch P2 erfu¨llen. Die Pra¨ferenzanfrage kann wie folgt angegeben werden:
select the Typ of Flugzeug
having Q
from which
prefer those having P1
from which
prefer those having P2
Das heißt also, dass zuna¨chst die Flugzeugtypen ermittelt werden, die Q∧ P1∧ P2 erfu¨llen. Ist diese
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Ergebnismenge leer, dann werden die Typen ermittelt, die Q ∧ P1 erfu¨llen. Ist auch diese Ergebnis-
menge leer, so werden letztlich nur diejenigen Typen bestimmt, die Q erfu¨llen.
Mit diesem Ansatz kann bereits eine einfache Form des Rankings unterstu¨tzt werden. So ist
es mo¨glich, zuna¨chst all die Tupel zuru¨ckzuliefern, die sowohl die harten Bedingungen als
auch die Pra¨ferenzen erfu¨llen (Q ∧ P1∧ P2), gefolgt von den Tupeln, die die harten und nur
die wichtigsten Pra¨ferenzen erfu¨llen (Q ∧ P1), gefolgt von denen, die letztendlich nur die
harten Bedingungen erfu¨llen (Q).
Einen a¨hnlichen Ansatz verfolgt Chomicki (2002) mit dem winnow-Operator wC(R). Die-
ser Operator erweitert die relationale Algebra und erlaubt das Selektieren von Tupeln ei-
ner Relation R, die entsprechend einer gegebenen Pra¨ferenzformel C am sta¨rksten bevor-
zugt werden. Eine Pra¨ferenzformel C setzt eine entsprechende Pra¨ferenzrelation  um. Die
Pra¨ferenzrelation erlaubt die Formulierung von Pra¨ferenzen sowohl bezu¨glich der Attribute
als auch zwischen den einzelnen Tupeln. Das folgende Beispiel 2.3 zeigt die Formulierung
einer Pra¨ferenzanfrage mit Hilfe des winnow-Operators.
Beispiel 2.3 Betrachtet wird die Relation Flugzeug(Typ, Hersteller, Preis). Die Pra¨ferenzrelation1
wird wie folgt formuliert:
Sind zwei Flugzeuge vom gleichen Typ, so bevorzuge das Flugzeug mit dem kleineren
Preis.
und ist durch die Formel C1:
(t, h, p) 1 (t′, h′, p′)⇔ t = t′ ∧ p < p′
definiert. Als Ergebnis der Pra¨ferenzanfrage wC1(Flugzeug) werden sodann der Typ, der Hersteller
und der Preis derjenigen Hersteller ermittelt, die den kleinsten Preis fu¨r einen Flugzeugtyp anbieten.
Der winnow-Operator kann iterativ angewendet werden, so dass ein Ranking der Ergebnisse
mo¨glich ist. So wu¨rde die Anfrage w2C1(Flugzeug) die zweitbesten Tupel ermitteln. Fu¨r Flug-
zeuge vom gleichen Typ werden dann die Flugzeugdaten der Hersteller ermittelt, die den
zweitbesten Preis anbieten. Der in dem Ansatz von Torlone und Ciaccia (2002b) vorgestellte
best-Operator entspricht dem winnow-Operator.
Chomicki hat gezeigt, dass die Pra¨ferenzanfragen aus dem Vorschlag von Lacroix und La-
vency auch mittels des winnow-Operators umgesetzt werden ko¨nnen. Wa¨hrend in dem An-
satz von Chomicki Pra¨ferenzen bezu¨glich eines Minimum- beziehungsweise Maximumkri-
teriums implizit im winnow-Operator angegeben werden (siehe Beispiel 2.3), ist bei Lacroix
und Lavency der explizite Einsatz einer Aggregationsfunktion notwendig. Daru¨ber hinaus
ist der Ansatz von Chomicki ma¨chtiger, da auch iterative Pra¨ferenzanfragen unterstu¨tzt wer-
den. Dies ist im Vorschlag von Lacroix und Lavency nicht mo¨glich.
In dem Ansatz von Kießling (2002) liegt den Pra¨ferenzanfragen eine strenge Halbordnung
als Semantik zu Grunde. Dabei werden verschiedene Typen von Pra¨ferenzen definiert und
gezeigt, wie diese in einer Pra¨ferenzalgebra und in SQL abgebildet werden ko¨nnen (Kießling,
2002; Kießling und Ko¨stler, 2002).
Einen Spezialfall der Ergebnisse einer Pra¨ferenzanfrage stellt die sogenannte Skyline dar.
Als Skyline werden die Punkte, die von keinen anderen Punkten dominiert werden verstan-
den (Borzsonyi u. a., 2001). Dabei dominiert ein Punkt einen anderen Punkt, wenn er in allen
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Dimensionen mindestens genauso gut und in mindestens einer Dimension besser ist. Fu¨r
diesen speziellen Zweck schlagen Borzsonyi u. a. (2001) den Einsatz des skyline-Operators
vor.
2.4.2 Gewichtete Anfragen
Der Einsatz von Gewichten in Anfragen hat sich in den vergangenen 20 Jahren als ada¨quates
Mittel zur Beschreibung der Nutzerpra¨ferenzen in Retrieval-Systemen bewa¨hrt. Dabei ko¨n-
nen Gewichte unterschiedliche Semantiken abbilden. Neben der Verwendung von Gewich-
ten zur Festlegung von Schwellwerten (Radecki, 1979; Buell undKraft, 1981; Herrera-Viedma,
2001b) ko¨nnen Gewichte in Anfragen mit einer quantitativen Semantik (Herrera-Viedma,
2001a,c) assoziiert werden. Ferner besteht dieMo¨glichkeit, die Semantik der klassischen Boo-
leschen Junktoren UND und ODER zu modifizieren, so dass die Gewichte eine Kontrollse-
mantik aufweisen (Salton u. a., 1983a; Waller und Kraft, 1979). Am weitesten verbreitet ist
jedoch die Relevanzgewichtung von Termen. Durch die Vergabe von Relevanzgewichten fu¨r
Anfrageterme kann ausgedru¨ckt werden, wie stark der Einfluss eines einzelnen Anfrage-
terms innerhalb der Anfrage ist (Waller und Kraft, 1979; Bookstein, 1980; Salton u. a., 1983b;
Fagin undWimmers, 1997; Sung, 1998; Yager, 1987; Dubois und Prade, 1986). Zusammenfas-




• die Quantita¨tsgewichtung sowie
• die Gewichtung der Operatoren.
Typischerweise werden die Gewichte durch numerische Werte spezifiziert. Anstelle die-
ser ko¨nnen jedoch auch linguistische Variablen, wie beispielsweise Wichtigkeit mit den Wer-
ten sehr wichtig, wichtig, unwichtig et cetera, genutzt werden (Bordogna u. a., 1995; Herrera-
Viedma, 2001b,a,c). Diese weisen, wie in Abbildung 2.3 dargestellt, eine Fuzzy-Semantik auf
und ko¨nnen daher gut von den Anwendern verstanden werden. Allerdings erho¨ht sich die
Komplexita¨t bei der Anfragebearbeitung, da zusa¨tzlich die linguistischen Variablen interpre-
tiert und ausgewertet werden mu¨ssen.
Relevanzgewichtung
In diesem quantitativemAnsatzwerden die Pra¨ferenzen desNutzers durch eine Gewichtung
der Anfrageterme entsprechend ihrer Relevanz innerhalb der Anfrage, wie im Beispiel 2.4
verdeutlicht, ausgedru¨ckt (Waller und Kraft, 1979; Bookstein, 1980; Salton u. a., 1983b; Fagin
undWimmers, 1997; Sung, 1998; Yager, 1987; Dubois und Prade, 1986). Je ho¨her das Gewicht
fu¨r einen Term ist, desto einflussreicher ist dieser in der Anfrage. Ein Gewicht von null be-
deutet, dass dieser Term vollkommen unwichtig innerhalb der Anfrage ist, wa¨hrend ein mit
eins gewichteter Term absolut notwendig ist. Dabei ist zu beru¨cksichtigen, dass ein Term re-
lativ zu den anderen Termen der Anfrage gewichtet wird. Aus Nutzersicht wird folglich das
perfekte Objekt beschrieben.
20
2.4 Einbindung von Nutzerpra¨ferenzen
Abbildung 2.3: Mo¨gliche Beschreibung der linguistischen VariablenWichtigkeit
Beispiel 2.4 Suche Abbildungen von Flugzeugen, die der vorgegebenen Abbildung a¨hnlich sind.
Dabei ist die A¨hnlichkeit bezu¨glich der Form doppelt so wichtig wie die A¨hnlichkeit bezu¨glich der
Farbe.
Die Pra¨ferenzen in Form von Gewichten aus dem Wertebereich [0, 1] fließen durch den
Einsatz einer gewichteten Scoring-Funktion SΘ : [0, 1]n × [0, 1]n → [0, 1] mit in die Anfra-
gebearbeitung ein. Bei Verwendung einer Scoring-Funktion werden die Gewichte indirekt
durch den berechneten Relevanzwert abgebildet. Dabei ordnet die Scoring-Funktion jedem
Ergebnistupel einen numerischen Wert zu. Ein Tupel t1 wird dementsprechend vor einem
Tupel t2 bevorzugt, wenn der ermittelte RSV des Tupels t1 gro¨ßer ist als der RSV des Tu-
pels t2. Im Zusammenhang mit der Untersuchung geeigneter Scoring-Funktionen wird in
Kapitel 4 na¨her auf die Relevanzgewichtung eingegangen.
Schwellwertgewichtung
Im Gegensatz zu den Relevanzgewichten bestehen bei Schwellwertgewichten keine Abha¨n-
gigkeiten untereinander. Dadurch stellen sie ein absolutes Kriterium dar. Herrera-Viedma
(2001b) unterscheidet zwei Semantiken bei der Schwellwertgewichtung:
Pra¨senzgewichte; Es werden die Objekte belohnt, deren RSV fu¨r einen Anfrageterm u¨ber
dem spezifizierten Schwellwertgewicht liegen.
Absenzgewichte; Es werden die Objekte belohnt, deren RSV fu¨r einen Anfrageterm unter
dem spezifizierten Schwellwertgewicht liegen.
Im Allgemeinen wird ein Schwellwertgewicht als Pra¨senzkriterium verstanden. Es ist so-
mit ein Kriterium, welches ein Objekt erfu¨llen muss, um vom Nutzer akzeptiert zu werden
(Buell und Kraft, 1981). Durch Angabe von Schwellwertgewichten beschreibt der Nutzer
demnach das minimal akzeptable Objekt und verlangt nach all den Objekten, die diesen An-
forderungen genu¨gen. Dies ist im Beispiel 2.5 dargestellt. Ein Schwellwertgewicht von null




Beispiel 2.5 Suche Abbildungen von Flugzeugen, die der gegebenen Abbildung mindestens zu ei-
nem Grad von 0.7 bezu¨glich der Form und mindestens zu einem Grad von 0.4 bezu¨glich der Farbe
a¨hnlich sind.
Analog zu den Relevanzgewichten fließen auch Schwellwertgewichte in eine Scoring-Funk-
tion ein und beeinflussen so indirekt das Anfrageergebnis. Somit wird auch bei der Schwell-
wertgewichtung ein Tupel t1 vor einem Tupel t2 bevorzugt, wenn der ermittelte RSV des
Tupels t1 gro¨ßer ist, als der RSV des Tupels t2.
Eine einfache Interpretation der Schwellwertgewichte durch eine Scoring-Funktion wa¨re
eine Gewinner-bekommt-alles Strategie. Das wu¨rde bei Einsatz von Pra¨senzgewichten bedeu-
ten, dass einem Objekt, dessen RSV unter dem Schwellwert liegt, der Wert null zugeteilt
wird, ansonsten der Wert eins. In Abbildung 2.4a ist diese Strategie dargestellt.
Diese Herangehensweise ist jedoch zu drastisch, da nicht beru¨cksichtigt wird, in welchem
Umfang der Schwellwert u¨ber- beziehungsweise unterschritten wird. Eine Mo¨glichkeit die-
ses Problem zu lo¨sen, besteht in dem Einsatz einer stetigen Scoring-Funktion (Buell und
Kraft, 1981; Herrera-Viedma, 2001b). Dies ist beispielhaft in Abbildung 2.4b dargestellt. Dem-
zufolge muss bei einer U¨berschreitung beziehungsweise Unterschreitung des spezifizier-
ten Schwellwertgewichtes der Grad der U¨ber- beziehungsweise Unterschreitung durch die
Scoring-Funktion ausgedru¨ckt werden. Buell undKraft (1981) schlagen die folgende Scoring-
Funktion e(µ, a) : [0, 1]× [0, 1]→ [0, 1] mit dem Schwellwertgewicht a und dem RSV µ vor:
e(µ, a) =
{
P(a) ∗ (µ/a) wenn µ < a
P(a) +Q(a) ∗ (µ− a)/(1− a) wenn µ > a
wobei P(a) eine Normalisierungsfunktion in Abha¨ngigkeit von a und Q(a) eine nur von a
abha¨ngige Funktion ist. Gilt µ = a, so sind beide Funktionen identisch. Durch diese Funktion
kann beru¨cksichtigt werden, in welchem Ausmaß der Grenzwert u¨berschritten wird bezie-
hungsweise bis zu welchem Grad der Relevanzwert an ihn heranreicht. Dadurch wird dem
Grenzwertansatz die strenge Absolutheit genommen (Fu¨hles-Ubach, 1997).
Wa¨hrend in den Ansa¨tzen von Buell und Kraft (1981) und Herrera-Viedma (2001b) jeder
Anfrageterm mit einem Schwellwertgewicht versehen werden kann, gilt bei Radecki (1979)
das Schwellwertgewicht gleichzeitig fu¨r alle Terme einer Anfrage. Der Schwellwert wird in
diesem Ansatz als Lambda-Level bezeichnet. Durch den Einsatz des Lambda-Levels wird das
Suchergebnis auf solche Objekte begrenzt, deren Relevanzwerte bezu¨glich aller einzelnen
Anfrageterme mindestens den geforderten Schwellwert erfu¨llen. Damit werden die beiden
vorgestellten Strategien zur Auswertung von Schwellwertgewichten kombiniert (vgl. Abbil-
dung 2.4c).
Die Berechnung des Relevanzwertes unter Beachtung der Schwellwertgewichte fu¨r die
einzelnen Anfrageterme erfolgt bei Radecki (1979) in zwei Schritten:
1. Es wird fu¨r jedes Objekt und jede Teilanfrage der RSV bezu¨glich eines spezifizierten
Schwellwertes berechnet.
2. Es wird der Gesamtrelevanzwert entsprechend des Booleschen Ausdrucks in der An-
frage gebildet.
Zenner u. a. (1985) entwickelten den Ansatz von Radecki weiter, so dass erst im letzten
Schritt der Schwellwert verwendet. Zuna¨chst wird der Gesamtrelevanzwert der Objekte be-
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rechnet. Im Anschluss daran werden die Objekte, die unterhalb des spezifizierten Schwell-
wertes liegen, vom Ergebnis entfernt.
Abbildung 2.4: Alternativen zur Abbildung von Schwellwertgewichten: a) alles-oder-nichts
Strategie b) kontinuierliche Funktion von Buell und Kraft (1981) c) Kombina-
tion dieser beiden Strategien
ImGegensatz zu den anderen Ansa¨tzen zeichnen sich die Schwellwertmodelle von Zenner
u. a. (1985) und Herrera-Viedma (2001b) dadurch aus, dass Schwellwerte nicht nur als nu-
merische Werte, sondern auch als linguistische Variablen definiert werden. Auf diese Weise
wird eine Unabha¨ngigkeit gegenu¨ber einem festen Grenzwert erreicht (Fu¨hles-Ubach, 1997).
Quantita¨tsgewichtung
Bei der Quantita¨tsgewichtung einer Anfrage oder einzelner Anfrageterme wird ein Kriteri-
um formuliert, welches die Quantita¨t der zu suchenden Objekte beeinflusst. Dieses ist in der
Anfrage in Beispiel 2.6 dargestellt. Eine quantitative Gewichtungssemantik impliziert die Be-
schra¨nkung der Anzahl der Objekte in der Ergebnismenge. Bei einer Quantita¨tsgewichtung
besteht derWunsch des Nutzers darin, die minimale Anzahl der besten Objekte, die den qua-
litativen Kriterien des Nutzers genu¨gen, als Ergebnis zu erhalten (Herrera-Viedma, 2001c).
Beispiel 2.6 Suche einige Abbildungen von Flugzeugen, die der gegebenen Abbildung a¨hnlich sind.
Insbesondere bei Verwendung von Quantita¨tsgewichten bietet sich der Einsatz einer lin-
guistischen Variablen Quantita¨t an. Dieser Variable ko¨nnen beispielsweise die unscharfen
Werte wenige, viele, einige zugeordnet werden.
Operatorengewichtung
Durch eine Gewichtung der Operatoren kann das Verhalten dieser parametrisiert werden.
Das ist von Bedeutung, wenn es nicht um einen strenge Konjunktion beziehungsweise Dis-
junktion geht, sondern um Forderungen, wie in Beispiel 2.7 dargestellt.
Beispiel 2.7 Suche Abbildungen von Flugzeugen, die der gegebenen Abbildung bezu¨glich Farbe,
Schriftzug, Form sowie Textur a¨hnlich sind. Dabei sollen mo¨glichst viele der geforderten Eigen-
schaften, also eine A¨hnlichkeit bezu¨glich Farbe, Schriftzug, Form und Textur, erfu¨llt werden.
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Wird die Anfrage in Beispiel 2.7mit einer Konjunktion oder Disjunktion der einzelnenAnfra-
gebedingungen umgesetzt, so ha¨ngt der Gesamtrelevanzwert fu¨r ein Objekt jeweils nur von
einem einzigen Wert ab. Dieses Verhalten ist zu drastisch und damit nicht wu¨nschenswert,
da verlangt wird, dass mo¨glichst viele – aber nicht zwingend alle – Suchbedingungen erfu¨llt
werden.
Durch ein Gewicht kann das Verhalten des Operator beeinflusst werden. Damit liegt das
Verhalten des Operators in Abha¨ngigkeit vom Gewicht zwischen UND und ODER. Verha¨lt
sich der Operator eher wie ein ODER, so ist anzunehmen, dass die Ergebnismenge gro¨ßer
wird, als bei einem restriktiven Operator, der sich nahe dem UND verha¨lt.
Aus der Fuzzy Logik stammen die kompensatorischen Operatoren, die eine Verknu¨pfung von
mehreren Fuzzy-Mengen ermo¨glichen. Das Essentielle an den kompensatorischen Operato-
ren ist, dass fehlende Eigenschaften durch andere Eigenschaften, die besonders gut erfu¨llt
werden, kompensiert werden (Biewer, 1997, S. 87). Dadurch ist nicht die Erfu¨llung jeder
Eigenschaft, sondern lediglich der Gesamteindruck von Bedeutung. Um einen Kompensa-
tionseffekt der Relevanzwerte µ1(o) und µ2(o) fu¨r ein Objekt o unter Beachtung der Such-
bedingungen 1 und 2 zu erzielen, werden ein Durchschnitts- ( fD) und ein Vereinigungsope-
rator ( fV), typischerweise T-Normen und T-Conormen, miteinander kombiniert. Dies kann
in Form einer Linearkombination (vgl. Formel 2.1) oder einer Exponentialverknu¨pfung (vgl.
Formel 2.2) erfolgen (Zimmermann und Zysno, 1980, S. 47ff).
fkompl (µ1(o), µ2(o)) = γ ∗ fV(µ1(o), µ2(o)) + (1− γ) ∗ fD(µ1(o), µ2(o)) (2.1)
fkompe(µ1(o), µ2(o)) = ( fV(µ1(o), µ2(x)))
γ ∗ ( fD(µ1(o), µ2(o)))1−γ (2.2)
Bei den kompensatorischen Operatoren kann durch den Parameter γ ∈ [0, 1] festgelegt wer-
den, wo zwischen UND und ODER der Operator liegt. Der bekannteste Operator ist der
γ-Operator. Er kombiniert das algebraische Produkt und die algebraischen Summe in Form
einer Exponentialfunktion, so dass er bei γ = 0 einUND-Verhalten und bei γ = 1 einODER-
Verhalten aufweist. Daher entspricht dieser Operator einem kompensatorischen UND. Er ist
wie folgt definiert (Zimmermann und Zysno, 1980, 1983):
fγ(µ1(o), µ2(o)) = (µ1(o) ∗ µ2(o))1−γ ∗ (µ1(o) + µ2(o)− µ1(o) ∗ µ2(o))γ.
Eine andere Mo¨glichkeit stellt der λ-Operator dar. Mittels des Parameters λ ∈ [0, 1] wird
bestimmt, wo zwischen UND (λ = 1) und ODER (λ = 0) der Operator liegt. Damit ent-
spricht der λ-Operator einem kompensatorischen ODER und ergibt sich aus der Kombination
des algebraischen Produkts (T-Norm) und der algebraischen Summe (T-Conorm):
fλ(µ1(o), µ2(o)) = λ ∗ (µ1(o) ∗ µ2(o)) + (1− λ) ∗ (µ1(o) + µ2(o)− µ1(o) ∗ µ2(o)).
Der ANDOR-Operator, von Waller und Kraft (1979) eingefu¨hrt, setzt sich aus der Kombi-
nation vonUND undODER zusammen und kann durch ein Gewicht z ∈ [0, 1] parametrisiert
werden:
fANDOR(µ1(o), µ2(o)) = z ∗min(µ1(o), µ2(o)) + (1− z) ∗max(µ1(o), µ2(o)).
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Der Operator wird demnach als Linearkombination aus demMinimum und demMaximum
der einzelnen Relevanzwerte, sowie unter Beachtung des z-Wertes berechnet.Wird z einWert
von 1 zugewiesen, so agiert der Operator als UND. Dementsprechend fu¨hrt ein z-Wert von
0 zu einem ODER-Verhalten des Operators. Damit fa¨llt auch der ANDOR-Operator in die
Klasse der kompensatorischen Operatoren. Er entspricht dem λ-Operator, wobei als T-Norm
anstelle des algebraischen Produktes die Funktion min und als T-Conorm anstelle der alge-
braischen Summe die Funktion max verwendet wird. Ferner ist anzumerken, dass bei einem
z-Wert von 0.5 der ANDOR-Operator dem arithmetischen Mittel entspricht.
Neben diesen kompensatorischen Operatoren ko¨nnen auch Ordered-Weighted-Averaging-
Operatoren (OWA-Operatoren) eingesetzt werden. Sie wurden von Yager eingefu¨hrt (Yager,
1988, 1991, 1993). Auch das Verhalten derOWA-Operatoren liegt zwischenUND undODER:
min(µ1(o), . . . , µn(o)) ≤ OWA(µ1(o), . . . , µn(o)) ≤ max(µ1(o), . . . , µn(o)).
Anders als bei den reinen kompensatorischen Operatoren erlauben die OWA-Operatoren
eine Gewichtungen der Suchbedingungen. Um dennoch einen Kompensationseffekt zu er-
zielen, werden die Gewichte wi ∈ [0, 1] mit i = 1, . . . , n nicht fest einer Suchbedingung
zugeordnet. Der OWA-Operator ist somit wie folgt definiert:





mit ∑ni=1 wi = 1 und einer aufsteigenden Sortierung der Scoring-Werte µ(1)(o) ≤ µ(2)(o) ≤
. . . ≤ µ(n)(o). Bei einer Gewichtung der Suchbedingungen mit wi = 1/n ergibt sich das
arithmetische Mittel, wa¨hrend eine Gewichtung w∗ = (1, 0, . . . , 0) zum min-Operator und
dementsprechend eine Gewichtung w∗ = (0, . . . , 0, 1) zum max-Operator fu¨hrt. Die Abbil-
dung 2.5 zeigt, wie aus jedem kompensatorischen Operator und dem OWA-Operator durch
entsprechende Parametrisierung jeweils der reine UND- beziehungsweise ODER-Operator
rekonstruiert werden kann.
Abbildung 2.5: Wirkung der kompensatorischen Operatoren und des OWA-Operators
Eine weitere Mo¨glichkeit fu¨r die Gewichtung von Operatoren stellt das von Salton u. a.
(1983b) vorgeschlagene p-norm Modell dar. U¨ber den Parameter p mit 1 ≤ p ≤ ∞ kann die
Striktheit der Booleschen Operatoren UND und ODER aufgeweicht und die Berechnung der
A¨hnlichkeitsmaße beeinflusst werden. Im Gegensatz zu den kompensatorischen Operatoren
steht dabei die Anfrage-Objekt-A¨hnlichkeitsberechnung im Vordergrund und nicht die rein
25
2 Multimedia-Information-Retrieval
logische Kombination von bereits ermittelten Relevanzwerten (Fuzzy-Mengen).
Sowohl die Anfrage als auch die Objekte werden in diesem Modell als n-dimensionale
Vektoren aufgefasst, wobei die Dimension gleich der Anzahl der Suchbedingungen der An-
frage ist. Die Termgewichte liegen im Intervall [0, 1]. Bei einer Konjunktion wird verlangt,
dass alle Suchbedingungen erfu¨llt werden. Daher werden Objekte um so besser bewertet, je
na¨her sie am optimalen Punkt (1, . . . , 1) liegen. Analog dazu gilt, dass ein Objekt bei einer
Disjunktion dann am wichtigsten ist, wenn sein Abstand vom Punkt (0, . . . , 0) am gro¨ßten
ist. Fu¨r die Berechnung des Abstandes liegt bei p = 1 das Vektorraum-Modell zu Grunde.
Die A¨hnlichkeit zwischen Anfrage und Objekt wird aus dem Skalarprodukt der jeweiligen
Vektoren ermittelt. Damit verschwindet der Unterschied zwischen dem UND und ODER.
Bei p = ∞ liegt der Anfrageberechnung das Fuzzy-Modell zu Grunde, womit eine klare
Trennung zwischen UND und ODER stattfindet.
2.4.3 Relevanz-Feedback
Beim Begriff der Relevanz wird im Zusammenhang mit Retrieval-Systemen zwischen zwei
Bereichen unterschieden (Womser-Hacker, 1989, S. 29):
Systemrelevanz: Hierbei ist die Entscheidung des Systems bezu¨glich der Relevanz eine Ob-
jektes zur Anfrage gemeint. Dabei ist der Grad der formalen U¨bereinstimmung zwi-
schen der Anfrage und der internen Darstellung eines Objektes von Bedeutung.
Benutzerrelevanz: Sie gibt den Grad der vom Nutzer angegeben U¨bereinstimmung zwi-
schen Retrieval-Ergebnis und Nutzerbedu¨rfnis an. Der Nutzer entscheidet, ob ein Ob-
jekt bezu¨glich der Anfrage fu¨r ihn relevant ist oder nicht. Die Benutzerrelevanz kann
von Nutzer zu Nutzer unterschiedlich sein.
Der Unterschied zwischen Benutzerrelevanz und Systemrelevanz kann als Indikator fu¨r die
Effektivita¨t des Retrieval-Systems herangezogen werden. Beim Relevanz-Feedback bezieht
sich der Begriff der Relevanz auf die U¨bereinstimmung zwischen einer Anfrage und einem
Ergebnisobjekt aus der Sicht eines Nutzers (ebd. S. 28). Damit ist im Rahmen des Relevanz-
Feedbacks die Benutzerrelevanz von Bedeutung.
Relevanz-Feedback, ein einfaches Verfahren zur iterativen Verfeinerung beziehungswei-
se Modifizierung einer Anfrage, ist eine klassische Methode, um den Nutzer aktiv in den
Retrieval-Prozess einzubinden. Der Einsatz von Relevanz-Feedback-Methoden ist sinnvoll,
da die Initialanfrage oftmals nicht ausreichend genau formuliert werden kann, um das Infor-
mationsbedu¨rfnis des Nutzers abdecken zu ko¨nnen. Durch die Interaktion zwischen Nutzer
und Retrieval-System wird versucht, die Pra¨ferenzen des Nutzers so gut wie mo¨glich in den
Retrieval-Prozess zu integrieren. Damit soll die Effektivita¨t des Retrieval-Systems gesteigert
und das Informationsbedu¨rfnis des Nutzers gedeckt werden.
Beim Relevanz-Feedback wird durch den Nutzer eine einfache Relevanzbewertung der
Ergebnisobjekte, die durch die Initialanfrage ermittelt wurden, vorgenommen. Neben der
Bewertung der Ergebnisobjekte kann ebenso eine Bewertung der Features oder der Dimen-
sion der Features stattfinden. Oftmals wird bei der Bewertung lediglich zwischen relevant
und nicht relevant unterschieden. Jedoch kann auch eine detailliertere Bewertung beispiels-
weise auf einer Skala von 1-5 (irrelevant bis sehr relevant) vorgenommen werden. Die Beurtei-
lung der Objekte wird dem System als Feedback zuru¨ckgegeben. Auf dieser Basis wird die
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urspru¨ngliche Anfrage vera¨ndert. Diese kombiniert durch die Junktoren ∧ und ∨ verschie-
dene Suchbedingungen, welche Objekte, Features oder auch numerische und alphanumeri-
sche Terme beinhalten ko¨nnen. Fu¨r die Modifizierung der urspru¨nglichen Anfrage kommen
verschiedene Techniken zum Einsatz. Dazu za¨hlen
• die Verschiebung des Anfragepunktes,
• die Modifizierung der Gewichte von Anfragetermen,
• die Erweiterung der Anfrage oder
• die Gewichtung der Dimension.
In den folgenden Abschnitten wird auf diese Techniken na¨her eingegangen.
Das Ziel der Modifikation einer Anfrage ist es, auf Basis der Nutzerbewertung die ur-
spru¨ngliche Anfrage des Nutzers so weit zu vera¨ndern, dass sich die neue Anfrage der opti-
malen Anfrage na¨hert oder zumindest zwischen den vomNutzer als relevant und irrelevant
bewerteten Objekten besser trennt. Eine optimale Anfrage liefert genau die Objekte, die re-
levant fu¨r den Nutzer sind. Ein solches Ergebnis ist nicht immer erreichbar. Die modifizierte
Anfrage sollte demnach eine hohe A¨hnlichkeit mit den als relevant bewerteten Objekten,
hingegen eine geringe A¨hnlichkeit mit den als irrelevant bewerteten Objekten aufweisen.
Die auf Basis der modifizierten Anfrage gelieferten Ergebnisobjekte ko¨nnen erneut vom
Nutzer bewertet werden. Der Verfeinerungszyklus kann beliebig oft wiederholt werden, bis
das Ergebnis fu¨r den Nutzer zufriedenstellend ist.
Ein Vorteil des Relevanz-Feedbacks besteht darin, dass der Nutzer keine Systeminterna
kennen muß, sondern lediglich das Retrieval-Ergebnis bewertet. Nachteilig ist hingegen,
dass der Nutzer vom System vorgenommene A¨nderungen nicht nachvollziehen kann. Da-
mit ist die Anfrage nicht mehr transparent. Aus diesem Grund kann es fu¨r den Nutzer un-
versta¨ndlich sein, warum ein Objekt vom System besser bewertet wurde als ein anderes Ob-
jekt.
Verschiebung des Anfragepunktes
Bei der Verschiebung des Anfragepunktes wird der neue Anfragevektor aus dem urspru¨ng-
lichen Anfragevektor, den relevanten und irrelevanten Objektvektoren und einer Gewich-
tung erzeugt (Rocchio, 1971; Salton und Buckley, 1990). Dabei wird, wie in Abbildung 2.6
dargestellt, der urspru¨ngliche Anfragepunkt zu den relevanten Objekten (⊕) hinbewegt und
von den irrelevanten Objekten (	) entfernt.
Sei q der Anfragevektor, R und R′ die Menge der relevanten beziehungsweise irrelevanten
Objekte und d und d′ die Objektvektoren aus R und R′. Der neue Anfragevektor qˆ ergibt sich






Die Gewichte α, β,λ sind experimentell bestimmte Konstanten.
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Abbildung 2.6: Verschiebung des Anfragepunktes
Modifizierung der Gewichte von Anfragetermen
Wie bereits in Abschnitt 2.4.2 beschrieben, ko¨nnen Gewichte fu¨r Anfrageterme, wie beispiels-
weise Features oder Objekte, bereits bei der Anfrageformulierung durch den Nutzer verge-
ben werden. Anfrageterme mit einem hohen Gewicht haben einen starken Einfluß auf die
Berechnung des Relevanzwertes und somit auf die in der Ergebnisliste enthaltenen Objekte.
Auf Basis der vom Nutzer vorgenommenen Relevanzbewertung ko¨nnen diese Gewich-
te modifiziert werden. Prinzipiell erfolgt ein Abgleich zwischen den bewerteten Objekten
der Ergebnisliste und den verschiedenen Feature-Ergebnislisten (Rui u. a., 1998a). Befindet
sich ein als relevant bewertetes Objekt sowohl in der Ergebnisliste als auch in der Feature-
Ergebnisliste, so wird das Gewicht fu¨r das entsprechende Feature erho¨ht. Analog dazu wird
bei einem als irrelevant bewerteten Objekt, welches sowohl in der Ergebnisliste als auch
in der Feature-Liste erscheint, das Gewicht fu¨r dieses Feature verringert. Schließlich werden
die Gewichte normalisiert. Die Vorgehensweise fu¨r die Bestimmung der Gewichte fu¨r Objek-
te erfolgt analog. An die Stelle der Feature-Ergebnislisten treten nun die einzelnen Objekt-
Ergebnislisten. Das Beispiel 2.8 verdeutlicht anhand Abbildung 2.7 die Modifikation von
Feature-Gewichten.
Abbildung 2.7: Gewichtung der Features (angelehnt an Bosshard (2000), S. 26)
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Beispiel 2.8 Abbildung 2.7 zeigt zwei Teilergebnislisten fu¨r die Features Farbe und Textur mit je-
weils drei Objekten. In der Ergebnisliste sind die Objekte an erster und zweiter Position als relevant
und das Objekt an dritter Stelle als irrelevant markiert. In der Ergebnisliste fu¨r das Feature Farbe
sind davon zwei relevante und ein irrelevantes Objekt enthalten, so dass sich ein Gewicht von 1/3
ergibt. Fu¨r das Feature Textur ist das Gewicht 2/3, da die beiden relevanten Objekte in der Textur-
Ergebnisliste enthalten sind.
Fu¨r die Evaluierung gewichteter Anfragen werden, wie bereits in Abschnitt 2.4.2 beschrie-
ben, Scoring-Funktionen eingesetzt. Diese unterstu¨tzen fu¨r jedes Objekt eine gewichtete Kom-
bination der einzelnen Relevanzwerte aus den Feature-Ergebnislisten. Somit wird fu¨r jedes
Objekt ein entsprechender Gesamtrelevanzwert ermittelt.
Erweiterung der Anfrage
Der Suchraum kann durch Hinzufu¨gen positv bewerteter Objekte oder Features (⊕), wie in
Abbildung 2.8 dargestellt, oder durch Entfernen negativ bewerteter Objekte oder Features
(	) modifiziert werden.
Abbildung 2.8: Erweiterung der Anfrage um ein zusa¨tzliches Objekt
Das Entfernen von Objekten oder Features kann relativ einfach u¨ber eine Gewichtung, wie
im vorhergehenden Abschnitt dargelegt, realisiert werden. Fu¨r eine Reduktion der Anfrage
ko¨nnen Objekte oder Features mit einem Gewicht von null oder einem sehr kleinen Gewicht
entfernt werden. Fu¨r die Erweiterung der Anfrage um Objekte werden die als relevant be-
werteten Objekte mit in die Anfrage aufgenommen.
Gewichtung der Dimensionen
Durch eine Gewichtung der Dimensionen im Dokumentenraum kann der Suchbereich, wel-
cher dadurch gestaucht beziehungsweise gestreckt wird, modifiziert werden. Aufgrund des
verzerrten Suchbereichs ko¨nnen weitere passende Objekte gefunden werden. Die Bestim-
mung der Gewichtung erfolgt auf Basis von Statistiken. Hierfu¨r wird die Standardabwei-













wobei ∑dimj=1 wj = 1 durch anschließende Normierung gilt. Es werden somit nur relevante
Objekte entlang der einzelnen Dimensionen im Dokumentenraum beru¨cksichtigt. In Abbil-
dung 2.9 gilt σ(dim1) > σ(dim2) bezu¨glich der relevant markierten Objekte (⊕), so dass der
Suchbereich zu einem Ellipsoid wird. Die Dimension dim2 ist in diesem Beispiel wichtiger als
dim1, so dass dim2 ein gro¨ßeres Gewicht zugeteilt wird. Die Anfrage wird daher bezu¨glich
der Dimension dim1 toleranter und bezu¨glich Dimension dim2 restriktiver.
Abbildung 2.9: Dimensionsgewichtung
2.4.4 Kontext-Feedback
Kontext-Feedback ist eine erweiterte Form des Relevanz-Feedbacks. Neben der Unterschei-
dung zwischen relevanten und nicht-relevanten Objekten kann der Nutzer die Objekte ent-
sprechend seines A¨hnlichkeitsempfindes grafisch relativ zueinander positionieren (Santi-
ni und Jain, 2000). In einer zwei- oder auch dreidimensionalen Darstellung des Anfrage-
raums (Abbildung 2.10a) kann der Nutzer a¨hnliche Objekte nahe beieinander platzieren und
una¨hnliche Objekte von einander entfernen (Abbildung 2.10b und 2.10c).
Die vom Nutzer vorgegebene gewu¨nschte A¨hnlichkeit wird vom System nachgebildet.
Dafu¨r findet eine neue A¨hnlichkeitsberechnung auf Basis des durch die verschobenen Ob-
jekte neu aufgespannten Suchraums und der Darstellungsparameter, wie Zoom-Faktor und
Pra¨sentationsachsen, statt. Analog zum Relevanz-Feedback wird das neue Anfrageergebnis
pra¨sentiert (Abbildung 2.10d). Daraufhin kann eine neue Bewertung beziehungsweise Posi-
tionierung der Objekte durch den Nutzer vorgenommen werden.
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Abbildung 2.10: Kontext-Feedback im zweidimensionalen Raum
Die Idee des visuellen Konzeptes stellt eine Erweiterung dieser Methode dar (Santini und
Jain, 2000). Objekte, die der Nutzer als a¨hnlich oder a¨quivalent empfindet, ko¨nnen einem
visuellen Konzept zugeordnet werden. In Abbildung 2.11b werden die Objekte 1 und 2 in ei-
ner Konzept-Box (KB) zusammengefasst. Eine Konzept-Box kann auch als Cluster aufgefasst
werden. Beschreibende Informationen ko¨nnen als Metadaten der Konzept-Box hinzugefu¨gt
werden. Im Benutzerinterface werden die Objekte 1 und 2 durch die Konzept-Box ersetzt.
Die Positionierung der Objekte beziehungsweise der Konzept-Box (Abbildung 2.11c) und
die Ergebnisdarstellung (Abbildung 2.11d) findet analog zum normalen Kontext-Feedback
statt.
Abbildung 2.11: Kontext-Feedback mit einem visuellen Konzept
2.4.5 Nutzerprofile
Da das Suchverhalten und der -bedarf von Nutzer zu Nutzer differiert, ist die Verwaltung
der Nutzerinformationen in einem sogenannten Nutzerprofil sinnvoll. Durch eine Klassifi-
zierung der Nutzer in verschiedene Nutzergruppen ko¨nnen anstelle der individuellen Nut-
zerprofile auch Profile fu¨r die einzelnen Nutzergruppen erstellt werden. Voraussetzung da-
fu¨r ist natu¨rlich die Identifikation des jeweiligen Nutzers beziehungsweise der Nutzergrup-
pe. Die Subjektivita¨t des A¨hnlichkeitsempfindens wird fu¨r jeden Nutzer oder jede Nutzer-
gruppe als Profil modelliert.
Die in einem Profil gespeicherten Informationen ko¨nnen explizit oder implizit bestimmt
werden. Zu den explizit gegebenen Nutzerinformationen za¨hlen beispielsweise demogra-
phische Merkmale, die vom Nutzer eingegeben werden. Die impliziten Informationen wer-
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den wa¨hrend des Retrievals, beispielsweise aus der Relevanz-Bewertung des Nutzers im
Rahmen der iterativen Anfrageverfeinerung, gewonnen.
Auf Grund der in einem Nutzerprofil verwalteten Informationen ist es mo¨glich, eine An-
passung der Gewichtung bei der Anfrageformulierung des entsprechenden Nutzers vorzu-
nehmen. Dies ermo¨glicht somit bereits bei einer Initialanfrage eine implizite Anpassung der
Anfrage an die allgemeinen Pra¨ferenzen des jeweiligen Nutzers. Ferner ko¨nnen die gewon-
nenen Informationen direkt fu¨r die Bearbeitung sowie zur Verfeinerung von nachfolgenden
Anfragen genutzt werden. Ein mo¨gliche Strategie dabei ist die Haltung von schwarzen Listen.
Diese enthalten all diejenigen Objekte, die bereits einmal vom Nutzer negativ bewertet wur-
den. Somit kann gewa¨hrleistet werden, dass negativ bewertete Objekte innerhalb einer Sit-
zung nicht noch einmal als Ergebnisobjekt erscheinen. Neben einer schwarzen Liste, ko¨nnen
auch positiv bewertete Objekte im Profil verwaltet werden.
Eine andere Mo¨glichkeit ist die Verwendung der Informationen eines Nutzers zur Beant-
wortung a¨hnlicher Anfragen eines anderen Nutzers. So kann beispielsweise davon ausge-
gangen werden, dass Objekte, die von vielen Nutzern bei a¨hnlichen Anfragen als irrelevant
beurteilt wurden, auch in Zukunft fu¨r die Beantwortung a¨hnlicher Anfragen nicht von Be-
deutung sind. Eine solche U¨berfu¨hrung der einzelnen Nutzerinformationen hin zu allgemei-
nen Informationen ist somit sinnvoll.
Profile werden also verwendet, um die gesammelten Informationen fu¨r eine effizientere
und personalisierte Anfragebearbeitung zu nutzen. Dabei ko¨nnen zwei methodische An-
sa¨tze unterschieden werden (Balabanovic und Shoham, 1997):
• inhaltsbasiertes Filtern (content-based Filtering) und
• kollaboratives Filtern (collaborative Filtering).
Beim inhaltsbasierten Filtern wird die Anfrage unter Beru¨cksichtigung des Profils des Nut-
zers, der die Anfrage stellt, bearbeitet. Hingegen wird beim kollaborativen Filtern auf die
Informationen a¨hnlicher Nutzer zuru¨ckgegriffen. Abbildung 2.12 verdeutlicht diesen Zu-
sammenhang.




In diesem Kapitel wurden die grundlegenden Begriffe im Zusammenhang mit Multimedia-
Information-Retrieval eingefu¨hrt. Es wurde kurz auf die Prinzipien des Information-Retrie-
vals eingegangen. Dabei wurden die wichtigsten Retrieval-Modelle vorgestellt.
Multimedia-Information-Retrieval setzt auf dem Information-Retrieval und dem Daten-
Retrieval auf. Es erweitert diese um die Mo¨glichkeit zur Suche in Multimedia-Daten. We-
sentlich dabei ist, dass sowohl zeitabha¨ngige als auch zeitunabha¨ngige Multimedia-Daten
verarbeitet werden. Die besonderen Charakteristika des Multimedia-Information-Retrievals
sind eng mit der Art der zu verwaltenden Daten verbunden. So mu¨ssen große Datenmen-
gen sowie eine große Vielfalt an unterschiedlichen Datentypen verwaltet und dem Nutzer
zuga¨nglich gemacht werden. Eine wesentliche Besonderheit liegt ferner in der impliziten Se-
mantik von Multimedia-Objekten, welche fu¨r das Retrieval die Extraktion verschiedenster
Features notwendig macht. Weiterhin zeichnet sich das Multimedia-Information-Retrieval
dadurch aus, dass sowohl zeitliche, ra¨umliche und inhaltsbasierte als auch scharfe sowie
unscharfe Anfragen unterstu¨tzt werden mu¨ssen.
Neben der Hervorhebung der Besonderheiten beimMultimedia-Retrieval wurde die prin-
zipielle Arbeitsweise eines Multimedia-Information-Retrieval-Systems beschrieben. Der Re-
trieval-Prozess la¨uft in verschiedenen Schritten ab. Vordergru¨ndig dabei ist die Aufbereitung
der Multimedia-Objekte und der Anfrage, welche eine Zerlegung, Normalisierung, Segmen-
tierung der Multimedia-Objekte sowie eine Feature-Extraktion impliziert. Dadurch wird ein
inhaltsbasiertes Retrieval auf Basis der inhaltsabha¨ngigen Metadaten gewa¨hrleistet. Dane-
ben werden aber auch inhaltsunabha¨ngige und inhaltsbeschreibende Metadaten, wie bei-
spielsweise Strukturdaten oder zusa¨tzliche beschreibende relationale Daten, verwendet. Aus
diesem Grund wird im Allgemeinen zwischen dem schlu¨sselwort-, dem inhalts- sowie dem
konzeptbasiertem Retrieval unterschieden. Eine wichtige Anforderung wird im Rahmen der
Ergebnispra¨sentation an das Retrieval-System gestellt. Es mu¨ssen Methoden zur Darstel-
lung der Retrieval-Ergebnisse, welche die unterschiedlichsten Medien-Objekte beinhalten
ko¨nnen, vorhanden sein. Ferner sind Visualisierungstechniken erforderlich, die dem Nutzer
die Zusammenha¨nge zwischen der Anfrage und den Ergebnisobjekten versta¨ndlich machen.
Einen weiteren Schwerpunkt in diesem Kapitel stellte die Einbindung von Nutzerpra¨fe-
renzen in das Multimedia-Retrieval dar. Fu¨r die Entwicklung einer Anfragesprache sind die
Mo¨glichkeiten zur Spezifikation der Pra¨ferenzen bei der Anfrageformulierung von Bedeu-
tung. EineMo¨glichkeit dafu¨r bieten die Pra¨ferenzanfragen. Sie sind imwesentlichen fu¨r Boo-
lesche Anfragen gedacht, ko¨nnen jedoch imMultimedia-Retrieval beispielsweise im Zusam-
menhang mit einem schlu¨sselwort- oder einem konzeptbasierten Retrieval sinnvoll einge-
setzt werden.
Eine andere Alternative zur Formulierung von Pra¨ferenzen bietet die Vergabe vonGewich-
ten innerhalb einer Anfrage. Dabei wird zwischen Relevanz-, Quantita¨ts-, Operator- und
Schwellwertgewichten unterschieden. Die Relevanzgewichte dru¨cken das Empfinden der
Wichtigkeit eines Nutzers bezu¨glich einer Teilanfrage aus. Diese Art der Gewichtung verfu¨gt
u¨ber eine hohe Ausdrucksfa¨higkeit und u¨berla¨sst dem Nutzer Spielraum bei der Abbildung
seiner Pra¨ferenzen. Die Relevanzgewichtung hat sich gegenu¨ber den Pra¨ferenzanfragen im
Multimedia-Retrieval durchgesetzt (Fagin und Wimmers, 2000). Die Operatorgewichtung
bietet demNutzer die Mo¨glichkeit, das Verhalten der OperatorenUND undODER zu vera¨n-
dern und damit die Teilanfragen unscharf zu verknu¨pfen. Mittels eines Quantita¨tsgewichtes
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kann die Anzahl der zu liefernden Anfrageergebnisse beeinflusst werden. Letztlich kann der
Relevanzwert der Objekte in Abha¨ngigkeit von einem Schwellwertgewicht vera¨ndert wer-
den. Ein Schwellwertgewicht kann sowohl fu¨r einzelne Teilanfragen als auch fu¨r die ganze
Anfrage angegeben werden.
Beim Relevanz- und Kontext-Feedback wird eine initiale Anfrage mit dem Ziel modifi-
ziert, eine erneute Anfrage entsprechend der gewu¨nschten Suchrichtung anzupassen. Ent-
scheidend ist die Benutzerrelevanz, die durch die Bewertung der Ergebnisobjekte abgebildet
wird. Dieses Feedback fließt in die Anpassung der Anfrage ein. Dabei werden verschiedene
Methoden, wie die Verschiebung des Anfragepunktes oder die Modifizierung der Gewichte,
genutzt. Letztere baut dabei auf den Konzepten der Relevanzgewichtung auf.
Durch Nutzerprofile ist eine Personalisierung des Suchverhaltens fu¨r einen Nutzer rea-
lisierbar. Die Anfragen werden auf Basis des Profils vom System so modifiziert, dass sie
auf die u¨ber einen la¨ngeren Zeitraum beobachteten individuellen Pra¨ferenzen eines Nutzers
oder a¨hnlicher Nutzer zugeschnitten sind.
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Traditionelle Anfragesprachen relationaler beziehungsweise objektorientierter Datenbank-
Management-Systeme sind fu¨r den Einsatz in einem MIRS auf Grund der Charakteristi-
ka und Besonderheiten des Multimedia-Information-Retrievals (siehe Abschnitt 2.3.1) nicht
ma¨chtig genug. So ko¨nnen Anfragen in MIRS beispielsweise durch SQL, OQL oder QBE
nicht angemessen formuliert werden. Aus diesem Grund wurden spezielle Multimedia-An-
fragesprachen entwickelt, welche in diesem Kapitel na¨her untersucht werden.
Im Allgemeinen beschreiben Anfragesprachen die Struktur und die Auswahl von Daten,
ohne spezielle Algorithmen zur Anfrageberechnung vorzugeben. Sie werden in deklarati-
ve und prozedurale Anfragesprachen unterteilt. Bei deklarativen Anfragesprachen gibt der
Nutzer an, was gesucht werden soll, wa¨hrend bei prozeduralen Sprachen angegeben wird,
was und insbesondere wie gesucht werden soll. Daher handelt es sich bei den Multimedia-
Anfragesprachen um deklarative Sprachen.
In diesem Kapitel werden neben den allgemeinen Anforderungen an eine Anfragesprache
weitere Anforderungen, bedingt durch die speziellen Charakteristika von MIRS, dargelegt,
denen eine Multimedia-Anfragesprache gerecht werden muss. Auf der Formulierung dieser
Anforderungen aufbauend, erfolgt die Evaluierung verschiedener bestehender Multimedia-
Anfragesprachen. Hierbei stehen insbesondere die Mo¨glichkeiten zur Abbildung von Nut-
zerpra¨ferenzen durch entsprechende Sprachkonstrukte der jeweiligen Anfragesprachen im
Vordergrund. Des Weiteren existieren verschiedene theoretisch fundierte Arbeiten zur Ein-
bindung vonNutzerpra¨ferenzen, die in diesemKapitel vorgestellt werden. Diese Ansa¨tze er-
weitern entweder die relationale Algebra oder das relationale Kalku¨l um entsprechende Me-
chanismen und werden nur zu Teilen in Form einer nutzerorientierten Anfragesprache an-
geboten. Ferner wird auf einzelne Erweiterungen von SQL eingegangen, die fu¨r Multimedia-
Anfragen genutzt werden ko¨nnen.
3.1 Anforderungen an eine Multimedia-Anfragesprache
Auf Grund der Charakteristika von MIRS ergeben sich neben den allgemeinen Anforderun-
gen an eine Anfragesprache weitere Anforderungen, denen eine Multimedia-Anfragespra-
che gerecht werden muss. Dazu za¨hlen Anforderungen, die sich aus der Formulierung spe-
zieller Anfragen inMIRS ergeben. Zwar kann unter Verwendung traditioneller Anfragespra-
chen eine exakte Suche auf den inhaltsbeschreibenden und inhaltsunabha¨ngigen Metadaten
erfolgen, jedoch wird ein inhaltsbasiertes, unscharfes Retrieval nicht unterstu¨tzt. Neben der
Gewa¨hrleistung von inhaltsbasierten, unscharfen Anfragen fordern Fuhr u. a. (1998), dass
ein MIRS weiterhin ra¨umliche und zeitliche Anfragen unterstu¨tzen muss. Diese werden mit
dem Begriff Multimedia-Anfragen zusammengefaßt. Mit der Formulierung von Multimedia-
Anfragen und der Heterogenita¨t der Daten geht die Notwendigkeit einher, spezielle Mecha-




• die allgemeinen Anforderungen an eine Anfragesprache,
• die Anforderungen zur Unterstu¨tzung von Multimedia-Anfragen sowie
• die Anforderungen bezu¨glich einer ada¨quaten Ergebnispra¨sentation eingegangen.
3.1.1 Allgemeine Anforderungen
Heuer und Scholl (1991) entwickelten einen Kriterienkatalog fu¨r Anfragesprachen. In der Ar-
beit von Paskamp (1999) wurden auf Basis einer verfeinerten Kriterienliste (Heuer und Saa-
ke, 2000; Saake u. a., 1997) die Anforderungen bezu¨glich der Gu¨ltigkeit fu¨r eine Multimedia-
Anfragesprache kritisch untersucht. Die Ergebnisse dieser Untersuchung werden im Folgen-
den mit einer kurzen Darstellung der entsprechenden Kriterien zusammengefasst:
Ad-hoc-Formulierung; Anfragen ko¨nnen direkt u¨ber eine interaktive Benutzerschnittstelle
formuliert werden. Dabei mu¨ssen keine vollsta¨ndigen Programme geschrieben wer-
den.
Eine Multimedia-Anfragesprache muss Methoden anbieten, die neben textbasierten
Anfragekonstrukten auch andere medientypische Interaktionsverfahren unterstu¨tzen.
Dafu¨r bietet sich oftmals eine grafische Form der Anfrageformulierung an.
Generische Operatoren; Die Anfragesprache basiert auf wenigen generischen Operatoren,
das heißt, fu¨r semantisch gleiche Operationen auf verschiedenen Objekten wird die
gleiche Syntax verwendet.
Eine Multimedia-Anfragesprache muss generische Operationen fu¨r verschiedene Me-
dien-Objekte anbieten.
Anwendungsunabha¨ngigkeit; Der Sprachentwurf darf nicht im Hinblick auf ein bestimmtes
Anwendungsgebiet erfolgen. Vielmehr soll eine universelle Anwendung unterstu¨tzt
werden.
Dies gilt auch fu¨r eine Multimedia-Anfragesprache. Sie muss diverse Medientypen,
mindestens jedoch Video-, Audio-, Bild- und Textdaten unterstu¨tzen. Ferner muss ei-
ne Unabha¨ngigkeit von konkreten Medienformaten oder Kompressionsverfahren ge-
wa¨hrleistet sein.
Deskriptivita¨t; Der Zugriff auf Datenbankobjekte erfolgt durch die Beschreibung der Struk-
tur und des Inhalts der gesuchten Objekte. Dabei werden keine Berechnungsalgorith-
men vorgegeben. Deskriptivita¨t garantiert eine Datenunabha¨ngigkeit und la¨sst Frei-
raum fu¨r eine Anfrageoptimierung.
Diese Anforderung gilt uneingeschra¨nkt fu¨rMultimedia-Anfragesprachen. Dahermu¨s-
sen auch fu¨r die Beschreibung der Ergebnispra¨sentation Sprachkonstrukte vorhanden
sein, die die Struktur und den Inhalt der Pra¨sentation beschreiben, jedoch nicht, wie
diese zu erstellen ist.
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Mengenorientiertheit; Klassischen Anfragen arbeiten auf Mengen. Dadurch kann das Sys-
tem das Ergebnis in einer beliebigen Reihenfolge zuru¨ckliefern. Durch die Unterstu¨tz-
ung von Mengenoperationen kann eine optimierte Anfragenbearbeitung erfolgen.
In MIRS werden nicht nur exakte sondern auch unscharfe Anfragen formuliert. Da-
durch liegen keine klassischen Mengen sondern Fuzzy-Mengen vor. Daher mu¨ssen die
einzelnen Mengenoperationen um Konzepte zur Behandlung von Relevanzwerten er-
weitert werden.
Orthogonalita¨t; Die Operationenmu¨ssen frei undmo¨glichst beliebig kombinierbar sein. Die
Orthogonalita¨t gewa¨hrleistet eine Schachtelung von Anfragen.
Eine Multimedia-Anfragesprache sollte die Kombination von Konstrukten, sofern eine
Typu¨bereinstimmung gewa¨hrleistet ist, erlauben. Dabei ist es unwesentlich, ob es sich
um einfache Datentypen oder Medientypen handelt.
Effizienz; Die Operationen sollen effizient realisierbar sein.
Prinzipiell muss dies auch fu¨r Multimedia-Anfragesprachen gelten. Jedoch treten ins-
besondere durch das hohe Datenvolumen und durch unscharfe Anfragen Effizienzpro-
bleme auf. Ein weiteres Effizienzproblem kann hinsichtlich zusa¨tzlicher anwendungs-
spezifischer Funktionen und Pra¨dikate entstehen. Bezu¨glich der Ergebnispra¨sentation
kann jedoch durch eine entsprechende Parametrisierung der Ausgabe, wie zum Bei-
spiel der Qualita¨t des auszugebenden Medien-Objektes, die Effizienz des Systems ge-
steigert werden. Fu¨r diesen Zweckmuss die Anfragesprache entsprechendeAusdrucks-
mittel bereitstellen.
Erweiterbarkeit; Bei einer Erweiterung des zu Grunde liegenden Datenmodells soll auch die
Anfragesprache leicht erweiterbar sein.
Insbesondere bei MIRS spielt die Erweiterbarkeit eine wichtige Rolle. So ko¨nnen neue
Medientypen hinzugefu¨gt oder zusa¨tzliche Features extrahiert werden. Eine Multime-
dia-Anfragesprache muss solche A¨nderungen leicht adaptieren ko¨nnen und beispiels-
weise die Mo¨glichkeit bieten, auf neue Features in Anfragen zuzugreifen.
Abgeschlossenheit; Das Ergebnis einer Anfrage muss konsistent im Datenbankmodell dar-
stellbar sein und somit als Eingabe fu¨r nachfolgende Anfragen verwendbar sein.
In einem MIRS muss die Anfragesprache die Semantik der Medien-Objekte und des
Relevanzwertes als Anfrageergebnis festlegen. Relevanzwerte ko¨nnen beispielsweise
als zusa¨tzliches Attribut den Ergebnisobjekten zugeordnet werden. Wesentlich dabei
ist, dass die ermittelten Ergebnisrelationen wieder Eingangsrelationen fu¨r nachfolgen-
de Anfragen darstellen.
Ada¨quatheit; Es wird gefordert, dass alle Konstrukte des Datenbankmodells durch die An-
fragesprache ausgenutzt werden. Die Ada¨quatheit bildet das Gegenstu¨ck zur Abge-
schlossenheit.
Fu¨r eine Multimedia-Anfragesprache gilt, dass Konstrukte zur Formulierung der zeit-
lichen und ra¨umlichen Beziehungen sowie zur Formulierung unscharfer, inhaltsbasier-
ter und gewichteter Anfragen zur Verfu¨gung stehen. Auchmu¨ssen Sprachmittel fu¨r die
Parametrisierung der Ergebnispra¨sentation angeboten werden.
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Vollsta¨ndigkeit; Die Ma¨chtigkeit einer Standardsprache wird als Mindestanforderung fu¨r
Anfragesprachen vorausgesetzt. Somit wird von relationalen Anfragesprachen zum
Beispiel die gleiche Ausdrucksfa¨higkeit, wie sie die relationale Algebra aufweist, ver-
langt.
Eine Multimedia-Anfragesprache muss damit in Abha¨ngigkeit vom zu Grunde liegen-
den Datenmodell mindestens die gleiche Ma¨chtigkeit wie die relationale Algebra be-
ziehungsweise das objektorientierte A¨quivalent aufweisen.
Sicherheit; Jede syntaktisch korrekte Anfrage muss terminieren und ein endliches Ergeb-
nis liefern. Um die Sicherheit gewa¨hrleisten zu ko¨nnen, darf die Anfragesprache nicht
berechnungsvollsta¨ndig sein.
Dieses gilt natu¨rlich auch fu¨r Multimedia-Anfragesprachen. Auf den Aspekt der Si-
cherheit wird in Abschnitt 5.2 im Zusammenhang mit dem Entwurf einer Multimedia-
Anfragesprache na¨her eingegangen.
Optimierbarkeit; Auf Basis von Optimierungsregeln kann eine automatische Anfrageopti-
mierung stattfinden.
Dieses Kriterium muss auch von Anfragen in MIRS erfu¨llt werden. Dabei treten auf
Grund der Gewichtung in Anfragen Probleme auf. Dieses wird in Abschnitt 4.3.3 dis-
kutiert.
Formale Semantik; Die Anfrageoperationen sind formal definiert. Durch die formale Se-
mantik wird die Bedeutung eines Anfrageterms eindeutig festgelegt.
Eine formale Semantik muss auch fu¨r alle Operationen einer Multimedia-Anfragespra-
che existieren.
Eingeschra¨nktheit; Unter Beru¨cksichtigung von Effizienz, Optimierbarkeit und Sicherheit
kann eine Anfragesprache nicht berechnungsvollsta¨ndig sein.
Die Eingeschra¨nktheit gilt auch fu¨r Multimedia-Anfragesprachen.
Diese allgemeinen Anforderungen an eine Anfragesprache verfolgen zum Teil gegensa¨tz-
liche Ziele. Daher kann keine Anfragesprache alle Kriterien gleich gut erfu¨llen (Saake u. a.,
1997, S. 236). Im Folgenden wird auf Anforderungen, die sich auf Grund der spezifischen
Charakteristika eines MIRS ergeben, na¨her eingegangen.
3.1.2 Multimediaspezifische Anforderungen
Multimedia-Information-Retrieval-Systeme zeichnen sich insbesondere dadurch aus, dass
sie neben exakten Anfragen auf numerischen und alphanumerischenDaten, wie beimDaten-
Retrieval u¨blich, weitere Konzepte zur Formulierung multimediaspezifischer Anfragen be-
ru¨cksichtigen mu¨ssen. Dazu za¨hlen:
• Unscharfe Anfragen; Fu¨r die Formulierung vonAnfragen ko¨nnen, anders als beimDaten-
Retrieval, auch Fuzzy-Pra¨dikate genutzt werden.
• Inhaltsbasierte Anfragen; Die Suche erfolgt auf Basis der inhaltsabha¨ngigen Metadaten
der Medien-Objekte. Wesentlich dabei ist, dass diese Anfragen oftmals unscharf, bei-
spielsweise unter Verwendung eines A¨hnlichkeitsoperators, formuliert werden.
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• Ra¨umliche Anfragen; Eine Formulierung von Anfragen bezu¨glich der ra¨umlichen An-
ordnung von Objekten und deren Beziehungen sowohl zwischen als auch innerhalb
von Medien-Objekten ist mo¨glich.
• Zeitliche Anfragen;Die Suche erfolgt u¨ber zeitliche Zusammenha¨nge innerhalb und zwi-
schen Medien-Objekten.
• Gewichtete Anfragen und Pra¨ferenzanfragen; Bei der Anfrageformulierung kann eine Ge-
wichtung, beispielsweise von Bedingungen oder Operatoren, zusa¨tzliche Pra¨ferenzen
des Nutzers abbilden. Gleiches gilt fu¨r die Formulierung von Pra¨ferenzanfragen.
Prinzipiell ko¨nnen die einzelnen Anfragearten miteinander verknu¨pft werden. Das Beisp-
iel 3.1 zeigt eine Anfrage, die eine scharfe Bedingung (Datum = 12.12.2003), eine unscharfe
inhaltsbasierte Anfrage (Bilda¨hnlichkeit), eine ra¨umliche Bedingung (Text rechts von Bild)
sowie eine Gewichtung (Farbe versus Form) miteinander verknu¨pft.
Beispiel 3.1 Suche die HTML-Dokumente, die am 12.12.2003 erstellt wurden. Der Text soll sich
rechts von einem Bild befinden und das Bild soll zu dem gegebenen Bild in Farbe und Form a¨hnlich
sein. Dabei ist die A¨hnlichkeit bezu¨glich der Farbe wichtiger als bezu¨glich der Form.
Auf Grund der Unscha¨rfe von Multimedia-Anfragen ist das Ergebnis einer initialen Anfrage
nicht immer zufriedenstellend. Aus diesem Grund muss eine Multimedia-Anfragesprache
auch Sprachkonstrukte anbieten, die eine iterative Anfrageverfeinerung ermo¨glichen.
Beim Daten-Retrieval stehen die klassischen Vergleichsoperatoren (<,>,=, 6=,≥,≤) so-
wie Funktionen fu¨r die jeweiligen Datentypen, wie die Addition von zwei Zahlen, bereit. Da
beim Multimedia-Information-Retrieval auch verschiedenste Multimedia-Daten vorliegen,
sind die oben aufgefu¨hrten klassischen Funktionen und Vergleichsoperatoren nicht ausrei-
chend. Aus diesem Grund mu¨ssen spezielle Pra¨dikate, Funktionen und Konzepte fu¨r die
Formulierung der verschiedenen Multimedia-Anfragen zur Verfu¨gung stehen.
Im Folgenden wird auf die unterschiedlichen Mo¨glichkeiten zur Formulierung von An-
fragen in einem MIRS na¨her eingegangen. Dabei wird eine Grundmenge an notwendigen
Pra¨dikaten und Funktionen fu¨r die Unterstu¨tzung der jeweiligen Anfrageart skizziert. Je
nach Anwendungsgebiet werden zusa¨tzlich zu den dargelegten Operationen oftmals weite-
re Pra¨dikate und Funktionen beno¨tigt, auf die hier jedoch nicht weiter eingegangen wird.
Inhaltsbasierte und unscharfe Anfragen
Bei dieser Art von Anfragen steht die Suche auf Basis der inhaltsabha¨ngigen Beschreibung
der Medien-Objekte im Vordergrund. Meyer-Wegener definiert eine inhaltsbasierte Anfrage
als die Suche in einer Menge vonMedien-Objekten, bei der der Vergleich nicht auf einer syn-
taktischen Ebene sondern auf einer semantischen Ebene ausgefu¨hrt wird (Meyer-Wegener,
2003, S. 214). Im Folgenden sind einige typische Beispiele fu¨r inhaltsbasierte Anfragen, wel-
che oftmals, aber nicht zwingend, als Query-By-Example-Anfragen formuliert werden, an-
gegeben:
• Doublettensuche in einer Gema¨ldedatenbank auf Basis der Abbildungen der Gema¨lde,




• Suche nach einem Cartoon, in dem eine Figur einen bestimmten Satz spricht, welcher
als Audio-Clip angegeben wird.
Zu den inhaltsbasierten Anfragen za¨hlen A¨hnlichkeitsanfragen. Fu¨r die Umsetzung solcher
Anfragen sind A¨hnlichkeitspra¨dikate notwendig. Dabei wird zu einem oder mehreren ge-
gebenen Medien-Objekten der Grad der A¨hnlichkeit zu den Datenbank-Objekten bezu¨glich
eines oder mehrerer Kriterien ermittelt. Die Anfragen selbst werden bereits unscharf unter
Verwendung von Fuzzy-Pra¨dikaten formuliert. Damit ist auch das Ergebnis unscharf. Dies
bedeutet, dass zwar eine scharfe Menge an Ergebnisobjekten ermittelt wird, wobei jedoch
die Ergebnisobjekte selbst die Anfrage nur zu einem Grad zwischen 0 und 1 erfu¨llen. Dieser
Grad der A¨hnlichkeit eines Datenbank-Objektes zur Anfrage wird durch den Relevanzwert
ausgedru¨ckt.
Klassischerweise werden Anfragen bezu¨glich der inhaltsabha¨ngigen oder -unabha¨ngigen
Metadaten der Medien-Objekte scharf formuliert. Wesentlich beimMultimedia-Retrieval ist,
dass diese Anfragen nicht nur scharf sondern auch unscharf formuliert werden ko¨nnen.
Fu¨r die Umsetzung solcher unscharfen Anfragen kommen Techniken aus dem Information-
Retrieval zum Tragen. Ferner finden in MIRS auch Fuzzy-Ausdru¨cke oder -Pra¨dikate, wie
viel oder typisch, Anwendung. Dies ist in Beispiel 3.2 dargestellt. Auch bei A¨hnlichkeitsan-
fragen ko¨nnen Fuzzy-Pra¨dikate, wie zumBeispiel kreisfo¨rmig, eingesetzt werden. Jeder dieser
unscharfen Ausdru¨cke repra¨sentiert dabei eine Menge akzeptabler Werte, bezu¨glich der ein
Attribut oder Feature abgeglichen wird (Bertino u. a., 1999).
Beispiel 3.2 Suche die HTML-Dokumente, die viele Bilder enthalten.
Ra¨umliche Anfragen
Ra¨umliche Beziehungen ko¨nnen sowohl innerhalb von Medien-Objekten (Beispiel 3.3) als
auch zwischen den Medien-Objekten auftreten (Beispiel 3.4). Fu¨r die Abbildung dieser Be-
ziehungen mu¨ssen entsprechende Pra¨dikate, wie beispielsweise links von, teil von et cetera,
zur Verfu¨gung stehen.
Beispiel 3.3 Suche Bilder mit einem Haus links von einem Baum.
Beispiel 3.4 Suche HTML-Dokumente, deren Text links von einem Bild liegt.
Die Grundlage fu¨r die Formulierung ra¨umlicher Anfragen bildet ein entsprechendes Da-
tenmodell. Zumeist sind diese auf zwei Dimensionen beschra¨nkt, jedoch leicht um eine drit-
te Dimension erweiterbar. Fu¨r die Bestimmung der ra¨umlichen Beziehungen innerhalb eines
Medien-Objektes mu¨ssen zuna¨chst die relevanten Objekte im Medien-Objekt bestimmt wer-
den.
Ermittlung der Objektgrenzen Die Abbildung von ra¨umlichen Beziehungen innerhalb
von Medien-Objekten macht eine Segmentierung und Identifizierung der relevanten Objek-
te, wie etwaHaus und Baum in Beispiel 3.3, erforderlich. Diese werden auch als Salient-Objekte
bezeichnet. Wesentlich dabei ist die Bestimmung der Objektgrenzen. Dies ist automatisch
schwer realisierbar, so dass dies u¨berwiegend manuell beziehungsweise semi-automatisch
erfolgt.
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Oftmals wird anstelle der segmentierten Objekte eine vereinfachte Darstellung in der Da-
tenbank abgelegt und zur ra¨umlichen Indexierung und Suche genutzt. Beispielsweise kann
das kleinste umschreibende Rechteck (Minimum Bounding Rectangle - MBR) oder ein Polygon-
zug des segmentierten Objektes genutzt werden (Prabhakaran, 1997, S. 98f). Diese beiden
Alternativen sind in Abbildung 3.1 dargestellt.
Probleme bei einer solchen vereinfachenden Darstellung von Objekten treten jedoch dann
auf, wenn exakte ra¨umliche Beziehungen von Bedeutung sind. Beispielsweise ko¨nnen durch
MBRs U¨berlappung entstehen, die real nicht existieren (siehe Abbildung 3.1a). Dadurch
ko¨nnen falsche Anfrageergebnisse erzielt werden. Zur Vermeidung dieses Problems, ko¨nnen
Objekte als Punktmengen abgespeichert werden. Dafu¨r mu¨ssen jedoch ho¨here Speicherkosten
und ein erho¨hter Aufwand bei der Berechnung der ra¨umlichen Beziehungen in Kauf genom-
menwerden. Eine weitere Mo¨glichkeit besteht in der Kombination dieser beiden Ansa¨tze. So
ko¨nnen zuna¨chst die Objekte mittels eines MBR grob bestimmt werden. Dem schließt sich
eine exakte Bestimmung der Objektgrenzen an. Fu¨r die ermittelten Salient-Objekte ko¨nnen
dann die ra¨umlichen Beziehungen bestimmt werden.
Abbildung 3.1: Darstellung der Salient-Objekte eines Bildes mittels a) MBR und b) Polygon-
zug
Bestimmung der ra¨umlichen Beziehungen Ra¨umliche Beziehungen ko¨nnen in topologi-
sche, Richtungs- und Distanzbeziehungen eingeteilt werden. Zur Definition von ra¨umlichen
Beziehungen in Multimedia-Information-Retrieval-Systemen setzen viele Arbeiten auf Er-
gebnissen aus der Forschung zu Geografischen-Informationssystemen (GIS) auf.
Die Distanzbeziehungen unterstu¨tzen Anfragen, wie in Beispiel 3.5 dargestellt. Sie be-
schreiben somit den ra¨umlichen Abstand zwischen Objekten. Fu¨r die Berechnung der Di-
stanz werden Distanzfunktionen, wie die Euklidische Distanz, eingesetzt. Da Distanzfunk-
tionen den Abstand zwischen zwei Punkten berechnen, kann der Schwerpunkt der Objekte
als jeweiliger Referenzpunkt gewa¨hlt werden.
Beispiel 3.5 Suche die Bilder, bei denen sich ein Vogel in der Na¨he eines Hauses befindet.
Distanzenwerden typischerweise durch Verwendung von vordefinierten Symbolen beschrie-
ben. Hong u. a. (1995) verwenden dafu¨r die vier symbolischen Distanzen sehr nah, nah, fern
und sehr fern. Diese qualitativen Beziehungen mu¨ssen in entsprechende quantitative Be-
ziehungen transformiert werden. Dabei korrespondiert jedes Distanzsymbol zu einem be-
stimmten Intervall an quantitativen Distanzen (siehe Abbildung 3.2). Die Festlegung der
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Intervalle ist jedoch vom jeweiligen Anwendungskontext abha¨ngig. Frank (1992) legt dar,
wie aus einer kleinen Menge an qualitativen Distanzsymbolen weitere Distanzsymbole ge-
schlussfolgert werden ko¨nnen.
Abbildung 3.2: Qualitative Distanzen nach Hong u. a. (1995)
Richtungsbeziehungen beschreiben die ra¨umliche Lage von Objekten zueinander (Li u. a.,
1996). Ausgehend vom Referenzobjekt ko¨nnen die bekannten geografischen Richtungsbe-
ziehungen, wie Nord und Nordwest im zweidimensionalen Raum, angewendet werden. Fu¨r
eine vereinfachte Anfrageformulierung werden die einzelnen Richtungen zusammengefasst
(Li u. a., 1996). Beispielsweise ergibt sich die Richtung links aus den BereichenNordwest,West
und Su¨dwest (ebd.). Dieser Ansatz ist sowohl fu¨r eine Darstellung der Salient-Objekte durch
einen MBR, einen Polygonzug als auch durch eine Punktmenge geeignet.
Eine andere Mo¨glichkeit zur Abbildung von Richtungsbeziehungen zwischen Objekten
bietet der 2D-String (Chang und Liu, 1984; Chang u. a., 1987). In einem 2D-String werden
die ra¨umlichen Beziehungen in einem Teilstring fu¨r die Beziehungen zwischen den Objek-
ten bezu¨glich der x-Achse und in einem zweiten Teilstring fu¨r die Beziehungen zwischen
den Objekten bezu¨glich der y-Achse repra¨sentiert. Es wird davon ausgegangen, dass die
Objektgrenzen durch MBRs festgelegt sind, wobei die Grenzen parallel zur x- und y-Achse
sind. Als Referenzpunkt fu¨r ein Objekt dient sein Schwerpunkt. Sei S = {O1,O2, . . . ,On}
eine Menge von segmentierten Objekten in einem Bild und R = {=,<} ist die Menge der
bina¨ren Vergleichsoperatoren mit folgender Bedeutung:
O1 = O2 O1 ist an gleicher Stelle wie O2,
O1 < O2 O1 ist im Westen/Su¨den von O2 (abha¨ngig von der x- bzw. y-Achse).
Der Nachteil dieser Methode besteht darin, dass die ra¨umlichen Beziehungen nur auf Basis
des Schwerpunktes der Objekte bestimmt werden, so dass eine vollsta¨ndige Wiedergabe der
Beziehungen zwischen den Objekten nicht mo¨glich ist. Das folgende Beispiel demonstriert
die Verwendung des 2D-Strings.
Beispiel 3.6 Betrachtet wird das Bild aus Abbildung 3.1a. Sei S = {Haus, Vogel, Baum} dann ist
der 2D-String {Haus < Vogel < Baum; Haus < Baum < Vogel}.
Der 2D-C-String erweitert den 2D-String, indem die ra¨umlichen Beziehungen zwischen den
Grenzen und nicht dem Schwerpunkt der Objekte angegeben werden (Lee und Hsu, 1990).
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Daher wird die Menge der gu¨ltigen Vergleichsoperatoren entsprechend den von Allen (1983)
vorgeschlagenen Relationen zwischen zwei Intervallen erweitert. Allens dreizehn mo¨gliche
Beziehungen pro Dimension zwischen zwei Intervallen sind in Abbildung 3.3 fu¨r die Be-
ziehungen bezu¨glich der x-Achse aufgefu¨hrt. Diese Beziehungen sind auf beliebige Objekte
u¨bertragbar. Wenn die x- und die y-Richtung unabha¨ngig voneinander betrachtet werden,
so ergeben sich 169 ra¨umliche Beziehungen zwischen zwei Objekten im zweidimensionalen
Raum. Damit ko¨nnen die ra¨umlichen Beziehungen in einem Bild angemessen repra¨sentiert
werden (Petraglia u. a., 2001). Fu¨r den 2D-C-String gilt somit R = {<, :, |, %, [, ], /}. Die Bezie-
hungen zwischen den Objekten werden unter Verwendung dieser Operatoren analog zum
2D-String fu¨r jede Dimension angegeben (Lee und Hsu, 1990).
Abbildung 3.3: Eindimensionale Richtungsbeziehungen bezu¨glich der x-Achse
Neben diesen beiden Beziehungstypen sind auch die topologischen Beziehungen zwi-
schen den Objekten von Bedeutung. Li u. a. (1996) argumentieren, dass nicht immer eine
Richtungsbeziehung zwischen zwei Objekten besteht, jedoch stets eine topologische Bezie-
hung. Nach Egenhofer und Franzosa (1991, 1995) gibt es acht grundlegende topologische
Beziehungen zwischen zwei Objekten. Diese werden auf der Basis von neun verschiedenen
Durchschnittsberechnungen unter Beru¨cksichtigung der Grenzen sowie des Inneren und des
A¨ußeren der Objekte im zweidimensionalen Raum ermittelt. So seien A0 und B0 das Innere,
A− und B− das Komplement und ϑA und ϑB die Grenzen der Objekte A und B. Eine topo-
logische Beziehung zwischen A und B ist ein neun-Tupel, das sich aus der Kombination der
neun Durchschnitte A0 ∩ B0, A0 ∩ ϑB, ϑA∩ B0, ϑA∩ ϑB, ϑA∩ B−, A0 ∩ B−, A− ∩ B−, A− ∩ ϑB
und A− ∩ B0 zwischen dem Inneren, dem Komplement und den Grenzen der Objekte ergibt.
Daraus resultieren die folgenden acht topologischen Beziehungen: disjunkt, beru¨hrt, u¨berlappt,
bedeckt, bedeckt von, in, entha¨lt sowie gleich. Auf diesen Ergebnissen aufbauend, schlagen Li
u. a. (1996) sechs topologische Beziehungen fu¨r das Multimedia-Information-Retrieval vor.
Abbildung 3.4 stellt diese Beziehungen grafisch dar.
Abbildung 3.4: Topologische Beziehungen
Die Berechnung und Speicherung aller mo¨glichen ra¨umlichen Beziehungen von Objekten
zueinander ist sehr aufwa¨ndig und oftmals nicht no¨tig, da der Nutzer meist nur an bestimm-
ten ra¨umlichen Beziehungen interessiert ist (Li u. a., 1996). Aus diesem Grund ist es sinnvoll,
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ga¨ngige Beziehungen explizit zu speichern und andere weniger oft genutzte Beziehungen
auf Anfrage berechnen zu lassen.
Ra¨umliche Operationen Die Pra¨dikate fu¨r die Formulierung ra¨umlicher Anfragen lassen
sich direkt aus den zuvor skizzierten Beziehungen zwischen zwei Objekten ableiten. Fu¨r
die topologischen Beziehungen ergeben sich beispielsweise die Pra¨dikate disjunkt, beru¨hrt,
in, u¨berlappt, u¨berdeckt und gleich. Analog dazu ko¨nnen die Pra¨dikate fu¨r die Richtungs- und
Distanzbeziehungen abgeleitet werden. Zusa¨tzlich sind spezielle Funktionen, beispielsweise
zur Berechnung des Abstandes, des Fla¨cheninhalts oder des Umfanges eines Objektes, sinn-
voll. Auch Mengenoperation auf Objekten (Regionen), wie sie aus dem GIS-Umfeld bekannt
sind, erscheinen praktikabel.
Zeitliche Anfragen
Zeitliche Anfragen sind insbesondere im Zusammenhang mit zeitabha¨ngigen Medien, wie
Video oder Audio, von Bedeutung. Wesentlich bei der Modellierung der Zeit ist die Granu-
larita¨t. Dabei wird zwischen verschiedenen diskreten Werten unterschieden. Im Allgemei-
nen wird zwischen Sekunde, Minute, Stunde, Tag, Monat und Jahr differenziert. Eine feine-
re beziehungsweise gro¨bere Einteilung ist mo¨glich und vom jeweiligen Anwendungsgebiet
abha¨ngig.
Zeitliche Beziehungen Analog zu den ra¨umlichen Beziehungen ko¨nnen zeitliche Bezie-
hungen sowohl zwischen einzelnen Medien-Objekten als auch innerhalb eines Medien-Ob-
jektes auftreten. Die Abbildung von zeitlichen Beziehungen innerhalb von Medien-Objekten
macht die Identifizierung wesentlicher zeitlicher Abschnitte erforderlich. Diese werden als
Sequenz oder Zeitintervall bezeichnet. Im Folgenden werden sie als eigensta¨ndiges Objekt be-
trachtet.
Zwischen zwei Zeitintervallen und somit auch zwischen Medien-Objekten gibt es nach
Allen (1983) dreizehn verschiedene Relationen. Diese entsprechen den ra¨umlichen Bezie-
hungen zwischen zwei Objekten, die bereits in Abbildung 3.3 dargestellt wurden. Bei der
Betrachtung von zeitlichen Beziehungen wird die x-Achse dabei als eine systemweit gu¨ltige
Zeitachse aufgefasst.
Zeitliche Operationen Die Pra¨dikate fu¨r zeitliche Anfragen ko¨nnen direkt aus den skiz-
zierten Beziehungen zwischen zwei Objekten abgeleitet werden. Des Weiteren sind spe-
zielle Funktionen, beispielsweise zur Berechnung des Abstandes zweier Zeitpunkte oder
zum Ku¨rzen beziehungsweise Verla¨ngern eines Zeitintervalls wu¨nschenswert. Auch hier
gilt, dass die konkreten Funktionen und deren Umfang stark vom jeweiligen Anwendungs-
gebiet abha¨ngig sind. Die wichtigsten zeitlichen Operationen wurden von Paskamp (1999)
zusammengetragen und sind in Tabelle 3.1 dargestellt.
Gewichtete Anfragen und Pra¨ferenzanfragen
Auf die verschiedenen Mo¨glichkeiten zur Formulierung von gewichteten Anfragen wurde
bereits ausfu¨hrlich in Abschnitt 2.4.2 eingegangen.
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Name Operand 1 Operand 2 Ergebnis
<, %, :, ], [, /, | Intervall Intervall boolean
obere Intervallgrenze Intervall Zeitpunkt
untere Intervallgrenze Intervall Zeitpunkt
Intervallla¨nge Intervall Dauer
Durchschnitt, Vereinigung, Differenz Intervall Intervall Intervall
+,− Intervall Dauer Intervall
<,>,=,≥,≤ Zeitpunkt Zeitpunkt boolean
+,− Zeitpunkt Dauer Zeitpunkt
Abstand Zeitpunkt Zeitpunkt Dauer
Durchschnitt Zeitpunkt Intervall Zeitpunkt
<,>,=,≥,≤ Dauer Dauer boolean
+,− Dauer Dauer Dauer
Tabelle 3.1: Wichtige zeitliche Operationen (Paskamp, 1999, S. 32)
Im Zusammenhang mit A¨hnlichkeitsanfragen und unscharfen Pra¨dikaten ergibt die An-
wendung von Pra¨ferenzanfragen entsprechend des Ansatzes von Lacroix und Lavency (1987)
keinen Sinn, da bei diesen Anfragen jedes Datenbankobjekt zu einem bestimmten Grad
die Anfrage erfu¨llt. Eine iterative Abschwa¨chung der Anfrage kann somit nicht stattfin-
den. Bei Pra¨ferenzanfragen wird die Anfrage nur abgeschwa¨cht, wenn eine leere oder ei-
ne zu kleine Ergebnismenge zuru¨ckgeliefert wird. Pra¨ferenzanfragen ko¨nnen daher nur auf
Basis scharfer Pra¨dikate formuliert werden. Dies schließt die Kombination von scharfen,
schlu¨sselwortbasierten Anfragen mit zeitlichen und ra¨umlichen Anfragen ein, wie das Bei-
spiel 3.7 zeigt.
Beispiel 3.7 Suche eine Videoszene vom 12.12.2003. Davon werden die Szenen bevorzugt, die nach
30 Sekunden einen Frame enthalten, das ein Haus und einen Baum zeigt. Von diesen Frames werden
wiederum solche bevorzugt, in denen sich das Haus links vom Baum befindet.
Ein weiteres sinnvolles Anwendungsgebiet der Pra¨ferenzanfragen ergibt sich im Zusam-
menhang mit dem konzeptbasierten Retrieval. Konzepte sind meist hierarchisch organisiert
(siehe Abbildung 3.5), so dass durch Angabe von Pra¨ferenzen eine Einschra¨nkung auf die re-
levanten Objekte erfolgen kann (Beispiel 3.8). Falls die Pra¨ferenzbedingung keine Ergebnisse
liefert, ist eine weniger restriktive Bedingung entscheidend.
Beispiel 3.8 Suche Abbildungen, die dem Konzept Flugzeug angeho¨ren. Dabei werden die Abbil-
dungen bevorzugt, die zum Konzept Sportflugzeug geho¨ren, wovon wiederum die bevorzugt werden,
die einen Doppeldecker darstellen.
3.1.3 Anforderungen an die Pra¨sentation der Ergebnisse
Im Gegensatz zu klassischen Datenbank-Management-Systemen muss in einem MIRS die
Darstellung diverserMedien-Typen gewa¨hrleistet werden. Neben der Ausgabe der Retrieval-
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Abbildung 3.5: Ausschnitt aus einem Konzeptschema
Ergebnisse in Form einer Tabelle mu¨ssen daher auch Mechanismen fu¨r die Pra¨sentation von
Bildern, Audio und Videos bereit stehen.
Fu¨r eine Darstellung der Ergebnisobjekte mu¨ssen die Anfrageergebnisse entsprechend
den vom Nutzer gegebenen Vorgaben aufbereitet werden. Beispielsweise sind Formatum-
wandlungen oder Medienumsetzungen notwendig. Daru¨ber hinaus ist es wichtig, bestimm-
te Qualita¨tsparameter, wie die Auflo¨sung und Gro¨ße eines Bildes, angeben zu ko¨nnen. Fer-
ner muss die Mo¨glichkeit bestehen, ra¨umliche und zeitliche Vorgaben fu¨r die Ergebnispra¨-
sentation zu formulieren. Fu¨r diesen Zweck muss die Anfragesprache entsprechende Aus-
drucksmittel bereitstellen. Auf verschiedeneMo¨glichkeiten zur Spezifikation einer zeitlichen
und ra¨umlichen Pra¨sentation wird im Folgenden kurz eingegangen.
Ra¨umliche Pra¨sentation
Oftmals ist es wu¨nschenswert, die Medien-Objekte entsprechend bestimmter ra¨umlicher
Vorgaben in einemAusgabefenster zu pra¨sentieren. Eine solche ra¨umliche Anordnung zwei-
er Medien-Objekte ist in Abbildung 3.6 dargestellt.
Abbildung 3.6: Ra¨umliches Layout
Eine Mo¨glichkeit, ein solches Layout zu beschreiben, besteht darin, die Position eines Me-
dien-Objektes in einem Ausgabefenster durch Angabe der x- und y-Koordinaten der linken
unteren sowie der rechten oberen Ecke des Objektes zu spezifizieren (Prabhakaran, 1997, S.
134f). Die Angabe der Bedingungen fu¨r die Koordinaten kann dabei flexibel oder statisch
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erfolgen. Bei einer statischen Spezifikation werden die Koordinaten absolut angegeben. Bei-
spielsweise gilt dann fu¨r das Videoobjekt aus Abbildung 3.6 x1 = 10, y1 = 10, x2 = 100, y2 =
120. Hingegen wird bei der flexiblen Spezifikation eine Menge von Bedingungen vorgege-
ben. Fu¨r die ra¨umlichen Beziehungen der beiden Objekte in Abbildung 3.6 ko¨nnen beispiels-
weise folgende Beschra¨nkungen formuliert werden:
• x2 − x1 ≤ 90, y2 − y1 ≤ 110 zur Beschreibung der Lage des Videoobjektes und
• x3 − x1 ≤ 50, y3 − y1 ≤ 40 zur Beschreibung der Beziehungen zwischen dem Video-
und dem Bildobjekt.
Zur Auflo¨sung dieser Beschra¨nkungen kann nach Subrahmanian (1998) beispielsweise der
Bellman-Ford-Algorithmus (siehe Saake und Sattler (2001), S. 427ff) verwendet werden.
Eine weitere Mo¨glichkeit zur Formulierung der ra¨umlichen Ausgabebedingungen besteht
in der Verwendung des 2D-C-Strings. Fu¨r die Abbildung 3.6 ergibt sich dann {Video <
Bild;Video/Bild}.
Zeitliche Pra¨sentation
Insbesondere bei zeitlichen Anfragen und kontinuierlichen Medien spielt die zeitliche Pra¨-
sentation der Medien-Objekte eine bedeutende Rolle. Die zeitliche Information, die mit der
Pra¨sentation eines Medien-Objektes assoziiert wird, ist durch folgende drei Parameter cha-
rakterisiert (Prabhakaran, 1997, S. 128):
• Beginn einer Objektpra¨sentation,
• Dauer der Pra¨sentation und
• Synchronisation einer Objektpra¨sentation mit den Pra¨sentationen anderer Objekte.
Der Beginn und die Dauer einer Objektpra¨sentation ko¨nnen analog zu den ra¨umlichen Be-
ziehungen statisch (Beispiel 3.9) oder flexibel (Beispiel 3.10) modelliert werden. Daher wird
bei der Beschreibung zeitlicher Abha¨ngigkeiten zwischen dem statischen zeitlichen und dem
flexiblen zeitlichen Modell unterschieden.
Beispiel 3.9 Zeige das Video um 12:00 fu¨r 5 Minuten.
Beispiel 3.10 Zeige das Video gleichzeitig mit den Untertiteln, nachdem das Musikstu¨ck, welches
zwischen 12:00 und 12:05 beginnt, beendet ist.
Mittels der dreizehn Relationen von Allen (1983) ko¨nnen zwar die zeitlichen Beziehungen
zwischen Objekten beschrieben werden, jedoch ist es nicht mo¨glich, die Parameter fu¨r die
Pra¨sentation der Medien-Objekte festzulegen. Aus diesem Grund wurden Modelle fu¨r die
Abbildung der zeitlichen Beziehungen zwischen Objekten entwickelt. Die Schaffung eines
zeitlichen Bezugs zwischen verschiedenen Medien-Objekten wird auch als Synchronisation
bezeichnet (Steinmetz, 1999, S. 567). Dabei wird zwischen der Interobjekt-Synchronisation und
der Intraobjekt-Synchronisation unterschieden, also der Abbildung der zeitlichen Beziehung
innerhalb eines Medien-Objektes und zwischen verschiedenenMedien-Objekten (Blakowski
und Steinmetz, 1996). Nach Blakowski u. a. (1991) existieren fu¨r die Synchronisation von
Medien-Objekten drei verschiedene Ansa¨tze, die im Folgenden kurz dargestellt werden.
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Das Timeline-Modell ist ein einfaches, statisches, zeitliches Modell, bei dem die Medien-
Objekte entlang eines Zeitstrahls platziert werden. Dadurch wird der Beginn und die Dauer
der Objektpra¨sentation bestimmt. Es mu¨ssen sowohl der Startzeitpunkt als auch die Dauer
aller Objekte bekannt sein. In diesemModell werden nur die Parameter fu¨r einzelneMedien-
Objekte, nicht jedoch die Abha¨ngigkeiten zwischen ihnen beschreiben (Prabhakaran, 1997,
S. 129f). Abbildung 3.7a zeigt eine Komposition verschiedener Medien-Objekte auf einer
Zeitachse. Beispielsweise wird ab der Zeiteinheit t3 fu¨r die Dauer von t4 − t3 sowohl ein
Bildobjekt als auch ein zweites Audioobjekt pra¨sentiert.
Abbildung 3.7: a) Komposition auf der Zeitachse (Timeline-Modell) b) Hierarchische Kom-
position
Die zeitliche Struktur zwischen Objektpra¨sentationen wird bei der hierarchischen Kompo-
sition in Form einer Baumstruktur modelliert (Herrtwich und Delgrossi, 1990). Die Bla¨tter
repra¨sentieren elementare Medien-Objekte. Ferner ko¨nnen in den Bla¨ttern Zeitintervalle zur
zeitlichen Verzo¨gerung der Pra¨sentation angegeben werden. Die inneren Knoten und die
Wurzel werden durch Operatoren gebildet, die die zeitlichen Beziehungen zwischen den
Kindknoten herstellen. Hierfu¨r wird auf die von Allen (1983) eingefu¨hrten Relationen zu-
ru¨ckgegriffen. Ein Knoten repra¨sentiert somit zusammen mit seinen Kindknoten ein Mul-
timedia-Objekt. Abbildung 3.7b zeigt ein Beispiel fu¨r die hierarchische Komposition. Der
Wurzelknoten meets fu¨hrt die Pra¨sentation der Medien-Objekte in den beiden Kindknoten
hintereinander aus. Der Operator start startet das erste Video- und das Textobjekt gleichzei-
tig, wa¨hrend der Operator equal veranlasst, dass das zweite Video- und das Audioobjekt zur
gleichen Zeit gestartet und beendet werden.
Als dritter Ansatz wird die Komposition u¨ber Referenzpunkte (Steinmetz, 1990; Blakowski
u. a., 1992) hervorgehoben. Als Referenzpunkte ko¨nnen beliebige Zeitpunkte der Pra¨sen-
tationsobjekte gewa¨hlt werden. Ferner wird eine Liste von gleichzeitig zu erreichenden Re-
ferenzpunkten angegeben, wodurch verschiedene Objekte zueinander in Beziehung gesetzt
werden.
Daneben wurden in den letzten Jahren weitere zeitliche Modelle entwickelt, die nach Ber-
tino und Ferrari (1998) in Graphenmodelle, Petri-Netz-Modelle, objektorientierte Modelle
sowie sprachbasierte Modelle klassifiziert werden. Bei den Graphenmodellen werden die
zeitlichen Beziehungen als Kanten im Graph dargestellt, wa¨hrend sie im Petri-Netz-Modell
als Transitionen behandelt werden. Im objektorientierten Modell werden die Beziehungen
als Objektattribute ausgedru¨ckt und im sprachbasierten Modell wird dafu¨r eine Program-
miersprache eingesetzt (ebd.).
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3.2 Prinzipien fu¨r den Entwurf einer Multimedia-Anfragesprache
Zuna¨chst mu¨ssen fu¨r den Entwurf einer Multimedia-Anfragesprache die allgemeinen An-
forderungen an Anfragesprachen Beru¨cksichtigung finden. Sie gelten, wie in Abschnitt 3.1.1
dargelegt, auch fu¨r Multimedia-Anfragesprachen. Dabei ist die Forderung nach Anwen-
dungsunabha¨ngigkeit, also der Universalita¨t, einer Multimedia-Anfragesprache wesentlich.
Anfragesprachen dienen zur Beschreibung von Pra¨dikaten, mit denen Anfragen umge-
setzt werden. Fu¨r eine Multimedia-Anfragesprache werden neben den traditionellen Ver-
gleichsoperatoren zusa¨tzlich unscharfe, zeitliche und ra¨umliche Pra¨dikate sowie applikati-
onsspezifische Pra¨dikate beno¨tigt (Prabhakaran, 1997, S. 144f). Bertino u. a. (1999) klassifizie-
ren die Pra¨dikate, die durch eine Multimedia-Anfragesprache bereitgestellt werden mu¨ssen,
wie folgt:
• Attribut-Pra¨dikate;Darunter werden die Pra¨dikate zur Formulierung scharfer Anfragen
auf den Attributen, also dem strukturierten Inhalt, verstanden.
• Struktur-Pra¨dikate; Diese Pra¨dikate befassen sich mit der Struktur der Objekte.
• Semantische Pra¨dikate; Sie beziehen sich auf die implizite Semantik und somit den un-
strukturierten Inhalt der Medien-Objekte, welcher durch Features beschrieben wird.
Die Struktur-Pra¨dikate und die semantischen Pra¨dikate beziehen sich auch auf zeitliche
und ra¨umliche Eigenschaften der Medien-Objekte. Bei den semantischen Pra¨dikaten sind
jeweils die Beziehungen einzelner Objekte (Salient-Objekte, zeitliche Intervalle) innerhalb ei-
nes Medien-Objektes von Interesse. Die Struktur-Pra¨dikate decken hingegen Beziehungen
zwischen den verschiedenen Medien-Objekten ab.
Neben den Pra¨dikaten ko¨nnen auch diverse Funktionen bei der Anfrageformulierung ein-
gesetzt werden. Traditionell stehen dafu¨r Funktionen auf einfachen Datentypen, wie Ad-
dition oder Subtraktion von Zahlen, zur Verfu¨gung. Fu¨r eine Multimedia-Anfragesprache
muss der Umfang der Funktionen erweitert werden, so dass ein ada¨quater Umgang mit
den Multimedia-Daten mo¨glich ist. Grundlegende multimediaspezifische Funktionen wur-
den bereits in den vorhergehenden Abschnitten vorgestellt.
Des Weiteren ergibt sich auf Grund der Mo¨glichkeit zur Formulierung unscharfer An-
fragen der Bedarf einer iterativen Anfrageverfeinerung. Dieser muss durch entsprechende
Sprachmittel einer Multimedia-Anfragesprache abgedeckt werden. Ebenso mu¨ssen fu¨r die
Gewichtung und Formulierung von Pra¨ferenzen Sprachkonstrukte bereitgestellt werden.
Letztlich muss eine Parametrisierung der Ergebnispra¨sentation gewa¨hrleistet werden. Da-
zu za¨hlt die Angabe von ra¨umlichen und zeitlichen Beziehungen bezu¨glich der Pra¨sentation
derMedien-Objekte aber auchweiterer Parameter, beispielsweise zur Beschreibung der Qua-
lita¨t der wiederzugebenden Medien-Objekte. Zusammenfassend muss eine Multimedia-An-
fragesprache somit
1. die allgemeinen Anforderungen an eine Anfragesprache erfu¨llen und insbesondere di-
verse Medientypen unterstu¨tzen,
2. scharfe, inhaltsbasierte, unscharfe, zeitliche und ra¨umliche Pra¨dikate und Funktionen
fu¨r die Medientypen Bild, Video, Audio und Text bereitstellen,
3. u¨ber Sprachkonstrukte zur Formulierung von Pra¨ferenzen verfu¨gen,
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4. eine iterative Anfrageverfeinerung unterstu¨tzen und
5. eine multimediale Ergebnispra¨sentation gewa¨hrleisten sowie fu¨r die Parametrisierung
dieser entsprechende Sprachmittel bereitstellen.
Die Benutzeroberfla¨che muss so gestaltet werden, dass eine ad-hoc-Formulierung von
Multimedia-Anfragen, eine Anfrageverfeinerung sowie die ra¨umliche und zeitliche Pra¨sen-
tation der Ergebnisse gewa¨hrleistet wird. SpezielleMultimedia-Unterstu¨tzungen bei der For-
mulierung vonAnfragen, wie beispielsweise das Skizzieren von Bildern oder das Auswa¨hlen
einer bestimmten Textur oder Farbe, ko¨nnen dabei in die Benutzeroberfla¨che integriert wer-
den.
3.3 Bestehende Ansa¨tze und Erweiterungen
Derzeitig gibt es eine Reihe von Multimedia-Anfragesprachen, die versuchen, im Bereich
des Multimedia-Retrievals Fuss zu fassen. Neben diesen Multimedia-Anfragesprachen exis-
tieren vielfa¨ltige Arbeiten, die sich die Einbindung von Nutzerpra¨ferenzen beziehungsweise
die Unterstu¨tzung spezifischer Multimedia-Funktionalita¨ten zum Ziel gesetzt haben. So gibt
es verschiedene multimediaspezifische Erweiterungen von SQL. Diese fokussieren oftmals
nur eine bestimmte Multimedia-Funktionalita¨t, so dass sie nicht als eigensta¨ndige Multime-
dia-Anfragesprachen betrachtet werden ko¨nnen. Daru¨ber hinaus gibt es einige Ansa¨tze, die
die relationale Algebra beziehungsweise das Bereichskalku¨l umMechanismen zum Gewich-
ten von Anfragetermen und zur Formulierung von Pra¨ferenzen erweitern.
In diesem Abschnitt steht die Untersuchung der Mo¨glichkeiten zur Einbindung von Nut-
zerpra¨ferenzen und der Bereitstellung von Multimedia-Funktionalita¨ten in den verschiede-
nen Ansa¨tzen entsprechend dieser vier Kategorien, wie in Abbildung 3.8 dargestellt, im Vor-
dergrund.
Abbildung 3.8: Kategorien bestehender Ansa¨tze zur Einbindung von Nutzerpra¨ferenzen
und multimediaspezifischen Funktionalita¨ten
50
3.3 Bestehende Ansa¨tze und Erweiterungen
Zuna¨chst wird auf die verschiedenen Multimedia-Anfragesprachen eingegangen. Dem
schließt sich eine Beschreibung der Erweiterung des Bereichskalku¨ls sowie die Vorstellung
verschiedener Ansa¨tze zur Einbindung vonNutzerpra¨ferenzen in die relationale Algebra an.
Letztlich werden einige multimediaspezifische SQL-Erweiterungen vorgestellt.
3.3.1 Multimedia-Anfragesprachen
Im Folgendenwerden bestehendeMultimedia-Anfragesprachen kurz vorgestellt. Dabei han-
delt es sich entweder um neuentwickelte Sprachen oder um Erweiterungen klassischer An-
fragesprachen, wie SQL und QOL.
Paskamp (1999) hat verschiedeneMultimedia-Anfragesprachen analysiert, verglichen und
bewertet. Grundlage fu¨r die Evaluierung der Sprachen bilden die in Abschnitt 3.1.1 auf-
gefu¨hrten allgemeinen Kriterien fu¨r eine Anfragesprache. Ferner wurde evaluiert, inwieweit
die Multimedia-Anfragesprachen inhaltsbasierte, ra¨umliche, zeitliche und unscharfe Anfra-
gen unterstu¨tzen und Konstrukte fu¨r die Parametrisierung der Ergebnispra¨sentation bereit-
stellen.
Da im Rahmen dieser Arbeit die Einbindung von Nutzerpra¨ferenzen in eine Multimedia-
Anfragesprache den Schwerpunkt bildet, ist es insbesondere von Interesse festzustellen, in-
wiefern bestehende Anfragesprachen eine Spezifikation von Nutzerpra¨ferenzen unterstu¨t-
zen. Aus diesem Grund wird vordergru¨ndig auf die Evaluierung der Sprachen bezu¨glich
der multimediaspezifischen Kriterien eingegangen. Die Mo¨glichkeit der Relevanzgewich-
tung von Anfragetermen wurde von Paskamp im Zusammenhang mit der Mo¨glichkeit der
Formulierung unscharfer Anfragen untersucht.
Fu¨r eine ausfu¨hrliche Darstellung sei an dieser Stelle auf die aufgefu¨hrten Originalquellen
beziehungsweise auf die Arbeit von Paskamp (1999) verwiesen, in der ein Großteil der hier
aufgefu¨hrten Multimedia-Anfragesprachen beschrieben und evaluiert wurde.
PICQUERY+ erweitert PICQUERY und ist eine wissensbasierte, objektorientierte Anfrage-
sprache (Joseph und Cardenas, 1993; Cardenas u. a., 1993). Dabei handelt es sich um
eine einfache, umgangsprachliche Anfragesprache, die fu¨r Bild- und Textdatenbanken
entworfen wurde. Sie unterstu¨tzt sowohl zeitliche, ra¨umliche als auch inhaltsbasierte
Anfragen.
TVQL ist eine visuelle Anfragesprache fu¨r Video-Beschreibungsdaten (Hibino und Runden-
steiner, 1996). Dabei wird die Analyse der zeitlichen und ra¨umlichen Charakteristika
der Videodaten unterstu¨tzt. Eine Ableitung von zeitlichen Trends aus den Beschrei-
bungsdaten ist ebenso mo¨glich wie eine Anfrageverfeinerung.
SCORE unterstu¨tzt ein reines Bildretrieval, so dass keine zeitlichen, sondern nur ra¨umliche
und scharfe Anfragen ermo¨glicht werden (Aslandogen u. a., 1995). Daneben wird eine
iterative Anfrageverfeinerung angeboten.
SMDS wurde von Marcus und Subrahmanian (1996) entwickelt und ist eine logikbasier-
te Anfragesprache. Durch die Sprache ko¨nnen bei entsprechender Spezifikation von
ra¨umlichen und zeitlichen Beziehungen sowie einem A¨hnlichkeitsmaß fu¨r die diver-
sen Medien auch zeitliche, ra¨umliche und inhaltsbasierte Anfragen formuliert werden.
Eine Verfeinerung der Anfrage ist mo¨glich.
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SMDS-SQL basiert auf der logikbasierten Sprache SMDS, welche nun zur Optimierung
der Anfragen genutzt wird (Marcus, 1996). Fu¨r die Anfrageformulierung werden die
Sprachkonstrukte von SMDS auf SQL abgebildet. Der Funktionsumfang von SMDS-
SQL entspricht damit dem von SMDS.
MMQSL wurde von Hirzalla und Karmouch (1996) entwickelt. Das Modell der Multime-
dia Query Specification Language beruht auf der Zerlegung der Multimedia-Objekte
in Segmente. Somit ko¨nnen zeitliche, ra¨umliche sowie inhaltsbasierte Anfragen me-
dienu¨bergreifend formuliert werden. Unscharfe Pra¨dikate werden von MMQSL nicht
unterstu¨tzt.
KEQL ist der Anfragesprache PICQUERY+ sehr a¨hnlich. So werden auch hier nur Bilddaten
sowie die dazugeho¨rigen textuellen Bildbeschreibungen unterstu¨tzt (Chu u. a., 1998).
Die Anfragesprache ermo¨glicht inhaltsbasierte und ra¨umliche Anfragen und bietet ei-
ne Anfrageverfeinerung an.
MQuery basiert auf KEQL und setzt diese grafisch um (Dionisio und Ca´rdenas, 1996). Somit
ko¨nnen alle KEQL-Anfragen mittels einer grafischen Benutzeroberfla¨che auch als visu-
elle Anfragen formuliert werden. MQuery verfu¨gt u¨ber denselben Funktionsumfang
wie KEQL und beruht auf demselben Datenmodell.
CSQL erlaubt Anfragen an Bilddaten und die dazugeho¨rigen Beschreibungen und wurde
fu¨r das Bildretrievalsystem SEMCOG entwickelt (Li und Candan, 1998). Prinzipiell la¨ßt
die Architektur des System eine Erweiterung um andere Medientypen zu. Die Bilder in
SEMCOG werden in einzelne Segmente zerlegt und in Form einer Hierarchie organi-
siert. Auf Basis einer Begriffshierarchie ist es mo¨glich, Anfragen abzuschwa¨chen oder
zu verscha¨rfen. CSQL unterstu¨tzt inhaltsbasierte, strukturbasierte und ra¨umliche An-
fragen. Die Anfrageformulierung erfolgt in SEMCOG jedoch u¨ber eine grafische Benut-
zeroberfla¨che, so dass CSQL nur fu¨r die interne Repra¨sentation der Anfragen genutzt
wird.
SQL/MM ist ein mehrteiliger Standard, der auf SQL3 aufsetzt (ANSI, 1999, 2000, 2001,
2002). SQL/MM bietet verschiedene Module sowohl fu¨r die Volltextsuche und Text-
verarbeitung als auch fu¨r die Verwaltung von Multimedia-Objekten an. Es werden
Klassenbibliotheken bereitgestellt, die ha¨ufig genutzte Datentypen unterstu¨tzen. So ist
beispielsweise der abstrakte Datentyp StillImage definiert. Daru¨ber hinaus gibt es Da-
tentypen fu¨r eine Volltextsuche und ra¨umliche Anfragen.
MADT steht fu¨r medienspezifischer abstrakter Datentyp und ist keine Anfragesprache im ei-
gentliche Sinne, sondern vielmehr eine Bezeichnung vonModulen fu¨r die Erweiterung
von kommerziellen DBMS um Multimedia-Funktionalita¨t. Beispielsweise bietet das
DBMS von Oracle9i das interMedia-Paket an, welches das Retrieval von Text-, Video-,
Audio- und Bildobjekten ermo¨glicht (Oracle, 2003). A¨hnlich vielfa¨ltig sind auch dieDa-
taBlades von Informix (Informix, 2003). Die Anfragesprache SQL wurde unter Verwen-
dung von Konstrukten der SQL/MM entsprechend angepaßt. Sowohl das interMedia-
Paket als auch das Image DataBlade (Informix, 1999) erlauben im Zusammenhang mit
einem inhaltsbasierten Bild-Retrieval eine Relevanzgewichtung einiger vordefinierter
A¨hnlichkeitspra¨dikate und bieten zusa¨tzlich eine Schwellwertgewichtung an.
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VideoSQL ist eine objektorientierte Anfragesprache des Video-Information-Retrieval-Sys-
tems OVID (Oomoto und Tanaka, 1993). Dabei werden Anfragen auf Videosequenzen
und -objekten, jedoch nicht auf Audio- oder Textobjekten unterstu¨tzt. Die Anfragefor-
mulierung bei VideoSQL ist stark eingeschra¨nkt. Zeitliche oder ra¨umliche Anfragen
ko¨nnen daher nur sehr umsta¨ndlich formuliert werden. Inhaltsbasierte Anfragen wer-
den nicht unterstu¨tzt.
MMSQL wurde von Amato u. a. (1998) entwickelt. Es basiert auf OQL und verfu¨gt u¨ber die
Standardfunktionalita¨ten einer objektorientierten Anfragesprache. Die Sprache entha¨lt
Erweiterungen zur Handhabung von vagen Informationen und erlaubt eine Relevanz-
gewichtung von Anfragetermen. Wesentlich ist, dass das zu Grunde liegende Daten-
modell anwendungsspezifisch erweitert werden kann, so dass zeitliche, inhaltsbasier-
te, unscharfe und ra¨umliche Anfragen formuliert werden ko¨nnen. Obwohl MMSQL
auf einem Pra¨sentationsmodell aufsetzt, so dass Bedingungen fu¨r die Pra¨sentation der
Medien-Objekte abgebildet werden ko¨nnen, bietet die Sprache selbst keine Konstrukte
zur Parametrisierung der Darstellung von Medien-Objekten an.
MOQL erweitert OQL um ra¨umliche und zeitliche Sprachmittel (Li u. a., 1996). Damit ko¨n-
nen zeitliche, ra¨umliche und inhaltsbasierte Anfragen medienu¨bergreifend formuliert
werden. Ferner stehen Sprachkonstrukte bereit, die eine Parametrisierung der Ergeb-
nispra¨sentation erlauben.
VisualMOQL aufbauend auf MOQL wurde die grafische Anfragesprache VisualMOQL ent-
wickelt (Oria u. a., 1999). VisualMOQL ist derzeitig auf Bildanfragen beschra¨nkt, so
dass die ra¨umlichen Pra¨dikate und Funktionen denen von MOQL entsprechen. Eben-
so ist das zu Grunde liegende Datenmodell dasselbe.
POQLMM erweitert die Anfragesprache POQL (Henrich, 1995), welche auf OQL basiert, um
Multimedia-Funktionalita¨ten (Henrich und Robbert, 2001). Sie unterstu¨tzt die Suche in
strukturierten Dokumenten und kombiniert daher Methoden des Text-Retrievals, des
inhaltsbasierten Retrievals sowie des traditionellen Daten-Retrievals. POQLMM wur-
de als allgemeine Anfragesprache entworfen, so dass diverse Methoden zur Feature-
Extraktion und verschiedeneMetriken fu¨r die A¨hnlichkeitsberechnung unterstu¨tzt wer-
den. Um die Zusammenha¨nge zwischen den einzelnen Segmenten eines strukturierten
Dokumentes auszudru¨cken, werden regula¨re Pfadausdru¨cke eingesetzt. Eine Gewich-
tung der Anfragekriterien bezu¨glich ihrer Relevanz ist mo¨glich.
FOQL wurde vonNepal u. a. (1999) als Erweiterung vonOQL fu¨r das Retrieval in Bilddaten-
banken entworfen. FOQL ist eine Fuzzy-Anfragesprache, da sowohl die Anfragespe-
zifkation als auch die Ergebnisse unscharf sind. Die Sprache zeichnet sich dadurch aus,
dass sie neben einem inhaltsbasierten Retrieval auch ein konzeptbasiertes Retrieval un-
terstu¨tzt. Es wird sowohl eine Anfrageverfeinerung, eine Relevanzgewichtung als auch
eine Schwellwertgewichtung angeboten. Zeitliche und ra¨umliche Anfragen ko¨nnen bei
entsprechender Definition der Pra¨dikate und Funktionen unterstu¨tzt werden.
Entsprechend Paskamps Klassifikation von Multimedia-Anfragesprachen in textbasierte
und visuelle Neuentwicklungen sowie in Erweiterungen klassischer Anfragesprachen, wie
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SQL und QOL, ko¨nnen die bestehenden Sprachen, wie in Abbildung 3.9 dargestellt, einge-
ordnet werden.
Abbildung 3.9: Einordnung der Multimedia-Anfragesprachen
Bezu¨glich der Erfu¨llung der allgemeinen Kriterien hat Paskamp festgestellt, dass bei den
SQL/OQL-basierten Multimedia-Anfragesprachen die wesentlichen Eigenschaften bereits
durch die zu Grunde liegende Standardanfragesprache vorgegeben sind. Jedoch bestehen
Defizite insbesondere in Hinblick auf die Orthogonalita¨t, die Eingeschra¨nktheit und die An-
wendungsunabha¨ngigkeit (Paskamp, 1999, S. 94ff). Oftmals damit verbunden sind Auswir-
kungen auf die Effizienz, Optimierbarkeit und Sicherheit der Anfragesprachen.
Nur ein Teil der Anfragesprachen unterstu¨tzt die verschiedenenMedientypen, wie Audio,
Video, Text und Bild, so dass die allgemeine Forderung nach Anwendungsunabha¨ngigkeit
nur von den Anfragesprachen MOQL, PQOLMM, MMSQL, SMDS/SMDS-SQL, MMQSL so-
wie von den MADTs gewa¨hrleistet wird. Tabelle 3.2 gibt einen U¨berblick daru¨ber, welche
Medientypen von den einzelnen Anfragesprachen unterstu¨tzt werden. Das Symbol
√
zeigt
an, dass der Medientyp unterstu¨tzt wird und dementsprechend bedeutet −, dass der Me-
dientyp nicht unterstu¨tzt wird.
Bei den neuentwickelten Anfragesprachen bema¨ngelt Paskamp die fehlende formale Se-
mantik. Mit der Semantikfestlegung einher geht die Forderung nach der Optimierbarkeit,
Vollsta¨ndigkeit und Sicherheit der Sprachen. Als einzige Neuentwicklung weist die Sprache
SMDS eine formale Semantik auf, denn die logikbasierte Anfragesprache selbst stellt eine
Art Anfragekalku¨l dar. Ferner kann SMDS, bis auf die Orthogonalita¨t, alle allgemeinen An-
forderungen an eine Anfragesprache erfu¨llen (Paskamp, 1999, S. 95f).
Bezu¨glich der multimediaspezifischen Kriterien zeigt sich, dass alle Anfragesprachen die
Formulierung von klassischen Anfragen auf den inhaltsbeschreibenden beziehungsweise in-
haltsunabha¨ngigenMetadaten ermo¨glichen. Damit kann eine Suche anhand der Struktur der
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Anfragesprache Text Bild Audio Video
PICQUERY+
√ √ − −
SCORE − √ − −
TVQL − − − √
SMDS/SMDS-SQL
√ √ √ √
MMQSL
√ √ √ √
KEQL/MQuery
√ √ − −
CSQL
√ √ − −
MADT
√ √ √ √
VideoSQL − − − √
MMSQL
√ √ √ √
MOQL
√ √ √ √
VisualMOQL − √ − −
POQLMM
√ √ √ √
FOQL
√ √ − −
Tabelle 3.2: U¨berblick u¨ber die Unterstu¨tzung von Medientypen
Medien-Objekte erfolgen. Bis auf SCORE, TVSQL und VideoSQL unterstu¨tzen alle Anfrage-
sprachen auch inhaltsbasierte Anfragen.
Neben der Formulierung von inhaltsbasierten A¨hnlichkeitsanfragen auf Basis der Feature-
Werte eines Objektes muss auch die Formulierung von unscharfen Anfragen durch entspre-
chende Fuzzy-Pra¨dikate unterstu¨tzt werden. Dies ist jedoch nur in den Anfragesprachen
PICQUERY+, SMDS/SMDS-SQL, KEQL/MQuery, FOQL sowie MMSQL mo¨glich.
Des Weiteren werden auch ra¨umliche und zeitliche Anfragen von fast allen Multimedia-
Anfragesprachen angeboten. Die Sprachen SCORE und CSQL, die auf nicht-kontinuierliche
Datentypen beschra¨nkt sind, bieten keine Sprachkonstrukte fu¨r die Formulierung zeitlicher
Anfragen an. Alle andere Sprachen bieten entsprechende zeitliche Pra¨dikate an. Unterschie-
de zwischen den Anfragesprachen bestehen jedoch bezu¨glich der angebotenen zeitlichen
Funktionen.
Fu¨r die Formulierung ra¨umlicher Anfragen bieten alle untersuchten Anfragesprachen ent-
sprechende Pra¨dikate zur Abbildung von Richtungsbeziehungen an und bis auf TVSQL,
CSQL und MMQSL auch von topologischen Beziehungen. Dabei ist anzumerken, dass der
Umfang der angebotenen Pra¨dikate und Operationen stark variiert. Eine besonders gute Un-
terstu¨tzung von ra¨umlichen Anfragen bieten MMSQL, MOQL und die MADTs, da sie neben
Richtungs- und topologischen Beziehungen auch ra¨umliche Mengenoperationen und Ag-
gregatfunktionen bereitstellen (Paskamp, 1999, S. 99).
Tabelle 3.3 fasst die Untersuchungen der Anfragesprachen bezu¨glich der Unterstu¨tzung
von klassischen Anfragen auf inhaltsunabha¨ngigen und -beschreibenden Metadaten, A¨hn-
lichkeitsanfragen, unscharfen Pra¨dikaten sowie von ra¨umlichen und zeitlichen Anfragen
zusammen. Die Symbole
√
beziehungsweise − zeigen an, ob diese Art von Anfragen un-
terstu¨tzt beziehungsweise nicht unterstu¨tzt werden.
Eine wichtige Eigenschaft von Multimedia-Anfragesprachen stellt die Bereitstellung von
Sprachkonstrukten zur Abbildung der Nutzerpra¨ferenzen dar. Bezu¨glich dieses Kriteriums
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Anfragesprache klassische A¨hnlichkeits- Fuzzy- ra¨umliche zeitliche
Anfragen anfragen Anfragen Anfragen Anfragen
PICQUERY+
√ √ √ √ √
SCORE
√ − − √ −
TVQL
√ − − √ √
SMDS/SMDS-SQL
√ √ √ √ √
MMQSL
√ − − √ √
KEQL/MQuery
√ √ √ √ √
CSQL
√ √ − √ −
MADT
√ √ − √ √
VideoSQL
√ − − √ √
MMSQL
√ √ √ √ √
MOQL/VisualMOQL
√ √ − √ √
POQLMM
√ √ − − −
FOQL
√ √ √ √ √
Tabelle 3.3: U¨berblick u¨ber die Unterstu¨tzung der verschiedenen Multimedia-Anfragearten
weisen die untersuchten Multimedia-Anfragesprachen erhebliche Defizite auf. So wird ei-
ne Gewichtung der Anfrageterme bezu¨glich der Relevanz nur von den Sprachen MMSQL,
POQLMM und den MADTs angeboten. Ferner erlauben nicht alle Anfragesprachen eine Ver-
feinerung der Anfrage. Die Anfragesprache FOQL zeichnet sich dadurch aus, dass sie neben
Relevanzgewichten und einer iterativen Anfrageverfeinerung auch eine Schwellwertgewich-
tung integriert. Die Anfragesprachen PICQUERY+, MMQSL, VideoSQL, MOQL und Visual-
MOQL bieten keinerlei Mo¨glichkeiten zur Einbindung der Nutzerpra¨ferenzen an. Neben
der Relevanz- und Schwellwertgewichtung sowie der Anfrageverfeinerung werden keine
anderen Mo¨glichkeiten zur Spezifikation von Nutzerpra¨ferenzen bereitgestellt. Die Abbil-
dung 3.10 zeigt, welche Anfragesprachen Nutzerpra¨ferenzen beru¨cksichtigen.
Abbildung 3.10: U¨berblick u¨ber die Unterstu¨tzung von Nutzerpra¨ferenzen
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Bei der Formulierung von Anfragen mu¨ssen Multimedia-Anfragesprachen Konstrukte fu¨r
die Parametrisierung der Ergebnispra¨sentation bereitstellen. Die untersuchten Anfragespra-
chen unterschieden sich dabei sehr in den angebotenen Mo¨glichkeiten. Die meisten Anfra-
gesprachen, wie MMSQL, SMDS/SMDS-SQL, MMQSL, FOQL und POQLMM, bieten keine
entsprechenden Sprachmittel an. Alle anderenMultimedia-Anfragesprachen bieten zum Teil
eine ra¨umliche oder zeitliche Parametrisierung der Ausgabe und Transformationsfunktionen
an (Paskamp, 1999, S. 100).
Zusammenfassend ist festzustellen, dass bereits eine Vielzahl von Multimedia-Anfrage-
sprachen existieren, die jedoch auf Grund einer fehlendenUnterstu¨tzung grundlegenderMe-
dientypen und der mangelnden Erweiterbarkeit nur bedingt als Anfragesprachen in MIRS
geeignet sind. Entsprechend ihrer anwendungsspezifischen Charakteristika ko¨nnen sie je-
doch beispielsweise als Bild- oder Videoanfragesprachen in entsprechenden Systemen gut
eingesetzt werden. Die anwendungsunabha¨ngigen Anfragesprachen, wie MMQSL, MOQL,
MMSQL, SMDS/SMDS-SQL und POQLMM, sind prinzipiell als Multimedia-Anfragespra-
chen geeignet. Dennoch weisen sie insbesondere imHinblick auf die Formulierung von Nut-
zerpra¨ferenzen, die Parametrisierung der Ergebnispra¨sentation und in der Handhabung von
Fuzzy-Pra¨dikaten Ma¨ngel auf.
3.3.2 Erweiterungen des Bereichskalku¨ls
Die grundlegende Idee von Pra¨ferenzanfragen wurde bereits in Abschnitt 2.4.1 dargelegt. In
diesem Abschnitt wird die formale Semantik dieser Anfragen beschrieben.
Lacroix und Lavency (1987) entwickelten eine Anfragesprache fu¨r die Formulierung von
Booleschen Pra¨ferenzenanfragen, welche auf dem klassischen Bereichskalku¨l (Codd, 1972)
basiert. Die Anfragen werden jedoch nicht direkt im Kalku¨l formuliert sondern vielmehr in
einer SQL-a¨hnliche Anfragesprache. Es werden einfache Pra¨ferenzbedingungen, wie in Bei-
spiel 3.11 dargestellt, sowie komplexe Pra¨ferenzbedingungen unterstu¨tzt. Neben der Schach-
telung von Pra¨ferenzpra¨dikaten (Beispiel 3.12) ist auch eine gleichwertige Behandlung (Bei-
spiel 3.13) dieser mo¨glich. Daru¨ber hinaus ist der Einsatz von Aggregationsfunktionen ge-
stattet (Beispiel 3.14).
Beispiel 3.11 Suche die Typen der Flugzeuge vom Hersteller Airbus und bevorzuge diejenigen, die
weniger als 100000 Euro kosten.
select the Typ of Flugzeug
having Hersteller = ’Airbus’
from which
prefer those having Preis < 100000
Beispiel 3.12 Suche die Typen der Flugzeuge vom Hersteller Airbus und bevorzuge diejenigen, die
weniger als 100000 Euro kosten. Davon wiederum bevorzuge diejenigen, die vom Baujahr 2003 sind.
select the Typ of Flugzeug
having Hersteller = ’Airbus’
from which




prefer those having Baujahr = 2003
Beispiel 3.13 Suche die Typen der Flugzeuge vom Hersteller Airbus und bevorzuge diejenigen, die
weniger als 100000 Euro kosten oder vom Baujahr 2003 sind.
select the Typ of Flugzeug
having Hersteller = ’Airbus’
from which
prefer those having Preis < 100000
prefer those having Baujahr = 2003
Beispiel 3.14 Suche die Typen der Flugzeuge vom Hersteller Airbus und bevorzuge diejenigen, mit
einem maximalen Preis.
select the Typ of Flugzeug
having Hersteller = ’Airbus’
from which
prefer those having a maximum Preis
Fu¨r jeden dieser Anfragetypen geben Lacroix und Lavency (1987) an, wie die U¨berfu¨h-
rung in einen Ausdruck des Bereichskalku¨ls erfolgt. Die Pra¨ferenzanfragen in deduktiven
Datenbanken, wie sie von Govindarajan u. a. (2000) vorgestellt werden, weisen dieselbe Se-
mantik auf. Beispielsweise ergibt sich fu¨r eine einfache Pra¨ferenzanfrage der Form select
x having Q from which prefer P1 (vgl. Beispiel 3.11) im Bereichskalku¨l nach Lacroix und
Lavency (1987) der Ausdruck
{x | Q(x) ∧
(∃yQ(y) ∧ P1(y)⇒ P1(x))}.
Eine geschachtelte Pra¨ferenzanfrage der Form select x having Q from which prefer P1
from which prefer P2 (vgl. Beispiel 3.12) entspricht dem Bereichskalku¨lausdruck
{x | Q(x) ∧
(∃yQ(y) ∧ P1(y) ∧ P2(y)⇒ P1(x) ∧ P2(x)) ∧
(¬∃y(Q(y) ∧ P1(y) ∧ P2(y)) ∧ ∃y(Q(y) ∧ P1(y))⇒ P1(x)) ∧
(¬∃y(Q(y) ∧ P1(y) ∧ P2(y)) ∧ ¬∃y(Q(y) ∧ P1(y)) ∧ ∃y(Q(y) ∧ P2(y))⇒ P2(x))}.
3.3.3 Erweiterungen der relationalen Algebra
Adali u. a. (1998) entwickelten eine Multi-Similarity Algebra, die jedoch auf einer abstrak-
ten Ebene angesiedelt ist. Diese stellt keine operationale Multimedia-Algebra dar, die die
Formulierung, Optimierung und Evaluierung von Multimedia-Anfragen unterstu¨tzt, indem
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A¨hnlichkeits- und klassische relationale Operatoren auf der Implementierungsebene kom-
biniert werden (Atnafu u. a., 2001). Im Folgenden werden daher konkrete operationale Er-
weiterungen der relationalen Algebra vorgestellt. Diese umfassen zum Teil die Entwicklung
neuer multimediaspezifischer Algebraoperatoren und spezifizieren entsprechende Regeln
fu¨r die Optimierung.
SAMEw Ansatz
In dem von Montesi und Penzo vorgestellten Ansatz einer Fuzzy-Anfragesprache fu¨r Multi-
media-Daten werden die klassischen Operatoren der relationalen Algebra derart modifiziert,
dass eine Evaluierung von unscharfen Anfragen unterstu¨tzt wird (Montesi und Penzo, 2000;
Ciaccia u. a., 2000). So basiert die Selektion nicht mehr auf einer Booleschen Verknu¨pfung
sondern auf einer Verknu¨pfung von Fuzzy-Mengen. Fu¨r diesen Zweck werden entsprechen-
de T-Normen beziehungsweise T-Conormen aus der Fuzzy-Logik eingesetzt. Bei der Pro-
jektion ist auf Grund der Relevanzwerte eine Modifikation bei der Duplikateliminierung
notwendig. So wird bei gleichen Tupeln, fu¨r die jedoch unterschiedliche Relevanzwerte be-
rechnet wurden, das Tupel mit dem ho¨chsten RSV gewa¨hlt. Es erfolgt also eine Disjunktion
der einzelnen Relevanzwerte gleicher Tupel. A¨hnlich wie bei der Selektion mu¨ssen auch bei
den Mengenoperationen und dem Join-Operator Fuzzy-Mengen verknu¨pft werden. Auch
fu¨r diese Zwecke werden T-Normen und T-Conormen eingesetzt.
Bedeutend ist, dass nicht nur unscharfe Anfragen sondern auch gewichtete Anfragen un-
terstu¨tzt werden. So ko¨nnen auch Relevanzgewichte den einzelnen Operanden zugewiesen
werden. So ist es beispielsweise mo¨glich, die einzelnen Bedingungen einer Selektion oder
die zu verknu¨pfenden Mengen bei einer Vereinigung zu gewichten. Die gewichteten Anfra-
gen werden durch Einsatz der Gewichtungsformel (Fagin und Wimmers, 1997), auf die im
Abschnitt 4.2.1 noch na¨her eingegangen wird, evaluiert.
Neben der Anpassung der bestehenden Operationen der relationalen Algebra zur Hand-
habung von unscharfen Anfragen und Fuzzy-Mengen werden weitere Operatoren einge-
fu¨hrt. Dazu za¨hlen der top- und der cut-Operator.
Der top-Operator τ ermittelt die ersten k Tupel t einer Relation r bezu¨glich einer Sortier-
funktion g. Wird eine Gewichtung Θ in das Ranking mit einbezogen, so ergibt sich die Sor-
tierfunktion gΘg . Hat die Relation nicht mehr als k Tupel so gilt:
τkgΘg (r) = r.
Ansonsten ist der top-Operator wie folgt definiert:
τkgΘg (r) = {t | t ∈ r ∧ R(gΘg , t) > 0∧ |τkgΘg (r)| = k ∧ ∀t ∈ τkgΘg (r) :
¬∃t′ : t′ ∈ r ∧ t′ /∈ τkgΘg (r) ∧ gΘg(t′) > gΘg(t)},
wobei R eine Funktion ist, die fu¨r ein Tupel t unter Beachtung der Bedingung gΘg einenWert
in [0,1] ermittelt (Montesi und Penzo, 2000; Ciaccia u. a., 2000). Wird kein Sortierkriterium
angegeben, so wird der Relevanzwert eines Tupels als Kriterium herangezogen. Es werden
dann die k-ersten Tupel mit den ho¨chsten Relevanzwerten ermittelt.
Der cut-Operator γwa¨hlt die Tupel aus, die eine angegebene Formel g erfu¨llen. Es werden
also nicht die Relevanzwerte beeinflusst, sondern lediglich die Tupel ermittelt, fu¨r die die
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Formel g einen Wert gro¨ßer null liefert. Der Relevanzwert µ fu¨r ein Tupel t entspricht dem
urspru¨nglichen Relevanzwert µE des Tupels. Der cut-Operator ist definiert als:
γg(r) = {t|t ∈ r ∧ R(g, t) > 0∧ t.µ = t.µE > 0}.
Wie Montesi und Penzo feststellen, sind die klassischen Optimierungsregeln mit Einfu¨h-
rung der neuen Operatoren cut und top und der verwendeten Semantik auf Basis von Fuzzy-
Logik nicht mehr anwendbar. Beispielsweise wird die Distributivita¨t in einer Selektion nur
fu¨r ungewichtete Bedingungen, deren Evaluierung auf den klassischen Normen min und
max beruht, gewa¨hrleistet. Aus diesem Grund wurden entsprechende Optimierungsregeln
fu¨r die klassischen Operatoren und fu¨r cut und top erarbeitet (Montesi und Penzo, 2000).
Winnow-Operator und Best-Operator
Mit Hilfe des winnow-Operators wC(R) von Chomicki (2002) ko¨nnen Pra¨ferenzanfragen in
der relationalen Algebra umgesetzt werden. In Abschnitt 2.4.1 wurde die Funktionsweise
dieses Operators bereits kurz vorgestellt. Im Folgenden soll na¨her auf die formale Definiti-
on des Operators eingegangen werden. Dabei wird angenommen, dass D die Doma¨ne der
Konstanten und N die der Zahlen ist.
Eine Pra¨ferenzrelation  u¨ber U = (U1, . . . ,Un) mit i = 1, . . . , n und Ui ∈ D ∪ N ist ei-
ne Teilmenge von (U1 × . . .×Un)× (U1 × . . .×Un). Eine Pra¨ferenzformel C(t1, t2) u¨ber die
Tupel t1 und t2 entspricht einer pra¨dikatenlogischen Formel, die sich in disjunktiver Nor-
malform befindet und quantorfrei ist, so dass gilt:
t1  t2 ⇔ C(t1, t2).
Als Vergleichsoperatoren sind die klassischen Operatoren (=, 6=,<,≤,>,≥) zula¨ssig. Die
Definition hierarchischer Pra¨ferenzen durch eine entsprechende Pra¨ferenzformel und die
Verwendung von Aggregationen ist, a¨hnlich wie im Ansatz von Lacroix und Lavency (1987),
mo¨glich.
Der winnow-Operator wC(R) selektiert die Tupel t einer Relation R, die entsprechend ei-
ner gegebenen Pra¨ferenzformel C am sta¨rksten bevorzugt werden. Die formale Semantik ist
daher fu¨r jede Instanz r von R wie folgt definiert:
wC(r) = {t ∈ r|¬∃t′ : t′ ∈ r ∧ t′  t}.
Der Operator kann in die relationale Algebra aufgenommen werden. Eine Pra¨ferenzanfra-
ge ist somit jede Anfrage, in welcher der winnow-Operator mindestens einmal genutzt wird.
Durch die Bereitstellung eines eigenen Operators fu¨r Pra¨ferenzanfragen ko¨nnen spezielle
Methoden fu¨r die Anfrageevaluierung entwickelt werden. Ferner erlaubt dies die Spezifika-
tion von Optimierungsregeln (Chomicki, 2002).
Fu¨r die iterative Anwendung des Operators, wodurch ein Ranking auch fu¨r Boolesche An-
fragen ermo¨glicht wird, kann der Operator fu¨r die k-te Iteration wie folgt angegeben werden:
w1C(r) = wC(r)
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Der von Torlone und Ciaccia (2002b,a) entwickelte best-Operator β ist identisch mit der
Definition des winnow-Operators. Fu¨r die Implementierung des best-Operators wird von den
Autoren ein entsprechender Algorithmus angegeben.
Pra¨ferenzalgebra
In dem Ansatz von Kießling (2002) werden verschiedene Typen von Pra¨ferenzen P vorge-
stellt. Neben Pra¨ferenzen auf alphanumerischen Daten ko¨nnen durch Verwendung einer
einfachen Distanzfunktion distance(a, b) = |a− b| auch Pra¨ferenzen auf numerischen Daten
verarbeitet werden. Beispielsweise wird bei der Pra¨ferenz AROUND(A, z) auf dem Attribut
A und dem Referenzwert z y vor x bevorzugt (x <P y), wenn der Abstand zwischen dem
Wert y und dem Referenzwert z kleiner ist als der Abstand zwischen x und dem Referenz-
wert. Es gilt (x <P y) genau dann, wenn distance(x, z) > distance(y, z). Des Weiteren wird
eine SCORE-Pra¨ferenz SCORE(A, f ) bereitgestellt, die unter Beachtung der Funktion f die
Relevanzwerte fu¨r jedenWert des Attributs A berechnet. Als Funktion f kann beispielsweise
auch eine Distanzfunktion verwendet werden.
Neben der Abbildung von einfachen Pra¨ferenzen zeichnet sich dieser Ansatz dadurch aus,
dass verschiedene Pra¨ferenzkonstruktoren bereitgestellt werden, um komplexe Pra¨ferenzen
zu formulieren. Beispielsweise wird neben einer Pareto-Kumulierung auch eine numeri-
sche Kumulierung rankS(P1, P2) der Pra¨ferenzen P1 und P2 unter Beachtung einer Scoring-
Funktion S gewa¨hrleistet. Dies ist in der Kombination mit SCORE-Pra¨ferenzen sinnvoll. Da-
mit ist es mo¨glich, durch Verwendung einer gewichteten Scoring-Funktion eine Relevanzge-
wichtung auch in diesem Ansatz indirekt abzubilden.
Fu¨r die Umsetzung der Pra¨ferenzen in der Relationenalgebra wird die Selektion ange-
passt. Es sei R eine Relation und es wird angenommen, die Pra¨ferenz P = (A <P) auf
den Attributen A = {A1, A2, . . . , An} sei gegeben, dann ergibt sich die Datenbankpra¨ferenz
PR = (R.A <P). Ein Tupel erfu¨llt eine Anfrage dann perfekt, wenn gilt:
t.A ∈ max(P) ∧ t.A ∈ R.
Damit muss zwischen den idealen Objekten aus Nutzersicht max(P) und den real vorhan-
denen besten Objekten max(PR) nicht zwingend eine U¨bereinstimmung vorhanden sein.
Pra¨ferenzanfragen vollziehen daher einen Abgleich zwischen den Nutzerpra¨ferenzen P und
den gegebenen Mo¨glichkeiten PR. Die Selektion kann unter Beachtung der spezifizierten
Pra¨ferenzen wie folgt angegeben werden:
σ[P](R) = {t ∈ R|t.A ∈ max(PR)}.
Damit werden all die Tupel mit einem maximalen Wert von PR ermittelt. Es werden also die
besten Datenbankobjekte unter Beru¨cksichtigung der Nutzerpra¨ferenzen bestimmt.
Darauf aufbauend schla¨gt Kießling einen weiteren Selektionsoperator vor, der eine Grup-
pierung der Pra¨ferenzen unterstu¨tzt. Ferner werden verschiedene Optimierungsregeln fu¨r
eine effiziente Umsetzung der Pra¨ferenzanfragen auf Basis eines Divide-and-Conquer-Prin-




Atnafu u. a. (2001) entwickeln in Analogie zu den traditionellenDatenbankoperationen einen
formalen Framework fu¨r inhaltsbasierte A¨hnlichkeitsoperationen. Dieser Framework entha¨lt
eine Menge von A¨hnlichkeitsoperatoren fu¨r ein inhaltsbasierte Bild-Retrieval und beschreibt
Regeln fu¨r eine Optimierung der Evaluierung von A¨hnlichkeitsanfragen.
Grundlage fu¨r die Entwicklung der A¨hnlichkeitsoperationen bildet ein objektrelationaler
Ansatz. Demnach weist eine Multimedia-Tabelle M(id,O, F, A, P) die folgenden Komponen-
ten auf:
• id ist ein eindeutiger Identifikator fu¨r eine Instanz von M,
• O ist eine Referenz auf das Bildobjekt,
• F ist der Featurevektor des Objektes O,
• A ist eine Attributkomponente und
• P ist eine Datenstruktur, die Zeiger auf Instanzen einer anderen Multimedia-Tabelle
verwaltet.
Auf Basis von NearstNeighbor-Anfragen werden die verschiedenen A¨hnlichkeitsoperatoren
umgesetzt. Damit wird fu¨r ein Objekt o mit seiner entsprechenden Featurerepra¨sentation
und einer Tabelle M die a¨hnlichkeitsbasierte Selektion σeo (M) wie folgt angegeben:
σeo (M) = {(id, o′, f , a, p) ∈ M|o′ ∈ NNe(M, o))},
wobei e ∈ R+ und NNe(M, o) eine NearstNeighbor-Anfrage darstellt, welche die a¨hnlich-
sten Objekte bezu¨glich des Anfrageobjektes o und der vorgegebenen Distanz e ermittelt. Fu¨r
zwei Tabellen M1 und M2 ergibt sich der Similarity-Based-Join M1 ⊗e M2 als:
M1 ⊗e M2 = {(id1, o1, f1, a1, p′1) | (id1, o1, f1, a1, p1) ∈ M1 ∧ p′1 = p1 ∪ (M2, s ide(M2, o1))
∧p′1 6= null},
mit s ide(M2, o1) = piid(σeo1(M2)). Fu¨r jedes Objekt aus M1 werden zuna¨chst die a¨hnlichsten
Objekte aus M2 bestimmt. Der Verweis eines Objektes o1 wird sodann aktualisiert und ent-
ha¨lt die Identifikatoren auf die zu diesem Objekt a¨hnlichen Objekte in M2.
Der Similarity-Based-Join stellt die Grundlage fu¨r alle anderen A¨hnlichkeitsoperatoren dar.
Nachteilig an diesem Operator ist, dass der Grad der A¨hnlichkeit zwischen zwei Objek-
ten verloren geht. Es werden also nur die a¨hnlichsten Objekte durch eine NearstNeighbor-
Anfrage und unter Beachtung des Parameters e ermittelt. Die genauen A¨hnlichkeitswerte
werden nicht gespeichert. Die weiteren Operatoren werden im Folgenden kurz aufgefu¨hrt:
• Der Multi-Similarity-Based-Join M1 ⊗e M2 ⊗e . . . ⊗e Mn = ⊎i<j;1≤i,j≤n Mi ⊗e Mj fu¨hrt
den Similarity-Based-Join paarweise aus und verknu¨pft dann die resultierenden Ergeb-
nistabellen. Dabei ist die Reihenfolge der Operanden von Bedeutung.
• Der symmetrische Similarity-Based-Join M1 ⊕e M2 = (M1 ⊗e M2) unionmulti (M2 ⊗e M1) ist kom-
mutativ, wobei M1 unionmultiM2 eine Tabelle liefert, die alle Instanzen entha¨lt, die entweder in
M1 oder M2 sind.
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• Der symmetrischeMulti-Similarity-Based-Join M1⊕e M2⊕e . . .⊕e Mn = ⊎i<j;1≤i,j≤n Mi⊕e
Mj, wobei die Reihenfolge der Operanden nicht von Bedeutung ist.
Fu¨r eine effiziente Umsetzung dieser Operatoren wird der Mine-Operator genutzt. Die-
ser baut die korrespondierende Ergebnistabelle fu¨r eine Operation auf. Beispielsweise nutzt
Mine(M1 ⊗e M2) die Komponente P1 von M1 der durch (M1 ⊗e M2) erzeugten Ergebnista-
belle, um die dazu korrespondierende Ergebnistabelle (M2 ⊗e M1) aufzubauen. Auf Basis
des Mine-Operators und der Eigenschaften der A¨hnlichkeitsoperatoren wurden von Atnafu
u. a. Optimierungsstrategien entwickelt.
Zusammenfassend kann festgestellt werden, dass die Definition von A¨hnlichkeitsopera-
toren eine sinnvolle und notwendige Erweiterung der relationalen Algebra darstellt. Nach-
teilig an dem Ansatz von Atnafu u. a. ist, dass die Operationen auf Bilda¨hnlichkeitsanfragen
beschra¨nkt sind. Ferner ist ein konkretes auf dem objektrelationalen Modell basierendes Da-
tenmodell erforderlich, so dass die Tabellenstruktur in diesem Ansatz fest vorgegeben ist.
Ein weiterer Nachteil des Ansatzes liegt in der Tatsache begru¨ndet, dass keine Relevanzwer-
te ermittelt werden. Damit wird ein Ranking, was charakteristisch fu¨r unscharfeMultimedia-
Anfragen ist, nicht unterstu¨tzt.
3.3.4 Erweiterungen von SQL
Fu¨r die Anfragesprache SQL existieren verschiedene Erweiterungen, die im Rahmen von
Multimedia-Anfragen von Interesse sind. Diese beziehen sich vornehmlich auf die Integra-
tion von Pra¨ferenzen oder erlauben die Spezifikation von Ausgabebedingungen. Im Folgen-
den wird auf diese Erweiterungen von SQL na¨her eingegangen.
Preference-SQL
Kießling und Ko¨stler (2002) integrieren in Preference-SQL einen Teil der in Kießling (2002)
eingefu¨hrten und bereits im vorhergehenden Abschnitt beschriebenen Mo¨glichkeiten zur
Spezifikation von Pra¨ferenzen. Nicht unterstu¨tzt werden SCORE-Pra¨ferenzen sowie kom-
plexe Pra¨ferenzen unter Verwendung des rankS-Operators. Damit werden nur die typischen
Pra¨ferenzanfragen unterstu¨tzt. Eine Verknu¨pfung von Pra¨ferenzanfragen und Multimedia-
Retrieval ist daher nicht mo¨glich. In Preference-SQL wird die SELECT-Klausel wie folgt er-
weitert:
SELECT . . . FROM . . . WHERE . . .
PREFERING . . .
GROUPING . . .
BUT ONLY . . .
ORDER BY . . .
In der PREFERING-Klausel ko¨nnen die verschiedenen Pra¨ferenzen durch den Nutzer spe-
zifiziert werden. Dabei werden die Pra¨ferenzen nur auf die Tupel angewendet, die bereits
die harten, in der WHERE-Klausel spezifizierten Bedingungen erfu¨llen. Der GROUPING-
Operator erlaubt eine Gruppierung der weichen Bedingungen und hat damit die gleiche
Aufgabe wie das traditionelle GROUP BY. Die BUT ONLY-Klausel bewirkt einen logischen
Test, nachdem die Pra¨ferenzen ausgewertet wurden und erlaubt ein explizites Einschra¨nken
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der Ergebnismenge. Fu¨r eine ausfu¨hrliche Syntaxbeschreibung sei auf das Preference-SQL-
Manual (Dat, 2000) verwiesen.
Pra¨ferenzanfragen und Top N-Anfragen
Borzsonyi u. a. (2001) entwickelten fu¨r einen Spezialfall der Pra¨ferenzanfragen einen spezi-
ellen SQL-Operator, den sogenannten Skyline-Operator. Beispiel 3.15 zeigt eine solche An-
frage. Von Interesse fu¨r den Nutzer sind all die Flugzeuge, die in beiden Dimensionen nicht
schlechter als ein anderes Flugzeug sind. Die ermittelte Skyline fu¨r dieses Beispiel ist in Abbil-
dung 3.11 dargestellt. Als Ergebnis auf die Anfrage werden also all die Objekte geliefert, die
auf der Skyline-Linie liegen. Dies entspricht damit nur einer Teilmenge der Pareto-optimalen
Ergebnismenge, die in der Pra¨ferenzalgebra durch eine Pareto-Kumulierung ermittelt wer-
den kann (Kießling, 2002).
Beispiel 3.15 Suche die Flugzeuge vom Hersteller Airbus, die mo¨glichst viele Sitzpla¨tze haben und
dennoch niedrig im Preis sind.
Fu¨r die Formulierung solcher Skyline-Anfragen wird das folgende SQL-Statement vorge-
schlagen (Borzsonyi u. a., 2001):
SELECT . . . FROM . . . WHERE . . .
GROUP BY . . . HAVING . . .
SKYLINE OF [DISTINCT] d1 [MIN |MAX | DIFF], . . ., d1 [MIN |MAX | DIFF]
ORDER BY . . .
Abbildung 3.11: Sykline der Flugzeuge
Die SKYLINE-Klausel ermittelt all die Tupel, die von keinem anderen Tupel dominiert
werden. Dabei dominiert ein Punkt einen anderen Punkt, wenn er in allen Dimensionenmin-
destens genauso gut und in mindestens einer Dimension besser ist (Borzsonyi u. a., 2001).
Damit kann die Anfrage aus Beispiel 3.15, wie im folgenden Beispiel gezeigt, in SQL ange-
geben werden.
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Beispiel 3.16 SELECT *
FROM Flugzeug
WHERE Hersteller = ’Airbus’
SKYLINE OF Plaetze MAX, Preis MIN
Die Berechnung einer Skyline basiert auf dem Maximum-Vektor-Problem. Fu¨r die Um-
setzung des Skyline-Operators kann daher der Divide-and-Conquer Algorithmus von Kung
u. a. (1975) genutzt werden. Effizientere Evaluierungsalgorithmen wurden von Borzsonyi
u. a. (2001) und Tan u. a. (2001) vorgestellt.
Neben dem Skyline-Operator fu¨r die Formulierung spezieller Pra¨ferenzanfragen gibt es
weitere SQL-Operatoren, die im Zusammenhang mit Multimedia-Anfragen nu¨tzlich sein
ko¨nnen. Dazu za¨hlt der Top N-Operator, der auch als STOP-AFTER-Operator bezeichnet
wird (Carey und Kossmann, 1997, 1998). Dieser erlaubt, explizit die Kardinalita¨t der Ergeb-
nismenge zu reglementieren. Dies ist im Beispiel 3.17 dargestellt.
Beispiel 3.17 Suche 21 Abbildungen von Flugzeugen, die der gegebenen Abbildung am a¨hnlichsten
sind.
Umeine solcheAnfrage formulieren zu ko¨nnen, wird die SQL-Klausel STOPAFTER<value>
eingefu¨hrt:
SELECT . . . FROM . . . WHERE . . .
GROUP BY . . . HAVING . . .
ORDER BY . . .
STOP AFTER <value>
Dabei ist<value> ein atomarer numerischerWert, der entweder vorgegeben, berechnet oder
durch eine Unterabfrage ermittelt wird. Er beschreibt die Anzahl der auszugebenden Tupel.
Eine a¨hnliche SQL-Erweiterung wurde unter anderem von Chaudhuri und Gravano (1996)
propagiert.
Die Verwendung des Top N-Operators innerhalb von Skyline-Anfragen ist dabei durchaus
sinnvoll. So kann zuna¨chst ein Gesamteindruck durch Verwendung des Skyline-Operators
vermittelt werden, der dann durch Einsatz des Top N-Operators auf die wichtigsten Objekte
beschra¨nkt wird. Es wird also eine Halbordnung der N besten Objekte erstellt.
Anzumerken hierbei ist, dass eine Kombination aus Skyline und Top N-Operator andere Er-
gebnisse liefert als eine k-NearstNeighbor-Anfrage (kNN-Anfrage), obwohl die Kardinalita¨t
der Ergebnisse in beiden Fa¨llen reglementiert wird.
Eine kNN-Anfrage versucht stets, k Objekte zu finden, die dem Idealobjekt am na¨chsten
kommen. Damit werden also in Bezug auf Beispiel 3.15 die Flugzeuge mit einem mo¨glichst
kleinen Preis und vielen Sitzpla¨tzen gesucht. Jedoch werden ganz billige Flugzeuge mit nur
wenigen Pla¨tzen nicht ermittelt. Demgegenu¨ber liefert eine Top N-Skyline-Anfrage im Ver-
gleich zu der kNN-Anfrage sowohl relevante als auch irrelevante Objekte. Dabei kann es
vorkommen, dass einige relevante Objekte nicht ermittelt werden. Diese Unterschiede der
beiden Anfragetypen sind in Abbildung 3.12 dargestellt.
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Abbildung 3.12: Ermittlung der fu¨nf besten Flugzeuge a) durch Kombination des Skyline-
und Top N-Operators (nach Sitzpla¨tzen sortiert) und b) durch eine kNN-
Anfrage mit dem Anfragepunkt (0,200)
Parametrisierung der Ergebnispra¨sentation mittels SQL+D
SQL+D ist eine Erweiterung von SQL, die dem Nutzer die Mo¨glichkeit bietet, anzugeben,
wie die Ergebnisse bezu¨glich einer Anfrage an eine Multimedia-Datenbank dargestellt wer-
den sollen (Baral u. a., 1998b,a). Eine SQL+D Anfrage besteht aus einer normalen SQL-An-
frage und einer DISPLAY Klausel. In dieser wird die ra¨umliche und zeitliche Darstellung der
Ergebnisse spezifiziert. Daru¨ber hinaus ko¨nnen auch mo¨gliche Nutzerinteraktionen formu-
liert und Diagramme erstellt werden.
Die Formulierung von zeitlichen Bedingungen in der DISPLAY-Klausel wird grafisch un-
terstu¨tzt. So wird die Anordnung der Elemente entlang eines Zeitstrahls (vgl. Timeline-
Modell in Abschnitt 3.1.3) ermo¨glicht. Die daraus abgeleiteten temporalen Bedingungen
werden in die DISPLAY-Klausel u¨bernommen. Eine grafisch unterstu¨tzte Spezifikation der
ra¨umlichen Bedingungen wird jedoch nicht angeboten. Dies ist als Nachteil zu werten, da
der Nutzer die Vielzahl der zur Verfu¨gung stehenden Sprachmittel kennen muss und die
Spezifikation der ra¨umlichen Anordnung der Ergebnisse aufwa¨ndig ist. Am Beispiel 3.18
(Baral u. a., 1998a) wird die Komplexita¨t der Anfrageformulierung deutlich.
Beispiel 3.18 SELECT *
FROM Professors
DISPLAY PANEL main,
PANEL A ON main.East,
PANEL B ON A.Center,
WITH name AS list ON main.West,
picture AS image ON A.North,
’Education at’, ’Email address’ AS text ON B.West(Vertical),
univ, email AS boxedtext ON B.East(Vertical),
’Home Page’ AS button ON B.South
TRIGGER ‘netscape(’+ address +‘)’
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Diese Beispielanfrage liefert das in Abbildung 3.13 dargestellte Ergebnis. Ein weiterer Nach-
teil von SQL+D ist, dass eine Parametrisierung der Ausgabe bezu¨glich der Gu¨te der Medien-
Objekte, wie beispielsweise der Gro¨ße und der Qualita¨t eines Bildes, nicht unterstu¨tzt wird.
Abbildung 3.13: Ergebnis der SQL+D-Anfrage aus Beispiel 3.18 (Baral u. a., 1998a)
3.4 Zusammenfassung
In diesem Kapitel wurden zuna¨chst die Anforderungen an eine Multimedia-Anfragesprache
beschrieben. Neben den allgemeinen Anforderungen an eine Anfragesprache ergeben sich
fu¨r Multimedia-Anfragesprachen auf Grund der Charakteristika des Multimedia-Retrievals
zusa¨tzliche Anforderungen. So mu¨ssen fu¨r die Ergebnispra¨sentation entsprechende Sprach-
mittel angeboten werden, die eine zeitliche, ra¨umliche und medienspezifische Parametrisie-
rung der Darstellung der Ergebnisobjekte unterstu¨tzen. Diese vielfa¨ltigen Mo¨glichkeiten zur
Parametrisierung der Ergebnisausgabe wurden beschrieben.
Fernermuss eineMultimedia-Anfragesprache die Formulierung von inhaltsbasierten, zeit-
lichen und ra¨umlichen sowie scharfen und unscharfen Anfragen unterstu¨tzen. Des Weiteren
mu¨ssen auch Pra¨ferenzen bei der Anfrageformulierung spezifiziert werden ko¨nnen. Diese
verschiedenen Anfragetypen wurden beschrieben und es wurde dargelegt, welche spezi-
ellen Pra¨dikate und Funktionen zur Unterstu¨tzung dieser Art von Anfragen bereitgestellt
werden mu¨ssen.
Fu¨r den Entwurf einer Multimedia-Anfragesprache wurden die notwendigen Prinzipi-
en und Anforderungen, die dabei zu beru¨cksichtigen sind, skizziert und zusammengefasst.
Auf dieser Basis wurden bestehende Multimedia-Anfragesprachen untersucht. Den Schwer-
punkt dabei bildete die Evaluierung der Sprachen bezu¨glich der Mo¨glichkeiten zur Abbil-
dung von Nutzerpra¨ferenzen. Es wurde festgestellt, dass zwar eine Vielzahl von Multime-
dia-Anfragesprachen existiert, die jedoch oftmals auf Grund einer fehlenden Unterstu¨tzung
grundlegender Medientypen oder wegen der mangelnden Erweiterbarkeit nicht als Anfra-
gesprachen in MIRS geeignet sind. Daru¨ber hinaus wird sowohl eine Parametrisierung der
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Ergebnispra¨sentation als auch die Handhabung von Fuzzy-Pra¨dikaten nur in einem be-
grenzten Umfang von wenigen Multimedia-Anfragesprachen angeboten. Im Hinblick auf
die Einbindung von Nutzerpra¨ferenzen bestehen erhebliche Defizite. So wird zwar von vie-
len Sprachen bereits eine Anfrageverfeinerung angeboten, jedoch nur selten eine Relevanz-
oder Schwellwertgewichtung. Andere Mo¨glichkeiten der Formulierung von Nutzerpra¨fe-
renzen, wie beispielsweise eine Operatorgewichtung, werden von keiner der untersuchten
Multimedia-Anfragesprachen unterstu¨tzt.
Neben diesen Multimedia-Anfragesprachen existieren spezielle Erweiterungen des Be-
reichskalku¨ls und der Relationenalgebra. So wurde das Bereichskalku¨l dahingehend modifi-
ziert, dass Pra¨ferenzanfragen abgebildet werden ko¨nnen. Fu¨r die relationale Algebra gibt es
diverse multimediaspezifische Erweiterungen. Beispielsweise erlaubt der winnow-Operator
die Umsetzung von Pra¨ferenzanfragen und der cut-Operator ermo¨glicht eine Schwellwert-
gewichtung. Zusa¨tzlich wurden spezielleMultimedia-Join-Operatoren fu¨r ein a¨hnlichkeitsba-
siertes Bild-Retrieval eingefu¨hrt. Eine Relevanzgewichtung der Anfrageterme und die For-
mulierung unscharfer inhaltsbasierter Anfragen ist im SAMEw-Ansatz durch eine Modifizie-
rung bestehender relationaler Operatoren mo¨glich. Diesen Ansa¨tzen ist gemein, dass jeweils
sehr spezielle Anforderungen umgesetzt werden. Nachteilig ist jedoch, dass die in diesen
Ansa¨tzen vorgeschlagenen Erweiterungen nur auf Kalku¨l- beziehungsweise Algebraebene
angeboten werden, jedoch nicht in eine nutzerfreundliche Anfragesprache integriert sind.
Eine Ausnahme stellt dabei der Vorschlag der Pra¨ferenzalgebra von Kießling (2002) dar.
Diese Algebra bietet diverse Mo¨glichkeiten zur Formulierung komplexer Pra¨ferenzanfragen
an. Die Funktionalita¨ten der Pra¨ferenzalgebra werden jedoch nur teilweise durch Preference-
SQL unterstu¨tzt. So ko¨nnen hier keine Pra¨ferenzen durch Scoring-Funktionen ausgedru¨ckt
werden. Damit besteht keine Mo¨glichkeit, inhaltsbasierten Anfragen in Preference-SQL zu
formulieren. Nachteilig ist weiterhin, dass die Anfragen in Preference-SQL sehr komplex
werden ko¨nnen, so dass diese Anfragesprache daher vorwiegend fu¨r einen Experten geeig-
net ist.
Neben Preference-SQL existieren weiterhin verschiedene Erweiterungen von SQL, die im
Zusammenhang mit Multimedia-Anfragen interessant sind. Auf diese wurden ebenfalls in
diesem Kapitel eingegangen. Es wurde der Skyline-Operator vorgestellt. Mit diesem ko¨nnen
spezielle Pra¨ferenzanfragen in SQL formuliert werden. Das besondere an einer Skyline-An-
frage ist, dass all die Objekte ermittelt werden, die von keinem anderen Objekt bezu¨glich der
angegeben Kriterien dominiert werden. Mit Hilfe des Top N-Operators kann daru¨ber hinaus
die Kardinalita¨t der Ergebnismenge beeinflusst werden. Neben diesen Mo¨glichkeiten wur-
den SQL+D beschrieben. Dieser Ansatz erweitert SQL um Mo¨glichkeiten zur Spezifikation
der Ergebnisdarstellung. So ko¨nnen sowohl zeitliche als auch ra¨umliche Parameter fu¨r die
Anordnung der Ergebnisobjekte angegeben werden. Nachteilig an diesem Ansatz ist, dass
der Aufwand des Nutzers fu¨r das Spezifizieren der ra¨umlichen Visualisierung der Ergebni-




Wie bereits in Abschnitt 2.4 dargestellt, gibt es eine Vielzahl von Mo¨glichkeiten, um Nut-
zerpra¨ferenzen in Datenbankanfragen auszudru¨cken. In diesem Kapitel wird die Formulie-
rung von Pra¨ferenzen in Form von Gewichten fokussiert. Diese Art der Spezifikation von
Nutzerpra¨ferenzen hat sich im Multimedia-Retrieval bewa¨hrt (Fagin und Wimmers, 1997;
Carson u. a., 1997; Sung, 1998; Ortega u. a., 1998; Oracle, 2003). Gegenstand des Kapitels
ist die Entwicklung eines ada¨quaten Gewichtungsmodells. Dieses soll die Abbildung und
Formulierung von Pra¨ferenzen in Multimedia-Anfragen unter Verwendung verschiedener
Gewichtungssemantiken erlauben.
Zuna¨chst wird ein Anfragemodell fu¨r einfache, relevanzgewichtete A¨hnlichkeitsanfragen
beschrieben. Dieses Modell bildet sodann die Grundlage fu¨r die Evaluierung bestehender
Systeme sowie fu¨r weitere U¨berlegungen bezu¨glich eines ma¨chtigeren Anfragemodells.
Die Pra¨ferenzen der Nutzer werden im quantitativen Ansatz indirekt u¨ber eine Scoring-
Funktion abgebildet. Es erfolgt daher eine Analyse der Anforderungen, die an Scoring-Funk-
tionen gestellt werden. Der Fokus liegt dabei auf der Beschreibung geeigneter Scoring-Funk-
tionen sowie deren Eigenschaften. Auf Basis dieser Anforderungen wird eine Evaluierung
bestehender Verfahren vorgenommen.
Das Hauptaugenmerk dieses Kapitels bildet die Entwicklung eines erweiterten Gewich-
tungsmodells. Dieses Multi-Level-Gewichtungsmodell unterstu¨tzt die Relevanzgewichtung in
komplexen Anfragen ada¨quat, indem Relevanzgewichte auf allen Ebenen in einer komple-
xen Anfrage spezifiziert werden ko¨nnen. Daru¨ber hinaus integriert das Multi-Level-Gewich-
tungsmodell zusa¨tzlich Schwellwert- und Operatorgewichte.
4.1 Basisanfragemodell
Als Ausgangsbasis fu¨r die Entwicklung eines komplexen, gewichteten Anfragemodells wird
in diesem Anschnitt ein einfaches Anfragemodell vorgestellt. Hierbei wird eine Relevanzge-
wichtung einfacher Anfragen betrachtet. Diese Anfragen werden unter Verwendung soge-
nannter Scoring-Funktionen evaluiert. Auf Grund der Gewichtung werden spezielle Anfor-
derungen an diese Funktionen gestellt. Im Folgenden wird darauf na¨her eingegangen.
4.1.1 Modell fu¨r einfache, gewichtete Anfragen
Eine Anfragebedingung X besteht aus n atomaren Suchbedingungen xi, die durch die Junk-
toren UND (∧) und ODER (∨) miteinander verknu¨pft sind. Weiterhin besteht die Mo¨glich-
keit, Anfrageterme zu negieren, so dass eine Anfragebedingung im Allgemeinen wie folgt
aufgebaut ist:
X := x | X [∧|∨] X | ¬X.
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Auf Grund der Assoziativita¨t ko¨nnen die Junktoren ∧ und ∨ zu n-a¨ren Junktoren verallge-
meinert werden.
Bei der Evaluierung einer Anfrage wird fu¨r jedes Objekt der Datenbank oj ∈ DB und jede
atomare Suchbedingung xi ein A¨hnlichkeitswert µi(oj) im Intervall [0, 1] berechnet. Wird bei
dem Vergleich eines Anfrageobjektes mit einem Datenbankobjekt keine A¨hnlichkeitsfunkti-
on sondern eine Distanzfunktion verwendet, so mu¨ssen die berechneten Distanzen in einen
A¨hnlichkeitswert aus dem Intervall [0, 1] u¨berfu¨hrt werden. Der A¨hnlichkeitswert dru¨ckt
aus, inwieweit das Objekt oj die Suchbedingung xi erfu¨llt. Dieser Wert wird daher auch als
Relevanzwert bezeichnet. Je ho¨her der Relevanzwert µi(oj) ist, desto ho¨her ist der Grad der
A¨hnlichkeit zwischen der Anfrage und dem Datenbankobjekt bezu¨glich der Suchbedingung
xi.
Liegen A¨hnlichkeitswerte vor, so werden die Relevanzwerte µi(oj) fu¨r ein Objekt oj zu ei-
nem Gesamtrelevanzwert µ(oj) zusammengefaßt. Dafu¨r werden die einzelnen Fuzzy-Men-
gen mittels der Junktoren UND und ODER zu einer neuen Fuzzy-Menge kombiniert. Fu¨r
jedes Objekt wird dabei ein neuer Relevanzwert berechnet. Die Kombination der Relevanz-
werte fu¨r ein Objekt wird mittels einer Scoring-Funktion
S : [0, 1]n → [0, 1]
fu¨r eine Anfrage X realisiert.
Typischerweise basiert S auf T-Normen und T-Conormen. Eine Konjunktion von Anfra-
getermen wird daher evaluiert unter Verwendung einer T-Norm und eine Disjunktion von
Anfragetermen dementsprechend unter Verwendung einer T-Conorm (siehe Zadeh (1965);
Bellman und Giertz (1973); Dubois und Prade (1984); Zimmermann (1990)). Der Einsatz von
Fuzzy-basierten Scoring-Funktionen ist weit verbreitet. Solche Funktionen finden beispiels-
weise in den Ansa¨tzen von Herrera-Viedma (2001b) und Carson u. a. (1997) Anwendung.
Daneben werden auch andere Scoring-Funktionen, wie probabilistische Funktionen, einge-
setzt (Fuhr und Grosjohann, 2001).
In einer empirischen Studie haben Koll und Srinivasan (1990) nachgewiesen, dass Scoring-
Funktionen, die auf Fuzzy-Logik basieren, fu¨r die Kombination von Anfragetermen besser
geeignet sind, als solche, denen das probabilistische Modell zu Grunde liegt. Es wird ar-
gumentiert, dass die Fuzzy-Logik na¨her an der menschlichen Art der Anfragebeschreibung
und der Entscheidungsfindung als das probabilistische Modell liegt. Soll keine Unterschei-
dung zwischen UND und ODER erfolgen, kann beispielsweise das arithmetische Mittel der
Relevanzwerte gebildet werden. Dieser Ansatz wird in Oracle (2003) verfolgt.
Um Nutzerpra¨ferenzen in Multimedia-Anfragen ausdru¨cken zu ko¨nnen, hat sich in den
vergangenen Jahren die Relevanzgewichtung einzelner Anfragebedingungen durchgesetzt
(Fagin und Wimmers, 1997; Carson u. a., 1997; Sung, 1998; Ortega u. a., 1998; Oracle, 2003).
Dabei wird jedem Anfrageterm xi ein numerisches Gewicht θi ∈ [0, 1] zugeordnet, welches
die relative Wichtigkeit des Anfrageterms innerhalb der Anfragebedingung festlegt. Die Ge-
wichtung der Suchbedingungen ist in dem Anfragebaum in Abbildung 4.1 fu¨r eine n-a¨re
Konjunktion dargestellt. Als Bedingung wird gefordert, dass die Summe der Gewichte eins
ergibt: ∑ni=1 θi = 1.
Im Allgemeinen erfolgt eine positive Gewichtung einzelner Teilanfragen (θi ∈ [0, 1]). Eine
Ausweitung des Intervalls von θi ∈ T und T = [−1, 1]mit ∑ni=1 |θi| = 1 ist denkbar. Dadurch
werden die Mo¨glichkeiten des Nutzers, spezielle Wu¨nsche differenzierter auszudru¨cken, er-
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Abbildung 4.1: Anfragebaum einer einfachen, gewichteten, konjunktiven Anfrage
weitert. Durch eine negative Gewichtung ist es mo¨glich, unerwu¨nschte Teilanfragen entspre-
chend zu bewerten. Sinnvoll ist dieses, wenn der Nutzer neben speziellen Suchanforderun-
gen auch einen ‘Negativkatalog’ an Forderungen hat. Eine solche, negativ bewertete Anfrage
ist im folgenden Beispiel dargestellt.
Beispiel 4.1 Suche Bilder von Flugzeugen, die viel rot aufweisen und keinen Doppeldecker enthalten.
Die Bilder sollten mo¨glichst auch nicht nach 1950 entstanden sein. Gewichtet ergibt sich beispiels-
weise die Anfragebedingung X = ((Farbe = rot)0.3 ∧ (Form = Doppeldecker)−0.4 ∧ (Jahr >
1950)−0.3).
Negativ gewichtete Anfragebedingungen lassen sich auf ein positives Problem zuru¨ck-
fu¨hren, indem der entsprechende Anfrageterm und die Gewichtung negiert werden. Die im
Beispiel 4.1 geschilderte Anfragebedingung kann demnach wie folgt formuliert werden:
(Farbe = rot)0.3 ∧ (Form 6= Doppeldecker)0.4 ∧ (Jahr ≤ 1950)0.3.
Im Folgenden wird daher davon ausgegangen, dass eine negativ gewichtete Anfragebedin-
gung in eine positiv gewichtete Bedingung u¨berfu¨hrt wird. Aus diesem Grund wird ange-
nommen, dass θi ∈ [0, 1] gilt.
Bei der Evaluierung von gewichteten Anfragen muß die Gewichtung beru¨cksichtigt wer-
den. Aus diesem Grund fließen die einzelnen Gewichte in die Scoring-Funktion S ein. Somit
ergibt sich eine gewichtete Scoring-Funktion
SΘ : [0, 1]n × [0, 1]n → [0, 1].
4.1.2 Anforderungen an gewichtete Scoring-Funktionen
Um die Anfragebearbeitung ada¨quat unterstu¨tzen zu ko¨nnen, werden verschiedene An-
forderungen an Scoring-Funktionen gestellt. Diese erweitern die Anforderungen an eine
Scoring-Funktion, die von Fagin (1999) formuliert wurden. Damit muss eine ungewichte-
te Scoring-Funktion S : [0, 1]n → [0, 1], die A¨hnlichkeitswerte auf einen Gesamtrelevanzwert
im Intervall [0, 1] abbildet, den folgenden Forderungen gerecht werden:
Grenzbedingungen: S(1, . . . , 1) = 1 und S(0, . . . , 0) = 0
Monotonie: Wenn die A¨hnlichkeitswerte nicht sinken, dann darf der berechnete Relevanz-
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wert nur gro¨ßer werden. Somit muss gelten:
µa1(o) ≤ µb1(o) ∧ . . . ∧ µan(o) ≤ µbn(o)⇒ S(µa1(o), . . . , µan(o)) ≤ S(µb1(o), . . . , µbn(o)).
Strenge Monotonie: Wenn alle A¨hnlichkeitswerte steigen, dann muss auch der berechnete
Relevanzwert steigen. Somit muss gelten:
µa1(o) < µb1(o) ∧ . . . ∧ µan(o) < µbn(o)⇒ S(µa1(o), . . . , µan(o)) < S(µb1(o), . . . , µbn(o)).
Stetigkeit: Die Scoring-Funktion muss bezu¨glich der Werte µi(o) stetig sein.
Neben diesen geforderten Eigenschaften kann eine Scoring-Funktion weitere Eigenschaften,
wie beispielsweise Idempotenz S(µ1(o), µ1(o)) = µ1(o), aufweisen.
Eine gewichtete Scoring-Funktion SΘ : [0, 1]n × [0, 1]n → [0, 1] stellt eine um Gewichte er-
weiterte Scoring-Funktion dar. Deshalb gelten fu¨r eine gewichtete Scoringfunktion die selben
Eigenschaften, wie fu¨r die zu Grunde liegende Scoring-Funktion. Da zusa¨tzlich die Gewich-
te einen Einfluß auf das Verhalten dieser Funktion nehmen, mu¨ssen die oben aufgefu¨hrten
Anforderungen unter Beachtung der Gewichte wie folgt modifiziert werden:
Grenzbedingungen: mu¨ssen unabha¨ngig von den Gewichten erhalten bleiben.
Monotonie: muss bei gleich bleibenden Gewichten gelten.
Strenge Monotonie: muss bei gleich bleibenden Gewichten gelten.
Stetigkeit: Die gewichtete Scoring-Funktion muss sowohl bezu¨glich der Werte µi(o) als
auch bezu¨glich der Gewichte θi stetig sein.
Zusa¨tzlich dazu ist es sinnvoll, fu¨r gewichtete Scoring-Funktionen weitere Anforderungen
bezu¨glich des Einflusses der Gewichte zu spezifizieren (Fagin und Wimmers, 1997; Sung,
1998). Demnach du¨rfen beispielsweise Anfrageterme, die mit null gewichtet werden, keinen
Einfluß auf den zu berechnenden Relevanzwert haben. Zusammenfassend werden die fol-
genden Anforderungen an eine gewichtete Scoring-Funktion gestellt:
A1: Alle Eigenschaften der zu Grunde liegenden Scoring-Funktion S mu¨ssen von der ge-
wichteten Scoring-Funktion SΘ unter Beachtung der Gewichte aufrecht erhalten wer-
den.
A2: Weisen alle Anfrageterme das gleiche Gewicht auf, also θ1 = . . . = θn = 1/n, so hat
innerhalb der Anfrage kein Anfrageterm einen gro¨ßeren Einfluß als irgendein ande-
rer Term. Dies entspricht dem ungewichteten Fall. Damit ist die gewichtete Scoring-
Funktion a¨quivalent zur ungewichteten Scoring-Funktion. Es gilt:
SΘ(µ1(o), . . . , µn(o), 1/n, . . . , 1/n) = S(µ1(o), . . . , µn(o)).
A3: Wird ein Anfrageterm mit null gewichtet, dann ist dieser Term nicht von Interesse. Aus
diesem Grund darf ein mit null gewichteter Anfrageterm keinen Einfluß auf die Be-




SΘ(µ1(o), . . . , µn(o), θ1, . . . , θn−1, 0) = SΘ(µ1(o), . . . , µn−1(o), θ1, . . . , θn−1).
A4: Lokale Linearita¨t fordert, dass die Scoring-Funktion als eine Art Balance zwischen den
Gewichtungen agiert (Fagin und Wimmers, 1997). Das heißt konkret, dass bei einer
Gewichtung im Mittelpunkt zweier co-monotonen Gewichtungen1 ein RSV ermittelt
wird, welcher dem Mittel aus den Relevanzwerten der beiden co-monotonen Gewich-
tungen entspricht.
Abbildung 4.2 verdeutlicht die Forderung nach lokaler Linearita¨t grafisch. Fu¨r die co-
monotonen Gewichtungen Θ = (0.6, 0.4) und Θ′ = (0.8, 0.2) ergibt sich ein Relevanz-
wert µ beziehungsweise µ′. Fu¨r eine Gewichtung Θm = (0.7, 0.3), die im Mittelpunkt
von Θ und Θ′ liegt, wird ein Relevanzwert µm berechnet. Dabei gilt µm = µ+µ
′
2 .
Abbildung 4.2: Anforderung A4 (Lokale Linearita¨t)
Neben diesen speziellen Anforderungen an eine einzelne gewichtete Scoring-Funktion ist
die Forderung nach Stabilita¨t eines allgemeinen Ansatzes zur U¨berfu¨hrung einer Scoring-
Funktion in eine gewichtete Scoring-Funktion von Bedeutung. Dabei ist die A¨quivalenz von
Scoring-Funktionen, also die Erzeugung gleicher Ordnungen fu¨r die Ergebnisobjekte, aus-
schlaggebend. Diese Meta-AnforderungMAwird wie folgt angegeben:
MA: Ein Ansatz zur Generierung gewichteter Scoring-Funktionen muss stabil sein. Das be-
deutet, dass bei Verwendung der gewichteten Scoring-Funktionen SΘ und S′Θ, welche
auf a¨quivalenten Scoring-Funktionen S und S′ basieren, jeweils die gleiche Reihenfolge
1Zwei Gewichtungen Θ = {θ1, . . . , θn} und Θ′ = {θ′1, . . . , θ′n} sind co-monoton, wenn die Reihenfolge der
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der Ergebnisobjekte bestimmt wird (Sung, 1998). Somit gilt:
S(µ1(o1), . . . , µn(o1)) < S(µ1(o2), . . . , µn(o2)) < . . . < S(µ1(om), . . . , µn(om)) ∧
S′(µ1(o1), . . . , µn(o1)) < S′(µ1(o2), . . . , µn(o2)) < . . . < S′(µ1(om), . . . , µn(om))⇒
SΘ(µ1(o1), . . . , µn(o1), θ1, . . . , θn) < SΘ(µ1(o2), . . . , µn(o2), θ1, . . . , θn) < . . . <
SΘ(µ1(om), . . . , µn(om), θ1, . . . , θn) ∧ S′Θ(µ1(o1), . . . , µn(o1), θ1, . . . , θn) <
S′Θ(µ1(o2), . . . , µn(o2), θ1, . . . , θn) < . . . < S′Θ(µ1(om), . . . , µn(om), θ1, . . . , θn).
4.2 Verfahren zur Relevanzgewichtung von Anfragen
In den folgenden Abschnitten werden die Ansa¨tze von Fagin und Wimmers (1997) und der
daraufhin erarbeitete Ansatz von Sung (1998) vorgestellt und auf Basis der formulierten An-
forderungen evaluiert. Diese beiden Ansa¨tze beschreiben Verfahren fu¨r die Integration von
Relevanzgewichten in beliebige Funktionen. Aus diesem Grund werden die Anforderungen
A1 bis A4 sowie die Meta-AnforderungMA u¨berpru¨ft.
Neben diesen allgemeingu¨ltigen Ansa¨tzen werden spezielle gewichtete Scoring-Funkti-
onen vorgestellt. Dazu za¨hlen die Ansa¨tze von Dubois und Prade (1986) und Bookstein
(1980) sowie Scoring-Funktionen, wie sie in den Systemen Blobworld (Carson u. a., 1997),
und Oracle (Hebert u. a., 1999; Oracle, 2003) eingesetzt werden. Oracle gilt hier als Sonder-
fall, da der gewichtete Durchschnitt der zu aggregierenden Werte gebildet wird. Ansonsten
werden auf der Fuzzy-Logik basierende Funktionen verwendet. So wird fu¨r die Disjunkti-
on das Maximum und fu¨r die Konjunktion das Minimum der zu aggregierenden Werte ver-
wendet. Die Scoring-Funktionen min bildet daher auch fu¨r die Evaluierung der beiden all-
gemeinen Ansa¨tze die Ausgangsbasis. Diese gewichteten Scoring-Funktionen werden hin-
sichtlich der Anforderungen A1 bis A4 untersucht. Teile dieser Evaluierung basieren auf der
Vero¨ffentlichung von Schulz und Schmitt (2002).
Fu¨r die U¨berpru¨fung der Anforderung A1 ist es notwendig, die Eigenschaften der zu
Grunde liegenden Scoring-Funktion zu kennen. Daher werden die Charakteristika der T-
Norm min und der T-Conorm max zuna¨chst kurz vorgestellt.
Definition 4.2.1. Eine Funktion T : [0, 1]× [0, 1] → [0, 1] ist eine T-Norm, wenn die folgenden
Eigenschaften erfu¨llt sind (Biewer, 1997, S. 83):
(i) T(a, b) = T(b, a) (Kommutativita¨t)
(ii) T(a, T(b, c)) = T(T(a, b), c) (Assoziativita¨t)
(iii) a ≤ c ∧ b ≤ d⇒ T(a, b) ≤ T(c, d) (Monotonie)
(iv) T(a, 1) = a (Neutrales Element).
2
Dementsprechend kann die Definition fu¨r eine T-Conorm wie folgt angegeben werden.
Definition 4.2.2. Eine Funktion T : [0, 1]× [0, 1] → [0, 1] ist eine T-Conorm, wenn die folgen-
den Eigenschaften erfu¨llt sind (Biewer, 1997, S. 84):
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(i)-(iii) wie in Definition 4.2.1
(iv) T(a, 0) = a (Neutrales Element).
2
Zusa¨tzlich zu den aufgefu¨hrten Eigenschaften von T-Normen und T-Conormen gelten kon-
kret fu¨r die T-Norm min und somit fu¨r die entsprechende T-Conorm max folgende Eigen-
schaften:
• Idempotenz: T(a, a) = a,
• Strenge Monotonie: a < c, b < d⇒ T(a, b) < T(c, d),
• Stetige Funktion,
• Translationserhaltung: T(a ◦ c, b ◦ c) = T(a, b) ◦ cmit ◦ ∈ {+,−, ∗, /}.
Dabei ist anzumerken, dass min die einzige idempotente T-Norm und max die einzige idem-
potente T-Conorm sind (Klir und Yuan, 1995, S. 63ff). Somit sind min und max auch die ein-
zigen Normen, die Distributivita¨t gewa¨hrleisten.
4.2.1 Allgemeingu¨ltige Ansa¨tze
Fu¨r die Integration von Relevanzgewichten in eine Scoring-Funktion existieren zwei alterna-
tive Ansa¨tze: die Gewichtungsformel und das Transformationsschema. Beide Verfahren werden
im Folgenden vorgestellt.
Gewichtungsformel
Fagin und Wimmers (1997) entwickeln eine einfache Formel, um Gewichte in jede beliebige
ungewichtete Funktion zu integrieren. Die Gewichtungsformel geht von einer ungewichte-
ten Scoringfunktion S(µ1(o), . . . , µn(o)) und einer Gewichtung Θ = {θ1, . . . , θn} aus (Fagin
und Wimmers, 1997, 2000; Fagin und Maarek, 2000). Jedes Gewicht θi ist einem atomaren
Anfrageterm xi zugeordnet. Weiterhin gilt θi ∈ [0, 1] und ∑ni=1 θi = 1 und θ1 ≥ θ2 ≥ . . . ≥
θn. Unter Beachtung dieser Annahmen kann mittels der Formel 4.1 eine beliebige Scoring-
Funktion S in eine gewichtete Scoring-Funktion SΘ u¨berfu¨hrt werden.
SΘ(µ1(o), . . . , µn(o), θ1, . . . , θn) = (θ1 − θ2)S(µ1(o)) +
2 ∗ (θ2 − θ3)S(µ1(o), µ2(o)) +
. . .+ . . .
n ∗ θnS(µ1(o), . . . , µn(o)) (4.1)
Auf Basis der Formel 4.1 kann das gewichtete Minimum SΘmin wie folgt angegeben werden:
SΘmin(µ1(o), . . . , µn(o), θ1, . . . , θn) = (θ1 − θ2) ∗min(µ1(o)) +
2 ∗ (θ2 − θ3) ∗min(µ1(o), µ2(o)) +
. . .+ . . .
n ∗ θn ∗min(µ1(o), . . . , µn(o)).
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Die Scoring-Funktion SΘmin wird beispielsweise in der Multimedia-Anfragesprache FOQL
(Nepal u. a., 1999) sowie in der A¨hnlichkeitsalgebra SAMEW (Montesi und Penzo, 2000; Ciac-
cia u. a., 2000) fu¨r die Evaluierung gewichteter Anfragen verwendet.
Die mit der Gewichtungsformel generierte gewichtete Scoring-Funktion SΘmin basiert auf
der ungewichteten Scoring-Funktion. Es handelte sich ferner um eine stetige, streng mono-
tone Funktion, welche die Grenzbedingungen erfu¨llt (Fagin und Wimmers, 2000). Daru¨ber
hinaus werden die speziellen Eigenschaften der ungewichteten Scoring-Funktion, wie bei-
spielsweise die Idempotenz und die Translationserhaltung aufrecht erhalten (ebd.). Damit
ist die Anforderung A1 erfu¨llt. Des Weiteren ist die gewichtete Funktion lokal linear und
erfu¨llt die Anforderungen bezu¨glich des Einflusses der Gewichte, so dass auch die Anfor-
derungen A2, A3 und A4 erfu¨llt werden. Damit ist die mit der Gewichtungsformel erzeugte
gewichtete Funktion auf Basis der T-Norm min eine gu¨ltige gewichtete Scoring-Funktion.
Der Ansatz von Fagin und Wimmers gewa¨hrleistet, dass alle gewichteten Funktionen, die
mit der Gewichtungsformel erzeugt werden, den Anforderungen einer gewichteten Scoring-
Funktion genu¨gen. Auf Grund der Tatsache, dass es sich bei der Gewichtungsformel um
einen allgemeingu¨ltigen Ansatz handelt, muss u¨berpru¨ft werden, ob auch die Meta-Anfor-
derung gilt.
Die Gewichtungsformel ist daraufhin ausgelegt, dass jede beliebige Funktion in eine ge-
wichtete Funktion u¨berfu¨hrt werden kann. Die U¨berfu¨hrung von Funktionen wird also nicht
auf Scoring-Funktionen, die den in Abschnitt 4.1.2 formulierten Anforderungen unterliegen,
eingeschra¨nkt. Aus diesem Grunde tritt im allgemeinen Fall das Problem der Instabilita¨t
der Gewichtungsformel auf. Dies wurde bereits sowohl von Fagin und Wimmers (2000) als
auch von Sung (1998) erkannt. Der Forderung nach Stabilita¨t kann nur dann genu¨ge getan
werden, wenn die entsprechenden a¨quivalenten Funktionen die Anforderungen an Scoring-
Funktionen erfu¨llen. Im Folgenden wird anhand eines Beispiels das Problem der Stabilita¨t
verdeutlicht.
Stabilita¨t im allgemeinen Fall Es wird angenommen, dass Θ = {θ1, θ2} mit θ1 ≥ θ2
gilt. Als Funktionen fu¨r die Aggregation der A¨hnlichkeitswerte werden die Summe und der
Durchschnitt eingesetzt. Diese beiden Funktionen sind a¨quivalent. Sie liefern das gleiche Ran-
kingergebnis fu¨r die Objekte, obwohl sie jeweils verschiedene Relevanzwerte fu¨r ein Objekt
ermitteln. Unter Verwendung der Formel 4.1 ergibt sich fu¨r die gewichtete Summe:
SΘsum(µ1(o), µ2(o), θ1, θ2) = µ1(o) + 2θ2µ2(o)
und fu¨r den gewichteten Durchschnitt:
SΘavg(µ1(o), µ2(o), θ1, θ2) = θ1µ1(o) + θ2µ2(o).
Fu¨r das Objekt o1 mit µ1(o1) = 0.4 und µ2(o1) = 0.7 und Objekt o2 mit µ1(o2) = 0.7 und
µ2(o2) = 0.1 und der Gewichtung Θ = {0.7, 0.3} ergibt sich fu¨r die gewichtete Summe:
µ(o1) = SΘsum(0.4, 0.7, 0.7, 0.3)
= 0.82
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µ(o2) = SΘsum(0.7, 0.1, 0.7, 0.3) (4.2)
= 0.76.
Damit liegt Objekt o1 vor Objekt o2 in der Ergebnisliste. Fu¨r den gewichteten Durchschnitt
ergibt sich:
µ(o1) = SΘavg(0.4, 0.7, 0.7, 0.3)
= 0.49
µ(o2) = SΘavg(0.7, 0.1, 0.7, 0.3)
= 0.52.
Die Ergebnisliste unter Einsatz des gewichteten Durchschnitts ist 〈(o2, 0.52); (o1, 0.49)〉. Bei
Verwendung der gewichteten Summe ergibt sich 〈(o1, 0.82); (o2, 0.76)〉. Die Reihenfolge der
Ergebnisobjekte ist also vertauscht. Dieses Verhalten ist nicht wu¨nschenswert und fu¨hrt zu
einer Instabilita¨t. Die Abbildung 4.3 zeigt diesen Sachverhalt fu¨r die Objekte o1 und o2. Liegt
die Gewichtung in einem bestimmten Bereich, dann fu¨hrt dies zu einem instabilen Verhalten
des Verfahrens. Dieser kritische Bereich ist in der Abbildung gestrichelt dargestellt.
Abbildung 4.3: Problem der Stabilita¨t der Gewichtungsformel
Das von Fagin und Wimmers entwickelte Gewichtungsverfahren ist daher fu¨r beliebige
Funktionen nicht stabil. Die unterschiedliche Reihenfolge der Ergebnisobjekte ru¨hrt daher,
dass bei den zu Grunde liegenden Funktionen keine Normierung auf das Intervall [0, 1] statt-
findet und die Grenzbedingungen verletzt werden. So ist die Summe keine Scoring-Funktion
entsprechend der hier formulierten Anforderungen. Ist nur eine Gewichtung von Scoring-
Funktionen zula¨ssig, die die geforderten Eigenschaften erfu¨llen, so wird der Forderung nach
Stabilita¨t genu¨ge getan.
Damit ko¨nnen durch Anwendung der Gewichtungsformel auf eine Scoring-Funktion alle
Anforderungen (A1 bis A4) an eine gewichtete Scoring-Funktion sowie die Meta-Anforde-
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rungMA erfu¨llt werden.
Transformationsschema
Im Vergleich zur Gewichtungsformel von Fagin und Wimmers (1997) ist der Ansatz von
Sung (1998) eher konzeptionell. Die Idee des Transformationsschemas basiert darauf, dass
der Einfluss eines einzelnen A¨hnlichkeitswertes sich proportional zu seinem Gewicht ver-
ha¨lt. Daher werden die einzelnen A¨hnlichkeitswerte direkt mit den Gewichten kombiniert.
Es findet eine Transformation der Scoring-Funktion S(µ1(o), . . . , µn(o)) unter Einbeziehung
der Gewichtung Θ = (θ1, . . . , θn) mit ∑ni=1 θi = 1 und θi ∈ [0, 1] statt. Fu¨r eine lineare Trans-
formation der Form µi(o)→ θiµi(o) ergibt sich:
SΘ(µ1(o), . . . , µn(o), θ1, . . . , θn) = S(θ1µ1(o), . . . , θnµn(o)).
Neben der linearen Transformation von Scoring-Funktionen sind andere Arten der Trans-
formation in einigen Fa¨llen aussagekra¨ftiger (Sung, 1998). Der Einsatz einer exponentiellen
Transformation µi(o) → µθii (o) ist beispielsweise bei Verwendung einer auf dem Produkt
basierenden Funktion S(µ1(o), . . . , µn(o)) = µ1(o) ∗ . . . ∗ µn(o) sinnvoll (ebd.). Der mittels
des Transformationsschemas berechnete Relevanzwert µ(o) fu¨r ein Objekt o liegt im Bereich
[0,∞) und kann durch eine entsprechende Normalisierung in den Bereich [0, 1] u¨berfu¨hrt
werden.
Das gewichteteMinimum kann unter Verwendung des Transformationsschemas nicht direkt
hergeleitet werden, da dasMinimummit dem Konzept der Relevanzgewichtung im Konflikt
steht. Bei der Relevanzgewichtung wird der Einfluss eines Anfrageterms durch das Gewicht
ausgedru¨ckt. Je ho¨her das Gewicht ist, desto wichtiger ist der Anfrageterm. Damit soll auch
der Einfluss des Terms innerhalb der Anfrage steigen. Der Konflikt ru¨hrt nun daher, dass
das Minimum genau die Terme ‘belohnt’, die einen mo¨glichst kleinen A¨hnlichkeitswert auf-
weisen. Aus diesem Grund schla¨gt Sung (1998) vor, die folgende zumMinimum a¨quivalente
jedoch auf demMaximum basierende Funktion zu verwenden:
min(µ1(o), . . . , µn(o)) = 1−max(1− µ1(o), . . . , 1− µn(o)). (4.3)
Bei einer linearen Transformation kann durch Verwendung der Formel 4.3 das gewichtete
Minimumwie folgt angegeben werden:
SΘmin(µ1(o), . . . , µn(o), θ1, . . . , θn) = 1−
1
M
max{θ1 − θ1µ1(o), . . . , θn − θnµn(o)}.
Dabei ist M = max{θ1, . . . , θn}, wodurch die gewichtete Scoring-Funktion standardisiert
wird, so dass µ(o) ∈ [0, 1] gilt.
Das gewichtete Minimum ist eine stetige, streng monotone Funktion, die Werte im Bereich
[0, 1] zuru¨ckliefert und die Grenzbedingungen erfu¨llt (Fagin undWimmers, 2000; Sung, 1998).
Daru¨ber hinaus ist sie idempotent. Jedoch werden nicht alle Eigenschaften der zu Grunde
liegenden T-Norm min aufrecht erhalten. So ist das gewichtete Minimum nicht mehr transla-
tionserhaltend. Damit wird die Anforderung A1 nicht erfu¨llt. Des Weiteren kann die loka-
le Linearita¨t (A4) nicht gewa¨hrleistet werden (Fagin und Wimmers, 2000). Jedoch werden
die Anforderungen bezu¨glich des Einflusses der Gewichte erfu¨llt. Damit erfu¨llt die mit dem
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Transformationsschema erzeugte gewichtete Funktion nur die Anforderungen A2 und A3.
A¨hnlich wie die Gewichtungsformel erhebt das Transformationsschema den Anspruch, je-
de beliebige Funktion in eine gewichtete Funktion zu u¨berfu¨hren. Im Gegensatz zur Gewich-
tungsformel stellt das Transformationsschema jedoch fu¨r beliebige a¨quivalente Funktionen
ein stabiles Gewichtungsverfahren dar (Sung, 1998).
4.2.2 Spezielle, gewichtete Scoring-Funktionen
Die Verknu¨pfung von Anfragetermen erfolgt mittels der JunktorenUND undODER. Bei der
Evaluierung der Anfrage wird ein UND klassischerweise als das Minimum und ein ODER
als das Maximum der jeweiligen A¨hnlichkeitswerte eines Objektes interpretiert. Aus die-
sem Grund gibt es eine Vielzahl von gewichteten Scoring-Funktionen, die auf diesen beiden
Funktionen basieren. Im Folgenden werden verschiedene Alternativen vorgestellt und hin-
sichtlich der Erfu¨llung der Anforderungen an eine gewichtete Scoring-Funktion untersucht.
Manchmal ist es wu¨nschenswert, keine Unterscheidung zwischenUND undODER vorzu-
nehmen. In einem solchen Fall wird oftmals der gewichtete Durchschnitt als Scoring-Funktion
eingesetzt. Damit wird ein neutrale Kombination gewa¨hrleistet, so dass das Ergebnis genau
zwischen dem Minimum und dem Maximum liegt. Diese Funktion wird beispielsweise in
dem MADT von Oracle, dem interMedia-Paket, eingesetzt. Auch dieser Ansatz wird in die-
sem Abschnitt kurz vorgestellt.
Gewichtetes Minimum von Dubois und Prade
Sowohl Dubois und Prade (1986) als auch Yager (1987) erweitern die T-Norm min und die
T-Conorm max um Gewichte. Dem zu Grunde liegen die Forderungen, dass sich bei einer
Gleichgewichtung der Anfrageterme das gewichtete Minimum auf die Funktion min und das
gewichtete Maximum auf die Funktion max reduziert. Dieses entspricht der Anforderung A2.
Ferner soll ein mit null gewichteter Term keinen Einfluss auf die Ergebnisberechnung haben.
Dies korrespondiert zur Anforderung A3. Auf Basis dieser Annahmen kann das gewichtete
Minimumwie folgt angegeben werden (Dubois und Prade, 1986):




Das gewichtete Maximum ergibt sich als:




Dabei ist M = max{θ1, . . . , θn}, wodurch die gewichtete Scoring-Funktion standardisiert
wird, so dass µ(o) ∈ [0, 1] gilt. In den beiden Vero¨ffentlichungen von Dubois und Prade
(1996, 2001) und Yager (1987) werden die Funktionen ohne den Normierungsfaktor M ein-
gesetzt.
Das gewichtete Minimum ist eine stetige, monotone und idempotente Funktion, deren er-
mittelte Relevanzwerte im Bereich [0,1] liegen (Sung, 1998; Fagin und Wimmers, 2000). Da-
ru¨ber hinaus werden die Grenzbedingungen erfu¨llt. Jedoch ist diese gewichtete Scoring-
Funktion weder streng monoton noch translationserhaltend, so dass der Anforderung A1
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nicht Rechnung getragen wird. Denn stehen fu¨r ein Objekt o die A¨hnlichkeitswerte in fol-
gender Relation µ1(o) ≥ 1− θ2θ1 ≥ µ2(o) zueinander, so ergibt sich unter Verwendung des
gewichteten Minimums (Fagin und Wimmers, 2000):




Angenommen, die Gewichte seien θ1 = 2/3, θ2 = 1/3 und die A¨hnlichkeitswerte fu¨r das
Objekt o seien µ1(o) ≥ 0.5 ≥ µ2(o), dann gilt somit stets:
SΘmin(µ1(o), µ2(o), θ1, θ2) = 0.5.
Dieses Ergebnis zeigt, dass das gewichtete Minimum unempfindlich gegenu¨ber verschiedenen
Argumenten in dem angegeben Bereich ist. Auf Grund dieses Verhaltens der Funktion kann
die geforderte strenge Monotonie und die Translationserhaltung der zu Grunde liegenden
Scoring-Funktion min nicht aufrecht erhalten werden. Des Weiteren kann der Forderung A4
nach lokaler Linearita¨t nicht nachgekommenwerden (Fagin undWimmers, 2000). Die Anfor-
derungen A2 und A3 werden erfu¨llt. Sie bilden, wie oben aufgefu¨hrt, die Grundannahmen
fu¨r die Entwicklung dieser Funktionen.
Ansatz von Bookstein
Bookstein (1980) entwickelt fu¨r die Aggregation von Relevanzwerten im Text-Retrieval eine
auf Fuzzy-Logik basierende Methode, die es erlaubt, eine Gewichtung von Anfragetermen
in einer Booleschen Anfrage vorzunehmen. Ein Gewicht θi mit θi ∈ [0, 1] wird einem Term
xi zugeordnet. Das Initialgewicht wird fu¨r jeden Term auf 1 gesetzt. Die Gewichte sind nicht
normalisiert. Damit wird in diesem Ansatz die Gewichtung eines Anfrageterms unabha¨ngig
von den anderen Anfragetermen vorgenommen. Ein Gewicht θi < 1 dru¨ckt daher nur aus,
dass ein Anfrageterm weniger bedeutend fu¨r die Anfrage ist.
Fu¨r jeden Anfrageterm wird der A¨hnlichkeitswert unter Beru¨cksichtigung der Gewichte
modifiziert. So ergibt sich fu¨r eine Disjunktion:
µi(o)′ = θiµi(o)
SΘmax(µ1, . . . , µn, θ1, . . . , θn) = max(µ
′
1, . . . , µ
′
n). (4.4)






µi(o) , falls 1θi µi(o) < 1
1 , falls 1θi µi(o) ≥ 1 oder nicht definiert
SΘmin(µ1(o), . . . , µn(o), θ1, . . . , θn) = min(µ
′
1(o), . . . , µ
′
n(o)).
Anhand des folgenden Beispiels soll die Idee dieses Ansatzes demonstriert werden.
Beispiel 4.2 Die Anfrage
Suche alle Bilder, die dem gegebenen Bild in Farbe oder Form a¨hnlich sind. Die Form wird
80
4.2 Verfahren zur Relevanzgewichtung von Anfragen
nur mit 0.5 gewichtet.
liefert fu¨r die Teilanfrage Farbe die Ergebnisliste 〈(o2, 1.0); (o1, 0.7); (o3, 0.4)〉 und fu¨r die Teilanfrage
Form die Liste 〈(o3, 0.9); (o1, 0.8); (o2, 0.4)〉. Somit ergibt sich unter Beru¨cksichtigung der Gewich-
tung und unter Verwendung von Formel 4.4 die Gesamtergebnisliste: 〈(o2, 1.0), (o1, 0.7), (o3, 0.45)〉.
Es ist leicht ersichtlich, dass das gewichtete Minimum eine stetige, monotone Funktion ist,
die Werte im Bereich [0,1] berechnet. Jedoch ist die gewichtete Funktion weder idempotent,
streng monoton noch translationserhaltend. Damit wird gegen die Anforderung A1 versto-
ßen. Des Weiteren kann dieser Ansatz der Forderung nach lokaler Linearita¨t A4 und der
AnforderungA2 (Gleichgewichtung der Terme) nicht gerecht werden. Bei einer Gewichtung
eines Terms mit null wird dessen Relevanzwert bei einer Konjunktion auf eins gesetzt. Ana-
log dazu wird dieser bei einer Disjunktion auf null gesetzt. Damit kann die Anforderung A3
erfu¨llt werden.
Relevanzgewichtung im Retrieval-System Blobworld
Das Bild-Retrieval-System Blobworld unterstu¨tzt ebenfalls eine Relevanzgewichtung von
Anfragetermen in A¨hnlichkeitsanfragen (Carson u. a., 1997). In diesem Ansatz werden a¨hn-
lich wie im Transformationsschema die Gewichte direkt mit den A¨hnlichkeitswerten ver-
knu¨pft. Fu¨r die Disjunktion wird analog zu den bisherigen Ansa¨tzen das Maximum und fu¨r
die Evaluierung der Konjunktion von Anfragetermen das Minimum genutzt. Fu¨r jeden An-
frageterm xi wird ein Gewicht θi angegeben, wobei ∑ni=1 θi = 1 und θi ∈ [0, 1] gilt. Das
gewichtete Maximum ergibt sich als:
SΘmax(µ1(o), . . . , µn(o), θ1, . . . , θn) = max(θ1µ1(o), . . . , θnµn(o))
und das gewichtete Minimum als:
SΘmin(µ1(o), . . . , µn(o), θ1, . . . , θn) = min(1− θ1(1− µ1(o)), . . . , 1− θn(1− µn(o)))
= 1−max(θ1 − θ1µ1(o), . . . , θn − θnµn(o)).
Bis auf eine Standardisierung entsprechen das gewichtete Minimum und das gewichtete Maxi-
mum den Funktionen, die mit dem linearen Transformationsschema von Sung (1998) ermit-
telt werden.
Somit gilt auch hier, dass das gewichtete Minimum streng monoton und stetig ist. Den-
noch werden nicht alle Eigenschaften der zu Grunde liegenden Scoring-Funktion aufrecht-
erhalten. So erfu¨llt das gewichtete Minimum auf Grund der fehlenden Standardisierung nicht
die Grenzbedingungen. Daru¨ber hinaus ist sie weder idempotent noch translationserhal-
tend, wodurch die Funktion der Anforderung A1 nicht genu¨gt. Analog zum Transforma-
tionsschema kann auch dieser Ansatz die Forderung nach lokaler Linearita¨t nicht erfu¨llen
(A4). Daru¨ber hinaus wird auf Grund der fehlenden Standardisierung die Anforderung A2
(Gleichgewichtung der Terme) verletzt. Lediglich die Forderung A3 (Nullgewichtung eines
Terms) wird erfu¨llt.
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Relevanzgewichtung imMADT von Oracle
Das Datenbank-Management-System Oracle bietet mit dem interMedia-Paket eine Erweite-
rung um multimediaspezifische Datentypen und Operationen (Oracle, 2003). In diesem Zu-
sammenhang wird auch eine Relevanzgewichtung mit θi ∈ [0, 1] einzelner Anfrageterme
bei der Formulierung von Anfragen unterstu¨tzt. Dabei gilt ∑ni=1 θi = 1. Bei der Evaluierung
werden die einzelnen Bedingungen neutral mittels des gewichteten Durchschnitts verknu¨pft:
SΘavg(µ1(o), . . . , µn(o), θ1, . . . , θn) =∑ µi(o)θi. (4.5)
Diese Funktion wird auch im Retrieval-System PREFER zur Aggregation der Relevanzwer-
te verwendet (Hristidis u. a., 2001). Wird die Gewichtungsformel von Fagin und Wimmers
(1997) auf die Durchschnittsfunktion angewendet, so ergibt sich ebenfalls die Formel 4.5.
Das MADT von Oracle unterstu¨tzt nur die Verarbeitung der Features Farbe, Textur und
Form. Auch eine lokale Betrachtung dieser Features kann vorgenommen werden. Diese Kri-
terien ko¨nnen miteinander gewichtet kombiniert werden. Eine Gewichtung von anderen
Teilanfragen ist jedoch nicht mo¨glich. Somit kann die Scoring-Funktion wie folgt angegeben
werden:
weighted_avg = color_weight * color_distance +
texture_weight * texture_distance +
form_weight * form_distance +
location_weight * location_distance.
Anzumerken ist, dass keine A¨hnlichkeitswerte sondern Distanzwerte d ∈ [0, 100] aggregiert
werden, so dass die Scoring-Funktion einen Relevanzwert µ ∈ [0, 100] ermittelt. Bei einem
berechneten Relevanzwert von null ist die A¨hnlichkeit zwischen dem entsprechenden Daten-
bankobjekt und der Anfrage somit am gro¨ßten. Liegen A¨hnlichkeitswerte zu Grunde, erfu¨llt
diese Funktion die geforderten Grenzbedingungen.
Die in Oracle eingesetzte gewichtete Scoring-Funktion ist stetig, streng monoton und be-
sitzt alle Eigenschaften der zu Grunde liegenden ungewichteten Funktion. Somit erfu¨llt sie
die Anforderung A1. Ferner ist die Funktion lokal linear und realisiert damit die Anforde-
rung A4. Weiterhin wird die Forderung A3 (Nullgewichtung eines Terms) erfu¨llt. Bei einer
Gleichgewichtung der Anfrageterme, also θi = 1/n, entspricht das Ergebnis dem Durch-
schnitt der zu aggregierenden Werte:
SΘavg(µ1(o), . . . , µn(o),
1
n

















Dadurch wird auch das Kriterium A2 erfu¨llt.
4.2.3 Vergleich der Verfahren
Derzeitig gibt es eine Reihe von Verfahren zur Umsetzung einer Relevanzgewichtung von
Anfragetermen. Die Tabelle 4.1 fasst die Ergebnisse der Evaluierung bezu¨glich der Erfu¨llung
der einzelnen Anforderungen zusammen. Dabei zeigt das Symbol
√
an, dass die Anforde-
rung erfu¨llt ist und dementsprechend bedeutet −, dass die Anforderung nicht erfu¨llt ist. In
der Tabelle werden die Anforderungen wie folgt dargestellt:
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• A1: Die gewichtete Scoring-Funktion erfu¨llt die Grenzbedingungen. Die Eigenschaf-
ten: Monotonie, Strenge Monotonie, STetigkeit sowie die anderen Eigenschaften der
Scoring-Funktion S werden von der gewichteten Scoring-Funktion aufrecht erhalten.
• A2: Bei gleichen Gewichten entspricht die gewichtete Scoring-Funktion der ungewich-
teten Scoring-Funktion.
• A3: Mit null gewichtete Anfrageterme werden bei der Aggregation nicht beru¨cksich-
tigt.
• A4: Die gewichtete Scoring-Funktion ist lokal linear.
Die Meta-Anforderung (MA) ist nur fu¨r die allgemeinen Ansa¨tze von Bedeutung und wur-
de daher auch nur fu¨r diese untersucht. Fu¨r einzelne Scoring-Funktionen kann u¨ber die
Erfu¨llung vonMA keine Aussage getroffen werden. Grundlage fu¨r die Evaluierung der all-
gemeinen Verfahren bildet das mit dem jeweiligen Ansatz erzeugte gewichtete Minimum als
Scoring-Funktion.
Verfahren A1 A2 A3 A4 MA
G M SM ST S
Gewichtungsformel
√ √ √ √ √ √ √ √ √
Transformationsschema
√ √ √ √ − √ √ − √
Dubois und Prade
√ √ − √ − √ √ −
Bookstein
√ √ − √ − − √ −




√ √ √ √ √ √ √
Tabelle 4.1: Zusammenfassung der Gewichtungsverfahren
Die Gewichtungsformel und das Transformationsschema sind allgemeine Ansa¨tze, die
es erlauben, eine beliebige Funktion in eine gewichtete Funktion zu u¨berfu¨hren. Dabei ist
die Gewichtungsformel nicht fu¨r beliebige Funktionen stabil. Die Anforderung der Stabi-
lita¨t kann jedoch fu¨r Scoring-Funktionen erfu¨llt werden. Daru¨ber hinaus wird allen anderen
Anforderungen an eine gewichtete Scoring-Funktion nachgekommen.
Aus Tabelle 4.1 geht hervor, dass neben der Gewichtungsformel nur noch der Ansatz von
Oracle die Anforderungen an eine gewichtete Scoring-Funktion erfu¨llt. In den anderen Fa¨llen
werden zum Teil die speziellen Eigenschaften der zu Grunde liegenden Scoring-Funktion
nicht von der gewichteten Scoring-Funktion aufrecht erhalten. So ist oftmals das gewichtete
Minimum im Gegensatz zumMinimum beispielsweise nicht mehr idempotent, streng mono-
ton oder translationserhaltend. Das gewichtete Minimum, welches mit dem Transformations-
schema generiert wurde, ist idempotent und kann einzig die Eigenschaft der Translations-
erhaltung nicht erfu¨llen. Alle anderen untersuchten Funktionen weisen diesbezu¨glich mehr
Defizite auf. Eng mit der Translationserhaltung verbunden ist die Erfu¨llung der Forderung
nach lokaler Linearita¨t. So ist kein gewichtetes Minimum, das nicht translationserhaltend ist,
lokal linear.
Damit wird deutlich, dass die Forderung nach lokaler Linearita¨t ein sehr strenges Kri-
terium fu¨r eine gewichtete Scoring-Funktion ist. Dies wird nur von der Gewichtungsfor-
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mel und der Scoring-Funktion, wie sie im System Oracle eingesetzt wird, erfu¨llt. Letztere
nimmt hier eine gesonderte Stellung ein, da eine neutrale Kombination der A¨hnlichkeits-
werte beziehungsweise in diesem speziellen Fall der Distanzwerte erfolgt. Liegen der Funk-
tion A¨hnlichkeitswerte zu Grunde, so werden die Grenzbedingungen erfu¨llt.
Zusammenfassend kann festgestellt werden, dass fu¨r die gewichtete Aggregation von Re-
levanzwerten gewichtete Scoring-Funktionen eingesetzt werden sollten, die mit der Gewich-
tungsformel erzeugt werden. Denn nur dieser Ansatz kann die Erfu¨llung aller Anforderun-
gen an eine gewichtete Scoring-Funktion gewa¨hrleisten. Zu beachten ist, dass der gewichtete
Durchschnitt, wie er im Ansatz von Oracle Anwendung findet, mit der Gewichtungsformel
erzeugt werden kann.
4.3 Multi-Level-Gewichtungsmodell
In dem Basisanfragemodell wurden nur einfache Anfragen betrachtet. Daneben sind jedoch
insbesondere beim Multimedia-Retrieval auch komplexe Anfragen von Bedeutung. Abbil-
dung 4.4 zeigt eine komplexe Anfrage, welche verschiedene Ebenen El mit l = 0, . . . ,m
umfasst. Die Gesamtzahl der Ebenen entspricht m+ 1. Jede Ebene l entha¨lt k verschiedene
Teilanfragen sl,j mit j = 1, . . . , k. Jede Teilanfrage besteht aus mindestens zwei Operanden.
Dies sind entweder wieder Teilanfragen oder atomare Anfrageterme.
Abbildung 4.4: Anfragebaum einer komplexen Anfrage mit den Ebenen El und den Teilan-
fragen sl,j
Insbesondere bei komplexen Multimedia-Anfragen ist neben der Spezifikation der Such-
kriterien eine Abbildung der Nutzerpra¨ferenzen durch eine Relevanzgewichtung der An-
frageterme wu¨nschenswert. Im Basisanfragemodell fu¨r einfache Anfragen wird die Gewich-
tung der atomaren Anfrageterme xi unterstu¨tzt. In komplexen Anfragen ist diese Art der
Gewichtung fu¨r den Nutzer zu restriktiv, denn dieser muss in diesem Fall wissen, welche
Auswirkungen die Gewichtung der Atome fu¨r die gesamte Anfrage hat. Dies ist jedoch auf
Grund der Komplexita¨t der Anfrage nicht trivial und stellt somit zu hohe Anforderungen an
den Nutzer. Daher muss eine weitere Mo¨glichkeit der Spezifikation von Relevanzgewichten
in komplexen Anfragen angeboten werden, die sowohl die atomaren Anfrageterme als auch
die Teilanfragen selbst in den Gewichtungsprozess einbezieht. Im Folgenden werden zwei
Alternativen der Formulierung von Relevanzgewichten in komplexen Anfragen vorgestellt.
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4.3.1 Alternativen der Spezifikation von Relevanzgewichten
Eine reine Gewichtung der atomaren Anfrageterme in komplexen Anfragen schra¨nkt den
Nutzer bei der Anfrageformulierung zu sehr ein. Daher muss hier, im Gegensatz zu einfa-
chen Anfragen, zusa¨tzlich eine Relevanzgewichtung der Teilanfragen mo¨glich sein. Es wer-
den die folgenden zwei Mo¨glichkeiten unterschieden (Schmitt u. a., 2002):
Implizites Gewichten: Der Nutzer ordnet, wie auch bei einfachen Anfragen, jedem atoma-
ren Term xi mit i = 1, . . . , n ein Gewicht θi ∈ [0, 1] zu. Dabei gilt als globale Be-
schra¨nkung ∑ni=1 θi = 1. Unter Beru¨cksichtigung der gegebenen Gewichte fu¨r die ato-
maren Terme sind die Gewichte fu¨r die Teilanfragen sl,j auf einer ho¨heren Ebene damit
implizit bestimmt. Das Gewicht fu¨r eine Teilanfrage sl,j wird mittels einer Funktion f
aus den Gewichten fu¨r die Kinder der Teilanfrage berechnet. Die Funktion child() er-
mittelt die direkten Kinder einer Teilanfrage sl,i. Fu¨r die Bestimmung der Gewichte von
Atomen oder Teilanfragen wird die Funktionen weight() verwendet. Einer Teilanfrage
sl,j wird das Gewicht θl,j = f (weight(child(sl,j)) zugeordnet. Dies ist in Abbildung 4.5a
dargestellt. Die implizite Gewichtung wird mit Θ bezeichnet.
Explizites Gewichten: Der Nutzer spezifiziert explizit ein Gewicht θi fu¨r jeden atomaren
Term xi und ein Gewicht θl,j fu¨r jede Teilanfrage sl,j. Dies ist in Abbildung 4.5b darge-
stellt. Die explizite Gewichtung wird mit ΘE bezeichnet. Im Gegensatz zum impliziten
Gewichten gibt es lokale Beschra¨nkungen. Fu¨r jede Teilanfrage sl,j gilt, dass sich die




Auf Grund der lokalen Beschra¨nkung entspricht das Gewicht fu¨r die Teilanfrage s0,1
immer 1, so dass das Gewicht θ0,1 nicht mit in die Gewichtung ΘE aufgenommen wird.
Abbildung 4.5: Vergabe von Relevanzgewichten in einer komplexen Anfrage entsprechend
a) der impliziten Variante mit der Gewichtung Θ = {θ1, θ2, θ3, θ4} und b) der
expliziten Variante mit der Gewichtung ΘE = {θ1, θ2, θ3, θ4, θ1,1, θ1,2}
Beide Alternativen der Formulierung von Gewichten unterscheiden sich in der Art der
Spezifikation der Gewichte sowie in der Anzahl der zu Grunde liegenden Beschra¨nkungen.
Jedoch verfu¨gen sie u¨ber die gleiche Ma¨chtigkeit. Die Gewichtung der Anfrageterme und
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Teilanfragen kann vom Anwender ohne Beru¨cksichtigung der Bedingungen bei der Anfra-
geformulierung vorgenommen werden. Intern erfolgt eine Normalisierung der Gewichte, so
dass die lokalen beziehungsweise globalen Beschra¨nkungen eingehalten werden. Anhand
eines kleinen Beispiels wird die U¨berfu¨hrung der impliziten Gewichtung in die explizite Ge-
wichtung verdeutlicht.
Beispiel 4.3 Die Anfrage:
Suche alle Bilder, die ein rotes Flugzeug oder ein blaues Auto enthalten.
entspricht bei der Zuordnung x1 : (Farbe = rot), x2 : (Form = Flugzeug), x3 : (Farbe = blau)
und x4 : (Form = Auto) dem in Abbildung 4.4 dargestellten Anfragebaum. Der Nutzer spezifiziert
die implizite Gewichtung Θ = {1/6, 3/6, 1/12, 3/12}. Unter Verwendung der Summenfunktion
ergibt sich fu¨r die Teilanfrage s1,1 das Gewicht θ1,1 = 2/3 und analog dazu fu¨r s1,2 das Gewicht θ1,2 =
1/3. Damit ist ein rotes Flugzeug von gro¨ßerer Relevanz fu¨r den Nutzer ist als ein blaues Auto. Nach
der Normalisierung ergibt sich die explizite Gewichtung ΘE = {0.25, 0.75, 0.25, 0.75, 2/3, 1/3}.
Eine einfache Anfrage besteht in diesemModell aus nur einer Ebene. Damit kann nur eine
Relevanzgewichtung der einzelnen Anfrageterme erfolgen. Dies korrespondiert zur implizi-
ten Gewichtung. Damit stellen einfache Anfragen einen Sonderfall der komplexen Anfragen
dar.
4.3.2 Gewichtete Multi-Level-Scoring-Funktion fu¨r komplexe Anfragen
Fu¨r die Evaluierung komplexer, gewichteterMultimedia-Anfragenwerden ebenfalls gewich-
tete Scoring-Funktionen eingesetzt. Diese werden als gewichtete Multi-Level-Scoring-Funkti-
onen bezeichnet. Sie sind eine Erweiterung der bekannten gewichteten Scoring-Funktionen.
Auf Grund einer Gewichtung auf mehreren Ebenen einer komplexen Anfrage mu¨ssen die
Anforderungen, die den Einfluss der Gewichte beschreiben, neu formuliert werden. Unter
Beru¨cksichtigung dieser Anforderungen wird daher eine geeignete gewichtete Multi-Level-
Scoring-Funktion vorgestellt.
Anforderungen
Die Anforderungen A1 (SΘ basiert auf S) und A4 (lokale Linearita¨t) gelten uneingeschra¨nkt
fu¨r gewichtete Multi-Level-Scoring-Funktionen. Somit wird auch fu¨r diese Funktionen die
Erfu¨llung der Grenzbedingungen, Monotonie, strenge Monotonie und Stetigkeit gefordert.
Daru¨ber hinaus muss fu¨r die einzelnen Teilanfragen auch die lokale Linearita¨t gewa¨hrleistet
bleiben.
Die Anforderungen A2 (Gleichgewichtung) und A3 (Nullgewichtung eines Terms), die
also den Einfluß der Gewichte beru¨cksichtigen, ko¨nnen wie folgt angepasst werden:
A2: Sind fu¨r alle Teilanfragen einer komplexen Anfrage alle Gewichte innerhalb einer Teil-
anfrage gleich, so hat kein Anfrageterm beziehungsweise keine Teilanfrage einen gro¨-
ßeren Einfluß innerhalb einer Teilanfrage als irgendein anderer Term beziehungsweise
eine andere Teilanfrage. Dies entspricht dem ungewichteten Fall, wie in Abbildung 4.6




Abbildung 4.6: Eine Gleichgewichtung aller Anfrageterme innerhalb der Teilanfragen resul-
tiert in einer ungewichteten Anfrage
A3: Wird ein atomarer Anfrageterm mit null gewichtet, dann ist dieser Term nicht von In-
teresse. Wird eine Teilanfrage mit null gewichtet, so werden alle in ihr vorkommenden
Teilanfragen beziehungsweise Anfrageterme ebenfalls mit null gewichtet. Da ein mit
null gewichteter Anfrageterm keinen Einfluß auf die Berechnung des Relevanzwertes
hat, kann dieser von der Anfrage entfernt werden. Dies ist in Abbildung 4.7 dargestellt.
Abbildung 4.7: Eliminierung einer mit null gewichteten Teilanfrage
In dem Multi-Level-Gewichtungsmodell wird als Initialgewichtung fu¨r komplexe oder
einfache Anfragen eine Gleichgewichtung aller Anfrageterme beziehungsweise Teilanfragen
gewa¨hlt. Auf Grund der Anforderung A2 entspricht dies einer ungewichteten Anfrage. Al-
ternativ kann die Festlegung der Initialgewichte durch Verwendung von Nutzerprofilen er-
folgen. Daru¨ber hinaus besteht auf Grund der Normalisierung der Gewichte fu¨r den Nutzer
die Mo¨glichkeit, nur einige Anfrageterme oder Teilanfragen beliebig zu gewichten.
Gewichtete Multi-Level-Scoring-Funktion
Komplexe Anfragen setzten sich aus verschiedenen Teilanfragen zusammen. Diese wieder-
um entsprechen einfachen Anfragen, so dass fu¨r die Evaluierung komplexer Anfragen prin-
zipiell auf bestehende gewichtete Scoring-Funktionen zuru¨ckgegriffen werden kann. Wie
die Untersuchung gewichteter Scoring-Funktionen in Abschnitt 4.2 zeigte, werden die mit
der Gewichtungsformel erzeugten Scoring-Funktionen allen spezifizierten Anforderungen
gerecht. Alle anderen untersuchten Scoring-Funktionen weisen demgegenu¨ber gravierende
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Defizite auf. Aus diesem Grund wird an dieser Stelle die Gewichtungsformel fu¨r die Gene-
rierung gewichteter Multi-Level-Scoring-Funktionen genutzt.
Eine U¨berfu¨hrung einer Multi-Level-Scoring-Funktion fu¨r komplexe Anfragen, wie bei-
spielsweise
S(µ1(o), µ2(o), µ3(o), µ4(o)) = max(min(µ1(o), µ2(o)),min(µ3(o), µ4(o)))
fu¨r die Evaluierung der Anfrage aus Beispiel 4.3, kann jedoch nicht direkt durch Anwendung
der Gewichtungsformel erzeugt werden. Aus diesem Grund wird eine gewichtete Multi-
Level-Scoring-Funktion fu¨r komplexe Anfragen durch eine rekursive Anwendung gewichte-
ter Scoring-Funktionen umgesetzt. Dafu¨r ist es notwendig, dass eine explizite Gewichtung
vorliegt, beziehungsweise eine implizite Gewichtung in die explizite Form u¨berfu¨hrt wird.
Fu¨r die obige Multi-Level-Scoring-Funktion ergibt sich somit die folgende gewichtete Multi-
Level-Scoring-Funktion:
S(µ1(o), . . . , µ4(o), θ1, . . . , θ4, θ1,1, θ1,2) = (θ1,1 − θ1,2)((θ1 − θ2)µ1(o) + 2θ2min(µ1(o), µ2(o)))
+2θ1,2max((θ1 − θ2)µ1(o) + 2θ2min(µ1(o), µ2(o)),
(θ3 − θ4)µ3(o) + 2θ4min(µ3(o), µ4(o))).
4.3.3 Transformationsregeln fu¨r komplexe, gewichtete Anfragen
Insbesondere bei komplexenAnfragen ist der Aspekt der Anfragetransformation imRahmen
der Anfragebearbeitung fu¨r die Optimierung wichtig. Durch die syntaktische Vera¨nderung
der internen Darstellung der Anfrage ist eine Minimierung des Ressourcenverbrauchs und
damit eine performante Anfragebearbeitungmo¨glich. Beispielsweise kann eine Anfrage syn-
taktisch so umgeformt werden, dass der Relevanzwert fu¨r eine Teilanfrage effizient in einem
System und der Relevanzwert fu¨r eine andere Teilanfrage in einem anderen System ermittelt
werden kann. Eine syntaktische Transformation von Anfragen setzt voraus, dass die Eva-
luierung sowohl der urspru¨nglichen als auch der transformierten Anfrage immer das selbe
Ergebnis liefert.
Grundlage fu¨r die Transformation von Anfragen bilden logische Transformationsregeln.
Fu¨r eine ungewichtete Formel der Booleschen beziehungsweise der Fuzzy-Logik mu¨ssen
die allgemeinen Transformationsregeln – wie Kommutativita¨t, Assoziativita¨t, Distributivita¨t,
De Morgan, Idempotenz und Involution – gelten (Bookstein, 1978). Fu¨r Formeln der Fuzzy-
Logik sind diese Regeln nur fu¨r die Normen min und max gu¨ltig.
Die Transformation ungewichteter Anfragen beruht auf diesen Transformationsregeln. Sie
ist daher ohne Probleme mo¨glich. Demgegenu¨ber stellt die Transformation von gewichte-
ten Anfragen bisher jedoch ein offenes Problem dar. Bei der Anfrageevaluierung muss nun
zusa¨tzlich der Einfluss der Gewichte beru¨cksichtigt werden. Aus diesem Grund werden
Nutzer in verschiedenen Retrieval-Systemen gezwungen, ihre Anfragen in der disjunktiven
Normalform (DNF) beziehungsweise der konjunktiven Normalform (KNF) zu formulieren.
Erst dann kann eine Gewichtung der Anfrageterme vorgenommenwerden (Herrera-Viedma,
2001b; Pasi, 1999). Diese Herangehensweise ist fu¨r den Nutzer nicht praktikabel. Vielmehr
sollte der Nutzer die Freiheit besitzen, seinen Informationsbedarf in einer beliebigen An-
frageform auszudru¨cken. Die Last der logischen Umformung sollte nicht dem Nutzer son-
dern dem Retrieval-System im Rahmen der Anfrageoptimierung auferlegt werden. Auf eine
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Mo¨glichkeit, wie eine solche Transformation durch das System erfolgen kann, wird hier ein-
gegangen. Zum Teil wurden diese Transformationsregeln in (Schulz und Schmitt, 2003a,b,c)
vero¨ffentlicht.
Fu¨r die Evaluierung komplexer, gewichteter Anfragen wird auf eine gewichtete Multi-
Level-Scoring-Funktion, die unter Verwendung der Gewichtungsformel erzeugt wird, zu-
ru¨ckgegriffen. Konkret wird eine Konjunktion durch die T-Norm min und eine Disjunktion
durch die T-Conorm max umgesetzt. Bei komplexen Anfragen wird davon ausgegangen,
dass die Gewichtung in expliziter Form vorliegt.
Fu¨r einfache, gewichtete Anfragen gelten die Eigenschaften Kommutativita¨t, Involution,
De Morgan und Idempotenz. Die Regeln werden im Folgenden dargestellt. Die Gu¨ltigkeit
dieser Transformationsregeln wird in Anhang C (Abschnitte C.1, C.2, C.3) bewiesen.
Kommutativita¨t
Es gilt:
((x1, θ1) ∧ (x2, θ2)) = ((x2, θ2) ∧ (x1, θ1)),
((x1, θ1) ∨ (x2, θ2)) = ((x2, θ2) ∨ (x1, θ1)).
Bei der Berechnung des Gesamtrelevanzwertes durch eine gewichtete Scoring-Funktion
werden unter Ausnutzung der Kommutativita¨t die Anfragen so umgeformt, dass die Bedin-
gung der Gewichtungsformel θ1 ≥ . . . ≥ θn erfu¨llt ist. Somit gilt die Kommutativita¨t (Fagin
und Wimmers, 1997).
Idempotenz
Wenn x1 = x2, dann gilt:
((x1, θ1) ∧ (x2, θ2)) = x1 = x2,
((x1, θ1) ∨ (x2, θ2)) = x1 = x2.
Involution
Es gilt:
¬¬(x1, θ1) = (x1, θ1).
De Morgan
Es gilt:
¬((x1, θ1) ∧ (x2, θ2)) = ((¬x1, θ1) ∨ (¬x2, θ2)),
¬((x1, θ1) ∨ (x2, θ2)) = ((¬x1, θ1) ∧ (¬x2, θ2)).
Im Gegensatz zu einfachen, gewichteten Anfragen sind Distributivita¨t und Assoziativita¨t
bei komplexen, gewichteten Anfragen von Bedeutung. Um bei diesen Anfragen die Distribu-
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tivita¨t und Assoziativita¨t zu gewa¨hrleisten, ist es notwendig, die Gewichte zu modifizieren.
Im Folgenden wird auf diese Transformationsregeln na¨her eingegangen.
Distributivita¨t
Es gilt:
((((x1, θ1) ∧ (x2, θ2)), θ1,1) ∨ (x3, θ3)) = ((((x1, θ1′) ∨ (x3, θ3′)), θ1,1′) ∧ (((x2, θ2′) ∨ (x3, θ3′′)), θ1,2′)),
((((x1, θ1) ∨ (x2, θ2), θ1,1)) ∧ (x3, θ3)) = ((((x1, θ1′) ∧ (x3, θ3′)), θ1,1′) ∨ (((x2, θ2′) ∧ (x3, θ3′′)), θ1,2′)).
Nun mu¨ssen die einzelnen Gewichte θ1′ , θ2′ , θ3′ , θ3′′ und θ1,1′ sowie θ1,2′ ermittelt werden.
Dafu¨r wird in den nachfolgenden Betrachtungen zwischen einer und/oder-Anfrage (X∧,∨) so-
wie einer oder/und-Anfrage (X∨,∧) unterschieden. Wichtig bei der logischen Transformation
von Anfragen ist, dass sowohl fu¨r die urspru¨ngliche Anfrage X als auch fu¨r die transformier-
te Anfrage X′ gleiche Ergebnisse ermittelt werden. Aus diesem Grund wird bei der distribu-
tiven Transformation einer komplexen Anfrage die Modifikation der Gewichte erforderlich.
Es wird angenommen, dass θ1 ≥ θ2 und θ1,1 ≥ θ3 gilt. Auf Grund der Kommutativita¨t ist
dies ohne Einschra¨nkung der Allgemeingu¨ltigkeit mo¨glich.
Fu¨r die Transformation X ⇒ X′ kann die Gewichtung ΘE′ fu¨r die transformierte Anfrage











0 ; Bedingung 2
θ3 ; sonst
Bedingung 1:
X∧,∨ : µ1 ≥ µ3 ≥ µ2 ∧ (1− 2θ2)µ1 + 2θ2µ2 < µ3
X∨,∧ : µ2 ≥ µ3 ≥ µ1 ∧ (1− 2θ2)µ1 + 2θ2µ2 > µ3
Bedingung 2:
X∧,∨ : µ1 ≥ µ3 ≥ µ2 ∧ (1− 2θ2)µ1 + 2θ2µ2 ≥ µ3
X∨,∧ : µ2 ≥ µ3 ≥ µ1 ∧ (1− 2θ2)µ1 + 2θ2µ2 ≤ µ3
Auf Grund der lokalen Beschra¨nkungen ko¨nnen die Gewichte θ1′ , θ2′ sowie θ1,1′ aus den
bereits ermittelten Gewichten berechnet werden, zum Beispiel θ1′ = 1− θ3′ . Die Gu¨ltigkeit
dieser Transformationsregeln wird in Anhang C.4 belegt.
Analog zur Transformation von X ⇒ X′ mu¨ssen fu¨r eine Ru¨cktransformation, also X′ ⇒
X, die Gewichte modifiziert werden. Hier wird zwischen einer urspru¨nglichen Anfrage in
90
4.3 Multi-Level-Gewichtungsmodell
KNF (X′∧) und einer entsprechenden Anfrage in DNF (X′∨) unterschieden. Es wird angenom-
men, dass θ1′ ≥ θ3′ , θ2′ ≥ θ3′′ und θ1,1′ ≥ θ1,2′ gilt. Bei einer Transformation der Anfrage X′
mu¨ssen die urspru¨nglichen sechs Gewichte auf vier zuru¨ckgefu¨hrt werden. Die Gewichte
θ1 und θ3 ko¨nnen, wie im Folgenden angegeben, berechnet werden. Die restlichen Gewichte
θ2 und θ1,1 werden auf Grund der lokalen Beschra¨nkungen ermittelt. Die Gewichte fu¨r die
transformierte Anfrage ergeben sich wie folgt:
θ3 =

2θ1,2′θ3′′ ; Bedingung 5 + 1, Bedingung 7
1− 1−2θ1,2′2θ3′′2 ; Bedingung 6 + 1, Bedingung 8





2(1−2θ3) ; Bedingung 2 + 9
1 ; Bedingung 4
1− θ1,2′ (1−2θ3′′ )(1−2θ3) ; Bedingung 3 + 9, Bedingung 5 + 9
1− θ1,2′ (1−2θ3′′ )2(1−θ3) ; Bedingung 6 + 9





X′∧ : µ3 ≥ µ2 ≥ µ1 ∧ (1− 2θ3′′)µ2 + 2θ3′′µ3 ≤ (1− 2θ3′)µ1 + 2θ3′µ3
X′∨ : µ1 ≥ µ2 ≥ µ3 ∧ (1− 2θ3′′)µ2 + 2θ3′′µ3 > (1− 2θ3′)µ1 + 2θ3′µ3
Bedingung 3:
X′∧ : µ3 ≥ µ1 ≥ µ2 ∧ (1− 2θ3′′)µ2 + 2θ3′′µ3 ≤ (1− 2θ3′)µ1 + 2θ3′µ3
X′∨ : µ2 ≥ µ1 ≥ µ3 ∧ (1− 2θ3′′)µ2 + 2θ3′′µ3 > (1− 2θ3′)µ1 + 2θ3′µ3
Bedingung 4:
X′∧ : µ3 ≥ µ1 ≥ µ2 ∧ (1− 2θ3′′)µ2 + 2θ3′′µ3 > (1− 2θ3′)µ1 + 2θ3′µ3
X′∨ : µ2 ≥ µ1 ≥ µ3 ∧ (1− 2θ3′′)µ2 + 2θ3′′µ3 ≤ (1− 2θ3′)µ1 + 2θ3′µ3
Bedingung 5:
X′∧ : µ1 ≥ µ3 ≥ µ2 ∧ (1− 2θ1,2′(1− 2θ3′′)/(1− 4θ3′′θ1,2′))µ1 + 2θ1,2′(1− 2θ3′′)/(1− 4θ3′′θ1,2′)µ2 < µ3
X′∨ : µ2 ≥ µ3 ≥ µ1 ∧ (1− 2θ1,2′(1− 2θ3′′)/(1− 4θ3′′θ1,2′))µ1 + 2θ1,2′(1− 2θ3′′)/(1− 4θ3′′θ1,2′)µ2 ≥ µ3
Bedingung 6:
X′∧ : µ1 ≥ µ3 ≥ µ2 ∧ (1− 2θ1,2′(1− 2θ3′′)/(1− 4θ3′′θ1,2′))µ1 + 2θ1,2′(1− 2θ3′′)/(1− 4θ3′′θ1,2′)µ2 ≥ µ3
X′∨ : µ2 ≥ µ3 ≥ µ1 ∧ (1− 2θ1,2′(1− 2θ3′′)/(1− 4θ3′′θ1,2′))µ1 + 2θ1,2′(1− 2θ3′′)/(1− 4θ3′′θ1,2′)µ2 < µ3
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Bedingung 7:
X′∧ : µ1 ≥ µ3 > µ2 ∧ θ1,2′ = θ3′′ = 0.5
X′∨ : µ2 ≥ µ3 = µ1 ∧ θ1,2′ = θ3′′ = 0.5
Bedingung 8:
X′∧ : µ1 ≥ µ3 = µ2 ∧ θ1,2′ = θ3′′ = 0.5






X′∧ : µ1 ≥ µ3 ≥ µ2
X′∧ : µ1 ≥ µ3 ≥ µ2
Assoziativita¨t
Es gilt:
((((x1, θ1) ∧ (x2, θ2)), θ1,1) ∧ (x3, θ3)) = ((x1, θ1′) ∧ (((x2, θ2′) ∧ (x3, θ3′)), θ1,1′)),
((((x1, θ1) ∨ (x2, θ2)), θ1,1) ∨ (x3, θ3)) = ((x1, θ1′) ∨ (((x2, θ2′) ∨ (x3, θ3′)), θ1,1′)).
Ebenso wie bei einer distributiven Transformation der Anfrage mu¨ssen auch bei der as-
soziativen Transformation Gewichte modifiziert werden. Zuna¨chst wird die Transformation
X ⇒ X′ mit θ1 ≥ θ2 und θ1,1 ≥ θ3 durchgefu¨hrt. Die Berechnung der Gewichte fu¨r die trans-
formierte Anfrage X′ ist nachfolgend beschrieben. Die Gewichte θ1′ und θ2′ ko¨nnen auf Basis
der lokalen Beschra¨nkungen der expliziten Gewichtung ermittelt werden. Somit gilt:
θ1,1′ =

θ3 ; Bedingung 1
1−(1−2θ3)(1−2θ2)








1− (1−2θ3)θ22θ1,1′ ; Bedingung 3
θ2 ; sonst
Bedingung 1:
X∧ : µ2 ≥ µ1 ≥ µ3




X∧ : µ1 ≥ µ2 ≥ µ3
X∨ : µ3 ≥ µ2 ≥ µ1
Bedingung 3:
X∧ : µ1 ≥ µ3 ≥ µ2 ∧ (1− 2θ2)µ1 + 2θ2µ2 > µ3
X∨ : µ2 ≥ µ3 ≥ µ1 ∧ (1− 2θ2)µ1 + 2θ2µ2 < µ3
Fu¨r die Ru¨cktransformation X′ ⇒ X gilt θ1′ ≥ θ1,1′ und θ2′ ≥ θ3′ . Die Gewichte θ2 und θ3
werden, wie im Folgenden angegeben, berechnet. Die Beweise der Gu¨ltigkeit dieser Trans-
formationsregeln sind ebenfalls in Anhang C.5 aufgefu¨hrt.
θ3 =

2θ1,1′θ3′ ; Bedingung 1, Bedingung 4





(1−2θ3) ; Bedingung 1 + 3
1− (1−2θ1,1′ )2(1−2θ3) ; Bedingung 4 + 3
θ1,1′ ; sonst
Bedingung 1:
X′∧ : µ1 ≥ µ2 ≥ µ3
X′∨ : µ3 ≥ µ2 ≥ µ1
Bedingung 2:
X′∧ : µ1 ≥ µ3 ≥ µ2
X′∧ : µ2 ≥ µ1 ≥ µ3 ∧ (1− 2θ3′)µ2 + 2θ3′µ3 ≥ µ1
X′∨ : µ2 ≥ µ3 ≥ µ1
X′∨ : µ3 ≥ µ1 ≥ µ2 ∧ (1− 2θ3′)µ2 + 2θ3′µ3 ≤ µ1
Bedingung 3:
θ3′ 6= θ1,1′ ∨ θ3′ = θ1,1′ 6= 0.5
Bedingung 4:
X′∧ : µ2 ≥ µ1 ≥ µ3 ∧ (1− 2θ3′)µ2 + 2θ3′µ3 > µ1
X′∨ : µ3 ≥ µ1 ≥ µ2 ∧ (1− 2θ3′)µ2 + 2θ3′µ3 > µ1
4.3.4 Gewichtung der Operatoren
Wie verschiedene Studien gezeigt haben, ko¨nnen die klassischen Junktoren ∧ und ∨ das
Nutzerempfinden nicht angemessen abbilden (Zimmermann und Zysno, 1980; Cooper, 1988;
Avrahami und Kareev, 1993). Ferner setzten die Junktoren eine zu utilitaristische Aggregati-
on der Kriterien um und erlauben keine Kompensation der verschiedenen Kriterien (Yager,
1988).
Aus diesen Gru¨nden wird in demMulti-Level-Gewichtungsmodell neben einer Relevanz-
gewichtung der Anfrageterme auch eine Gewichtung der Operatoren unterstu¨tzt. Fu¨r die-
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sen Zweck wird der Universaljunktor ⊕z eingefu¨hrt, dessen Verhalten durch das Gewicht
z ∈ [0, 1] parametrisiert werden kann. Die Semantik fu¨r diesen Junktor wird durch einen
kompensatorischen ODER-Operator beschrieben (vgl. Abschnitt 2.4.2). Bei einem Operator-
gewicht von z = 1 ergibt sich somit eine reine Konjunktion und dementsprechend bei einem
z-Wert von 0 eine Disjunktion der zu aggregierenden Werte.
Um eine Kombination der Relevanz- und Operatorgewichtung zu ermo¨glichen, wird der
kompensatorische ODER-Operator dahingehend erweitert, dass Relevanzgewichte integrie-
rt werden. Das Verhalten des Operators liegt somit zwischen den verwendeten gewichteten
Scoring-Funktionen fu¨r die Konjunktion SΘS∧ undDisjunktion S
Θ
S∨ . Demnachwird der Junktor⊕z wie folgt definiert:
⊕z(θ1,θ2,...,θm)(µ1(o), . . . , µn(o)) = z ∗ SΘS∧(µ1(o), . . . , µn(o), θ1, . . . , θn) +
(1− z) ∗ SΘS∨(µ1(o), . . . , µn(o), θ1, . . . , θn).
Fu¨r die Funktionen S∧ und S∨ ko¨nnen beliebige Scoring-Funktionen, also nicht nur T-Nor-
men und T-Conormen, verwendet werden. Das Verhalten des Operators unter Einsatz der
T-Norm min und der T-Conorm max bei unterschiedlichen Parametrisierungen ist in Abbil-
dung 4.8 dargestellt. Dabei werden die folgenden Charakteristika, die bei Einsatz beliebiger
Normen gelten, deutlich:
• Bei einem Operatorgewicht von z = 1 ergibt sich eine gewichtete, konjunktive Ver-
knu¨pfung.
• Bei einem Operatorgewicht von z = 0 ergibt sich eine gewichtete, disjunktive Ver-
knu¨pfung.
• Bei gleichen Relevanzgewichten ergibt sich ein ungewichteter kompensatorischer Ope-
rator.
• Bei einer Gewichtung Θ = {1, 0, . . . , 0} ist das Ergebnis unabha¨ngig vom Operatorge-
wicht z stets µ1.
Der gewichtete Universaljunktor ist kommutativ. Er ist jedoch auf Grund des Operatorge-
wichts nicht mehr distributiv, respektive assoziativ. Basiert der Universaljunktor auf den
Funktionen min und max, so ist der Operator auch idempotent und fu¨r z = 0 und z = 1
wird die Assoziativita¨t und Distributivita¨t, gegebenenfalls unter Verwendung der in Ab-
schnitt 4.3.3 beschriebenen Transformationsregeln, unterstu¨tzt. Daru¨ber hinaus gilt:
(¬(⊕zθ1,θ2,...,θm(F1, F2, . . . , Fm)))⇔ (⊕1−zθ1,θ2,...,θm((¬F1), (¬F2), . . . , (¬Fm))).
Als Initialgewicht fu¨r den Universaljunktor gilt z = 0. Damit wird er als ODER-Operator
initialisiert.
4.3.5 Schwellwertgewichtung
Das Multi-Level-Gewichtungsmodell unterstu¨tzt ferner eine Schwellwertgewichtung. Die
Schwellwertgewichte ko¨nnen dabei auf allen Ebenen einer Multimedia-Anfrage spezifiziert
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Abbildung 4.8: Aggregationscharakteristika des Universaljunktors
werden. So kann ein Schwellwert aus dem Interval [0, 1] sowohl fu¨r eine atomare Anfrage-
bedingung als auch fu¨r die gesamte Anfrage spezifiziert werden. Bei komplexen Anfragen
ist es daru¨ber hinaus mo¨glich, auch fu¨r Teilanfragen einen Schwellwert anzugeben.
Fu¨r die Evaluierung von Schwellwertgewichten kann eine der in Abschnitt 2.4.2 beschrie-
benen Funktionen eingesetzt werden.
4.4 Zusammenfassung
In diesem Kapitel wurde das Basisanfragemodell beschrieben. Es stellt einModell fu¨r die Re-
levanzgewichtung einfacher Anfragen dar. Es wurde darauf eingegangen, dass gewichtete
Anfragen durch den Einsatz einer Scoring-Funktion evaluiert werden. Dabei handelt es sich
um Funktionen, welche die einzelnen A¨hnlichkeitswerte eines Objektes zu einem Gesam-
trelevanzwert fu¨r die Anfrage aggregieren. Um eine ada¨quate Aggregation der einzelnen
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A¨hnlichkeitswerte gewa¨hrleisten zu ko¨nnen, mu¨ssen die Scoring-Funktionen verschiedenen
Anforderungen gerecht werden. Dazu za¨hlen beispielsweise die Forderung nach strenger
Monotonie und die Einhaltung der Grenzbedingungen. Des Weiteren ergeben sich Anforde-
rungen auf Grund des Einflusses der Relevanzgewichte. So ist es beispielsweise wesentlich,
dass Anfrageterme, denen ein Relevanzgewicht von null zugeteilt wurde, keinen Einfluss
auf die Berechnung des Gesamtrelevanzwertes nehmen du¨rfen.
Auf Basis dieser Anforderungen an Scoring-Funktionen fu¨r einfache Anfragen wurden
bestehende Ansa¨tze zur Integration von Relevanzgewichten in Scoring-Funktionen sowie
verschiedene gewichtete Scoring-Funktionen untersucht. Es hat sich herausgestellt, dass die
wenigsten Ansa¨tze den spezifizierten Anforderungen voll gerecht werden. Positiv hervorzu-
heben ist dabei die Gewichtungsformel von Fagin undWimmers (1997), die die U¨berfu¨hrung
einer beliebigen Scoring-Funktion in eine gewichtete Scoring-Funktion erlaubt. Mit diesem
Ansatzwird die Erfu¨llung aller geforderten Eigenschaften an gewichtete Scoring-Funktionen
gewa¨hrleistet.
Als Erweiterung des Basisanfragemodells wurde in diesem Kapitel das Multi-Level-Ge-
wichtungsmodell eingefu¨hrt. Es ermo¨glicht sowohl eine Relevanzgewichtung als auch eine
Schwellwertgewichtung auf allen Ebenen einer komplexen Anfrage. Diese schließt natu¨rlich
einfache Anfragen ein. Fu¨r die Evaluierung komplexer, gewichteter Anfragenwird eineMul-
ti-Level-Scoring-Funktion eingesetzt. Hierfu¨r wurden die Anforderungen an die gewichtete
Scoring-Funktion modifiziert. Aufbauend auf der Gewichtungsformel wird eine gewichtete
Multi-Level-Scoring-Funktion propagiert.
Des Weiteren wurde eine Operatorgewichtung in das Gewichtungsmodell integriert. Fu¨r
die Umsetzung werden kompensatorische Operatoren genutzt. Um jedoch die Relevanzge-
wichtung mit der Operatorgewichtung zu kombinieren, fließen die Relevanzgewichte mit in
den kompensatorischen Operator ein. Fu¨r die Anfrageformulierung werden die klassischen
Junktoren ∧ und ∨ durch den Universaljunktor ⊕z erga¨nzt. Fu¨r den gewichteten Universal-
operator, der die Relevanz- und Operatorgewichtung vereint, wurden die speziellen Charak-
teristika dargelegt. Ferner integriert das Multi-Level-Gewichtungsmodell eine Schwellwert-
gewichtung auf allen Ebenen einer komplexen Anfrage.
Das Multi-Level-Gewichtungsmodell erlaubt es, komplexe Anfragen zu formulieren und
dabei die Nutzerpra¨ferenzen flexibel auf allen Ebenen der Anfrage zu spezifizieren. Der Nut-
zer hat dabei die Mo¨glichkeit, seine Pra¨ferenzen durch Verwendung von Relevanz-, Schwell-
wert- und Operatorgewichten auszudru¨cken. Dieses ist in dem Ansatz von Herrera-Viedma
(2001a,b) nur eingeschra¨nkt mo¨glich. In diesem Ansatz wird auch eine Operatorgewich-
tung mittels eines OWA-Operators (vgl. Abschnitt 2.4.2) angeboten. Jedoch wird hier eine
Schwellwertgewichtung nur fu¨r atomare Anfrageterme und eine Relevanzgewichtung nur
fu¨r Teilanfragen gewa¨hrleistet. Damit wird auf jeder Ebene der Anfrage nur eine Art der Ge-
wichtung unterstu¨tzt. Mit dem hier vorgeschlagenen Multi-Level-Gewichtungsmodell hat





In diesem Kapitel wird eine deklarative kalku¨lbasierte Multimedia-Anfragesprache vorge-
stellt. Das A¨hnlichkeitskalku¨l (Similarity Domain Relation Calculus SDC) bildet die formale
Grundlage fu¨r die Entwicklung einer nutzerfreundlichen, visuellen Anfragesprache, die in
Kapitel 6 eingefu¨hrt wird.
Im Folgenden wird die Syntax und die Semantik des A¨hnlichkeitskalku¨ls festgelegt. Das
A¨hnlichkeitskalku¨l ist eine Erweiterung des relationalen Bereichskalku¨ls. Es wird ferner ei-
ne Erweiterung der Relationenalgebra, die sogenannte A¨hnlichkeitsalgebra (Similarity Alge-
bra SA), vorgeschlagen. Damit ist eine U¨berfu¨hrung beliebiger Ausdru¨cke des Kalku¨ls in
einen Ausdruck der A¨hnlichkeitsalgebra mo¨glich. Dieses wird ebenfalls in diesem Kapitel
beschrieben. Das hier vorgestellt A¨hnlichkeitskalku¨l und die entsprechende -algebra basie-
ren auf den grundlegenden Ideen, wie sie von Schmitt und Schulz (2004a,b) beschrieben
wurden. Darauf aufbauend wurden einige Erweiterungen und Vera¨nderungen vorgenom-
men, um beispielsweise die Nutzerfreundlichkeit zu steigern.
Bei der Reduktion eines Kalku¨lausdrucks in einen entsprechenden Algebraausdruck ist
der Aspekt der Sicherheit von Anfragen von Bedeutung. Aus diesem Grund wird zuna¨chst
nach einer kurzen Darstellung des Bereichskalku¨ls auf die Problematik der sicheren Anfra-
gen eingegangen.
5.1 Bereichskalku¨l
Das Bereichskalku¨l ist, wie auch das Tupelkalku¨l, ein Relationenkalku¨l und stellt einen lo-
gikbasierten Ansatz zur Formulierung von Datenbankanfragen dar. Im Gegensatz zu pro-
zeduralen Anfragesprachen ist hier die Beschreibung dessen, was zum Anfrageergebnis ge-
ho¨rt vordergru¨ndig. Die Ergebnisrelation wird beschrieben, ohne explizit eine Vorschrift zur
Konstruktion des Ergebnisses vorzugeben. Dabei entsprechen die Datenbankinhalte den Be-
legungen von Pra¨dikaten und die Anfragen abgeleiteten Pra¨dikaten. Das Ergebnis einer An-
frage ist eine Menge von Tupeln, die eine angegebene Bedingung erfu¨llen. Das Relationen-
kalku¨l beruht auf der Pra¨dikatenlogik erster Stufe. Es ist streng relational vollsta¨ndig (Heuer
und Saake, 2000, S. 324).
Im Bereichskalku¨l werden als Variablen nur Variablen zu den Basisdatentypen zugelassen.
Diese werden als Bereichsvariablen bezeichnet. Ein Anfrageausdruck im Bereichskalku¨l hat
die Form:
{X1, . . . ,Xn|F(X1, . . . ,Xn)},
wobei jede Bereichsvariable Xi jeweils einem Attribut Ai mit i = 1, . . . , n einer Relation zu-
geordnet ist. Die Bereichsvariablen X1, . . . ,Xn sind die einzigen freien Variablen. F ist eine
Formel u¨ber diese. Die Wertebereiche der Datentypen der Attribute, welche endlich oder
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unendlich sein ko¨nnen, enthalten die potenziellen Ergebniswerte. Die Ergebnismenge der
Anfrage ist die Menge von Tupeln, die implizit aus den Wertebereichen der Variablen in der
Ergebnisliste konstruiert werden und F erfu¨llen.
Eine Formel F setzt sich rekursiv aus Termen und Atomen zusammen. Ein Term ti wird
aus Konstanten und Variablen zu den Datentypen gebildet. Ein Atom ergibt sich aus den
folgenden Konstrukten:
• Pra¨dikatanwendung δ(t1, . . . , tn) mit dem Operator δ ∈ {<,>,≤,≥,=, 6=} und den
Termen ti. Fu¨r zweistellige Pra¨dikate wird typischerweise die Infixnotation verwendet.
• Pra¨dikatanwendung fu¨r Datenbankpra¨dikate R(t1, . . . , tn) mit dem Relationennamen
R und den Termen ti. Die Terme mu¨ssen vom passenden Typ sein. n entspricht der
Stelligkeit der Relation.
Eine Formel F ist dann rekursiv gegeben durch:
• ein Atom sowie
• durch eine Verknu¨pfung von Atomen und Formeln mittels der Junktoren ∧ und ∨
sowie durch Verwendung der Negation ¬ und der Quantoren ∃ und ∀. Somit sind
(F1 ∧ F2), (F1 ∨ F2), (¬F1), (∃F1) und (∀F1) Formeln, sofern F1 und F2 Formeln sind.
Fu¨r eine vereinfachte Schreibweise wird die Klammerung oftmals weggelassen. Als Reihen-
folge der Ausfu¨hrung gilt dann: ∀, ∃,¬,∧,∨. Das Beispiel 5.1 zeigt eine Anfrage im Bereichs-
kalku¨l. Als Grundlage dient die Relation Flugzeug(Bezeichung, Hersteller, Baujahr, Fertigungs-
land).
Beispiel 5.1 Gib die Bezeichnung und denHersteller der Flugzeuge zuru¨ck, die vor 1990 in Deutsch-
land produziert wurden:
{X1,X2|∃X3(Flugzeug(X1,X2,X3, ‘Deutschland‘) ∧ X3 < 1990)}.
5.2 Sichere Anfragen
Die Betrachtung der Sicherheit von Anfragen setzt endliche Relationen voraus. Prinzipiell
ko¨nnen Kalku¨lanfragen sowohl ein endliches als auch ein unendliches Anfrageergebnis lie-
fern. Beispielsweise bestimmt die Bereichskalku¨lanfrage:
{X|¬R(X)}
alle mo¨glichenWerte fu¨r X, die nicht in der Datenbank sind. Somit ist das Ergebnis natu¨rlich
unendlich, sofern der Wertebereich unendlich ist. Auch die Anfrage
{X1,X2|R(X1) ∨Q(X2)}
liefert kein endliches Ergebnis, da alle mo¨glichen X1-Werte gu¨ltig sind, sofernQ(X2)wahr ist
und umgekehrt. Ob ein Ergebnis endlich oder unendlich ist, kann vom aktuellen Stand der
Datenbank abha¨ngen. Sinnvollerweise sollte Anfragen natu¨rlich ein endliches Ergebnis er-
mitteln. Anfragen, die dieses garantieren, werden als sichere Anfragen bezeichnet. Sie liefern
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nur Ergebniswerte zuru¨ck, die aus demWertebereich des Ausdrucks stammen. Dazu za¨hlen
all die Werte, die in den Relationen stehen, die in dem Ausdruck referenziert werden, so-
wie die Konstanten aus dem Ausdruck. Diese Anfragen werden auch als bereichsunabha¨ngige
Anfragen bezeichnet. Die Bereichsunabha¨ngigkeit ist im Einzelfall leicht zu zeigen, wie die
obigen Beispiele fu¨r unsichere Anfragen verdeutlichen. Dies ist jedoch nicht automatisch
pru¨fbar. Daher ist diese Art von Sicherheit im Allgemeinen nicht entscheidbar.
Nach Ullman (1982) liefern semantisch sichere Anfragen fu¨r jeden Datenbankzustand ein
endliches Ergebnis. Semantisch sichere Anfragen entsprechen den bereichsunabha¨ngigen
Anfragen. Ullman hat gezeigt, dass zu jedem bereichsunabha¨ngigen Kalku¨lausdruck ein ent-
sprechender a¨quivalenter Ausdruck der Relationenalgebra existiert. Dafu¨r wird der Einsatz
der Relation Dom(F) notwendig. Diese umfasst alle Konstanten der Anfrage sowie alle Kon-
stanten, die in den entsprechenden Relationen auftreten (Ullman, 1988, S. 151).
Darauf aufbauend gibt Ullman (1988) eine engere Definition fu¨r die Sicherheit von An-
fragen und fu¨hrt die syntaktisch sicheren Anfragen ein. Diese unterliegen syntaktischen Ein-
schra¨nkungen, damit die semantische Sicherheit garantiert wird. Syntaktisch sichere Anfra-
gen stellen somit eine Teilmenge der semantisch sicheren beziehungsweise bereichsunab-
ha¨ngigen Anfragen dar. Die syntaktische Sicherheit ist entscheidbar. Heuer und Saake fassen
die Grundidee wie folgt zusammen (Heuer und Saake, 2000, S. 322):
Jede freie Variable Xi muss in F(X1, . . . ,Xn) durch positives Auftreten Xi = t
oder R(. . . ,Xi, . . .) an endliche Bereiche gebunden werden. Die Bindung an end-
lich Bereiche muss fu¨r die ganze Bedingung, insbesondere fu¨r die Zweige einer
Disjunktion, gelten.
Neben den syntaktisch sicherenAnfragen gibt es weitere Subklassen der bereichsunabha¨ng-
igen Anfragen. Dazu za¨hlen beispielsweise die evaluierbaren (Demolombe, 1982, 1992; Gelder
und Topor, 1991) sowie die zula¨ssigen (Topor, 1987; Gelder und Topor, 1991) Anfragen.
Unter all diesen Alternativen stellen die evaluierbaren Formeln die gro¨ßte Subklasse der
bereichsunabha¨ngigen Anfragen dar (Gelder und Topor, 1991). Sie wurden urspru¨nglich von
Demolombe (1982, 1992) entwickelt. Eine vereinfachte Definition wurde von Gelder und
Topor (1991) erarbeitet. Die Autoren beschreiben daru¨ber hinaus, wie evaluierbare Anfra-
gen ausgewertet werden und wie die U¨berfu¨hrung dieser in die Relationenalgebra erfolgt.
Die zula¨ssigen Anfragen sind eine echte Teilmenge der evaluierbaren Anfragen. Sie ko¨nnen
einfacher erkannt und einfacher in die relationale Algebra u¨berfu¨hrt werden. Aus diesem
Grund ist es mo¨glich, dass evaluierbare Anfrageausdru¨cke zuna¨chst in zula¨ssige Ausdru¨cke
u¨berfu¨hrt und im Anschluss daran in die relationale Algebra transformiert werden (ebd.).
Da die evaluierbaren Anfragen die gro¨ßte, syntaktisch u¨berpru¨fbare Klasse der bereichsu-
nabha¨ngigen Anfragen darstellen, wird die Sicherheit der Ausdru¨cke im A¨hnlichkeitskalku¨l
mittels des Ansatzes von Gelder und Topor festgestellt. Auf Grund der vereinfachten Defi-
nition und somit der leichteren Anwendbarkeit wird dieser Ansatz und nicht der Original-
vorschlag von Demolombe gewa¨hlt. Demnach wird im Folgenden die Evaluierbarkeit einer
Formel mittels der Relationen gen() und con() u¨berpru¨ft. In Abschnitt 5.3.2 wird im Zusam-
menhang mit der Sicherheit von Anfragen im A¨hnlichkeitskalku¨l auf diesen Ansatz genauer
eingegangen.
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5.3 A¨hnlichkeitskalku¨l
Wie bereits ausgefu¨hrt, ist eine wesentliche Anforderung einer Anfragesprache die Fest-
legung einer formalen Semantik fu¨r die Operationen der Sprache. Fu¨r den Entwurf einer
Multimedia-Anfragesprache dient ein erweitertes, gewichtetes Bereichskalku¨l als Basis. Das
A¨hnlichkeitskalku¨l und die darauf aufsetzende A¨hnlichkeitsalgebra wurden von Schmitt und
Schulz (2004a,b) eingefu¨hrt. Sie stellen eine Erweiterung des Bereichskalku¨ls beziehungswei-
se der Relationenalgebra dar. Alle Ausdru¨cke des Bereichskalku¨ls ko¨nnen im A¨hnlichkeits-
kalku¨l umgesetzt werden. Damit ko¨nnen neben unscharfen Anfragen weiterhin klassische
scharfe Anfragen formuliert werden.
Die Definition des A¨hnlichkeitskalku¨ls erfolgt allgemeingu¨ltig, so dass es abgesehen von
den Relationen und Junktoren keine Beschra¨nkung auf bestimmte Operatoren beziehungs-
weise Pra¨dikate gibt. Dadurch bildet das A¨hnlichkeitskalku¨l einen Framework. Prinzipiell
ko¨nnen damit zeitliche, ra¨umliche, unscharfe sowie scharfe Anfragen leicht integriert wer-
den.
Im Folgendenwerden die Besonderheiten des A¨hnlichkeitskalku¨ls beschrieben. Es werden
ferner einige Vera¨nderungen diskutiert, die die Nutzerfreundlichkeit steigern.
5.3.1 Charakteristika
Im A¨hnlichkeitskalku¨l von Schmitt und Schulz (2004a,b) werden verschiedene Junktoren an-





mit dem Relevanzgewicht θ ∈ [0, 1]. Hierbei wird zwischen linksorientierten und rechts-
orientierten gewichteten Junktoren unterschieden. Die bina¨ren Junktoren ermo¨glichen es,
einen Operanden voll zu gewichten, wa¨hrend der andere Operand ein Gewicht von null
erha¨lt. Dies fu¨hrt dazu, dass der mit null gewichtete Operand bei der Berechnung des Rele-
vanzwertes ignoriert wird. Die asymmetrisch gewichteten Junktoren zeigen an, fu¨r welchen
Operanden das sta¨rkere Gewicht gilt. Demnach wird bei den linksorientierten Junktoren
(E1
←∧θ E2) und (E1
←∨θ E2)
der Operand E1 sta¨rker gewichtet als der Operand E2. Bei den rechtsorientierten Junktoren
gilt dementsprechend, dass der Operand E2 sta¨rker gewichtet ist als der Operand E1.
Die asymmetrischen Junktoren verlangen nach einer bina¨ren Gewichtung. Bei der Anfra-
geformulierung kommt eine bina¨re Gewichtung jedoch nicht dem Nutzerempfinden entge-
gen. Dies wird im Folgenden anhand einer Beispielanfrage demonstriert:
Beispiel 5.2 Suche alle Bilder, die einen Hund, eine Katze und eine Maus enthalten. Dabei ist der
Hund am wichtigsten, gefolgt von der Katze. Die geringste Wichtigkeit hat die Maus.
Stehen nur bina¨re Junktoren zur Verfu¨gung, liegt es an dem Nutzer, herauszufinden, welche
Gewichte seine Anfrage am besten abbilden. Damit schra¨nken bina¨re, gewichtete Junktoren
den Nutzer bei der Anfrageformulierung zu stark ein.
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Als Lo¨sung bietet sich daher die Unterstu¨tzung von n-a¨ren gewichteten Junktoren im A¨hn-
lichkeitskalku¨l an. Damit kann die obige Beispielanfrage direkt in das A¨hnlichkeitskalku¨l
u¨berfu¨hrt werden. Eine Umrechnung der Nutzergewichtung auf einzelne bina¨re Gewichte
ist nicht no¨tig. Daru¨ber hinaus sind die Scoring-Funktionen, die einen Junktor umsetzen,
bereits n-a¨re Funktionen.
Neben einer Relevanzgewichtung mittels gewichteter Junktoren soll ferner eine Parame-
trisierung des Verhaltens der Junktoren mo¨glich sein. Dies ist wu¨nschenswert, da verschie-
dene Studien gezeigt haben, dass die Junktoren ∧ und ∨ das Nutzerempfinden nicht ange-
messen umsetzen ko¨nnen (Zimmermann und Zysno, 1980; Cooper, 1988; Avrahami und Ka-
reev, 1993). Der Aspekt der Operatorgewichtung ist bisher nicht in dem A¨hnlichkeitskalku¨l
beru¨cksichtigt worden. Aus diesem Grund wird, wie im Multi-Level-Gewichtungsmodell
vorgeschlagen, der Universaljunktor ⊕z in das A¨hnlichkeitskalku¨l integriert. Mittels des
Parameters z wird das Verhalten des Junktors zwischen UND und ODER vera¨ndert. Der
Universaljunktor basiert auf der Idee eines kompensatorischen ODER-Operators (siehe Ab-
schnitt 2.4.2). Ein z-Wert von 1 bedeutet eine Konjunktion, wa¨hrend ein z-Wert von 0 zu einer
Disjunktion fu¨hrt. Zusa¨tzlich dazu wird der Universaljunktor auch als gewichteter Junktor
angeboten. Damit vereint dieser Operator eine Relevanz- und eine Operatorgewichtung. Mit
Hilfe des Universaljunktors ko¨nnen sowohl scharfe als auch unscharfe Verknu¨pfungen aus-
gedru¨ckt werden. Durch die Parametrisierung ist der Universaljunktor nicht assoziativ, so
dass er als n-a¨rer Junktor realisiert wird.
Zusa¨tzlich zu der Relevanzgewichtung der Anfrageterme, die durch Verwendung gewich-
teter Junktoren ermo¨glicht wird, wird eine Schwellwertgewichtung angeboten. Dabei wer-
den drei Semantiken unterstu¨tzt (vgl. Abschnitt 2.4.2). Der cut-Operator "θ setzt eine alles-
oder-nichts-Strategie um (siehe Abbildung 5.1a). Der so f tcut-Operator #θ vera¨ndert den Re-
levanzwert fu¨r ein Objekt nicht, sofern dessen RSV u¨ber dem Schwellwert θ liegt. Ist der
Relevanzwert kleiner als der spezifizierte Schwellwert, so wird dieser auf null gesetzt. Das
Verhalten dieses Operators ist in Abbildung 5.1b dargestellt. Neben diesen beiden bereits
von Schmitt und Schulz (2004a) vorgestellten Operatoren wird ein nutzerdefinierter usercut-
Operator $θ, f angeboten. Die Berechnung des Relevanzwertes erfolgt unter Verwendung
der Funktion f : [0, 1]× [0, 1] → [0, 1], die das Schwellwertgewicht θ sowie den Relevanz-
wert auf einen Wert aus dem Interval [0, 1] abbildet. Der Einsatz dieses Operators ist dann
sinnvoll, wenn das gewu¨nschte Verhalten nicht durch die Operatoren "θ und #θ ausge-
dru¨ckt werden kann. Als Funktion f kann beispielsweise die von Buell und Kraft (1981)
vorgeschlagene Schwellwertfunktion genutzt werden (vgl. Abschnitt 2.4.2).
Damit wird im A¨hnlichkeitskalku¨l eine Relevanz-, Schwellwert- und Operatorgewichtung
unterstu¨tzt. Diese verschiedenen Mo¨glichkeiten zur Abbildung der Nutzerpra¨ferenzen im
A¨hnlichkeitskalku¨l erlauben eine ada¨quate Umsetzung des Multi-Level-Gewichtungsmo-
dells.
Eine weitere Besonderheit des A¨hnlichkeitskalku¨ls stellen die parametrisierbaren Quan-
toren dar. Im klassischen Fall ha¨ngen die Quantoren von einem einzigen Wert ab. Dieses
Verhalten ist in einigen Fa¨llen jedoch zu restriktiv, so dass parametrisierbare Quantoren ein-
gefu¨hrt werden. Der unscharfe Existenzquantor ∃kX kann auch als einige und der unschar-
fe Allquantor ∀k als die meisten verstanden werden (Schmitt und Schulz, 2004b). Im SDC
beno¨tigen diese unscharfen Quantoren mindestens k signifikante X-Werte, um das gleiche
Verhalten wie die normalen Quantoren aufzuweisen. Stehen keine k Werte zur Verfu¨gung,
so wird der Relevanzwert fu¨r ein Objekt anteilig reduziert. Bei k = 1 entsprechen die un-
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Abbildung 5.1: Das Verhalten des cut-Operators "θ (a) und des softcut-Operators #θ (b)
scharfen Quantoren den bekannten klassischen Quantoren.
In dem von Schmitt und Schulz (2004a,b) vorgestellten A¨hnlichkeitskalku¨l werden die er-
mittelten Relevanzwerte nicht abgespeichert. Ferner ist es nicht mo¨glich, unscharfe Relatio-
nen fu¨r die Anfrage zu verwenden. Aus diesem Grund werden in dieser Arbeit sogenannte
Fuzzy-Relationen eingefu¨hrt. Diese verfu¨gen an erster Stelle u¨ber ein Attribut fu¨r den Re-
levanzwert. Weist ein Tupel einen Relevanzwert von 1 auf, dann bedeutet dies, dass das
Tupel ein volles Mitglied der Relation ist. Demgegenu¨ber ko¨nnen Tupel auch nur zu einem
bestimmten Grad zwischen 0 und 1 Mitglied der Relation sein. Diese Herangehensweise ist
im Bereich der Fuzzy-Datenbanken weit verbreitet (Yazici und George, 1999, S. 144). Durch
Verwendung von Fuzzy-Relationen ist das Ergebnis einer Anfrage im A¨hnlichkeitskalku¨l
wieder im relationalen Datenbankmodell darstellbar. Damit kann eine unscharfe Ergebnis-
relation als Eingangsrelation fu¨r weitere Anfragen dienen, so dass der Forderung nach Ab-
geschlossenheit Rechnung getragen wird.
Im Folgenden wird na¨her auf die hier skizzierten Operatoren und Junktoren des A¨hnlich-
keitskalku¨ls eingegangen. Zuna¨chst wird die Syntax formal beschrieben. Daran anschließend
erfolgt die Beschreibung der Semantik des A¨hnlichkeitskalku¨ls.
5.3.2 Syntax
In den folgenden Definitionen wird die Syntax fu¨r das A¨hnlichkeitskalku¨l beschrieben.
Definition 5.3.1. Ein A¨hnlichkeitskalku¨l SDC ist ein Tupel (U, A0,X,∆,C,D,Dom,R,R+,Θ,Z,F),
wobei U = {A1, A2, . . .} das Universum der Attribute ist; A0 das Attribut fu¨r den Rele-
vanzwert ist; X = {X1,X2, . . .} eine Menge von Variablen ist; ∆ = {δ1, δ2, . . .} eine Menge
bina¨rer Operationsnamen ist, wobei beide Operanden vom gleichen Typ sind; C eine Menge
von Konstantennamen ist; D eine Menge von Bereichsnamen ist; Dom eine Abbildung von
U∪ A0 ∪X∪∆∪C nachD ist;R eine endliche Menge von Relationenschemata R1,R2, . . . ,Rp
ist und jedes Relationenschema eine Teilmenge von U ist; R+ eine endliche Menge von
Fuzzy-Relationenschemata R+1 ,R
+
2 , . . . ,R
+
p ist und jedes Fuzzy-Relationenschema sich aus
A0 und einer Teilmenge von U ergibt; Θ = {θ1, θ2, . . .} eine Menge von Gewichtsvariablen
ist, Z = {z1, z2, . . .} eine Menge von Operatorgewichtsvariablen und F = { f1, f2, . . .} eine




Anzumerken sei, dass bei den Operationen zwischen diskreten und kontinuierlichen Ope-
rationen unterschieden wird. Erstere umfassen beispielsweise die traditionellen Vergleichs-
operationen <,≤,=, 6=,>,≥, wa¨hrend zu den letzteren beispielsweise der A¨hnlichkeitsver-
gleich ∼ za¨hlt.
Ein Anfragekalku¨lausdruck E u¨ber SDC ergibt sich analog zumBereichskalku¨l aus Termen,
Atomen und Formeln. Dieser Zusammenhang ist in Abbildung 5.2 dargestellt.
Abbildung 5.2: Formelaufbau im A¨hnlichkeitskalku¨l
Definition 5.3.2. Ein Term Yi wird aus Konstanten und Variablen gebildet. Damit ist:
1. jede Variable Xi ∈ X mit demWertebereich Dom(Xi) und
2. jede Konstante Ci ∈ C mit demWertebereich Dom(Ci)
ein Term Yi. 2
Terme bilden die Argumente fu¨r Pra¨dikate. Damit ist ein Atom eine atomare Formel u¨ber
Terme. Es ist wie folgt definiert:
Definition 5.3.3. Ein Atom sei
1. R(Y1,Y2, . . . ,Ym), wobei R ∈ R ein Relationenschema A1, A2, . . . , Am ist und fu¨r jedes
Yi der Wertebereich korrekt ist. Es gilt Dom(Yi) = Dom(Ai).
2. R+(Y0,Y1,Y2, . . . ,Ym), wobei R+ ∈ R+ ein Fuzzy-Relationenschema A0, A1, A2, . . . , Am
ist und fu¨r jedes Yi der Wertebereich korrekt ist. Das Attribut A0 verwaltet den Rele-
vanzwert und befindet sich an erster Stelle der Relation. Es gilt Dom(Yi) = Dom(Ai).
3. Y1δY2, wobei δ ∈ ∆ ein Operationsname ist und Y1,Y2 vom gleichen Typ sind. Es gilt
Dom(Y1) = Dom(Y2) = Dom(δ).
2
Anzumerken ist, dass bei den Operationen beide Operanden sowohl Variablen als auch Kon-
stanten sein ko¨nnen. Eine Operation auf Konstanten kann beispielsweise zur Manipulation
der Relevanzwerte genutzt werden.
Auf Basis der Atome kann eine Formel aufgebaut werden. Hierfu¨r bietet das A¨hnlichkeits-
kalku¨l eine Vielzahl von Junktoren fu¨r die Verknu¨pfung der Atome an. Neben den allgemein
u¨blichen Junktoren ∧ und ∨ steht jeweils eine gewichtete Version zur Verfu¨gung. Des Wei-
teren wird ein Universaljunktor ⊕z angeboten. Der Universaljunktor wird als Sonderfall der
Disjunktion verstanden. Bei einem z-Wert von null gilt⊕z = ∨. Auch fu¨r diesen Junktor wird
eine gewichtete Variante angeboten.
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Neben den Junktoren werden auch die Schwellwertoperatoren sowie die Quantoren beim
Aufbau einer Formel beru¨cksichtigt. In der folgenden Definition wird der Formelaufbau be-
schrieben. Die formale Semantik der einzelnen Operatorenwird im nachfolgenden Abschnitt
in Definition 5.3.12 gegeben.
Definition 5.3.4. Eine SDC-Formel F(X1,X2, . . . ,Xn), kurz F, mit den involvierten freien Va-
riablen Xi ∈ X und i = 1, . . . , n ist wie folgt rekursiv definiert:
1. Jedes Atom ist eine Formel F(X1,X2, . . . ,Xn) mit den freien Variablen Xi.
2. (F1(X11 , . . . ,X1k)φF2(X21 , . . . ,X2l )) mit φ ∈ {∧,∨} ist eine Formel F(X1, . . . ,Xn), wenn
F1(X11 , . . . ,X1k) und F2(X21 , . . . ,X2l ) Formeln sind. Die involvierten Variablen werden
vereinigt: {X1, . . . ,Xn} = {X11 , . . . ,X1k} ∪ {X21 , . . . ,X2l}.
3. (⊕z(F1(X11 , . . . ,X1k), F2(X21 , . . . ,X2l ), . . . , Fm(Xm1 , . . . ,Xmr)))mit demOperatorgewicht
z ∈ Z ist eine Formel F(X1, . . . ,Xn) genau dann, wenn alle Operanden Fj mit
j = 1, . . . ,m Formeln sind. Die involvierten Variablenwerden vereinigt: {X1, . . . ,Xn} =
{X11 , . . . ,X1k} ∪ {X21 , . . . ,X2l} ∪ . . . ∪ {Xm1 , . . . ,Xmr}.
Bei nur zwei Operanden wird die Infix-Notation verwendet.
4. (φ(F1(X11 , . . . ,X1k), F2(X21 , . . . ,X2l ), . . . , Fm(Xm1 , . . . ,Xmr))) ist eine Formel F(X1, . . . ,
Xn) genau dann, wenn alle Operanden Fj mit j = 1, . . . ,m Formeln sind und fu¨r jede
Teilformel Fj ein Gewicht θj ∈ Θ existiert und φ ∈ {∧(θ1,θ2,...,θm),∨(θ1,θ2,...,θm),⊕z(θ1,θ2,...,θm)}.
Die Reihenfolge der Formeln ist abha¨ngig von der Gewichtung. Es gilt θ1 ≥ θ2 ≥
. . . ≥ θm. Die involvierten Variablen werden vereinigt: {X1, . . . ,Xn} = {X11 , . . . ,X1k} ∪
{X21 , . . . ,X2l} ∪ . . . ∪ {Xm1 , . . . ,Xmr}.
Bei zwei Operanden wird anstelle der Pra¨fix-Notation die Infix-Notation verwendet.
5. (¬F(X1, . . . ,Xn)) ist eine Formel, wenn F(X1, . . . ,Xn) eine Formel ist.
6. (∃XF(X1, . . . ,Xn)) ist eine Formel, wenn F(X1, . . . ,Xn) eine Formel ist und es ein i gibt,
so dass gilt Xi = X.
7. (∀XF(X1, . . . ,Xn)) ist eine Formel, wenn F(X1, . . . ,Xn) eine Formel ist und es ein i gibt,
so dass gilt Xi = X.
8. (∃kXF(X1, . . . ,Xn)) ist eine Formel, wenn F(X1, . . . ,Xn) eine Formel ist, k > 1 eine
natu¨rliche Zahl ist und es ein i gibt, so dass gilt Xi = X.
9. (∀kXF(X1, . . . ,Xn)) ist eine Formel, wenn F(X1, . . . ,Xn) eine Formel ist, k > 1 eine
natu¨rliche Zahl ist und es ein i gibt, so dass gilt Xi = X.
10. ("θF(X1, . . . ,Xn)) ist eine Formel, wenn F(X1, . . . ,Xn) eine Formel ist und es ein Ge-
wicht θ ∈ Θ gibt.
11. (#θF(X1, . . . ,Xn)) ist eine Formel, wenn F(X1, . . . ,Xn) eine Formel ist und es ein Ge-
wicht θ ∈ Θ gibt.
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12. ($θ, f F(X1, . . . ,Xn)) ist eine Formel, wenn F(X1, . . . ,Xn) eine Formel ist und es ein
Gewicht θ ∈ Θ sowie eine Funktion f ∈ F gibt.
2
Nachdem der Aufbau einer Formel dargelegt wurde, erfolgt die Definition eines Anfrage-
ausdrucks im A¨hnlichkeitskalku¨l. Dieser ergibt sich, wie im Bereichskalku¨l, aus freien Varia-
blen Xi mit i = 1, . . . , n und einer Formel F u¨ber diesen Variablen. Ein Anfrageausdruck ist
demnach wie folgt definiert:
Definition 5.3.5. Ein Anfrageausdruck E u¨ber SDC hat die Form
{X1,X2, . . . ,Xn|F(X1,X2, . . . ,Xn)}
mit den freien Variablen X1, . . . ,Xn. 2
Eine Anfrage ermittelt somit zuna¨chst die Werte fu¨r alle Variablen, die die Bedingung
F erfu¨llen. Eine Erweiterung der Anfrage, so dass Funktionen auf den Ergebnisvariablen
angewendet werden ko¨nnen, ist mo¨glich, wird jedoch hier nicht weiter betrachtet.
Um ein endliches und bereichsunabha¨ngiges Anfrageergebnis erzielen zu ko¨nnen, mu¨ssen
die Anfragen sicher sein. Dies ist eine wichtige Anforderung an eine Anfragesprache. Zur
U¨berpru¨fung der syntaktischen Sicherheit wird auf demAnsatz vonGelder und Topor (1991)
aufgebaut. Dabei ist die Evaluierbarkeit einer Anfrage das entscheidende Kriterium.
Nach Gelder und Topor werden fu¨r die U¨berpru¨fung der Evaluierbarkeit einer Anfrage
die Pra¨dikate gen() und con() eingesetzt. Somit wird u¨berpru¨ft, ob jeder Wert der Variablen
X, der bei der Evaluierung einer Formel F entsteht, ein Wert aus der Datenbank ist.
Die Relation gen() wird zum Testen der Sicherheit von freien Variablen verwendet, wa¨h-
rend con() fu¨r den Test der gebundenen Variablen genutzt wird. Um die Sicherheit zu veri-
fizieren, wird u¨berpru¨ft, an welche Relationen die jeweiligen Variablen gebunden sind. Die
Unterscheidung zwischen gen() und con() ist notwendig, da die Werte fu¨r die freien Varia-
blen im Gegensatz zu den gebundenen Variablen als Anfrageergebnis ausgegeben werden.
Damit muss bei der Evaluierung der Quantoren mittels con() nur u¨berpru¨ft werden, ob end-
liche Mengen zu Grunde liegen. Dies wird erfu¨llt, sofern jeder mo¨gliche Wert, der die Teil-
formel erfu¨llt, ein Wert aus der Datenbank ist, beziehungsweise dann, wenn die Teilformel
die quantifizierte Variable nicht entha¨lt. Im A¨hnlichkeitskalku¨l werden diese Pra¨dikate wie
folgt definiert:
Definition 5.3.6. Das Pra¨dikat gen(X, F, E), mit der Variablen X ∈ X, der SDC-Formel F und
einem Algebraausdruck E ist induktiv definiert:
gen(X, F,pi#i(R)) ⇔ F = R(Y1, . . . ,Yi−1,X,Yi+1, . . . ,Ym)
gen(X, F,pi#i(R
+)) ⇔ F = R+(Y0, . . . ,Yi−1,X,Yi+1, . . . ,Ym)
gen(X, (F1 ∧ F2), E) ⇔ gen(X, F1, E) oder gen(X, F2, E)
gen(X, (∧(θ1,θ2,...,θm)(F1, F2, . . . , Fm)), E) ⇔ gen(X, F1, E)
gen(X, (F1 ∨ F2), (E1) ∪ (E2)) ⇔ gen(X, F1, E1) und gen(X, F2, E2)
gen(X, (φ(F1, F2, . . . , Fm)), (E1) ∪ (E2) ∪ . . . ∪ (Em)) ⇔ ∀j gen(X, Fj, Ej)
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gen(X, (¬F), E) ⇔ gen(X, pushnot(¬F), E)
gen(X, (∃X1F), E) ⇔ gen(X, F, E) und X 6= X1
gen(X, (∀X1F), E) ⇔ gen(X, F, E) und X 6= X1
gen(X, (∃kX1F), E) ⇔ gen(X, F, E) und X 6= X1
gen(X, (∀kX1F), E) ⇔ gen(X, F, E) und X 6= X1
gen(X, ("θF), E) ⇔ gen(X, F, E)
gen(X, (#θF), E) ⇔ gen(X, F, E)
gen(X, ($θ, f F), E) ⇔ gen(X, F, E).
Es gilt j = 1, . . . ,m und φ ∈ {∨(θ1,θ2,...,θm),⊕z,⊕z(θ1,θ2,...,θm)}. Durch die pushnot-Operation wird
die Negation in einer Formel nach Innen, also zu den Atomen, gezogen. Dafu¨r gelten die
folgenden Ersetzungsregeln:
(¬(F1 ∧ F2)) ⇔ ((¬F1) ∨ (¬F2))
(¬(∧(θ1,θ2,...,θm)(F1, F2, . . . , Fm))) ⇔ (∨(θ1,θ2,...,θm)((¬F1), (¬F2), . . . , (¬Fm)))
(¬(F1 ∨ F2)) ⇔ ((¬F1) ∧ (¬F2))
(¬(∨(θ1,θ2,...,θm)(F1, F2, . . . , Fm))) ⇔ (∧(θ1,θ2,...,θm)((¬F1), (¬F2), . . . , (¬Fm)))
(¬(⊕z(F1, F2, . . . , Fm))) ⇔ (⊕1−z((¬F1), (¬F2), . . . , (¬Fm)))







(¬#θF) ⇔ (¬(("θF) ∧ F))
(¬$θ, f F) ⇔ ($θ,¬ f F)
2
Wird also mittels der Relation gen() einer Variablen X und einer Formel F ein Algebraaus-
druck E zugeordnet, dann beinhaltet das Ergebnis der Auswertung von E alle Werte der
Variablen X, die die Formel F erfu¨llen.
Analog dazu wird das Pra¨dikat con() zur Evaluierung gebundener Variablen wie folgt
definiert:
Definition 5.3.7. Das Pra¨dikat con(X, F, E) mit der Variablen X ∈ X, der SDC-Formel F und
dem Algebraausdruck E wird wie folgt induktiv definiert:
con(X, F,pi#i(R)) ⇔ F = R(Y1, . . . ,Yi−1,X,Yi+1, . . . ,Ym)
con(X, F,pi#i(R
+)) ⇔ F = R+(Y0, . . . ,Yi−1,X,Yi+1, . . . ,Ym)
con(X, F(X1, . . . ,Xm),⊥) ⇔ Xi 6= X fu¨r i = 1, . . . ,m
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con(X, (F1 ∧ F2), E) ⇔ gen(X, F1, E) oder gen(X, F2, E)
con(X, (∧(θ1,θ2,...,θm)(F1, F2, . . . , Fm)), E) ⇔ gen(X, F1, E)
con(X, (F1 ∧ F2), (E1) ∪ (E2)) ⇔ con(X, F1, E1) und con(X, F2, E2)
con(X, (F1 ∨ F2), (E1) ∪ (E2)) ⇔ con(X, F1, E1) und con(X, F2, E2)
con(X, (φ(F1, F2, . . . Fm), (E1) ∪ (E2) ∪ . . . ∪ (Em)) ⇔ ∀j con(X, Fj, Ej)
con(X, (¬F), E) ⇔ con(X, pushnot(¬F), E)
con(X, (∃X1F), E) ⇔ con(X, F, E) und X 6= X1
con(X, (∀X1F), E) ⇔ con(X, F, E) und X 6= X1
con(X, (∃kX1F), E) ⇔ con(X, F, E) und X 6= X1
con(X, (∀kX1F), E) ⇔ con(X, F, E) und X 6= X1
con(X, ("θF), E) ⇔ con(X, F, E)
con(X, (#θF), E) ⇔ con(X, F, E)
con(X, ($θ, f F), E) ⇔ con(X, F, E)
Es gilt j = 1, . . . ,m und φ ∈ {⊕z,∧(θ1,θ2,...,θm),∨(θ1,θ2,...,θm),⊕z(θ1,θ2,...,θm)}. Das Symbol ‘⊥’ steht
fu¨r eine 0-a¨re Relation, die keine Tupel entha¨lt. Somit entspricht ‘⊥’ dem neutralen Element
bezu¨glich der Vereinigung. 2
Unter Verwendung dieser Pra¨dikate kann nun die Evaluierbarkeit eines SDC-Anfrageaus-
drucks im Sinne von Gelder und Topor (1991) definiert werden.
Definition 5.3.8. Eine SDC-Anfrage {X1,X2, . . . ,Xn|F(X1,X2, . . . ,Xn)} ist evaluierbar, wenn
1. fu¨r jede Variable Xi mit i = 1, . . . , n das Pra¨dikat gen(Xi, F, E) gilt,
2. fu¨r jede Variable X, die in einer Teilformel (∃XF1) beziehungsweise (∃kXF1)von F ge-
bunden ist, das Pra¨dikat con(X, F1, E) gilt und daru¨ber hinaus bei (∃kXF1) der Aus-
druck E nicht das Symbol ‘⊥’ entha¨lt,
3. fu¨r jede Variable X, die in einer Teilformel (∀XF1) beziehungsweise (∀kXF1) von F ge-
bunden ist, das Pra¨dikat con(X,¬F1, E) gilt und daru¨ber hinaus bei (∀kXF1) der Aus-
druck E nicht das Symbol ‘⊥’ entha¨lt, und
4. F(X1,X2, . . . ,Xn) rektifiziert ist, das heißt, jede Variable ist entweder frei oder einmalig
gebunden.
2
Auf Basis der beschriebenen Syntax kann ein Anfrageausdruck E im A¨hnlichkeitskalku¨l
konstruiert werden. Dieser stellt eine Verallgemeinerung eines Anfrageausdrucks des Be-
reichskalku¨ls dar. Neben beliebigen traditionellen Anfragen ko¨nnen daher auch unscharfe
Anfragen formuliert werden.
Im folgenden Abschnitt wird die konkrete Semantik des Kalku¨ls vorgestellt. Es ist zu be-
achten, dass die Semantik der Operatoren nicht vordefiniert ist. Vielmehr werden Anforde-
rungen an die Operatoren gestellt, so dass das SDC beliebig erweiterbar ist. Damit kann das
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A¨hnlichkeitskalku¨l auf spezielle Anwendungen zugeschnitten werden. Die Gewichte wer-
den durch Gewichtsvariablen spezifiziert, wobei die genauen Werte durch eine Interpretati-
onsfunktion außerhalb der Anfrage festgelegt werden.
5.3.3 Semantik
Nachdem die Syntax des A¨hnlichkeitskalku¨ls beschrieben wurde, wird die Semantik ei-
nes SDC-Ausdrucks festgelegt. Es wird zuna¨chst in Definition 5.3.9 die Interpretation des
SDC gegeben. Es folgen Definitionen der Variablenzuordnung und der Atomersetzung. Ab-
schließend wird die Semantik einer SDC-Formel sowie die Semantik eines SDC-Anfrage-
ausdrucks definiert.
Definition 5.3.9. Eine Interpretation u¨ber SDC(U, A0,X,∆,C,D,Dom,R,R+,Θ,Z,F) ist ein Tri-
ple (d, db, I) und
1. d ist eine endlicheMenge vonWertebereichen {d1, d2, . . . , dq}, wobei jeder Bereich einer
Menge von Werten entspricht.
2. db ist eine endliche Menge von Relationen {r1, r2, . . . , rp}.
3. I ist eine Interpretationsfunktion, die
a) jedem Bereichsnamen D ∈ D einen Wertebereich zuordnet:
I(D) ∈ d.
b) jedem Relationenschema R(A1, A2, . . . , An) ∈ R eine Relation zuordnet:
I(R) ∈ db
mit I(R) ⊆ I(Dom(A1))× I(Dom(A2))× . . .× I(Dom(An)).
c) jedem Fuzzy-Relationsschema R+(A0, A1, A2, . . . , An) ∈ R+eine Relation zuord-
net:
I(R+) ∈ db
mit I(R+) ⊆ I(Dom(A0))× I(Dom(A1))× I(Dom(A2))× . . .× I(Dom(An)).
d) jedem Operationsnamen δ ∈ ∆ eine bina¨re Funktion zuordnet:
I(δ) : I(Dom(δ))× I(Dom(δ))→ [0, 1].
Die Werte einer kontinuierlichen Operation liegen im Interval [0, 1]. Hingegen
sind die Werte einer diskreten Operation auf {0, 1} beschra¨nkt, wobei der Wert
0 gleichbedeutend mit dem Booleschen Wert falsch und 1 gleichbedeutend mit
wahr ist.
Die Semantik der Operationen ist nicht vordefiniert. So ko¨nnen neben den klas-
sischen Vergleichsoperatoren, wie beispielsweise <,=,≤ oder ≥, auch A¨hnlich-
keitsoperationen, wie∼, sowie zeitliche beziehungsweise ra¨umliche Operationen,
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wie zum Beispiel vor, nach oder links von, in, nah, in die Anfragesprache integriert
werden. Auf diese Art und Weise ist die Anfragesprache universell fu¨r verschie-
dene Medien einsetz- respektive erweiterbar und kann entsprechend den anwen-
dungsspezifischen Gegebenheiten angepasst werden. Fu¨r alle Datentypen gibt es
den Vergleichsoperator =. Er weist eine Gleichheitssemantik auf.
e) jedem Konstantennamen C ∈ C einen Wert zuordnet:
I(C) ∈ I(Dom(C)).
f) jeder Gewichtsvariablen θ ∈ Θ einen Wert zuordnet:
I(θ) ∈ [0, 1].
g) jeder Operatorgewichtsvariablen z ∈ Z einen Wert zuordnet:
I(z) ∈ [0, 1).
h) jedem Funktionsnamen f ∈ F eine bina¨re Funktion zuordnet:
I( f ) : [0, 1]× [0, 1]→ [0, 1].
i) jedem Konjunktionssymbol ‘∧’eine Scoring-Funktion, die die in Abschnitt 4.1.2
spezifizierten Anforderungen erfu¨llt, zuordnet:
I(∧) : [0, 1]× [0, 1]→ [0, 1].
Da ‘∧’ sowohl assoziativ als auch kommutativ ist, kann der Junktor zu einem
n-a¨ren Junktor verallgemeinert werden.
j) jedem gewichteten Konjunktionssymbol ‘∧(θ1,θ2,...,θm)’ eine gewichtete Scoring-Funk-
tion zuordnet:
I(∧(θ1,θ2,...,θm)) : [0, 1]m × [0, 1]m → [0, 1].
Der erste Parameter der Funktion ist fu¨r die Gewichte I(θj) mit ∑mj=1 I(θj) = 1
reserviert. Es mu¨ssen alle Anforderungen an eine gewichtete Scoring-Funktion
erfu¨llt werden (vgl. Abschnitt 4.3.2).
k) jedem Disjunktionssymbol ‘∨’ eine Scoring-Funktion, die die in Abschnitt 4.1.2
spezifizierten Anforderungen erfu¨llt, zuordnet:
I(∨) : [0, 1]× [0, 1]→ [0, 1].
Da ‘∨’ sowohl assoziativ als auch kommutativ ist, kann der Junktor zu einem
n-a¨ren Junktor verallgemeinert werden.
l) jedem gewichtetenDisjunktionssymbol ‘∨(θ1,θ2,...,θm)’ eine gewichtete Scoring-Funk-
tion zuordnet:
I(∨(θ1,θ2,...,θm)) : [0, 1]m × [0, 1]m → [0, 1].
Der erste Parameter der Funktion ist fu¨r die Gewichte I(θj) mit ∑mj=1 I(θj) = 1
reserviert. Es mu¨ssen alle Anforderungen an eine gewichtete Scoring-Funktion
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erfu¨llt werden (vgl. Abschnitt 4.3.2).
m) jedem Kombinationssymbol ‘⊕z’ einen kompensatorischen ODER-Operator zu-
ordnet:
I(⊕z) : [0, 1)× [0, 1]m → [0, 1].
Der erste Parameter des Operators ist fu¨r das Operatorgewicht I(z) reserviert.
Bei einem z-Wert von 0 entspricht das Kombinationssymbol ‘⊕z’ der klassischen
Disjunktion. Somit gilt:
∀µ1, µ2, . . . , µm ∈ [0, 1] : I(⊕z)(0, µ1, µ2, . . . , µm) = I(∨)(µ1, µ2, . . . , µm).
Fu¨r die Disjunktion wurde hier die als n-a¨rer Junktor verallgemeinerte Form ge-
nutzt.
n) jedem gewichteten Kombinationssymbol ‘⊕z(θ1,θ2,...,θm)’ einen gewichteten kompen-
satorischen ODER-Operator zuordnet:
I(⊕z(θ1,θ2,...,θm)) : [0, 1)× [0, 1]m × [0, 1]m → [0, 1].
Der erste Parameter des Operators ist fu¨r das Operatorgewicht I(z) reserviert.
Bei einem z-Wert von 0 entspricht das Kombinationssymbol ‘⊕z’ der gewichteten
Disjunktion. Bei einer Gleichgewichtung der Operanden ergibt sich eine unge-
wichtete Kombination, wa¨hrend bei einem Gewicht von 1 nur der am sta¨rksten
gewichtete Operand von Bedeutung ist. Daher gelten die folgenden Bedingun-
gen:
∀v1, . . . vm, µ1, . . . , µm ∈ [0, 1] :
I(⊕z(θ1,θ2,...,θm))(0, v1, . . . vm, µ1, . . . , µm) = I(∨(θ1,θ2,...,θm)) (v1, . . . vm, µ1, . . . , µm)
sowie
∀v ∈ [0, 1), µ1, . . . , µm ∈ [0, 1] :
I(⊕z(θ1,θ2,...,θm))(v, 1/m, . . . 1/m, µ1, . . . , µm) = I(⊕z)(v, µ1, . . ., µm)
und
∀v2, . . . , vm ∈ [0, 1), µ1, . . . , µm ∈ [0, 1] :
I(⊕z(θ1,θ2,...,θm))(v, 1, v2, . . . vm, µ1, . . . , µm) = µ1.
o) jedem Negationssymbol ‘¬’ eine Negation zuordnet:
I(¬) : [0, 1]→ [0, 1]
mit ¬¬µ = µ. Des Weiteren muss die Negation neben der Involution im Zusam-
menhang mit der Konjunktion und der Disjunktion die Erfu¨llung der DeMorgan-
schen Gesetze gewa¨hrleisten.
2
Zusammenfassend wird somit jedemUND-Junktor eine Scoring-Funktion fu¨r Konjunktio-
nen und jedem ODER-Junktor eine Scoring-Funktion fu¨r Disjunktionen zugeordnet. Dafu¨r
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ko¨nnen beliebige aus der Fuzzy-Logik bekannte T-Normen und T-Conormen eingesetzt wer-
den. Der Einsatz andere Funktionen ist ebenso mo¨glich. Voraussetzung ist, dass die Funk-
tionen die Anforderungen an eine Scoring-Funktion erfu¨llen. Fu¨r die Umsetzung der ge-
wichteten Junktoren kann im konkreten Fall eine der in Abschnitt 4.2 vorgestellten Scoring-
Funktionen eingesetzt werden.
Der Universaloperator wird durch einen kompensatorischen ODER-Operator umgesetzt
(siehe Abschnitt 2.4.2). Auch hierfu¨r ko¨nnen je nach Bedarf unterschiedliche kompensato-
rische ODER-Operatoren verwendet werden. Der gewichtete kompensatorische Operator
kann, realisiert werden, wie im Multi-Level-Gewichtungsmodell vorgeschlagen (vgl. Ab-
schnitt 4.3.4).
Nachdem die Interpretationen fu¨r die einzelnen Symbole bekannt sind, wird nun auf die
Variablenzuordnung und die Atomersetzung eingegangen.
Definition 5.3.10. Sei V eine Variablenzuordnung von X nach
⋃
d∈d
d, wobei gilt ∀X ∈ X.V(X) ∈
I(Dom(X)). 2
Definition 5.3.11. Eine Atomersetzung V∗(F) eines SDC-Atoms F bezu¨glich der Variablenzu-
ordnung V und einer Interpretationsfunktion I ist wie folgt definiert:
1. Falls F = R(Y1,Y2, . . . ,Ym) gegeben ist, dann wird das Atom durch ‘1’ ersetzt, wenn
i ∈ {1, . . . ,m}.vi =
{
V(Yi) wenn Yi ein Variable ist
I(Yi) wenn Yi ein Konstantenname ist
und
(v1, v2, . . . , vm) ∈ I(R).
Somit gilt V∗(F) = 1.
Ansonsten wird das Atom durch ‘0’ ersetzt: V∗(F) = 0.
2. Falls F = R+(Y0,Y1,Y2, . . . ,Ym) gegeben ist, dann gilt V∗(F) = v0, wenn
i ∈ {0, . . . ,m}.vi =
{
V(Yi) wenn Yi ein Variable ist
I(Yi) wenn Yi ein Konstantenname ist
und
(v0, v1, v2, . . . , vm) ∈ I(R).
Ansonsten wird das Atom durch ‘0’ ersetzt: V∗(F) = 0.
3. Falls F = Y1δY2 gegeben ist, dann wird das Atom durch den Wert I(δ)(v1, v2) ersetzt.
Somit gilt V∗(F) = I(δ)(v1, v2) und
i ∈ {1, 2}.vi =
{
V(Yi) wenn Yi ein Variable ist
I(Yi) wenn Yi ein Konstantenname ist
2
111
5 A¨hnlichkeitskalku¨l und A¨hnlichkeitsalgebra
Definition 5.3.12.Die Semantik einer SDC-Formel F(X1,X2, . . . ,Xn)wirdmit I∗V(F) notiert. Sie
basiert auf einer Atomersetzung V∗(F) und einer Interpretationsfunktion I. Die Semantik ist
wie folgt rekursiv definiert:
1. Wenn F ein Atom ist, dann gilt:
I∗V(F) = V
∗(F).
2. Wenn F eine Konjunktion (F1 ∧ F2) ist, dann gilt:
I∗V(F) = I(∧)(I∗V(F1), I∗V(F2)).
3. Wenn F eine gewichtete Konjunktion (∧(θ1,θ2,...,θm)(F1, F2, . . . Fm)) ist, dann gilt:
I∗V(F) = I(∧(θ1,θ2,...,θm))(I(θ1), I(θ2), . . . I(θm), I∗V(F1), I∗V(F2), . . . , I∗V(Fm)).
4. Wenn F eine Disjunktion (F1 ∨ F2) ist, dann gilt:
I∗V(F) = I(∨)(I∗V(F1), I∗V(F2)).
5. Wenn F eine gewichtete Disjunktion (∨(θ1,θ2,...,θm)(F1, F2, . . . Fm)) ist, dann gilt:
I∗V(F) = I(∨(θ1,θ2,...,θm))(I(θ1), I(θ2), . . . I(θm), I∗V(F1), I∗V(F2), . . . , I∗V(Fm)).
6. Wenn F eine Kombination (⊕z(F1, F2, . . . Fm)) ist, dann gilt:
I∗V(F) = I(⊕z)(I(z), I∗V(F1), I∗V(F2), . . . , I∗V(Fm)).
7. Wenn F eine gewichtete Kombination (⊕z(θ1,θ2,...,θm)(F1, F2, . . . Fm)) ist, dann gilt:
I∗V(F) = I(⊕z(θ1,θ2,...,θm))(I(z), I(θ1), I(θ2), . . . I(θm), I∗V(F1), I∗V(F2), . . . , I∗V(Fm)).
8. Wenn F eine Negation (¬F) ist, dann gilt:
I∗V(F) = I(¬)(I∗V(F)).
9. Wenn F eine existentiell gebundene Formel (∃XF1(X1, . . . ,Xn)) ist, dann gilt:
I∗V(F) = I(∨)(I∗VX (F))
mit
VX = {VX ist eine Variablenzuordnung und Xi 6= X impliziert VX(Xi) = V(Xi) fu¨r




10. Wenn F eine universell gebundene Formel (∀XF1(X1, . . . ,Xn)) ist, dann gilt:
I∗V(F) = I(∧)(I∗VX (F))
mit
VX = {VX ist eine Variablenzuordnung und Xi 6= X impliziert VX(Xi) = V(Xi) fu¨r
alle Xi ∈ X}. Der Ausdruck I(∧)(I∗VX (F)) bedeutet eine Konjunktion u¨ber alle auf F
angewendeten Variablenzuordnungen VX.
11. Wenn F eine k-existentiell gebundene Formel (∃kXF1(X1, . . . ,Xn)) ist, dann gilt:




k ∗ I(∨)(I∗VX (F1))
, 1
 .
12. Wenn F eine k-universell gebundene Formel (∀kXF1(X1, . . . ,Xn)) ist, dann gilt:
I∗V(F) = I
∗
V((¬(∃k(¬F1(X1, . . . ,Xn))))).
13. Wenn F eine cut-Operation ("θF1) ist, dann gilt:
I∗V(F) =
{
1 wenn I∗V(F1) ≥ I(θ)
0 sonst
.




15. Wenn F eine usercut-Operation ($θ, f F1) ist, dann gilt:




Aufbauend auf der Semantik der einzelnen Operationen kann die Semantik eines Anfrage-
ausdrucks wie folgt definiert werden:
Definition 5.3.13.Die Semantik eines Anfrageausdrucks E = {X1,X2, . . . ,Xn|F(X1,X2, . . . ,Xn)}
wird mit I∗(E) notiert und ist definiert als:
{(V.I∗V(F(X1,X2, . . . ,Xn)),V(X1),V(X2), . . . ,V(Xn))|V.I∗V(F(X1,X2, . . . ,Xn)) > 0}.
2
Damit erscheinen nur diejenigen Tupel zusammen mit ihrem Relevanzwert im Ergebnis, de-
ren RSV gro¨ßer null ist. Es ist daher leicht ersichtlich, dass die hier definierte Semantik die
Booleschen Anfragen einschließt. Eine Fuzzy-Semantik wird lediglich dann beno¨tigt, wenn
kontinuierliche Operationen, wie beispielsweise A¨hnlichkeitspra¨dikate, oder eine Relevanz-
gewichtung verwendet werden.
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5.4 Relationale A¨hnlichkeitsalgebra
Die A¨hnlichkeitsalgebra SA bildet als prozedurale Sprache die Basis fu¨r die U¨berfu¨hrung
eines SDC-Ausdrucks. Sie ist jedoch nicht fu¨r die direkte Formulierung der Anfragen vorge-
sehen (Schmitt und Schulz, 2004b). Die A¨hnlichkeitsalgebra erweitert die relationale Algebra
um die Mo¨glichkeit, unscharfe Anfragen zu formulieren sowie gewichtete Anfragen zu ver-
arbeiten. Im Folgenden wird zuna¨chst die Syntax der A¨hnlichkeitsalgebra vorgestellt. Dem
folgt die Beschreibung der Semantik der Sprache.
5.4.1 Syntax
Die Syntax der A¨hnlichkeitsalgebra ist wie folgt definiert:
Definition 5.4.1. Ein Tupel (U, A0,∆,C,D,Dom,R,R+,Θ,Z,F) beschreibt die A¨hnlichkeitsal-
gebra SA, wobei U = {A1, A2, . . .} das Universum der Attribute ist; A0 das Attribut fu¨r
den Relevanzwert ist; X = {X1,X2, . . .} eine Menge von Variablen ist; ∆ = {δ1, δ2, . . .} eine
Menge bina¨rer Operationsnamen ist einschließlich des Vergleichsoperators ‘=’;C eineMenge
von Konstantennamen ist; D eine Menge von Bereichsnamen ist; Dom eine Abbildung von
U∪ A0 ∪X∪∆∪C nachD ist;R eine endliche Menge von Relationenschemata R1,R2, . . . ,Rp
ist und jedes Relationenschema eine Teilmenge von U ist; R+ eine endliche Menge von
Fuzzy-Relationenschemata R+1 ,R
+
2 , . . . ,R
+
p ist und jedes Fuzzy-Relationenschema sich aus
A0 und einer Teilmenge von U ergibt; Θ = {θ1, θ2, . . .} eine Menge von Gewichtsvariablen
ist, Z = {z1, z2, . . .} eine Menge von Operatorgewichtsvariablen und F = { f1, f2, . . .} eine
Menge bina¨rer Funktionsnamen ist.
2
Es seien att(E) alle Attribute, die in einem Algebraausdruck E vorkommen. Jedes Attribut
wird mit einer Ordnungszahl #i entsprechend des Auftretens des jeweiligen Attributs in E
bezeichnet.
Die A¨hnlichkeitsalgebra umfasst die klassischen Operationen der relationalen Algebra.
Zusa¨tzlich dazu werden weitere Operationen, wie beispielsweise der cut-Operator, bereitge-
stellt, um eine ada¨quate Abbildung des A¨hnlichkeitskalku¨ls in die -algebra zu ermo¨glichen.
Die Definition eines Algebraausdrucks ist nachfolgend angegeben.
Definition 5.4.2. Ein Ausdruck E der A¨hnlichkeitsalgebra ist wie folgt definiert:
1. 0, wobei die 0-Relation genau ein Tupel mit einem Attributwert entha¨lt. Diese ku¨nstli-
che Relation wird beno¨tigt, um die Bereichsunabha¨ngigkeit zu gewa¨hrleisten.
2. 1, wobei die 1-Relation das neutrale Element bezu¨glich des Joins und des kartesischen
Produktes ist.
3. R ∈ R,
4. R+ ∈ R+,
5. DomD with D ∈ D,
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6. pi#p1 ,#p2 ,...,#pn (E), wobei E ein Ausdruck der A¨hnlichkeitsalgebra ist und {#p1 , #p2 , . . . , #pn}⊆ att(E).
7. pik#p1 ,#p2 ,...,#pn (E), wobei E ein Ausdruck der A¨hnlichkeitsalgebra und k > 1 eine natu¨r-
liche Zahl ist. Es gilt {#p1 , #p2 , . . . , #pn} ⊆ att(E). Diese Operation ist das Gegenstu¨ck
zum k-parametrisierten Existenzquantor des SDC.
8. σyiδyj(E), mit den bina¨ren Operationen δ ∈ ∆ und Dom(yi) = Dom(yj) = Dom(δ),
{yi, yj} ⊆ att(E) ∪ C, wobei E ein Ausdruck der A¨hnlichkeitsalgebra ist und δ eine
diskrete Operation oder eine kontinuierliche Operation ist. Analog zum SDC ko¨nnen
beide Operanden Konstanten sein, so dass der Relevanzwert direkt manipuliert wer-
den kann.
9. Durchschnitt: Seien E1, E2, . . . , Em unionkompatible Ausdru¨cke der A¨hnlichkeitsalge-
bra, dann
• ist der Durchschnitt als (E1 ∩ E2) und
• der gewichtete Durchschnitt als (∩(θ1,θ2,...,θm)E1, E2, . . . , Em) definiert. Die Reihen-
folge der Algebraausdru¨cke Ei ist abha¨ngig von der Gewichtung. Es gilt θ1 ≥
θ2 ≥ . . . ≥ θm. Bei lediglich zwei Operanden wird anstelle der Pra¨fix-Notation die
Infix-Notation verwendet.
10. Vereinigung: Seien E1, E2, . . . , Em unionkompatible Ausdru¨cke der A¨hnlichkeitsalge-
bra, dann
• ist die Vereinigung (E1 ∪ E2) und
• die gewichtete Vereinigung (∪(θ1,θ2,...,θm)E1, E2, . . . , Em). Die Reihenfolge der Alge-
braausdru¨cke Ei ist abha¨ngig von der Gewichtung. Es gilt θ1 ≥ θ2 ≥ . . . ≥ θm.
Bei nur zwei Operanden kann anstelle der Pra¨fix-Notation die Infix-Notation ver-
wendet werden.
11. Kombination: Seien E1, E2, . . . , Em unionkompatible Ausdru¨cke der A¨hnlichkeitsalge-
bra, dann
• ist die Kombination als (unionmultizE1, E2, . . . , Em) und
• die gewichtete Kombination als (unionmultiz(θ1,θ2,...,θm)E1, E2, . . . , Em) definiert. Die Reihen-
folge der Algebraausdru¨cke Ei ist abha¨ngig von der Gewichtung. Es gilt θ1 ≥ θ2 ≥
. . . ≥ θm.
Bei einer Kombination mit zwei Operanden kann anstelle der Pra¨fix-Notation die
Infix-Notation verwendet werden.
12. (E1 \ E2), wobei E1 und E2 unionkompatible Ausdru¨cke der A¨hnlichkeitsalgebra sind.
13. (E1 × E2), wobei E1 und E2 Ausdru¨cke der A¨hnlichkeitsalgebra sind. Da ‘×’ sowohl
assoziativ als auch kommutativ ist, kann der Operator zu einem n-a¨ren kartesischen
Produkt verallgemeinert werden.
14. (E1 ./#i1=#j1 ,...,#im=#jm E2), wobei E1 und E2 Ausdru¨cke der A¨hnlichkeitsalgebra sind
und {#i1 , . . . , #im} ⊆ att(E1), {#j1 , . . . , #jm} ⊆ att(E2).
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15. "θ(E), wobei E ein Ausdruck der A¨hnlichkeitsalgebra ist und θ ∈ Θ.
16. #θ(E), wobei E ein Ausdruck der A¨hnlichkeitsalgebra ist und θ ∈ Θ.
17. $θ, f (E), wobei E ein Ausdruck der A¨hnlichkeitsalgebra ist und θ ∈ Θ sowie f ∈ F.
2
5.4.2 Semantik
Die Interpretation einer A¨hnlichkeitsalgebra SA(U, A0,∆,C,D,Dom,R,R+,Θ,Z,F) entspricht
der Interpretation des SDC. Es ist somit ein Triple (d,db, I). Daher wird an dieser Stelle auf
die Definition 5.3.9 verwiesen.
Im Folgenden wird die Semantik eines Algebraausdrucks angegeben. Dabei ist anzumer-
ken, dass die Relationen mit einem ku¨nstlichen RSV-Attribut #0 an der ersten Position der
Relation ausgestattet sind. Dieses Attribut erlaubt die Verwaltung des Relevanzwerte eines
Tupels. Fuzzy-Relationen verfu¨gen bereits u¨ber ein solches Attribut fu¨r den Relevanzwert,
so dass hier kein ku¨nstliches Attribut eingefu¨hrt werden muss.
Definition 5.4.3. Die Semantik eines Algebraausdrucks E ist mittels einer Interpretationsfunk-
tion I∗ wie folgt induktiv definiert:
1. 0-Relation E = 0:
I∗(0) = {(1, 0)}
ist eine Relation mit genau einem Tupel, dessen Relevanzwert 1 betra¨gt, und einem
beliebigen Attributwert, vorzugsweise 0.
2. 1-Relation E = 1:
I∗(1) = {(1)}
ist eine Relation mit genau einem Tupel. Der RSV des Tupels betra¨gt 1. Ansonsten be-
sitzt die Relation keine weiteren Attribute.
3. Relationenname E = R ∈ R:
I∗(R) = {(1, v1, v2, . . . , vn)|(v1, v2, . . . , vn) ∈ I(R)}
mit den Attributen A1, A2, . . . , An von R. Alle Tupel werden mit einem RSV von 1 aus-
gestattet. Das bedeutet, dass sie zuna¨chst als wahre Fakten betrachtet werden. Damit
wird eine Relation R in eine Fuzzy-Relation R+ u¨berfu¨hrt, wobei jedem Tupel der ma-
ximale Relevanzwert von 1 zugeteilt wird.
4. Relationenname E = R+ ∈ R+:
I∗(R+) = {(v0, v1, v2, . . . , vn)|(v0, v1, v2, . . . , vn) ∈ I(R+)}




5. Bereichsname E = DomD:
I∗(DomD) = {(1, v)|v ∈ I(D)}.
JedemWertebereiche wird ebenfalls ein Relevanzwert von 1 zugeordnet.
6. Projektion E = pi#p1 ,#p2 ,...,#pn (E1): v01 , . . . , v0l sind die Relevanzwerte fu¨r eine Werteliste
vp1 , . . . , vpn , wobei (v0i , v1, . . . , vm) ∈ I∗(E1) gilt und die entsprechenden Werte iden-
tisch sind: pi = j→ vpi = vj mit i = 1, . . . , n. Damit ergibt sich
I∗(pi#p1 ,#p2 ,...,#pn (E1)) =
{





I(∨)(v01 , . . . , v0l ) if l > 1
v01 if l = 1
.
Bei der Projektion findet eine Duplikateliminierung statt. Diese basiert auf der Disjunk-
tion der Relevanzwerte ansonsten gleicher Tupel. Fu¨r diesen Zweck kann ein n-a¨rer
ODER-Operator eingesetzt werden.
7. Parametrisierbare Projektion E = pik#p1 ,#p2 ,...,#pn (E1): v01 , . . . , v0l sind die Relevanzwerte fu¨r
eineWerteliste vp1 , . . . , vpn , wobei (v0i , v1, . . . , vm) ∈ I∗(E1) gilt und die entsprechenden
Werte identisch sind: pi = j→ vpi = vj mit i = 1, . . . , n. Damit ergibt sich
I∗(pi#p1 ,#p2 ,...,#pn (E1)) = {(u0, vp1 , vp2 , . . . , vpn)|(v0i , v1, . . . , vm) ∈ I∗(E1)}
mit
u0 = I(∨)(v01 , . . . , v0l ) ∗min
(
v01 + . . .+ v0l




8. Selektion E = σyiδyj(E1):




vi wenn yi ein Attribut ist




vj wenn yj ein Attribut ist
I(yj) wenn yj ein Konstantenname ist.
Bei einer Selektion ohne eine Bedingung findet keine Einschra¨nkung statt, so dass gilt:
I∗(σ(E1)) = I∗(E1).
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9. Durchschnitt E = (E1 ∩ E2) :
I∗((E1 ∩ E2)) =
{(I(∧)(v0,w0), v1, . . . , vk)|(v0, v1, . . . , vk) ∈ I∗(E1) ∧ (w0, v1, . . . , vk) ∈ I∗(E2)}.
10. Gewichteter Durchschnitt E = (∩(θ1,θ2,...,θm)E1, E2, . . . , Em) :
Aus Gru¨nden der U¨bersichtlichkeit wird die Semantik des gewichteten Durchschnitts
exemplarisch fu¨r E = (E1 ∩(θ1,θ2) E2) angegeben. Die allgemeine Definition fu¨r den
gewichteten Durchschnitt ist im Anhang A (Definition A.1) aufgefu¨hrt. Es gilt:
I∗((E1 ∩(θ1,θ2) E2)) =
{(?1, v1, . . . , vk)|(v0, v1, . . . , vk) ∈ I∗(E1) ∧ (w0, v1, . . . , vk) ∈ I∗(E2)} ∪
{(?2, v1, . . . , vk)|(v0, v1, . . . , vk) ∈ I∗(E1) ∧ ∀w0.(w0, v1, . . . , vk) /∈ I∗(E2)}
mit
?1 = I(∧(θ1,θ2))(I(θ1)I(θ2), v0,w0)
?2 = I(∧(θ1,θ2))(I(θ1)I(θ2), v0, 0).
Der gewichtete Durchschnitt entspricht somit nicht dem normalen Durchschnitt. Denn
auf Grund der Gewichtung erzeugt eine Konjunktion mit einemweniger stark gewich-
teten Operanden (E2), der einen RSV von 0 besitzt, einen neuen Relevanzwert, welcher
ungleich 0 ist. Daher werden all die Tupel, die in E1 und E2 sowie die Tupel, die nur in
E1, also der am sta¨rksten gewichteten Menge, enthalten sind, zum Ergebnis gerechnet.
Analog dazu verha¨lt es sich mit (∩(θ1,θ2,...,θm)E1, E2, . . . , Em). Die Ergebnismenge entha¨lt
zum einen all die Tupel, die in jeder Menge E1, E2, . . . , Em erscheinen und zusa¨tzlich
dazu die Tupel von E1. Der Relevanzwert ergibt sich fu¨r jedes Tupel unter Verwendung
des RSV-Attributs #0 an der ersten Stelle der Relation beziehungsweise des Wertes 0,
falls das Tupel nicht in der entsprechenden Menge enthalten ist. Dieser Unterschied
zwischen dem Durchschnitt und dem gewichteten Durchschnitt ist in Abbildung 5.3
dargestellt.
Abbildung 5.3: Unterschied zwischen a) dem Durchschnitt (E1 ∩ E2) und b) dem gewichte-
ten Durchschnitt (E1 ∩(θ1,θ2) E2)
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11. Vereinigung E = (E1 ∪ E2) :
I∗((E1 ∪ E2)) =
{(I(∨)(v0,w0), v1, . . . , vk)|(v0, v1, . . . , vk) ∈ I∗(E1) ∧ (w0, v1, . . . , vk) ∈ I∗(E2)} ∪
{(I(∨)(v0, 0), v1, . . . , vk)|(v0, v1, . . . , vk) ∈ I∗(E1) ∧ ∀w0.(w0, v1, . . . , vk) /∈ I∗(E2)} ∪
{(I(∨)(0,w0), v1, . . . , vk)|(w0, v1, . . . , vk) ∈ I∗(E2) ∧ ∀v0.(v0, v1, . . . , vk) /∈ I∗(E1)}.
12. Gewichtete Vereinigung E = (∪(θ1,θ2,...,θm)E1, E2, . . . Em) :
Aus Gru¨nden der U¨bersichtlichkeit wird die Semantik der gewichteten Vereinigung
exemplarisch fu¨r E = (E1 ∪(θ1,θ2) E2) angegeben. Die allgemeine Definition ist im An-
hang A (Definition A.2) aufgefu¨hrt. Fu¨r zwei Operanden gilt:
I∗(E1 ∪(θ1,θ2) E2) =
{(?1, v1, . . . , vk)|(v0, v1, . . . , vk) ∈ I∗(E1) ∧ (w0, v1, . . . , vk) ∈ I∗(E2)} ∪
{(?2, v1, . . . , vk)|(v0, v1, . . . , vk) ∈ I∗(E1) ∧ ∀w0.(w0, v1, . . . , vk) /∈ I∗(E2)} ∪
{(?3, v1, . . . , vk)|(w0, v1, . . . , vk) ∈ I∗(E2) ∧ ∀v0.(v0, v1, . . . , vk) /∈ I∗(E1)}
mit
?1 = I(∨(θ1,θ2))(I(θ1), I(θ2), v0,w0)
?2 = I(∨(θ1,θ2))(I(θ1), I(θ2), v0, 0)
?3 = I(∨(θ1,θ2))(I(θ1), I(θ2), 0,w0).
Bei der gewichteten Disjunktion werden die Fuzzy-Mengen vereinigt. Befindet sich
ein Tupel in einer Menge Ej, so wird dessen Relevanzwert, andernfalls der Wert 0 zur
Berechnung des neuen Relevanzwertes verwendet. Der Unterschied zwischen der Ver-
einigung und der gewichteten Vereinigung besteht demnach nur in der Art undWeise,
wie die Berechnung des Relevanzwertes fu¨r die Ergebnistupel erfolgt.
13. Kombination E = (unionmultizE1, E2, . . . , Em) :
Aus Gru¨nden der U¨bersichtlichkeit wird die Semantik der gewichteten Vereinigung
exemplarisch fu¨r E = (E1 unionmultiz E2) angegeben. Die allgemeine Definition ist imAnhang A
(Definition A.3) aufgefu¨hrt. Bei zwei Operanden ergibt sich:
I∗((E1 unionmultiz E2)) =
{(I(unionmultiz)(I(z), v0,w0), v1, . . . , vk)|(v0, v1, . . . , vk) ∈ I∗(E1) ∧ (w0, v1, . . . , vk) ∈ I∗(E2)}∪
{(I(unionmultiz)(I(z), v0, 0), v1, . . . , vk)|(v0, v1, . . . , vk) ∈ I∗(E1)∧∀w0.(w0, v1, . . . , vk) /∈ I∗(E2)}∪
{(I(unionmultiz)(I(z), 0,w0), v1, . . . , vk)|(w0, v1, . . . , vk) ∈ I∗(E2)∧∀v0.(v0, v1, . . . , vk) /∈ I∗(E1)}.
14. Gewichtete Kombination E = (unionmultiz(θ1,θ2,...,θm)E1, E2, . . . , Em) :
Auch hier wird aus Gru¨nden der U¨bersichtlichkeit die Semantik der gewichteten Kom-
bination beispielhaft fu¨r E = (unionmultiz(θ1,θ2)E1, E2) angegeben. Die allgemeine Definition ist
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im Anhang A (Definition A.4) aufgefu¨hrt. Fu¨r zwei Operanden gilt:
I∗(unionmultiz(θ1,θ2)E1, E2) =
{(?1, v1, . . . , vk)|(v0, v1, . . . , vk) ∈ I∗(E1) ∧ (w0, v1, . . . , vk) ∈ I∗(E2)} ∪
{(?2, v1, . . . , vk)|(v0, v1, . . . , vk) ∈ I∗(E1) ∧ ∀w0.(w0, v1, . . . , vk) /∈ I∗(E2)} ∪
{(?3, v1, . . . , vk)|(w0, v1, . . . , vk) ∈ I∗(E2) ∧ ∀v0.(v0, v1, . . . , vk) /∈ I∗(E1)}
mit
?1 = I(unionmultiz(θ1,θ2))(I(z), I(θ1), I(θ2), v0,w0)
?2 = I(unionmultiz(θ1,θ2))(I(z), I(θ1), I(θ2), v0, 0)
?3 = I(unionmultiz(θ1,θ2))(I(z), I(θ1), I(θ2), 0,w0).
15. Differenz E = (E1 \ E2) :
I∗((E1 \ E2)) =
{(I(∧)(v0, I(¬)(0)), v1, . . . , vk)|(v0, v1, . . . , vk) ∈ I∗(E1)∧∀w0.(w0, v1, . . . , vk) /∈ I∗(E2)}
∪{(I(∧)(v0, I(¬)(w0)), v1, . . . , vk)|(v0, v1, . . . , vk) ∈ I∗(E1) ∧ (w0, v1, . . . , vk) ∈ I∗(E2)}.
16. Kartesisches Produkt E = E1 × E2:
I∗(E1 × E2) =
{(u0, v1, . . . , vk,w1, . . . ,wl |(v0, v1, . . . , vk) ∈ I∗(Ea) ∧ (w0,w1, . . . ,wl) ∈ I∗(Eb) ∧
u0 = I(∧)(v0,w0)}.
17. Join E = E1 ./#11=#21 ,...,#1n=#2n E2:
I∗(E1 ./#11=#21 ,...,#1n=#1n E2) =
{(u0, v1, . . . , vk,w1, . . . ,wl |(v0, v1, . . . , vk) ∈ I∗(E1) ∧ (w0,w1, . . . ,wl) ∈ I∗(E2) ∧
∀i ∈ {1, . . . , n}.v1i = w2i ∧ u0 = I(∧)(v0,w0)}.
Ein Join mit einer leeren Bedingung resultiert im kartesischen Produkt.
18. cut-Operation E = "θ(E1):
I∗("θ(E1)) ={
(u0, v1, . . . , vm)|(v0, v1, . . . , vm) ∈ I∗(E1) ∧ u0 =
{




19. softcut-Operation E = #θ(E1):
I∗(#θ(E1)) ={
(u0, v1, . . . , vm)|(v0, v1, . . . , vm) ∈ I∗(E1) ∧ u0 =
{
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20. usercut-Operation E = $θ, f (E1):
I∗($θ, f (E1)) = {(u0, v1, . . . , vm)|(v0, v1, . . . , vm) ∈ I∗(E1) ∧ u0 = I( f )(v0, I(θ))} .
2
Mit den hier beschriebenen Operatoren und der diesbezu¨glich definierten Semantik weist
die A¨hnlichkeitsalgebra die gleiche Anfragema¨chtigkeit wie das A¨hnlichkeitskalku¨l auf. Da-
mit ko¨nnen die Ausdru¨cke des Kalku¨ls in entsprechende Ausdru¨cke der Algebra u¨berfu¨hrt
werden. Darauf wird im folgenden Abschnitt na¨her eingegangen.
5.5 U¨berfu¨hrung eines Kalku¨lausdrucks in einen Algebraausdruck
In diesem Abschnitt steht die Transformation eines Ausdrucks des A¨hnlichkeitskalku¨ls in
einen Ausdruck der A¨hnlichkeitsalgebra im Vordergrund. Dafu¨r wird zuna¨chst die Vorge-
hensweise bei der Reduktion beschrieben. Im Anschluss daran wird dies an einem Beispiel
verdeutlicht. Dabei wird dargestellt, wie Anfragen im SDC formuliert werden, in einen SA-
Ausdruck u¨berfu¨hrt und letztendlich mittels der Verwendung konkreter Daten, Operationen
und Scoring-Funktionen evaluiert werden.
5.5.1 Reduktion
Die Reduktion eines Kalku¨lausdrucks in einen a¨quivalenten Ausdruck der A¨hnlichkeitsal-
gebra wurde bereits von Schmitt und Schulz (2004a,b) vero¨ffentlicht. Auf Grund der in die-
ser Arbeit vorgenommenen Erweiterungen beziehungsweise Modifizierungen des A¨hnlich-
keitskalku¨ls und damit verbunden auch der A¨hnlichkeitsalgebra mu¨ssen diese Aspekte bei
der Reduktion Beru¨cksichtigung finden.
Grundlage fu¨r diese U¨berfu¨hrung bildet die Vorgehensweise bei der Reduktion eines Aus-
drucks des Bereichskalku¨ls in einen entsprechenden Ausdruck der Relationenalgebra. Hier-
fu¨r sei auf die ausfu¨hrlichen Darstellungen vonMaier (1983) sowie Ullman (1988) verwiesen.
Definition 5.5.1. Die Abbildung ϕ einer SDC Formel F in die A¨hnlichkeitsalgebra ist wie folgt
induktiv definiert:
1. Wenn F = R(Y1,Y2, . . . ,Ym) : ϕ(F) = pi#v1 ,...,#vn (σcondc,condv(R)) mit
• condc := #i1 = Ci1 , . . . , #il = Cil , wobei Yi1 , . . . ,Yil Konstantennamen Ci1 , . . . ,Cil
sind,
• condv := #j1 = #k1 , . . . , #jo = #ko , wobei Yj1 = Yk1 , . . . ,Yjo = Yko unter Beachtung
der Reflexivita¨t, Symmetrie und Transitivita¨t der Attributpositionen jeweils Paare
von gleich benannten Variablen sind.
• #v1 , . . . , #vn fu¨hrt eindeutig die entsprechenden Attribute fu¨r alle Variablen Yvi in
der richtigen Reihenfolge auf.
Dies gilt analog fu¨r eine Fuzzy-Relation F = R(Y0,Y1,Y2, . . . ,Ym).
2. Wenn F = Y1δY2:
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• und Y1,Y2 ∈ X∧Y1 6= Y2, dann gilt ϕ(F) = σ#1δ#2(DomD × DomD).
• und Y1,Y2 ∈ X∧Y1 = Y2, dann gilt ϕ(F) = pi#1(σ#1δ#2(pi#1,#1(DomD))).
• und Y1 ∈ X und Y2 eine Konstante C ∈ C ist, dann gilt ϕ(F) = σ#1δC(DomD).
• und Y2 ∈ X und Y1 eine Konstante C ∈ C ist, dann gilt ϕ(F) = σCδ#1(DomD).
• und Y1 und Y2 eine Konstante C1,C2 ∈ C ist, dann gilt ϕ(F) = σC1δC2(1).
3. Wenn F = (F1(X11 , . . . ,X1k) ∧ F2(X21 , . . . ,X2l )) : ϕ(F) = pi#p1 ,...,#pn (ϕ(F1) ./condc ϕ(F2)),
wobei
• condc := #v1 = #w1 , . . . , #vn = #wn mit X1vi = X2wi und i = 1, . . . , n.
• #p1 , . . . , #pn fu¨hrt eindeutig die entsprechenden Attribute fu¨r alle Variablen X11 ,
. . ., X1k ,X21 ,. . .,X2l in der richtigen Reihenfolge auf.
4. Wenn F = (F1(X11 , . . . ,X1k) ∨ F2(X21 , . . . ,X2l )) : ϕ(F) = E1 ∪ E2
mit
E1 = pi#i1 ,...,#im (ϕ(F1)× DomD2o1 × . . .× DomD2ot−k )
E2 = pi#j1 ,...,#jm (ϕ(F2)× DomD1p1 × . . .× DomD1pt−l )
unter den Bedingungen:
• {X11 , . . . ,X1k ,X21 , . . . ,X2l} korrespondiert bijektiv zu att(E1) und dementsprech-
end auch zu att(E2),
• die Attribute von E1 und E2 erscheinen in der gleichen Reihenfolge,
• t = |{X11 , . . . ,X1k ,X21 , . . . ,X2l}| und
• D1pi = Dom(X1pi ) and D2oi = Dom(X2oi ).
5. Gewichtete Konjunktion, gewichtete Disjunktion und Kombinationen
• wenn F = (∧(θ1,θ2,...,θm)F1(X11 , . . . ,X1k), F2(X21 , . . . ,X2l ), . . ., Fm(Xm1 , . . ., Xmr)) :
ϕ(F) = ∩(θ1,θ2,...,θm)E1, E2, . . . , Em
• wenn F = (∨(θ1,θ2,...,θm)F1(X11 , . . . ,X1k), F2(X21 , . . . ,X2l ), . . ., Fm(Xm1 , . . ., Xmr)) :
ϕ(F) = ∪(θ1,θ2,...,θm)E1, E2, . . . , Em
• wenn F = (⊕zF1(X11 , . . . ,X1k), F2(X21 , . . . ,X2l ), . . ., Fm(Xm1 , . . ., Xmr)) :
ϕ(F) = unionmultizE1, E2, . . . , Em
• wenn F = (⊕z(θ1,θ2,...,θm)F1(X11 , . . . ,X1k), F2(X21 , . . . ,X2l ), . . ., Fm(Xm1 , . . ., Xmr)) :
ϕ(F) = unionmultiz(θ1,θ2,...,θm)E1, E2, . . . , Em
mit
E1 = pi#i1 ,...,#im (ϕ(F1)× DomD2o1 × . . .× DomD2ot−k × . . .× DomDmq1 × . . .× DomDmqt−r )
E2 = pi#j1 ,...,#jm (ϕ(F2)× DomD1p1 × . . .× DomD1pt−l × . . .× DomDmq1 × . . .× DomDmqt−r )
. . .
Em = pi#g1 ,...,#gm (ϕ(Fm)× DomD2o1 × . . .× DomD2ot−k × . . .× DomD1p1 × . . .× DomD1pt−l )
unter den Bedingungen:
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• {X11 , . . . ,X1k ,X21 , . . . ,X2l , . . . ,Xm1 , . . . ,Xmr} korrespondiert bijektiv zu att(E1), zu
att(E2) beziehungsweise zu att(Em),
• die Attribute von E1, E2 . . . Em erscheinen in der gleichen Reihenfolge,
• t = |{X11 , . . . ,X1k ,X21 , . . . ,X2l , . . . ,Xm1 , . . . ,Xmr}|und
• D1pi = Dom(X1pi ), D2oi = Dom(X2oi ) und Dmqi = Dom(Xmqi ).
6. Wenn F = (¬F1(X1, . . . ,Xn)) : ϕ(F) = (DomD1 × . . .× DomDm) \ ϕ(F1), wobei
Di = Dom(Xi).
7. Wenn F = (∃XF1(X,X1, . . . ,Xn)) : ϕ(F) = pi#p1 ,...,#pn (ϕ(F1(X,X1, . . . ,Xn))), wobei
#p1 , . . . , #pn eindeutig die entsprechenden Attribute fu¨r alle Variablen X1, . . . ,Xn in der
richtigen Reihenfolge auffu¨hrt.
8. Wenn F = (∀XF1) : ϕ(F) = ϕ((¬(∃X(¬F1)))).
9. Wenn F = (∃kXF1(X,X1, . . . ,Xn)) : ϕ(F) = pik#p1 ,...,#pn (ϕ(F1(X,X1, . . . ,Xn))), wobei
#p1 , . . . , #pn eindeutig die entsprechenden Attribute fu¨r alle Variablen X1, . . . ,Xn in der
richtigen Reihenfolge auffu¨hrt.
10. Wenn F = (∀kXF1) : ϕ(F) = ϕ((¬(∃kX(¬F1)))).
11. Wenn F = ("θF1) : ϕ(F) = "θ(ϕ(F1)).
12. Wenn F = (#θF1) : ϕ(F) = #θ(ϕ(F1)).
13. Wenn F = ($θ, f F1) : ϕ(F) = $θ, f (ϕ(F1)).
2
Unter Beru¨cksichtigung dieser Ersetzungsregeln kann die Reduktion eines Kalku¨lausdrucks
in einen entsprechenden Algebraausdruck wie im Folgenden beschrieben stattfinden.
Dafu¨r ist E = {X1,X2, . . . ,Xn|F(X1,X2, . . . ,Xn)} eine evaluierbare SDC-Anfrage und
rel(X) = (E1) ∩ . . . ∩ (Em)
ist eine Funktion auf den in F genutzten Variablen, welche die entsprechenden Datenbank-
werte ermittelt. Ein SA-Ausdruck Ei mit i = 1, . . . ,m bezu¨glich X kann, wenn X frei in
F ist, unter Verwendung der gen-Relation {Ei|gen(X, F, Ei)} erzeugt werden. Andernfalls
wird der Ausdruck aus der con-Relation {Ei|con(X, F, Ei)} erzeugt. Da das Symbol ‘⊥’ in
der con-Relation fu¨r eine leere Relation steht, wird es bei einer Disjunktion innerhalb von
rel(X) entfernt.
Definition 5.5.2. Die Abbildung ϕ∗(F) einer evaluierbaren SDC-Formel F(X1,X2, . . . ,Xn) ba-
siert auf einer Modifikation im Hinblick auf die Abbildung ϕ(F). Daher gilt:
1. Fu¨r jedes Atom Y1δY2 innerhalb von F wird der entsprechende Algebraterm
a) σ#1δ#2(DomD × DomD) in ϕ(F) durch σ#1δ#2(rel′(Y1)× rel(Y2)), wenn Y1 6= Y2 und
Y1,Y2 ∈ X,
123
5 A¨hnlichkeitskalku¨l und A¨hnlichkeitsalgebra
b) pi#1(σ#1δ#2(pi#1,#1(DomD))) in ϕ(F) durch pi#1(σ#1δ#2(pi#1,#1(rel
′(Y1)))), wenn
Y1 = Y2 und Y1,Y2 ∈ X,
c) σ#1δC(DomD) in ϕ(F) durch σ#1δY2(rel(Y1)), wenn Y1 ∈ X,Y2 ∈ C
d) σCδ#1(DomD) in ϕ(F) durch σY1δ#1(rel(Y2)), wenn Y1 ∈ C,Y2 ∈ X
ersetzt.
2. Disjunktion:
Fu¨r jede Disjunktion (F1(X11 , . . . ,X1k) ∨ F2(X21 , . . . ,X2l )) in F wird der entsprechende
Algebraterm E1 ∪ E2 in ϕ(F) durch E′1 ∪ E′2 ersetzt, mit
E′1 = pi#i1 ,...,#im (ϕ(F1)× rel′(X2o1 )× . . .× rel′(X2ot−k ))
E′2 = pi#j1 ,...,#jm (ϕ(F2)× rel′(X1p1 )× . . .× rel′(X1pt−l ))
unter den Bedingungen:
• {X11 , . . . ,X1k ,X21 , . . . ,X2l} korrespondiert bijektiv zu att(E′1) und dementsprech-
end auch zu att(E′2),
• die Attribute von E′1 und E′2 erscheinen in der gleichen Reihenfolge,
• t = |{X11 , . . . ,X1k ,X21 , . . . ,X2l}| und
• rel′(X) =
{
(rel(X) ∪ 0) wenn X an ∃ or ∀ gebunden ist
rel(X) sonst .
3. Gewichtete Konjunktion, gewichtete Disjunktion und Kombinationen.
Fu¨r jede gewichtete Konjunktion F = (∧(θ1,θ2,...,θm)F1(X11 , . . . ,X1k), F2(X21 , . . . ,X2l ), . . .,
Fm(Xm1 , . . ., Xmr)) in F wird der entsprechende Algebraterm ∩(θ1,θ2,...,θm)E1, E2, . . . Em in
ϕ(F) durch ∩(θ1,θ2,...,θm)E′1, E′2, . . . E′n ersetzt, mit
E′1 = pi#i1 ,...,#im (ϕ(F1)× rel
′(X2o1 )× . . .× rel
′(X2ot−k )× . . .× rel
′(Xmq1 )× . . .× rel′(Xmqt−r ))
E′2 = pi#j1 ,...,#jm (ϕ(F2)× rel
′(X1p1 )× . . .× rel
′(X1pt−l )× . . .× rel
′(Xmq1 )× . . .× rel′(Xmqt−r ))
. . .
E′m = pi#k1 ,...,#km (ϕ(Fm)× rel
′(X2o1 )× . . .× rel
′(X2ot−k )× . . .× rel
′(X1p1 )× . . .× rel
′(X1pt−l ))
unter den Bedingungen:
• {X11 , . . . ,X1k ,X21 , . . . ,X2l , . . . ,Xm1 , . . . ,Xmr} korrespondiert bijektiv zu att(E1), zu
att(E2) beziehungsweise zu att(Em),
• die Attribute von E1, E2 . . . Em erscheinen in der gleichen Reihenfolge,
• t = |{X11 , . . . ,X1k ,X21 , . . . ,X2l , . . . ,Xm1 , . . . ,Xmr}| und
• rel′(X) =
{
(rel(X) ∪ 0) wenn X an ∃ oder ∀ gebunden ist
rel(X) sonst .
Analog dazu sind die Ersetzung fu¨r ∨(θ1,θ2,...,θm), ⊕z(θ1,θ2,...,θm) sowie fu¨r ⊕z definiert.
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4. Fu¨r jede Negation (¬F1(X1, . . . ,Xm)) in F wird der Algebraterm (DomD1 × . . .
× DomDm) \ ϕ(F1) in ϕ(F) durch (rel(X1)× . . .× rel(Xm)) \ ϕ(F1) ersetzt.
2
Unter Beachtung dieser Ersetzungsregeln kann die Semantik eines in die A¨hnlichkeitsal-
gebra u¨berfu¨hrten SDC-Ausdrucks angegeben werden.
Definition 5.5.3. Die Semantik eines SDC-Anfrageausdrucks E = {X1,X2, . . . ,Xn|F(X1, X2,
. . ., Xn)}, welcher in einen SA-Ausdruck u¨berfu¨hrt wird, ist:
{(v0, v1, . . . , vn)|(v0, v1, . . . , vn) ∈ I∗(ϕ(F(X1,X2, . . . ,Xn))) ∧ v0 > 0}.
2
Das Potenzial des A¨hnlichkeitskalku¨ls und die U¨berfu¨hrung eine SDC-Ausdrucks in die
A¨hnlichkeitsalgebra wird im Folgenden an einem Beispiel mit Hilfe einer Stoffdatenbank
demonstriert.
5.5.2 Beispiel
Der Stoffhersteller speichert die Informationen zu den verschiedenen Stoffen in der Relation
Stoff. Zu jedem Stoff existieren verschiedene Abbildungen, beispielsweise unterschiedliche
Fotografien eines Musters. Diese werden in der Tabelle Muster gespeichert. Auszu¨ge aus
diesen beiden Relationen sind in den nachfolgenden Tabellen dargestellt. Als ein a¨hnliches




S001 tartan 0815 hoch
S002 tartan 0816 mittel
S003 blue stripes hoch
. . . . . . . . .
Muster
BId SId Bild
B001 S001 tartan 0815 1.jpg
B002 S001 tartan 0815 2.jpg
B003 S002 tartan 0816 1.jpg
B004 S003 blue stripes 1.jpg
. . . . . . . . .
Anhand der folgenden komplexen Multimedia-Anfrage soll die U¨berfu¨hrung des entspre-
chenden Kalku¨lausdrucks in einen a¨quivalenten Algebraausdruck verdeutlicht werden:
Ermittle den Namen und die Qualita¨t der Stoffe, die eine hohe Qualita¨t haben oder dem
gegeben Bild (CBild) in Farbe und Textur a¨hnlich sind. Die Verknu¨pfung dieser Bedingun-
gen wird mit z=0.2 reglementiert. Die Farba¨hnlichkeit ist wichtiger als die A¨hnlichkeit
bezu¨glich der Textur (Gewicht von 0.9 versus 0.1). Ferner ist die Qualita¨t eines Stoffes
weniger wichtig als die A¨hnlichkeit eines Stoffes zum vorgegebenen Stoffmuster (Gewicht
von 0.3 versus 0.7). Letztlich sollen nur die Stoffe ermittelt werden, die einen Relevanz-
wert gro¨ßer 0.7 aufweisen.
Das verwendete Retrieval-System bietet eine Vielzahl verschiedener A¨hnlichkeitspra¨dikate
an. So ko¨nnen beispielsweise die A¨hnlichkeitsoperatoren∼Farbe und∼Textur genutzt werden,
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um die A¨hnlichkeit bezu¨glich des Features Farbe beziehungsweise Textur zu bestimmen.
Unter Beachtung dieser Gegebenheiten kann die obige natu¨rlichsprachliche Anfrage als fol-
gender SDC-Ausdruck dargestellt werden:
{XN ,XQ | (#θS(∃XSId(∃XBId(∃XB((Sto f f (XSId,XN ,XQ) ∧Muster(XBId,XSId,XB)) ∧
(((XB ∼Farbe CBild) ∧(θF ,θT) (XB ∼Textur CBild))⊕z(θ∼,θQ) (XQ = Choch)))))))}
Die Formel F(XN ,XQ) ist als Baum in Abbildung 5.4 dargestellt. Aus Gru¨nden der U¨ber-
sichtlichkeit wird die Formel F in die folgenden Teilformeln zerlegt:
F(XN ,XQ) := (#θSFa(XN ,XQ))
Fa(XN ,XQ) := (∃XSIdFb(XSId,XN ,XQ))
Fb(XSId,XN ,XQ) := (∃XBIdFc(XSId,XN ,XQ,XBId))
Fc(XSId,XN ,XQ,XBId) := (∃XBF1(XSId,XN ,XQ,XBId,XB))
F1(XSId,XN ,XQ,XBId,XB) := (F2(XSId,XN ,XQ,XBId,XB) ∧ F3(XQ,XB))
F2(XSId,XN ,XQ,XBId,XB) := (F21(XSId,XN ,XQ) ∧ F22(XBId,XSId,XB))
F21(XSId,XN ,XQ) := Sto f f (XSId,XN ,XQ)
F22(XBId,XSId,XB) := Muster(XBId,XSId,XB)
F3(XQ,XB) := (F5(XB)⊕z(θ∼,θQ) F4(XQ))
F4(XQ) := XQ = Choch
F5(XB) := (F51(XB) ∧(θF ,θT) F52(XB))
F51(XB) := XB ∼Farbe CBild
F52(XB) := XB ∼Textur CBild
Abbildung 5.4: Anfragebaum des Kalku¨lausdrucks
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Die gen-Relation gilt fu¨r die freien Variablen XN und XQ, beispielsweise gilt gen(XN , F,
pi#2(Sto f f )). Da auch die con-Relation fu¨r die gebundenen Variablen XSId, XBId und XB
gilt, ist die Anfrage evaluierbar. Der SDC-Ausdruck kann daher in einen SA-Ausdruck
u¨berfu¨hrt werden. Dies wird auch hier aus Gru¨nden der U¨bersichtlichkeit fu¨r die einzelnen
Teilformeln dargestellt. Somit ergibt sich:
ϕ∗(F52(XB)) := σ#1∼TexturCBild((pi#3(Muster)) ∪ 0)
ϕ∗(F51(XB)) := σ#1∼FarbeCBild((pi#3(Muster)) ∪ 0)
ϕ∗(F5(XB)) := (pi#1(ϕ∗(F51(XB)))) ∧(θF ,θT) (pi#1(ϕ∗(F52(XB))))
ϕ∗(F4(XQ)) := σ#1=Choch(pi#3(Sto f f ))
ϕ∗(F3(XQ,XB)) := (pi#2,#1((ϕ∗(F5(XB)))× pi#3(Sto f f ))) unionmultiz(θ∼,θQ)
(pi#1,#2((ϕ∗(F4(XQ)))× ((pi#3(Muster)) ∪ 0)))
ϕ∗(F22(XBId,XSId,XB)) := pi#1,#2,#3(σ(Muster))
ϕ∗(F21(XSId,XN ,XQ)) := pi#1,#2,#3(σ(Sto f f ))
ϕ∗(F2(XSId,XN ,XQ,XBId,XB)) := pi#1,#2,#3,#4,#6((ϕ∗(F21(XSId,XN ,XQ))) ./#1=#2
(ϕ∗(F22(XBId,XSId,XB))))
ϕ∗(F1(XSId,XN ,XQ,XBId,XB)) := pi#1,#2,#3,#4,#5(ϕ∗(F2(XSId,XN ,XQ,XBId,XB))
./#3=#1,#5=#2 ϕ
∗(F3(XQ,XB)))
ϕ∗(Fc(XSId,XN ,XQ,XBId)) := pi#1,#2,#3,#4(ϕ∗(F1(XSId,XN ,XQ,XBId,XB)))
ϕ∗(Fb(XSId,XN ,XQ)) := pi#1,#2,#3(ϕ∗(Fc(XSId,XN ,XQ,XBId)))
ϕ∗(Fa(XN ,XQ)) := pi#2,#3(ϕ∗(Fb(XSId,XN ,XQ)))
ϕ∗(F(XN ,XQ)) := #θS(ϕ
∗(Fa(XN ,XQ)))
Dieser komplexe, generierte SA-Ausdruck entspricht dem in Abbildung 5.5 dargestellten
Anfragebaum. Wie hier bereits deutlich wird, besteht ein Optimierungspotenzial. Eine Op-
timierung kann sowohl wa¨hrend der U¨berfu¨hrung eines Kalku¨lausdrucks in einen entspre-
chenden Algebraausdruck als auch im Anschluss an die U¨berfu¨hrung erfolgen. Im Ausblick
dieser Arbeit wird in Abschnitt 8.2.1 auf diesen Aspekt na¨her eingegangen und es wird eine
vereinfachte Variante dieses Algebraausdrucks vorgestellt.
Fu¨r die gewichtete Kombination der einzelnen Relevanzwerte fu¨r ein Objekt wird die Fag-
insche Formel (siehe Abschnitt 4.2.1) eingesetzt. Als zu Grunde liegende Scoringfunktion
wird fu¨r die Konjunktion die Funktion min und fu¨r die Disjunktion die Funktion max einge-
setzt. Der Universaljunktor verwendet ebenfalls min und max als Basisfunktionen. Die unter
Verwendung der Gewichte I(θF) = 0.9 und I(θT) = 0.1, I(θ∼) = 0.7 und I(θQ) = 0.3 sowie
I(z) = 0.2 berechneten A¨hnlichkeitswerte sind in der Tabelle RSV zusammengefasst.
RSV
BId ∼Farbe ∼Textur ∧(θF ,θT) ⊕zθ(∼,θQ)
B001 0.7 0.2 0.6 0.792
B002 0.8 0.9 0.8 0.896
B003 0.9 0.4 0.8 0.704
B004 0.1 0.8 0.1 0.532
. . . . . . . . . . . . . . .
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Abbildung 5.5: Anfragebaum des generierten Algebraausdrucks
Das Zwischenergebnis ist in der Tabelle Zwischenergebnis dargestellt. Es zeigt die Tupel
mit den berechneten Relevanzwerten. Das letztendliche Anfrageergebnis ist in der Tabelle
Ergebnis aufgefu¨hrt. Bei der Projektion werden die Duplikate eliminiert, wobei davon nur
das Tupel mit dem ho¨chsten Relevanzwert beibehalten wird. Das Tupel (0.792; tartan 0815;
hoch) wird daher von dem Ergebnis entfernt. Bei Anwendung des so f tcut-Operators und
unter Beru¨cksichtigung des Schwellwertgewichts I(θS) = 0.7 wird der Relevanzwert des
Tupels (0.532; blue stripes; hoch) auf 0 gesetzt. Damit wird dieses Tupel entsprechend Defi-
nition 5.5.3 nicht ausgegeben. Letztlich werden also nur die Tupel angezeigt, deren Relevan-




RSV BId SId Bild Name Qualitaet
0.792 B001 S001 tartan 0815 1.jpg tartan 0815 hoch
0.896 B002 S001 tartan 0815 2.jpg tartan 0815 hoch
0.704 B003 S002 tartan 0816 1.jpg tartan 0816 mittel
0.532 B004 S003 blue stripes 1.jpg blue stripes hoch
. . . . . . . . . . . . . . . . . .
Ergebnis
RSV Name Qualitaet
0.896 tartan 0815 hoch
0.704 tartan 0816 mittel
. . . . . . . . .
Anhand dieses Beispiel wird deutlich, dass die Formulierung einer Anfrage in einer dekla-
rativen Sprache (A¨hnlichkeitskalku¨l) einfacher ist, als in einer prozeduralen Sprache (A¨hn-
lichkeitsalgebra). Der Nutzer spezifiziert demnach nur, was gesucht ist und nicht, wie das
Gesuchte ermittelt werden soll. Damit kann die Anfrageformulierung unabha¨ngig von der
internen Anfrageauswertung erfolgen. Ein Vergleich der in den Abbildungen 5.4 und 5.5 dar-
gestellten Anfrageausdru¨cke zeigt, dass der Kalku¨lausdruck weniger komplex und leichter
zu verstehen ist. Ein Teil der Komplexita¨t des Algebraausdrucks entsteht zwar auf Grund
der Generierung, aber dennoch ist der Kalku¨lausdruck wesentlich versta¨ndlicher.
5.6 Zusammenfassung
Dieses Kapitel bildet die formale Basis fu¨r die Entwicklung einer nutzerfreundlichen, dekla-
rativen Multimedia-Anfragesprache. Da dafu¨r das Bereichskalku¨l erweitert wurde, wurde
zuna¨chst eine Einfu¨hrung in dieses Kalku¨l gegeben. Dem schloß sich eine kurze Diskussion
bezu¨glich der Sicherheit von Anfragen an.
Den Schwerpunkt des Kapitels bildete die Vorstellung und Erweiterung eines A¨hnlich-
keitskalku¨ls. In dieser Arbeit wurde das auf dem Bereichskalku¨l basierende A¨hnlichkeitskal-
ku¨l von Schmitt und Schulz (2004a,b) erweitert undmodifiziert. Dieses Kalku¨l unterstu¨tzt so-
wohl diskrete als auch kontinuierliche Operationen sowie verschiedene Arten von Gewich-
ten. Die Semantik der Operationen ist nicht vordefiniert. Das SDC bildet somit einen Fra-
mework, der es, je nach Anforderungen und Anwendungsgebiet erlaubt, die Semantik der
Operationen zu definieren. Damit ko¨nnen durch das A¨hnlichkeitskalku¨l sowohl zeitliche,
ra¨umliche, scharfe und unscharfe sowie inhaltsbasierte Multimedia-Anfragen unterstu¨tzt
werden. Um das Multi-Level-Gewichtungsmodell ada¨quat umsetzen zu ko¨nnen, wurde zu-
sa¨tzlich der Universaljunktor eingefu¨hrt. Ferner wurden die gewichteten Junktoren derart
modifiziert, dass sie als n-a¨re Operatoren eingesetzt werden ko¨nnen. Des Weiteren wurden
Fuzzy-Relationen eingefu¨hrt. Das Ergebnis einer Anfrage ist somit eine Fuzzy-Relation, die
wiederum als Eingabe fu¨r die na¨chste Anfrage verwendet werden kann.
Neben dem A¨hnlichkeitskalku¨l wurde die A¨hnlichkeitsalgebra vorgestellt. Die Erweite-
rungen des A¨hnlichkeitskalku¨ls wurden hier beru¨cksichtigt. Diese Algebra bildet die Ziel-
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sprache fu¨r eine U¨berfu¨hrung eines SDC-Ausdrucks. Es wurde sowohl die Syntax als auch
die Semantik der A¨hnlichkeitsalgebra definiert.
In einem weiteren Abschnitt wurde die Reduktion eines Ausdrucks des A¨hnlichkeits-
kalku¨ls in einen Ausdruck der A¨hnlichkeitsalgebra beschrieben. An einem Beispiel wur-
de die Formulierung einer natu¨rlichsprachlichen Anfrage im A¨hnlichkeitskalku¨l sowie die
U¨berfu¨hrung der Anfrage in einen Ausdruck der A¨hnlichkeitsalgebra demonstriert. Weiter-
hin wurden anhand konkreter Beispieldaten und der Festlegung einer konkreten Semantik
fu¨r die Junktoren die Evaluierung der Anfrage veranschaulicht.
An diesem Beispiel wurden die Vorteile einer deklarativen Anfragesprache deutlich. Das
Beispiel zeigte aber auch, dass die Formulierung von Anfragen im A¨hnlichkeitskalku¨l fu¨r
den Nutzer immer noch zu kompliziert ist. Damit kann der Entwurf einer neuen dekla-
rativen Multimedia-Anfragesprache motiviert werden. Die Entwicklung dieser Sprache ist
Gegenstand des folgenden Kapitels.
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In diesem Kapitel wird der Entwurf der Multimedia-Anfragesprache WS-QBE (Weighted-
Similarity-QBE) vorgestellt. Dies erfolgt unter Beachtung der in Abschnitt 3.2 beschriebenen
Prinzipien fu¨r die Entwicklung von Multimedia-Anfragesprachen.
Eine wichtige Aufgabe von Multimedia-Anfragesprachen ist die ada¨quate Unterstu¨tzung
des Nutzers bei der Formulierung seiner Suchbedingungen. So muss es beispielsweise mo¨g-
lich sein, eine gewu¨nschte Farbe oder Textur als Anfragekriterium zuwa¨hlen. Ha¨ufigwerden
daher Query-By-Example-Anfragen formuliert. Dabei gibt der Nutzer Medien-Objekte vor,
um zu beschreiben, welche Eigenschaften das zu suchende Objekt aufweisenmuss. Fu¨r diese
Aufgabe sind visuelle Anfragesprachen besonders gut geeignet. In diesem Kapitel wird eine
Multimedia-Anfragesprache entwickelt, die auf dem Kern der Anfragesprache QBE aufsetzt
und diese um Multimedia-Funktionalita¨ten erweitert.
Zuna¨chst steht die Motivation der Entwicklung einer visuellen QBE-a¨hnlichen Multime-
dia-Anfragesprache im Vordergrund. Daraufhin erfolgt eine Beschreibung der Grundlagen
von QBE. Den Kern des Kapitels bildet die Beschreibung der Multimedia-Anfragesprache
WS-QBE. Dafu¨r werden zuna¨chst die grundlegenden Prinzipien der Sprache vorgestellt. Die-
se werden anhand von Beispielen veranschaulicht. Dann wird die formale Syntax der Spra-
che beschrieben. Die Semantik von WS-QBE wird durch die U¨berfu¨hrung auf das gewich-
tete A¨hnlichkeitskalku¨l festgelegt. Hierfu¨r wird ein U¨berfu¨hrungsalgorithmus entwickelt.
Demonstriert wird dieser abschließend an einem Beispiel.
6.1 Motivation
Bei der Entwicklung von Anfragesprachen wird prinzipiell zwischen visuellen und textba-
sierten Sprachen unterschieden. Das Ziel visueller Anfragesprachen besteht darin, den inter-
aktiven Umgang mit Datenbankanfragen zu vereinfachen. Dazu za¨hlen vordergru¨ndig das
Anbieten einer nutzerfreundlichen Mensch-Maschine-Interaktion, die Unterstu¨tzung nicht-
technisch versierter Nutzer bei der Formulierung von Suchanfragen in Datenbanken sowie
die Einfu¨hrung von Mechanismen fu¨r eine komfortable Navigation durch die Daten auch
dann, wenn die Anfragen unvollsta¨ndig und unklar formuliert werden (Batini u. a., 1992).
Damit liegen die Nachteile textbasierter Anfragesprachen klar auf der Hand: Zum einen
erfolgt die Interaktion zwischen System und Nutzer nur auf Basis von Text. Zum anderen
weisen die Operatoren eine komplexe Syntax auf (ebd.). Daher sind textuelle Sprachen zwar
gut geeignet fu¨r einen Experten, jedoch kaum fu¨r einen nicht-technisch versierten Nutzer. Vi-
suelle Anfragesprachen orientieren sich hingegen an einem weiten Spektrum von Nutzern.
Dazu za¨hlen sowohl Experten als auch Nutzer, die nur u¨ber wenig technisches Wissen und
Ko¨nnen im Umgang mit Datenbanken verfu¨gen.
Batini u. a. (1992) klassifizieren die visuellen Anfragesprachen in Form-, Diagramm- und
Icon-basierte Sprachen sowie Hybride. Die Sprache QBE za¨hlt zu den Form-basierten Spra-
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chen. Sie unterstu¨tzt auf Grund der natu¨rlichen Tendenz der Menschen, Daten in Tabellen,
also in festen Strukturen, zu organisieren, insbesondere unversierte Nutzer bei der Formu-
lierung von Anfragen (Catarci u. a., 1997). Verschiedene Studien belegen, dass die Nutzer bei
QBE-a¨hnlichen Anfragen im Vergleich zu textuellen Anfragen weniger Fehler machen und
die Anfragen einfacher und schneller formulieren ko¨nnen (Thomas und Gould, 1975; Green-
blatt und Waxman, 1978; Reisner, 1988; Yen und Scamell, 1993). Dies gilt nicht nur fu¨r den
unversierten Nutzer. Nach Catarci und Santucci (1995) ko¨nnen auch Experten von visuel-
len Anfragesprachen profitieren, denn so ko¨nnen typische Syntaxfehler oftmals vermieden
werden.
Das Prinzip des Query-By-Examples ist im Rahmen des Multimedia-Retrievals etabliert.
Daru¨ber hinaus weisen visuelle Anfragesprachen gegenu¨ber textbasierten Sprachen bezu¨g-
lich der Nutzerfreundlichkeit entscheidene Vorteile auf. Aus diesen Gru¨nden bietet sich
die Entwicklung einer visuellen, QBE-basierten Multimedia-Anfragesprache an. Es ist somit
mo¨glich, eine komfortable, leicht zu bedienenden Schnittstelle fu¨r die Ad-hoc-Anfragefor-
mulierung anzubieten. Dies gibt beispielsweise demNutzer zu Hause die Mo¨glichkeit, seine
Sammlung digitaler Bilder in einer Datenbank zu organisieren und darin nach a¨hnlichen
Bildern zu suchen. Aber auch in dem Anwendungsszenario LostArt wu¨rde eine visuelle
Anfragesprache den Mitarbeitern die Mo¨glichkeit geben, eigensta¨ndig Anfragen an die Da-
tenbank zu formulieren. Dies ist auf weitere Anwendungsgebiete, in denen Datenbank auch
von unversierten Nutzern genutzt werden, u¨bertragbar.
6.2 Query-By-Example
Die Anfragesprache Query-By-Example ist eine visuelle Anfragesprache mit minimaler Syn-
tax und wurde von Zloof (1975, 1977) entwickelt. Sie bildet die Basis fu¨r den Entwurf der
Multimedia-Anfragesprache WS-QBE.
Ein wesentlicher Unterschied von QBE zu anderen Anfragesprachen, wie beispielsweise
SQL, besteht darin, dass der Nutzer nicht ausdru¨cklich eine strukturierte Anfrage formu-
lieren muss. Vielmehr wird die Anfrage durch Ausfu¨llen von Tabellengeru¨sten, die auch als
Skelette bezeichnet werden, spezifiziert. Der intensionale Teil der Relationen wird angezeigt
und der extensionale Teil wird vom Nutzer ausgefu¨llt. In die Tabellenskelette werden Bei-
spielelemente eingetragen. Sie dienen als Platzhalter fu¨r Datenbankwerte. Beispielelemente
entsprechen somit Variablen und beginnen stets mit dem Zeichen ‘ ’. Neben den Beispielele-
menten gibt es Konstanten und Vergleichswerte. Des Weiteren sind Kontrolleintra¨ge, wie etwa
P., von Bedeutung. Der Eintrag P. zeigt an, welche Werte ausgegeben werden sollen.
QBE basiert auf dem Bereichskalku¨l. Die Semantik wurde von Zloof anhand von Beispie-
len definiert (Zloof, 1975, 1977). In den folgenden Abschnitten werden die Grundlagen von
QBE sowie eine orthogonale Erweiterung, SubQuery-By-Example (SQBE), vorgestellt.
6.2.1 Grundlagen von QBE
Eine QBE-Anfrage besteht aus einem oder mehreren Skeletten. Jedes Skelett entspricht einer
Datenbankrelation und weist die folgende Struktur auf:
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Relationenname Attribut . . . Attribut
Tupelbefehl Selektionsbedingung . . . Selektionsbedingung
...
... . . .
...
wobei
• der Relationenname den Namen der relevanten Datenbankrelation entha¨lt.
• ein Attribut ein aus der gewa¨hlten Relation gewu¨nschtes Attribut bezeichnet.
• ein Tupelbefehl jene Befehle beinhaltet, die fu¨r ein ganzes Tupel gelten sollen. Neben den
Kontrolleintra¨gen, wie beispielsweise P. fu¨r Print, kann auch das Negationszeichen ¬
auftreten. Die Negation einer Zeile bedeutet dann, dass es kein Tupel gibt, welches die
spezifizierten Bedingungen erfu¨llt.
• die Selektionsbedingungen atomare Bedingungen beherbergen. Ein Tupel, das selektiert
wird, muss die Bedingungen erfu¨llen. Neben Konstanten und Vergleichswerten ko¨n-
nen auch Beispielelemente angegeben werden. Vergleiche werden unter Verwendung
der typischen Vergleichsoperatoren (<,>,≤,≥, 6=,=) gebildet.
Einer Variablen wird der Wert eines Attributs zugeordnet, so dass sie beliebig oft ver-
wendet werden kann. Durch die Verwendung von Variablen ko¨nnen mehrere Tabellen
miteinander verknu¨pft werden.
Auch das Voranstellen eines Kontrolleintrages ist mo¨glich. Wird beispielsweise P. nicht
als Tupelbefehl sondern nur fu¨r ein Attribut angegeben, so werden auch nur die Werte
dieses Attributs ausgegeben.
Beispielanfragen
Im Folgenden wird kurz die Semantik von QBE durch einige Beispiele verdeutlicht. Dabei
wird jede Anfrage in QBE formuliert und dazu der entsprechende Ausdruck im Bereichs-
kalku¨l angegeben. Grundlage fu¨r die Anfragen bildet das Szenario einer Flugzeugbestellung
mit den Relationen Kunde(KName, Land, Ort) und Bestellung(BNummer, KName, FTyp, Anzahl).
Fu¨r eine ausfu¨hrliche Darstellung sei auf die einschla¨gige Literatur, wie beispielsweise Zloof
(1975, 1977); Heuer und Saake (2000) sowie Ullman (1988), verwiesen.
1. Einfache Anfragen: Welcher Kunde aus Deutschland hat eine Bestellung mit mehr als 3 Flug-
zeugen vom Typ Ultraleicht200C aufgegeben?
Kunde KName Land Ort
P. FlugvereinMD Deutschland
Bestellung BNummer KName FTyp Anzahl
FlugvereinMD Ultraleicht200C > 3
Diese einfache Anfrage setzt einen Verbund u¨ber zwei Relationen um. Um anzuzeigen, dass
in beiden Relationen der gleiche Kunde gemeint ist, wird die Variable FlugvereinMD als Bei-
spielelement verwendet. Fu¨r die Sicherheit von Anfragen mu¨ssen Beispielelemente mindes-
tens einmal in einer nicht negierten Zeile einer Relation auftreten. Ein a¨quivalenter Ausdruck
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im Bereichskalku¨l ist:
{XK,XL,XO | ∃XB∃XF∃XAKunde(XK,XL,XO) ∧ Bestellung(XB,XK,XF,XA)
∧XA > 3∧ XL = ‘Deutschland‘∧ XF = ‘Ultraleicht200C‘}.
Bei Anfragen, die Ausgaben aus mehreren Tabellen umfassen, ist der Einsatz einer tem-
pora¨ren Ausgabetabelle notwendig. In diesem Beispiel muss eine Ausgabetabelle dann einge-
setzt werden, wenn neben den Kundeninformationen auch Information bezu¨glich der Be-
stellung ausgegeben werden sollen. Dabei kann die Struktur der Ausgabetabelle, also die
Spaltennamen und die Anordnung der Spalten, vom Nutzer definiert werden.
2. Disjunktive Bedingungen: Welche Bestellung entha¨lt ein Flugzeug vom Typ Ultraleicht200C
oder Doppeldecker3000?
Bestellung BNummer KName FTyp Anzahl
P. 111 Doppeldecker3000
P. 222 Ultraleicht200C
Eine solche Disjunktion von Bedingungen kann durch Markierung mehrerer unterschied-
licher Variablen in der selben Spalte erfolgen. Alternativ kann die gleiche Anfrage auch mit
Hilfe einer Condition-Box formuliert werden. Diese ermo¨glicht die Spezifikation von komple-
xen Suchbedingungen:
Bestellung BNummer KName FTyp Anzahl
P. Flugzeug
Condition-Box Condition
Flugzeug = Doppeldecker3000 or Flugzeug = Ultraleicht200C
Ein a¨quivalenter Ausdruck im Bereichskalku¨l ist:
{XB | ∃XK∃XF∃XABestellung(XB,XK,XF,XA)
∧(XF = ‘Doppeldecker3000‘∨ XF = ‘Ultraleicht200C‘)}.
3. Selbstverbund: Welche Bestellungen wurden fu¨r den selben Flugzeugtyp mit der gleichen An-
zahl aufgegeben?
Bestellung BNummer KName FTyp Anzahl
P. P. Ultraleicht P. 10
P. Ultraleicht 10
Analog zur disjunktiven Verknu¨pfung von Bedingungen in einer Relationen kann auch
eine konjunktive Verknu¨pfung erfolgen. Ein Selbstverbund erfolgt durch Markierung glei-
cher Variablen in der selben Spalte. Mehrfachzeilen einer Relation entsprechen einer kon-




{XB,XB′ ,XF,XA | ∃XK∃XK′Bestellung(XB,XK,XF,XA) ∧
Bestellung(XB′ ,XK′ ,XF,XA)}.
4. Negation: Welche Kunden haben nichts bestellt?
Kunde KName Land Ort
P. FlugvereinMD
Bestellung BNummer KName FTyp Anzahl
¬ FlugvereinMD
Durch dieNegation von Zeilen ko¨nnen all die Tupel vomErgebnis ausgeschlossenwerden,
welche die in der negierten Zeile angegebenen Bedingungen erfu¨llen. Somit entspricht dies
einem not exists. Um die Sicherheit von Anfragen zu gewa¨hrleisten, du¨rfen negierte Zeilen
keine Ausgabeanforderung P. enthalten. Ein a¨quivalenter Ausdruck im Bereichskalku¨l ist:
{XK,XL,XO | Kunde(XK,XL,XO) ∧ ¬(∃XB, ∃XK′ , ∃XF, ∃XABestellung(XB,XK′ ,XF,XA)
∧XK′ = XK)}.
5. Funktionen, Sortierung und Aggregatfunktionen: Die bisher beschriebenen Sprachmit-
tel bilden den QBE-Kern. Daru¨ber hinaus unterstu¨tzt QBE die Verwendung von Funktionen,
Aggregatfunktionen und eine Sortierung der Ausgabe.
In QBE stehen die fu¨nf typischen Aggregatfunktionen SUM., AVG., MIN., MAX. und
CNT. zur Verfu¨gung. Im Zusammenhang mit diesen Funktionen werden G., ALL. und UN.
verwendet. MitG. ko¨nnenMengen nach denWerten eines Attributs gruppiert werden.ALL.
bezeichnet die Menge aller Attributwerte, wobei ein vorangestelltes UN. die Duplikate eli-
miniert.
Des Weiteren sind einfache arithmetische Funktionen in einer Anfrage zula¨ssig. A¨hnlich
wie in SQL unterstu¨tzt auch QBE eine Sortierung in der Ausgabe. Mit AO(n). wird aufstei-
gend und dementsprechendmitDO(n). absteigend sortiert. Die Priorita¨t der Sortierungwird
durch den Wert n ausgedru¨ckt.
Formale Semantik von QBE
Die Semantik einer QBE-Kern-Anfrage ist formal durch die Transformation der Anfrage in
einen entsprechenden Ausdruck des Bereichskalku¨ls der Form {x1, . . . , xn|F(x1, . . . , xn)} de-
finiert. Dabei mu¨ssen disjunktive Bedingungen in der Condition-Box spezifiziert werden.
Ferner darf, um die Sicherheit zu gewa¨hrleisten, in negierten Zeilen keine Ausgabeanforde-
rung durch P. spezifiziert werden. Die Transformation einer QBE-Anfrage in das Bereichs-
kalku¨l findet folgendermaßen statt:
1. Fu¨r alle Attribute Ai aller vorkommenden Anfragezeilen der Anfrage wird eine Be-
reichsvariable Xi erzeugt.
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2. Die Variablen Var der Ausgabetabelle werden zu den freien Variablen geschrieben:
({. . . , Var, . . . | . . .}).
3. Fu¨r alle positiven Anfragezeilen gilt:
a) Steht in der Anfragezeile mit Al , . . . , Am der Tupelbefehl P., dann werden alle Xj
mit j = l, . . .m zu den freien Variablen der Ausgabe geschrieben: {. . ., Xl , . . ., Xm,
. . . | . . .}.
b) Steht bei Ai das Kommando P., dann wird Xi zu den freien Variablen geschrieben:
{. . ., Xi, . . . | . . .}.
c) Fu¨r jede Relation R wird unter Verwendung der jeweiligen Bereichsvariablen der
Anfragezeile ein Atom R(Xi,Xi+1, . . .) erzeugt. Diese bilden konjunktiv miteinan-
der verknu¨pft die Formel F.
d) Steht bei Ai eine Konstante Const beziehungsweise ein Vergleichswert der Form
δConst mit δ ∈ {<,>,≤,≥}, dann wird Xi = Const beziehungsweise XiδConst
mit ∧ an F angefu¨gt.
e) Dies gilt auch fu¨r die Variablen Var. Demnach wird Xi = Var beziehungsweise
Xiδ Var mit δ ∈ {<,>,≤,≥}mit ∧ an F angefu¨gt.
4. Fu¨r alle negierten Anfragezeilen gilt:
a) Fu¨r jede Relation R wird unter Verwendung der jeweiligen Bereichsvariablen der
Anfragezeile ein Atom R(Xi,Xi+1, . . .) erzeugt. Diese Atome werden konjunktiv
zu der Teilformel Fneg verknu¨pft.
b) Steht bei Ai eine Konstante Const beziehungsweise ein Vergleichswert der Form
δConst mit δ ∈ {<,>,≤,≥}, dann wird Xi = Const beziehungsweise XiδConst
mit ∧ an Fneg angefu¨gt.
c) Dies gilt auch fu¨r die Variablen Var. Demnach wird Xi = Var beziehungsweise
Xiδ Var mit δ ∈ {<,>,≤,≥}mit ∧ an Fneg geha¨ngt.
d) Jede Variable Xi der Anfragezeile wirdmit ∃ in Fneg gebunden: {. . . | . . . (∃Xi(Fneg))}.
e) ¬Fneg wird mit ∧ an F angefu¨gt.
5. Der Inhalt der Condition-Box wird mit ∧ an F angefu¨gt.
6. Alle in einer positiven Anfragezeile auftretenden Variablen Xi und Var, die nicht zu
den freien Variablen geho¨ren, werden mit ∃ in F gebunden: {. . . | . . . (∃Xi(F))} bezie-
hungsweise {. . . | . . . (∃ Var(F))}.
7. Zuletzt findet eine Vereinfachung der Formel F statt.
Damit entspricht eine QBE-Anfrage, bestehend aus positiven und negierten Zeilen sowie










¬[∃Zj1 . . . ∃Zjp〈j-te negierte Zeile〉]
∧∧
k
〈k-te Bedingung in Condition-Box〉}
wobei X1 . . .Xm den mit P. markierten Variablen entspricht. Y1 . . .Yn sind alle restlichen Va-
riablen in den positiven Zeilen und Zj1 . . . Zjp sind die restlichen, impliziten Variablen in der
j-ten negierten Zeile.
6.2.2 SubQuery-By-Example
Die visuelle Anfragesprache SubQuery-By-Example (SQBE) erweitert den Kern von QBE um
parametrisierbare Unteranfragen sowie um Mengen und Aggregationsoperationen (Schar-
nofske, 1996; Scharnofske u. a., 1997). Dadurch ist SQBE streng relational vollsta¨ndig. Da-
mit wird ein wesentlicher Nachteil von QBE – die eingeschra¨nkte Ausdrucksfa¨higkeit – aus-
gera¨umt. Ein a¨hnlicher Ansatz wurde bereits von O¨zsoyoglu u. a. fu¨r statistische Datenban-
ken vorgeschlagen (O¨zsoyoglu und Wang, 1989; O¨zsoyoglu u. a., 1989).
Die formale Grundlage der Semantik von SQBE bildet, anders als bei QBE, ein erwei-
tertes Tupelkalku¨l. Dieses erweiterte Tupelkalku¨l basiert auf dem klassischen Tupelkalku¨l
und wird um die Verarbeitung von Multimengen sowie Mo¨glichkeiten zur Aggregation
und Gruppierung angereichert. Daher entspricht das erweiterte Tupelkalku¨l im wesentli-
chen dem auf Tupel und Relationen eingeschra¨nkten Teil des EER-Kalku¨ls (Hohenstein und
Gogolla, 1988; Gogolla und Hohenstein, 1991; Hohenstein, 1993; Gogolla, 1994).
Ebenso wie in QBE werden Anfragen durch das Ausfu¨llen von Tabellengeru¨sten formu-
liert. Eine SQBE-Anfrage setzt sich aus verschiedenen Fenstern, die jeweils eine Unteranfra-
ge darstellen, zusammen. Ein Fenster beinhaltet eine beliebige Anzahl von Anfragetabel-
len, eine Ausgabetabelle (OUTPUT) und optional eine Condition-Box. Es wird durch einen
Namen eindeutig identifiziert. Demnach entspricht jedes Fenster genau einer QBE-Anfrage.
Ein wichtiges Element der Fenster sind die Parameter. Die erste Anfrage wird mit ROOT
bezeichnet und besitzt keine Parameter.
Eine Anfragetabelle basiert auf Tabellen. Dazu za¨hlen Relationen, Fensteraufrufe oder ein
mittels einer (Multi-)Mengenoperation zusammengesetzter (Multi-)Mengenterm von Tabel-
len. Bei einem Fensteraufruf wird das Ergebnis einer Unteranfrage unter Beachtung der for-
malen Parameter bestimmt. Abbildung 6.1 verdeutlicht den Aufbau einer SQBE-Anfrage an-
hand der Formulierung der Anfrage aus Beispiel 6.1.
Beispiel 6.1 Welche Paare von Lieferanten (Namen) bieten genau die gleichen Waren an? (Schar-
nofske u. a., 1997)
Die Anfrage wird mit Hilfe der Unteranfrage WAREN(lname) umgesetzt. Diese berechnet
zu einem Lieferanten alle Waren, die dieser liefert. Dafu¨r wird der Unteranfrage der Para-
meter lname u¨bergeben. Liefern zwei unterschiedliche Lieferanten (lname1 6= lname2), die
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Abbildung 6.1: Anfrageformulierung in SQBE (Scharnofske u. a., 1997)
gleichen Waren (WAREN(lname1) = WAREN(lname2)), werden diese im ROOT-Fenster
ausgegeben.
Die in SQBE formulierten Anfragen werden auf das erweiterte Tupelkalku¨l abgebildet.
Dieses stellt jedoch nur einen Zwischensprache fu¨r die eindeutige Definition der Semantik
von SQBE-Anfragen dar. Fu¨r die Umsetzung von SQBE werden daher alle Ausdru¨cke des
erweiterten Tupelkalku¨ls nach SQL u¨bersetzt. Nach Scharnofske u. a. kann die Abbildung
der SQBE-Anfragen in SQL relativ einfach mittels Unteranfragen oder durch Sichten bezie-
hungsweise tempora¨re Tabellen erfolgen.
6.2.3 Zusammenfassung
Ein wesentliches Merkmal der Sprache QBE ist, dass Anfragen durch Vorgabe von Beispiel-
elementen in Tabellengeru¨sten formuliert werden. QBE selbst ist nur fu¨r Anfragen auf tra-
ditionellen relationalen Datenbanken geeignet. Es erlaubt somit nur numerische und alpha-
numerische Werte als Beispielelemente. Dieses Prinzip bietet jedoch eine gute Grundlage fu¨r
die Entwicklung einer Multimedia-Anfragesprache. Insbesondere bei der Formulierung von
inhaltsbasierten Anfragen ist der Einsatz von Beispielelementen hilfreich.
Die Vorteile von QBE liegen in der Einfachheit und schnellen Erlernbarkeit der Sprache.
Dies ergibt sich aus der kleinen Menge an bereitstehenden Sprachmitteln. Verschiedene Stu-
dien haben die Vor- und Nachteile von QBE untersucht, indem die Unterschiede zwischen
QBE und anderen Anfragesprachen analysiert wurden (Thomas und Gould, 1975; Greenblatt
und Waxman, 1978; Reisner, 1988; Yen und Scamell, 1993). Als Vergleichssprachen wurden
unter anderem die Structured English Query Language (SEQUEL), SQL sowie eine algebra-
basierte Sprache verwendet. Das Fazit dieser Untersuchungen war, dass die Nutzer bei QBE-
a¨hnlichen Anfragen weniger Fehler machen und die Anfragen in QBE einfacher und schnel-
ler formulieren ko¨nnen als in einer textbasierten Sprache. Ein wichtiger Vorteil von QBE
besteht ferner darin, dass die Zufriedenheit der Nutzer bei QBE im Vergleich etwa zu SQL
erheblich gro¨ßer ist (Yen und Scamell, 1993).
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Nachteilig ist jedoch, dass der Nutzer u¨ber ein gewisses Maß an Abstraktionsvermo¨gen
verfu¨gen muss, um eine natu¨rlichsprachliche Anfrage in QBE zu formulieren. Des Weite-
ren ist es fu¨r das Versta¨ndnis von QBE-Anfragen erforderlich, die Semantik von QBE zu
kennen (Thomas und Gould, 1975). Ferner ist QBE eingeschra¨nkt ausdrucksfa¨hig. So ist der
QBE-Kern nicht streng relational vollsta¨ndig, sondern nur relational vollsta¨ndig (Heuer und
Saake, 2000, S. 398).
Eine Schachtelung und Verarbeitung von (Multi-)Mengen, so dass eine strenge relationale
Vollsta¨ndigkeit erreicht wird, bietet SQBE. Diese Anfragesprache ist eine orthogonale Erwei-
terung von QBE. Jedes Fenster in SQBE stellt wieder eine eigensta¨ndige QBE-Anfrage dar.
Aus diesem Grund ist es zuna¨chst wichtig, QBE um Konzepte zur Handhabung von Pra¨-
ferenzen und um Sprachkonstrukte zur Formulierung von Multimedia-Anfragen anzurei-
chern. Daher wird die Multimedia-Anfragesprache WS-QBE entwickelt. Sie wird in den fol-
genden Abschnitten vorgestellt. Darauf aufbauend ko¨nnen die Konzepte von SQBE in die
Sprache WS-QBE einfließen, um so eine Schachtelung von Anfragen zu unterstu¨tzen. Die
Kombination von WS-QBE und SQBE ist jedoch nicht Gegenstand dieser Arbeit.
6.3 Grundlegende Prinzipien
Die Anfragesprache WS-QBE erlaubt mit ihren Sprachmitteln eine Umsetzung des Multi-
Level-Gewichtungsmodells. Es wird die Idee von QBE aufgegriffen. Somit werden auch in
WS-QBEAnfragen durch das Ausfu¨llen von Tabellenskeletten formuliert. Abbildung 6.2 gibt
einen U¨berblick u¨ber die wesentlichen Sprachkonstrukte, die in WS-QBE fu¨r die Anfragefor-
mulierung zur Verfu¨gung stehen. Dazu za¨hlen die bekannten Tabellengeru¨ste fu¨r Relatio-
nen. Durch die Weighting-Tabelle wird eine Relevanzgewichtung unterstu¨tzt. Die Formulie-
rung komplexer Anfragen erfolgt in dem Condition-Tree. Ausgabebedingungen ko¨nnen in
der Temporal- und Spatial-Condition-Box beziehungsweise im Spatial-Condition-Frame spezi-
fiziert werden. Anzumerken ist, dass bei Anfragen, die Ausgaben aus mehreren Tabellen
umfassen, der Einsatz einer tempora¨ren Ausgabetabelle notwendig ist. Eine solche Tabelle
entspricht einer Relation, wobei der Relationenname sowie die Spaltennamen beliebig be-
nannt werden ko¨nnen. Insgesamt erweitert WS-QBE den QBE-Kern und zeichnet sich durch
die Mo¨glichkeiten
1. zur Formulierung von inhaltsbasierten, unscharfen, zeitlichen und ra¨umlichen Anfra-
gen,
2. zur Gewichtung von Anfragetermen und
3. zur Parametrisierung der Ausgabe
aus.
In den folgenden Abschnitten werden die grundlegenden Prinzipien von WS-QBE darge-
legt. Es wird dabei na¨her auf die bereitgestellten Sprachkonstrukte, Operationen und Junk-
toren eingegangen. Daru¨ber hinaus wird die Formulierung von Anfragen skizziert. Die For-
mulierung von Nutzerpra¨ferenzen bildet dabei den Schwerpunkt.
Es ist anzumerken, dass die Anfragesprache WS-QBE weniger ma¨chtig ist wie das in Ka-
pitel 5 beschriebene A¨hnlichkeitskalku¨l. Das prima¨re Ziel bei der Entwicklung von WS-QBE
ist vielmehr die Bereitstellung einer Kernfunktionalita¨t, um den Nutzer nicht mit zu vielen
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Abbildung 6.2: Wesentliche Sprachkonstrukte in WS-QBE
Sprachkonstrukten zu u¨berfordern. So wird in WS-QBE auf die Quantoren ∃k und ∀k sowie
auf die Schwellwertoperatoren "θ und $θ, f verzichtet. Inbesondere die parametisierbaren
Quantoren sind fu¨r den unversierten Nutzer zu komplex. Fu¨r die Anfragesprache WS-QBE
steht damit noch genu¨gend Potenial fu¨r eine Erweiterung bereit. Die Erweiterung sind ein-
fach mo¨glich.
Anhand eines einfachen Stoffhersteller-Szenarioswird der Einsatz der vorgestellten Sprach-
mittel durch Beispiele unterlegt1. In der Relation Stoff(SId, Name, Qualitaet, Video, Werbefoto,
Audio) werden die Informationen, wie Name und Qualita¨t, zu den einzelnen Stoffen des
Herstellers gespeichert. Zusa¨tzlich dazu wird ein Verkaufsvideo, ein offizielles Foto fu¨r die
Werbung sowie ein beschreibendes Audio-File in dieser Relation verwaltet. Da es zu jedem
Stoff verschiedene Aufnahmen von Stoffproben gibt, werden diese Bilder gesondert in der
RelationMuster(BId, SId, Bild) gespeichert.
6.3.1 Operationen
Fu¨r die Unterstu¨tzung von Multimedia-Anfragen wird die Menge der gu¨ltigen Operatoren
erweitert. Neben den klassischen Vergleichsoperatoren (<,>,=, 6=,≥,≤) auf numerischen
und alphanumerischen Daten stehen fu¨r
• a¨hnlichkeitsbasierte Anfragen die Operatoren ∼, ∼Farbe, ∼Form, ∼Textur,
• fu¨r zeitliche Anfragen die Operatoren nach Allen (1983) <, :, |, %, [, ], /
• und fu¨r ra¨umliche Anfragen die Operatoren in, u¨berlappt, u¨berdeckt, gleich, sehr nah, nah,
fern, sehr fern, links von, rechts von, oben von sowie unten von




zur Verfu¨gung. Diese arbeiten aufMultimedia-Daten. Daru¨ber hinauswird der A¨hnlichkeits-
operator ∼ auch fu¨r numerische und alphanumerische Daten angeboten, da auch beispiels-
weise Vergleiche bezu¨glich der A¨hnlichkeit zweier Zeichenketten unterstu¨tzt werden sollen.
Die Operatoren fu¨r ein a¨hnlichkeitsbasiertes Retrieval ko¨nnen je nach Anwendungsgebiet
und zur Verfu¨gung stehender Features beliebig erweitert werden.
Fu¨r die Formulierung zeitlicher Anfragen stehen die bekannten temporalen Relationen
zur Verfu¨gung. Daru¨ber hinaus erlauben die ra¨umlichen Pra¨dikate eine Beschreibung von
Distanz- und Richtungsbeziehungen sowie von topologischen Beziehungen zwischen den
einzelnen Medien-Objekten. Zeitliche und ra¨umliche Ausgabebedingungen ko¨nnen unter
Verwendung der folgenden Operatoren spezifiziert werden: <, :, |, %, [, ] sowie /.
6.3.2 Junktoren
Neben den klassischen Junktoren ∧, ∨ kann bei der Formulierung komplexer Anfragen der
Universaljunktor ⊕z eingesetzt werden. Durch eine Parametrisierung hat der Nutzer die
Freiheit, das Verhalten des Operators zwischen UND und ODER zu verschieben. Soll sich
der Universaljunktor wie ein UND verhalten, dann wird der Parameter z auf eins gesetzt.
Soll er sich jedoch wie ein ODER verhalten, dann wird der Operator mit null parametrisiert.
Ein z-Wert zwischen null und eins erlaubt hingegen eine unscharfe Verknu¨pfung.
6.3.3 Formulierung von Anfragen
Die Anfragen in WS-QBE werden, a¨hnlich wie in QBE, durch Ausfu¨llen von Tabellenge-
ru¨sten formuliert. Es werden Beispielelemente, die als Platzhalter fu¨r Datenbankwerte die-
nen, in die Skelette eingetragen. Beispielelemente entsprechen Variablen. Analog zu QBE
beginnen Variablen mit dem Zeichen ‘ ’. Daneben gibt es Konstanten und Vergleichswerte. Im
Unterschied zu QBE sind nicht nur numerische und alphanumerische Daten, sondern auch
Multimedia-Daten als Konstanten zula¨ssig.
Auch die Vergleichswerte beziehen sich nicht mehr nur auf Vergleiche zwischen nume-
rischen und alphanumerischen Daten, sondern es werden zusa¨tzlich dazu inhaltsbasierte,
zeitliche und ra¨umliche Vergleiche ermo¨glicht. Dies erfolgt unter Verwendung der zuvor
vorgestellten Operatoren, die in WS-QBE zula¨ssig sind.
Des Weiteren ist der Kontrolleintrag P. mit den entsprechenden Optionen, auf die im fol-
genden Abschnitt noch eingegangen wird, bei der Anfrageformulierung zula¨ssig. Wie auch
in QBE gibt dieser Kontrolleintrag an, welche Variablen zu den Ergebnisvariablen za¨hlen.
Einfache Anfragen Fu¨r einfache Anfragen wird eine Relevanzgewichtung der einzelnen
Selektionsbedingungen mittels Relevanzvariablen angeboten. Eine Relevanzvariable beginnt
mit dem Zeichen ‘$’. In der Gewichtungstabelle Weighting wird den einzelnen Relevanz-
variablen ein entsprechender Wert zugeordnet. Dies kann zum einen direkt durch Angabe
eines numerischen Wertes aus dem Intervall [0,1] oder visuell erfolgen. Nach Fagin (1998)
ko¨nnen fu¨r diesen Zweck Schieberegler gut verwendet werden. Daneben ist der Einsatz von
linguistischen Variablen ebenso denkbar. Die Gewichtung einer einfachen Anfrage ist in den
folgenden beiden Beispielen dargestellt.
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Beispiel 6.2 Welches Muster geho¨rt zu dem Bild mit der Nummer I002 und ist dem vorgegebenen
Bild a¨hnlich. Dabei ist die A¨hnlichkeit bezu¨glich des vorgegebenen Bildes wichtiger als die U¨berein-
stimmung mit der Nummer I002.
Beispiel 6.3 Welcher Tartan mit hoher Qualita¨t ist dem vorgegebenen Bild a¨hnlich? Dabei ist die
A¨hnlichkeit bezu¨glich des vorgegebenen Bildes am wichtigsten. Dem folgt das Kriterium bezu¨glich
der Qualita¨t. Die A¨hnlichkeit mit dem gegebenen Namen hat die geringste Relevanz.
Neben der Relevanzgewichtung von Anfragetermen wird eine Schwellwertgewichtung
unterstu¨tzt. Bei einfachen Anfragen ko¨nnen Schwellwerte direkt einzelnen Selektionsbedin-
gungen oder einer ganzen Anfrage zugeordnet werden. Die Schwellwertgewichte ko¨nnen
somit als Teil der Selektionsbedingung aufgefasst werden. Eine Schwellwertbedingung be-
ginnt mit dem Zeichen ‘>’ und wird nach einer Selektionsbedingung spezifiziert. Ist ein
Schwellwertgewicht fu¨r eine Gesamtanfrage gu¨ltig, dann wird dies in der ersten Spalte der
entsprechenden Ausgabetabelle vermerkt. Das folgende Beispiel verdeutlicht den Einsatz
von Schwellwertgewichten.
Beispiel 6.4 Welches Muster geho¨rt zu dem Stoff I002 und ist dem vorgegebenen Bild a¨hnlich?
Die A¨hnlichkeit bezu¨glich des vorgegebenen Bildes soll mindestens 0.4 betragen. Ferner sollen nur
die Informationen zu den Mustern ausgegeben werden, welche die Anfrage insgesamt gut (Min-
desta¨hnlichkeit von 0.7) erfu¨llen.
Komplexe Anfragen Neben der Gewichtung und Formulierung von unscharfen, zeitli-
chen, ra¨umlichen und inhaltsbasierten Anfragen besteht ein weiterer wesentlicher Unter-
schied zu QBE in der Formulierung komplexer Anfragen. Komplexe Bedingungen werden
in WS-QBE anstelle in einer Condition-Box durch einen Condition-Tree realisiert. Soffer u. a.
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(1998) haben bereits fu¨r Bildanfragen gezeigt, dass Suchkriterien gut in Form einer Baum-
struktur spezifiziert werden ko¨nnen. In dem Condition-Tree ko¨nnen Bedingungen bezu¨glich
der Variablen und Konstanten beliebig hierarchisch kombiniert werden. Zur Formulierung
dieser stehen sa¨mtliche Operationen fu¨r zeitliche, ra¨umliche, scharfe und unscharfe Anfra-
gen bereit.
Komplexe Bedingungen werden durch die Verknu¨pfung der einzelnen Pra¨dikate mittels
der Junktoren erstellt. Fu¨r die Formulierung komplexer Anfragen ko¨nnen nicht nur die be-
kannten klassischen Junktoren ∧ und ∨ verwendet werden, sondern auch der Universal-
junktor. Dieser wird zuna¨chst als ODER-Operator initialisiert. Das Verhalten dieses Junktors
kann mittels eines Schiebereglers auf der Bedienoberfla¨che durch den Nutzer parametrisiert
werden. Fu¨r das Gewicht wird ein numerischer Wert abgeleitet und an den Operator ge-
schrieben.
Die einzelnen Operanden, also die atomaren Selektionsbedingungen beziehungsweise die
Teilanfragen, werden mittels gewichtbarer Verbinder verknu¨pft. Die Sta¨rke der Verbinder
visualisiert dabei die Relevanz des Operanden. Je dicker ein Verbinder dargestellt ist, desto
wichtiger ist der entsprechende Operand. Die Relevanzgewichtung der Operanden ist optio-
nal. Initial sind aus diesem Grund alle Operanden gleich stark gewichtet. Dieses entspricht
einer ungewichteten Anfrage. Abbildung 6.3 zeigt einen solchen Bedingungsbaum mit un-
terschiedlich stark gewichteten Operanden fu¨r die Anfrage aus dem folgenden Beispiel.
Beispiel 6.5 Welches Muster zu einem Stoff, dessen Name zu ‘Glacier‘ a¨hnlich ist, weist die vor-
gegebenen Farb-, Textur- und Formmerkmale auf? Dabei ist die A¨hnlichkeit bezu¨glich der Farbe am
wichtigsten. Dem folgt die A¨hnlichkeit bezu¨glich der Textur, gefolgt von der A¨hnlichkeit bezu¨glich der
Form. Daru¨ber hinaus ist das Kriterium bezu¨glich des Namens wichtiger als die A¨hnlichkeitsbedin-
gungen.
Abbildung 6.3: Darstellung eines Condition-Tree
Neben der Relevanzgewichtung der Anfrageterme ist auch hier eine Schwellwertgewich-
tung zula¨ssig. Analog zur Spezifizierung von Schwellwertgewichten bei einfachen Anfra-
gen, werden sie auch bei komplexen Anfragen als zusa¨tzliche Selektionsbedingung aufge-
fasst und ko¨nnen somit direkt angegeben werden. Dies ist im folgenden Beispiel dargestellt.
Hierbei wird ein Schwellwertgewicht fu¨r eine Teilanfrage spezifiziert.
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Beispiel 6.6 Bezugnehmend auf die Anfrage aus dem vorhergehenden Beispiel 6.5 sollen nun die
Muster ermittelt werden, die bezu¨glich der Bilda¨hnlichkeit mindestens einen Relevanzwert von 0.5
aufweisen.
Insbesondere bei ra¨umlichen Anfragen sind oftmals nicht nur die Beziehungen zwischen
zwei Objekten, sondernmeist zwischenmehreren Objekten von Bedeutung. Daher entstehen
ha¨ufig komplexe ra¨umliche Bedingungen. Um die Spezifikation dieser ada¨quat unterstu¨tzen
zu ko¨nnen, bietet der Condition-Tree die Mo¨glichkeit, Beispielelemente ra¨umlich anzuord-
nen.Wesentlich dabei ist, dass nicht nur zwei Elemente in Beziehung gesetzt werden ko¨nnen,
sondern beliebig viele. Um die verschiedenen ra¨umlichen Beziehungen ausdru¨cken zu ko¨n-
nen, werden den Beispielelementen Geometrieobjekte zugewiesen. Damit entsteht eine Spa-
tial-Query-By-Sketch (Egenhofer, 1997). Aus dieser Skizze werden Richtungsbeziehungen
und topologische Beziehungen extrahiert. Das folgende Beispiel zeigt die Formulierung ei-
ner ra¨umlichen Bedingung im Condition-Tree.
Beispiel 6.7 Es sollen die Objekte ermittelt werden, deren Text sich links von zwei Bildern befindet.
Die Bilder sollen sich wiederum u¨berlappen. Ferner soll Bild1 zu einer vorgegebenen Farbe a¨hnlich
sein.
6.3.4 Kontrolleintra¨ge
Da WS-QBE zuna¨chst nur als eine reine Anfragesprache entwickelt wird, ist nur der Kon-
trolleintrag P. fu¨r die Markierung einer auszugebenden Zeile oder Spalte zula¨ssig. Um den
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Anforderungen einer Multimedia-Anfragesprache gerecht zu werden, muß die Ausgabe der
Medien-Objekte parametrisiert werden ko¨nnen. Fu¨r diesen Zweck wird der Kontrolleintrag
mit weiteren Optionen ausgestattet:
• Zeitdauer; gibt die Dauer der Pra¨sentation eines Medienobjektes in Sekunden an. Wird
keine Zeitdauer angegeben, so wird die urspru¨ngliche Dauer eines kontinuierlichen
Mediums genutzt. Die Pra¨sentation diskreter Medien-Objekte erfolgt in diesem Fall
fu¨r die Dauer eines spezifizierten Default-Zeitraumes.
• Geschwindigkeit; gibt bei kontinuierlichenMedien an, wie schnell (normal, schnell, lang-
sam) das Medien-Objekt abgespielt werden soll. Bei zeitunabha¨ngigenMedien gilt die-
se Option nicht.
• Gro¨ße; legt die Ho¨he und Breite (Ho¨he x Breite) der Darstellung eines Medien-Objektes
in Pixeln fest. Wird diese Option nicht genutzt, so werden die Medien-Objekte nicht
skaliert und in Originalgro¨ße angezeigt.
• Thumbnail; gibt an (true/false), ob ein Medien-Objekt als Thumbnail pra¨sentiert wer-
den soll oder nicht.
Der Kontrolleintrag P. kann wie folgt mit den Optionen angegeben werden: P.[Zeitdauer,
Geschwindigkeit, Gro¨ße, Thumbnail].
Um eine zeitliche und ra¨umliche Formulierung der Ausgabebedingungen zu ermo¨glichen,
kann fu¨r jede auszugebende Variable eine Print-Variable entsprechend der Notation P.Vari-
ablenName angegeben werden. Wird keine Print-Variable angegeben, so werden die entspre-
chenden Ergebnisobjekte standardma¨ßig in Tabellenform pra¨sentiert.
Fu¨r die zeitliche Anordnung der auszugebenden Medien-Objekte wird auf die von Al-
len (1983) entwickelten temporalen Beziehungen zwischen Objekten zuru¨ckgegriffen. Die
Angabe bezu¨glich einer konkreten Zeitdauer wird der ‘<’-Relation sowie der ‘/’-Relation
hinzugefu¨gt. Die Print-Variablen werden dann in einer Temporal-Condition-Box zueinander
in Beziehung gesetzt. Hierfu¨r wird das Prinzip der hierarchischen Komposition (siehe Ab-
schnitt 3.1.3) verwendet. Die zeitlichen Beziehungen werden nicht in Form einer Baumstruk-
tur angegeben, sondern als komplexe Bedingung in Form eines Zeit-Strings. Ein Zeit-String
ist wie folgt definiert:
Definition 6.3.1. In einem Zeit-Stringwerden unter Verwendung der Vergleichsoperatoren aus
derMenge R = {<, :, |, %, [, ], /} die zeitlichen Beziehungen zwischen Objekten und komple-
xen Objekten beschrieben. Bei Einsatz der Relationen< und / ist die Angabe einer Zeitdauer
erforderlich. Dies erfolgt fu¨r zwei Objekte o1 und o2 in der Form (o1 < o2,Zeitdauer) bezie-
hungsweise (o1/o2,Zeitdauer). Die Zeitdauer wird in Sekunden angegeben. 2
Zur Erstellung eines entsprechenden Zeitplans fu¨r die Pra¨sentation der Objekte kann nach
Subrahmanian (1998) auf den Bellman-Ford Algorithmus zuru¨ckgegriffen werden. Die Ver-
wendung des Zeit-Strings und der Print-Option wird im folgenden Beispiel anhand einer
Anfrage verdeutlicht.
Beispiel 6.8 Gib alle Informationen zu dem Stoff mit der Nummer I002 aus. Nachdem die Video-
aufnahme abgespielt wurde, zeige das Foto an und spiele gleichzeitig das Audio-File ab. Beides soll
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jeweils 20 Sekunden pra¨sentiert werden. Das Werbefoto soll in einer Gro¨ße von 300x400 Pixeln an-
gezeigt werden. Der Name, die Qualita¨t und die SId sollen sta¨ndig angezeigt werden.
Stoff SId Name Qualitaet Video Werbefoto Audio
P. I002 P.Video P.Foto[20,,300x400,false] P.Audio[20,,,]
Temporal-Condition-Box Condition
P.Video | (P.Foto [ P.Audio)
Analog zur Spezifikation der zeitlichen Darstellung der Ergebnisobjekte kann eine beson-
dere ra¨umliche Pra¨sentation der Ergebnisobjekte vom Nutzer gewu¨nscht werden. Papadias
und Sellis (1995) verwenden fu¨r die Formulierung in einer QBE-a¨hnlichen Anfragesprache
ein Bild-Skelett. So liefert die Anfrage:
all die Bild-Objekte X aus der Relation Bilder, die sich nordo¨stlich des Referenzbildes Bild
befinden. Diese Art der Formulierung von ra¨umlichen Beziehungen kann prinzipiell auch
fu¨r die Spezifikation der Ausgabebedingungen gewa¨hlt werden. In dieser Arbeit wird jedoch
ein grafisches Layout favorisiert.
In WS-QBE wird die Formulierung der ra¨umlichen Pra¨sentationsmerkmale durch eine
ra¨umliche Anordnung der Print-Variablen in einem Spatial-Condition-Frame unterstu¨tzt. Da-
fu¨r werden den Print-Variablen geometrische Objekte zugewiesen. Alternativ ko¨nnen die
ra¨umlichen Beziehungen auf Basis der Print-Variablen durch Angabe eines 2D-C-Strings (sie-
he Abschnitt 3.1.2) erfolgen. Dieser wird in einer Spatial-Condition-Box formuliert. Die Abbil-
dung 6.4 zeigt fu¨r die Print-Variablen P.Video und P.Foto aus Beispiel 6.8 eine ra¨umliche
Anordnung im Spatial-Condition-Frame.
Abbildung 6.4: Ra¨umliches Layout im Spatial-Condition-Frame
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Dies kann auch wie folgt in der Spatial-Condition-Box formuliert werden:
Spatial-Condition-Box Condition
(P.Video < P.Foto); (P.Video [ P.Foto)
Bei Anfragen, die Ausgaben aus mehreren Tabellen umfassen, ist in WS-QBE der Einsatz
einer tempora¨ren Ausgabetabelle notwendig. In dieser werden die auszugebenden Variablen
sowie die Print-Variablen, fu¨r die keine ra¨umlichen Ausgabebedingungen spezifiziert wur-
den, geschrieben. Die Struktur der Tabelle kann vom Nutzer festgelegt werden. Beispiels-
weise ko¨nnen die Spaltennamen beliebig benannt werden.
6.4 Syntax
Die Angabe einer formalen Syntax fu¨r visuelle Anfragesprachen erfolgt nur selten, da die
Ausdrucksfa¨higkeit der visuellen Anfragesprache weit u¨ber die Ma¨chtigkeit einer String-
basierten Grammatik hinausgeht (Catarci u. a., 1997). Daher findet im Allgemeinen ein Map-
ping der visuellen Anfragesprache auf eine textuelle Anfragesprache statt. Fu¨r die kann wie-
derum eine formale Syntax definiert werden. Bei QBE-a¨hnlichen Anfragen wird die Syntax
der visuellen Operationen meist durch a¨quivalente Textkonstrukte beschrieben (ebd.). Aus
diesemGrundwerden auchWS-QBE-Anfragen auf entsprechende textuelle Sprachkonstruk-
te u¨berfu¨hrt, deren entsprechende formale Syntax in diesem Abschnitt beschrieben wird.
6.4.1 Prinzipien der Abbildung von WS-QBE auf Textkonstrukte
Eine WS-QBE-Anfrage besteht aus verschiedenen Sprachelementen. Dazu za¨hlen die An-
fragetabellen, die Ausgabetabelle, die Weighting-Tabelle, der Condition-Tree, die Spatial-
Condition-Box und die Temporal-Condition-Box sowie der Spatial-Condition-Frame. Die
Anfragetabellen und die Ausgabetabelle werden in der textuellenNotation durch die Sprach-
konstrukte Tabelle und Ausgabetabelle umgesetzt.
In WS-QBE wird eine Relevanzgewichtung sowie eine Schwellwert- und Operatorgewich-
tung unterstu¨tzt. Dabei werden die Schwellwertgewichte direkt den betreffenden Selekti-
onsbedingungen zugeordnet. Im Condition-Tree werden die Operatorgewichtung und die
Relevanzgewichtung visuell unterstu¨tzt. Anders als bei einfachen Anfragen werden hier kei-
ne Relevanzvariablen angelegt. Bei der U¨berfu¨hrung einer WS-QBE-Anfrage in die textuelle
Notation wird fu¨r jede Art von Gewicht entweder eine Relevanz-, Schwell- oder Operator-
variable erzeugt. Diesen Variablen wird in der Gewichtung ein entsprechendes numerisches
Gewicht zugeteilt.
Die Anfragebedingungen, die inWS-QBE imCondition-Tree erstellt werden, ko¨nnen durch
Traversieren des Baums in Inorder-Reihenfolge als Bedingung in einer textuellen Sprache ab-
gebildet werden. Sind ra¨umliche Bedingungen im Condition-Tree angegeben, so werden zu-
vor sowohl Richtungsbeziehungen als auch topologische Beziehungen zwischen den Objek-
ten aus der Skizze extrahiert. Die verschiedenen ra¨umlichen Beziehungen zwischen jeweils
zwei Objekten werden konjunktiv miteinander verknu¨pft.
In WS-QBE ist es ferner mo¨glich, als Selektionsbedingung nur eine Konstante Const an-
zugeben. Dies impliziert einen Test auf Gleichheit zwischen den Werten des entsprechenden
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Attributes und der Konstanten. In der textuellen Notation wird diese vereinfachte Schreib-
weise aufgelo¨st, so dass ‘= Const’ geschrieben wird.
Des Weiteren besteht in WS-QBE die Mo¨glichkeit, ra¨umliche und zeitliche Ausgabebedin-
gungen zu spezifizieren. Die zeitlichen Bedingungen aus der Temporal-Condition-Box wer-
den unter Verwendung der Print-Variablen textuell in Form einer zeitl. Bedingung definiert.
Analog dazu werden die ra¨umlichen Ausgabebedingungen als ra¨uml. Bedingung spezifiziert.
Ra¨umliche Bedingungen ko¨nnen in WS-QBE visuell in einem Spatial-Condition-Frame oder
textbasiert in der Spatial-Condition-Box erfolgen. Fu¨r die Abbildung des visuellen Layouts
auf eine textuelle ra¨umliche Bedingung wird aus dem Layout ein 2D-C-String generiert.
6.4.2 Syntaxdefinition
Mit diesen skizzierten Sprachmitteln ist es mo¨glich, die visuelle Multimedia-Anfragespra-
che WS-QBE auf eine textuelle Sprache abzubilden. Fu¨r die Beschreibung der Syntax wird
auf einer Erweiterung der Backus-Naur-Form (Backus u. a., 1960, 1963), einer kontextfreien




{}+ beliebige Wiederholungen aber mindestens einmal
{}2+ beliebige Wiederholungen aber mindestens zweimal
| oder
Tabelle 6.1: U¨berblick u¨ber die verwendete Notation
Damit kann die Syntax wie folgt angegeben werden:
Anfrage: Eine Anfrage kann beliebig viele Tabellen und optional eine Bedingung, eine








Tabelle: Eine Tabelle verfu¨gt u¨ber einen Relationennamen. Optional kann eine Schwellva-
riable angegeben werden, die fu¨r die gesamte Anfrage gu¨ltig ist. Dem folgt eine Anzahl von
Attributnamen. In einer Anfragezeile wird jedem Attributnamen eine Selektionsbedingung
oder eine Variable zugeordnet. Zu Beginn einer Anfragezeile darf ein Tupelbefehl stehen.




Tupelbefehl: Dieser Befehl gilt fu¨r ein ganzes Tupel. So darf hier das Negationssymbol ¬
oder der Kontrolleintrag P., was die Ausgabe aller Attribute zur Folge hat, stehen.
<Tupelbefehl> ::= ¬| P.
Anfragezeile: Fu¨r jeden Attributnamen wird entweder eine Variable oder eine Selektions-
bedingung angegeben. Dem kann der Kontrolleintrag P. oder eine Print-Variable vorange-
stellt werden. Weiterhin ko¨nnen bei einer Selektionsbedingung Variablen fu¨r ein Schwell-
wert- und Relevanzgewicht angegeben werden.




Selektionsbedingung: Eine Selektionsbedingung stellt einen Vergleich auf Zahlen, Zei-
chenketten und Multimedia-Objekten dar. Selektionsbedingungen werden fu¨r den Vergleich
mit den Komponenten eines Tupels beno¨tigt.
<Selektionsbedingung> ::= <Vergleich> <num. Term> |
<Vergleich> <alpha. Term> |
<MMVergleich><sim. Term> |
<Zeitlicher Vergleich> <sim. Term> |
<Ra¨umlicher Vergleich><sim. Term> |
<leer>
Bedingung: Eine Bedingung entspricht einer Formel. Dabei ist jedes Atom eine Formel.
Daru¨ber hinaus kann eine Formel unter Anwendung der klassischen Junktoren (∧,∨) und
des Universaljunktors (⊕) aus jeweils mindestens zwei Formeln gebildet werden. Ferner ist
die Negation einer Formel gestattet. Optional kann eine Gewichtung erfolgen, indem einer
Formel eine Schwellwert- beziehungsweise Relevanzvariable zugeordnet wird. Die Parame-
trisierung des Universaljunktors erfolgt u¨ber eine Operatorvariable.
<Bedingung> ::= <Formel>
<Formel> ::= (<Atom>) [<Schwellvariable>] [<Relevanzvariable>] |
(∧ ({<Formel>}2+)) [<Schwellvariable>] [<Relevanzvariable>] |
(∨ ({<Formel>}2+)) [<Schwellvariable>] [<Relevanzvariable>] |
(<⊕> ({<Formel>}2+)) [<Schwellvariable>] [<Relevanzvariable>] |
(¬ <Formel>) [<Schwellvariable>] [<Relevanzvariable>]
<Atom> ::= <num. Term> <Vergleich> <num. Term> |
<alpha. Term> <Vergleich> <alpha. Term> |
<sim. Term> <MMVergleich> <sim. Term> |
<sim. Term> <Zeitlicher Vergleich> <sim. Term> |
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<sim. Term> <Ra¨umlicher Vergleich> <sim. Term>
<⊕> ::= ⊕<Operatorvariable>
ra¨uml. Bedingung: Eine ra¨umliche Ausgabebedingung wird durch den 2D-C-String (siehe
Abschnitt 3.1.2) realisiert. Dabei wird sowohl fu¨r die x als auch fu¨r die y-Dimension paar-
weise ein Richtungsvergleich zwischen den einzelnen Print-Variablen spezifiziert.
<ra¨uml. Bedingung> ::= <2D-C-String>
<2D-C-String> ::= (<X>; <Y>)
<X> ::= {(<Print-Variable> <2D-Vergleich> <Print-Variable>)}+
<Y> ::= {(<Print-Variable> <2D-Vergleich> <Print-Variable>)}+
zeitl. Bedingung: Eine zeitliche Ausgabebedingung wird durch einen Zeit-String (siehe
Abschnitt 6.3.4) spezifiziert.
<zeitl. Bedingung> ::= <Zeit-String>
<Zeit-String> ::= {(<Print-Variable> <Zeitlicher Vergleich>
<Print-Variable> [, <Dauer>])}+
Gewichtung: In der Gewichtung wird jeder Relevanz-, Schwell- oder Operatorvariablen
ein Gewicht in Form eines numerischen Wertes zugeordnet.
<Gewichtung> ::= {(<Relevanzvariable> | <Operatorvariable> | <Schwellvariable>
= <Gewicht>)}+
Ausgabetabelle: In einer Ausgabetabelle wird der Name der Relation sowie eine beliebi-
ge Anzahl von Attributnamen angegeben. Jedem Attributnamen ist in der Anfragezeile eine
Variable zugeordnet. Zusa¨tzlich kann in der Ausgabetabelle eine Schwellvariable angegeben
werden. Das dafu¨r spezifizierte Schwellwertgewicht ist dann fu¨r die ganze Anfrage gu¨ltig.
<Ausgabetabelle> ::= <Relationenname> [<Schwellvariable>] {<Attributname>}+
<Ausgabezeile>
<Ausgabezeile> ::= {P. <Variable> | <Print-Variable>}+
Vergleiche: Je nach Medientyp stehen verschiedene Vergleiche zur Verfu¨gung.
<Vergleich> ::= < | > | = | 6= | ≥ | ≤ | ∼
<MMVergleich> ::= = | 6= | ∼ | ∼Farbe | ∼Form | ∼Textur
<Zeitlicher Vergleich> ::= < | : | −2 | % | [ | ] |/
2Das Symbol − entspricht dem Symbol |, welches in Abschnitt 3.1.2 eingefu¨hrt wurde.
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<Ra¨umlicher Vergleich> ::= <Richtungsvergleich> | <Topolog. Vergleich> |
<Distanzvergleich>
<Richtungsvergleich> ::= links von | rechts von | oben von | unten von
<Topolog. Vergleich> ::= disjunkt | beru¨hrt | in | u¨berlappt | u¨berdeckt | gleich
<Distanzvergleich> ::= sehr nah | nah | fern | sehr fern
<2D-Vergleich> ::= < | : | −3 | % | [ | ] |/
Terme:
<num. Term> ::= <Zahlkonstante> | <Variable>
<alpha. Term> ::= <Textkonstante> | <Variable>
<sim. Term> ::= <Multimediakonstante> | <Variable>
<Variable> ::= {<Zeichen ohne Sonderzeichen>}+
<Operatorvariable> ::= % {<Zeichen ohne Sonderzeichen>}+
<Relevanzvariable> ::= $ {<Zeichen ohne Sonderzeichen>}+
<Schwellvariable> ::= & {<Zeichen ohne Sonderzeichen>}+
<Print-Variable> ::= P.{<Zeichen ohne Sonderzeichen>}+
Konstanten und Bezeichner:
<Relationenname> ::= {<Zeichen ohne Sonderzeichen>}+
<Attributname> ::= {<Zeichen ohne Sonderzeichen >}+
<Textkonstante> ::= {<Zeichen>}+
<Zahlkonstante> ::= <u¨bliche Zahlen>
<Multimediakonstante> ::= <u¨bliches Multimedia-Objekt>
<Gewicht> ::= <u¨bliche Zahlen ∈ [0,1] >
<Dauer> ::= <u¨bliche positive Zahlen >
Unter Verwendung dieser Syntax kann fu¨r jede visuelle Anfrage eine entsprechende tex-
tuelle Notation angegeben werden. Auf die Besonderheiten, die bei der Abbildung der vi-
suellen Anfragen auf einen textuellen Ausdruck zu beru¨cksichtigen sind, wurde bereits im
vorigen Abschnitt eingegangen. Im folgenden Abschnitt wird die Semantik fu¨r einen textu-
ellen Ausdruck, der eine visuelle WS-QBE-Anfrage umsetzt, beschrieben.
6.5 Semantik
In diesem Abschnitt wird die formale Semantik fu¨r einen WS-QBE-Anfrageausdruck durch
Transformation in einen SDC-Ausdruck definiert. Zuna¨chst wird jedoch die Semantik der
Operatoren und Junktoren festgelegt, da diese im A¨hnlichkeitskalku¨l nicht vordefiniert sind.
3Das Symbol − entspricht dem Symbol |, welches in Abschnitt 3.1.2 eingefu¨hrt wurde.
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6.5.1 Operationen
Die klassischen Vergleichsoperatoren <,>,=, 6=,≥,≤ weisen die allgemein bekannte Se-
mantik auf.
Fu¨r A¨hnlichkeitsvergleiche auf Multimedia-Daten wird in WS-QBE die Euklidische Di-
stanz auf den entsprechenden Feature-Werten der Objekte eingesetzt, wa¨hrend die A¨hnlich-
keit zwischen Zeichenketten mittels der Editierdistanz und zwischen Zahlen als Betrag der
Differenz bestimmt wird. Die ermittelten Distanzwerte mu¨ssen dann in einen A¨hnlichkeits-
wert u¨berfu¨hrt werden. Eine Anpassung der A¨hnlichkeits- beziehungsweise der Distanz-
maße je nach Anwendungsgebiet ist mo¨glich. So kann fu¨r den Operator ∼Farbe anstelle der
Euklidischen Distanz auch der Histogrammschnitt verwendet werden.
Die Semantik fu¨r die zeitlichen und ra¨umlichen Pra¨dikate wurde bereits in Abschnitt 3.1.2
dargelegt. Aus diesem Grund wird an dieser Stelle auf diesen Abschnitt verwiesen. Fu¨r die
qualitativen Distanzsymbole ist die Semantik kontextabha¨ngig. Aus diesem Grund ko¨nnen
im Rahmen dieser Arbeit keine konkreten, allgemein gu¨ltigen quantitativen Intervalle fest-
gelegt werden.
6.5.2 Junktoren
Die Anfragesprache WS-QBE basiert auf dem klassischen Fuzzy-Modell. Daher wird die Se-
mantik fu¨r den Junktor∧ durch die Funktionmin und fu¨r∨ durch die Funktionmax definiert.
Fu¨r die Negation ¬ wird das Einerkomplement verwendet. Damit kann die Interpretation I
fu¨r diese Operatoren wie folgt angegeben werden:
I(∧) = min(µ1, . . . , µm)
I(∨) = max(µ1, . . . , µm)
I(¬) = 1− µ1,
wobei µ1, . . . µm Relevanzwerte im Intervall [0, 1] sind. Fu¨r die gewichteten Alternativen die-
ser beiden Junktoren wird eine gewichtete T-Norm beziehungsweise T-Conorm unter Ver-
wendung der Gewichtungsformel (vgl. Abschnitt 4.2.1) erzeugt. Damit wird die Semantik
fu¨r die gewichteten n-a¨ren Junktoren ∧(θ1,θ2,...,θm) und ∨(θ1,θ2,...,θm) folgendermaßen festgelegt:
I(∧(θ1,θ2,...,θm)) = (θ1 − θ2) ∗min(µ1) +
2 ∗ (θ2 − θ3) ∗min(µ1, µ2) +
. . .+ . . .
m ∗ θm ∗min(µ1, . . . , µm)
I(∨(θ1,θ2,...,θm)) = (θ1 − θ2) ∗max(µ1) +
2 ∗ (θ2 − θ3) ∗max(µ1, µ2) +
. . .+ . . .
m ∗ θm ∗max(µ1, . . . , µm),
wobei µ1, . . . µm Relevanzwerte im Intervall [0, 1] sind. Neben diese Junktoren besteht in
WS-QBE die Mo¨glichkeit, den Universaljunktor ⊕z und den gewichteten Universaljunktor
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⊕z(θ1,θ2,...,θm) zu verwenden. Deren Semantik ist unter Beachtung der Relevanzwerte und der
Interpretation des Operatorgewichts z wie folgt definiert:
I(⊕z) = I(z) ∗ I(∧)(µ1, . . . , µm) + (1− I(z)) ∗ I(∨)(µ1, . . . , µm)
I(⊕z(θ1,θ2,...,θm)) = I(z) ∗ I(∧(θ1,θ2,...,θm))(θ1, . . . , θm, µ1, . . . , µm) +
(1− I(z)) ∗ I(∨(θ1,θ2,...,θm))(θ1, . . . , θm, µ1, . . . , µm).
6.5.3 Transformation einer WS-QBE-Anfrage in das SDC
Die Semantik einer WS-QBE-Anfrage wird durch die U¨berfu¨hrung auf einen Ausdruck des
A¨hnlichkeitskalku¨ls definiert. Die U¨berfu¨hrung basiert auf der in Abschnitt 6.2.1 beschriebe-
nen U¨berfu¨hrung von QBE in einen Ausdruck des Bereichskalku¨ls. Auf Grund der erweiter-
ten Funktionalita¨t von WS-QBE sind jedoch Modifizierungen notwendig.
Die Ausgabebedingungenwerden nicht in das SDC u¨berfu¨hrt, da diese keine Kriterien fu¨r
die Bestimmung der relevanten Ergebnisobjekte sind. Sie sind lediglich fu¨r die Pra¨sentation
der Ergebnisobjekte von Bedeutung. Demnach werden sie erst nach der Ermittlung der Er-
gebnisobjekte beno¨tigt. Die Ausgabebedingungen fließen somit als Parametrisierung in die
Pra¨sentationskomponente des Anfragesystems ein.
Eine Besonderheit tritt bei der U¨berfu¨hrung des Universaljunktors auf: Der Universalope-
rator ⊕z wird bei einem Operatorgewicht mit demWert 1 auf den Junktor ∧ beziehungswei-
se bei Verwendung von Relevanzgewichten auf den gewichteten UND-Operator ∧(θ1,θ2,...,θm)
abgebildet. Dieses wird notwendig, da im SDC der Universaljunktor als Verallgemeinerung
der Disjunktion definiert ist und daher nur Gewichte aus dem Interval [0, 1) unterstu¨tzt.
Unter Beru¨cksichtigung dieser Besonderheit kann die Umsetzung einer WS-QBE Anfrage
in einen Ausdruck des A¨hnlichkeitskalku¨ls E = {x1, . . . , xn|F(x1, . . . , xn)} wie folgt vorge-
nommen werden:
1. Fu¨r alle Attribute Ai aller vorkommenden Anfragezeilen der Anfrage wird eine Varia-
ble Xi erzeugt.
2. Fu¨r jede Relevanzvariable $RelVarj wird eine Gewichtsvariable θj erzeugt.
3. Fu¨r jede Schwellvariable &SchVark wird eine Gewichtsvariable θk erzeugt.
4. Fu¨r jede Operatorvariable %OpeVarl wird eine Operatorgewichtsvariable zl erzeugt.
5. Die Variablen Var der Ausgabetabelle werden zu den freien Variablen geschrieben:
({. . . , Var, . . . | . . .}).
6. Fu¨r alle positiven Anfragezeilen gilt:
a) Steht in der Anfragezeile mit Al , . . . , Am der Tupelbefehl P., dann wird jede Varia-
ble Xj mit j = l, . . . ,m zu den freien Variablen geschrieben: ({. . . ,Xl , . . . ,Xm . . . |
. . .}).
b) Steht bei einem Attribut Ai das Kommando P. oder eine Print-Variable P.Var, so
wird die entsprechende Variable Xi zu den freien Variablen geschrieben: ({. . . ,Xi,
. . . | . . .}).
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c) Fu¨r jede Relation R wird unter Verwendung der Bereichsvariablen der jeweiligen
Anfragezeile ein Atom R(Xi,Xi+1, . . .) erzeugt. Diese Atome bilden konjunktiv
miteinander verknu¨pft die Formel F.
d) Fu¨r jedes Ai mit einer Selektionsbedingung δConst beziehungsweise δ Var mit
δ ∈ {Vergleich ∪ MMVergleich ∪ Zeitlicher Vergleich ∪ Ra¨umlicher Vergleich}
gilt:
i) Es wird eine Teilformel Fi = (XiδConst) beziehungsweise Fi = (Xiδ Var)
erzeugt.
ii) Ist zusa¨tzlich eine Schwellvariable &SchVark angegeben, dann werden die
Teilformeln fu¨r ein Ai unter Verwendung des softcut-Operators erzeugt:
Fi = (#θk(XiδConst)) beziehungsweise Fi = (#θk(Xiδ Var)).
e) Steht bei Ai eine Variable Var, dann wird eine Teilformel Fi = (Xi = Var) er-
zeugt.
f) Alle Teilformeln Fi der Attribute Ai, bei denen eine Relevanzvariable $RelVarj
auftritt, werden unter Beachtung der Relevanzvariablen mit ∧(θ1,θ2,...,θm) zu Fa ver-
knu¨pft. Die u¨brigen Teilformeln Fi werden mit ∧ zu Fb verknu¨pft. Fa und Fb wer-
den dann konjunktiv mit F verknu¨pft.
7. Fu¨r alle negierten Anfragezeilen gilt:
a) Fu¨r jede Relation R wird unter Verwendung der Bereichsvariablen der jeweiligen
Anfragezeile ein Atom R(Xi,Xi+1, . . .) erzeugt. Diese Atome bilden konjunktiv
miteinander verknu¨pft die Teilformel Fneg.
b) Fu¨r jedes Ai mit einer Selektionsbedingung δConst beziehungsweise δ Var mit
δ ∈ {Vergleich ∪ MMVergleich ∪ Zeitlicher Vergleich ∪ Ra¨umlicher Vergleich}
gilt:
i) Es wird eine Teilformel Fi = (XiδConst) beziehungsweise Fi = (Xiδ Var)
erzeugt.
ii) Ist zusa¨tzlich eine Schwellvariable &SchVark angegeben, dann werden die
Teilformeln fu¨r Ai unter Verwendung des softcut-Operators erzeugt:
Fi = (#θk(XiδConst)) beziehungsweise Fi = (#θk(Xiδ Var)).
c) Steht bei Ai eine Variable Var, dann wird eine Teilformel Fi = (Xi = Var) er-
zeugt.
d) Alle Teilformeln Fi der Attribute Ai, bei denen eine Relevanzvariable $RelVarj
auftritt, werden unter Beachtung der Relevanzvariablen mit ∧(θ1,θ2,...,θm) zu Fa ver-
knu¨pft. Die anderen Teilformeln Fi werden mit ∧ zu Fb verknu¨pft. Fa und Fb wer-
den konjunktiv mit Fneg verknu¨pft.
e) Alle Variablen Xi, die in einer negierten Anfragezeile auftreten, werden in Fneg
gebunden: {. . . |(. . . (∃Xi(Fneg)))}.
f) ¬Fneg wird konjunktiv mit F verknu¨pft.
8. Die in der Bedingung angegeben Formel wird konjunktiv mit F verknu¨pft. Dabei wer-
den die Junktoren in WS-QBE wie folgt in das SDC umgesetzt4:
4Bei zwei Operanden wird die Infixnotation verwendet.
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• Das Symbol ‘∧’ wird auf den Operator ∧ beziehungsweise bei gewichteten Teil-
formeln auf ∧(θ1,θ2,...,θm) mit θj = $RelVarj und j = 1, . . . ,m abgebildet,
• Das Symbol ‘∨’ wird auf den Operator ∨ beziehungsweise bei gewichteten Teil-
formeln auf ∨(θ1,θ2,...,θm) mit θj = $RelVarj und j = 1, . . . ,m abgebildet,
• Das Symbol ‘¬’ wird auf den Operator ¬ abgebildet,
• Das Symbol ‘⊕’ mit der Operatorvariablen%OpeVarl und einemOperatorgewicht
kleiner eins wird auf den Operator ⊕z mit z = %OpeVarl beziehungsweise bei ge-
wichteten Teilformeln auf ⊕z(θ1,θ2,...,θm) mit θj = $RelVarj und z = %OpeVarl , abge-
bildet. Es gilt j = 1, . . . ,m.
Betra¨gt das Operatorgewicht eins, dann wird ‘⊕’ mit %OpeVarl auf den Operator
∧ beziehungsweise bei gewichteten Teilformeln auf ∧(θ1,θ2,...,θm) und θj = $RelVarj
mit j = 1, . . . ,m abgebildet.
9. Alle in einer positiven Anfragezeile auftretenden Variablen Xi sowie Var, die nicht zu
den freien Variablen geho¨ren, werden mit ∃ in F gebunden: {. . . | . . . (∃Xi(F))} bezie-
hungsweise {. . . | . . . (∃ Var(F))}.
10. Steht hinter dem Relationenname einer Ausgabetabelle oder einer Tabelle, in der ein P.
oder eine Print-Variable auftritt, eine Schwellvariable &SchVark, dann wird auf F der
softcut-Operator angewendet: ({. . . |(#θk(F))}).
11. Vereinfachung der Formel.
Durch eine Interpretationsfunktion I werden fu¨r die Gewichtsvariablen θ und die Opera-
torgewichtsvariablen z die konkreten numerischen Werte bestimmt. Es gilt I(θ) ∈ [0, 1] und
I(z) ∈ [0, 1).





Relevanzvariablen Gewichtsvariablen, gewichtete Junktoren
Schwellvariablen Gewichtsvariablen, so f tcut-Operator
Operatorvariablen Operatorgewichtsvariablen, Universaljunktor
leere Spalten paarweise verschiedene mit ∃-quantifizierte Variablen
Spalten mit P./Print-Variable freie Variablen
Spalten ohne P./Print-Variable ∃-quantifizierte Variablen
Tabelle 6.4: Gegenu¨berstellung der Sprachmittel von WS-QBE und dem A¨hnlichkeitskalku¨l
6.6 Beispiel
In diesem Abschnitt wird an einem Beispiel die Anfrageformulierung in WS-QBE sowie die
U¨berfu¨hrung der Anfrage in einen entsprechenden Ausdruck des A¨hnlichkeitskalku¨ls de-
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F001 tartan 0815 hoch
F002 tartan 0816 mittel
F003 blue stripes hoch
. . . . . . . . .
Muster
BId SId Bild
I001 F001 tartan 0815 1.jpg
I002 F001 tartan 0815 2.jpg
I003 F002 tartan 0816 1.jpg
I004 F003 blue stripes 1.jpg
. . . . . . . . .
Als Beispielanfrage wird auf die Anfrage aus Abschnitt 5.5.2 zuru¨ckgegriffen:
Ermittle den Namen und die Qualita¨t der Stoffe, die eine hohe Qualita¨t haben oder
dem gegebenen Bild (CBild) in Farbe und Textur a¨hnlich sind. Die Verknu¨pfung dieser
Bedingungen wird mit z=0.2 reglementiert. Die Farba¨hnlichkeit ist wichtiger als die
A¨hnlichkeit bezu¨glich der Textur (Gewicht von 0.9 versus 0.1). Ferner ist die Qualita¨t
eines Stoffes weniger wichtig als die A¨hnlichkeit eines Stoffes zum vorgegebenen Stoff-
muster (Gewicht von 0.3 versus 0.7). Letztlich sollen nur die Stoffe ermittelt werden, die
einen Relevanzwert gro¨ßer 0.7 aufweisen.
Diese Anfrage kann wie folgt in WS-QBE formuliert werden:
Die WS-QBE-Anfrage, bestehend aus den zwei Anfragetabellen Stoff und Muster und ei-
nem Condition-Tree, wird als erstes in einen entsprechenden textuellen Anfrageausdruck
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u¨berfu¨hrt. Die Abbildung der Tabellen kann direkt erfolgen: Fu¨r die WS-QBE-Tabellen wer-
den die Tabellen Stoff undMustermit den entsprechenden Attributnamen angelegt. Die An-
fragezeilen ko¨nnen u¨bernommen werden. Fu¨r das Schwellwertgewicht in der Relation Stoff
wird eine Schwellvariable &S erzeugt.
Zur U¨berfu¨hrung des Condition-Trees werden zuna¨chst fu¨r die einzelnen Relevanzge-
wichte sowie fu¨r das Operatorgewicht entsprechende Operator- beziehungsweise Relevanz-
variablen erzeugt. In der Gewichtung werden diesen Variablen die dazugeho¨rigen numeri-
schenWerte zugeordnet. Zusammenmit der Schwellvariablen ergibt sich ((&S=0.7)($F = 0.9)
($T = 0.1)($sim = 0.7)($Q = 0.3)(%z=0.2)). Der Condition-Tree mit den drei Selektionsbe-
dingungen wird sodann durch Traversieren des Baumes in Inorder-Reihenfolge und unter
Beru¨cksichtigung der Operator- und Relevanzvariablen in eine Bedingung, also eine Formel,
u¨berfu¨hrt. Weitere Besonderheiten, sind bei der Abbildung auf textuelle Sprachkonstrukte
nicht zu beru¨cksichtigen.
Die Abbildung auf das A¨hnlichkeitskalku¨l erfolgt entsprechend der im vorhergehenden
Abschnitt geschilderten Schritte. Zum bessern Versta¨ndnis wird im Folgenden jeder Schritt
noch einmal einzeln aufgefu¨hrt:
1. Variablen erzeugen: X1,X2,X3,X4,X5,X6
2. Gewichtsvariablen fu¨r Relevanzvariablen erzeugen: θF, θT, θsim, θQ
3. Gewichtsvariablen fu¨r Schwellvariable erzeugen: θS
4. Operatorgewichtsvariablen erzeugen: z
5. Es existiert keine Ausgabetabelle.
6. Fu¨r positive Anfragezeilen:
a) Es gibt kein Tupelbefehl.
b) Attribute, die ein P. enthalten : {X2,X3| . . .}
c) Relationen erzeugen und zu F verknu¨pfen:
{. . . |(Sto f f (X1,X2,X3) ∧Muster(X4,X5,X6))}
d) bis f) Selektionsbedingungen auswerten:
Fb = ((((X1 = XSId) ∧ (X3 = XQ)) ∧ (X5 = XSId)) ∧ (X6 = XB))
Fb mit F verknu¨pft, ergibt:
{X2,X3 | ((Sto f f (X1,X2,X3) ∧Muster(X4,X5,X6)) ∧
((((X1 = XSId) ∧ (X3 = XQ)) ∧ (X5 = XSId)) ∧ (X6 = XB)))}
7. Es sind keine negierten Zeilen vorhanden.
8. Bedingung: (((X6 ∼Farbe CBild) ∧(θF ,θT) (X6 ∼Textur CBild))⊕z(θ∼,θQ) (X3 = Choch))
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mit F verknu¨pft, ergibt:
{X2,X3 | (((Sto f f (X1,X2,X3) ∧Muster(X4,X5,X6)) ∧
((((X1 = XSId) ∧ (X3 = XQ)) ∧ (X5 = XSId)) ∧ (X6 = XB))) ∧
(((X6 ∼Farbe CBild) ∧(θF ,θT) (X6 ∼Textur CBild))⊕z(θ∼,θQ) (X3 = Choch)))}
9. Variablen binden:
{X2,X3 | (∃X1(∃X4(∃X5(∃X6(∃XSId(∃XQ(∃XB
(((Sto f f (X1,X2,X3) ∧Muster(X4,X5,X6)) ∧
((((X1 = XSId) ∧ (X3 = XQ)) ∧ (X5 = XSId)) ∧ (X6 = XB))) ∧
(((X6 ∼Farbe CBild) ∧(θF ,θT) (XB ∼Textur CBild))⊕z(θ∼,θQ) (X3 = Choch))))))))))}
10. Schwellwertgewichtung beru¨cksichtigen:
{X2,X3 | (#θS(∃X1(∃X4(∃X5(∃X6(∃XSId(∃XQ(∃XB
(((Sto f f (X1,X2,X3) ∧Muster(X4,X5,X6)) ∧
((((X1 = XSId) ∧ (X3 = XQ)) ∧ (X5 = XSId)) ∧ (X6 = XB))) ∧
(((X6 ∼Farbe CBild) ∧(θF ,θT) (X6 ∼Textur CBild))⊕z(θ∼,θQ) (X3 = Choch)))))))))))}
11. Vereinfachungen vornehmen:
{X2,XQ | (#θS(∃XSId(∃X4(∃XB((Sto f f (XSId,X2,XQ) ∧Muster(X4,XSId,XB)) ∧
(((XB ∼Farbe CBild) ∧(θF ,θT) (XB ∼Textur CBild))⊕z(θ∼,θQ) (XQ = Choch))))))}
Der entstandene SDC-Anfrageausdruck entspricht dem gegebenen Kalku¨lausdruck fu¨r
die gleiche natu¨rlichsprachliche Anfrage aus Abschnitt 5.5.2. Auf dieser Basis kann nun eine
U¨berfu¨hrung dieses Kalku¨lausdrucks in einen Ausdruck der A¨hnlichkeitsalgebra erfolgen.
Nach einer mo¨glichen Anfrageoptimierung wird der Ausdruck ausgewertet. Ein entspre-
chendes Beispiel fu¨r die Auswertung dieser Anfrage wurde bereits in Abschnitt 5.5.2 ange-
geben.
6.7 Zusammenfassung
Ziel dieses Kapitels war die Entwicklung der visuellen Multimedia-Anfragesprache WS-
QBE. Die formale Semantik dieser Sprache wird durch das A¨hnlichkeitskalku¨l definiert. Die-
se wurde in Kapitel 5 vorgestellt.
Zu Beginn des Kapitels wurde der Entwurf einer neuen visuellen Multimedia-Anfrage-
sprache motiviert. Es wurde argumentiert, dass insbesondere fu¨r nicht-versierte Nutzer ei-
ne visuelle QBE-a¨hnliche Anfragesprache gegenu¨ber textuellen Anfragesprachen, wie bei-
spielsweise SQL, entscheidene Vorteile aufweist. Dies wird durch verschiedene Studien ge-




Daraufhin wurde die Sprache QBE vorgestellt. Die grundlegenden Prinzipien sowie die
Formulierung von einfachen und komplexen Anfragen wurde anhand von Beispielen veran-
schaulicht. Weiterhin wurde die formale Semantik von QBE-Anfragen durch Angabe eines
Transformationsalgorithmus in das Bereichskalku¨l beschrieben. Die Anfragesprache QBE
ist zwar relational vollsta¨ndig, jedoch nicht streng relational vollsta¨ndig. Dies schra¨nkt die
Formulierung komplexer Anfragen, die beispielsweise Unterabfragen beno¨tigen, ein. Daher
wurde die Anfragesprache SQBE, die eine orthogonale Erweiterung zu QBE bildet, vorge-
stellt. Sie ist streng relational vollsta¨ndig und unterstu¨tzt Unterabfragen. Dabei setzt sich
eine SQBE-Anfrage aus einzelnen QBE-Anfragen zusammen. Die Zusammenfassung der
Mo¨glichkeiten und Vorteile der Formulierung von Anfragen in diesen beiden Sprachen run-
dete den Abschnitt ab.
Daran anschließend wurden die Grundprinzipien von WS-QBE skizziert. Die Anfrage-
formulierung basiert auf dem Ausfu¨llen von Tabellenskeletten durch Beispielvariablen und
Konstanten. Da WS-QBE als Multimedia-Anfragesprache konzipiert wurde, du¨rfen neben
Zeichenketten und Zahlen auch Medien- und Multimedia-Objekte als Konstanten verwen-
det werden. Daru¨ber hinaus besteht in WS-QBE die Mo¨glichkeit, nicht nur Anfragekriterien
zu formulieren sondern auch Nutzerpra¨ferenzen durch Einsatz von Gewichten zu spezi-
fizieren. Bei einfachen Anfragen kann eine Relevanz- und Schwellwertgewichtung vorge-
nommen werden. Dafu¨r werden den jeweiligen Selektionsbedingungen entsprechende Rele-
vanzvariablen zugeordnet, denen in der Gewichtungstabelle entsprechende Werte zugewie-
sen werden. Eine Schwellwertgewichtung kann sowohl fu¨r einzelne Selektionsbedingungen
als auch fu¨r die ganz Anfrage spezifiziert werden. Bei komplexen Anfragebedingungen, die
im Condition-Tree formuliert werden, kann zusa¨tzlich zu diesen beiden Mo¨glichkeiten der
Gewichtung der Universaljunktor verwendet und parametrisiert werden. Damit setzt die
Anfragesprache WS-QBE das in Kapitel 4 entwickelte Multi-Level-Gewichtungsmodell um.
Ein weiteres Charakteristikum von WS-QBE wird durch die Spezifizierung von Ausgabe-
bedingungen beschrieben. Diese ko¨nnen sowohl zeitlicher als auch ra¨umlicher Natur sein.
Damit finden neben den multimediaspezifischen Anforderungen auch die in Abschnitt 3.1.3
beschriebenen Anforderungen an die Ergebnispra¨sentation Beru¨cksichtigung.
Ferner wurde die Syntax und die Semantik von WS-QBE festgelegt. Da es sich um eine
visuelle Anfragesprache handelt, wurde zuna¨chst die U¨berfu¨hrung der visuellen Sprach-
mittel auf entsprechende textuelle Konstrukte beschrieben. Fu¨r diese Textkonstrukte wur-
de eine formale Syntax in einer erweiterten Backus-Naur-Form angegeben. Es wurde ferner
die konkrete Semantik der verwendeten Operationen und Junktoren beschrieben. Die Se-
mantik der Junktoren basiert auf Fuzzy-Logik. Damit ko¨nnen neben unscharfen Anfragen
auch Boolesche Anfragen ada¨quat ausgewertet werden. Weiterhin wurde ein Algorithmus
zur U¨berfu¨hrung eines textuellen WS-QBE-Ausdrucks in einen entsprechenden Ausdruck
des A¨hnlichkeitskalku¨ls entwickelt. Diese Abbildung wurde anhand eines Beispiels verdeut-
licht.
Die SpracheWS-QBE erlaubt es, Multimedia-Anfragen auf eine deklarative Art undWeise
zu formulieren. Durch Verwendung einer grafischen Oberfla¨che steht eine nutzerfreundliche
Schnittstelle zur Spezifikation von Anfragen bereit. Die Verarbeitung dieser Anfragen ist in
Abbildung 6.5 dargestellt.
WS-QBE-Anfragen werden demnach zuna¨chst auf einen Ausdruck des A¨hnlichkeitskal-
ku¨ls abgebildet, welcher wiederum in einen Ausdruck der A¨hnlichkeitsalgebra u¨berfu¨hrt
wird. Aufbauend auf diesem Algebraausdruck kann eine logische Optimierung stattfinden.
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Abbildung 6.5: Verarbeitung einer WS-QBE-Anfrage
Unter Beru¨cksichtigung einer mo¨glichen physischen und kostenbasierten Optimierung wird
der optimale Zugriffsplan ausgewa¨hlt. Dieser wird letztendlich ausgefu¨hrt. Die Optimierung
ist nicht Gegenstand dieser Arbeit, jedoch wird im Ausblick dieser Arbeit auf die algebrai-
sche Optimierung noch einmal na¨her eingegangen (siehe Abschnitt 8.2.1). In der Pra¨senta-
tionskomponente des Anfragesystems werden die Ergebnisse entsprechend den in WS-QBE
formulierten Ausgabebedingungen aufbereitet. Aus diesem Grund werden die zeitlichen
und ra¨umlichen Ausgabebedingungen nicht auf das A¨hnlichkeitskalku¨l u¨berfu¨hrt. Vielmehr
werden sie als Parameter fu¨r die Ergebnisaufbereitung verwendet.
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7.1 Implementierung
In diesem Abschnitt werden die verschiedenen Implementierungen vorgestellt, die im Rah-
men dieser Arbeit realisiert wurden. Das Ziel, welches mit der prototypischen Implementie-
rung der einzelnen Komponenten verfolgt wird, besteht in der experimentellen Validierung
der verschiedenen theoretischen Modelle.
Abbildung 7.1 gibt einen U¨berblick u¨ber die prototypisch implementierten Komponen-
ten des Systems. Dazu za¨hlt die Umsetzung der in Kapitel 4 entwickelten Transformations-
regeln fu¨r Anfragen mit Relevanzgewichten. Ferner existiert eine Umsetzung des in Kapi-
tel 5 eingefu¨hrten A¨hnlichkeitskalku¨ls, der A¨hnlichkeitsalgebra sowie der entsprechenden
U¨berfu¨hrung ineinander. Eine A¨hnlichkeitssuche unter Verwendung von Gewichten wird
in dem Anwendungsszenario LostArt realisiert. Ebenfalls im Kontext von LostArt ist die
Formulierung ra¨umlicher Anfragen mo¨glich. Letztlich wurde die Anfragesprache WS-QBE
prototypisch umgesetzt.
Abbildung 7.1: U¨berblick u¨ber prototypisch implementierte Komponenten
7.1.1 Transformationsregeln
Das Ziel der Implementierung von Transformationsregeln fu¨r gewichtete Anfragen liegt in
der Validierung der Korrektheit dieser. Insbesondere ist hierbei die U¨berpru¨fung der Re-
geln fu¨r die Assoziativita¨t und Distributivita¨t von Bedeutung. Diese Aufgabe wird durch
ein Java-Programm realisiert, welches anhand generierter Relevanzwerte und Gewichte aus
dem Intervall [0, 1] die in Abschnitt 4.3.3 entwickelten Transformationsregeln verifiziert.
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Dafu¨r wird eine erzeugte Formel in eine syntaktisch a¨quivalente Formel transformiert.
Unter Beachtung der generierten Relevanzwerte und -gewichte werden die entsprechenden
Transformationsregeln auf die Gewichtung angewendet. Anschließend wird sowohl fu¨r die
Ausgangsformel als auch fu¨r die transformierte Formel der Gesamtrelevanzwert berechnet.
Diese werden sodann auf Gleichheit getestet.
Die in Abschnitt 4.3.3 aufgefu¨hrten Transformationsregeln, die gegebenenfalls eine Mo-
difizierung der Relevanzgewichte erforderlich machen, ko¨nnen somit auch experimentell
besta¨tigt werden.
7.1.2 A¨hnlichkeitskalku¨l und -algebra
Die Umsetzung des A¨hnlichkeitskalku¨ls und der A¨hnlichkeitsalgebra erfolgt entsprechend
der in Kapitel 5 beschriebenen Syntax und Semantik1. Als Implementierungsgrundlage fu¨r
die U¨berfu¨hrung eines Kalku¨lausdrucks in einen entsprechenden Algebraausdruck dient der
in Abschnitt 5.5.1 beschriebene Reduktionalgorithmus. Die Realisierung wird zuna¨chst nur
fu¨r scharfe Relationen vorgenommen. Das Ziel liegt in der experimentellen Besta¨tigung der
A¨quivalenz von Kalku¨l und Algebra.
In dem A¨hnlichkeitskalku¨l und der -algebra ist die Semantik der Junktoren und Operato-
ren nicht vordefiniert. Das klassische Fuzzy-Modell bildet die Grundlage fu¨r die Implemen-
tierung. Neben unscharfen und gewichteten Anfragen ko¨nnen damit weiterhin alle klassi-
schen Booleschen Anfragen umgesetzt werden. Der Junktor ∧wird auf die T-Norm min und
der Junktor ∨ auf die T-Conorm max abgebildet. Dem Universaljunktor liegt der ANDOR-
Operator zu Grunde. Fu¨r die Umsetzung der Relevanzgewichtung wird die Gewichtungs-
formel verwendet. Der Wertebereich entspricht dem Bereich der ganzen Zahlen. Es werden
verschiedene Operatoren, wie beispielsweise=,>,< und∼, realisiert. Der A¨hnlichkeitsope-
rator ∼ bestimmt den auf [0, 1] normierten Betrag der Differenz der beiden Operanden.
Abbildung 7.2: Test auf A¨quivalenz zwischen Kalku¨l- und Algebraausdruck
In Abbildung 7.2 ist der Ablauf der experimentellen Untersuchungen fu¨r den Test auf
1Mein besonderer Dank gebu¨hrt Dr. Ingo Schmitt, welcher einen erheblichen Anteil der Implementierung der
in diesem Abschnitt geschilderten Komponente tra¨gt.
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A¨quivalenz zwischen SDC und SA dargestellt. Es werden zufa¨llige, sichere SDC-Ausdru¨-
cke generiert. Darauf aufbauend erfolgt die Reduktion der Kalku¨lausdru¨cke auf einen Aus-
druck der A¨hnlichkeitsalgebra. Sowohl die Kalku¨l- als auch die Algebraausdru¨cke werden
ausgewertet. Dafu¨r werden Relationen mit beliebigen Werten aus dem Bereich der ganzen
Zahlen erzeugt. Die berechneten Ergebnisse werden letztlich auf Gleichheit getestet.
Ferner ist es mo¨glich, konkrete Kalku¨lausdru¨cke vorzugeben. Diese werden dann in einen
entsprechenden Algebraausdruck u¨berfu¨hrt und ausgewertet. Die Vorgehensweise wird im
Folgenden an einem Beispiel gezeigt. Aus Gru¨nden der leichteren Versta¨ndlichkeit wird die-
ses anhand einer sehr einfachen Booleschen Anfrage demonstriert, die den maximalen Wert
fu¨r das Attribut A1 aus der Relation R1(A1, A2, A3) ermittelt. Diese Anfrage kann wie folgt
als Kalku¨lausdruck angegeben werden:
{X1|(∃X3(∃X2(R1(X1,X2,X3) ∧ (¬(∃X7(∃X8(∃X9(R1(X7,X8,X9) ∧ (X7 > X1)))))))))}.
Die mit Zufallszahlen erzeugte Relation R1, der vorgegebene SDC-Ausdruck, der daraus
generierte Algebraausdruck sowie die Ergebnisse dieser beiden Ausdru¨cke sind in Abbil-
dung 7.3 so dargestellt, wie sie vom umgesetzten Programm ausgegeben werden.
Abbildung 7.3: Reduktion anhand eines Beispiels
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7.1.3 Gewichtete A¨hnlichkeitssuche
Eine weitere Komponente fu¨r eine gewichtete A¨hnlichkeitssuche ist in dem Anwendungs-
szenario LostArt implementiert. Bei LostArt handelt es sich um eine Internetdatenbank, die
eine textbasierte Recherche nach kriegsbedingt verbrachten Kulturgu¨tern unterstu¨tzt. Dazu
za¨hlen nicht nur Objekte der Malerei, sondern unter anderem auch Objekte der Schnitzkunst
und Glaskunst sowie Teppiche und Waffen. Neben textuell beschreibenden Informationen
werden – sofern vorhanden – Abbildungen der Kulturgu¨ter in der Datenbank verwaltet. Ins-
gesamt umfasst die Datenbank circa 3.500 Abbildungen.
Das wesentliche Ziel der Implementierung einer A¨hnlichkeitssuche in diesem Kontext
liegt in der Schaffung einer Suchoption, die die Suche nach Doubletten erleichtert und ge-
genu¨ber Schreibfehlern und widerspru¨chlichen Beschreibungen unabha¨ngig ist. Ferner stellt
die Erprobung von Relevanz- und Schwellwertgewichten einen Schwerpunkt dar. Die Da-
ten des LostArt-Systems werden in einer Oracle8i-Datenbank verwaltet. Daher wird fu¨r die
A¨hnlichkeitssuche das Visual-Information-Retrieval-Cartridge verwendet. Es ist der Vorga¨nger
des interMedia-Paketes. Eine A¨hnlichkeitsanfrage ist bezu¨glich der Features lokale und globale
Farbe, Form und Textur mo¨glich. In dem Prototyp werden A¨hnlichkeitsanfragen auf Bildern
unter Verwendung des Query-By-Example-Prinzips umgesetzt.
Abbildung 7.4: Screenshots des LostArt-Prototypen: A¨hnlichkeitssuche anhand eines Bild-
ausschnittes unter Beru¨cksichtigung der spezifizierten Gewichte (links) und
Darstellung der Ergebnisse mit dem gesuchten Bild an erster Stelle (rechts)
Die A¨hnlichkeitssuche ist als Webschnittstelle implementiert undwurde fu¨r Test- und Vor-
fu¨hrungszwecke in das System LostArt eingebettet. Die Realisierung der Webanwendung
und die Anbindung an die Datenbank erfolgt mittels PHP. Abbildung 7.4 zeigt zwei Screen-
shots des Prototypen. Links wird dargestellt, wie eine Anfrage durch den Nutzer formuliert
werden kann. Dafu¨r gibt der Nutzer ein Bild vor und setzt die Relevanzgewichte entspre-
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chend seiner Pra¨ferenzen. Die Anzahl der Ergebnisobjekte kann entweder durch Angabe
eines Schwellwertes oder durch Vorgabe der Ergebnisanzahl eingeschra¨nkt werden. Rechts
ist das Ergebnis dieser Anfrage dargestellt.
Die Formulierung von A¨hnlichkeitsanfragen in dem LostArt-Prototyp hat gezeigt, dass
sowohl die Relevanzgewichtung als auch die Schwellwertgewichtung ein nu¨tzliches Instru-
mentarium fu¨r die Abbildung der Nutzerpra¨ferenzen darstellen. In diesem einfachen An-
wendungsszenario werden Schwellwertgewichte zum Eingrenzen der Ergebnismenge ver-
wendet. Sie sind somit fu¨r die Gesamtanfrage gu¨ltig. Ferner wird deutlich, dass die Suche
nach a¨hnlichen Objekten bei der Wahl der Features ein entsprechendes Wissen des Nutzers
u¨ber die Datenbank erforderlich macht. So werden in der LostArt-Datenbank vornehmlich
Schwarz-Weiss-Abbildungen verwaltet. Damit ist die Verwendung des Features Farbe fu¨r
die A¨hnlichkeitssuche nicht sonderlich hilfreich. Im Allgemeinen sollte jedoch nicht davon
ausgegangen werden, dass der Nutzer u¨ber Hintergrundwissen u¨ber die Datenbankobjek-
te verfu¨gt. Um ihn dennoch bei der Formulierung von Anfragen zu unterstu¨tzen, ko¨nnen
beispielsweise Nutzerprofile verwendet werden. Ferner wird deutlich, dass der Einsatz von
Relevanz-Feedback-Mechanismen weiterhin notwendig ist.
7.1.4 Ra¨umliche Anfrageformulierung
Eine weitere Komponente unterstu¨tzt ra¨umliche Anfragen in dem LostArt-System (Urban,
2003). Die grobe Architektur ist in Abbildung 7.5 dargestellt.
Abbildung 7.5: Grobarchitektur der Komponente fu¨r ra¨umliche Anfragen
Fu¨r die Gewa¨hrleistung ra¨umlicher Suchanfragen ist zuna¨chst eine Aufbereitung der Da-
ten notwendig. Fu¨r diesen Zweck wird ein Vorverarbeitungsmodul implementiert. Dieses
untersu¨tzt die Segmentierung von Salient-Objekten innerhalb eines Bildes. Da kantenbasier-
te Segmentierungsverfahren bessere Ergebnisse liefern als regionen- oder punktbasierte Ver-
fahren wird das Life-Wire-Verfahren (Mortensen und Barrett, 1995) eingesetzt. Dadurch kann
eine semi-automatische Segmentierung realisiert werden. Dieses ist in Abbildung 7.6a dar-
gestellt. Jedes Salient-Objekt wird dann entsprechend einer vorgegebenen Hierarchie mit
einem Schlagwort versehen (siehe Abbildung 7.6b). Die fu¨r jedes Salient-Objekt extrahierten
Features werden zusammen mit den Schlagworten in der Datenbank gespeichert. Letztlich
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werden fu¨r alle Salient-Objekte eines Bildes die Lagebeziehungen bestimmt. Diese werden
in einer modifizierten Form des 2D-C-Strings (vgl. Abschnitt 3.1.2) abgespeichert.
Abbildung 7.6: a) Segmentierung und b) Zuordnung eines Schlagwortes zu dem Salient-
Objekt
Die Formulierung der ra¨umlichen Anfragen wird in einem Anfragemodul implementiert.
Auch hier ko¨nnen Bilder vom Nutzer segmentiert werden, um sie so fu¨r die Anfrage vorzu-
bereiten. Zur Formulierung der Anfrage werden Objekte auf einer Fla¨che angeordnet (siehe
Abbildung 7.7). Diese ko¨nnen frei bewegt, vergro¨ßert, verkleinert und ebenfalls verschlag-
wortet werden. Die Schlagworte dienen dann als Suchkriterien. Die ra¨umlichen Lagebezie-
hungen werden auf Basis des vom Nutzer erstellten Layouts ermittelt. Berechnete Lagebe-
ziehungen bilden die Basis fu¨r die Suche nach Bildern in der Datenbank, welche die gleichen
Lagebeziehungen und Schlagworte aufweisen. Mit diesem Modul kann die Formulierung
komplexer ra¨umlicher Anfragen im Condition-Tree von WS-QBE umgesetzt werden.
Abbildung 7.7: Screenshot des Moduls zur ra¨umlichen Anfrageformulierung
7.1.5 Anfrageformulierung mit WS-QBE
Die Anfragesprache WS-QBE ist in einem Prototyp umgesetzt. Das Ziel dieser Implemen-
tierung liegt in der Entwicklung eines entsprechenden Nutzerinterfaces und der teilweisen
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Umsetzung der in Abschnitt 6.3 beschriebenen Funktionalita¨t von WS-QBE. Derzeitig wird
durch den Prototypen die Formulierung einfacher gewichteter Anfragen unterstu¨tzt.
Der Prototyp ist in Java implementiert. Als DBMS wird Oracle9i verwendet. Fu¨r die A¨hn-
lichkeitsberechnung wird auf das interMedia-Paket aufgesetzt. Damit ko¨nnen fu¨r den Daten-
typ Bild die Features Farbe, Form und Textur unterstu¨tzt werden. Eine WS-QBE-Anfrage wird
in atomare Teilanfragen zerlegt. Somit wird fu¨r jede Selektionsbedingung eine Anfrage an
die Datenbank geschickt. Oracle liefert bei A¨hnlichlichkeitsanfragen Distanzwerte zuru¨ck.
Daher erfolgt vor einer weiteren Verarbeitung ein Mapping auf A¨hnlichkeitswerte. Die in
einer WS-QBE-Anfrage spezifizierten Ausgabebedingungen finden bei der Ergebnisaufbe-
reitung Beru¨cksichtigung.
Entsprechend der logischen Verknu¨pfung der einzelnen Teilanfragen werden die Teiler-
gebnislisten im Combiner verknu¨pft. Combiner gewa¨hrleisten eine effiziente Aggregation der
A¨hnlichkeitswerte aus den Stro¨men fu¨r jede Teilanfrage (Fagin, 1996; Gu¨ntzer u. a., 2000; Ne-
pal und Ramakrishna, 1999). Fu¨r die Aggregation der A¨hnlichkeitswerte werden Scoring-
Funktionen (vgl. Kapitel 4) eingesetzt. Hier wird auf der Faginschen Formel aufgesetzt.
Einen guten U¨berblick zu den verschiedenen Combinern gibt die Arbeit von Henrich und
Robbert (2003).
Die ermittelten Ergebnisobjekte werden sodann unter Beachtung der Pra¨sentationspara-
meter aufbereitet und dem Nutzer pra¨sentiert. Die grobe Architektur des Prototypen ist in
Abbildung 7.8 dargestellt.
Abbildung 7.8: Grobarchitektur des Prototypen zur Anfrageformulierung in WS-QBE
Die Formulierung von Multimedia-Anfragen wird durch eine Auswahl an vordefinierten
Farben, Formen und Texturen nutzerfreundlich unterstu¨tzt. Sobald mehr als zwei Gewichts-
variablen durch den Nutzer spezifiziert werden, wird eine Gewichtungstabelle Weighting
aufgebaut. Werden weitere Gewichtsvariablen verwendet, so wird diese Gewichtungstabel-
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le automatisch aktualisiert. Die initialen Gewichte sind alle gleich, so dass dieses dem un-
gewichteten Fall entspricht. Die konkreten Gewichte fu¨r die Selektionsbedingungen ko¨nnen
dann vom Nutzer in der Gewichtungstabelle spezifiziert werden.
Die Abbildung 7.9 zeigt einen Screenshot vom Prototypen. Es wird eine einfache gewichte-
te Anfrage formuliert. Dabei soll das Bild einem vorgegeben Bild bezu¨glich der Farbe a¨hnlich
sein. Das Bild wird vomNutzer ausgewa¨hlt. Es erscheint in Form eines Thumbnails als Kon-
stante in der Tabelle. Zusa¨tzlich dazu wird das Suchbild dem Nutzer angezeigt. Die Anzeige
kann bei Bedarf wieder geschlossen werden. Neben der Farba¨hnlichkeit wird vom Nutzer
als zweites Suchkriterium angegeben, dass der Name des gesuchten Bildes wahrscheinlich
’Strand’ ist. In der Gewichtungstabelle werden fu¨r diese beiden Suchbedingungen Relevanz-
gewichte spezifiziert. Es ist zu sehen, dass eine U¨bereinstimmung mit dem Namen weniger
relevant ist als die gewu¨nschte Bilda¨hnlichkeit.
Abbildung 7.9: Screenshot der Anfrageformulierung in WS-QBE
7.2 Evaluierung der Anfragesprache
In diesem Abschnitt erfolgt eine Evaluierung der Multimedia-Anfragesprache WS-QBE. In
Kapitel 3 wurden die grundlegenden Prinzipien, die bei der Entwicklung einer Multimedia-
Anfragesprache zu beru¨cksichtigen sind, vorgestellt. An dieser Stelle soll nun die Sprache
WS-QBE hinsichtlich der Erfu¨llung dieser Anforderungen untersucht werden.
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Zu Beginn wird dafu¨r der Einsatz von WS-QBE anhand von Beispielanfragen aus dem
Kontext von LostArt2 demonstriert: Eine einfache Anfrage ist die Suche nach Informationen
zu einem Objekt, zu dem lediglich ein Foto existiert. Weitere Detailinformationen sind nicht
bekannt. Auf Grund des Fotos kann die Objektart als Plastik klassifiziert werden. Dadurch
kann eine einfache Anfrage beispielsweise in den Suchmeldungen von LostArt folgender-
maßen in WS-QBE formuliert werden:
Eine komplexere Anfrage im Anwendungsszenario LostArt stellt beispielsweise der Ab-
gleich von Fund- und Suchdaten dar. Wird ein Objekt als vermisst gemeldet, so kann nach
diesem in den Fundmeldungen recherchiert werden. Als Beispiel wa¨re hier die Suche nach
einem Werk von Vincent van Gogh zu nennen. Es ist bekannt, dass es sich bei dem ge-
suchten Werk um ein Gema¨lde handelt. Das Gema¨lde kann zwei unterschiedliche Titel auf-
weisen. Daru¨ber hinaus existiert eine alte Aufnahme, so dass eine inhaltsbasierte Anfra-
ge formuliert werden kann. Eine Gewichtung dru¨ckt aus, dass zum einen die A¨hnlichkeit
bezu¨glich der Struktur des Bildes wichtiger ist als bezu¨glich der Farbverteilung. Ferner ist
es wichtiger, dass eine A¨hnlichkeit mit dem vorgegebenen Bild vorhanden ist, als dass ei-
ne U¨bereinstimmung mit den textuellen Suchkriterien existiert. Die Suchkriterien werden
mit einem reglementierten ODER (z=0.3) verknu¨pft. In WS-QBE kann eine entsprechende
Anfrage wie folgt formuliert werden:
7.2.1 Allgemeine Anforderungen
Die allgemeinen Anforderungen, die bei der Entwicklung einer jeden Anfragesprache Be-
ru¨cksichtigung finden mu¨ssen, wurden bereits in Abschnitt 3.1.1 beschrieben. Nach Saake
u. a. kann keine Anfragesprache alle Kriterien gleich gut erfu¨llen, da die spezifizierten An-
forderungen zum Teil gegensa¨tzliche Ziele verfolgen (Saake u. a., 1997, S. 236). Bei der Ent-
2Die verwendeten Abbildung stammen aus der u¨ber http://www.lostart.de o¨ffentlich zuga¨ngigen LostArt-
Datenbank.
169
7 Implementierung und Evaluierung
wicklung von WS-QBE wurde daher auf einige Anforderungen besonders Wert gelegt, auf
andere Anforderungen jedoch weniger. Im Folgenden wird fu¨r jede einzelne Anforderung
untersucht, ob und inwiefern sie von der Multimedia-Anfragesprache WS-QBE erfu¨llt wird:
Ad-hoc-Formulierung; WS-QBE bietet eine nutzerfreundliche Ad-hoc-Formulierung vonAn-
fragen u¨ber eine grafische Benutzerschnittstelle an. Neben der Vorgabe von textbasier-
ten Anfragekonstrukten werden auch andere Medien unterstu¨tzt. Wird beispielsweise
ein Bild als Konstante vom Nutzer gewa¨hlt, so wird dieses als Miniatur angezeigt. Fer-
ner wird die Wahl spezieller Features, wie Farbe oder Textur, erleichtert, indem der
Nutzer aus einer Palette vordefinierter Farben und Texturen wa¨hlen kann.
Generische Operatoren; Die Multimedia-Anfragesprache WS-QBE basiert auf wenigen ge-
nerischen Operationen. Damit wird fu¨r semantisch gleiche Operationen auf verschie-
denen Objekten die gleiche Syntax verwendet. So wird beispielsweise der A¨hnlich-
keitsvergleich ∼ fu¨r alle Medien-Typen, aber auch fu¨r numerische und alphanumeri-
sche Datentypen unterstu¨tzt.
Anwendungsunabha¨ngigkeit; Der Entwurf der Sprache WS-QBE erfolgte unabha¨ngig von
einem bestimmten Anwendungsszenario. Bei der Entwicklung wurde darauf geachtet,
dass diverseMedientypen (Video-, Audio-, Bild- und Text) unterstu¨tzt werden ko¨nnen.
Damit kann WS-QBE universell eingesetzt werden.
Deskriptivita¨t; WS-QBEwurde als deskriptive Anfragesprache entworfen. Die entwickelten
Sprachkonstrukte sowohl fu¨r die Anfrageformulierung als auch fu¨r die Beschreibung
der Ergebnispra¨sentation dru¨cken lediglich die Struktur und den Inhalt aus. Es muss
vom Nutzer nicht angegeben werden, wie die Anfrage auszuwerten beziehungsweise
wie die Ergebnispra¨sentation zu erstellen ist.
Mengenorientiertheit; DieAnfragespracheWS-QBE arbeitet auf Fuzzy-Mengen. Damit ko¨n-
nen unscharfe Multimedia-Anfragen unterstu¨tzt werden. Die klassischen Mengenope-
rationen wurden fu¨r Fuzzy-Mengen erweitert.
Orthogonalita¨t; Orthogonalita¨t fordert, dass Operationen beliebig kombinierbar sind. Der-
zeitig weist WS-QBE diesbezu¨glich noch Erweiterungspotenzial auf. Um eine gro¨ßt-
mo¨gliche Orthogonalita¨t bei der Formulierung von WS-QBE-Anfragen zu erreichen,
sollten die Konzepte von SQBE aufgegriffen und auf WS-QBE angewendet werden.
Effizienz; Die Operationen sollen effizient realisierbar sein. Dies ist letztendlich davon ab-
ha¨ngig, wie die Operationen konkret umgesetzt werden. In der prototypischen Imple-
mentierung werden beispielsweise effiziente Combiner fu¨r die Aggregation der Ergeb-
nislisten verwendet. Fu¨r die A¨hnlichkeitsberechnung wird jedoch auf Oracle aufge-
setzt, so dass diesbezu¨glich keine Aussage getroffen werden kann.
Prinzipiell kann WS-QBE um benutzerdefinierte Methoden erweitert werden. So ko¨n-
nen beispielsweise weitere A¨hnlichkeitsoperatoren oder aber auch Fuzzy-Pra¨dikate in-
tegriert werden. Die Effizienz ist somit natu¨rlich je nach Implementierung unterschied-
lich. Ferner kann im Rahmen der Ergebnispra¨sentation in WS-QBE durch die Angabe
von Print-Optionen, wie zum Beispiel der Gro¨ße des auszugebendenMedien-Objektes,
die Effizienz des Systems gesteigert werden.
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Erweiterbarkeit; InWS-QBE ko¨nnen Erweiterungen des zu Grunde liegenden Datenmodells
beru¨cksichtigt werden. Werden zum Beispiel neue Features in das Datenmodell aufge-
nommen, so ko¨nnen entsprechende Vergleichsoperatoren definiert werden.
Abgeschlossenheit; Das Ergebnis einer WS-QBE-Anfrage ist eine Relation mit einem Attri-
but fu¨r den A¨hnlichkeitswert. Fu¨r urspru¨nglich scharfe Relationenwird ein ku¨nstliches
Attribut fu¨r den Relevanzwert erzeugt. Damit werden sie in Fuzzy-Relationen u¨ber-
fu¨hrt. Das Ergebnis einer WS-QBE-Anfrage ist somit im relationalen Datenbankmodell
darstellbar. Eine in WS-QBE erzeugte Ergebnisrelation kann als Eingabe fu¨r nachfol-
gende Anfragen verwendet werden.
Ada¨quatheit; WS-QBE verfu¨gt u¨ber Konstrukte zur Formulierung der zeitlichen und ra¨um-
lichen Beziehungen sowie zur Formulierung unscharfer, inhaltsbasierter und gewichte-
ter Anfragen. Dadurch, dassWS-QBE erweiterbar ist, ko¨nnenmo¨glicherweise fehlende
Operationen hinzugefu¨gt werden. Somit wird Ada¨quatheit gewa¨hrleistet.
Vollsta¨ndigkeit; WS-QBE ist relational vollsta¨ndig. DieWS-QBE-Anfragenwerden auf einen
Ausdruck des A¨hnlichkeitskalku¨ls u¨berfu¨hrt, die dann auf eine A¨hnlichkeitsalgebra
abgebildet werden. Diese wiederum ist eine reine Erweiterung der Relationenalgebra
(vgl. Kapitel 5). WS-QBE ist, wie auch QBE, nicht streng relational vollsta¨ndig. Dies
kann jedoch durch Anwendung der Konzepte von SQBE auf WS-QBE erreicht werden.
Sicherheit; Jede WS-QBE-Anfrage wird in das A¨hnlichkeitskalku¨l u¨berfu¨hrt. Dort erfolgt
die Pru¨fung auf Sicherheit (vgl. Abschnitt 5.3.2). Ist diese Pru¨fung erfolgreich, dann
werden die Anfragen ausgefu¨hrt. Damit kann gewa¨hrleistet werden, dass WS-QBE-
Anfragen terminieren und ein endliches Ergebnis liefern.
Optimierbarkeit; Eine WS-QBE-Anfrage wird auf einen Ausdruck der A¨hnlichkeitsalgebra
u¨berfu¨hrt. Hierauf ko¨nnen Optimierungsregeln angewendet werden. Ferner besteht
die Mo¨glichkeit, bereits den initialen WS-QBE-Ausdruck vor U¨berfu¨hrung in einen
SDC-Ausdruck zu vereinfachen. Beispielsweise ko¨nnen Anfragebedingungen, denen
ein Relevanzgewicht von null zugeteilt wird, von der Anfrage entfernt werden.
Formale Semantik; Die formale Semantik der Multimedia-Anfragesprache WS-QBE wird
durch die Abbildung auf das A¨hnlichkeitskalku¨l beschrieben.
Eingeschra¨nktheit; WS-QBE ist nicht berechnungsvollsta¨ndig.
7.2.2 Multimediaspezifische Anforderungen
Neben den allgemeinen Anforderung an Multimedia-Anfragesprachen stellen auch die in
Abschnitt 3.1.2 aufgefu¨hrten multimediaspezifischen Anforderungen ein wichtiges Evaluie-
rungskriterium dar. In diesem Sinne gilt es zu untersuchen, inwiefernWS-QBE Konzepte zur
Formulierung inhaltsbasierter, unscharfer, ra¨umlicher und zeitlicher Anfragen bereitstellt.
Des Weiteren muss eine Spezifikation der Nutzerpra¨ferenzen mo¨glich sein.
WS-QBE stellt neben den klassischen Vergleichsoperatoren (<,>,=, 6=,≥,≤) auf nume-
rischen und alphanumerischen Daten diverse Operationen fu¨r verschiedene Medien-Typen
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bereit. Damit ist es mo¨glich, sowohl inhaltsbasierte, unscharfe und ra¨umliche als auch zeit-
liche Anfragen zu formulieren. Um eine nutzerfreundliche Formulierung zu gewa¨hrleisten,
kann in WS-QBE eine ra¨umliche Bedingung als Layout formuliert werden.
Daru¨ber hinaus wird die Formulierung von Pra¨ferenzen unterstu¨tzt. Dies basiert auf dem
Gewichtungsmodell. So ko¨nnen in WS-QBE Relevanzgewichte und Schwellwertgewichte
fu¨r Anfragebedingungen sowie Gewichte zur Parametrisierung des Universaljunktors ein-
gesetzt werden.
Eine Anfrageverfeinerung beziehungsweise -modifikation wird bisher nicht in WS-QBE
angeboten. Das der AnfragespracheWS-QBE zuGrunde liegendeMulti-Level-Gewichtungs-
modell bietet dafu¨r jedoch die notwendige theoretische Basis. Es gilt nun, entsprechende
Feedback-Methoden zu entwickeln und in WS-QBE zu integrieren. Mo¨gliche Ansa¨tze wer-
den im Ausblick dieser Arbeit kurz skizziert (siehe Abschnitt 8.2.2). Trotz dieses Defizits
kann WS-QBE die anderen multimediaspezifischen Anforderungen, wie oben geschildert,
gut erfu¨llt.
7.2.3 Anforderungen an die Pra¨sentation
Schließlich gilt es, die Anforderungen bezu¨glich der Pra¨sentation zu verifizieren. WS-QBE
verfu¨gt u¨ber Sprachmittel, welche die Parametrisierung der Pra¨sentation der Ergebnisob-
jekte zulassen. Dies wird mittels einer Option fu¨r den Kontrolleintrag P. realisiert (vgl. Ab-
schnitt 6.3.4). Damit kann der Forderung nach einer parametrisierbaren Ergebnispra¨sentati-
on nachgekommen werden.
7.2.4 Fazit
Die Entwicklung der Anfragesprache WS-QBE erfolgte unter Beru¨cksichtigung der Prin-
zipien fu¨r den Entwurf einer Multimedia-Anfragesprache. Aus diesem Grund werden die
grundlegenden Anforderungen an eine Multimedia-Anfragesprache erfu¨llt. So gilt fu¨r WS-
QBE:
• Es ist universell einsetzbar, da prinzipiell alle ga¨ngigen Medientypen (Audio, Video,
Bild, Text) unterstu¨tzt werden ko¨nnen.
• Es erlaubt die Formulierung verschiedenster Multimedia-Anfragen.
• Es unterstu¨tzt die Abbildung von Nutzerpra¨ferenzen.
• Es bietet die Mo¨glichkeit zur Parametrisierung der Ergebnispra¨sentation.
• Es wird durch eine formale Semantik beschrieben.
Keine Beru¨cksichtigung bei der Entwicklung der Sprache fanden Funktionen. Hier ist ei-
ne Erweiterung von WS-QBE wu¨nschenswert. Zu beachten ist dabei, dass sowohl fu¨r nu-
merische und alphanumerischen Datentypen als auch fu¨r die verschiedenen Medientypen
Funktionen bereitgestellt werden. Um eine gro¨ßtmo¨gliche Orthogonalita¨t sowie eine stren-
ge relationale Vollsta¨ndigkeit zu erreichen, kann WS-QBE um Konzepte von SQBE erweitert
werden. Ferner sollten Mechanismen zur Modifikation der Anfrage in WS-QBE integriert
werden.
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Weitere Potenziale liegen in der Erweiterung der Sprachmittel. So ist es beispielsweise
mo¨glich, parametrisierbare Quantoren und weitere Schwellwertoperatoren in WS-QBE zu
integrieren. Diese Funktionalita¨t wird bereits durch das A¨hnlichkeitskalku¨l bereitgestellt.
Um jedoch WS-QBE zuna¨chst einfach zu halten, wurden diesen Mo¨glichkeiten bis jetzt nicht
beru¨cksichtigt.
7.3 Fallstudie zumMulti-Level-Gewichtungsmodell
Zur Evaluierung des Multi-Level-Gewichtungsmodells wird eine Fallstudie durchgefu¨hrt.
Ziel der Studie ist die Kla¨rung der Frage, ob die Abbildung von Nutzerpra¨ferenzen tatsa¨ch-
lich einen Vorteil bringt. Die Evaluierung erfolgt exemplarisch unter Verwendung eines Bild-
Retrieval-Systems. Es gilt, die folgende Hypothese zu u¨berpru¨fen:
Hypothese: Die Abbildung zusa¨tzlicher Nutzerpra¨ferenzen durch Einsatz von Gewichten
bei der Anfrageformulierung bringt im Vergleich zu ungewichteten Anfragen besse-
re Retrieval-Ergebnisse. Dieses wird durch bessere Precision- und Recall-Werte ausge-
dru¨ckt.
Die Durchfu¨hrung einer solchen Fallstudie ist nicht trivial (Smeaton und Over, 2002). Aus
diesem Grund gibt es im Bereich des Multimedia-Retrievals nur sehr wenige Vero¨ffentlich-
ungen zum Thema. Erst seit 2001 gibt es beispielsweise die TREC Video Retrieval Evaluati-
on des National Institute of Standards and Technology (NIST). Seit dem Jahr 2003 la¨uft die
Video-Evaluierung unter dem Namen TRECVID. Sie ist seitdem unabha¨ngig von TREC.
Die der Studie zum Multi-Level-Gewichtungsmodell zu Grunde liegende Methodik ba-
siert auf der Herangehensweise der Evaluierung von Video-Retrieval-Systemen bei TREC,
wie sie von Smeaton und Over (2002) vero¨ffentlicht wurde. Ferner orientiert sie sich an den
von Yin (1994) beschriebenen Schritten zur Durchfu¨hrung von Fallstudien. Im Folgenden
wird auf die Vorbereitung, die Durchfu¨hrung und die Auswertung der im Rahmen dieser
Arbeit durchgefu¨hrten Fallstudie zum Multi-Level-Gewichtungsmodell eingegangen (siehe
Abbildung 7.10).
Abbildung 7.10: Schritte zur Durchfu¨hrung einer Fallstudie
7.3.1 Vorbereitung
Die verwendete Datenkollektion, die Herleitung der natu¨rlichsprachlichen Anfragen sowie
die Vorgehensweise bei der U¨bersetzung dieser in entsprechendeWS-QBE-Anfragen wird in
diesem Abschnitt beschrieben.
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Datenkollektion
Nach Smeaton und Over (2002) ist es wichtig, dass als Grundlage fu¨r die Datenkollektion
o¨ffentliches Material verwendet wird. Damit ist es mo¨glich, dass die Fallstudie auch von
Dritten nachvollzogen werden kann. Hier wird daher die zefa29-zeitgeist-Bildkollektion ver-
wendet. Die darin enthaltenen 1288 Fotografien sind kategorisiert und fu¨r die Erstellung von
Werbebroschu¨ren und a¨hnlichen Materialien gedacht. Die Anzahl der Bilder pro Kategorie




Loving and Laughing 180
Living together 102






Tabelle 7.1: Kategorien der zefa29-zeitgeist-Bildkollektion
Hierbei ist es wichtig anzumerken, dass die Datenkollektion unabha¨ngig vom Retrieval-
System ist. Es wurden keine Features extrahiert, die speziell auf diese Kollektion zugeschnit-
ten sind. Vielmehr wird, wie in Abschnitt 7.1.5 beschrieben, fu¨r die Umsetzung der A¨hnlich-
keitsberechnung auf die Funktionalita¨t des interMedia-Paketes von Oracle zuru¨ckgegriffen.
Wahl der Anfragen
Natu¨rlichsprachliche Anfragen bilden die Grundlage fu¨r die Pru¨fung der aufgestellten Hy-
pothese. Dafu¨r sollten nach Mo¨glichkeit typische Multimedia-Anfragen verwendet werden.
Bei der Wahl solcher Anfragen sind verschiedene Aspekte zu beru¨cksichtigen: Zuna¨chst
stellt sich die Frage, was typische Anfragen an ein Multimedia-Retrieval-System sind. Die
Beantwortung dieser Frage ist nach Smeaton und Over auf Grund fehlender Studien, Un-
terschiede in den Kollektionen oder auch verschiedener Eigenschaften des Suchenden der-
zeit vo¨llig unklar. Eine weitere Frage ist, wie Multimedia-Pra¨dikate am effektivsten und
natu¨rlichsten eingesetzt werden ko¨nnen. Auch dieses ist eine offene Fragestellung.
Smeaton und Over empfehlen, die Anfragen von echten Nutzern auf ihren Daten erstellen
zu lassen. Oftmals ist dieses aber nicht mo¨glich, da es an entsprechenden Nutzern und Sys-
temen mangelt. Aus diesem Grund kann ein Experte, der mit der Testkollektion vertraut ist,
die Anfragen formulieren.
Fu¨r die Studie zum Multi-Level-Gewichtungsmodell wird daher dieser Ansatz von TREC
u¨bernommen: Es wird ru¨ckwa¨rts von der Testkollektion ausgehend gearbeitet. Die Anfragen
werden von einem Experten formuliert, wobei ein bestimmtes Anfrageergebnis fokussiert
wird. Die Vorgehensweise ist dabei wie folgt:
1. Die Kollektion betrachten.
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2. Notizen u¨ber Zielobjekte machen. Dabei ist es wichtig, dass die fokussierten Beispiele
sich in Farbe, Form sowie Textur a¨hnlich sind. Dieses abzuscha¨tzen ist problematisch
bis nahezu unmo¨glich, da es auch immer abha¨ngig von den verwendeten Extraktions-
methoden ist.
3. Anfrage natu¨rlichsprachlich formulieren.
Bei TREC wird zwischen generischen und spezifischen Anfragen, den sogenannten Topics
unterschieden. Der folgende Auszug aus den Topics des Jahres 2002 zeigt, dass bei den
spezifischen Topics (Topic 77) die Interpretation der Medien-Objekte im Vordergrund steht,
wa¨hrend die generischen Topics (Topic 78) eher allgemeingu¨ltig sind (Voorhees und Buck-
land, 2002):
Topic 77: Find pictures of George Washington.
Topic 78: Find shots of people spending leisure time at the beach, for example walking,
swimming, sunning, playing in the sand. Some part of the beach or buildings should
be visible.
Fu¨r die hier durchgefu¨hrte Fallstudie dienen die folgenden generischen natu¨rlichsprach-
lichen Anfragen als Grundlage:
A1: Finde Bilder mit einer Orange auf blauem Hintergrund.
A2: Finde Bilder mit Menschen auf einer gru¨nenWiese. Teile der Wiese sollen sichtbar sein.
A3: Finde Bilder mit einer Person im oder unter Wasser. Das Wasser ist kristallklar und die
typischen Wasserkennzeichen, wie beispielsweise Blasen, Spritzer und Lichtreflektio-
nen, sollen erkennbar sein. Außer der Person und dem Wasser soll mo¨glichst nichts
weiter im Bild zu sehen sein.
A4: Finde Bilder mit einer auf einer blau/weiß-karierten Tischdecke liegenden Apfelsine,
Banane oder Flasche. Der jeweilige Gegenstand soll sich in der Mitte der Abbildung
befinden.
Diese Anfragen beschreiben zuna¨chst einen allgemeinen Suchwunsch. Tabelle 7.2 gibt einen
U¨berblick u¨ber die verwendeten Anfragen. Dabei wird angegeben, wieviel Bilder in der Kol-
lektion bezu¨glich jeder Anfrage relevant sind. Ferner wird dargestellt, bis zu wieviele Bei-
spielelemente fu¨r die Anfrageformulierung verwendet werden du¨rfen. Als Beispielelement
kann ein Bild oder ein Text verwendet werden.
Die natu¨rlichsprachlichen Anfragen bilden die Basis fu¨r die Formulierung von entspre-
chenden Datenbank-Anfragen. Auf diesen Aspekt wird im Folgenden eingegangen.
U¨bersetzung der Anfragen
Generell stellt sich die Frage, wie eine natu¨rlichsprachliche Anfrage in eine systemversta¨nd-
liche Datenbank-Anfrage umgesetzt werden kann. Nach Smeaton und Over ist eine automa-
tische Umsetzung eines Suchwunsches in eine Datenbankanfrage sehr schwierig, so dass bei
TREC die Anfragen zum Großteil manuell formuliert werden.
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Nummer Kurzform der Anfrage Anzahl an Beispielen Relevante
Bilder
Bild Text
A1 Orange 1 1 2
A2 Wiese 3 28
A3 Wasser 2 5
A4 Karodecke 2 4
Tabelle 7.2: U¨berblick u¨ber die natu¨rlichsprachlichen Anfragen
In dieser Studie wird daher der allgemeine Suchwunsch von einem ‘U¨bersetzer’ interpre-
tiert und in Form einer entsprechenden Datenbank-Anfrage bestmo¨glich formuliert. Dies ist
natu¨rlich sehr subjektiv. Der Prozess zur Erstellung der Datenbank-Anfragen ist in Abbil-
dung 7.11 dargestellt. Bei der konkreten Formulierung der Anfragen ko¨nnen Nutzerpra¨fe-
renzen, beispielsweise auf Grund des zur Verfu¨gung stehenden Bildmaterials zur Formu-
lierung der Anfragen, entstehen. So kann ein Anfragebild beispielsweise besonders gut die
gewu¨nschte Textur beschreiben, selbst wenn es fu¨r die Beschreibung der gewu¨nschte Farbe
weniger geeignet ist. InWS-QBE ist esmo¨glich, diese Pra¨ferenzen in Form vonGewichten bei
der Anfrageformulierung zu beru¨cksichtigen. Aus diesemGrund formuliert der ‘U¨bersetzer’
in dieser Studie den Suchwunsch daher einmal mit und einmal ohne Pra¨ferenzen in Form
von WS-QBE-Anfragen.
Abbildung 7.11: Erstellung und U¨bersetzung von Anfragen
Damit die U¨bersetzung der Anfragen optimal erfolgen kann, werden die folgenden Anfor-
derungen an den ‘U¨bersetzer’ gestellt: Er muss sich mit dem Interface fu¨r die Formulierung
der Anfrage auskennen, darf jedoch u¨ber kein Hintergrundwissen bezu¨glich der Testdaten-
mengen oder den Testergebnissen verfu¨gen. Wird diese U¨bersetzung von einem einzigen
‘U¨bersetzer’ vorgenommen, dann ist ein Vergleich der Anfrageergebnisse in einem System
gewa¨hrleistet. Es ist darauf zu achten, dass der ‘U¨bersetzer’ genau einen Versuch erha¨lt, um
die Datenbank-Anfragen zu formulieren.
7.3.2 Durchfu¨hrung
Zuna¨chst wird der ‘U¨bersetzer’ geschult. Er wird mit der Anfrageschnittstelle sowie dem
Retrieval-System vertraut gemacht. Zur U¨bung formuliert der ‘U¨bersetzer’ einige Anfragen.
Dafu¨r wird eine Bildkollektion verwendet, die nicht der fu¨r die Studie verwendeten Testkol-
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lektion entspricht. Nach dem Coaching des ‘U¨bersetzers’ wird mit der eigentlichen Studie
begonnen.
Als Grundlage dient nun die in Abschnitt 7.3.1 beschriebene Testkollektion. Der ‘U¨ber-
setzer’ formuliert fu¨r eine natu¨rlichsprachliche Anfrage jeweils eine gewichtete und eine
ungewichtete Datenbank-Anfrage (siehe Anhang B). Das Ziel dabei soll es sein, ein best-
mo¨gliches Anfrageergebnis zu erreichen.
Nach der Ausfu¨hrung der Anfragen werden die jeweils ersten 100 Ergebnisobjekte wer-
den bewertet. Dafu¨r werden die erzielten Ergebnisse mit den erwarteten Ergebnissen der
natu¨rlichsprachlichen Anfrage abgeglichen. Dies erfolgt nicht durch den ‘U¨bersetzer’ son-
dern durch den Ersteller der natu¨rlichsprachlichen Anfragen. Auf die Auswertung der Er-
gebnisse wird im folgenden Abschnitt na¨her eingegangen.
7.3.3 Auswertung
Fu¨r die Bewertung der Ergebnisobjekte bezu¨glich ihrer Relevanz fu¨r die Anfrage werden
die Precision- und Recall-Werte ermittelt. Die Precision P beschreibt die Anzahl relevanter




wobei A die Ergebnismenge und Ra die Menge relevante Objekte in der Ergebnismenge ist.
Die Precision dient als Maß fu¨r die Qualita¨tseinscha¨tzung und kann daher auch als Genau-
igkeit bezeichnet werden. Der Recall R ergibt sich aus dem Verha¨ltnis der Anzahl relevanter




wobei R die Menge relevanter Objekte bezu¨glich einer Anfrage darstellt. Demnach ist der
Recall ein Maß fu¨r die Quantita¨tseinscha¨tzung und wird auch als Vollsta¨ndigkeit bezeichnet.
Fu¨r die Testanfragen A1 bis A4 von Seite 175 sind diese beiden Werte in dem Diagramm
in Abbildung 7.12 abgetragen. Die Precision ist als Funktion der Recall-Werte dargestellt,
wobei fu¨r gleiche Recall-Werte jeweils der gro¨ßte Precision-Wert verwendet wird. Typischer-
weise fallen die Graphen von rechts nach links. Dies bedeutet, dass je mehr relevante Objekte
ermittelt werden auch gleichzeitig umso mehr irrelevante Objekte ermittelt werden.
Aus dem Diagramm geht deutlich hervor, dass durch eine Abbildung der Nutzerpra¨-
ferenzen bereits bei der Anfrageformulierung bessere Retrieval-Ergebnisse erzielt werden
ko¨nnen. Dies dru¨ckt sich im Vergleich der gewichteten Anfragen zu den entsprechenden
ungewichteten Anfragen in ho¨heren Precision- und Recall-Werten aus.
Werden die durchschnittlichen Precision-Werte u¨ber alle relevanten Objekte sowie die ma-
ximalen Recall-Werte betrachtet, so wird diese Aussage bekra¨ftigt. Abbildung 7.13 zeigt die-
se Werte in jeweils einem Diagramm. Bei den Anfragen A1 und A4 werden sowohl im ge-
wichteten als auch im ungewichteten Fall alle relevanten Objekte ermittelt. Jedoch wird bei
Betrachtung der durchschnittlichen Precision-Werte deutlich, dass die gewichteten Anfragen
den ungewichteten Anfragen u¨berlegen sind. Eine hohe durchschnittliche Precision dru¨ckt
aus, dass relevante Objekte fru¨hzeitig gefunden werden.
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Abbildung 7.12: Precision-Recall der Anfragen A1-A4 gewichtet und ungewichtet
Durch dieses Ergebnis wird die eingangs aufgestellte Hypothese besta¨tigt. Natu¨rlich sind
weitere Studien wu¨nschenswert, um eine allgemein gu¨ltige Aussage u¨ber die Vorteile des
Multi-Level-Gewichtungsmodells treffen zu ko¨nnen. Jedoch kann hier bereits festgestellt
werden, dass das Multi-Level-Gewichtungsmodell durchaus eine gute Abbildung der Nut-
zerpra¨ferenzen ermo¨glicht. Anzumerken sei, dass die erzielten Ergebnisse natu¨rlich von der
Wahl der Gewichte und damit vom subjektiven Nutzerempfinden abha¨ngen. Daher ko¨nnen
gewichtete Anfragen im Vergleich zu ungewichteten Anfragen auch schlechtere Retrieval-
Ergebnisse erzielen, sofern die Gewichte unglu¨cklich gewa¨hlt werden. Eine Unterstu¨tzung
des Nutzers bei der Abbildung seiner Pra¨ferenzen wa¨re hier wu¨nschenswert und stellt eine
Aufgabe fu¨r zuku¨nftige Forschungsta¨tigkeiten dar.
Abbildung 7.13: durchschnittliche Precision und maximaler Recall fu¨r die Anfragen A1-A4
Bei der Untersuchung der vom ‘U¨bersetzer’ formulierten gewichteten Anfragen kann fest-
gestellt werden, dass sowohl Relevanz-, Schwellwert- und Operatorgewichte Anwendung
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finden (vgl. Anhang B). Wa¨hrend Relevanz und Operatorgewichte in jeder Anfrage einge-
setzt werden, werden die Schwellwertgewichte nur selten genutzt. Dies liegt zum Teil darin
begru¨ndet, dass die Ergebnismenge nicht zu stark reglementiert werden durfte, da jeweils
die ersten 100 Objekte bewertet werden sollten. Zusammenfassend zeigt dieses, dass die
Verwendung verschiedener Gewichtungen nu¨tzlich ist. Insbesondere gilt das fu¨r die Ope-
ratorgewichte, wodurch die scharfe Semantik der Junktoren abgeschwa¨cht werden kann, so
dass sie der menschlichen Intuition na¨her kommen.
Zusammenfassend kann festgestellt werden, dass Nutzerpra¨ferenzen, die auf verschie-
denste Art und Weise entstehen, gut durch das Multi-Level-Gewichtungsmodell umgesetzt
werden ko¨nnen. Ferner ist es mo¨glich, durch gewichtete Anfragen im Vergleich zu herko¨m-
mlichen ungewichteten Anfragen bessere Retrieval-Ergebnisse zu erzielen.
7.4 Zusammenfassung
In diesem Kapitel wurden die verschiedenen, prototypisch umgesetzten Systemkomponen-
ten vorgestellt. Es wurde dargelegt, dass die entwickelten Transformationsregeln fu¨r gewich-
tete Anfragen sowie die Korrektheit der Reduktion eines SDC-Ausdrucks in einen Aus-
druck der A¨hnlichkeitsalgebra auch experimentell besta¨tigt werden ko¨nnen. Daru¨ber hin-
aus wurde die A¨hnlichkeitssuche in dem System LostArt vorgestellt. Es wurde gezeigt, wie
in diesem System inhaltsbasierte und ra¨umliche Anfragen formuliert werden. Diese beiden
Suchoptionen erweitern die bisherigen Mo¨glichkeiten der textbasierten Suche in LostArt.
Sie unterstu¨tzen damit eine verbesserte Recherche nach Doubletten. Denn nun kann eine
Suche nach a¨hnlichen Objekten unabha¨ngig von mo¨glicherweise fehlerhaften textuellen Be-
schreibungen erfolgen. Als letzte Komponente wurde ein Prototyp zur Formulierung von
WS-QBE-Anfragen vorgestellt. Dieser setzt auf Oracle9i auf und greift fu¨r die A¨hnlichkeits-
berechnung auf das interMedia-Paket zuru¨ck.
Im zweiten Teil des Kapitels erfolgte die Evaluierung der Multimedia-Anfragesprache
WS-QBE. Anhand von Beispielanfragen aus dem Kontext von LostArt wurde zuna¨chst de-
monstriert, wie Anfragen in WS-QBE formuliert werden ko¨nnen. Dem schloss sich die Un-
tersuchung der Sprache bezu¨glich der Erfu¨llung der Anforderungen an eine Multimedia-
Anfragesprache an. Es wurde analysiert, inwiefern WS-QBE den allgemeinen Anforderun-
gen an eine Anfragesprache gerecht wird. Hier konnte festgestellt werden, dass die geforder-
ten Kriterien prinzipiell erfu¨llt werden. WS-QBE ist nicht streng relational vollsta¨ndig. Dies
kann jedoch durch eine orthogonale Erweiterung der Sprache im Sinne von SQBE erreicht
werden. Die weiteren Untersuchungen von WS-QBE erfolgten in Hinblick auf die Erfu¨llung
der multimediaspezifischen Anforderungen. Auch diesen wird WS-QBE gerecht. An die-
ser Stelle bestehen jedoch Potenziale fu¨r einen Ausbau der Anfragesprache. So kann die
Sprache beispielsweise um Funktionen erweitert werden. Letztlich wurden die Mo¨glichkei-
ten zur Parametrisierung der Multimedia-Anfragesprache evaluiert. Durch Einfu¨hrung der
Print-Option und durch die Mo¨glichkeiten, ra¨umliche und zeitliche Ausgabebedingungen
zu spezifizieren, kann WS-QBE dieser Anforderung gerecht werden.
Ferner wurde in diesem Kapitel eine Fallstudie zumMulti-Level-Gewichtungsmodell vor-
gestellt. Ziel war es, zu untersuchen, ob Pra¨ferenzen durch das Gewichtungsmodell ada¨quat
umgesetzt werden ko¨nnen, so dass im Vergleich zu ungewichteten Anfragen bessere Re-
trieval-Ergebnisse erzielt werden. Die Studie lehnte sich dabei an die Vorgehensweise bei
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TREC an. Es wurde auf die Vorbereitung, die Durchfu¨hrung und die Auswertung der Stu-
die eingegangen. Die Auswertung zeigte, dass fu¨r gewichtete Anfragen bessere Precision-
und Recall-Werte erzielt werden als fu¨r ungewichtete Anfragen. Damit wird die Hypothese,
dass durch die Abbildung von Nutzerpra¨ferenzen bereits bei der Anfrageformulierung bes-
ser Retrieval-Ergebnisse erzielt werden, durch das Ergebnis der Studie besta¨tigt. Hier sind
weitere Studien wu¨nschenswert, die es erlauben eine allgemein gu¨ltige Aussage u¨ber die
Vorteile des Multi-Level-Gewichtungsmodells zu treffen.
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In diesem Kapitel wird diese Arbeit zusammengefasst. Es wird ferner ein Ausblick auf wei-
tere Forschungsansa¨tze gegeben.
8.1 Zusammenfassung
Multimedia-Retrieval-Systeme unterstu¨tzen neben den klassischen scharfen Pra¨dikaten auch
unscharfe Pra¨dikate. So werden beispielsweise A¨hnlichkeitsvergleiche ermo¨glicht. Dadurch
kann bereits ein Defizit klassischer Datenbanksysteme abgebaut werden. Dennoch fehlt es
bei den derzeitigen Multimedia-Retrieval-Systeme an Mechanismen bei der Anfrageformu-
lierung, die die Spezifikation individueller Nutzerpra¨ferenzen erlauben. Bestehende Multi-
media-Anfragesprachen ko¨nnen die Formulierung von Pra¨ferenzen nur bedingt unterstu¨t-
zen. Ferner weisen sie oftmals bezu¨glich der universellen Einsetzbarkeit Ma¨ngel auf. Um
diese Defizite der MIRS abzubauen, wurde in dieser Arbeit die Integration von Nutzer-
pra¨ferenzen im Kontext des Multimedia-Retrievals untersucht. Dies mu¨ndete in einem Vor-
schlag fu¨r eine viuselle Multimedia-Anfragesprache.
In Abbildung 8.1 sind die aufeinander aufbauenden Ergebnisse dieser Arbeit dargestellt.
Beginnend beimMulti-Level-Gewichtungsmodell, u¨ber eine entsprechende Erweiterung des
Bereichskalku¨ls und der relationalen Algebra bis hin zu der nutzerfreundlichenMultimedia-
Anfragesprache WS-QBE wurde somit eine in sich schlu¨ssige Lo¨sung fu¨r die Formulierung
von Pra¨ferenzen in Multimedia-Anfragen entwickelt.
Abbildung 8.1: Zusammenfassung der Arbeit
In Kapitel 2 und 3 wurde in das Gebiet des Multimedia-Information-Retrievals eingefu¨hrt.
Es wurden sowohl die grundlegenden Prinzipien sowie die Charakteristika des Multimedia-
Retrievals als auch die vielfa¨ltigen Mo¨glichkeiten zur Einbindung von Nutzerpra¨ferenzen
in den Retrieval-Prozess beschrieben. Ferner wurden Anforderungen an eine Multimedia-
Anfragesprache zusammengetragen. Diesbezu¨glich erfolgte dann eine Untersuchung be-
stehender Multimedia-Anfragesprachen. Daru¨ber hinaus wurden verschiedene, theoretisch
fundierte Ansa¨tze zur Abbildung von Nutzerpra¨ferenzen bei der Anfrageformulierung vor-
gestellt. Hierbei wurden die Defizite jedoch auch die Vorteile bestehender Sprachen und
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Ansa¨tze deutlich.
Das sodann in Kapitel 4 entwickelte Multi-Level-Gewichtungsmodell bildet die theoretische
Grundlage fu¨r die Entwicklung einer neuen Multimedia-Anfragesprache. Es integriert ei-
ne Relevanzgewichtung, eine Schwellwertgewichtung sowie eine Operatorgewichtung. Es
ko¨nnen daher nicht nur Pra¨ferenzen bezu¨glich der Wichtigkeit einzelner Anfrageterme for-
muliert werden. Vielmehr ist es daru¨ber hinaus mo¨glich, sowohl die Ergebnismenge durch
die Schwellwertgewichtung zu beeinflussen als auch das Verhalten der Junktoren zu modi-
fizieren. Letzteres wird notwendig, da das Verhalten der klassischen Junktoren UND und
ODER nicht der menschlichen Intuition entspricht (Zimmermann und Zysno, 1980).
Das Multi-Level-Gewichtungsmodell unterstu¨tzt damit eine detaillierte Spezifikation der
Suchanforderungen eines Nutzers. Der Nutzer verfu¨gt bereits bei der Anfrageformulierung
u¨ber die Freiheit, seine Pra¨ferenzen unter Verwendung verschiedener Gewichtungsalter-
nativen zu beschreiben. Dadurch ist es mo¨glich, dass bereits fu¨r die Initialanfrage bessere
Retrieval-Ergebnisse erzielt werden ko¨nnen. Anhand einer Fallstudie zum Gewichtungsmo-
dell wurde dies exemplarisch belegt. Fu¨r diesen Zweck wurden die Precision und der Recall
fu¨r verschiedene Anfragen – einmal mit und einmal ohne Nutzerpra¨ferenzen – bestimmt.
Fu¨r die Evaluierung gewichteter Anfragen werden gewichtete Scoring-Funktionen einge-
setzt. Dafu¨r wurden Anforderungen hinsichtlich einer ada¨quaten Aggregation der Relevan-
zwerte unter Beru¨cksichtigung der Gewichtung spezifiziert. Fu¨r komplexe Anfragen wur-
de eine Multi-Level-Scoring-Funktion sowie entsprechende Anforderungen an diese ein-
gefu¨hrt. Konkrete gewichtete Scoring-Funktionen, die diesen Anforderungen gerecht wer-
den, wurden ebenfalls vorgestellt. Daru¨ber hinaus wurden Transformationsregeln fu¨r rele-
vanzgewichtete Anfragen entwickelt. Auf Grund des Einflusses der Gewichte sind die klas-
sischen Transformationsregeln fu¨r gewichtete Anfragen nicht uneingeschra¨nkt gu¨ltig. Um
nebenKommutativita¨t, DeMorgan, Idempotenz und Involution auchAssoziativita¨t undDis-
tributivita¨t zu gewa¨hrleisten, war die Einfu¨hrung von Regeln zurModifikation der Gewichte
notwendig. Die entwickelten Transformationsregeln ko¨nnen im Rahmen einer spa¨teren An-
frageoptimierung genutzt werden.
Aufbauend auf dem Multi-Level-Gewichtungsmodell wurde in Kapitel 5 ein A¨hnlichkeits-
kalku¨l vorgestellt. Dies basiert auf dem Vorschlag von Schmitt und Schulz (2004a,b). Es wur-
de derart erweitert, dass der Forderung nach Abgeschlossenheit nachgekommen wird, so
dass das Ergebnis einer Anfrage eine Fuzzy-Relation ist, die wiederum als Eingabe fu¨r ei-
ne Anfrage verwendet werden kann. Ferner wurden n-a¨re Junktoren, ein Universaljunktor
sowie ein weiterer Schwellwertoperator eingefu¨hrt. Das A¨hnlichkeitskalku¨l erlaubt die For-
mulierung von Anfragen auf eine deklarative Art und Weise. Es erweitert das klassische
Bereichskalku¨l um unscharfe Pra¨dikate und eine Gewichtung. Die konkrete Semantik der
Operationen und Junktoren wurde dabei offen gelassen. Es wurden lediglich Anforderun-
gen angegeben, die von diesen Operatoren erfu¨llt werden mu¨ssen. Beispielsweise wird fu¨r
die Umsetzung der Junktoren gefordert, dass dafu¨r Scoring-Funktionen verwendet werden.
Das A¨hnlichkeitskalku¨l kann daher als eine Art Framework verstanden werden, welches fu¨r
konkrete Anwendungen angepasst werden kann.
Die Ausdru¨cke des A¨hnlichkeitskalku¨ls ko¨nnen auf einen entsprechenden Ausdruck der
A¨hnlichkeitsalgebra u¨berfu¨hrt werden. Die A¨hnlichkeitsalgebra ist eine Erweiterung der Rela-
tionenalgebra. Sie ist somit ma¨chtiger als die relationale Algebra. Es ko¨nnen nicht nur schar-
fe Anfragen sondern auch unscharfe sowie gewichtete Anfragen formuliert werden. Damit




Neben der Beschreibung der A¨hnlichkeitsalgebra wurde fu¨r die U¨berfu¨hrung eines A¨hn-
lichkeitskalku¨lausdrucks in einen Algebraausdruck ein Reduktionsalgorithmus angegeben.
Dieser basiert auf der Vorgehensweise bei der Transformation eines Ausdrucks des Bereichs-
kalku¨ls in einen Ausdruck der Relationenalgebra. Die Reduktion eines Ausdrucks des A¨hn-
lichkeitskalku¨ls wurde an einem Beispiel verdeutlicht.
Die Formulierung von Anfragen in Form eines Kalku¨lausdrucks ist jedoch fu¨r den un-
geu¨bten Nutzer viel zu schwierig und daher nicht nutzerfreundlich. Dies machte die Ent-
wicklung einer deklarativen Multimedia-Anfragesprache, die eine gute Ad-hoc-Formulie-
rung von Multimedia-Anfragen unterstu¨tzt, notwendig. ImMultimedia-Information-Retrie-
val ist die Formulierung von Query-By-Example Anfragen sehr beliebt und weit verbreitet.
Daru¨ber hinaus ist diese Art der Formulierung von Anfragen im Vergleich zu textbasier-
ten Anfragen intuitiver. Aus diesem Grund wurde in Kapitel 6 die visuelle QBE-a¨hnliche
Multimedia-Anfragesprache WS-QBE entworfen. Sie erlaubt die Umsetzung des Gewichtungs-
modells durch die Bereitstellung verschiedener Sprachkonstrukte zur Beschreibung der Pra¨-
ferenzen. So ko¨nnen einfache Multimedia-Anfragen, a¨hnlich wie in QBE, durch Ausfu¨llen
von Tabellengeru¨sten formuliert werden. Zusa¨tzlich ist eine Gewichtung vonAnfragetermen
durch Vergabe von Gewichtsvariablen oder durch Angabe eines Schwellwertes mo¨glich.
Wichtig bei Multimedia-Anfragen ist die Mo¨glichkeit der Formulierung komplexer Anfra-
gen. Dafu¨r wurde der Condition-Tree eingefu¨hrt. Dieser ermo¨glicht es, Suchbedingungen
hierarchisch als Baumstruktur zu organisieren. Die Vergabe von Relevanzgewichten, Schwell-
wertgewichten sowie eine Gewichtung der Operatoren wird fu¨r komplexe Anfragen un-
terstu¨tzt. Die Anfragesprache WS-QBE bietet somit dem Nutzer eine gute Mo¨glichkeit, seine
Pra¨ferenzen bereits bei der ersten Anfrageformulierung auszudru¨cken.
Da WS-QBE als Multimedia-Anfragesprache entworfen wurde, musste der Aspekt der
Formulierung von Ausgabebedingungen beru¨cksichtigt werden. Hierfu¨r wurde eine Mo¨g-
lichkeit geschaffen, spezielle Ausgabebedingungen optional zu spezifizieren. Auch fu¨r die-
sen Zweck werden Variablen, so genannte Print-Variablen, eingesetzt. Die Beschreibung der
ra¨umlichen Ausgabebedingungen wird grafisch unterstu¨tzt, indem der Nutzer unter Ver-
wendung der Print-Variablen ein Ausgabelayout erstellt.
Die formale Semantik von WS-QBE wird durch die U¨berfu¨hrung der Anfragen auf das
A¨hnlichkeitskalku¨l beschrieben. Hierfu¨r wurde ein entsprechender Algorithmus angegeben.
Anhand eines Beispiels wurde die U¨berfu¨hrung einer WS-QBE in das A¨hnlichkeitskalku¨l
demonstriert.
Abschließend wurden in Kapitel 7 die verschiedenen prototypisch implementieren Sys-
temkomponenten vorgestellt. Sowohl die Transformationsregeln fu¨r relevanzgewichtete An-
fragen als auch das A¨hnlichkeitskalku¨l, die -algebra und die entsprechende U¨berfu¨hrung
ineinander wurden in jeweils einer Komponente implementiert. Daru¨ber hinaus wurde ei-
ne gewichtete A¨hnlichkeitssuche sowie die Formulierung ra¨umlicher Anfragen im Anwen-
dungsszenario LostArt realisiert. Als letzte Komponente wurde die Umsetzung der Anfra-
gesprache WS-QBE vorgestellt.
Das Ziel, welches mit der prototypischen Implementierung der einzelnen Komponenten
verfolgt wurde, bestand in der experimentellen Validierung der verschiedenen theoretischen
Modelle. So konnten die Transformationsregeln und die Korrektheit des Reduktionsalgorith-
mus besta¨tigt werden. Letztlich hat die Evaluierung der Anfragesprache WS-QBE gezeigt,
dass die in Kapitel 3 spezifizierten Anforderungen an eine Multimedia-Anfragesprache zum
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Großteil gut erfu¨llt werden. Es wurde ferner festgestellt, dass weitere Potenziale fu¨r einen
Ausbau der Sprache bestehen. Hierauf und auf weitere sich aus dieser Arbeit ergebenden
Forschungsthemen wird im folgenden Abschnitt na¨her eingegangen.
8.2 Ausblick
Die in dieser Arbeit entwickelten Ansa¨tze fu¨r die Formulierung und Abbildung von Pra¨fe-
renzen bilden die Grundlagen fu¨r weitere Forschungsarbeiten. So basiert das Multi-Level-
Gewichtungsmodell derzeit auf Pra¨ferenzen, die durch unterschiedlichste Arten von Ge-
wichten ausgedru¨ckt werden ko¨nnen. Es stellt sich daher die Frage, wie Pra¨ferenz in Form
von Halbordnungen (vgl. Abschnitt 2.4.1) in das Gewichtungsmodell integriert werden ko¨n-
nen. Damit wa¨re es mo¨glich, Pra¨ferenzen auf einer abstrakteren Ebene zu formulieren.
Auf Grundlage der durchgefu¨hrten Fallstudie zum Multi-Level-Gewichtungsmodell ko¨n-
nen und sollten weitere Studien durchgefu¨hrt werden. Wu¨nschenswert ist es hierbei zu un-
tersuchen, inwiefern die Qualita¨t der erzielten Ergebnisse von unterschiedlichen Erfahrun-
gen einzelner Nutzer abha¨ngt. Sollten sich daraus unterschiedlich qualifizierte Nutzergrup-
pen ergeben, so sind entsprechende Richtlinien abzuleiten, welche die Nutzer bei der For-
mulierung ihrer Pra¨ferenzen in Form von Gewichten unterstu¨tzen.
Ferner sollte die Mo¨glichkeit untersucht werden, Nutzerprofile (vgl. Abschnitt 2.4.5) in
das Gewichtungsmodell zu integrieren. Bisher wird als Initialgewichtung fu¨r die Relevanz-
gewichte stets eine Gleichgewichtung der Bedingungen betrachtet. Dies entspricht dem un-
gewichteten Fall. Auch fu¨r den Universaljunktor wurde ein beliebiger z-Wert festgelegt. Er
wurde hier alsODER-Operator initialisiert. An Stelle dieser vordefinierten Gewichte ko¨nnen
jedoch die Informationen aus Nutzerprofilen einfließen und einen nutzertypischen Gewich-
tungsvorschlag unterstu¨tzen.
Einen weiteren Forschungsschwerpunkt ko¨nnte die Erweiterung der entwickelten Mul-
timedia-Anfragesprache WS-QBE darstellen. Die Sprache wurde zuna¨chst bewusst einfach
gehalten und nicht mit Funktionalita¨t u¨berladen. Daher wurden nicht alle im A¨hnlichkeits-
kalku¨l bereitgestellten Funktionen in WS-QBE u¨bernommen (vgl. Kapitel 5). Dazu za¨hlen
beispielsweise die parametrisierbaren Quantoren und weitere Schwellwertoperatoren. Diese
Funktionen ko¨nnen bei einem Ausbau der Sprache Beru¨cksichtigung finden.
Ferner ist die Integration von Funktionen und Gruppierungsoperationen in das A¨hnlich-
keitskalku¨l, die A¨hnlichkeitsalgebra sowie in dieMultimedia-AnfragespracheWS-QBEwu¨n-
schenswert. Dies ist eine besonders herausfordernde Aufgabe, da dadurch die bisher an-
gebotene Kernfunktionalita¨t der Sprachen erweitert wird. Demnach ko¨nnen mehr anwen-
dungsspezifische und komplexere Multimedia-Anfragen realisiert werden. In diesem Kon-
text erscheint es auch sinnvoll, die Konzepte von SQBE aufzugreifen und WS-QBE derart zu
erweitern, dass eine strenge relationale Vollsta¨ndigkeit erreicht wird (vgl. Abschnitt 6.2.2).
Damit verbunden ist die Erreichung einer gro¨ßtmo¨glichen Orthogonalita¨t der Sprache WS-
QBE.
Einen weiteren wichtigen Schwerpunkt im Zusammenhang mit der Anfrageauswertung
bildet die algebraische Optimierung. Aufgrund der Gewichte sind die klassischen Optimie-
rungsregeln der Relationenalgebra nicht uneingeschra¨nkt gu¨ltig. Daru¨ber hinaus stellt auch
eine iterative Anfrageverfeinerung unter Beru¨cksichtigung des Multi-Level-Gewichtungs-
modells eine herausfordernde Aufgabe dar. In den folgenden Abschnitten wird auf diese
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zwei vielversprechenden Forschungsthemen, die sich direkt aus dieser Arbeit ergeben, na¨her
eingegangen.
8.2.1 Algebraische Optimierung
An dem Beispiel des Stoffherstellers aus Abschnitt 5.5.2 (siehe auch Abbildung 8.2) wurde
bereits deutlich, dass die aus dem Kalku¨l generierten Ausdru¨cke der A¨hnlichkeitsalgebra
sehr komplex sind. Dies macht eine algebraische Optimierung notwendig. Fu¨r diese Auf-
gabe mu¨ssen spezielle Optimierungsregeln, die auf die U¨berfu¨hrungsregeln eines A¨hnlich-
keitskalku¨lausdrucks in einen entsprechenden Algebraausdruck abgestimmt sind, entwor-
fen werden. Neben einer Optimierung, die im Anschluss an die U¨berfu¨hrung stattfindet,
erscheint es auch sinnvoll, bereits wa¨hrend der U¨berfu¨hrung entsprechende Optimierungs-
regeln zu integrieren. Letzteres stellt eine besonders interessante Herausforderung dar.
ImAllgemeinenwerden fu¨r die algebraische Optimierung verschiedene A¨quivalenzregeln
der Relationenalgebra und Heuristiken ausgenutzt. Diese werden beispielsweise in (Saake
und Heuer, 1999, S. 356ff) sowie in (Elmasri und Navathe, 2002, S. 648ff) na¨her beschrieben.
Fu¨r die A¨hnlichkeitsalgebra ist zuna¨chst zu pru¨fen, ob diese Regeln u¨bertragbar sind bezie-
hungsweise wie eine Anpassung unter Beru¨cksichtigung der Gewichte erfolgen kann. Am
Beispiel des Stoffherstellers wird die Anwendung einiger aus der Relationenalgebra bekann-
ter Optimierungsregeln beschrieben. Zusa¨tzlich dazu werden auf das A¨hnlichkeitskalku¨l ab-
gestimmte Regeln skizziert. Der generierte Anfragebaum, der die Ausgangsbasis fu¨r die Op-
timierung bildet, ist dafu¨r noch einmal in Abbildung 8.2 dargestellt. Die zu Grunde liegen-
den Relationen sind Stoff(SId, Name, Qualitaet) undMuster(BId, SId, Bild).
Eine wesentliche Aufgabe der Optimierung ist das Erkennen von Verbunden statt Kreuz-
produkten sowie das Verschieben von Selektionen und Projektionen mo¨glichst weit in Rich-
tung der Bla¨tter, um die Zwischenergebnisse klein zu halten (Saake und Heuer, 1999, S. 354,
362ff). Neben diesen Heuristiken werden spezielle Transformationsregeln ausgenutzt. Im
Folgenden seien r1 und r2 Relationen u¨ber den Schemata R1 und R2. Fu¨r den Beispielaus-
druck sind die folgenden Ersetzungsregeln von Bedeutung:
• Bei Kaskaden von pi-Operationen ko¨nnen alle außer der letzten Projektion ignoriert
werden:
pi#1(pi#2(r1))←→ pi#1(r1).
• Komplexe Selektionsbedingungen ko¨nnen durch Mengenoperationen umgesetzt wer-
den, wie beispielsweise:
σF1∨F2(r1)←→ σF1(r1) ∪ σF2(r1).
Diese Regel gilt auch in der A¨hnlichkeitsalgebra. Aufgrund der Gewichtung ergeben
sich hierbei weitere Regeln, wie etwa:
σF1∧(θ1,θ2)F2(r1) ←→ σF1(r1) ∩(θ1,θ2) σF2(r1)
σF1∨(θ1,θ2)F2(r1) ←→ σF1(r1) ∪(θ1,θ2) σF2(r1)
σF1⊕zF2(r1) ←→ σF1(r1) unionmultiz σF2(r1)
σF1⊕z(θ1,θ2)F2
(r1) ←→ σF1(r1) unionmultiz(θ1,θ2) σF2(r1).
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Abbildung 8.2: Anfragebaum des generierten Algebraausdrucks aus dem Beispiel des Stoff-
herstellers
Diese Regeln sind auf die n-a¨ren Operationen u¨bertragbar.
• Projektionen sind mit ∪ kommutativ:
pi#1(r1 ∪ r2)←→ (pi#1(r1)) ∪ (pi#1(r2)).
Dies gilt auch fu¨r den gewichteten Fall sowie fu¨r den Universaloperator, da dieser auch
eine Disjunktion symbolisiert:
pi#1(r1 ∪(θ1,θ2) r2) ←→ (pi#1(r1)) ∪(θ1,θ2) (pi#1(r2))
pi#1(r1 unionmultiz r2) ←→ (pi#1(r1)) unionmultiz (pi#1(r2))
pi#1(r1 unionmultiz(θ1,θ2) r2) ←→ (pi#1(r1)) unionmultiz(θ1,θ2) (pi#1(r2)).
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Diese Regeln sind auf die n-a¨ren Operationen u¨bertragbar.
Unter Verwendung dieser Transformationsregeln sowie der allgemeinen Heuristiken fu¨r die
algebraische Optimierung stellt der in Abbildung 8.3 gezeigte Anfragebaum eine optimierte
Variante des urspru¨nglichen Algebrausdrucks (Abbildung 8.2) dar.
Abbildung 8.3: Optimierte Variante des Algebraausdrucks aus dem Beispiel des Stoff-
verka¨ufers
Aufbauend auf diesen kurz skizzierten Optimierungsregeln, sind weitere Regeln zu ent-
wickeln. Ein erster Schritt ist dabei die U¨berpru¨fung der U¨bertragbarkeit der anderen Trans-
formationsregeln der Relationenalgebra auf die A¨hnlichkeitsalgebra. Ferner mu¨ssen unter
Umsta¨nden zusa¨tzliche Regeln abgeleitet werden. Von besonderem Interesse ist dabei die
Entwicklung von Optimierungsregeln fu¨r die gewichteten Operatoren. Die Transformations-
regeln aus Abschnitt 4.3.3 ko¨nnen bei dem Entwurf von Optimierungsregeln Beru¨cksichti-
gung finden, um beispielsweise die Assoziativita¨t von gewichteten Operatoren zu gewa¨hr-
leisten. Eine weitere Mo¨glichkeit zur Optimierung eines Ausdrucks der A¨hnlichkeitsalgebra
kann durch einen gewichteten Join-Operator erzielt werden.
Nachfolgend kann dann fu¨r die internen ausfu¨hrbaren Pla¨ne einer Anfrage eine kostenba-
sierte Optimierung vorgenommen werden. Dafu¨r ist die Erstellung entsprechender Statisti-
ken fu¨r die Auswertung der gewichteten Operationen notwendig.
8.2.2 Relevanz-Feedback
Die Spezifizierung von zusa¨tzlichen Nutzerpra¨ferenzen durch eine Gewichtung bei der For-
mulierung von Anfragen kann nicht die semantische Lu¨cke zwischen dem Nutzer und dem
System schließen. Aus diesem Grund verlieren die bestehenden Methoden fu¨r eine iterative
Anfragemodifizierung nicht an Bedeutung. Vielmehr ko¨nnen auf Grund der theoretischen
Basis, die mit dem Multi-Level-Gewichtungsmodell gegeben ist, neue Relevanz-Feedback-
Methoden entwickelt werden. Das Gewichtungsmodell legt die Arten von Gewichten fest,
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die bei der Anfrageformulierung Beru¨cksichtigung finden. Wesentlich dabei ist, dass be-
schrieben wird, wie die verschiedenen Gewichte in die Anfrageauswertung einfließen.
Im Unterschied zu den bestehenden Ansa¨tzen des Relevanz-Feedbacks, wie in Abschnitt
2.4.3 beschrieben, ko¨nnen nun nicht mehr nur Relevanzgewichte sondern auch zusa¨tzlich
Schwellwert- und Operatorgewichte modifiziert werden. Ein sehr einfaches Verfahren fu¨r ei-
ne Anfrageverfeinerung soll kurz vorgestellt werden: Wird eine Anfrage unter Verwendung
von Schwellwertgewichten zu restriktiv formuliert, so dass keine Ergebnisobjekte ermittelt
werden, dann ko¨nnen automatisch die Schwellwertgewichte verringert werden. Damit wird
die neue Anfrage weniger restriktiv, so dass eine gro¨ßere Ergebnismenge ermittelt werden
kann. Analog dazu ko¨nnen die Schwellwertgewichte nach oben gesetzt werden, falls die
Anfrage zu viele Ergebnisobjekte ermittelt.
Neben diesem naiven Ansatz verlangt die Justierung der unterschiedlichen Gewichte je-
doch nach weiteren ada¨quaten Relevanz-Feedback-Methoden. Diese mu¨ssen ein Mapping
der Feedback-Informationen des Nutzers auf die verschiedenen Gewichte erlauben. Insbe-
sondere stellen sich hier die Fragen:
• Welche Feedback-Informationen sind fu¨r dieModifizierung der Schwellwert- undOpe-
ratorgewichte von Bedeutung?
• Ist eine relevant/nicht relevant-Entscheidung ausreichend, um beispielsweise Opera-
torgewichte zu modifizieren?
• Sind weitere Informationen als Feedback vom Nutzer notwendig?
Allein diese Fragen machen bereits deutlich, dass die Entwicklung neuer Feedback-Metho-
den sehr vielschichtig ist. So muss gewa¨hrleistet werden, dass das Nutzerempfinden durch
eine Modifizierung der Gewichtung ada¨quat abgebildet wird. Damit besteht zur Erreichung
dieses Zieles ein erhebliches Forschungspotenzial.
8.2.3 Fazit
Mit den hier skizzierten Erweiterungen der Sprache und einer optimierten Anfrageevaluie-
rungwa¨re es denkbar,WS-QBE als Anfrageschnittstelle fu¨r einMultimedia-Retrieval-System
anzubieten. Vorstellbar wa¨re der Einsatz beispielsweise fu¨r Oracle und DB2. Diese DBMS
stellen bereits entsprechende Retrieval-Funktionalita¨ten durch das InterMedia-Paket bezie-
hungsweise den Datablades bereit. Es fehlt hier jedoch an einer nutzerfreundlichen Schnitt-
stelle fu¨r die Anfrageformulierung.
Eine andere Mo¨glichkeit bietet der Ausbau der Standardsoftware MS-Access. Dieses Da-
tenbank-Management-System ist bei einem breiten Spektrum an Nutzern mit unterschied-
lichem Wissensstand und Kenntnissen u¨ber Datenbanken etabliert. Ein Großteil der Nut-
zer verwendet die QBE-Schnittstelle fu¨r die Anfrageformulierung in MS-Access. Wird die-
se Schnittstelle um die in WS-QBE beschriebenen Konzepte erweitert und werden ferner
entsprechende Multimedia-Retrieval-Funktionalita¨ten bereitgestellt, kann ein nutzerfreund-
liches Multimedia-Retrieval angeboten werden. Dies kommt insbesondere vielen Laien ent-
gegen, die auf Grund der Verbreitung digitaler Technologien, wie beispielsweise Digitalka-
meras und Foto-Handys, u¨ber gro¨ßere Bildarchive verfu¨gen.
188
Literaturverzeichnis
[ACM 2000] RIECKEN, D. (Hrsg.): Special Issue of the Communication of the ACM on Persona-
lization. 2000
[Adali u. a. 1998] ADALI, S. ; BONATTI, P. ; SAPINO, M. L. ; SUBRAHMANIAN, V. S.: AMulti-
Similarity Algebra. In: HAAS, L. M. (Hrsg.) ; TIWARY, A. (Hrsg.): SIGMOD 1998, Procee-
dings ACM SIGMOD International Conference on Management of Data, ACM, 1998, S. 402–413
[Allen 1983] ALLEN, J. F.: Maintaining Knowledge about Temporal Intervals. In: Commu-
nications of the ACM (CACM) 26 (1983), Nr. 11, S. 832–843
[Amato u. a. 1998] AMATO, G. ; MAINETTO, G. ; SAVINO, P.: An Approach to a Content-
Based Retrieval of Multimedia Data. In:Multimedia Tools and Applications 7 (1998), Nr. 1-2,
S. 9–36
[ANSI 1999] Information technology – Database languages – SQL multimedia and appli-
cation packages – Part 3: Spatial / ANSI & ISO. 1999 (ISO/IEC 13249-3:2002). – Standard-
beschreibung
[ANSI 2000] Information technology – Database languages – SQL multimedia and appli-
cation packages – Part 2: Full-Text / ANSI & ISO. 2000 (ISO/IEC 13249-2:2002). – Stan-
dardbeschreibung
[ANSI 2001] Information technology – Database languages – SQL multimedia and app-
lication packages – Part 5: Still Image / ANSI & ISO. 2001 (ISO/IEC 13249-5:2002). –
Standardbeschreibung
[ANSI 2002] Information technology – Database languages – SQL multimedia and app-
lication packages – Part 1: Framework / ANSI & ISO. 2002 (ISO/IEC 13249-1:2002). –
Standardbeschreibung
[Aslandogen u. a. 1995] ASLANDOGEN, Y. A. ; THIER, C. ; YU, C. T. ; LIN, C. ; NAIR, K. R.:
Design, Implementation and Evaluation of SCORE (a System for COntent based REtrival
of Pictures). In: Proceedings of the 11th International Conference on Data Engineering (ICDE),
IEEE Computer Society, 1995, S. 280–287
[Atnafu u. a. 2001] ATNAFU, S. ; BRUNIE, L. ; KOSCH, H.: Similarity-Based Operators and
Query Optimization for Multimedia Database Systems. In: International Database Enginee-
ring and Application Symposium, ACM, 2001, S. 346–355
[Avrahami und Kareev 1993] AVRAHAMI, J. ; KAREEV, Y.: What Do You Expect to Get
When You Ask for “A Cup of Coffee and a Muffin or a Croissant”? In: International Journal
of Man-Machine Studies 38 (1993), Nr. 3, S. 429–434
189
Literaturverzeichnis
[Backus u. a. 1960] BACKUS, J. W. ; BAUER, F. L. ; GREEN, J. ; KATZ, C. ; MCCARTHY, J. ;
NAUR, P. ; PERLIS, A. J. ; RUTISHAUSER, H. ; SAMUELSON, K. ; WEGSTEIN, B. Vauquois
J. H. ; WIJNGAARDEN, A. van ; WOODGER, M.: Report on the Algorithmic Language Algol
60. In: Communications of the ACM 3 (1960), Nr. 5, S. 299–314
[Backus u. a. 1963] BACKUS, J. W. ; BAUER, F. L. ; GREEN, J. ; KATZ, C. ; MCCARTHY, J. ;
NAUR, P. ; PERLIS, A. J. ; RUTISHAUSER, H. ; SAMUELSON, K. ; WEGSTEIN, B. Vauquois
J. H. ; WIJNGAARDEN, A. van ; WOODGER, M.: Revised Report on the Algorithmic Lan-
guage Algol 60. In: Computer Journal 5 (1963), Nr. 4, S. 349–367
[Baeza-Yates und Ribeiro-Neto 1999] BAEZA-YATES, R. ; RIBEIRO-NETO, B.: Modern Infor-
mation Retrieval. Addison Wesley, 1999
[Balabanovic und Shoham 1997] BALABANOVIC, M. ; SHOHAM, Y.: Fab: Content-based,
collaborative recommendation. In: Communications of the ACM 40 (1997), Nr. 3, S. 66–72
[Baral u. a. 1998a] BARAL, C. ; GONZALEZ, G. ; NANDIGAM, A.: SQL+D: Extended Display
Capabilities for Multimedia Database Queries. In: Proceedings ACM Multimedia 98, ACM
Press, 1998 (ACMMultimedia), S. 109–114
[Baral u. a. 1998b] BARAL, C. ; GONZALEZ, G. ; SON, T. C.: Design and Implementation
of Display Specification for Multimedia Answers. In: Proceedings of the 14th International
Conference on Data Engineering, IEEE Computer Society, 1998, S. 558–565
[Batini u. a. 1992] BATINI, C. ; CATARCI, T. ; COSTABILE, M. F. ; LEVIALDI, S.: Visual Query
Systems: A Taxonomy. In: KNUTH, E. (Hrsg.) ; WEGNER, L.M. (Hrsg.): Visual Database
Systems (VDB), II. Proceedings of the IFIP TC2/WG 2.6 Second Working Conference on Visual
Database Systems Bd. A-7, North-Holland, 1992, S. 153–168
[Beckmann u. a. 1990] BECKMANN, N. ; KRIEGEL, H.-P. ; SCHNEIDER, R. ; SEEGER, B.: The
R*-Tree: An Efficient and Robust Access Method for Points and Rectangles. In: GARCIA-
MOLINA, H. (Hrsg.) ; JAGADISH, H.V. (Hrsg.): Proceedings of the 1990 ACM SIGMOD Inter-
national Conference on Management of Data, ACM Press, 1990, S. 322–331
[Bellman und Giertz 1973] BELLMAN, R. ; GIERTZ, M.: On the Analytic Formalism of the
Theory of Fuzzy Sets. In: Information Sciences 5 (1973), S. 149–156
[Bertino u. a. 1999] BERTINO, E. ; CATANIA, B. ; FERRARI, E.: Multimedia IR: Models and
Languages. S. 325–344. In: BAEZA-YATES, R. (Hrsg.) ; RIBEIRO-NETO, B. (Hrsg.): Modern
Information Retrieval, Addison Wesly, 1999
[Bertino und Ferrari 1998] BERTINO, E. ; FERRARI, E.: Temporal Synchronization Models
for Multimedia Data. In: IEEE Transactions on Knowledge and Data Engineering (TKDE) 10
(1998), Nr. 4, S. 612–631
[Biewer 1997] BIEWER, B.: Fuzzy Methoden - Praxisrelevante Rechenmodelle und Fuzzy-
Programmiersprachen. Springer Verlag, 1997
[Blakowski u. a. 1991] BLAKOWSKI, G. ; HU¨BEL, J. ; LANGREHR, U.: Tools for Specifying
and Executing Synchronized Multimedia Presentations. In: Second International Workshop
on Networking and Operating System Support for Digital Audio and Video, 1991, S. 271–282
190
Literaturverzeichnis
[Blakowski u. a. 1992] BLAKOWSKI, G. ; HU¨BEL, J. ; LANGREHR, U. ; MU¨HLHA¨USER, M.:
Tool support for the synchronization and presentation of distributed multimedia. In: Com-
puter Communications 15 (1992), Nr. 10, S. 611–618
[Blakowski und Steinmetz 1996] BLAKOWSKI, G. ; STEINMETZ, R.: A Media Synchroniza-
tion Survey: Reference Model, Specification, and Case Studies. In: IEEE Journal on Selected
Areas in Communications 14 (1996), Nr. 1, S. 5–35
[Bookstein 1978] BOOKSTEIN, A.: On the perils of merging Boolean and weighted retrieval
systems. In: Journal of the American Society for Information Science 29 (1978), S. 156–158
[Bookstein 1980] BOOKSTEIN, A.: Fuzzy requests: An approach to weighted Boolean
search. In: Journal of the American Society for Information Science 30 (1980), Nr. 4, S. 240–
247
[Bordogna u. a. 1995] BORDOGNA, G. ; CARRARA, P. ; PASI, G.: Studies in Fuzziness. Bd. 5:
Fuzzy Approaches to Extend Boolean Information Retrieval. S. 231–274. In: BOSC, P. (Hrsg.) ;
KACPRZYK, J. (Hrsg.): Fuzziness in Database Management Systems Bd. 5, Springer Verlag,
1995
[Borzsonyi u. a. 2001] BORZSONYI, S. ; KOSSMANN, D. ; STOCKER, K.: The Skyline Operator.
In: Proceedings of the IEEE Conference on Data Engineering, 2001, S. 421–430
[Bosshard 2000] BOSSHARD, J.: An Open and Powerful Relevance Feedback Engine for Content-
Based Retrieval, Eidgeno¨ssische Technische Hochschule Zu¨rich, Diplomarbeit, 2000
[Buell und Kraft 1981] BUELL, D. A. ; KRAFT, D. H.: Threshold Values and Boolean Retrie-
val Systems. In: Information Processing and Management 17 (1981), S. 127–136
[Cardenas u. a. 1993] CARDENAS, A. F. ; IEONG, I. T. ; TAIRA, R. K. ; BARKER, R. ; BREANT,
C. M.: The Knowledge-BasedObject-Oriented PICQUERY+ Language. In: IEEE Transaction
on Knowledge and Data Engineering 5 (1993), Nr. 4, S. 644–657
[Carey und Kossmann 1997] CAREY, M. J. ; KOSSMANN, D.: On saying “Enough already!”
in SQL. In: Proceedings of the ACM SIGMOD Conference on Management of Data, 1997, S. 219–
230
[Carey und Kossmann 1998] CAREY, M. J. ; KOSSMANN, D.: Reducing the Braking Di-
stance of an SQL Query Engine. In: GUPTA, A. (Hrsg.) ; SHMUELI, O. (Hrsg.) ; WIDOM,
J. (Hrsg.): Proceedings of 24th International Conference on Very Large Data Bases (VLDB’98),
Morgan Kaufmann Publishers, 1998, S. 158–169
[Carson u. a. 1997] CARSON, C. ; BELONGIE, S. ; GREENSPAN, H. ; MALIK, J.: Region-based
image querying. In: Proc. of the IEEE Workshop CVPR ’97 Workshop on Content-Based Access
of Image and Video Libraries, 1997, S. 42–49
[Catarci u. a. 1997] CATARCI, T. ; COSTABILE, M. F. ; LEVIALDI, S. ; BATINI, C.: Visual Query
Systems for Databases: A Survey. In: Journal of Visual Languages and Computing 8 (1997),
Nr. 2, S. 215–260
191
Literaturverzeichnis
[Catarci und Santucci 1995] CATARCI, T. ; SANTUCCI, G.: Are Visual Query Languages
Easier to Use than Traditional Ones? An Experimental Proof. In: KIRBY, M. A. R. (Hrsg.) ;
DIX, A. J. (Hrsg.) ; FINLAY, J. E. (Hrsg.): People and Computers X, Proceedings of HCI ’95,
Cambridge University Press, 1995, S. 323–338
[Chambers u. a. 1983] CHAMBERS, J. M. ; CLEVELAND, W. S. ; KLEINER, B. ; TUKEY, P. A.:
Graphical Methods for Data Analysis. Chapman & Hall, 1983
[Chang und Fu 1981] CHANG, N.-S. ; FU, K.-S.: Picture Query Languages for Pictorial
Data-Base Systems. In: IEEE Computer 14 (1981), Nr. 11, S. 23–33
[Chang und Liu 1984] CHANG, S.-K. ; LIU, S.-H.: Picture Indexing and Abstraction Tech-
niques for Pictorial Databases. In: IEEE Transactions on Pattern Analysis and Machine Intelli-
gence 6 (1984), Nr. 4, S. 475–484
[Chang u. a. 1987] CHANG, S.-K. ; SHI, Q.-Y. ; YAN, C.-W.: Iconic indexing by 2D strings.
In: IEEE Transactions on Pattern Analysis and Machine Intelligence 9 (1987), Nr. 3, S. 413–428
[Chaudhuri und Gravano 1996] CHAUDHURI, S. ; GRAVANO, L.: Optimizing Queries over
Multimedia Repositories. In: JAGADISH, H. V. (Hrsg.) ; MUMICK, I. S. (Hrsg.): Proceedings
of the 1996 ACM SIGMOD International Conference on Management of Data, ACM Press, 1996,
S. 91–102
[Chen u. a. 2000] CHEN, C. ; GAGAUDAKIS, G. ; ROSIN, P. L.: Content-Based Image Visua-
lization. In: Proceedings of IEEE International Conference on Information Visualization (IV’00),
2000, S. 13–18
[Chen u. a. 2003] CHEN, Y. ; LIN, S. ; ZHONG, H. ; XU, Y.-Q. ; GUO, B. ; SHUM, H.-Y.: Realistic
Rendering and Animation of Knitwear. In: IEEE Transactions on Visualization and Computer
Graphics 9 (2003), Nr. 1, S. 43–55
[Chomicki 2002] CHOMICKI, J.: Querying with Intrinsic Preferences. In: JEFFERY, C. S. Jen-
senand K. G. (Hrsg.) ; POKORNY´, J. (Hrsg.) ; SALTENIS, S. (Hrsg.) ; BERTINO, E. (Hrsg.) ;
BO¨HM, K. (Hrsg.) ; JARKE, M. (Hrsg.): Advances in Database Technology - EDBT 2002, 8th In-
ternational Conference on Extending Database Technology, Springer Verlag, 2002 (LNCS 2287),
S. 34–51
[Chu u. a. 1998] CHU, W. W. ; HSU, C.-C. ; IEONG, I. T. ; TAIRA, R. K.: Content-Based Image
Retrieval using Metadata and Relaxation Techniques. In: SHETH, A. P. (Hrsg.) ; KLAS, W.
(Hrsg.): Multimedia Data Management: Using Metadata to Integrate and Apply Digital Media.
McGraw-Hill, 1998, S. 149–190
[Ciaccia u. a. 2000] CIACCIA, P. ; MONTESI, D. ; PENZO, W. ; TROMBETTA, A.: Imprecision
and User Preferences in Multimedia Queries: A Generic Algebraic Approach. In: 1st Inter-
national Symposium on Foundations of Information and Knowledge Systems, (FoIKS 2000), 2000,
S. 50–71
[Cinque u. a. 1998] CINQUE, L. ; LEVIALDI, S. ; MALIZIA, A. ; OLSEN, K. A.: A Browser for
Image Retrieval. In: Journal of Visual Languages & Computing 9 (1998), Nr. 1, S. 103–117
192
Literaturverzeichnis
[Codd 1972] CODD, E. F.: Relational Completeness of Data Base Sublanguages. In:Database
Systems (1972), S. 65–98
[Cooper 1988] COOPER, W. S.: Getting beyond Boole. In: Information Processing and Mana-
gement 24 (1988), Nr. 3, S. 243–248
[Dat 2000] Preference SQL User Manual 1.3 / Database Preference GmbH. 2000. – Manual
[Demolombe 1982] DEMOLOMBE, R.: Syntactical characterization of a subset of domain
independent formulas / ONERA-CERT, Toulouse. 1982. – Technical Report
[Demolombe 1992] DEMOLOMBE, R.: Syntactical Characterization of a Subset of Domain-
Independent Formulas. In: Journal of the ACM 39 (1992), Nr. 1, S. 71–94
[Dionisio und Ca´rdenas 1996] DIONISIO, J. D. N. ; CA´RDENAS, A. F.: MQuery: A Visu-
al Query Language for Multimedia, Timeline, and Simulation Data. In: Journal of Visual
Languages and Computing 7 (1996), Nr. 4, S. 377–401
[Dubois und Prade 1984] DUBOIS, D. ; PRADE, H.: Criteria aggregation and ranking of
alternatives in the framework of fuzzy set theory. In: Studies in Management Sciences 20
(1984), S. 209–240
[Dubois und Prade 1986] DUBOIS, D. ; PRADE, H.: Weighted Minimum and Maximum
Operations in Fuzzy Set Theory. In: Information Science 39 (1986), S. 205–210
[Dubois und Prade 1996] DUBOIS, D. ; PRADE, H.: Using fuzzy sets in flexible querying:
Why and how? In: CHRISTIANSEN, H. (Hrsg.) ; LARSEN, H. L. (Hrsg.) ; ANDREASEN, T.
(Hrsg.): Proceedings of the Workshop on Flexible Query-Answering Systems (FQAS’96), Datalo-
giske Skrifter (Writings on Computer Science) 62, 1996, S. 89–103
[Dubois und Prade 2001] DUBOIS, D. ; PRADE, H.: Fuzzy Logic Techniques in Multimedia
Database Quering: A Preliminary Investigation of the Potentials. In: IEEE Transaction on
Knowledge and Data Engineering (2001), S. 383–392
[Egenhofer und Franzosa 1991] EGENHOFER, M. J. ; FRANZOSA, R. D.: Point-Set Topolo-
gical Spatial Relations. In: International Journal of Geographical Information Systems 5 (1991),
Nr. 2, S. 161–174
[Egenhofer 1997] EGENHOFER, M.J.: Query Processing in Spatial-Query-by-Sketch. In:
Journal of Visual Languages and Computing 8 (1997), Nr. 4, S. 403–424
[Egenhofer und Franzosa 1995] EGENHOFER, M.J. ; FRANZOSA, R.D.: On the Equivalence
of Topological Relations. In: International Journal of Geographical Information Systems 9
(1995), Nr. 2, S. 133–152
[Elmasri und Navathe 2002] ELMASRI, R. ; NAVATHE, S. B.: Grundlagen von Datenbanksys-
temen. 3. Pearson Studium, 2002
[Fagin 1996] FAGIN, R.: Combining fuzzy information from multiple systems. In: Pro-
ceedings of the 15th ACM SIGACT-SIGMOD-SIGART Symposium on Principles of Database
Systems (PODS’96), 1996, S. 216–226
193
Literaturverzeichnis
[Fagin 1998] FAGIN, R.: Fuzzy Queries in Multimedia Database Systems. In: Proceedings
of the 17th ACM SIGACT-SIGMOD-SIGART Symposium on Principles of Database Systems,
(PODS’98), ACM Press, 1998, S. 1–10
[Fagin 1999] FAGIN, R.: Combining Fuzzy Information from Multiple Systems. In: Journal
of Computer and System Sciences 58 (1999), Nr. 1, S. 83—99
[Fagin undMaarek 2000] FAGIN, R. ; MAAREK, Y.S.: Allowing users to weight search terms.
In: Proceedings of Computer-Assisted Information Retrieval, (RIAO’00), 2000, S. 682–700
[Fagin und Wimmers 1997] FAGIN, R. ; WIMMERS, E. L.: Incorporating User Preferences
in Multimedia Queries. In: Proceedings of the 6th International Conference on Database Theory,
Springer Verlag, 1997 (LNCS 1186), S. 247–261
[Fagin und Wimmers 2000] FAGIN, R. ; WIMMERS, E. L.: A Formula for Incorporating
Weights into Scoring Rules. In: Theorectical Computer Science 239 (2000), S. 309–338
[Ferber 2003] FERBER, R.: Information Retrieval - Suchmodelle und Data-Mining-Verfahren fu¨r
Textsammlungen und das Web. dpunkt Verlag, 2003
[Fu¨hles-Ubach 1997] FU¨HLES-UBACH, S.: Analysen zur Unscha¨rfe in Datenbank- und Retrie-
valsystemen unter besonderer Beru¨cksichtigung der Redundanz, Humboldt-Universita¨t Berlin,
Dissertation, 1997
[Fishburn 1999] FISHBURN, P. C.: Preference Structures and Their Numerical Representa-
tions. In: Theoretical Computer Science 217 (1999), Nr. 2, S. 359–383
[Frank 1992] FRANK, A.U.: Qualitative spatial reasoning about distances and directions in
geographic space. In: Journal of Visual Languages and Computing 3 (1992), Nr. 3, S. 343–371
[Fuhr 1996] FUHR, N.: Skriptum Information Retrieval (Lecture Notes on Information
Retrieval) / Universita¨t Dortmund. 1996. – Skript zur Vorlesung
[Fuhr und Grosjohann 2001] FUHR, N. ; GROSJOHANN, K.: XIRQL: A Query Language for
Information Retrieval in XML Documents. In: Proceedings of the 24th Annual International
Conference on Research and Development in Information Retrieval, 2001, S. 172–180
[Fuhr u. a. 1998] FUHR, N. ; GO¨VERT, N. ; RO¨LLEKE, T.: DOLORES: A System for Logic-
Based Retrieval of Multimedia Objects. In: SIGIR ’98: Proceedings of the 21st Annual Inter-
national ACM SIGIR Conference on Research and Development in Information Retrieval, ACM
Press, 1998, S. 257–265
[Gelder und Topor 1991] GELDER, A. V. ; TOPOR, R.W.: Safety and Translation of Relational
Calculus Queries. In: ACM Transactions on Database Systems 16 (1991), Nr. 2, S. 235–278
[Gu¨ntzer u. a. 2000] GU¨NTZER, U. ; BALKE, W.-T. ; KIESSLING, W.: Optimizing Multi-
Feature Queries for Image Databases. In: Proceedings of the 26th International Conference
on Very Large Data Bases (VLDB’00), 2000, S. 419–428




[Gogolla und Hohenstein 1991] GOGOLLA, M. ; HOHENSTEIN, U.: Towards a Semantic
View of an Extended Entity-Relationship Model. In: ACM Transactions on Database Systems
(TODS) 16 (1991), Nr. 3, S. 369–416
[Govindarajan u. a. 2000] GOVINDARAJAN, K. ; JAYARAMAN, B. ; MANTHA, S.: Preference
Queries in Deductive Databases. In: New Generation Computing 19 (2000), Nr. 1, S. 57–86
[Greenblatt und Waxman 1978] GREENBLATT, D. ; WAXMAN, J.: A Study of Three Databa-
se Languages. In: SHNEIDERMAN, B. (Hrsg.): Proceedings of the International Conference on
Databases, Academic Press, 1978, S. 77–97
[Gudivada und Raghavan 1995] GUDIVADA, V.N. ; RAGHAVAN, V.V.: Content-based Image
Retrieval Systems: Guest Editors’ Introduction. In: IEEE Computer 28 (1995), Nr. 9, S. 18–22
[Guttman 1984] GUTTMAN, A.: R-Trees: A Dynamic Index Structure for Spatial Searching.
In: YORMARK, B. (Hrsg.): SIGMOD’84, Proceedings of Annual Meeting, ACM Press, 1984,
S. 47–57
[Hebert u. a. 1999] HEBERT, J. ; MAVRIS, S. ; MULLEN, D. ; ROWELL, T. ; ANNAMALAI, M. ;
CHOPRA, R. ; SHEPARD, S. ; WARD, Rod: Oracle8i Visual Information Retrieval User’s Guide
and Reference. 1999
[Henrich 1995] HENRICH, A.: POQL: an OQL-oriented Query Language for PCTE. In:
Proceedings of the 7th Conference on Software Engineering Environments, 1995, S. 48–60
[Henrich und Robbert 2001] HENRICH, A. ; ROBBERT, G.: POQLMM: A Query Language
for Structured Multimedia Documents. In: Proceedings of the 1th International Workshop on
Multimedia and Document Engineering (MDDE’01), 2001, S. 17–26
[Henrich und Robbert 2003] HENRICH, A. ; ROBBERT, G.: Ein Ansatz zur U¨bertragung
von Rangordnungen bei der Suche auf strukturierten Daten. In: WEIKUM, G. (Hrsg.) ;
SCHO¨NING, H. (Hrsg.) ; RAHM, E. (Hrsg.): Datenbanksysteme in Bu¨ro, Technik und Wissen-
schaft (BTW’03), GI-Fachtagung Bd. 26, GI, 2003, S. 167–186
[Herrera-Viedma 2001a] HERRERA-VIEDMA, E.: Controlling the Retrieval of an Ordinal
Fuzzy Linguistic Information Retrieval System Using a Multi-Level Weighting Scheme in
the Formulation of Queries / Department of Computer Science and A.I., University of
Granada. 2001. – Technical Report, DECSAI-010101
[Herrera-Viedma 2001b] HERRERA-VIEDMA, E.: An Information Retrieval System with
Ordinal Linguistic Weighted Queries Based on Two Weighting Elements. In: International
Journal of Uncertainty, Fuzziness and Knowledge-Based Systems 9 (2001), S. 77–88
[Herrera-Viedma 2001c] HERRERA-VIEDMA, E.: Modeling the retrieval process for an in-
formation retrieval system using an ordinal fuzzy linguistic approach. In: Journal of the
American Society of Information Science 52 (2001), Nr. 6, S. 460–475
[Herrtwich und Delgrossi 1990] HERRTWICH, R.G. ; DELGROSSI, L.: ODA-Based Data Mo-




[Heuer und Saake 2000] HEUER, A. ; SAAKE, G.: Datenbanken - Konzepte und Sprachen. 2.
International Thomson Publishing, 2000
[Heuer und Scholl 1991] HEUER, A. ; SCHOLL, M. H.: Principles of Object-Oriented Query
Languages. In: APPELRATH, H.-J. (Hrsg.): Datenbanksysteme in Bu¨ro, Technik und Wissen-
schaft (BTW’91), GI-Fachtagung Bd. 270, Springer Verlag, 1991, S. 178–197
[Hibino und Rundensteiner 1996] HIBINO, S. ; RUNDENSTEINER, E.A.: A Visual Multime-
dia Query Language for Temporal Analysis of Video Data. In:Multimedia Database Systems
(1996), S. 123–159
[Hirzalla und Karmouch 1996] HIRZALLA, N. ; KARMOUCH, A.: A Multimedia Query
Specification Language. In: NWOSU, K. C. (Hrsg.) ; THURAISINGHAM, B. M. (Hrsg.) ; BER-
RA, P. B. (Hrsg.):Multimedia Database Systems: Design and Implementation Strategies. Kluwer
Academic Publishers, 1996, S. 160–184
[Hohenstein 1993] HOHENSTEIN, U.: Formale Semantik eines erweiterten Entity-Relationship-
Modells. Teubner-Verlag, 1993
[Hohenstein und Gogolla 1988] HOHENSTEIN, U. ; GOGOLLA, M.: A Calculus for an Exten-
ded Entity-Relationship Model Incorporating Arbitrary Data Operations and Aggregate
Functions. In: BATINI, C. (Hrsg.): Entity-Relationship Approach: A Bridge to the User, Procee-
dings of the 7th International Conference on Enity-Relationship, North-Holland, 1988, S. 129–
148
[Hong u. a. 1995] HONG, J.-H. ; EGENHOFER, M. J. ; FRANK, A.: On the Robustness of
Qualitative Distance- and Direction-Reasoning. In: PEUQUET, D. (Hrsg.): Proceedings of the
12th International Symposium on Computer-Assisted Cartography Bd. 4, 1995, S. 301–310
[Hristidis u. a. 2001] HRISTIDIS, V. ; KOUDAS, N. ; PAPAKONSTANTINOU, Y.: PREFER: A
System for the Efficient Execution of Multi-parametric Ranked Queries. In: AREF, W. G.
(Hrsg.): Proceedings of the 2001 ACM SIGMOD International Conference on Management of
Data, ACM, 2001, S. 297–306
[Informix 1999] INFORMIX: Excalibur Image DataBlade Module User’s Guide 1.2. 1999
[Informix 2003] INFORMIX: Informix DataBlades modules. http://www-
3.ibm.com/software/data/informix/blades. 2003. – 29.10.2003
[Inselberg und Dimsdale 1990] INSELBERG, A. ; DIMSDALE, B.: Parallel Coordinates: A
Tool for Visualizing Multi-Dimensional Geometry. In: Proceedings of IEEE Visualization’90
Conference, IEEE Computer Society Press, 1990, S. 361–375
[Jain 1996] JAIN, R.: InfoScopes: Multimedia Information Systems. Bd. 7. S. 217–254. In: FURHT,
B. (Hrsg.):Multimedia Systems and Techniques Bd. 7, Kluwer Academic Publishers, 1996
[Joseph und Cardenas 1993] JOSEPH, T. ; CARDENAS, A.: PICQUERY: a High Level Query
Language for Pictorial Database Management. In: IEEE Transaction on Knowledge and Data
Engineering 14 (1993), Nr. 5, S. 630–638
196
Literaturverzeichnis
[Kießling 2002] KIESSLING, W.: Foundations of Preferences in Database Systems. In: Procee-
dings of the 28th International Conference on Very Large Databases (VLDB’02), 2002, S. 311–322
[Kießling und Hafenrichter 2003] KIESSLING, W. ; HAFENRICHTER, B.: Algebraic Opti-
mization of Relational Preference Queries / Universita¨t Augsburg. 2003 (Nr. 2003-1). –
Technical Report
[Kießling und Ko¨stler 2002] KIESSLING, W. ; KO¨STLER, G.: Preference SQL - Design, Im-
plementation, Experiences. In: Proceedings of the 28th International Conference on Very Large
Databases (VLDB’02), 2002, S. 990–1001
[Klir und Yuan 1995] KLIR, G. J. ; YUAN, B.: Fuzzy Sets and Fuzzy Logic: Theory and Applica-
tions. Prentice Hall, 1995
[Koll und Srinivasan 1990] KOLL, M. ; SRINIVASAN, P.: Fuzzy versus Probabilistic Models
for User Relevance Judgments. In: Journal of the American Society for Information Science 41
(1990), Nr. 4, S. 264–271
[Kung u. a. 1975] KUNG, H. T. ; LUCCIO, F. ; PREPARATA, F. P.: On Finding the Maxima of
a Set of Vectors. In: Journal of the ACM 22 (1975), Nr. 4, S. 469–476
[Lacroix und Lavency 1987] LACROIX, M. ; LAVENCY, P.: Preferences; Putting More Know-
ledge into Queries. In: STOCKER, P. M. (Hrsg.) ; KENT, W. (Hrsg.) ; HAMMERSLEY, P.
(Hrsg.): Proceedings of 13th International Conference on Very Large Data Bases (VLDB’87), Mor-
gan Kaufmann Publishers, 1987, S. 217–225
[Lee und Hsu 1990] LEE, S.Y. ; HSU, F. J.: 2D C-String: a New Spatial Knowledge Repre-
sentation for Image Database Systems. In: Pattern Recognition 23 (1990), S. 1077–1088
[Li u. a. 1996] LI, J. Z. ; O¨ZSU, M. T. ; SZAFRON, D.: Spatial Reasoning Rules in aMultimedia
Management System. In: International Conference on Multimedia Modeling, 1996, S. 119–133
[Li und Candan 1998] LI, W.-S. ; CANDAN, K. S.: SEMCOG: A Hybrid Object-based Image
Database System and its Modeling, Language, and Query Processing. In: Proceedings of the
14th International Conference on Data Engineering, IEEE Computer Society, 1998, S. 284–291
[Lin u. a. 1994] LIN, K.-I. ; JAGADISH, H. V. ; FALOUTSOS, C.: The TV-Tree: An Index Struc-
ture for High-Dimensional Data. In: VLDB Journal 3 (1994), Nr. 4, S. 517–542
[Losee 1998] LOSEE, R. M.: A Discipline Independent Definiton of Information. In: Journal
of the American Society for Information Science 48 (1998), Nr. 3, S. 254–269
[Maier 1983] MAIER, D.: The Theory of Relational Databases. Computer Science Press, 1983
[Marcus 1996] MARCUS, S.: Querying Multimedia Database in SQL. In: SUBRAHMANIAN,
V. S. (Hrsg.) ; JAJODIA, S. (Hrsg.):Multimedia Database System: Issues and Research Direction,
1996, S. 263–277
[Marcus und Subrahmanian 1996] MARCUS, S. ; SUBRAHMANIAN, V. S.: Foundations of
Multimedia Database Systems. In: Journal of the ACM 43 (1996), Nr. 3, S. 474–523
197
Literaturverzeichnis
[Massari u. a. 1997] MASSARI, A. ; SALADINI, L. ; HEMMJE, M. ; SISINNI, F.: Virgilio: ANon-
Immersive VR System to Browse Multimedia Databases. In: Proceedings of the International
Conference on Multimedia Computing and Systems (ICMCS), 1997, S. 573–580
[Meyer-Wegener 2003] MEYER-WEGENER, K.: Multimediale Datenbanken - Einsatz von Da-
tenbanktechnik in Multimedialen-Systemen. Bd. 2. Teubner-Verlag, 2003
[Montesi und Penzo 2000] MONTESI, D. ; PENZO, W.: Taking care of vagueness and user
preferences for effective similarity queries on multimedia data. In: Sistemi Evolui per Basi
di Dati, 2000, S. 303–316
[Mortensen und Barrett 1995] MORTENSEN, E. N. ; BARRETT, W. A.: Intelligent Scissors
for Image Composition. In: Proceedings of the 22nd Annual Conference on Computer Graphics
(SIGGRAPH ’95), 1995, S. 191–198
[Nakazato und Huang 2001] NAKAZATO, M. ; HUANG, T. S.: 3D MARS: Immersive Vir-
tual Reality for Content-Based Image Retrieval. In: Proceedings of 2001 IEEE International
Conference on Multimedia and Expo (ICME2001), 2001
[Nepal u. a. 1999] NEPAL, S. ; RAMAKRISHNA, M. ; THOM, J.: A Fuzzy Object Language
(FOQL) for Image Databases. In: CHEN, A. L. P. (Hrsg.) ; LOCHOVSKY, F. H. (Hrsg.): In
Procceedings of the 6th International Conference on Database Systems for Advanced Applications
(DASFAA’99), IEEE Computer Society, 1999, S. 117–124
[Nepal und Ramakrishna 1999] NEPAL, S. ; RAMAKRISHNA, M. V.: Query Processing Issues
in Image (Multimedia) Databases. In: Proceedings of the 15th International Conference on Data
Engineering (ICDE), IEEE Computer Society Press, 1999, S. 22–29
[Nievergelt u. a. 1984] NIEVERGELT, J. ; HINTERBERGER, H. ; SEVCIK, K. C.: The Grid
File: An Adaptable, Symmetric Multikey File Structure. In: ACM Transactions on Database
Systems (TODS) 9 (1984), Nr. 1, S. 38–71
[Nu¨rnberger und Klose 2002] NU¨RNBERGER, A. ; KLOSE, A.: Improving Clustering and
Visualization of Multimedia Data Using Interactive User Feedback. In: Proceedings of
the 9th International Conference on Information Processing and Management of Uncertainty in
Knowledge-Based Systems (IPMU 2002), 2002, S. 993–999
[Oomoto und Tanaka 1993] OOMOTO, E. ; TANAKA, K.: OVID: Design and Implementation
of a Video-Object Database System. In: IEEE Transactions on Knowledge and Data Engineering
(TKDE) 5 (1993), Nr. 4, S. 629–643
[Oracle 2003] ORACLE: Oracle interMedia User’s Guide and Reference Release 9.0.1 Part Number
A88786-01. 2003
[Oria u. a. 1999] ORIA, V. ; O¨ZSU, M. T. ; XU, B. ; CHENG, L. I. ; IGLINSKI, P. J.: VisualMOQL:
The DISIMA Visual Query Language. In: Proceedings of the 6th IEEE International Conference
on Multimedia Computing and Systems Bd. 1, IEEE Computer Society, 1999, S. 536–542
[Ortega u. a. 1998] ORTEGA, M. ; RUI, Y. ; CHAKRABARTI, K. ; PORKAEW, K. ; MEHROTRA,
S. ; HUANG, T. S.: Supporting Ranked Boolean Similarity Queries in MARS. In: IEEE
Transactions on Knowledge and Data Engineering (TKDE) 10 (1998), Nr. 6, S. 905–925
198
Literaturverzeichnis
[O¨zsoyoglu u. a. 1989] O¨ZSOYOGLU, G. ; MATOS, V. ; O¨ZSOYOGLU, M.: Query processing
techniques in the summary-table-by-example database query language. In: ACM Transac-
tions on Database Systems (TODS) 14 (1989), Nr. 4, S. 526 – 573
[O¨zsoyoglu und Wang 1989] O¨ZSOYOGLU, G. ; WANG, H.: A Relational Calculus with
Set Operators, Its Safety and Equivalent Graphical Languages. In: IEEE Transactions on
Software Engineering (TSE) 15 (1989), Nr. 9, S. 1038–1052
[Papadias und Sellis 1995] PAPADIAS, D. ; SELLIS, T.K.: A Pictorial Query-by-Example
Language. In: Journal of Visual Languages and Computing 6 (1995), Nr. 1, S. 53–72
[Pasi 1999] PASI, G.: A logical formulation of the Boolean model and of weighted Boolean
models. In: Proceedings of the Workshop on Logical and Uncertainty Models for Information
Systems (LUMIS 99), 1999, S. 1–11
[Paskamp 1999] PASKAMP, M.: Vergleichende Analyse von Anfragesprachen in Multimedia-
Datenbanken, Otto-von-Guericke-Universita¨t Magdeburg, Fakulta¨t fu¨r Informatik, Diplom-
arbeit, 1999
[Petraglia u. a. 2001] PETRAGLIA, G. ; SEBILLO, M. ; TUCCI, M. ; TORTORA, G.: Virtual
Images for Similarity Retrieval in Image Databases. In: IEEE Transactions on Knowledge and
Data Engineering (TKDE) 13 (2001), Nr. 1, S. 951–967
[Prabhakaran 1997] PRABHAKARAN, B.: Multimedia Database Management Systems. Kluwer
Academic Publishers, 1997
[Radecki 1979] RADECKI, T.: Fuzzy Set Theoretical Approach to Document Retrieval. In:
Information Processing and Management 15 (1979), S. 247–259
[Raghavan undWong 1986] RAGHAVAN, V. V. ; WONG, S. K.M.: A critical analysis of vector
space model for information retrieval. In: Journal of the American Society for Information
Science 37 (1986), Nr. 5, S. 279–287
[Reisner 1988] REISNER, P.: Query Languages. Kap. 12, S. 257–280. In: Handbook of Human-
Computer Interaction, Elsevier Science, 1988
[Robertson und Jones 1976] ROBERTSON, S. E. ; JONES, K. S.: Relevance weighting of search
terms. In: Journal of the American Society for Information Science 27 27 (1976), Nr. 3, S. 129–146
[Rocchio 1971] ROCCHIO, J. J.: Relevance feedback in information retrieval. In: The SMART
Retrieval System – Experiments in Automatic Document Processing, Prentice Hall, 1971, S. 313–
323
[Rubner u. a. 2000] RUBNER, Y. ; TOMASI, C. ; GUIBAS, L. J.: The Earth Mover’s Distance
as a Metric for Image Retrieval. In: International Journal of Computer Vision 40 (2000), Nr. 2,
S. 99–121
[Rui u. a. 1998a] RUI, Y. ; HUANG, T. S. ; ORTEGA, M. ; MEHROTRA, S.: Relevance feedback:
A power tool in interactive content-based image retrieval. In: IEEE Trans. on Circuits and
Systems for Video Technology 8(5), 1998, S. 644–655
199
Literaturverzeichnis
[Rui u. a. 1998b] RUI, Y. ; HUANG, T. S. ; S.MEHROTRA: Relevance Feedback Techniques in
Interactive Content-Based Image Retrieval. In: SETHI, I. K. (Hrsg.) ; JAIN, R. (Hrsg.): Storage
and Retrieval for Image and Video Databases VI, SPIE Proceedings Bd. 3312, 1998, S. 25–36
[Saake und Heuer 1999] SAAKE, G. ; HEUER, A.: Datenbanken: Implementierungstechniken.
1. International Thomson Publishing, 1999
[Saake und Sattler 2001] SAAKE, G. ; SATTLER, K.-U.: Algorithmen & Datenstrukturen - Eine
Einfu¨hrung in Java. dpunkt.verlag, 2001
[Saake u. a. 1997] SAAKE, G. ; SCHMITT, I. ; TU¨RKER, C.: Objektdatenbanken — Konzepte,
Sprachen, Architekturen. International Thomson Publishing, 1997
[Salton 1971] SALTON, G.: The SMART Retrieval System – Experiments in Automatic Document
Processing. Prentice Hall, 1971
[Salton und Buckley 1990] SALTON, G. ; BUCKLEY, C.: Improving retrieval performance
by relevance feedback. In: Journal of the American Society for Information Science 41 (1990),
Nr. 4, S. 288–297
[Salton u. a. 1983a] SALTON, G. ; BUCKLEY, C. ; FOX, E. A.: Automatic Query Formulation
in Information Retrieval. In: Journal of the American Society for Information Science 34 (1983),
Nr. 4, S. 262–280
[Salton u. a. 1983b] SALTON, G. ; FOX, E.A. ; WU, H.: Extended Boolean Information Re-
trieval. In: Communications of the ACM 26 (1983), Nr. 11, S. 1022–1036
[Santini und Jain 1999] SANTINI, S. ; JAIN, R.: The El Nin˜o Image Database System. In: Pro-
ceedings of the IEEE International Conference on Multimedia Computing and Systems (ICMCS)
Vol. 1, 1999, S. 524–529
[Santini und Jain 2000] SANTINI, S. ; JAIN, R.: Integrated Browsing andQuerying for Image
Databases. In: IEEE MultiMedia 7 (2000), Nr. 3, S. 26–39
[Sattler u. a. 2002] SATTLER, K.-U. ; SCHALLEHN, E. ; SCHMITT, I. ; SCHULZ, N.: Das Projekt
LostArt.De. In:Magdeburger Wissenschaftsjournal 7 (2002), Nr. 2, S. 11–18
[Scharnofske 1996] SCHARNOFSKE, A.: Eine Erweiterung der relationalen Anfragsprache QBE,
Institut fu¨r Informatik, Universita¨t Hannover, Diplomarbeit, 1996
[Scharnofske u. a. 1997] SCHARNOFSKE, A. ; LIPECK, U.W. ; GERTZ, M.: SubQuery-By-
Example: Eine orthogonale Erweiterung von QBE. In: DITTRICH, K. R. (Hrsg.) ; GEPPERT,
A. (Hrsg.): Datenbanksysteme in Bu¨ro, Technik und Wissenschaft (BTW’97), GI-Fachtagung,
Springer Verlag, 1997 (Informatik Aktuell), S. 132–152
[Schmitt ] SCHMITT, I.: Multimedia-Datenbanken. – erscheint vorraussichtlich 2004
[Schmitt und Schulz 2004a] SCHMITT, I. ; SCHULZ, N.: Safe Reduction of Similarity Cal-
culus to Similarity Algebra / Fakulta¨t fu¨r Informatik, Universita¨t Magdeburg. 2004. –
Technical Report. wird vero¨ffentlicht
200
Literaturverzeichnis
[Schmitt und Schulz 2004b] SCHMITT, I. ; SCHULZ, N.: Similarity Relational Calculus and
its Reduction to a Similarity Algebra. In: International Symposium on Foundations of Informa-
tion and Knowledge Systems (FoIKS), Springer-Verlag, 2004 (LNCS). – to appear
[Schmitt u. a. 2002] SCHMITT, I. ; SCHULZ, N. ; SAAKE, G.: Multi-Level Weighting in Mul-
timedia Retrieval Systems. In: Proceedings of the 2nd Int. Workshop on Multimedia Data Do-
cument Engineering (MDDE’02), Springer Verlag, 2002 (LNCS 2490), S. 353–364
[Scha¨uble 1997] SCHA¨UBLE, P.: Multimedia Information Retrieval - Content-Based Information
Retrieval from Large Text and Audio Databases. Kluwer Academic Publishers, 1997
[Schulz und Schmitt 2002] SCHULZ, N. ; SCHMITT, I.: A Survey of Weighted Scoring Rules
in Multimedia Database Systems / Otto-von-Guericke Univerista¨t, Magdeburg. 2002. –
Technical Report, Preprint Nr. 7
[Schulz und Schmitt 2003a] SCHULZ, N. ; SCHMITT, I.: Logical Transformation Rules for
Complex Weighted Queries / Otto-von-Guericke Univerista¨t, Magdeburg. 2003. – Tech-
nical Report, Preprint Nr. 3
[Schulz und Schmitt 2003b] SCHULZ, N. ; SCHMITT, I.: Relevanzgewichtung in komplexen
A¨hnlichkeitsanfragen. In: WEIKUM, G. (Hrsg.) ; SCHO¨NING, H. (Hrsg.) ; RAHM, E. (Hrsg.):
Datenbanksysteme in Bu¨ro, Technik undWissenschaft (BTW’03), GI-Fachtagung Bd. 26, GI, 2003,
S. 187–196
[Schulz und Schmitt 2003c] SCHULZ, N. ; SCHMITT, I.: Transforming Multi-Level Weigh-
ted Multi-Media Queries. In: Proceedings of the 9th International Workshop on Multimedia
Information Systems (MIS’03), 2003, S. 97–106
[Sellis u. a. 1987] SELLIS, T. K. ; ROUSSOPOULOS, N. ; FALOUTSOS, C.: The R+-Tree: A
Dynamic Index for Multi-Dimensional Objects. In: STOCKER, P. M. (Hrsg.) ; KENT, W.
(Hrsg.) ; HAMMERSLEY, P. (Hrsg.): Proceedings of 13th International Conference on Very Large
Data Bases (VLDB’87), Morgan Kaufmann Publishers, 1987, S. 507–518
[Shedroff 1999] SHEDROFF, N.: Information Interaction Design: A Unified Field Theory
of Design. In: JACOBSON, Robert (Hrsg.): Information Design. MIT Press, 1999, Kap. 11,
S. 267–292
[Smeaton und Over 2002] SMEATON, A. F. ; OVER, P.: The TREC-2002 Video Track Report.
In: VOORHEES, E. M. (Hrsg.) ; BUCKLAND, L. P. (Hrsg.):NIST Special Publication: SP 500-251
The Eleventh Text Retrieval Conference (TREC 2002), 2002
[Soffer u. a. 1998] SOFFER, A. ; SAMET, H. ; ZOTKIN, D.: Pictorial query trees for query spe-
cification in image databases. In: Proceedings of the 14th International Conference on Pattern
Recognition, 1998, S. 919–921
[Steinmetz 1990] STEINMETZ, R.: Synchronization Properties in Multimedia Systems. In:
IEEE Journal on Selected Areas in Communications 8 (1990), Nr. 3, S. 401–412
[Steinmetz 1999] STEINMETZ, R.: Multimedia-Technologie, Grundlagen, Komponenten und Sys-
teme. 2. Springer Verlag, 1999
201
Literaturverzeichnis
[Subrahmanian 1998] SUBRAHMANIAN, V. S.: Principles of multimedia database systems. Mor-
gan Kaufmann Publishers, 1998
[Sung 1998] SUNG, S.Y.: A Linear Transform Scheme for Combining Weights into Scores /
Rice University. 1998. – Technical Report
[Tan u. a. 2001] TAN, K.-L. ; ENG, P.-K. ; OOI, B. C.: Efficient Progressive Skyline Compu-
tation. In: APERS, P. M. G. (Hrsg.) ; ATZENI, P. (Hrsg.) ; CERI, S. (Hrsg.) ; PARABOSCHI, S.
(Hrsg.) ; RAMAMOHANARAO, K. (Hrsg.) ; SNODGRASS, R. T. (Hrsg.): Proceedings of the 27th
International Conference on Very Large Data Bases (VLDB’01), Morgan Kaufmann Publishers,
2001, S. 301–310
[Thomas und Gould 1975] THOMAS, J. C. ; GOULD, J. D.: A Psychological Study of Query
By Example. In: AFIPS National Computer Conference, AFIPS Press, 1975, S. 439–445
[Tian und Taylor 2000] TIAN, G. Y. ; TAYLOR, D.: Color Image Retrieval Using Virtual
Reality. In: Proceedings of the International Conference on Information Visualisation (IV 2000),
IEEE Computer Society, 2000, S. 221–225
[Topor 1987] TOPOR, R.W.: Domain-independent formulas and databases. In: Theoretical
Computer Science 52 (1987), Nr. 3, S. 281–306
[Torlone und Ciaccia 2002a] TORLONE, R. ; CIACCIA, P.: Finding the Best when it’s aMatter
of Preference. In: CIACCIA, P. (Hrsg.) ; RABITTI, F. (Hrsg.) ; SODA, G. (Hrsg.): Proceedings of
the 10th Italian National Conference on Advanced Data Base Systems (SEBD 2002), 2002, S. 347–
360
[Torlone und Ciaccia 2002b] TORLONE, R. ; CIACCIA, P.: Which Are My Preferred Items?
In:Workshop on Recommendation and Personalization in eCommerce, 2002
[Ullman 1982] ULLMAN, J.D.: Principles of Database Systems. Computer Science Press, 1982
[Ullman 1988] ULLMAN, J.D.: Principles of Database and Knowledge-Base Systems. Bd. 1: Clas-
sical database systems. Computer Science Press, 1988
[Urban 2003] URBAN, C.: A¨hnlichkeitssuche in der Lost Art Internet Database. Studienarbeit
an der Otto-von-Guericke Universita¨t, Magdeburg. 2003
[Voorhees und Buckland 2002] VOORHEES, E. M. (Hrsg.) ; BUCKLAND, L. P. (Hrsg.): NIST
Special Publication: SP 500-251 The Eleventh Text REtrieval Conference (TREC 2002). Depart-
ment of Commerce, National Institute of Standards and Technology, 2002
[Waller und Kraft 1979] WALLER, W. G. ; KRAFT, D. H.: A mathematical model for a
weighted Boolean retrieval system. In: Information Processing and Management 15 (1979),
Nr. 5, S. 235–245
[Womser-Hacker 1989] WOMSER-HACKER, C.: Der PADOK-Retrievaltest.Zur Methode und
Verwendung statistischer Verfahren bei der Bewertung von Information-Retrieval-Systemen, Uni-
versita¨t Regensburg, Linguistische Informationswissenschaft, Dissertation, 1989
202
Literaturverzeichnis
[Yager 1987] YAGER, R. R.: A note on weighted queries in information retrieval systems.
In: Journal of the American Society for Information Science 38 (1987), S. 23–24
[Yager 1988] YAGER, R. R.: On Ordered Weighted Averaging Aggregation Operators in
Multicriteria Decision Making. In: IEEE Transactions on Systems, Man, and Cybernetics 18
(1988), Nr. 1, S. 183–190
[Yager 1991] YAGER, R. R.: Connectives and quantifiers in fuzzy sets. In: Fuzzy Sets and
Systems 40 (1991), S. 39–75
[Yager 1993] YAGER, R. R.: Families of OWA operators. In: Fuzzy Sets and Systems 59 (1993),
S. 125–148
[Yazici und George 1999] YAZICI, A. ; GEORGE, R.: Studies in Fuzziness and Soft Computing.
Bd. 26: Fuzzy Database Modeling. Physica-Verlag, 1999
[Yen und Scamell 1993] YEN, M. Y.-M. ; SCAMELL, R. W.: A Human Factors Experimental
Comparison of SQL and QBE. In: IEEE Transactions on Software Engineering (TSE) 19 (1993),
Nr. 4, S. 390–409
[Yin 1994] YIN, R. K.: Applied Social Research Methods Series. Bd. 5: Case Study Research:
Design and Methods. 2. SAGE Publications, Thousand Oaks, 1994
[Zadeh 1965] ZADEH, L.: Fuzzy Sets. In: Information and Control 8 (1965), S. 338–353
[Zenner u. a. 1985] ZENNER, R. B. R. ; DECALUWE, R. M.M. ; KERRE, E. E.: A new approach
to information retrieval systems using fuzzy expressions. In: Fuzzy Sets and Systems 17
(1985), Nr. 1, S. 9–22
[Zimmermann 1990] ZIMMERMANN, H.-J.: Fuzzy Sets Theory - and Its Applications. Kluwer
Academic Publishers, 1990
[Zimmermann und Zysno 1980] ZIMMERMANN, H.-J. ; ZYSNO, P.: Latent Connectives in
Human Decision Making. In: Fuzzy Sets and Systems 4 (1980), S. 37–51
[Zimmermann und Zysno 1983] ZIMMERMANN, H.-J. ; ZYSNO, P.: Descisions and Evalua-
tions by Hierarchical Aggregation of Information. In: Fuzzy Sets and Systems 10 (1983),
S. 243–266
[Zloof 1975] ZLOOF, M. M.: Query By Example. In: AFIPS National Computer Conference
Bd. 44, AFIPS Press, 1975, S. 431–438
[Zloof 1977] ZLOOF, M. M.: Query By Example: A data base language. In: IBM System







A Semantik der A¨hnlichkeitsalgebra
Definition A.1. Die Semantik des gewichteten Durchschnitts E = (∩(θ1,θ2,...,θm)E1, E2, . . . , Em) ist
definiert als:
I∗((∩(θ1,θ2,...θm)E1, E2, . . . , Em)) =
{?1|(v0, v1, . . . , vk) ∈ I∗(E1) ∧ (w0, v1, . . . , vk) ∈ I∗(E2) ∧ . . . ∧ (u0, v1, . . . , vk) ∈ I∗(Em)} ∪
{?2|(v0, v1, . . . , vk) ∈ I∗(E1) ∧ (w0, v1, . . . , vk) ∈ I∗(E2) ∧ . . . ∧ ∀u0.(u0, v1, . . . , vk) /∈ I∗(Em)} ∪
{?3|(v0, v1, . . . , vk) ∈ I∗(E1) ∧ ∀w0.(w0, v1, . . . , vk) /∈ I∗(E2) ∧ . . . ∧ (u0, v1, . . . , vk) ∈ I∗(Em)} ∪
. . . ∪
{?4|(v0, v1, . . . , vk) ∈ I∗(E1) ∧ ∀w0.(w0, v1, . . . , vk) /∈ I∗(E2) ∧ . . . ∧ ∀u0.(u0, v1, . . . , vk) /∈ I∗(Em)}
mit
?1 = (I(∧(θ1,θ2,...θm))(I(θ1), I(θ2), . . . , I(θm), v0,w0, . . . , u0), v1, . . . , vk)
?2 = (I(∧(θ1,θ2,...θm))(I(θ1), I(θ2), . . . , I(θm), v0,w0, . . . , 0), v1, . . . , vk)
?3 = (I(∧(θ1,θ2,...θm))(I(θ1), I(θ2), . . . , I(θm), v0, 0, . . . , u0), v1, . . . , vk)
?4 = (I(∧(θ1,θ2,...θm))(I(θ1), I(θ2), . . . , I(θm), v0, 0, . . . , 0), v1, . . . , vk).
2
Definition A.2.Die Semantik der gewichteten Vereinigung E = (∪(θ1,θ2,...,θm)E1, E2, . . . Em) ist wie
folgt definiert:
I∗(∪(θ1,θ2,...,θm)E1, E2, . . . Em) =
{?1|(v0, v1, . . . , vk) ∈ I∗(E1) ∧ (w0, v1, . . . , vk) ∈ I∗(E2) ∧ . . . ∧ (u0, v1, . . . , vk) ∈ I∗(Em)}∪
{?2|(v0, v1, . . . , vk) ∈ I∗(E1) ∧ (w0, v1, . . . , vk) ∈ I∗(E2) ∧ . . . ∧ ∀u0.(u0, v1, . . . , vk) /∈ I∗(Em)}∪
{?3|(v0, v1, . . . , vk) ∈ I∗(E1) ∧ ∀w0.(w0, v1, . . . , vk) /∈ I∗(E2) ∧ . . . ∧ (u0, v1, . . . , vk) ∈ I∗(Em)}∪
{?4|∀v0.(v0, v1, . . ., vk) /∈ I∗(E1) ∧ (w0, v1, . . . , vk) ∈ I∗(E2) ∧ . . . ∧ (u0, v1, . . . , vk) ∈ I∗(Em)}∪
. . .∪
{?5|(v0, v1, . . . , vk) ∈ I∗(E1) ∧ ∀w0.(w0, v1, . . . , vk) /∈ I∗(E2) ∧ . . . ∧ ∀u0.(u0, v1, . . . , vk) /∈ I∗(Em)}∪
{?6|∀v0.(v0, v1, . . . , vk) /∈ I∗(E1) ∧ (w0, v1, . . . , vk) ∈ I∗(E2) ∧ . . . ∧ ∀u0.(u0, v1, . . . , vk) /∈ I∗(Em)} ∪
. . .∪
{?7|∀v0.(v0, v1, . . . , vk) /∈ I∗(E1) ∧ ∀w0.(w0, v1, . . . , vk) /∈ I∗(E2) ∧ . . . ∧ (u0, v1, . . . , vk) ∈ I∗(Em)}
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mit
?1 = (I(∨(θ1,θ2,...,θm))(I(θ1), I(θ2), . . . , I(θm), v0,w0, . . . , u0), v1, . . . , vk)
?2 = (I(∨(θ1,θ2,...,θm))(I(θ1), I(θ2), . . . , I(θm), v0,w0, . . . , 0), v1, . . . , vk)
?3 = (I(∨(θ1,θ2,...,θm))(I(θ1), I(θ2), . . . , I(θm), v0, 0, . . . , u0), v1, . . . , vk)
?4 = (I(∨(θ1,θ2,...,θm))(I(θ1), I(θ2), . . . , I(θm), 0,w0, . . . , u0), v1, . . . , vk)
?5 = (I(∨(θ1,θ2,...,θm))(I(θ1), I(θ2), . . . , I(θm), v0, 0, . . . , 0), v1, . . . , vk)
?6 = (I(∨(θ1,θ2,...,θm))(I(θ1), I(θ2), . . . , I(θm), 0,w0, . . . , 0), v1, . . . , vk)
?7 = (I(∨(θ1,θ2,...,θm))(I(θ1), I(θ2), . . . , I(θm), 0, 0, . . . , u0), v1, . . . , vk).
2
Definition A.3. Die Semantik der Kombination E = (unionmultizE1, E2, . . . Em) ist definiert als:
I∗(unionmultizE1, E2, . . . Em) =
{?1|(v0, v1, . . . , vk) ∈ I∗(E1) ∧ (w0, v1, . . . , vk) ∈ I∗(E2) ∧ . . . ∧ (u0, v1, . . . , vk) ∈ I∗(Em)}∪
{?2|(v0, v1, . . . , vk) ∈ I∗(E1) ∧ (w0, v1, . . . , vk) ∈ I∗(E2) ∧ . . . ∧ ∀u0.(u0, v1, . . . , vk) /∈ I∗(Em)}∪
{?3|(v0, v1, . . . , vk) ∈ I∗(E1) ∧ ∀w0.(w0, v1, . . . , vk) /∈ I∗(E2) ∧ . . . ∧ (u0, v1, . . . , vk) ∈ I∗(Em)}∪
{?4|∀v0.(v0, v1, . . ., vk) /∈ I∗(E1) ∧ (w0, v1, . . . , vk) ∈ I∗(E2) ∧ . . . ∧ (u0, v1, . . . , vk) ∈ I∗(Em)} ∪
. . .∪
{?5|(v0, v1, . . . , vk) ∈ I∗(E1) ∧ ∀w0.(w0, v1, . . . , vk) /∈ I∗(E2) ∧ . . . ∧ ∀u0.(u0, v1, . . . , vk) /∈ I∗(Em)}∪
{?6|∀v0.(v0, v1, . . . , vk) /∈ I∗(E1) ∧ (w0, v1, . . . , vk) ∈ I∗(E2) ∧ . . . ∧ ∀u0.(u0, v1, . . . , vk) /∈ I∗(Em)} ∪
. . .∪
{?7|∀v0.(v0, v1, . . . , vk) /∈ I∗(E1) ∧ ∀w0.(w0, v1, . . . , vk) /∈ I∗(E2) ∧ . . . ∧ (u0, v1, . . . , vk) ∈ I∗(Em)}
mit
?1 = (I(⊕z)(v0,w0, . . . , u0), v1, . . . , vk)
?2 = (I(⊕z)(v0,w0, . . . , 0), v1, . . . , vk)
?3 = (I(⊕z)(v0, 0, . . . , u0), v1, . . . , vk)
?4 = (I(⊕z)(0,w0, . . . , u0), v1, . . . , vk)
?5 = (I(⊕z)(v0, 0, . . . , 0), v1, . . . , vk)
?6 = (I(⊕z)(0,w0, . . . , 0), v1, . . . , vk)
?7 = (I(⊕z)(0, 0, . . . , u0), v1, . . . , vk).
2
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Definition A.4. Die Semantik der gewichteten Kombination E = (unionmultiz(θ1,θ2,...,θm)E1, E2, . . . Em) ist
definiert als:
I∗(unionmultiz(θ1,θ2,...,θm)E1, E2, . . . Em) =
{?1|(v0, v1, . . . , vk) ∈ I∗(E1) ∧ (w0, v1, . . . , vk) ∈ I∗(E2) ∧ . . . ∧ (u0, v1, . . . , vk) ∈ I∗(Em)}∪
{?2|(v0, v1, . . . , vk) ∈ I∗(E1) ∧ (w0, v1, . . . , vk) ∈ I∗(E2) ∧ . . . ∧ ∀u0.(u0, v1, . . . , vk) /∈ I∗(Em)}∪
{?3|(v0, v1, . . . , vk) ∈ I∗(E1) ∧ ∀w0.(w0, v1, . . . , vk) /∈ I∗(E2) ∧ . . . ∧ (u0, v1, . . . , vk) ∈ I∗(Em)}∪
{?4|∀v0.(v0, v1, . . ., vk) /∈ I∗(E1) ∧ (w0, v1, . . . , vk) ∈ I∗(E2) ∧ . . . ∧ (u0, v1, . . . , vk) ∈ I∗(Em)} ∪
. . .∪
{?5|(v0, v1, . . . , vk) ∈ I∗(E1) ∧ ∀w0.(w0, v1, . . . , vk) /∈ I∗(E2) ∧ . . . ∧ ∀u0.(u0, v1, . . . , vk) /∈ I∗(Em)}∪
{?6|∀v0.(v0, v1, . . . , vk) /∈ I∗(E1) ∧ (w0, v1, . . . , vk) ∈ I∗(E2) ∧ . . . ∧ ∀u0.(u0, v1, . . . , vk) /∈ I∗(Em)} ∪
. . .∪
{?7|∀v0.(v0, v1, . . . , vk) /∈ I∗(E1) ∧ ∀w0.(w0, v1, . . . , vk) /∈ I∗(E2) ∧ . . . ∧ (u0, v1, . . . , vk) ∈ I∗(Em)}
mit
?1 = (I(⊕z(θ1,θ2,...,θm))(I(θ1), I(θ2), . . . , I(θm), v0,w0, . . . , u0), v1, . . . , vk)
?2 = (I(⊕z(θ1,θ2,...,θm))(I(θ1), I(θ2), . . . , I(θm), v0,w0, . . . , 0), v1, . . . , vk)
?3 = (I(⊕z(θ1,θ2,...,θm))(I(θ1), I(θ2), . . . , I(θm), v0, 0, . . . , u0), v1, . . . , vk)
?4 = (I(⊕z(θ1,θ2,...,θm))(I(θ1), I(θ2), . . . , I(θm), 0,w0, . . . , u0), v1, . . . , vk)
?5 = (I(⊕z(θ1,θ2,...,θm))(I(θ1), I(θ2), . . . , I(θm), v0, 0, . . . , 0), v1, . . . , vk)
?6 = (I(⊕z(θ1,θ2,...,θm))(I(θ1), I(θ2), . . . , I(θm), 0,w0, . . . , 0), v1, . . . , vk)
?7 = (I(⊕z(θ1,θ2,...,θm))(I(θ1), I(θ2), . . . , I(θm), 0, 0, . . . , u0), v1, . . . , vk).
2
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B Anfragen zur Evaluierung
Im Folgenden sind die Anfragen A1 bis A4 als Anfrageausdruck im A¨hnlichkeitskalku¨l dar-
gestellt, wobei die Gewichte direkt angegeben sind. Die Datenkollektion mit den Testdaten
(1288 Datensa¨tze) sind in der Relation Bilder(ID,Kategorie, Bild) abgespeichert.
A1-ungewichtet:
{X1,X2,X3 | (((Bilder(X1,X2,X3) ∧ (X3 ∼Farbe CBild3)) ∧ (X2 = CText)) ∧
(X3 ∼Form CBild3))}
A1-gewichtet:
{X1,X2,X3 | (Bilder(X1,X2,X3) ∧
(⊕0.7(0.5,0.4,0.1)((X3 ∼Farbe CBild3), (X2 = CText), (X3 ∼Form CBild3))))}
A2-ungewichtet:
{X1,X2,X3 | (Bilder(X1,X2,X3) ∧ (((X3 ∼Farbe CBild6) ∧ (X3 ∼Textur CBild4))
∧((X3 ∼Form CBild5) ∨ (X3 ∼Form CBild6))))}
A2-gewichtet:
{X1,X2,X3 | (#0.6(Bilder(X1,X2,X3) ∧ (((X3 ∼Farbe CBild6)⊕0.6(0.6,0.4) (X3 ∼Textur CBild4))
⊕0.6(0.8,0.2)((X3 ∼Form CBild5)⊕0.0(0.6,0.4) (X3 ∼Form CBild6)))))}
A3-ungewichtet:
{X1,X2,X3 | (Bilder(X1,X2,X3) ∧ (((X3 ∼Textur CBild18) ∧ (X3 ∼Farbe CBild18))
∨((X3 ∼Textur CBild16) ∧ (X3 ∼Farbe CBild16))))}
A3-gewichtet:
{X1,X2,X3 | (Bilder(X1,X2,X3) ∧ (((X3 ∼Textur CBild18)⊕0.7(0.8,0.2) (X3 ∼Farbe CBild18))
⊕0.2(0.6,0.4)((X3 ∼Textur CBild16)⊕0.7(0.8,0.2) (X3 ∼Farbe CBild16))))}
A4-ungewichtet:
{X1,X2,X3 | (Bilder(X1,X2,X3) ∧ (((X3 ∼Farbe CBild21) ∧ (X3 ∼Textur CBild21))
∨((X3 ∼Farbe CBild23) ∧ (X3 ∼Textur CBild23))))}
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B Anfragen zur Evaluierung
A4-gewichtet:
{X1,X2,X3 | (Bilder(X1,X2,X3) ∧ (((X3 ∼Farbe CBild21)⊕0.7(0.7,0.3) (X3 ∼Textur CBild21))
⊕0.2(0.7,0.3)((X3 ∼Farbe CBild23)⊕0.7(0.7,0.3) (X3 ∼Textur CBild23))))}
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C Beweise der Transformationsregeln
Aus Gru¨nden der U¨bersichtlichkeit wird hier eine vereinfachte Schreibweise verwendet. Fu¨r
µi(o) wird kurz µi geschrieben.
C.1 Idempotenz
Es gilt x1 = x2 → ((x1, θ1) ∧ (x2, θ2)) = x1 = x2,
x1 = x2 → ((x1, θ1) ∨ (x2, θ2)) = x1 = x2.
Behauptung C.1.1 (µ1 = . . . = µn)→ SΘX = µ1 = . . . = µn
Beweis mit SX = Smin beziehungsweise SX = Smax
SΘX = (θ1 − θ2)µ1 + 2(θ2 − θ3)SX(µ1, µ2) + . . .+ nθnSX(µ1, . . . , µn)
= θ1µ1 − θ2µ1 + 2θ2µ1 − 2θ3µ1 + . . .+ nθnµ1
= θ1µ1 + θ2µ1 + . . .+ θnµ1
= (θ1 + θ2 + . . .+ θn)µ1




Es gilt: ¬¬(x1, θ1) = (x1, θ1).
Behauptung C.2.1 ¬¬(x1, θ1) = (x1, θ1)
Beweis
¬¬(x1, θ1) = (¬¬x1, θ1)




C Beweise der Transformationsregeln
C.3 De Morgan
Es gilt: ¬((x1, θ1) ∧ (x2, θ2)) = ((¬x1, θ1) ∨ (¬x2, θ2)),
¬((x1, θ1) ∨ (x2, θ2)) = ((¬x1, θ1) ∧ (¬x2, θ2)).
Es wird zwischen einer urspru¨nglichen konjunktiven Anfrage und einer disjunktiven An-
frage unterschieden. Die konjunktive Anfrage wird mit Smin und dementsprechend die dis-
junktive Anfrage mit Smax evaluiert.
Behauptung C.3.1 ¬SΘmin(µ1 . . . , µn, θ1, . . . θn) = SΘmax(¬µ1 . . . ,¬µn, θ1, . . . θn)
Beweis
SΘmax(¬µ1, . . . ,¬µn, θ1, . . . , θn)
= (θ1 − θ2)(1− µ1) + 2(θ2 − θ3)max(1− µ1, 1− µ2) + . . .+ nθnmax(1− µ1, . . . , 1− µn)
¬SΘmin(µ1, . . . , µn, θ1, . . . , θn)
= 1− ((θ1 − θ2)min(µ1) + 2(θ2 − θ3)min(µ1, µ2) + . . .+ nθnmin(µ1, . . . , µn))
mit: min(µ1, . . . , µn) = 1−max(1− µ1, . . . , 1− µn)
= 1− θ1µ1 + θ2µ1 − 2θ2 + 2θ3 − 2(θ2 − θ3)max(1− µ1, 1− µ2)− . . .− nθn
+nθnmax(1− µ1, . . . , 1− µn)
mit: 1 = θ1 + . . .+ θn
= θ1 − θ2 − θ1µ1 + θ2µ1 + 2(θ2 − θ3)max(1− µ1, 1− µ2) + . . .
+nθnmax(1− µ1, . . . , 1− µn)
= (θ1 − θ2)(1− µ1) + 2(θ2 − θ3)max(1− µ1, 1− µ2) + . . .+ nθnmax(1− µ1, . . . , 1− µn)
= SΘmax(¬µ1, . . . ,¬µn, θ1, . . . , θn)
2
Behauptung C.3.2




¬SΘmax(µ1, . . . , µn, θ1, . . . , θn)
= 1− ((θ1 − θ2)max(µ1) + 2(θ2 − θ3)max(µ1, µ2) + . . .+ nθnmin(µ1, . . . , µn))
SΘmin(¬µ1, . . . ,¬µn, θ1, . . . , θn)
= (θ1 − θ2)min(1− µ1) + 2(θ2 − θ3)min(1− µ1, 1− µ2) + . . .
+nθnmin(1− µ1, . . . , 1− µn)
mit: min(µ1, . . . , µn) = 1−max(1− µ1, . . . , 1− µn)(θ1 − θ2)(1−max(x1)) +
2(θ2 − θ3)(1−max(µ1, µ2)) + . . .+ nθn(1−max(µ1, . . . , µn))
= θ1 − θ2 − θ1µ1 + θ2µ2 + 2θ2 − 2θ3 − 2(θ2 − θ3)max(µ1, µ2) + . . .+ nθn
−nθnmax(µ1, . . . , µn)
= θ1 − (θ1 − θ2)max(µ1) + θ2 − 2(θ2 − θ3) + . . .+ θn − nθnmax(µ1, . . . , µn)
mit: 1 = θ1 + θ2 + . . .+ θn
= 1− ((θ1 − θ2)max(µ1) + 2(θ2 − θ3)max(µ1, µ2) + . . .+ nθnmax(µ1, . . . , µn))




((((x1, θ1)∧ (x2, θ2)), θ1,1)∨ (x3, θ3)) = ((((x1, θ1′)∨ (x3, θ3′)), θ1,1′) ∧(((x2, θ2′)∨ (x3, θ3′′)), θ1,2′)),
((((x1, θ1)∨ (x2, θ2), θ1,1))∧ (x3, θ3)) = ((((x1, θ1′)∧ (x3, θ3′), θ1,1′) ∨((x2, θ2′)∧ (x3, θ3′′)), θ1,2′)).
Bei einer distributiven Transformation werden in Abha¨ngigkeit von µ1, µ2, µ3 die folgen-
den sechs Fa¨lle unterschieden:
1. µ1 ≥ µ2 ≥ µ3
2. µ1 ≥ µ3 ≥ µ2
3. µ2 ≥ µ1 ≥ µ3
4. µ2 ≥ µ3 ≥ µ1
5. µ3 ≥ µ1 ≥ µ2
6. µ3 ≥ µ2 ≥ µ1
Des Weiteren wird zwischen einer und/oder-Anfrage (X∧,∨) und einer oder/und-Anfrage
(X∨,∧) differenziert.Im Folgenden sind die Beweise fu¨r die distributive Transformation von
X nach X′ fu¨r jeden Fall angegeben. Da es sich bei diesen Anfragen um komplexe Anfragen
handelt, muß die Gewichtung in expliziter Form ΘE vorliegen.
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Fu¨r eine u¨bersichtlichere Darstellung werden die Scoring-Funktionen fu¨r die einzelnen
Teilanfragen getrennt aufgefu¨hrt. Sowird beispielsweise die Teilanfrage s1,1 durch die Scoring-
Funktion SΘs1,1 evaluiert.









SΘs1,1 = (1− 2θ2)µ1 + 2θ2min(µ1, µ2)
SΘ
E
X∧,∨ = (1− 2θ3)SΘs1,1 + 2θ3max(SΘs1,1 , µ3)
= s1,1




SΘs1,1′ = (1− 2θ3′)µ1 + 2θ3′max(µ1, µ3) = µ1
SΘs1,2′ = (1− 2θ3′′)µ2 + 2θ3′′max(µ2, µ3) = µ2
SΘ
E
X′ = (1− 2θ1,2′)SΘs1,1′ + 2θ1,2′min(SΘs1,1′ , SΘs1,2′ )
= (1− 2θ1,2′)µ1 + 2θ1,2′min(µ1, µ2)
mit θ3′ = θ3, θ3′′ = θ3, θ1,2′ = θ2










SΘs1,1 = (1− 2θ2)µ1 + 2θ2max(µ1, µ2) = µ1
SΘ
E
X∨,∧ = (1− 2θ3)SΘs1,1 + 2θ3min(SΘs1,1 , µ3)






SΘs1,1′ = (1− 2θ3′)µ1 + 2θ3′min(µ1, µ3)
SΘs1,2′ = (1− 2θ3′′)µ2 + 2θ3′′min(µ2, µ3)
SΘ
E
X′ = (1− 2θ1,2′)SΘs1,1′ + 2θ1,2′max(SΘs1,1′ , SΘs1,2′ )
= SΘs1,1′
mit θ3′ = θ3, θ3′′ = θ3, θ1,2′ = θ2
= (1− 2θ3)µ1 + 2θ3µ3 = SΘEX∨,∧
2






Fall 1: SΘs1,1 < µ3 Fu¨r S
ΘE
X∧,∨ ergibt sich:
SΘs1,1 = (1− 2θ2)µ1 + 2θ2min(µ1, µ2)
= (1− 2θ2)µ1 + 2θ2µ2
SΘ
E
X∧,∨ = (1− 2θ3)SΘs1,1 + 2θ3max(SΘs1,1 , µ3)
= (1− 2θ3)SΘs1,1 + 2θ3µ3
Fu¨r X′ ergibt sich mit θ3′ = θ3, θ3′′ = θ31−(1−2θ2)(1−2θ3) , θ1,2′ =
1−(1−2θ2)(1−2θ3)
2 :
SΘs1,1′ = (1− 2θ3′)µ1 + 2θ3′max(µ1, µ3) = µ1
SΘs1,2′ = (1− 2θ3′′)µ2 + 2θ3′′max(µ2, µ3)








1− (1− 2θ2)(1− 2θ3)µ3
SΘ
E
X′ = (1− 2θ1,2′)SΘs1,1′ + 2θ1,2′min(SΘs1,1′ , SΘs1,2′ )
=
(




1− (1− 2θ2)(1− 2θ3)
2
SΘs1,2′
= (1− (1− (1− 2θ2)(1− 2θ3)))µ1 + (1− (1− 2θ2)(1− 2θ3))SΘs1,2′
= (1− 2θ2)(1− 2θ3)µ1 + (1− 2θ3)(2θ2)µ2 + 2θ3µ3
= (1− 2θ3)((1− 2θ2)µ1 + (2θ2)µ2) + 2θ3 = SΘEX∨,∧
2
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Fall 2: SΘs1,1 ≥ µ3 Fu¨r SΘ
E
X∧,∨ ergibt sich:
SΘs1,1 = (1− 2θ2)µ1 + 2θ2min(µ1, µ2)
= (1− 2θ2)µ1 + 2θ2µ2
SΘ
E
X∧,∨ = (1− 2θ3)SΘs1,1 + 2θ3max(SΘs1,1 , µ3)
= (1− 2θ3)SΘs1,1 + 2θ3SΘs1,1
= SΘs1,1
= (1− 2θ2)µ1 + 2θ2min(µ1, µ2)
Fu¨r X′ ergibt sich mit θ3′ = θ3, θ3′′ = 0, θ1,2′ = θ2
SΘs1,1′ = (1− 2θ3′)µ1 + 2θ3′max(µ1, µ3) = µ1
SΘs1,2′ = (1− 2θ3′′)µ2 + 2θ3′′max(µ2, µ3)
= (1− 2θ3′′)µ2 + 2θ3′′µ3
= (1− 2 ∗ 0)µ2 + 2 ∗ 0 ∗ µ3 = µ2
SΘ
E
X′ = (1− 2θ1,2′)SΘs1,1′ + 2θ1,2′min(SΘs1,1′ , SΘs1,2′ )














X∧,∨ = (1− 2θ3)SΘs1,1 + 2θ3min(SΘs1,1 , µ3)




SΘs1,1′ = (1− 2θ3′)µ1 + 2θ3′min(µ1, µ3)
SΘs1,2′ = (1− 2θ3′′)µ2 + 2θ3′′min(µ2, µ3)
SΘ
E
X′ = (1− 2θ1,2′)SΘs1,1′ + 2θ1,2′max(SΘs1,1′ , SΘs1,2′ )
= SΘs1,1′
mit θ3′ = θ3, θ3′′ = θ3, θ1,2′ = θ2













SΘs1,1 = (1− 2θ2)µ1 + 2θ2min(µ1, µ2) = µ1
SΘ
E
X∧,∨ = (1− 2θ3)SΘs1,1 + 2θ3max(SΘs1,1 , µ3)




SΘs1,1′ = (1− 2θ3′)µ1 + 2θ3′max(µ1, µ3) = µ1
SΘs1,2′ = (1− 2θ3′′)µ2 + 2θ3′′max(µ2, µ3) = µ2
SΘ
E
X′ = (1− 2θ1,2′)SΘs1,1′ + 2θ1,2′min(SΘs1,1′ , SΘs1,2′ )
= (1− 2θ1,2′)µ1 + 2θ1,2′min(µ1, µ2)
mit θ3′ = θ3, θ3′′ = θ3, θ1,2′ = θ2












SΘs1,1 = (1− 2θ2)µ1 + 2θ2max(µ1, µ2)
SΘ
E
X∨,∧ = (1− 2θ3)SΘs1,1 + 2θ3min(SΘs1,1 , µ3)
= (1− 2θ3)Ss1,1 + 2θ3µ3




SΘs1,1′ = (1− 2θ3′)µ1 + 2θ3′min(µ1, µ3)
SΘs1,2′ = (1− 2θ3′′)µ2 + 2θ3′′min(µ2, µ3)
SΘ
E
X′ = (1− 2θ1,2′)SΘs1,1′ + 2θ1,2′max(SΘs1,1′ , SΘs1,2′ )
SΘ
E
X′ = (1− 2θ1,2′)SΘs1,1′ + 2θ1,2′SΘs1,2′
mit θ3′ = θ3, θ3′′ = θ3, θ1,2′ = θ2
= (1− 2θ2)(1− 2θ3)µ2 + (1− 2θ2)2θ3µ3 + 2θ2(1− 2θ3)µ2 + 2θ2 ∗ 2θ3µ3
= (1− 2θ3)((1− 2θ2)µ1 + 2θ2µ2) + 2θ3µ3 = SΘEX∨,∧
2
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SΘs1,1 = (1− 2θ2)µ1 + 2θ2min(µ1, µ2) = µ1
SΘ
E
X∧,∨ = (1− 2θ3)SΘs1,1 + 2θ3max(SΘs1,1 , µ3)




SΘs1,1′ = (1− 2θ3′)µ1 + 2θ3′max(µ1, µ3)
SΘs1,2′ = (1− 2θ3′′)µ2 + 2θ3′′max(µ2, µ3) = µ2
SΘ
E
X′ = (1− 2θ1,2′)SΘs1,1′ + 2θ1,2′min(SΘs1,1′ , SΘs1,2′ )
= (1− 2θ1,2′)SΘs1,1′ + 2θ1,2′min(SΘs1,1′ , µ2)
= SΘs1,1′
mit θ3′ = θ3, θ3′′ = θ3, θ1,2′ = θ2







Fall 1: SΘs1,1 ≤ µ3 Fu¨r SΘ
E
X∨,∧ ergibt sich:
SΘs1,1 = (1− 2θ2)µ1 + 2θ2max(µ1, µ2)
SΘ
E
X∨,∧ = (1− 2θ3)SΘs1,1 + 2θ3min(SΘs1,1 , µ3)
= (1− 2θ3)SΘs1,1 + 2θ3SΘs1,1
= SΘs1,1
= (1− 2θ2)µ1 + 2θ2max(µ1, µ2)
Fu¨r X′ ergibt sich mit θ3′ = θ3, θ3′′ = 0, θ1,2′ = θ2:
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SΘs1,1′ = (1− 2θ3′)µ1 + 2θ3′min(µ1, µ3) = µ1
SΘs1,2′ = (1− 2θ3′′)µ2 + 2θ3′′min(µ2, µ3)
= (1− 2θ3′′)µ2 + 2θ3′′µ3
= (1− 2 ∗ 0)µ2 + 2 ∗ 0 ∗ µ3 = µ2
SΘ
E
X′ = (1− 2θ1,2′)SΘs1,1′ + 2θ1,2′max(SΘs1,1′ , SΘs1,2′ )
= (1− 2θ2)µ1 + 2θ2max(µ1, µ2) = SΘEX∨,∧
2
Fall 2: SΘs1,1 > µ3 Fu¨r S
ΘE
X∨,∧ ergibt sich:
SΘs1,1 = (1− 2θ2)µ1 + 2θ2max(µ1, µ2)
SΘ
E
X∨,∧ = (1− 2θ3)SΘs1,1 + 2θ3min(SΘs1,1 , µ3)
= (1− 2θ3)SΘs1,1 + 2θ3µ3
= (1− 2θ3)((1− 2θ2)µ1 + 2θ2µ2) + 2θ3µ3
Fu¨r X′ ergibt sich mit θ3′ = θ3, θ3′′ = θ31−(1−2θ2)(1−2θ3) , θ1,2′ =
1−(1−2θ2)(1−2θ3)
2 :
SΘs1,1′ = (1− 2θ3′)µ1 + 2θ3′min(µ1, µ3) = µ1
SΘs1,2′ = (1− 2θ3′′)µ2 + 2θ3′′min(µ2, µ3)








1− (1− 2θ2)(1− 2θ3)µ3
SΘ
E
X′ = (1− 2θ1,2′)SΘs1,1′ + 2θ1,2′max(SΘs1,1′ , SΘs1,2′ )
= (1− 2θ1,2′)µ1 + 2θ1,2′SΘs1,2
=
(




1− (1− 2θ2)(1− 2θ3)
2
SΘs1,2′
= (1− 1− (1− 2θ2)(1− 2θ3))µ1 + 1− (1− 2θ2)(1− 2θ3)SΘs1,2′
= (1− 2θ2)(1− 2θ3)µ1 + (1− 2θ3)(2θ2)µ2 + 2θ3µ3
= (1− 2θ3)((1− 2θ2)µ1 + 2θ2µ2) + 2θ3 = SΘEX∨,∧
2
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SΘs1,1 = (1− 2θ2)µ1 + 2θ2min(µ1, µ2)
SΘ
E
X∧,∨ = (1− 2θ3)SΘs1,1 + 2θ3max(SΘs1,1 , µ3)




SΘs1,1′ = (1− 2θ3′)µ1 + 2θ3′max(µ1, µ3)
SΘs1,2′ = (1− 2θ3′′)µ2 + 2θ3′′max(µ2, µ3)
SΘ
E
X′ = (1− 2θ1,2′)SΘs1,1′ + 2θ1,2′min(SΘs1,1′ , SΘs1,2′ )
= (1− 2θ1,2′)SΘs1,1′ + 2θ1,2′SΘs1,2′
mit θ3′ = θ3, θ3′′ = θ3, θ1,2′ = θ2
= (1− 2θ2)(1− 2θ3)µ1 + (1− 2θ2) ∗ 2θ3µ3 + 2θ2(1− 2θ3)µ2 + 2θ2 ∗ 2θ3µ3










SΘs1,1 = (1− 2θ2)µ1 + 2θ2max(µ1, µ2) = µ1
SΘ
E
X∨,∧ = (1− 2θ3)SΘs1,1 + 2θ3min(SΘs1,1 , µ3)




SΘs1,1′ = (1− 2θ3′)µ1 + 2θ3′min(µ1, µ3) = µ1
SΘs1,2′ = (1− 2θ3′′)µ2 + 2θ3′′min(µ2, µ3) = µ2
SΘ
E
X′ = (1− 2θ1,2′)SΘs1,1′ + 2θ1,2′max(SΘs1,1′ , SΘs1,2′ )
= (1− 2θ1,2′)µ1 + 2θ1,2′max(µ1, µ2)
mit θ3′ = θ3, θ3′′ = θ3, θ1,2′ = θ2













SΘs1,1 = (1− 2θ2)µ1 + 2θ2min(µ1, µ2) = µ1
SΘ
E
X∧,∨ = (1− 2θ3)SΘs1,1 + 2θ3max(SΘs1,1 , µ3)




SΘs1,1′ = (1− 2θ3′)µ1 + 2θ3′max(µ1, µ3)
SΘs1,2′ = (1− 2θ3′′)µ2 + 2θ3′′max(µ2, µ3)
SΘ
E
X′ = (1− 2θ1,2′)SΘs1,1′ + 2θ1,2′min(SΘs1,1′ , SΘs1,2′ )
= SΘs1,1′
mit θ3′ = θ3, θ3′′ = θ3, θ1,2′ = θ2










SΘs1,1 = (1− 2θ2)µ1 + 2θ2max(µ1, µ2)
SΘ
E
X∨,∧ = (1− 2θ3)SΘs1,1 + 2θ3min(SΘs1,1 , µ3)
= SΘs1,1




SΘs1,1′ = (1− 2θ3′)µ1 + 2θ3′min(µ1, µ3) = µ1
SΘs1,2′ = (1− 2θ3′′)µ2 + 2θ3′′min(µ2, µ3) = µ2
SΘ
E
X′ = (1− 2θ1,2′)SΘs1,1′ + 2θ1,2′max(SΘs1,1′ , SΘs1,2′ )
= (1− 2θ1,2′)µ1 + 2θ1,2′max(µ1, µ2)
mit θ3′ = θ3, θ3′′ = θ3, θ1,2′ = θ2
= (1− 2θ3)µ1 + 2θ3max(µ1, µ2) = SΘEX∨,∧
2
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C.5 Assoziativita¨t
Es gilt:
((((x1, θ1) ∧ (x2, θ2)), θ1,1) ∧ (x3, θ3)) = ((x1, θ1′) ∧ (((x2, θ2′) ∧ (x3, θ3′)), θ1,1′)),
((((x1, θ1) ∨ (x2, θ2)), θ1,1) ∨ (x3, θ3)) = ((x1, θ1′) ∨ (((x2, θ2′) ∨ (x3, θ3′)), θ1,1′)).
Wie bei der distributiven Transformation werden in Abha¨ngigkeit von µ1, µ2, µ3 die fol-
genden sechs Fa¨lle unterschieden:
1. µ1 ≥ µ2 ≥ µ3
2. µ1 ≥ µ3 ≥ µ2
3. µ2 ≥ µ1 ≥ µ3
4. µ2 ≥ µ3 ≥ µ1
5. µ3 ≥ µ1 ≥ µ2
6. µ3 ≥ µ2 ≥ µ1
DesWeiteren wird zwischen einer und-Anfrage (X∧) und einer oder-Anfrage (X∨) differen-
ziert. Im Folgenden sind die Beweise fu¨r die assoziativ Transformation von X nach X′ und
umgekehrt fu¨r jeden Fall angegeben. Da es sich bei diesen Anfragen um komplexe Anfragen
handelt, muß die Gewichtung in expliziter Form ΘE vorliegen.
Fu¨r eine u¨bersichtlichere Darstellung werden die Scoring-Funktionen fu¨r die einzelnen
Teilanfragen getrennt aufgefu¨hrt. Sowird beispielsweise die Teilanfrage s1,1 durch die Scoring-
Funktion SΘs1,1 evaluiert.









SΘs1,1 = (1− 2θ2)µ1 + 2θ2min(µ1, µ2)
SΘ
E
X∧ = (1− 2θ3)SΘs1,1 + 2θ3min(SΘs1,1 , µ3)






SΘs1,1′ = (1− 2θ3′)µ2 + 2θ3′min(µ2, µ3)
SΘ
E
X′ = (1− 2θ1,1′)µ1 + 2θ1,1′min(µ1, SΘs1,1′ )
= (1− 2θ1,1′)µ1 + 2θ1,1′SΘs1,1′





1− (1− 2θ2)(1− 2θ3)
2











= (1− 2θ1,1′)µ1 + (2θ1,1′ − 2θ3) µ2 + 2θ3µ3
= (1− 2θ3)(1− 2θ2)µ1 + (1− 2θ3)(1− (1− 2θ2)))µ2 + 2θ3µ3
= (1− 2θ3)(1− 2θ2)µ1 + (1− 2θ3)2θ2µ2 + 2θ3µ3










SΘs1,1 = (1− 2θ2)µ1 + 2θ2max(µ1, µ2) = µ1
SΘ
E
X∨ = (1− 2θ3)SΘs1,1 + 2θ3max(SΘs1,1 , µ3) = SΘs1,1 = µ1
und fu¨r X′:
SΘs1,1′ = (1− 2θ3′)µ2 + 2θ3′max(µ2, µ3) = µ2
SΘ
E
X′ = (1− 2θ1,1′)µ1 + 2θ1,1′max(µ1, SΘs1,1′ )
mit θ3′ = θ2 θ1,1′ = θ2
= (1− 2θ2)µ1 + 2θ2max(µ1, µ2) = µ1 = SΘEX∨
2
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Fall 1: θ3′ 6= θ1,1′ ∨ θ3′ = θ1,1′ 6= 0.5 Fu¨r SΘEX′∧ ergibt sich:
SΘs1,1′ = (1− 2θ3′)µ2 + 2θ3′min(µ2, µ3)
= (1− 2θ3′)µ2 + 2θ3′µ3)
SΘ
E
X′∧ = (1− 2θ1,1′)µ1 + 2θ1,1′min(µ1, SΘs1,1′ )
= (1− 2θ1,1′)µ1 + 2θ1,1′SΘs1,1′




SΘs1,1 = (1− 2θ2)µ1 + 2θ2min(µ1, µ2)
= (1− 2θ2)µ1 + 2θ2µ2
SΘ
E
X∧ = (1− 2θ3)SΘs1,1 + 2θ3min(SΘs1,1 , µ3)
= (1− 2θ3)(1− 2θ2)µ1 + (1− 2θ3)2θ2µ2 + 2θ3µ3





1− 2 (1− 2θ3′)θ1,1′
(1− 2θ3)
)
µ1 + (1− 2θ3)2 (1− 2θ3′)θ1,1′(1− 2θ3) µ2 + 2θ3µ3
= (1− 2(2θ1,1′θ3′))− (2(1− 2θ3′)θ1,1′)µ1 + 2(1− 2θ3′)θ1,1′µ2 + 2(2θ1,1′θ3′)µ3





Fall 2: θ3′ = θ1,1′ 6= 0.5 Fu¨r SΘEX′∧ ergibt sich:




X′∧ = (1− 2θ1,1′)µ1 + 2θ1,1′min(µ1, SΘs1,1′ )




SΘs1,1 = (1− 2θ2)µ1 + 2θ2min(µ1, µ2)
SΘ
E
X∧ = (1− 2θ3)SΘs1,1 + 2θ3min(SΘs1,1 , µ3)
= (1− 2θ3)(1− 2θ2)µ1 + (1− 2θ3)2θ2µ2 + 2θ3µ3
mit θ3 = θ1,1′ = 0.5, θ2 = θ1,1′ = 0.5


















X′∨ = (1− 2θ1,1′)µ1 + 2θ1,1′max(µ1, SΘs1,1′ )









X∨ = (1− 2θ3)SΘs1,1 + 2θ3max(SΘs1,1 , µ3) = SΘs1,1
mit θ3 = θ1,1′ , θ2 = θ1,1′
= (1− 2θ1,1′)µ1 + 2θ1,1′max(µ1, µ2)










Fall 1: SΘs1,1 > µ3; Fu¨r S
ΘE
X∧ ergibt sich:
SΘs1,1 = (1− 2θ2)µ1 + 2θ2min(µ1, µ2)
SΘ
E
X∧ = (1− 2θ3)SΘs1,1 + 2θ3min(SΘs1,1 , µ3)
= (1− 2θ3)SΘs1,1 + 2θ3µ3
= (1− 2θ3)((1− 2θ2)µ1 + 2θ2µ2) + 2θ3µ3
Fu¨r SΘ
E
X′∧ ergibt sich mit θ3′ = 1−
(1−2θ3)θ2
2θ1,1′
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SΘs1,1′ = (1− 2θ2′)µ3 + 2θ2′µ2
SΘ
E
X′ = (1− 2θ1,1′)µ1 + 2θ1,1′SΘs1,1′
= (1− 2θ1,1′)µ1 + 2θ1,1′
(







= (1− 2θ1,1′)µ1 + (2θ1,1′ − 2(1− 2θ3)θ2) µ3 + (1− 2θ3)2θ2µ2
= (1− 2θ2)(1− 2θ3)µ1 + (1− (1− 2θ2)(1− 2θ3)− 2θ2(1− 2θ3))µ3 + (1− 2θ3)2θ2µ2
= (1− 2θ3)((1− 2θ2)µ1 + 2θ2µ2) + (1− (1− 2θ3)(1− 2θ2 + 2θ2))µ3
= (1− 2θ3)((1− 2θ2)µ1 + 2θ2µ2) + 2θ3µ3 = SΘEX∧
2
Fall 2: SΘs1,1 ≤ µ3; Fu¨r SΘ
E
X∧ ergibt sich:
SΘs1,1 = (1− 2θ2)µ1 + 2θ2min(µ1, µ2)
SΘ
E
X∧ = (1− 2θ3)SΘs1,1 + 2θ3min(SΘs1,1 , µ3)
= (1− 2θ3)SΘs1,1 + 2θ3SΘs1,1
= SΘs1,1
= (1− 2θ2)µ1 + 2θ2µ2
Fu¨r SΘ
E
X′∧ ergibt sich mit θ3′ = θ2, θ1,1′ = θ2:
SΘs1,1′ = (1− 2θ3′)µ2 + 2θ3′min(µ2, µ3)
SΘ
E
X′ = (1− 2θ1,1′)µ1 + 2θ1,1′min(µ1, SΘs1,1′ )
= (1− 2θ2)µ1 + 2θ2min(µ1, µ2)










SΘs1,1 = (1− 2θ2)µ1 + 2θ2max(µ1, µ2) = µ1
SΘ
E






SΘs1,1′ = (1− 2θ3′)µ2 + 2θ3′max(µ2, µ3)
SΘ
E
X′ = (1− 2θ1,1′)µ1 + 2θ1,1′max(µ1, SΘs1,1′ )
mit θ3′ = θ2, θ1,1′ = θ2














X′∧ = (1− 2θ1,1′)µ1 + 2θ1,1′min(SΘs1,1 , µ1)




SΘs1,1 = (1− 2θ2)µ1 + 2θ2min(µ1, µ2)
= (1− 2θ2)µ1 + 2θ2µ2
SΘ
E
X∧ = (1− 2θ3)SΘs1,1 + 2θ3min(SΘs1,1 , µ3)
mit θ3 = 0, θ2 = θ1,1′
= (1− 2 ∗ 0)SΘs1,1 + 2 ∗ 0min(SΘs1,1 , µ3)
= SΘs1,1










SΘs1,1′ = (1− 2θ3′)µ2 + 2θ3′max(µ2, µ3)
SΘ
E
X′∨ = (1− 2θ1,1′)µ1 + 2θ1,1′max(µ1, SΘs1,1′ )
= µ1
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und fu¨r SΘ
E
X∧ mit θ3 = θ1,1′ , θ2 = θ1,1′ :
SΘs1,1 = (1− 2θ2)µ1 + 2θ2max(µ1, µ2) = µ1
SΘ
E
X∨ = (1− 2θ3)SΘs1,1 + 2θ3max(SΘs1,1 , µ3) = SΘs1,1













SΘs1,1 = (1− 2θ2)µ1 + 2θ2min(µ1, µ2) = µ1
SΘ
E
X∧ = (1− 2θ3)SΘs1,1 + 2θ3min(SΘs1,1 , µ3)




SΘs1,1′ = (1− 2θ3′)µ2 + 2θ3′min(µ2, µ3)
SΘ
E
X′ = (1− 2θ1,1′)µ1 + 2θ1,1′min(µ1, SΘs1,1′ )
mit θ3′ = 1→ θ3′ > θ2′ , θ1,1′ = θ3
SΘs1,1′ = (1− 2θ2′)µ3 + 2θ2′min(µ2, µ3) = µ3
SΘ
E
X′ = (1− 2θ3)µ1 + 2θ3min(µ1, µ3)










SΘs1,1 = (1− 2θ2)µ1 + 2θ2max(µ1, µ2)
SΘ
E
X∨ = (1− 2θ3)SΘs1,1 + 2θ3max(SΘs1,1 , µ3) = SΘs1,1






SΘs1,1′ = (1− 2θ3′)µ2 + 2θ3′max(µ2, µ3) = µ2
SΘ
E
X′ = (1− 2θ1,1′)µ1 + 2θ1,1′max(µ1, SΘs1,1′ )
mit θ3′ = θ2, θ1,1′ = θ2







Fall 1: SΘs1,1′ ≥ µ1 Fu¨r SΘ
E
X′∧ ergibt sich:
SΘs1,1′ = (1− 2θ3′)µ2 + 2θ3′min(µ2, µ3)
SΘ
E









X∧ = (1− 2θ3)SΘs1,1 + 2θ3min(SΘs1,1 , µ3)
= (1− 2θ3)µ1 + 2θ3µ3
mit θ3 = 0, θ2 = θ1,1′
= (1− 2 ∗ 0)µ1 + 2 ∗ 0µ3




Fall 2.1: SΘs1,1′ < µ1 ∧ (θ3′ 6= θ1,1′ ∨ θ3′ = θ1,1′ 6= 0.5) Fu¨r SΘ
E
X′∧ ergibt sich:
SΘs1,1′ = (1− 2θ3′)µ2 + 2θ3′min(µ2, µ3)
SΘ
E
X′∧ = (1− 2θ1,1′)µ1 + 2θ1,1′min(SΘs1,1 , µ1)
= (1− 2θ1,1′)µ1 + 2θ1,1′(1− 2θ3′)µ2 + 2θ1,1′2θ3′µ3
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SΘs1,1 = (1− 2θ1)µ2 + 2θ1min(µ1, µ2)
= (1− 2θ1)µ2 + 2θ1µ1
SΘ
E
X∧ = (1− 2θ3)SΘs1,1 + 2θ3min(SΘs1,1 , µ3)
= (1− 2θ3)(1− 2θ1)µ2 + (1− 2θ3)2θ1µ1 + 2θ3µ3





1− 2 (1− 2θ1,1′)
2(1− 2θ3)
)
µ2 + (1− 2θ3)2 (1− 2θ1,1′)2(1− 2θ3) µ1 + 2θ3µ3
= (1− 2θ3)− (1− 2θ1,1′)µ2 + (1− 2θ1,1)µ1 + 2θ3µ3
= (1− 2θ1,1)µ1 + (1− 2(2θ1,1′θ3′))− (1− 2θ1,1′)µ2 + 2θ1,1′2θ3′µ3
= (1− 2θ1,1)µ1 + 2θ1,1′(1− 2θ3′)µ2 + 2θ1,1′2θ3′µ3 = SΘEX′∧
2
Fall 2.2: SΘs1,1′ < µ1 ∧ θ1,1′ = θ3′ = 0.5) Fu¨r SΘ
E
X′∧ ergibt sich:













X∧ = (1− 2θ3)SΘs1,1 + 2θ3min(SΘs1,1 , µ3)
= (1− 2θ3)µ1 + 2θ3µ3)
mit θ3 = θ1,1′ = 0.5, θ2 = θ1,1′ = 0.5
















X′∨ = (1− 2θ1,1′)µ1 + 2θ1,1′max(µ1, SΘs1,1′ )






SΘs1,1 = (1− 2θ2)µ1 + 2θ2max(µ1, µ2)
SΘ
E
X∨ = (1− 2θ3)SΘs1,1 + 2θ3max(SΘs1,1 , µ3) = SΘs1,1
mit θ3 = θ1,1′ , θ2 = θ1,1′
= (1− 2θ1,1′)µ1 + 2θ1,1′µ2 = SΘEX′∨
2









SΘs1,1 = (1− 2θ2)µ1 + 2θ2min(µ1, µ2) = µ1
SΘ
E
X∧ = (1− 2θ3)SΘs1,1 + 2θ3min(SΘs1,1 , µ3)




SΘs1,1′ = (1− 2θ3′)µ2 + 2θ3′min(µ2, µ3)
SΘ
E
X′ = (1− 2θ1,1′)µ1 + 2θ1,1′min(µ1, SΘs1,1′ )
mit θ3′ = θ2, θ1,1′ = θ2
SΘ
E









Fall 1: SΘs1,1 ≥ µ3 Fu¨r SΘ
E
X∨ ergibt sich:
SΘs1,1 = (1− 2θ2)µ1 + 2θ2max(µ1, µ2)
SΘ
E
X∨ = (1− 2θ3)SΘs1,1 + 2θ3max(SΘs1,1 , µ3)
= (1− 2θ3)SΘs1,1 + 2θ3SΘs1,1
= (1− 2θ2)µ1 + 2θ2max(µ1, µ2)
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C Beweise der Transformationsregeln
Fu¨r SΘ
E
X′∨ ergibt sich mit mit θ3′ = θ2, θ1,1′ = θ2:
SΘs1,1′ = (1− 2θ3′)µ2 + 2θ3′max(µ2, µ3) = µ2
SΘ
E
X′ = (1− 2θ1,1′)µ1 + 2θ1,1′max(µ1, SΘs1,1′ )
= (1− 2θ2)µ1 + 2θ2max(µ1, µ2) = SΘEX∨
2
Fall 2: SΘs1,1 < µ3 Fu¨r S
ΘE
X∨ ergibt sich:
SΘs1,1 = (1− 2θ2)µ1 + 2θ2max(µ1, µ2)
SΘ
E
X∨ = (1− 2θ3)SΘs1,1 + 2θ3max(SΘs1,1 , µ3)
= (1− 2θ3)SΘs1,1 + 2θ3µ3
= (1− 2θ3)((1− 2θ2)µ1 + 2θ2µ2) + 2θ3µ3
Fu¨r SΘ
E
X′∨ ergibt sich mit θ3′ = 1−
(1−2θ3)θ2
2θ1,1′
→ θ2′ = (1−2θ3)θ22θ1,1′ , θ1,1′ =
1−(1−2θ3)(1−2θ2)
2 :
SΘs1,1′ = (1− 2θ2′)µ3 + 2θ2′µ2
SΘ
E
X′ = (1− 2θ1,1′)µ1 + 2θ1,1′max(µ1, SΘs1,1′ )
= (1− 2θ1,1′)µ1 + 2θ1,1′SΘs1,1′
= (1− 2θ1,1′)µ1 + 2θ1,1′
(







= (1− 2θ1,1′)µ1 + (2θ1,1′ − 2(1− 2θ3)θ2) µ3 + (1− 2θ3)2θ2µ2
= (1− 2θ2)(1− 2θ3)µ1 + (1− (1− 2θ2)(1− 2θ3)− 2θ2(1− 2θ3))µ3 + (1− 2θ3)2θ2µ2
= (1− 2θ3)((1− 2θ2)µ1 + 2θ2µ2) + (1− (1− 2θ3)(1− 2θ2 + 2θ2))µ3










SΘs1,1′ = (1− 2θ3′)µ2 + 2θ3′min(µ2, µ3)
SΘ
E






X∧ mit θ3′ = θ2, θ1,1′ = θ2:




X∧ = (1− 2θ3)SΘs1,1 + 2θ3min(SΘs1,1 , µ3)
= SΘs1,1
















X′∧ = (1− 2θ1,1′)µ1 + 2θ1,1′max(SΘs1,1 , µ1)




SΘs1,1 = (1− 2θ2)µ1 + 2θ2max(µ1, µ2)
= (1− 2θ2)µ1 + 2θ2µ2
SΘ
E
X∨ = (1− 2θ3)SΘs1,1 + 2θ3max(SΘs1,1 , µ3)
mit θ3 = 0, θ2 = θ1,1′
= (1− 2 ∗ 0)SΘs1,1 + 2 ∗ 0 ∗max(SΘs1,1 , µ3)
= SΘs1,1
= (1− 2θ1,1′)µ1 + 2θ1,1′µ2 = SΘEX′∨
2











SΘs1,1 = (1− 2θ2)µ1 + 2θ2min(µ1, µ2)
SΘ
E
X∧ = (1− 2θ3)SΘs1,1 + 2θ3min(SΘs1,1 , µ3)
= SΘs1,1




SΘs1,1′ = (1− 2θ3′)µ2 + 2θ3′min(µ2, µ3) = µ2
SΘ
E
X′ = (1− 2θ1,1′)µ1 + 2θ1,1′min(µ1, SΘs1,1′ )
mit θ3′ = θ2, θ1,1′ = θ2
SΘ
E












SΘs1,1 = (1− 2θ2)µ1 + 2θ2max(µ1, µ2) = µ1
SΘ
E
X∨ = (1− 2θ3)SΘs1,1 + 2θ3max(SΘs1,1 , µ3)




SΘs1,1′ = (1− 2θ3′)µ2 + 2θ3′max(µ2, µ3)
SΘ
E
X′ = (1− 2θ1,1′)µ1 + 2θ1,1′max(µ1, SΘs1,1′ )
mit θ3′ = 1→ θ3′ > θ2′ , θ1,1′ = θ3
SΘs1,1 = (1− 2θ2′)µ3 + 2θ2′max(µ2, µ3) = µ3
SΘ
E


















X′∧ = (1− 2θ1,1′)µ1 + 2θ1,1′min(SΘs1,1 , µ1)




SΘs1,1 = (1− 2θ2)µ1 + 2θ2min(µ1, µ2)
= (1− 2θ2)µ1 + 2θ2µ2
SΘ
E
X∧ = (1− 2θ3)SΘs1,1 + 2θ3min(SΘs1,1 , µ3)
= SΘs1,1
mit θ3 = θ1,1′ , θ2 = θ1,1′







Fall 1: SΘs1,1′ ≤ µ1 Fu¨r SΘ
E
X′∨ ergibt sich:
SΘs1,1′ = (1− 2θ3′)µ2 + 2θ3′max(µ2, µ3)
SΘ
E









X∨ = (1− 2θ3)SΘs1,1 + 2θ3max(SΘs1,1 , µ3)
= (1− 2θ3)µ1 + 2θ3µ3
mit θ3 = 0, θ2 = θ1,1′
= (1− 2 ∗ 0)µ1 + 2 ∗ 0µ3





C Beweise der Transformationsregeln
Fall 2.1: SΘs1,1′ > µ1 ∧ (θ3′ 6= θ1,1′ ∨ θ3′ = θ1,1′ 6= 0.5) Fu¨r SΘ
E
X′∨ ergibt sich:
SΘs1,1′ = (1− 2θ3′)µ2 + 2θ3′max(µ2, µ3)
SΘ
E
X′∨ = (1− 2θ1,1′)µ1 + 2θ1,1′max(SΘs1,1 , µ1)




SΘs1,1 = (1− 2θ1)µ2 + 2θ1max(µ1, µ2)
= (1− 2θ1)µ2 + 2θ1µ1
SΘ
E
X∨ = (1− 2θ3)SΘs1,1 + 2θ3max(SΘs1,1 , µ3)
= (1− 2θ3)(1− 2θ1)µ2 + (1− 2θ3)2θ1µ1 + 2θ3µ3





1− 2 (1− 2θ1,1′)
2(1− 2θ3)
)
µ2 + (1− 2θ3)2 (1− 2θ1,1′)2(1− 2θ3) µ1 + 2θ3µ3
= (1− 2θ3)− (1− 2θ1,1′)µ2 + (1− 2θ1,1)µ1 + 2θ3µ3
= (1− 2θ1,1)µ1 + (1− 2(2θ1,1′θ3′))− (1− 2θ1,1′)µ2 + 2θ1,1′2θ3′µ3
= (1− 2θ1,1)µ1 + 2θ1,1′(1− 2θ3′)µ2 + 2θ1,1′2θ3′µ3 = SΘEX′∨
2
Fall 2.2: SΘs1,1′ > µ1 ∧ θ1,1′ = θ3′ = 0.5) Fu¨r SΘ
E
X′∨ ergibt sich:













X∨ = (1− 2θ3)SΘs1,1 + 2θ3max(SΘs1,1 , µ3)
= (1− 2θ3)µ1 + 2θ3µ3)
mit θ3 = θ1,1′ = 0.5, θ2 = θ1,1′ = 0.5















SΘs1,1 = (1− 2θ2)µ1 + 2θ2min(µ1, µ2)
SΘ
E
X∧ = (1− 2θ3)SΘs1,1 + 2θ3min(SΘs1,1 , µ3)
= SΘs1,1




SΘs1,1′ = (1− 2θ3′)µ2 + 2θ3′min(µ2, µ3) = µ2
SΘ
E
X′ = (1− 2θ1,1′)µ1 + 2θ1,1′min(µ1, SΘs1,1′ )
mit θ3′ = θ2, θ1,1′ = θ2
SΘ
E












SΘs1,1 = (1− 2θ2)µ1 + 2θ2max(µ1, µ2)
SΘ
E
X∨ = (1− 2θ3)SΘs1,1 + 2θ3max(SΘs1,1 , µ3)
= (1− 2θ3)SΘs1,1 + 2θ3µ3
= (1− 2θ3)((1− 2θ2)µ1 + 2θ2) + 2θ3µ3
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SΘs1,1′ = (1− 2θ3′)µ2 + 2θ3′max(µ2, µ3)
= (1− 2θ3′)µ2 + 2θ3′µ3
SΘ
E
X′ = (1− 2θ1,1′)µ1 + 2θ1,1′max(µ1, SΘs1,1′ )





1− (1− 2θ2)(1− 2θ3)
2











= (1− 2θ1,1′)µ1 + (2θ1,1′ − 2θ3) µ2 + 2θ3µ3
= (1− 2θ3)(1− 2θ2)µ1 + (1− 2θ3)(1− (1− 2θ2)))µ2 + 2θ3µ3
= (1− 2θ3)(1− 2θ2)µ1 + (1− 2θ3)2θ2µ2 + 2θ3µ3


















X∧ mit θ3′ = θ2, θ1,1′ = θ2:




X∧ = (1− 2θ3)SΘs1,1 + 2θ3min(SΘs1,1 , µ3)
= SΘs1,1











Fall 1: θ3′ 6= θ1,1′ ∨ θ3′ = θ1,1′ 6= 0.5 Fu¨r SΘEX′∨ ergibt sich:
∗SΘs1,1′ = (1− 2θ3′)µ2 + 2θ3′max(µ2, µ3)
= (1− 2θ3′)µ2 + 2θ3′µ3)
SΘ
E
X′∨ = (1− 2θ1,1′)µ1 + 2θ1,1′max(µ1, SΘs1,1′ )
= (1− 2θ1,1′)µ1 + 2θ1,1′SΘs1,1′




SΘs1,1 = (1− 2θ2)µ1 + 2θ2max(µ1, µ2)
= (1− 2θ2)µ1 + 2θ2µ2
SΘ
E
X∨ = (1− 2θ3)SΘs1,1 + 2θ3max(SΘs1,1 , µ3)
= (1− 2θ3)(1− 2θ2)µ1 + (1− 2θ3)2θ2µ2 + 2θ3µ3





1− 2 (1− 2θ3′)θ1,1′
(1− 2θ3)
)
µ1 + (1− 2θ3)2 (1− 2θ3′)θ1,1′(1− 2θ3) µ2 + 2θ3µ3
= (1− 2(2θ1,1′θ3′))− (2(1− 2θ3′)θ1,1′)µ1 + 2(1− 2θ3′)θ1,1′µ2 + 2(2θ1,1′θ3′)µ3





Fall 2: θ3′ = θ1,1′ 6= 0.5 Fu¨r SΘEX′∨ ergibt sich:




X′∨ = (1− 2θ1,1′)µ1 + 2θ1,1′max(µ1, SΘs1,1′ )




SΘs1,1 = (1− 2θ2)µ1 + 2θ2max(µ1, µ2)
SΘ
E
X∨ = (1− 2θ3)SΘs1,1 + 2θ3max(SΘs1,1 , µ3)
= (1− 2θ3)(1− 2θ2)µ1 + (1− 2θ3)2θ2µ2 + 2θ3µ3
mit θ3 = θ1,1′ = 0.5, θ2 = θ1,1′ = 0.5
= µ3 = SΘ
E
X′∨
2
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