Let G be a compactly generated, locally compact group with polynomial growth and let ω be a weight on G. We look for general conditions on the weight which allow us to develop a functional calculus on a total part of L 1 (G, ω). This functional calculus is then used to study harmonic analysis properties of L 1 (G, ω), such as the Wiener property and Domar's theorem.
Introduction
Weighted group algebras occur in a lot of situations. In the abelian case, their harmonic analysis properties have been studied among others by Beurling ([1] , [2] ), Domar ( [5] ), and Vretblad ([20] ). Domar proves the following results: Let G be a locally compact abelian group and ω a weight on G. For every neighbourhood N of the identity 1 inĜ (the dual group of G), there exists f N ∈ L 1 (G, ω) such that suppf N ⊂ N , f N (1) = 0, if and only if the weight ω satisfies +∞ n=1 ln ω(x n ) n 2 < +∞, ∀x ∈ G.
In case this is true, the algebra L 1 (G, ω) has the Wiener property, i.e. for every proper closed ideal I of L 1 (G, ω), there exists χ ∈Ĝ such that
For the group G = R, Vretblad even proves a partial converse of the Wiener property. He shows the following: Let ω be a symmetric weight on R such that R ln ω(x) 1 + x 2 dx = ∞.
Assume moreover that ω(x) = exp( π 2 |x|q(x)) with q decreasing on R + and ω increasing on R + . Then L 1 (R, ω) does not have the Wiener property. Let's write nx instead of x n , as the group R is additive. Notice that under the assumptions on q and ω, +∞ n=1 ln ω(nx) n 2 < +∞ ∀x ∈ R ⇐⇒ R ln ω(x) 1 + x 2 dx < +∞.
Hence Vretblad shows that if L 1 (R, ω) has the Wiener property, then +∞ n=1
ln ω(nx) n 2 < +∞, for every x ∈ R. The aim of the present paper consists in proving similar results for non abelian groups. Let G be a locally compact group andĜ its dual, i.e. the space of equivalence classes of unitary topologically irreducible representations of G. The question about Domar's property is then the following: Let N be an arbitrary open set inĜ. Does there exist f N in the weighted group algebra L 1 (G, ω) such that π(f N ) = 0 for every π ∈Ĝ \ N and ρ(f N ) = 0 for some given ρ ∈ N ? The question about Wiener's property reads: If I is a proper closed two-sided ideal in L 1 (G, ω), does there exist π ∈Ĝ such that I ⊂ ker π = {f ∈ L 1 (G, ω) | π(f ) = 0}? The answer to both questions depends of course on the group G and on the growth of the weight ω.
Before stating our results, let us recall some precise definitions. A weight ω on a locally compact group G is a Borel function that satisfies such that ω(xy) ≤ ω(x)ω(y) ∀x, y ∈ G.
All weights will be assumed to be symmetric in this paper, i.e.
ω(x −1 ) = ω(x) ∀x ∈ G.
Moreover we shall always require the function ω to be bounded on compact sets. Recall also that the algebra L 1 (G, ω) is then given by
Except for the question of the symmetry of the algebra L 1 (G, ω), studied in [6] , nothing seems to be known for non-abelian groups and for weights growing faster than sub-exponential ones. One may ask the question of what are the most general weights ω on a locally compact group G, such that the weighted group algebra L 1 (G, ω) has reasonable harmonic analysis properties such as Domar's property or Wiener's property. The results known for the constant weight ω ≡ 1 and the necessity to measure the growth of the weight urge us to limit ourselves to locally compact, compactly generated groups with polynomial growth. For such a group, let U be a generating neighbourhood of the identity element e, with compact closure, i.e. such that If G = R, τ U (·) = |·| is equivalent to the absolute value in the following sense: If U = [−1, 1], then τ U (x) − 1 < |x| ≤ τ U (x) where |x| denotes the absolute value of x. This justifies the use of the notation |·|. A weight ω is said to be sub-exponential of degree at most α, 0 ≤ α < 1, if there exists C > 0 such that ω(x) ≤ e C|x| α , ∀x ∈ G (see 1.4) . The way to prove the Wiener property is to use functional calculus to construct an approximate identity contained in the minimal ideal with empty hull, which implies, together with the symmetry of the algebra L 1 (G, ω), the Wiener property. In [6] it is shown that if ω is sub-exponential, then L 1 (G, ω) has Wiener's property. In this paper we prove the Wiener property even for faster growing weights, as well as other harmonic analysis properties of L 1 (G, ω) (homeomorphism of Prim * L 1 (G) and Prim * L 1 (G, ω), Domar's property, existence of minimal ideals of a given hull). We show that if the weight ω satisfies the condition n∈N,n≥e e (ln(ln n)) · ln(s(n))
then L 1 (G, ω) is symmetric and has Domar's and Wiener's properties. The condition (1) seems slightly stronger than Domar's condition. Nevertheless, for fast growing weights, the presence of the factor (ln(ln n)) does not seem to affect the result as the following example shows: Let ω be defined by
Condition (1) is satisfied for this weight if and only if γ > 1. In this case, L 1 (G, ω) has Domar's and Wiener's properties. On the other hand, if G = R and ω is as above, then the results of Domar and Vretblad show that L 1 (R, ω) has Domar's and Wiener's properties if and only if γ > 1. This is the same condition on γ. Hence, for fast growing weights our result seems to be almost optimal, as we get the same condition on γ as in the abelian case. Another weight studied in this paper is
Our results are obtained thanks to the construction of a functional calculus on L 1 (G, ω). In general, functional (or symbolic) calculus in function algebras is a special case of functional calculus in Banach * -algebras. Let's recall the following definition and facts: Let B be a Banach * -algebra. We say that a function ϕ operates on an element f of B, if the Gelfand transform of f with respect to the smallest commutative Banach subalgebra A of B, containing f , is real and if there exists g ∈ A such that ϕ •f =ĝ, wheref andĝ denote the Gelfand transforms of f and g (see for instance [8] , [10] ). We then write g = ϕ{f }. The idea to realise this comes from the Fourier inversion theorem. Let f be a self-adjoint element of B (if B is a symmetric * -algebra) and let's define
Here f k is the k-th power of f for the multiplication in the algebra B. In case of periodic function ϕ of period 2π and such that ϕ(0) = 0 then operates on f through the formula
converges, where · denotes the norm in the Banach algebra B ( · = · ω in case of L 1 (G, ω)) and whereφ is the Fourier transform of ϕ on the interval [0, 2π] . Further details about the functional calculus for function algebras and its properties will be given in Section 2. Let's mention here among others the pioneer work of Dixmier (1960, [4] ), Kahane (1970, [9] ), Pytlik (1973 [17] ; 1982, [18] ) and Hulanicki (1974, [7] ; 1984, [8] ).
To prove the convergence of
one needs of course a good bound for u(nf ) and a function ϕ whose Fourier coefficients decrease rapidly enough. The existence of such functions ϕ ≡ 0 will depend on the growth of u(nf ) , and hence on the weight ω (in case of a weighted group algebra). In fact, in order to have ϕ ≡ 0, the decrease of |φ(n)| must not be too rapid, especially as we also need some control on the support of the function ϕ (in order to prove the desired harmonic analysis properties).
In [6] such a functional calculus was constructed for L 1 (G, ω) if the weight ω is sub-exponential. This proof cannot be extended to faster growing weights. So a new approach to this problem will have to be developed in this paper. First the evaluation of the bound for u(nf ) ω (f = f * continuous with compact support) has to be improved considerably. This will be done in Section 3 by adapting and developing a method introduced by Hulanicki in [8] . Secondly, appropriate functions ϕ that operate on f have to be constructed. To do this we shall use a result of Paley-Wiener ( [16] ) and show that such functions exist if the growth of the weight ω is limited by the condition n∈N,n≥e e (ln(ln n)) ln(s(n)) 1 + n 2 < +∞, (see Section 4). Finally, there exist enough of such functions ϕ to prove the harmonic analysis results we are interested in sections 5, 6 and 7.
1. Examples of weights 1.1. In this chapter we recall some results of [6] and give some examples of weights. Part of these examples are already found in [6] , but their presence in this paper is necessary for a better understanding of the abstract results that will follow.
1.2.
Let G be a compactly generated, locally compact group with polynomial growth. Let U be an open, symmetric and relatively compact neighbourhood of the identity element e of G with G = +∞ n=1 U n . Such a neighbourhood will be called a generating neighbourhood. As G has polynomial growth, there exist constants Q ∈ N, and K > 0 such that the Haar measure of U n satisfies
It is easy to check that ω U :
is a weight on G. The same is true for every ω U (x) α , α ∈ R + (see [7] , [8] , [12] ).
(Polynomial weights).
A weight ω : G → [1, +∞[ is said to be polynomial if and only if there exists α > 0 and C > 0 such that
This definition is independent of the choice of the neighbourhood U . If G is a connected, simply connected, nilpotent Lie group, this is equivalent to the fact that ω(x) is bounded by a polynomial function in the coordinates of the first or second kind of x.
1.4 (Sub-exponential weights). A weight ω : G → [1, +∞[ is said to be subexponential of degree at most α, 0 ≤ α < 1, if there exists C > 0 such that
This definition is independent of the choice of the neighbourhood U . Polynomial weights are sub-exponential and the function (ii) Let now G be an arbitrary compactly generated locally compact group with polynomial growth. Let ω be a weight on G and U a generating neighbourhood. If the weight ω is radial for U , i.e. if ω(x) = ω(τ U (x)) = e Φ(τ U (x)) for some function Φ : N → R + , then we may again define condition (S) by
If the weight is not radial, we have to generalise the previous condition as follows.
(iii) Definition. For the given generating neighbourhood U , let us define
We say that the weight ω satisfies condition (S) if
(iv) As seen in [6] , the condition (S) is independent of the choice of the generating neighbourhood U .
(v) Assume that there exists a positive increasing function Φ :
for some positive constant C. Then ω satisfies condition (S). This is in particular the case if ω is sub-exponential.
(vi) The function
is itself a weight, if Φ is sub-additive. This is for instance the case if Φ is a positive, increasing, concave function.
γn , with 0 < γ n < 1, γ n ↑ 1, c n > 0, n c n < +∞. Then Φ(x) = n c n x γn and ω satisfies condition (S). The weight ω is not sub-exponential. Examples 1.7. As previously, let U be a generating neighbourhood. In order to simplify the notations, let us put |x| = τ U (x) for every x ∈ G. Let q : N → R + be a decreasing function such that lim n→+∞ q(n) = 0 and lim
Then the function Φ : N → R + defined by Φ(n) = nq(n) is sub-additive and ω :
is a weight that satisfies condition (S). Examples of such weights are for instance given by
The weights of examples (ii) to (v) are not sub-exponential. By [6] , L 1 (G, ω) is symmetric for each one of these weights. 
Principles of functional calculus
2.1. Let G be a compactly generated, locally compact group with polynomial growth and let ω be a weight on G satisfying a certain growth condition (to be specified later). The sub-exponential weights will be examples of such weights. One aim of this paper is the construction of a functional calculus for all self-adjoint functions f = f * that are continuous with compact support, where f * is defined by
the modular function of a group with polynomial growth being identically 1. This construction will be inspired by the one given for L 1 (G) and S(G) in [4] and [8] . Let's recall the main ideas of this construction. It is based on the Fourier inversion formula: If ϕ ∈ L 1 ([0, 2π]) and ifφ defined bŷ
The idea of functional calculus consists in replacing the variable x by a function f in the last formula. But as our function algebra L 1 (G, ω) doesn't have a unit, e inf doesn't make sense in L 1 (G, ω) and has to be replaced by
We then look for non zero functions ϕ : R → R, periodic with period 2π, such that
Because of the lack of a unit in L 1 (G, ω) and because
we have to restrict ourselves to functions ϕ such that ϕ(0) = 0. We also require the convergence of
But this bound will have to be improved quite a lot to allow the construction of functional calculus. This will be done in Section 3 and the results are stated in 3.12.
We then look for the non-zero functions ϕ : R → R, periodic with period 2π, such that ϕ(0) = 0 and such that (2) converges. Moreover, in order to establish harmonic analysis properties, we need to have a control on the support of the function ϕ. For instance, we want to be able to choose ϕ such that supp ϕ ∩ [0, 2π] is contained in a previously fixed compact set of ]0, 2π[. Of course a too strong decrease of the Fourier transform of ϕ will then imply that this function will be identically zero, what we do not want. This will put some restrictions on the possible growth of u(nf ) ω , and hence on the weight ω. The functions ϕ suitable for our purposes will be constructed in Section 4, thanks to a result of Paley-Wiener ( [16] ).
Functional calculus, if it exists (see Section 4), has the following properties:
For any continuous self-adjoint function f = f * with compact support, for any appropriate functions ϕ and ψ,
If χ is any character of the abelian Banach * -algebra generated by f , then χ is continuous, χ(f ) is real as f is self-adjoint and
where ϕ(π(f )) is the operator obtained by the functional calculus of hermitian operators. If ϕ and ψ are functions such that (ϕ · ψ)ˆ=φ * ψ still has appropriate decrease, then
To see this, one may apply the left regular representation, which is injective, to (ϕ · ψ){f }.
In particular, if ϕ is such that supp ϕ ∩ [0, 2π] ⊂]0, 2π[ and such thatφ has an appropriate decrease, then, there exists a function ψ with the same properties and such that ψ ≡ 1 on supp ϕ. Hence
Similar results are for instance already found in [4] .
2.3.
Instead of the "discrete" definition ϕ{f } = n∈Z u(nf )φ(n), one may also use a "continuous" definition given by ϕ{f } = 1 2π R u(λf )φ(λ)dλ for a real-valued C ∞ -function ϕ with compact support, such that ϕ(0) = 0 and such thatφ has an appropriate decrease. The properties of functional calculus remain of course the same. Moreover, one may also use results of Mandelbrojt ([13] , [14] ) to construct such functions ϕ.
Computation of the bound used in functional calculus
3.1. Let ω be an arbitrary weight on G (bounded on compact sets). Then there exists a constant C > 0 such that
because every weight is exponentially bounded. For further purposes, let's fix this constant C > 1, which is always possible. We define three other weights that will be useful in the computation of the bound. First, let's put
Let's also choose a constant C > 0 such that
This is possible because the left hand side is again a weight (bounded on compact sets). Let's define the weight
and let's put
Let r : N → N be an arbitrary increasing function, that will only be specified later. For the rest of this section f = f * will be a self-adjoint continuous function with compact support. Finally, for any subset A of G, let's note A c = G \ A. We are now in the position to start the computation of the bound of u(nf ) ω for all n ∈ Z. To do this we shall adapt the methods introduced by [8] to our situation.
Let us use the following decomposition of u(f ):
, where χ A stands for the characteristic function of the set A. For further purposes we compute
Similarly,
where δ e is the Dirac measure.
For n ∈ N, let us make the following estimations (using the methods of [8] ):
where a = (a 1 , . . . , a n ) ∈ {0,
where the convention is such that there is no integral with respect to ds l if b l = 0. One may check that
Finally,
3.5. Let us denote B(n) = U n . Then, for a = 0, the function
Similarly, the function (δ e + g)
3.6.
If h is any function with compact support in B(r), then
Obviously g 2 ≤ u(f ) 2 . Hence, by 3.3-3.5, we obtain 
we have by 3.2 and 3.6, for a = 0,
where
3.8. For a = 0, we have b 1 + · · · + b n = n and
This shows that the bounds of 3.7 remain valid even for a = 0 with the same constants
3.9. Using 3.4, 3.7, and 3.8, we get the following bounds:
) .
Likely,
The constants C 1 , C 2 are the same as in 3.8. Finally,
) . 3.10. The previous bounds have been proven for n ∈ N. If we want a bound valid for n ∈ Z, we first put nf = (−n)(−f ) if n < 0. We replace u(f ) 2 by max( u(f ) 2 , u(−f ) 2 ) in the constant C 1 and u(f ) 1 by max( u(f ) 1 , u(−f ) 1 ) in the constant C 2 . We then have
Revista Matemática Complutense
) , n ∈ Z, and
where the constants C 1 , C 2 , C 3 are obtained in the following way:
where q ∈ N * is such that supp F ⊂ U q . As f has compact support, there exists p ∈ N * such that supp f ⊂ U p . Hence
So the constants depend essentially only on the original weight ω and on the functions f and F .
3.11 (Choice of the radius r(n)). Motivated by the techniques of functional calculus exposed later on in this paper, let's put
where [z] denotes the integer part of z. Then ln(ln|n|) ≤ r(|n|) ≤ ln(ln|n|) + 1 ≤ 2 ln(ln|n|), for |n| ≥ e e and s 2 (r(|n|)) ≥ e C(ln(ln |n|)) = (ln |n|) C .
Hence e
With this choice of the radius we get the following bounds:
Theorem 3.12. Let G be a locally compact, compactly generated group with polynomial growth. Let ω be an arbitrary weight on G. Let f = f * : G → C be continuous with compact support. Let F : G → C be an arbitrary continuous function with compact support. We have the following bounds: There exist strictly positive constants
for |n| ≥ e e . If U is a generating neighbourhood of G and p, q ∈ N * such that supp f ⊂ U p and supp F ⊂ U q , then
where the constants C, K and C just depend on the growth of the weight ω and where C > 1.
Proof. By 3.10 and 3.11.
Functional calculus
4.1. In this section we shall first construct functions ϕ whose Fourier transform have a strong decrease and may hence operate, under certain conditions, on the self-adjoint functions of C ∞ c . This will be done using a result of Paley-Wiener. The use of these functions in connection with the bound of u(nf ) ω obtained in 3.10, will give us a condition on the growth of the weight ω. This condition will ensure the existence of functional calculus on a total part of L 1 (G, ω) and will be called the non-abelian Beurling-Domar condition, because of its similarity with the results of Beurling and Domar.
(A result of Paley-Wiener).
For any function f ∈ L 2 (R) the following two propositions are equivalent:
(R) such that |g| = |f | andĝ vanishes on a half line.
(ii)
See [16] or [19] . We shall apply the previous result in the following situation: 
(a) Let t : R → R be such that
R ln(t(x)) 1 + x 2 dx < +∞ If moreover, there exists l ∈ N such that
In fact, this results from Paley-Wiener if we take f = t −l .
(b) By translating the functionĝ we may construct a function g 1 such that |g 1 | = |g| = |f | and suppĝ 1 ⊂ [−ε, +∞[ for any given ε > 0.
By taking g 2 =ǧ 1 , whereǧ
Finally the function
(c) Let now ϕ 1 be the inverse Fourier transform of h. Then ϕ 1 ∈ C c (R) such that supp ϕ 1 ⊂ [−ε, ε] and such thatφ 1 = h ∈ L 1 (R, t). If, moreover, |x r | ≤ K r t(x) for all x ∈ R, for all r ∈ N, for some constant K r (depending on r), then ϕ 1 ∈ L 1 (R, |x r |) for all r ∈ N and ϕ 1 ∈ C ∞ c (R). Moreover, translating the function ϕ 1 doesn't change the growth of its Fourier transform, so the Fourier transform of the translated function stays in L 1 (R, t). 
. As a matter of fact,
Let now be two intervals [q, r] ⊂ [q − ε, r + ε]. It is then possible to construct a continuous function ϕ, supp ϕ ⊂ [q−ε, r+ε], ϕ ≡ 1 on [q, r] andφ(λ) ∈ L 1 (R, t). We just have to check that it is possible to find a, b, c, d, a < b, c < d,
As a matter of fact, solving this system gives us
for all x ∈ R, for all r ∈ N, for constants K r , then ϕ ∈ C ∞ c (R). Next we shall show that there are similar results for R/2πZ, resp. Z.
4.4.
Let w : Z → Z be such that
n∈N ln w(n) 1+n 2 < +∞. Assume moreover that there exists l 1 ∈ N such that
This has the following consequences for the function w:
(a) First of all one has
For n, m ∈ Z − this follows from the symmetry of the function w. If n ≥ 0, m ≤ 0, n + m ≥ 0, then
as C ≥ 1, w increasing on N and k ≥ 1. The other cases are treated similarly.
(b) As k ≤ k 2 , one also has
(d) Thanks to the symmetry of the function w, all the sums in this section may be taken over Z instead of N.
We may now prove the following result:
Proposition 4.5. Let w be as in 4.4. Then, given p, q, ε such that 0 < p < p + ε < q − ε < q < 2π, there exists ψ ∈ C c (R/2πZ) such that
, whereψ denotes here the Fourier transform of a periodic function of period 2π. Moreover ψ may be chosen to be C ∞ , if |n r | ≤ K r w(n) for all n ∈ N, for all r ∈ N * , for some K r > 0.
Proof. The proof of 4.5 has to be done in several steps: 
. We may of course assume that C 1 ≥ 1. If x, y ≤ 0,
The other cases are treated similarly. Moreover,
ln w(n) 1 + n 2 < +∞.
(b) Let now ϕ be the function obtained in 4.3 and let's extend it to a periodic function of period 2π called ψ. It remains to show that then n∈Z |ψ(n)|w(n) < +∞.
Let's first evaluate, with the notations of 4.3 and because in this case b−a ≤ 2π,
For n ∈ N,
and
for some positive constants C 1 and C 2 . Finally, as −l ≤ −
for some new positive constant C 3 . Similarly, for n ∈ Z − . This implies that
Remarks 4.6. (i) In order to get the existence of the function ψ it is of course sufficient that the conditions of w being increasing and w(n + m) ≤ Cw k (n)w k (m) are satisfied for n, m ≥ N 0 for some N 0 ∈ N. In fact, one may change the function w to be constant for |n| ≤ N 0 . Then this new function satisfies the hypotheses for all n ∈ N and may be used to get ψ.
(ii) Assume for instance that w(n) ≥ C(1 + |n|) α , for some α > 0, for some C > 0, for all n. Then the existence of l, l 1 such as in 4.4 is obvious.
The previous results are now used to construct functional calculus.
4.7.
Let f = f * : G → C be continuous with compact support. Recall (3.12) that we have the following bound:
Let's call the right hand side of the previous inequality w(n) for |n| ≥ e e and let's see wether the hypotheses of 4.4 are satisfied. We have
Moreover, we have
Hence,
and, if n ≥ m ≥ e e , ln(ln(n + m)) = ln(ln(n(1 + m n )))
Similarly if m ≥ n ≥ e e . Hence, if n ≥ m ≥ e e ,
Similarly for m ≥ n. Hence the third condition of 4.4 is satisfied for w and for k = 8. As w(n) ≥ C(1 + n), the fifth and sixth conditions of 4.4 are satisfied for the function w. The fourth condition of 4.4 admits the following equivalent formulations:
as the other sums converge for C > 1.
This leads us to the main theorem:
Theorem 4.8. Let G be a compactly generated locally compact group with polynomial growth. Let U be a generating neighbourhood of G. For any weight ω on G, let's define s(n) = sup x∈U n ω(x). Assume that
Let f = f * : G → C continuous with compact support be arbitrary. Then, given any p, q, ε such that 0 < p < p + ε < q − ε < q < 2π, there exists ψ continuous of
Hence this defines a function
and the properties of functional calculus are satisfied. The condition (3) is independent of the choice of the generating neighbourhood U .
Proof. The only thing that remains to be proven is the independence of (3) of the choice of U . Let U and V be two generating neighbourhoods of G. Then there exist p, q ∈ N * such that U ⊂ V p and V ⊂ U q . Hence, if we write s U (n) = sup x∈U n ω(x) and s V (x) = sup x∈V n ω(x), then
This implies that
which proves the independence.
Definition 4.9. Under the hypotheses of the previous theorem, let's call the condition n∈N,n≥e e (ln(ln n)) ln(s(n)) 1 + n 2 < +∞ the non-abelian Beurling-Domar condition and let's denote it (BDna). Hence (BDna) implies the existence of functional calculus in the weighted group algebra L 1 (G, ω). (ii) Let
This condition is satisfied exactly when γ > 1.
(iii) If ω i , i ∈ { 1, . . . , n } are a finite number of weights that satisfy all the condition (BDna), then the same is true for their product n i=1 ω i . For an infinite product of weights a supplementary convergence condition will of course be necessary as shown by the following examples. 
where, for all i,
Given the sequence (γ i ), the numbers d i are determined, and (BDna) then gives the condition i∈N c i d i < +∞ on the growth of the coefficients c i .
(v) Let
Given the sequence (γ i ), the numbers e i are determined, and (BDna) then gives the condition i∈N c i e i < +∞ on the growth of the coefficients c i .
(vi) Let ω(x) = e C|x| with C > 0. Then n∈N,n≥e e C (ln(ln n))n 1 + n 2 diverges and (BDna) is not satisfied.
Remarks 4.11. (i) Let's recall that for abelian groups G a lot of work has been done by Beurling ([1] , [2] ) and Domar ([5] ). See also [19] . They use the following condition to get harmonic harmonic analysis properties:
In case G = R and ω increasing on R + , this is equivalent to
It is then also equivalent to
as, in that case, s(n) = ω(n), provided we take U = [−1, 1]. This last condition may again be defined for an arbitrary locally compact, compactly generated group G with polynomial growth and an arbitrary weight ω on G: We then say that ω satisfies the abelian Beurling-Domar condition and we write (BDa) if
Obviously (BDna) implies (BDa). But for rapidly growing weights, the presence of ln(ln n) in (BDna) doesn't seem to affect the convergence very much. Hence for the weight ω(x) = e C |x| (ln(1+|x|)) γ both (BDna) and (BDa) are satisfied if and only if γ > 1. So our result is almost the best possible result we may expect. For more comments on this question, see also the introduction and the chapter on the Wiener property.
(ii) Instead of using the result of Paley-Wiener in the construction of functional calculus, one may also use results of Mandelbrojt ([13] , [14] ).
5. The algebra L 1 (G, ω)
5.1. We first mention some properties of the Banach * -algebra L 1 (G, ω) which hold for arbitrary locally compact groups and arbitrary weights ω and which are obtained by standard arguments. The left translations a → a f , where a f (x) = f (a −1 x), are strongly continuous from G to L 1 (G, ω). The same is true for right translations.
The algebra L 1 (G, ω) admits bounded approximate identities. This property ensures that the closed left, right and two-sided ideals in L 1 (G, ω) are just the closed left, right and two-sided translation invariant subspaces.
Let π be a strongly continuous representation of G on a Banach space such that for all x ∈ G, π(x) op ≤ C · ω(x) for some positive constant C. Then π defines a representation of L 1 (G, ω) by
If the representation π of G is irreducible, then the same is true for the corresponding representation of
Because of the existence of bounded approximate identities, the classical proof shows that there exists a representation π of G satisfying π(x) op ≤ C · ω(x) and such that
We are only interested in * -representations on Hilbert spaces. In this case we have: If π is a * -representation of L 1 (G, ω) on a Hilbert space H, then the corresponding representation π of G is unitary and π is the restriction to
The previous remarks apply in particular to π ∈Ĝ (the set of equivalence classes of topologically irreducible unitary representations of G). There is a bijection betweenĜ and the set of equivalence classes of topologically irreducible, continuous
) be the space of the kernels of the topologically irreducible * -representations of L 1 (G, ω) (resp. L 1 (G)). This space is endowed with the hull-kernel topology, i.e. the closed sets are of the form h(k(A)), where A is an arbitrary subset of Prim * L 1 (G, ω), where
and where
Similarly for Prim * L 1 (G). Let now G be a compactly generated, locally compact group with polynomial growth and let ω be a weight on G that satisfies (BDna). Hence functional calculus exists on a total part of L 1 (G, ω).
Notations. Let's note C c (G) for the set of continuous functions with compact support on G. Let's denote by Φ the set of continuous functions ϕ from R to R, periodic of period 2π, with ϕ(0) = 0, with supp ϕ compact, that operate by functional calculus on the set of the continuous, self-adjoint functions with compact support on G, given by 4.5 and 4.8.
We may then prove the following proposition:
Proposition 5.2. Let G and ω be as explained in 5.
Then the following are equivalent:
Proof. The equivalence of (vii) and (viii) is due to the fact that every locally compact group of polynomial growth is * -regular ( [3] ). The equivalences of (i) and (ii), resp. of (vi) and (vii), result from the definition of the hull-kernel topology. The implication
. This proves the equivalence of (iii), (iv) and (v). The implication (v) ⇒ (vi) is trivial. The last implication that has to be proven is (ii) ⇒ (iii). Its proof uses standard arguments on functional calculus (see for instance [11] ). Let's assume that (iii) is false. There exists g ∈ C c (G) such that
We may of course assume that g = g * (by replacing g by g * g * ) and that g 1 ≤ 1 (by dividing g through g 1 ). Let's now take ϕ ∈ Φ such that ϕ ≡ 0 on a neighbourhood of [− sup π∈C π(g) op , sup π∈C π(g) op ] and such that ϕ( ρ(g) op ) = 1. Let f = ϕ{g}. Then, for every π ∈ C, π(f ) = π(ϕ{g}) = ϕ(π(g)) = 0 as ϕ ≡ 0 on the spectrum of π(g), and ρ(f ) = ρ(ϕ{g}) = ϕ(ρ(g)) = 0 as ϕ( ρ(g) op ) = 1 and as ρ(g) op is in the spectrum of ρ(g).
Proof. See [6] for the fact that (S) implies the symmetry of the algebra. Let's show that (BDa), and hence (BDna), implies property (S), i.e. the symmetry of the algebra. In fact, as the function n → s(|n|) is a weight on Z, A = lim n ln(s(n)) n ≥ 0 exists. Let's assume that A > 0. Then
for some ε > 0 such that A − ε > 0 and for some N 0 ∈ N. As the last sum diverges, (BDa) cannot be satisfied.
The symmetry of the algebra and the previous results imply the following theorem:
Theorem 5.8. Let G be a compactly generated, locally compact group with polynomial growth. Let ω be a weight on G satisfying (BDna). Then the spaces Prim G,
6. Minimal ideals 6.1. In this chapter we are going to study the existence of minimal ideals of
. This study relies mainly on the work of [11] . Moreover it is connected to the problem of the Wiener property which we shall consider in Section 7. The hypotheses on the group G and the weight ω will be the same as in 5. For a given closed subset C of Prim * L 1 (G, ω) (identified withĜ), let's introduce the following notations:
Let j(C) be the closed two-sided ideal of L 1 (G, ω) generated by m(C). For C = ∅ we get
An argument similar to the one in [11] gives the following result:
Proof. If C = ∅, C ⊂ h(j(C)). Otherwise, take π ∈ C and ϕ{f } ∈ m(C). Then, π(f ) op ≤ f C and π(ϕ{f }) = ϕ(π(f )) = 0, as ϕ ≡ 0 on the spectrum of π(f ). Hence m(C) ⊂ ker π, ker π ∈ h(j(C)) and C ⊂ h(j(C)). Conversely, let ρ ∈Ĝ \ C. By 5.2 there exists f ∈ C c (G) such that
We may of course assume that f = f * (by replacing f by f * f * ) and that f 1 ≤ 1 (by dividing by f 1 ). If C = ∅, replace f C by 0. Hence there exists ϕ ∈ Φ such that ϕ ≡ 0 on a neighbourhood of [− f C , f C ] and such that ϕ( ρ(f ) op ) = 0. By construction, ϕ{f } ∈ m(C) and ρ(ϕ{f }) = ϕ(ρ(f )) = 0 (as ρ(f ) op is in the spectrum of ρ(f ) and as ϕ( ρ(f ) op ) = 0). Hence ker ρ ∈ h(j(C)).
Because the algebra L 1 (G, ω) is also symmetric, a result of Ludwig [11] gives us the existence of minimal ideals of a given hull, as stated in the following theorem: Theorem 6.3. Let G be a compactly generated, locally compact group with polynomial growth. Let ω be a weight on G that satisfies condition (BDna). Let C be a closed subset ofĜ. There exists a closed two-sided ideal j(C) of L 1 (G, ω), with h(j(C)) = C, which is contained in every two-sided closed ideal I with h(I) ⊂ C.
Proof. Take ϕ{f } ∈ m(C) arbitrary. By 2.2 and 4.8 there exists ψ ∈ Φ such that ϕ · ψ = ψ · ϕ = ϕ. Hence ψ{f } * ϕ{f } = ϕ{f } and ψ{f } ∈ m(C). Moreover h({ψ{f }}) ⊃ h(m(C)) = C. We then apply lemma 2 of [11] to conclude.
Wiener property
Let us recall the following definition (see [6] ): Definition 7.1. Let A be a Banach * -algebra. We say that A has the Wiener property (W ) if for every proper closed two-sided ideal I of A, there exists a topologically irreducible * -representation π of A such that I ⊂ ker π. If A is of the form L 1 (G) for some locally compact group G, we also say that the group G has the Wiener property.
Examples 7.2. (i) In [15] it is shown that if G is a connected, simply connected, nilpotent Lie group and if ω is a polynomial weight on G, then L 1 (G, ω) has the Wiener property.
(ii) In [6] it is shown that if G is a compactly generated, locally compact group with polynomial growth and if ω is a weight on G that is at most sub-exponential, then the algebra L 1 (G, ω) has the Wiener property.
(iii) For abelian groups, Domar ([5] ) has shown that L 1 (G, ω) has the Wiener property if +∞ n=1 ln(ω(x n )) n 2 < +∞ for all x ∈ G. This is in particular the case if ln(ω(nx)) n 2 < +∞ (we write nx instead of x n as G = R) for every x ∈ R (see the introduction for more details).
In this section we shall study the Wiener property for algebras of the form L 1 (G, ω) , where G is a compactly generated, locally compact group with polynomial growth and ω is a weight on G satisfying condition (BDna), and hence such that L 1 (G, ω) is a symmetric * -algebra that admits functional calculus. We shall first prove that in this situation the set m(∅) contains functions ϕ{f s } satisfying
, for all F ∈ C c (G). The techniques of the proof will be the same as those used in ( [6] ) for the Wiener property, adapted to the new method of functional calculus.
7.3. Let (f s ) s be a bounded approximate identity in L 1 (G, ω) such that, for all s,
where C is a positive constant, V s a compact symmetric neighbourhood of e in G and K a fixed compact set. We shall show that there exists a periodic function ϕ ∈ Φ of period 2π with ϕ(1) = 1, ϕ ≡ 0 in a neighbourhood of 0, such that As the functions f s are uniformly bounded in L 1 (G, ω), it is easy to check that for every fixed n, e infs * F → e in F 
for all s, then (as n∈Zφ (n)e in = ϕ(1) = 1 converges) we can choose N ≥ N 1 such that |n|>Nφ (n)e in F ω < ε 2 .
Thus it suffices to show (4 with constants K 2 and K 3 given by
where the constants C, K, C just depend on the growth of the weight and where q ∈ N * is such that supp F ⊂ U q . Moreover, as the support of the functions f s is contained in a fixed compact set, there exists p ∈ N * such that supp f s ⊂ U p and hence f s ω ≤ sup x∈U p ω(x) f s 1 = sup x∈U p ω(x) = s(p), for all s. Hence the constants K 2 and K 3 may in fact be chosen independently of s. Moreover, up to a constant, the bound is exactly the same as the one obtained for u(nf s ) ω . Hence, if the weight ω satisfies (BDna), there exist functions ϕ ∈ Φ satisfying the required conditions such that (4) holds. This proves the following result:
Theorem 7.4. Let G be a compactly generated, locally compact group with polynomial growth. Let ω be a weight on G that satisfies condition (BDna). Then L 1 (G, ω) has the Wiener property.
Proof. By 7.3, j(∅) contains all of C c (G) and hence equals L 1 (G, ω), as all the ϕ{f s } are in m(∅) ⊂ j(∅). Finally, if I is a closed two-sided ideal of L 1 (G, ω) such that h(I) = ∅, then L 1 (G, ω) = j(∅) ⊂ I by 6.3.
Examples 7.5. (i) In 4.10 (i), (iii) we have examples of weights that satisfy (BDna) and hence give a group algebra L 1 (G, ω) that has the Wiener property.
(ii) Examples 4.10 (iv), (v) give certain growth conditions on the coefficients c i for the corresponding weight ω to satisfy (BDna). Under these conditions L 1 (G, ω) has the Wiener property.
(iii) Let ω(x) = e C |x| (ln(|x|+1)) γ . Then ω satisfies (BDna) if and only if γ > 1. Hence, for γ > 1, L 1 (G, ω) has the Wiener property. This is the best possible result. In fact, if G = R, the result of Vretblad ([20] ) shows that if L 1 (R, ω) has the Wiener property, then γ > 1. So even if G = R, we get the same condition on γ that we had already in this paper for the non abelian case.
