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Abstract
We present several versions of Regularized Combined Field Integral Equation (CFIER) for-
mulations for the solution of three dimensional frequency domain electromagnetic scattering
problems with Perfectly Electric Conducting (PEC) boundary conditions. Just as in the Com-
bined Field Integral Equations (CFIE), we seek the scattered fields in the form of a combined
magnetic and electric dipole layer potentials that involves a composition of the latter type of
boundary layers with regularizing operators. The regularizing operators are of two types: (1)
modified versions of electric field integral operators with complex wavenumbers, and (2) princi-
pal symbols of those operators in the sense of pseudodifferential operators. We show that the
boundary integral operators that enter these CFIER formulations are Fredholm of the second
kind, and invertible with bounded inverses in the classical trace spaces of electromagnetic scat-
tering problems. We present a spectral analysis of CFIER operators with regularizing operators
that have purely imaginary wavenumbers for spherical geometries—we refer to these operators as
Caldero´n-Ikawa CFIER. Under certain assumptions on the coupling constants and the absolute
values of the imaginary wavenumbers of the regularizing operators, we show that the ensuing
Caldero´n-Ikawa CFIER operators are coercive for spherical geometries. These properties allow
us to derive wavenumber explicit bounds on the condition numbers of Caldero´n-Ikawa CFIER
operators. When regularizing operators with complex wavenumbers with non-zero real parts are
used—we refer to these operators as Caldero´n-Complex CFIER, we show numerical evidence
that those complex wavenumbers can be selected in a manner that leads to CFIER formulations
whose condition numbers can be bounded independently of frequency for spherical geometries.
In addition, the Caldero´n-Complex CFIER operators possess excellent spectral properties in
the high-frequency regime for both convex and non-convex scatterers. We provide numerical
evidence that our solvers based on fast, high-order Nystro¨m discretization of these equations
converge in very small numbers of GMRES iterations, and the iteration counts are virtually
independent of frequency for several smooth scatterers with slowly varying curvatures.
Keywords: electromagnetic scattering, Combined Field Integral Equations, pseudodiffer-
ential operators, high-frequency.
1 Introduction
The simulation of frequency domain electromagnetic wave scattering gives rise to a host of compu-
tational challenges that mostly result from oscillatory solutions, and ill-conditioning in the low and
high-frequency regimes. Computational modeling of electromagnetic scattering has been attempted
based on the classical Finite-Difference Time-Domain (FDTD) methods. However, algorithms based
on the finite-difference or finite-element discretizations require discretization of unoccupied volu-
metric regions and give rise to numerical dispersion which is inevitably associated with numerical
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propagation of waves across large numbers of volumetric elements [9]. An important computational
alternative to finite-difference and finite-element approaches is found in boundary integral meth-
ods. Numerical methods based on integral formulations of scattering problems enjoy a number of
attractive properties as they formulate the problems on lower-dimensional, bounded computational
domains and capture intrinsically the outgoing character of scattered waves. Thus, on account
of the dimensional reduction and associated small discretizations (significantly smaller than the
discretizations required by volumetric finite-element or finite-difference approximations), in con-
junction with available fast solvers [12, 15–17, 19, 20, 26, 27, 50, 51, 55], numerical algorithms based
on integral formulations, when applicable, can outperform their finite-element/difference counter-
parts. On account of this, and whenever possible, the simulation of high-frequency scattering
problems relies almost exclusively on boundary integral equations based solvers. There has been
significant recent progress on extending the range of high-frequency solvers that can be solved by
boundary integral equation solvers, mostly in the case of scalar problems with Dirichlet boundary
conditions. This was made possible by hybrid methods that incorporate the known oscillatory be-
havior of solutions of boundary integral equations at high frequencies in order to reduce drastically
the number of unknowns—see the excellent review paper [21] for a full account of these methods.
While well-conditioned integral formulations for scalar problems with Dirichlet boundary con-
ditions have been known and used for quite some time, that is not the case for electromagnetic
problems. The scope of this paper is to address the question: what integral equations should
one use for the efficient simulation of high-frequency frequency-domain electromagnetic scattering
problems. The most widely used integral equation formulations for solution of frequency domain
scattering problems from perfectly electric conducting (PEC) closed three-dimensional objects are
the Combined Field Integral Equations (CFIE) formulations [39]. The CFIE are uniquely solvable
throughout the frequency spectrum, yet the spectral properties of the boundary integral operators
associated with the CFIE formulations are not particularly suited for Krylov-subspace iterative
solvers such as GMRES [17, 33]. This is attributed to the fact that the electric field (EFIE) op-
erator, which is a portion of the CFIE, is a pseudodifferential operator of order 1 [53, 59]—that
is, asymptotically, the action of the operator in Fourier space amounts to multiplication by the
Fourier-transform variable. Consistent with this fact, the eigenvalues of these operators accu-
mulate at infinity, which causes the condition numbers of CFIE formulations to grow with the
discretization size, a property that is shared by integral equations of the first kind. The lack of
well conditioning of the operators in CFIE is exacerbated at high frequencies, a regime where CFIE
require efficient preconditioners that should ideally control the amount of numerical work entailed
by iterative solvers. In this regard, one possibility is to use algebraic preconditioners, typically
based on multi-grid methods [24], or Frobenius norm minimizations and sparsification techniques
[25]. However, the generic algebraic preconditioning strategies are not particularly geared towards
wave scattering problems, and, in addition, they may encounter convergence breakdowns at higher
frequencies that require large discretizations [45, 61].
On the other hand, several alternative integral equation formulations for PEC scattering prob-
lems that possess good conditioning properties have been introduced in the literature in the past
fifteen years [2, 4–6, 17, 29, 33, 35, 37, 58]. Some of these formulations were devised to avoid the well-
known“low-frequency breakdown” [37, 63]. For instance, the current and charge integral equation
formulation [58], although not Fredholm of the second kind, does not suffer from the low-frequency
breakdown and has reasonable properties throughout the frequency range [11]. Another class of
Fredholm boundary integral equations of the second kind for the solution of PEC electromag-
netic scattering problems can be derived using generalized Debye sources [37]. Although these
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formulations targeted the low frequency case, their versions that use single layers with imaginary
wavenumbers possess good condition numbers for higher frequencies for spherical scatterers [62].
Another wide class of formulations that is directly related to the present work can be viewed
as Regularized Integral Equations as they typically involve using pseudoinverses/regularizers of
the electric field integral operators to mollify the undesirable derivative-like effects of the latter
operators. In the cases when the scattered electric fields are sought as linear combinations of
magnetic and electric dipole distributions, the former acting on tangential densities while the latter
acting on certain regularizing operators of the same tangential densities, the enforcement of the
PEC boundary conditions leads to Regularized Combined Field Integral Equations (CFIER) or
Generalized Combined Sources Integral Equations (GCSIE). In the case of smooth scatterers, the
various regularizing operators proposed in the literature one the one hand (a) Stabilize the leading
order effect of the pseudodifferential operators of order 1 that enter CFIE, so that the integral
operators in CFIER are compact perturbations of invertible diagonal matrix operators and (b)
Have certain coercivity properties that ensure the invertibility of the CFIER operators. One way
to construct regularizing operators that achieve the objective (a) can be pursued in the framework
of approximations of admittance/Dirichlet-to-Neumann operators (that is the operators that map
the values of the vector product between the unit normal and the electric field on the surface
of the scatterer to the value of the vector product between the unit normal and the magnetic
field on the surface of the scatterer—see Section 5) [2, 4, 5, 35] which can be connected to on-
surface radiation conditions (OSRC) [44]. Another way to construct such operators is to start
from Caldero´n’s identities [6, 17, 29, 33] that establish that the square of the electric field integral
operator is a compact perturbation of the identity. All of these regularizing operators are either
electric field integral operators, its vector single layer components, or their principal symbols in
the sense of pseudodifferential operators. The regularizing operators that have property (a) can
be modified to meet the requirement (b) either via quadratic partitions of unity [4, 5] or by means
of complexification of the wavenumber in the definition of electric field integral operators or its
components [2, 17, 33, 35]. To the best of our knowledge, only the regularized formulations in [4,
5, 17] are shown rigorously to be Fredholm integral equations of the second kind and invertible
in the appropriate trace spaces of electromagnetic scattering of smooth scatterers. In the case
of Lipschitz scatterers, the situation is more complicated. The well posedness of the classical
CFIE formulations has not yet been proved for Lipschitz boundaries. The main difficulty stems
from the lack of compactness of the magnetic field integral operators (sometimes referred to as
electromagnetic double layer operators) in the case of Lipschitz boundaries. Alternative boundary
integral equations [41, 57] use regularizers that act precisely on the magnetic field integral operators
and lead to formulations whose operators are compact perturbations of coercive operators. The
latter property ensures the well posedness of the aforementioned regularized boundary integral
equations in Lipschitz domains.
The main contribution of this paper is the design, analysis, and fast, high-order implementation
of a novel CFIER formulation which we refer to as Caldero´n-Complex CFIER. This formulation uses
regularizing operators that are multiples of EFIE operators with complex wavenumbers with positive
real and imaginary parts. We show that for smooth scatterers and under certain assumptions on the
magnitude of the real and imaginary parts of the wavenumbers in the definition of the regularizing
operators, the Caldero´n-Complex CFIER operators are Fredholm of index zero in appropriate
functional spaces and that these operators are injective. While the Fredholm property of these
novel operators can be established based on previous results in [19], the proof of their injectivity
requires a more involved analysis. We also show that in case of spherical scatterers, the complex
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wavenumbers in the definition of the regularizing operators can be selected so that to lead to
Caldero´n-Complex CFIER formulations that are coercive and have condition numbers that can be
bounded independently of the frequency for high-frequencies. This selection appropriately extended
to scatterers with slowly varying curvatures leads to formulations with similar properties.
In addition to the Caldero´n-Complex CFIER we extend the analysis developed in [17] to prove
for the first time in the literature the well posedness of CFIER formulations whose regularizing
operators are EFIE operators with purely imaginary wavenumbers. In order to be consistent with
notations in the literature [6], we refer to the latter operators as Caldero´n-Ikawa CFIER. These
operators were originally introduced in [33], but no analysis was given in that reference. The
Fredholm property of the Caldero´n-Ikawa CFIER operators is established based on techniques
developed in [17], and their injectivity is a consequence of certain well known positivity properties
of single layer operators with purely imaginary wavenumbers. In contrast to the Caldero´n-Complex
CFIER formulations, the Caldero´n-Ikawa CFIER formulations do not lead to iterations counts
independent of the wavenumber. Indeed, we establish rigorously in this paper that the condition
numbers of the Caldero´n-Ikawa CFIER grow like k2/3 as k →∞ in the case of spherical scatterers
of radius one. A key ingredient in the proof of this result is the coercivity of the Caldero´n-Ikawa
CFIER operators in the case of spherical geometries. We recall that if H is a Hilbert space, an
operator A : H → H ′ (where H ′ is the dual of H) is coercive if there exists a constant γ > 0
such that γ‖u‖2H ≤ <〈Au, u〉 for all u ∈ H, where 〈·, ·〉 denotes the duality pairing between H and
H ′. Our analysis uses and extends coercivity results introduced in [19, 38]. In order to put things
into perspective, we mention that in the case of unit spheres the condition numbers of the classical
Brackhage-Werner CFIE formulations of Helmholtz equations with Dirichlet boundary conditions
grow like k1/3 as k → ∞ [38] and those of the Ikawa CFIER formulations of Helmholtz equations
with Neumann boundary conditions also grow like k1/3 as k →∞ [19].
Another important contribution in this paper is a rigorous analysis of CFIER formulations
that use Fourier multiplier operators whose principal symbol (in the sense of pseudodifferential
operators) coincides with those of the EFIE regularizers described above. Such formulations were
originally introduced in [35] without a rigorous analysis, and very recently implemented in [13, 47].
In our analysis, establishing the Fredholm property of the principal symbol CFIER relies on the
pseudodifferential calculus, whereas their injectivity follows from the Helmholtz decomposition and
simple algebraic manipulations.
After discussing various CFIER formulations that require on complexified regularizing operators,
we present extensive numerical results on the performance of solvers based on optimally designed
Caldero´n-Complex CFIER, Caldero´n-Ikawa CFIER, and the classical CFIE formulations for smooth
convex and non-convex scatterers ans a very wide range of high frequencies spanning from 10 to
50 wavelengths. Our numerical results are produced by our fast, high-order Nystro¨m discretization
implementation of various boundary integral equation formulations considered in this text. The
details of our Nystro¨m method were presented in our previous contribution [17]; we use overlapping
partitions of unity and analytical resolution of kernel singularities to evaluate accurately the integral
operators. We use an accelerated version of our algorithms that generalizes to the electromagnetic
case the FFT “equivalent sources” accelerated algorithms in [15, 18]. For scatterers with slowly
varying curvatures, our solvers based on the novel Caldero´n-Complex CFIER formulations have
the remarkable property that the number of Krylov subspace linear algebra solvers are virtually
independent of frequency in the high-frequency range. This is in contrast with the behavior of our
solvers based on Caldero´n-Ikawa CFIER and CFIE formulations. Although the cost of a matrix-
vector product related to the Caldero´n-Complex CFIER formulations is on average 2.4 times more
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expensive than that related to the classical CFIE formulations and 1.5 times more expensive than
that related to the Caldero´n-Ikawa CFIER formulations introduced in our previous effort [17], the
remarkably fast rate of convergence of solvers based on the former formulations garners important
computational gains over the other two formulations. Specifically, in the high-frequency regime (e.g.
problems of electromagnetic size of 50 wavelengths) the computational gains of solvers based on the
novel Caldero´n-Complex CFIER formulations over solvers based on classical CFIE formulations can
be of factors 3.3. The computational gains over solvers based on the Caldero´n-Ikawa CFIER [17]
can be of factors 2.6.
The paper is organized as follows: in Section 2 we introduce and analyze a wide class of Caldero´n
CFIER formulations; in Section 3 we introduce and analyze the principal symbol counterparts of
the Caldero´n CFIER formulations, in Section 4 we analyze the spectral properties of the CFIER
operators for spherical geometries; in Section 5 we present a methodology of selecting the complex
wavenumbers in the definition of regularizing operators so that to lead to nearly optimal approxi-
mations of Dirichlet-to-Neumann operators in the case of spherical geometries; and in Section 6 we
present several numerical results that enable comparisons between the performance of our solvers
based on fast, high-order Nystro¨m discretizations of various integral formulations of PEC scattering
problems.
2 Regularized Combined Field Integral Equations
We consider the problem of evaluating the scattered electromagnetic field (Es,Hs) that results as
an incident field (Ei,Hi) impinges upon the boundary Γ of a perfectly conducting scatterer D.
Defining the total field by (E,H) = (Es +Ei,Hs +Hi), the scattered field is determined uniquely
by the time-harmonic Maxwell equations for wavenumbers k > 0
curl E− ikH = 0, curl H+ ikE = 0 in R3 \D (1)
together with the perfect-conductor (PEC) boundary conditions
n×E = 0 on Γ (2)
and the well known Silver-Mu¨ller radiation conditions at infinity on (Es,Hs) [31]. Here and in
what follows we assume that Γ is smooth (actually C2 would suffice) and n denote unit normals to
the surface Γ pointing into R3 \D.
Integral equation formulations for electromagnetic scattering problems can be derived starting
from magnetic and electric dipole distributions. Given a tangential density m on the scatterer Γ,
the magnetic dipole distribution corresponding to the density m is defined as
(Mm)(z) = curl
∫
Γ
Gk(z− y)m(y)dσ(y), z ∈ R3 \ Γ (3)
and the electric dipole distribution corresponding to the tangential density e is defined as
(Ee)(z) = curl curl
∫
Γ
Gk(z− y)e(y)dσ(y), z ∈ R3 \ Γ, (4)
where Gk is the outgoing fundamental solution attributed to the Helmholtz operator, Gk(z,y) =
Gk(z−y) = eik|z−y|4pi|z−y| . BothMm and Ee are radiative solutions of the electromagnetic wave equation
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curl curl u− k2u = 0 in R3 \D. The limits on Γ of n×Mm and n× Ee can be expressed in the
following form [40, 49]:
lim
→0+
n(x)× (Mm)(x+ n(x)) = m(x)
2
− (Kkm)(x)
lim
→0+
n(x)× (Ee)(x+ n(x)) = (Tke)(x), x ∈ Γ. (5)
In equations (5) Kk and Tk denote the magnetic and respectively the electric field integral operators.
These operators map tangential fields a on Γ into tangential fields on Γ, and are defined as [40]
(Kka)(x) = n(x)×
∫
Γ
∇yGk(x− y)× a(y)dσ(y), (6)
and
(Tka)(x) = ikn(x)×
∫
Γ
Gk(x− y)a(y)dσ(y)
+
i
k
n(x)×
∫
Γ
∇xGk(x− y)divΓa(y)dσ(y)
= (ik n× Sk + i
k
T 1k divΓ)a(x), x ∈ Γ. (7)
The integrals in the definition of Kk and T 1k divΓ should be interpreted in the sense of Cauchy
principal value integrals.
Regularized Combined Field Integral Equations for the solution of electromagnetic scattering
problems with perfectly electrically conducting boundary conditions seek representations of the
electromagnetic fields of the form
Es(x) = curl
∫
Γ
Gk(x− y)a(y)dσ(y)
+
i
k
curl curl
∫
Γ
Gk(x− y)(Ra)(y)dσ(y), (8)
Hs(x) =
1
ik
curl E(x), x ∈ R3 \D, (9)
where R denotes a tangential operator to be specified in what follows. Owing to the boundary
values in equations (5), equations (8) and (9) define outgoing solutions to the Maxwell equations
with perfect-conductor boundary conditions provided the tangential density a is a solution to the
integral equation
a
2
−Kka+ Tk(Ra) = −n×Ei. (10)
We aim to design regularizing operators R such that the operators I2−Kk+TkR are sums of invert-
ible diagonal matrix operators with constant entries (in the sense of the Helmholtz decomposition)
and compact operators in the Sobolev spaces Hmdiv(Γ) of H
m(TM(Γ)) tangential vector fields that
admit an Hm divergence [40] for all m ≥ 2. In this case the CFIER operators I2 − Kk + TkR
are second kind Fredhom operators. Given that the operator Kk is compact [40], if the operator
R is selected such that, modulo a compact operator, the composition of Tk and R plus I/2 is a
bounded invertible operator with a bounded inverse in the appropriate functional space setting,
then the representations (8)-(9) lead to Regularized Combined Field Integral Equations (CFIER).
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Operators R with the aforementioned property are referred to as right regularizing operators for
the operators Tk. We note that the classical Combined Field Integral Equations assume the choice
R = ξ n × I, ξ ∈ R [32, 39], and thus those operators R are not regularizing operators for Tk.
If R is chosen as a right regularizing operator for Tk, the integral operator on the left hand side
of (10) is a second kind Fredholm operator, and, thus, the unique solvability of equation (10) is
equivalent to the injectivity of the left-hand-side operator. Operators R with the aforementioned
property have been proposed and analyzed in the literature [17]. The aim of this paper is to present
a general strategy to produce and analyze novel regularizing operators R and to analyze previously
introduced regularizing operators for which an analysis does not exist in the literature.
The starting point of constructing suitable regularizing operators R is the Caldero´n’s identity
T 2k = I4 − K2k [40]. The regularizing operators R should thus resemble the electric field operator
Tk. If the choice R = Tk were made, the ensuing CFIER operators would not be injective since
for certain wavenumbers k the operators I2 − Kk are not injective [32, 40]. In order to ensure the
injectivity of the resulting CFIER operators, one strategy is to modify the wavenumber in the
definition of the regularizing operator R = Tk. Specifically, we propose a general regularizing
operator R of the form
R = η n× SK + ζ T 1K divΓ (11)
where η and ζ are complex numbers and K is a complex wavenumber such that =K > 0. Given
the starting point, we refer to the CFIER operators thus constructed as Caldero´n CFIER. We
first establish that given the choice in equation (11), and for general closed, smooth, and simply
connected manifolds Γ, the composition TkR can be represented as a compact perturbation of an
invertible diagonal matrix operator. The main idea in the proof is to use the Helmholtz decomposi-
tion of tangential vector fields on the smooth surface Γ in conjunction with the regularity properties
of integral operators with pseudo-homogeneous kernels [53] in the context of the Sobolev spaces
Hmdiv(Γ), m ≥ 2.
In what follows we use the notations and relations [49]:
−−→
curlΓφ = ∇Γφ× n (12)
curlΓa = divΓ(a× n) (13)
∆Γφ = divΓ∇Γφ = −curlΓ−−→curlΓφ (14)
where a is a tangential vector field and where φ is a scalar function defined on Γ. A few relevant
properties of the Helmholtz decomposition of tangential vector fields in Sobolev spaces are recounted
in what follows. We assume in what follows that in addition to being smooth, Γ is simply connected.
For a given smooth tangential vector field a ∈ Hmdiv(Γ) we have the Helmholtz decomposition [36]
a = ∇Γφ+−−→curlΓψ. (15)
We use the fact that ∆Γ is an isomorphism from the space H
s+2(Γ)/R to the space Hs∗(Γ) =
{u ∈ Hs(Γ) : ∫Γ u = 0} for all s ≥ 0 [36] and thus the right-inverse ∆−1Γ : Hs∗(Γ) → Hs+2(Γ)/R
can be properly defined. With the help of the latter operator, the functions φ and ψ in the
Helmholtz decomposition (15) are given by φ = ∆−1Γ divΓ a and ψ = −∆−1Γ curlΓ a. Clearly for
a tangential vector field a ∈ Hmdiv(Γ) we have φ ∈ Hm+2(Γ) and ψ ∈ Hm+1(Γ) [40]. Given that
Hmdiv(Γ) = ∇ΓHm+2(Γ)⊕
−−→
curlΓH
m+1(Γ) [36], we can define the corresponding orthogonal projection
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operators
Π∇Γ = ∇Γ∆−1Γ divΓ : Hmdiv(Γ)→ Hmdiv(Γ), (16)
Π−−→
curlΓ
= −−−→curlΓ∆−1Γ curlΓ : Hmdiv(Γ)→ Hmdiv(Γ). (17)
We will also make use of a more detailed version of the Helmholtz decomposition (15) that we
will review in what follows. For a smooth, closed, and simply connected two-dimensional manifold
Γ the Laplace-Beltrami operator ∆Γ admits a complete and countable sequence of eigenfunctions
which form an orthonormal basis in L2(Γ) [49], denoted by {Yn}0≤n such that
−∆ΓYn = γnYn, γn > 0 for 0 < n. (18)
These eigenfunctions of the Laplace-Beltrami operator turn out to be the building block for a com-
plete system of eigenfunctions of the vector Laplace-Beltrami operator (or Hodge Laplace operator)−→
∆Γ = ∇ΓdivΓ −−−→curlΓcurlΓ. Indeed, the system {∇ΓYn,−−→curlΓYn}1≤n forms a system of orthogonal
nontrivial eigenvectors for
−→
∆Γ with the same eigenvalues γn
−−→∆Γ∇ΓYn = γn∇ΓYn (19)
−−→∆Γ−−→curlΓYn = γn−−→curlΓYn. (20)
Given v ∈ L2(TM(Γ)), we have
v =
∞∑
n=1
vn
∇ΓYn√
γn
+
∞∑
n=1
wn
−−→
curlΓYn√
γn
(21)
so that {∇ΓYn√γn ,
−−→
curlΓYn√
γn
}1≤n is an orthonormal basis of the space of integrable tangential vector fields
L2(TM(Γ)), and an orthogonal basis in any of the Sobolev space Hs(TM(Γ)), s ≥ 0 of tangential
vector fields [49, pp. 206, 207].
Having reviewed the Helmholtz decomposition of tangential vector fields, we return to establish-
ing the unique solvability of the CFIER equations (10) with the choice of the regularizing operator
given in equation (11). Using the notation A ∼ B for two operators A and B that differ by a
compact operator from Hmdiv(Γ), m ≥ 2 to itself, we recall a result established in [17]
Lemma 2.1 The following property holds
Tk(n× SK) ∼ i
4k
Π−−→
curlΓ
. (22)
Based on the result in Lemma 2.1, we establish another useful result
Lemma 2.2 The following property holds
Tk(T 1K divΓ) ∼
ik
4
Π∇Γ . (23)
Proof. We have that
Tk T 1K divΓ = ik(n× Sk) T 1K divΓ = ik(n× Sk) T 1k divΓ
+ ik(n× Sk) (T 1K − T 1k ) divΓ.
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Given that SK − Sk : Hs−1(Γ) → Hs+2(Γ) for all s ≥ 0 [5, 41], we get that (T 1K − T 1k ) divΓ =
n × ∇(SK − Sk) divΓ : Hs(TM(Γ)) → Hs+1(TM(Γ)) for all s ≥ 0. If we further take into
account the fact that n × Sk : Hp(TM(Γ)) → Hp+1(TM(Γ)) for all p ≥ 0 [40, 49], we obtain
(n×Sk) (T 1K −T 1k ) divΓ : Hs(TM(Γ))→ Hs+2(TM(Γ)), and hence divΓ (n×Sk) (T 1K −T 1k ) divΓ :
Hs(TM(Γ)) → Hs+1(TM(Γ)) for all s ≥ 0. Consequently, we get that (n× Sk) (T 1K − T 1k ) divΓ :
Hmdiv(Γ)→ Hm+1div (Γ). Given the compact embedding of Hm+1div (Γ) into Hmdiv(Γ) [40, 49] we obtain
Tk T 1K divΓ ∼ ik(n× Sk) T 1k divΓ.
A simple consequence of Caldero´n’s identity T 2k = I4 − K2k and the compactness of the magnetic
field integral operator Kk in the space Hmdiv(Γ) [40, 49] is that
(n× Sk) T 1k divΓ + T 1k divΓ (n× Sk) ∼
I
4
.
Given that Tk = ikn× Sk + ikT 1k divΓ, we obtain
Tk (n× Sk) = ik(n× Sk) (n× Sk) + i
k
(T 1k divΓ) (n× Sk).
Since n × Sk : Hs(TM(Γ)) → Hs+1(TM(Γ)) we get that (n × Sk) (n × Sk) : Hs(TM(Γ)) →
Hs+2(TM(Γ)) for all s ≥ 0 and thus on account of compact embedding of Sobolev spaces we
obtain
(n× Sk) (n× Sk) : Hmdiv(Γ)→ Hmdiv(Γ)
is a compact operator. Consequently, the result in Lemma 2.1 leads to the following relation
T 1k divΓ (n× Sk) ∼
1
4
Π−−→
curlΓ
from which we obtain
(n× Sk) T 1k divΓ ∼
1
4
Π∇Γ
and hence the result of the Lemma now follows. 
Unique solvability Combining the results from Lemma 2.1 and Lemma 2.2 we establish the
unique solvability of the Caldero´n CFIER boundary integral equations (10) with the choice of
regularizing operator R given in equation (11) under certain conditions on the coupling parameters
η and ζ. We make use of a key result concerning certain positivity properties of scalar single layer
potentials with complex wavenumbers. Specifically, we use the fact that for all κ1 > 0, large enough
κ2 > 0, and for all ϕ ∈ H−1/2(Γ), ϕ 6= 0 the following positivity relations hold [49]
<
∫
Γ
∫
Γ
Gκ1+iκ2(x− y)ϕ(x)ϕ(y)dσ(x)dσ(y) > 0
=
∫
Γ
∫
Γ
Gκ1+iκ2(x− y)ϕ(x)ϕ(y)dσ(x)dσ(y) > 0. (24)
In what follows we use for simplicity the following notation
〈Sκ1+iκ2ϕ,ϕ〉 =
∫
Γ
∫
Γ
Gκ1+iκ2(x− y)ϕ(x)ϕ(y)dσ(x)dσ(y)
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and similar notations for its vector counterparts. Sufficient conditions for the validity of the
positivity relations (24) can be easily be established. Indeed, defining the Newton potential
U(z) =
∫
ΓGκ1+iκ2(z − y)ϕ(y)dσ(y), z ∈ R3 \ Γ, applications of Green’s identities and proper-
ties of the Dirichlet and Neumann traces of the potential U on Γ lead to the following relations
<
∫
Γ
∫
Γ
Gκ1+iκ2(x− y)ϕ(x)ϕ(y)dσ(x)dσ(y) = (κ22 − κ21)‖U‖2L2(R3) + ‖∇U‖2L2(R3)
and
=
∫
Γ
∫
Γ
Gκ1+iκ2(x− y)ϕ(x)ϕ(y)dσ(x)dσ(y) = 2κ1κ2‖U‖2L2(R3).
Thus, if κ2 ≥ κ1, the positivity properties (24) hold. However, this requirement can be relaxed,
see [49].
Theorem 2.3 If we take the wavenumber K in the definition of the regularizing operator R defined
in equation (11) such that K = κ1 + iκ2, 0 ≤ κ1, 0 < κ2, then the boundary integral operator in
the left-hand side of equations (10) satisfy the following property
I
2
−Kk + Tk R ∼
(
1
2
+
ikζ
4
)
Π∇Γ +
(
1
2
+
iη
4k
)
Π−−→
curlΓ
(25)
and thus are Fredholm operators of index zero in the spaces Hmdiv(Γ), m ≥ 2. If in addition η 6= 0
and either <η ≥ 0, =η ≤ 0, <ζ ≤ 0, Imζ ≥ 0 or <η ≤ 0, =η ≥ 0, <ζ ≥ 0, =ζ ≤ 0, the integral
equations (10) are uniquely solvable in the spaces Hmdiv(Γ), m ≥ 2 for sufficiently large values of
κ2.
Proof. The result in equation (25) follows from those established in Lemma 2.1 and
Lemma 2.2. Clearly, in the light of equation (25), the boundary integral operator that enters the
CFIER formulation is Fredholm in the spaces Hmdiv(Γ), m ≥ 2. Consequently, the invertibility of
this operator is equivalent to its injectivity. To establish its injectivity, let a be a solution of equation
(10) with Ei = 0. It follows that the electromagnetic field (Es,Hs) defined by equations (8)-(9) is an
outgoing solution to the Maxwell equations in the unbounded domain R3\D whose boundary values
Es+ on Γ satisfy the homogeneous conditions n × Es+ = 0. In view of the uniqueness of radiating
solutions for exterior Maxwell problems [32, 49] we obtain Es = Hs = 0 identically in R3 \D. It
follows then from the standard jump relations of vector layer potentials given in equations (5) that
the interior traces of the electric and magnetic fields defined in formulas (8) and (9) satisfy the
relations
−n×Es− = a, −n× Hs− = Ra, on Γ.
Taking the scalar product of the second of these relations with the conjugate of the first one, using
standard vector relations, integrating over Γ and apply the divergence theorem gives∫
Γ
(Ra) · n× a¯dσ =
∫
Γ
(E¯s− ×Hs−) · n dσ = −ik
∫
D
{|Hs−|2 − |Es−|2}dx. (26)
We have ∫
Γ
(n× SKa) · (n× a¯)dσ =
∫
Γ
SKa · a¯dσ (27)
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and ∫
Γ
T 1KdivΓa · (n× a¯)dσ =
∫
Γ
n×∇Γ(SKdivΓa) · (n× a¯)dσ
= −
∫
Γ
−−→
curlΓ(SKdivΓa) · (n× a¯)dσ
= −
∫
Γ
(SKdivΓa) curlΓ(n× a¯)dσ
= −
∫
Γ
(SKdivΓa) divΓa¯dσ. (28)
In conclusion we obtain from equations (27) and (28) that∫
Γ
(Ra) · n× a¯dσ = η
∫
Γ
SKa · a¯dσ − ζ
∫
Γ
(SKdivΓa) divΓa¯dσ.
Thus, denoting by η = ηR + iηI and ζ = ζR + iζI we get that
<
∫
Γ
(Ra) · n× a¯dσ = ηR<〈SKa,a〉 − ηI=〈SKa,a〉
− ζR<〈SKdivΓa, divΓa〉+ ζI=〈SKdivΓa, divΓa〉. (29)
Given that for K = κ1 + iκ2 with κ ≥ 0 and  ≥ 0 we have the following positivity relations which
follow from equations (24)
<〈SKa,a〉 > 0, =〈SKa,a〉 ≥ 0, <〈SKdivΓa,divΓa〉 ≥ 0, =〈SKdivΓa,divΓa〉 ≥ 0 (30)
for all a ∈ H−1/2div (Γ), a 6= 0. Taking into account the identity (29) and the positivity relations (30)
we obtain that given the choice
η 6= 0
we have that if
ηR ≥ 0, ηI ≤ 0, ζR ≤ 0, ζI ≥ 0,
or
ηR ≤ 0, ηI ≥ 0, ζR ≥ 0, ζI ≤ 0,
then
<
∫
Γ
(Ra) · n× a¯dσ > 0 or <
∫
Γ
(Ra) · n× a¯dσ < 0.
The last relations and equation (26) imply that a = 0 and thus the integral operator in the left-hand
side of equation (10) is injective under the assumptions in this Theorem. 
Remark 2.4 We note that the choice K = iκ2, κ2 > 0, η = ξκ2, and ζ = −ξκ−12 , where ξ > 0
leads to regularizing operators of the form R = −ξTiκ2 that have been introduced in [33], but no
rigorous proof of invertibility was provided in that reference. Also, the choice K = iκ2, κ2 > 0,
η = −ξκ2, and ζ = 0 that amounts to choosing the regularizing operator in the form R = ξ n×Siκ2
has been proposed in the literature [17]. Since these types of regularizing operators are related to
the Ikawa operator −∆ + κ22I, we refer to the ensuing CFIER formulations as Caldero´n-Ikawa
CFIER [6].
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A main contribution of this work is to analyze a new type of regularizing operators given by
R = −γ Tκ1+iκ2 with γ > 0, κ1 > 0 and κ2 > 0 large enough—we refer to the ensuing CFIER
formulations as Caldero´n-Complex CFIER. In this case, η = −γ(κ2+iκ1) and ζ = γ κ2+iκ1κ21+κ22 , and thus
the unique solvability of the Caldero´n-Complex CFIER equations with the choice R = −γ Tκ1+iκ2
is not guaranteed by the result in Theorem 2.3. Nevertheless, we establish this property in the
following result:
Theorem 2.5 If we consider the regularizing operator R = −γ Tκ1+iκ2 where γ > 0, κ1 > 0 and
κ2 > 0 and (i) there exists c12 > 0 independent of κ1 and κ2 such that κ2 = (1 + c12)κ1 and (ii) κ2
is large enough, then the boundary integral operators
Bk,γ,κ1,κ2 =
I
2
−Kk − γTk Tκ1+iκ2 (31)
have the property
Bk,γ,κ1,κ2 ∼
(
1
2
+
γ k
4(κ1 + iκ2)
)
Π∇Γ +
(
1
2
+
γ(κ1 + iκ2)
4k
)
Π−−→
curlΓ
. (32)
and in addition they are continuous with bounded inverses in the spaces Hmdiv(Γ), m ≥ 2.
Proof. We note that relation (32) follows from the results established in Lemma 2.1 and
Lemma 2.2. Just as in the proof of Theorem 2.3, the result of the Theorem is established once we
show that
−<
∫
Γ
(Tκ1+iκ2a) · n× a¯dσ = κ2<〈Sκ1+iκ2a,a〉+ κ1=〈Sκ1+iκ2a,a〉
+
κ2
κ21 + κ
2
2
<〈Sκ1+iκ2divΓa,divΓa〉 −
κ1
κ21 + κ
2
2
=〈Sκ1+iκ2divΓa, divΓa〉
> 0 (33)
for all κ1 and κ2 satisfying the assumptions (i) and (ii), and all a ∈ Hmdiv(Γ), a 6= 0 where m ≥ 2.
We will make use in the proof of this result of techniques developed in the proof of Lemma 5.6.1
in [49]. In a nutshell, we show that the sesquilinear form in the left-hand side of equation (33) can
be represented as a principal (diagonal) part plus a part that can be made arbitrarily small for
large enough values of κ2. The principal part, in turn, is shown to be coercive with a coercivity
constant that is independent of κ1 and κ2.
Let us assume a covering of R3 by a collection of uniformly distributed balls of radiim(log κ2)/κ2.
Let us denote these balls by Bj and their centers by bj . Let us denote by Bi the balls that intersect
Γ, in which case we denote Γi = Γ ∩ Bi. Let us denote by N the cardinality of the set {Γi} that
constitute a covering of Γ for large enough κ2; obviously N ≈ κ22. We use a partition of unity
associated with the sets Γi that consists of functions λi that have value 1 on the ball Bi and their
support included in the union of neighboring balls intersecting Bi. In each of these sets we consider
a central point yi and an associated chart that is the projection ψi on the tangent plane to Γ at
the point yi. The maps ψi are isomorphisms from Γi to R2.
Let ϕ ∈ L2(Γ); we decompose ϕ using the partition of unity {λi} in the form
ϕ =
∑
i
ϕi, ϕi = ϕλi.
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We have then∫
Γ
∫
Γ
Gκ1+iκ2(x− y)ϕ(x)ϕ(y)dσ(x)dσ(y) =
∑
j,`
∫
Γj
∫
Γ`
e(−κ2+iκ1)|x−y|
4pi|x− y| ϕj(x)ϕ`(y)dσ(x)dσ(y).
For any pair of points x and y in two different balls Bj and B` that do not intersect, we get that
since |x− y| ≥ m(log κ2)κ2 , then κm2 e−κ2|x−y| ≤ 1, and thus if the sets Γj and Γ` do not intersect the
following estimate holds∣∣∣∣∣
∫
Γj
∫
Γ`
Gκ1+iκ2(x− y)ϕj(x)ϕ`(y)dσ(x)dσ(y)
∣∣∣∣∣ ≤ cκm−12 ‖ϕ‖L2(Γj)‖ϕ‖L2(Γ`) (34)
where c is a constant independent of κ2. For a given number p and any chart Γi we associate
the p neighboring charts so that the distance between the central points yi and yj is less than
p(log κm2 )/κ2. We denote by Γ
p
i the union of Γi and its p neighbors, and by sp(i) the set of indices
j such that Γj is contained in Γ
p
i . We define the diagonal and quasi-diagonal contributions D as
D =
∑
i
∫
Γ
∫
Γ
Gκ1+iκ2(x− y)
 ∑
j∈sp(i)
ϕj(x)
 ∑
`∈sp(i)
ϕ`(y)
 dσ(x)dσ(y)
=
1
N
(∑
i
card sp(i)
)∫
Γ
∫
Γ
Gκ1+iκ2(x− y)ϕ(x)ϕ(y)dσ(x)dσ(y) +R
where the remainder R was shown in [49] to equal to
R =
∫
Γ
∫
Γ
∑
j,`
(
card [sp(j) ∩ sp(`)]− 1
N
∑
i
card sp(i)
)
ϕj(x)ϕ`(y)

× Gκ1+iκ2(x− y)dσ(x)dσ(y). (35)
For large enough κ2, we have that card sp(i) are all bounded by cp
2. Furthermore, for indices j
and ` such that the corresponding central points yj and y` satisfy |yj − y`| ≤ (log κm2 )/κ2 we have
the following estimate ∣∣∣∣∣card [sp(j) ∩ sp(`)]− 1N ∑
i
card sp(i)
∣∣∣∣∣ ≤ cp.
Combining the estimate above with the estimate (34), it follows [49] that the constants m and p
can be chosen so that
|<(R)| ≤ c p
N
∑
j,`
‖ϕ‖L2(Γj)‖ϕ‖L2(Γ`) ≤ c
p
κ22
∑
j,`
‖ϕ‖L2(Γj)‖ϕ‖L2(Γ`)
|=(R)| ≤ c p
N
∑
j,`
‖ϕ‖L2(Γj)‖ϕ‖L2(Γ`) ≤ c
p
κ22
∑
j,`
‖ϕ‖L2(Γj)‖ϕ‖L2(Γ`). (36)
Estimates (36) just established show that for large enough values of κ2 the main contributions to
the expressions <〈Sκ1+iκ2ϕ,ϕ〉 and =〈Sκ1+iκ2ϕ,ϕ〉 come from the real and imaginary parts of the
diagonal and quasi-diagonal terms D.
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We turn our attention to the diagonal and quasi-diagonal contributions D. For each of the
domains Γpi we use the charts associated with Γi, that is the projection on the tangent plane at
the central point yi. Given two points x and y in Γ
p
i , we denote by xp and yp their projections
onto the tangent plane at yi so that x = xp + s(xp)n(yi) and y = yp + s(yp)n(yi). We have that
|x − y|2 = |xp − yp|2 + |s(xp) − s(y)p|2, ∇s(yi) = 0, and D2s is bounded, from which it follows
that [49]
e(−κ2+iκ1)|x−y|
|x− y| =
e(−κ2+iκ1)|xp−yp|
|xp − yp| (1 + ψ(xp,yp))
where the function ψ is bounded by the quantity p(log κ2)/κ2. Thus, for large enough κ2, the
dominant contributions to the expression D related to Γpi stem from expressions of the form
Di =
∫
R2
∫
R2
e(−κ2+iκ1)|xp−yp|
|xp − yp| ϕ(xp)ϕ(yp)dσ(xp)dσ(yp)
where ϕ is compactly supported in R2, that is the difference |〈Sκ1+iκ2ϕ,ϕ〉 −Di| can be bounded
by products of quantities that decay rapidly to zero as κ2 →∞ and ‖ϕ‖L2(Γ). The same argument
can be repeated via an additional integration by parts procedure to deliver similar bounds on
expressions 〈Sκ1+iκ2divΓv,divΓv〉 for v ∈ H1div: the absolute value of the difference between those
expressions and their dominant contributions can be bounded by products of quantities that decay
rapidly to zero as κ2 →∞ and ‖v‖L2(TM(Γ)). Therefore, the targeted inequality (33) follows once we
establish that the sesquilinear form in the left hand side of equation (33) is coercive with a coercivity
constant independent of κ1 and κ2 in the case when Γ = {x3 = 0} and a is a vector field compactly
supported in R2. The latter inequality, in turn, is established using Fourier transforms; in what
follows the hat notation refers to Fourier transformed functions. In the case when Γ = {x3 = 0}, all
of the boundary integral operators that enter equation (33) are convolutions and can be expressed
in the Fourier space in terms of the Fourier transform of Gκ1+iκ2(x1, x2; 0) with respect to the first
two variables. Given the outgoing property of Gκ1+iκ2(x1, x2; 0), it can be shown that [34]
Gˆκ1+iκ2(ξ) =
1
2
√|ξ|2 − (κ1 + iκ2)2
where the square root is chosen so that its real and imaginary parts are both positive. Using
Plancherel’s identity we obtain
κ2<〈Sκ1+iκ2a,a〉 + κ1=〈Sκ1+iκ2a,a〉+
κ2
κ21 + κ
2
2
<〈Sκ1+iκ2divΓa,divΓa〉
− κ1
κ21 + κ
2
2
=〈Sκ1+iκ2divΓa, divΓa〉
=
κ2
2
∫
R2
<{(|ξ|2 − (κ1 + iκ2)2)−1/2}|aˆ(ξ)|2dξ
+
κ1
2
∫
R2
={(|ξ|2 − (κ1 + iκ2)2)−1/2}|aˆ(ξ)|2dξ
+
κ2
2(κ21 + κ
2
2)
∫
R2
<{(|ξ|2 − (κ1 + iκ2)2)−1/2}|ξ · aˆ(ξ)|2dξ
− κ1
2(κ21 + κ
2
2)
∫
R2
={(|ξ|2 − (κ1 + iκ2)2)−1/2}|ξ · aˆ(ξ)|2dξ. (37)
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The precise definition of the square root in equation (37) is given below. We define
η := κ21 − κ22
ρ :=
[
(|ξ|2 − η)2 + 4κ21κ22
]1/2
,
where the expression in the brackets in the definition of ρ can be seen to be positive. With the
notations above in place, we compute the real and imaginary parts of (|ξ|2 − (κ1 + iκ2)2)−1/2:
<{(|ξ|2 − (κ1 + iκ2)2)−1/2} =
√|ξ|2 − η + ρ√
2ρ
={(|ξ|2 − (κ1 + iκ2)2)−1/2} =
√
2κ1κ2√
ρ
√|ξ|2 − η + ρ.
Given the assumption (i) about κ1 and κ2 we have that κ2 > κ1. We show first that under this
assumption the following inequality holds
κ2<{(|ξ|2 − (κ1 + iκ2)2)−1/2} ≤ κ1={(|ξ|2 − (κ1 + iκ2)2)−1/2}, for all ξ ∈ R2. (38)
We see that the inequality (38) is equivalent to
|ξ|2 ≤ κ21 + κ22 + ρ = κ21 + κ22 +
[
(|ξ|2 − η)2 + 4κ21κ22
]1/2
for all ξ ∈ R2,
which obviously holds true given that η ≤ 0. We introduce the following notations
A : =
∫
R2
(
κ2<{(|ξ|2 − (κ1 + iκ2)2)−1/2}+ κ1={(|ξ|2 − (κ1 + iκ2)2)−1/2}
)
|aˆ(ξ)|2dξ
=
∫
R2
=
(
(κ1 + iκ2)[|ξ|2 − (κ1 + iκ2)2]−1/2
)
|aˆ(ξ)|2dξ
B : =
∫
R2
κ1={(|ξ|2 − (κ1 + iκ2)2)−1/2} − κ2<{(|ξ|2 − (κ1 + iκ2)2)−1/2}
κ21 + κ
2
2
|ξ · aˆ(ξ)|2dξ
=
∫
R2
=
(
[|ξ|2 − (κ1 + iκ2)2]−1/2
κ1 + iκ2
)
|ξ · aˆ(ξ)|2dξ.
We note that equation (38) implies the positivity of the imaginary part of the expression in the def-
inition of expression B. This, together with the Cauchy-Schwartz inequality |ξ · aˆ(ξ)|2 ≤ |ξ|2|aˆ(ξ)|2,
imply that
B ≤ E :=
∫
R2
=
(
|ξ|2[|ξ|2 − (κ1 + iκ2)2]−1/2
κ1 + iκ2
)
|aˆ(ξ)|2dξ.
We have then that
A−B ≥ A− E =
∫
R2
=
(−κ1 + iκ2
κ21 + κ
2
2
[|ξ|2 − (κ1 + iκ2)2]1/2
)
|aˆ(ξ)|2dξ.
Given that
<
√
|ξ|2 − (κ1 + iκ2)2 =
√|ξ|2 − η + ρ√
2
=
√
|ξ|2 − (κ1 + iκ2)2 = −
√
2κ1κ2√|ξ|2 − η + ρ
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we get that
=
(−κ1 + iκ2
κ21 + κ
2
2
[|ξ|2 − (κ1 + iκ2)2]1/2
)
=
1
κ21 + κ
2
2
(
κ2
√|ξ|2 − η + ρ√
2
+
√
2κ21κ2√|ξ|2 − η + ρ
)
.
Given that η ≤ 0, it follows from its definition that ρ ≥ |ξ|2 − η, and thus √|ξ|2 − η + ρ ≥√
2
√
κ22 − κ21 for all ξ ∈ R2. We have then
=
(−κ1 + iκ2
κ21 + κ
2
2
[|ξ|2 − (κ1 + iκ2)2]1/2
)
≥ 1
2
(
1− κ
2
1
κ22
)1/2
≥ 1
2
(
1− 1
(1 + c12)2
)1/2
,
by taking into account assumption (i) on κ1 and κ2. In conclusion, we obtain
κ2<〈Sκ1+iκ2a,a〉 + κ1=〈Sκ1+iκ2a,a〉+
κ2
κ21 + κ
2
2
<〈Sκ1+iκ2divΓa,divΓa〉
− κ1
κ21 + κ
2
2
=〈Sκ1+iκ2divΓa, divΓa〉 = A−B ≥
1
2
(
1− 1
(1 + c12)2
)1/2
‖a‖2L2(TM(Γ)),
from which the proof of the theorem follows. 
Remark 2.6 The assumption (i) in the statement of the Theorem 2.5 is not sharp, see the nu-
merical results in and Section 5 and Section 6.
3 Principal symbol regularizing operators
We present in what follows another class of regularizing operators that consists of operators that
have the same principal symbol in the sense of pseudodifferential operators [53, 59] as the opera-
tors R defined in equations (11). The main motivation behind using principal symbol regularizing
operators is that the resulting CFIER formulations have similar spectral properties as those that
use regularizing operators defined by boundary layers (see Section 4), but the computational cost
associated with the evaluation of principal symbol operators is a fraction of the cost associated
with the evaluation of the corresponding boundary layer operators. Indeed, since the latter op-
erators are Fourier multipliers, they can be evaluated efficiently by means of FFTs [19, 46], or
can be approximated by rational functions (e.g. Pade´ approximants) which can be also evaluated
efficiently [7, 8, 13].
The calculation of the principal symbols of the operators R defined in equations (11), is based
on the principal symbols of scalar and vector single layer operators SK and piΓSK for complex
wavenumbers K such that =K > 0, where the projection operator onto the tangent space of Γ is
defined by piΓ = (n× ·)× n. The principal symbols of these operators are equal to 1
2
√
|ξ|2−K2 and
1
2
√
|ξ|2−K2 I2 respectively [5, 19, 22, 54], where we view the operator piΓSk in terms of the Helmholtz
decomposition and I2 stands for the identity 2 × 2 matrix. In the previous equations the variable
ξ ∈ TM∗(Γ) represents the Fourier symbol of the tangential gradient operator ∇Γ, and TM∗(Γ)
represents the cotangent bundle of Γ [60]. Given that the principal symbol of the operators 12(−∆Γ−
K2)−
1
2 is equal to 1
2
√
|ξ|2−K2 and the principal symbol of the operator
1
2(−∆Γ −K2)−
1
2 I2 is equal
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to 1
2
√
|ξ|2−K2 I2 [60], the previous statement can be expressed more precisely in the form [5, 19, 54]
SK =
1
2
(−∆Γ −K2)− 12 mod Ψ−3(Γ), piΓSK = 1
2
(−∆Γ −K2)− 12 I2 mod Ψ−3(TM(Γ)) (39)
where Ψ−3(Γ) denotes the operator algebra of pseudodifferential operators of order −3 on Γ and
Ψ−3(TM(Γ)) denotes the operator algebra of pseudodifferential operators of order −3 on the space
of tangential vector fields on TM(Γ). The meaning of the notation A = B mod Ψs(Γ) where
A and B are pseudodifferential operators defined on scalar functions on Γ is that A − B is a
pseudodifferential operator of order s, that is A − B : Hp(Γ) → Hp+s(Γ); the definition is similar
in the case when the operators A and B are tangential pseudodifferential operators. It follows
immediately then from equations (39) that
n×SK = 1
2
(
∇Γ−−→
curlΓ
)T (
0 (−∆Γ −K2)− 12
−(−∆Γ −K2)− 12 0
)(
∆−1Γ divΓ
−∆−1Γ curlΓ
)
mod Ψ−3(TM(Γ)).
(40)
We make use of the following vector calculus identities
(−−→∆Γ −K2)− 12∇Γφ = ∇Γ(−∆Γ −K2)− 12φ (−−→∆Γ −K2)− 12−−→curlΓψ = −−→curlΓ(−∆Γ −K2)− 12ψ
which follow from representing the (smooth) scalar functions φ and ψ in the complete basis {Yn}0≤n
of L2(Γ) and taking into account equations (18) and (21). Let a = ∇Γφ+−−→curlΓψ; taking into account
the vector calculus identities presented above, we get(
∇Γ−−→
curlΓ
)T (
0 (−∆Γ −K2)− 12
−(−∆Γ −K2)− 12 0
)
(∇Γφ+−−→curlΓψ)
= (−−→∆Γ −K2)− 12 (∇Γψ −−−→curlΓφ) = (−−→∆Γ −K2)− 12 (n× a).
Thus, we can rewrite the previous equation (40) in the form
n× SK = 1
2
(−−→∆Γ −K2)− 12 (n× piΓ) mod Ψ−3(TM(Γ)). (41)
Similarly, given that T 1KdivΓ = −
−−→
curlΓSkdivΓ we obtain
T 1KdivΓ = −
1
2
(
∇Γ−−→
curlΓ
)T (
0 0
(−∆Γ −K2)− 12 ∆Γ 0
)(
∆−1Γ divΓ
−∆−1Γ curlΓ
)
mod Ψ−1(TM(Γ)). (42)
Using the previous vector calculus identities we get an equivalent representation of equations (42)
in the form
T 1KdivΓ = −
1
2
(−−→∆Γ −K2)− 12 −−→curlΓcurlΓ(n× piΓ) mod Ψ−1(TM(Γ)). (43)
If we define
PS(R) = η PS(n× SK) + ζ PS(T 1K divΓ)
PS(n× SK) = 1
2
(−−→∆Γ −K2)− 12 (n× piΓ)
PS(T 1K divΓ) = −
1
2
(−−→∆Γ −K2)− 12 −−→curlΓcurlΓ(n× piΓ) (44)
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then the following result is the counterpart of the result in Theorem 2.3 if we use in equations (8)
principal symbol regularizing operators PS(R) defined in equations (44) instead of the regularizing
operators R defined in equations (11)
Theorem 3.1 If we take the wavenumber K in the definition of the regularizing operator PS(R)
defined in equation (44) such that K = κ1 + iκ2, 0 ≤ κ1, 0 ≤ κ2, then the following property holds
I
2
−Kk + Tk PS(R) ∼
(
1
2
+
ikζ
4
)
Π∇Γ +
(
1
2
+
iη
4k
)
Π−−→
curlΓ
. (45)
Thus, the operators I2 − Kk + Tk PS(R) are Fredholm operators of index zero in the spaces
Hmdiv(Γ), m ≥ 2. If in addition η 6= 0 and either <η ≥ 0, =η ≤ 0, <ζ ≤ 0, Imζ ≥ 0 or
<η ≤ 0, =η ≥ 0, <ζ ≥ 0, =ζ ≤ 0, the operators I2 − Kk + Tk PS(R) are invertible with bounded
inverses in the spaces Hmdiv(Γ), m ≥ 2.
Proof. We obtain from relations (41) and (43) that
ηn× SK + ζ T 1K divΓ − η PS(n× SK)− ζ PS(T 1K divΓ) : Hs(TM(Γ))→ Hs+1(TM(Γ)).
Furthermore, since divΓ T 1K divΓ = divΓ PS(T 1K divΓ) = 0, we obtain
divΓ(R− PS(R)) = η divΓ(n× SK − PS(n× SK)) : Hs(TM(Γ))→ Hs+2(TM(Γ)).
Consequently, we get that
R− PS(R) : Hmdiv(Γ)→ Hm+1div (Γ)
and hence the operatorR−PS(R) : Hmdiv(Γ)→ Hmdiv(Γ) is compact given the compact embedding of
the space Hm+1div (Γ) in the space H
m
div(Γ). Taking into account the mapping property Tk : Hmdiv(Γ)→
Hmdiv(Γ) [40, 49], we established
I
2
−Kk + Tk PS(R) ∼ I
2
−Kk + Tk R.
Relation (45) follows now from the formula established above and relation (25). Also, the operators
I
2 −Kk + Tk PS(R) : Hmdiv(Γ)→ Hmdiv(Γ) are Fredholm of index zero and thus their invertibility is
equivalent to their injectivity. Just like in the proof of Theorem 2.3, the injectivity of the operators
I
2 −Kk + Tk PS(R) will follow once we establish the positivity/negativity of the sesquilinear form
< ∫Γ(PS(R)a)·n×a¯dσ. The main ingredient in the proof of the coercivity property of±<(PS(R)) is
the Helmholtz decomposition (21). We write the Helmholtz decomposition of the smooth tangential
vector field v = n× a in the form
n× a =
∞∑
n=1
an
∇ΓYn√
γn
+
∞∑
n=1
bn
−−→
curlΓYn√
γn
. (46)
Given the Helmholtz decomposition (46), the definition of the operator PS(n × SK) given in
equation (44), and the spectral properties recounted in formulas (19)-(20), we obtain∫
Γ
(PS(n× SK)a) · (n× a¯)dσ = 1
2
∞∑
n=1
(γn −K2)− 12 (|an|2 + |bn|2).
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On the other hand, given the definition of the operator PS(T 1K divΓ) in (44), we obtain∫
Γ
PS(T 1KdivΓa) · (n× a¯)dσ = −
1
2
∞∑
n=1
(γn −K2)− 12γn|bn|2.
Consequently, if we denote η = ηR + iηI and ζ = ζR + iζI we get that
<
∫
Γ
(PS(R)a) · n× a¯dσ = 1
2
∞∑
n=1
(ηR<(γn −K2)− 12 − ηI=(γn −K2)− 12 )(|an|2 + |bn|2)
− 1
2
∞∑
n=1
(ζR<(γn −K2)− 12 − ζI=(γn −K2)− 12 )γn|bn|2. (47)
Since γn > 0 and <K ≥ 0 and =K > 0, then <(γn − K2)− 12 > 0 and =(γn − K2)− 12 ≥ 0, the
coercivity of ±<(PS(R)) now follows, which completes the proof of the theorem. 
Another choice of regularizing operators that has been proposed in the literature [35] consists
of the following selection: K = κ1 + iκ2, η = −iγ K, and ζ = −γ iK with γ > 0 in equations (44),
that is
R = −γ PS(Tκ1+iκ2) = γ (κ2 − iκ1)PS(n× Sκ1+iκ2)− γ
κ2 + iκ1
κ21 + κ
2
2
PS(T 1κ1+iκ2 divΓ) (48)
where κ1 > 0 and κ2 > 0. We note that these regularizing operators are outside the range of
applicability of the result in Theorem 3.1 since <η > 0, =η < 0, <ζ < 0, but =ζ < 0. Nevertheless,
the choice R = −γ PS(TK) also leads to uniquely solvable CFIER formulations, as given in the
following
Theorem 3.2 If we take the wavenumber K in the definition of the regularizing operator −PS(TK)
defined in equation (48) such that K = κ1 + iκ2, 0 < κ1, 0 < κ2, then the following property holds
PSBk,γ,κ1,κ2 =
I
2
−Kk−γ Tk PS(TK) ∼
(
1
2
+
γ k
4(κ1 + iκ2)
)
Π∇Γ+
(
1
2
+
γ(κ1 + iκ2)
4k
)
Π−−→
curlΓ
. (49)
Furthermore, the operators PSBk,γ,κ1,κ2 are invertible with bounded inverses in the spaces
Hmdiv(Γ), m ≥ 2 provided that γ > 0.
Proof. The fact that the operators I2 −Kk − γ Tk PS(TK) has the property (49) was shown in
Theorem 3.1. The injectivity of these operators follows once we show that < ∫Γ(PS(TK)a)·n×a¯dσ >
0 for a 6= 0. Assuming the Helmholtz decomposition (46), we get just as in the proof of Theorem 3.1
the following identity
<
∫
Γ
(PS(TK)a) · n× a¯dσ = 1
2
∞∑
n=1
(<(γn −K2)− 12 + κ=(γn −K2)− 12 )|an|2
+
1
2
∞∑
n=1
αn|bn|2
αn = <(γn −K2)− 12 + κ=(γn −K2)− 12 )
+
(

κ2 + 2
<(γn −K2)− 12 − κ
κ2 + 2
=(γn −K2)− 12
)
γn. (50)
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A simple calculation gives
αn = <
(
i
K
(γn −K2) 12
)
=
1
κ2 + 2
(<(γn −K2) 12 − κ=(γn −K2) 12 ).
Given that for γn > 0 we have <(γn −K2) 12 > 0 and =(γn −K2) 12 < 0, it follows that αn > 0 and
hence < ∫Γ(PS(TK)a) · n× a¯dσ > 0 and the proof is complete. 
Remark 3.3 The result established in Theorem 3.2 can be viewed as a principal symbol counterpart
of that in Theorem 2.5, but without any restrictions on the magnitude of the real and imaginary
parts of the wavenumber K. This class of regularized formulations was considered in [35], yet
without an analysis of their unique solvability.
4 Spectral properties of the CFIER operators for spherical scat-
terers
The selection of the various parameters that enter the CFIER formulations considered in the two
previous sections (e.g. the complex wavenumber κ1 + iκ2 and the coupling parameter γ in the
definition of the regularizing operators R and PSR) is typically guided by optimizing the spectral
properties of the CFIER operators in the case of spherical scatterers. We investigate in this section
the spectral properties of the various CFIER operators considered in Section 2 and Section 3 in the
case when Γ is spherical. It turns out that in this case the eigenvalues of the CFIER operators are
related to eigenvalues of regularized combined field integral equations for 2D scattering problems
with Dirichlet and Neumann boundary conditions. We recall first several results about spectra
of combined field and regularized combined field integral operators for circular geometries in two
dimensions. The scattering problem from the unit circle in two dimensions with Dirichlet boundary
conditions consists of finding scattered fields us that are solutions of
∆us + k2us = 0 in {x : |x| > 1}
us = −uinc on S1
lim
|r|→∞
r1/2(∂us/∂r − ikus) = 0,
where uinc denotes the incident field. If one looks for the scattered field us in the form
us(z) =
∫
S1
∂G2Dk (z− y)
∂n(y)
φ(y)ds(y)− iη
∫
S1
G2Dk (z− y)φ(y)ds(y)
where G2Dk (z) =
i
4H
(1)
0 (k|z|), then φ is the solution of the following boundary integral equation
Dkφ = −uinc on Γ, Dkφ = φ
2
+Kkφ− iηSkφ (51)
where the double layer operator Kk is defined as (Kkφ)(x) =
∫
S1
∂G2Dk (x−y)
∂n(y) φ(y)ds(y), |x| = 1,
and the single layer operator Sk is defined as (Skφ)(x) =
∫
S1 G
2D
k (x − y)φ(y)ds(y), |x| = 1. The
operator Dk is diagonalizable in the orthogonal basis {eimθ : m ∈ Z, θ ∈ [0, 2pi)} and the eigenvalues
of the operator Dk are given by
Dkeimθ = dm(k, η)eimθ, m ∈ Z, dm(k, η) = ipik
2
J ′|m|(k)H
(1)
|m|(k) +
ηpi
2
J|m|(k)H
(1)
|m|(k). (52)
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The scattering problem from the unit circle in two dimensions with Neumann boundary conditions
consists of finding scattered fields us that are solutions of
∆us + k2us = 0 in {x : |x| > 1}
∂us
∂n
= −∂u
inc
∂n
on S1, n = x
lim
|r|→∞
r1/2(∂us/∂r − ikus) = 0,
where uinc denotes the incident field. If one looks for the scattered field us in the form [19]
us(z) = −
∫
S1
G2Dk (z− y)ψ(y)ds(y) + iξ
∫
S1
∂G2Dk (z− y)
∂n(y)
(Sikψ)(y)ds(y)
then ψ is the solution of the following boundary integral equation
Nkψ = −∂u
inc
∂n
on Γ, Nkψ = φ
2
−KTk ψ + iξ(Nk Sik)ψ
where the operator KTk is defined as (K
T
k ψ)(x) =
∫
S1
∂G2Dk (x−y)
∂n(x) ψ(y)ds(y), |x| = 1, and the operator
Nk is defined as (Nkψ)(x) = FP
∫
S1
∂2G2Dk (x−y)
∂n(x)∂n(y) ψ(y)ds(y), |x| = 1, where FP stands for Hadamard
Finite Parts integrals. The operator Nk is diagonalizable in the orthogonal basis {eimθ : m ∈ Z, θ ∈
[0, 2pi)} and the eigenvalues of the operator Nk are given by [19]
Nkeimθ = pm(k, ξ)eimθ, m ∈ Z,
pm(k, ξ) = 1− ipik
2
J ′|m|(k)H
(1)
|m|(k) +
ξpi2k2
4
J ′|m|(k)(H
(1)
|m|(k))
′[iJ|m|(ik)H
(1)
|m|(ik)]. (53)
It was proved in [19, 38] that there exists a constant C and k0 large enough such that for all k0 ≤ k
the following relations hold:
|dν(k, η)| ≤ C(1 + |η|k−2/3), |pν(k, ξ)| ≤ C(1 + |ξ|) for all 0 ≤ ν. (54)
Furthermore, if η = k in equations (51), then the following coercivity property was established
in [38]
<(dν(k, k)) ≥ 1
2
for all 0 ≤ ν, k0 ≤ k. (55)
Also, if ξ = k1/3 in equations (53), then there exists a constant C0 ≈ 0.377 such that [19]
<(pν(k, k1/3)) ≥ C0 for all 0 ≤ ν, k0 ≤ k. (56)
Remark 4.1 It was also established in [19] that by selecting η = 1 in equations (51), the real part
of the eigenvalues pν(k, 1) is still positive for sufficiently large values of k, but the corresponding
lower bounds are proportional to k−1/3 in that case.
Having reviewed the spectral properties of combined field integral operators for 2D scattering prob-
lems in circular geometries, we return to the case of eigenvalues of the electromagnetic scattering
boundary integral operators. For a spherical scatterer of radius one, the spectral properties of
the electromagnetic boundary integral operators can be expressed in terms of gradients and ro-
tationals of the spherical harmonics (Y mn )0≤n,−n≤m≤n. The system (Y mn )0≤n,−n≤m≤n constitutes
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an orthonormal basis of the space L2(S2). The system (∇S2Y mn ,
−−→
curlS2Y
m
n )1≤n,−n≤m≤n forms an
orthogonal basis of the space L2(TM(S2)). Here ∇S2 denotes the surface gradient on the sphere
S2, and for a scalar-valued function b defined on S2,
−−→
curlS2 b = (∇S2 b) × n. Furthermore, the sys-
tem
(
∇S2Ymn√
n(n+1)
,
−−→
curlS2Y
m
n√
n(n+1)
)
1≤n,−n≤m≤n
forms an orthonormal basis of the space L2(TM(S2)). The
spectral properties of the operators KK and TK for a wavenumber K are recounted below [43]:
KK(∇S2Y mn ) = −λn(K)∇S2Y mn , (57)
KK(−−→curlS2Y mn ) = λn(K)
−−→
curlS2Y
m
n , (58)
and
TK(∇S2Y mn ) = Λ(1)n (K)
−−→
curlS2Y
m
n , (59)
TK(−−→curlS2Y mn ) = Λ(2)n (K)∇S2Y mn , (60)
where
λn(K) =
iK
2
{jn(K)[Kh(1)n (K)]′ + h(1)n (K)[Kjn(K)]′}, (61)
Λ(1)n (K) = [Kjn(K)]
′[Kh(1)n (K)]
′, (62)
and
Λ(2)n (K) = −K2jn(K)h(1)n (K). (63)
In the formulas above jn and h
(1)
n denote the spherical Bessel and Hankel functions of the first
kind, respectively. From the spectral properties of the operators TK presented above, the spectral
properties of the operator n×SK can be derived immediately. Indeed, it follows from the definition
(7) (with k = K) that
(n× SK)(−−→curlS2Y mn ) =
Λ
(2)
n (K)
iK
∇S2Y mn , (64)
and, using the definition of the Laplace-Beltrami operator ∆S2 = divS2∇S2 and the fact that the
spherical harmonic Y mn is an eigenfunction of both the operator ∆S2 , with eigenvalue −n(n + 1),
as well as the single layer acoustic operator corresponding to the wavenumber K [49]
(SKY
m
n )(x) =
∫
S2
GK(x− y)Y mn (y)dσ(y) = iKjn(K)h(1)n (K)Y mn (x), |x| = 1 (65)
we obtain
(n× SK)(∇S2Y mn ) =
1
iK
(Λ(1)n (K) + n(n+ 1)jn(K)h
(1)
n (K))
−−→
curlS2Y
m
n = S
(1)
n (K)
−−→
curlS2Y
m
n . (66)
Consequently, the choice of the regularizing operators R = η κ n × Siκ, κ > 0 advocated in [17]
leads to boundary integral operators with the following spectral properties(
I
2
−Kk + ηκTk (n× Siκ)
)
∇S2Y mn =
(
1
2
+ λn(k) + ηκΛ
(2)
n (k)S
(1)
n (iκ)
)
∇S2Y mn
= A(1)n (k, κ, η)∇S2Y mn(
I
2
−Kk + ηκTk (n× Siκ)
)−−→
curlS2Y
m
n =
(
1
2
− λn(k)− ηΛ(1)n (k)Λ(2)n (iκ)
)−−→
curlS2Y
m
n
= A(2)n (k, κ, η)
−−→
curlS2Y
m
n . (67)
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On the other hand, the choice of the regularizing operators R = −ξTiκ, κ > 0, ξ > 0 introduced
in [33] leads to boundary integral operators with the following spectral properties(
I
2
−Kk − ξTk Tiκ
)
∇S2Y mn =
(
1
2
+ λn(k)− ξΛ(2)n (k)Λ(1)n (iκ)
)
∇S2Y mn
= B(1)n (k, κ, ξ)∇S2Y mn(
I
2
−Kk − ξTk Tiκ
)−−→
curlS2Y
m
n =
(
1
2
− λn(k)− ξΛ(1)n (k)Λ(2)n (iκ)
)−−→
curlS2Y
m
n
= B(2)n (k, κ, ξ)
−−→
curlS2Y
m
n .
(68)
We note that the operators
(
I
2 −Kk + ηκTk (n× Siκ)
)
and
(
I
2 −Kk − ξTk Tiκ
)
are diagonal in
the orthonormal basis
(
∇S2Ymn√
n(n+1)
,
−−→
curlS2Y
m
n√
n(n+1)
)
1≤n,−n≤m≤n
of the space L2(TM(S2)), having the same
eigenvalues (A
(1)
n (k, κ, η), A
(2)
n (k, κ, η) and (B
(1)
n (k, κ, ξ), B
(2)
n (k, κ, ξ)) in that basis. We investigate
next the behavior of the eigenvalues (A
(1)
n (k, κ, η), A
(2)
n (k, κ, η) and (B
(1)
n (k, κ, ξ), B
(2)
n (k, κ, ξ)) for
suitable choices of the parameters κ, η, and ξ. The numerical evidence suggests that the choice
κ = ck (where c = 1/2 or c = 1) leads to boundary integral operators with very good spectral
properties [17] and [33]. We will consider next therefore κ = k—the general case κ = ck with c
being a constant independent of k can be treated analogously. We start by stating a useful result
whose proof follows the same lines as the proof of Lemma 3.1 in [19] and it will be presented in the
Appendix:
Lemma 4.2 There exist constants Cj > 0, j = 1, . . . , 4 and a number k˜0 > 0 such that
(i) C1k
−2(n2 + k2)1/2 ≤ iJ ′n+1/2(ik)(H(1)n+1/2)′(ik) ≤ C2k−2(n2 + k2)1/2
(ii)
1
4
(n2 + k2)−1/2 ≤ −S(1)n (ik) ≤ C3(n2 + k2)−1/2 + C3k−2
(iii)|J ′n+1/2(ik)H(1)n+1/2(ik)| ≤ C4k−1, |Jn+1/2(ik)(H
(1)
n+1/2)
′(ik)| ≤ C4k−1
for all k > k˜0 and all n ≥ 0.
We investigate next the properties of the eigenvalues (A
(1)
n (k, k, η), A
(2)
n (k, k, η))1≤n. We have
A(1)n (k, k, η) =
ipik
2
J ′n+1/2(k)H
(1)
n+1/2(k)−
ηpik2
2
Jn+1/2(k)H
(1)
n+1/2(k)S
(1)
n (ik) + a
(1)
n (k)
A(2)n (k, k, η) = 1−
ipik
2
J ′n+1/2(k)H
(1)
n+1/2(k) +
ηpi2k2
4
J ′n+1/2(k)(H
(1)
n+1/2)
′(k)[iJn+1/2(ik)H
(1)
n+1/2(ik)]
+ a(2)n (k, η) = pn+1/2(k, η) + a
(2)
n (k, η)
(69)
where
a(1)n (k) =
ipi
4
Jn+1/2(k)H
(1)
n+1/2(k)
a(2)n (k, η) = −
ipi
4
Jn+1/2(k)H
(1)
n+1/2(k) +
ηpi2
4
[iJn+1/2(ik)H
(1)
n+1/2(ik)]
× [1
4
Jn+1/2(k)H
(1)
n+1/2(k) +
k
2
Jn+1/2(k)(H
(1)
n+1/2)
′(k) +
k
2
J ′n+1/2(k)H
(1)
n+1/2(k)] (70)
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and pν(k, ξ) are defined in equations (53). We use the following two estimates which were established
in [10] (Proposition 3.10): there exists a constant C > 0 independent of k such that |Jν(k)H(1)ν (k)| ≤
Ck−
2
3 and |kJ ′ν(k)H(1)ν (k)| ≤ C for sufficiently large k and for all ν ≥ 0. We obtain immediately
that |a(1)n (k)| ≤ Ck−2/3 for all 1 ≤ n and k sufficiently large. Using the Wronskian identity
Jν(k)Y
′
ν(k) − J ′ν(k)Yν(k) = 2pik we get that |kJν(k)(H
(1)
ν )′(k)| ≤ C as well. We established in [19],
that there exists a constant C independent of k such that 0 < iJν(ik)H
(1)
ν (ik) ≤ C(ν2 + k2)−1/2
for sufficiently large k and all ν ≥ 0. Using this result together with the estimates recounted above
and estimate (ii) in Lemma 4.2 we get that
Theorem 4.3 There exists a constant C5 > 0 and a wavenumber k4 sufficiently large so that
|A(1)n (k, k, η)| ≤ C5|η|k1/3 |A(2)n (k, k, η)| ≤ C5(1 + |η|) for all k4 ≤ k, and all 1 ≤ n.
The same arguments that were used to derive the result in Theorem 4.3 also lead to the following
estimate: there exists a constant C6 independent of k and a wavenumber k5 sufficiently large such
that
|a(2)n (k, η)| ≤ C6k−
2
3 (1 + |η|k− 13 ) for all k5 ≤ k, 1 ≤ n. (71)
The next result concerns the positivity of the real part of the eigenvalues A
(1)
n (k, k, η). Given
formulas (69) and the previously established estimates (56) and (71), we consider the choice η = k1/3
in the definition of A
(j)
n (k, k, η), j = 1, 2. In this case, it turns out that the positivity of the
eigenvalues A
(1)
n (k, k, k1/3) is a consequence of the positivity of the Dirichlet eigenvalues dn(k, k)
defined in equation (52), while the positivity of the eigenvalues A
(2)
n (k, k, k1/3) is a consequence of
the positivity of the Neumann eigenvalues pn(k, k
1/3) defined in equation (53). We begin with the
following result:
Theorem 4.4 There exists a wavenumber k˜ large enough so that for all k ≥ k˜ and all 1 ≤ n the
following estimate holds:
<(A(1)n (k, k, k1/3)) ≥
1
2
.
Proof. Using the estimate (ii) in Lemma 4.2, the previously established estimate |a(1)n (k)| ≤
Ck−2/3 for all 1 ≤ n and k sufficiently large, and the fact that |Jν(k)| ≤ Ck−1/3, 0 ≤ ν and k
sufficiently large [10], we get that there exists a number k˜1 such that
<(A(1)n (k, k, k1/3)) ≥ d˜n(k)− Ck−2/3, for all k ≥ k˜1
where
d˜n(k) = −pik
2
J ′n+1/2(k)Yn+1/2(k) +
pik7/3
8
√
n2 + k2
J2n+1/2(k), 1 ≤ n.
We will establish that d˜n(k) ≥ 12 for all k˜ ≤ k, and all 1 ≤ n. Using the Wronskian identity
Y ′ν(k)Jν(k)− Yν(k)J ′ν(k) = 2pik , we can re-express d˜n(k) as
d˜n(k) =
1
2
+
pik
2
(
k4/3
4
√
n2 + k2
J2n+1/2(k)−
1
2
(Jn+1/2(k)Yn+1/2(k))
′
)
.
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It was established in [38] (Lemma 4.5) that there exists δ > 0 and m0 > 0 such that for all m ≥ m0
we have (Jm(k)Ym(k))
′ < 0 for all k ∈ (0,m − δm1/3). It follows immediately then that for all
n ≥ max{m0 − 1/2, 0} we have
d˜n(k) ≥ 1
2
, k ∈ (0, n+ 1/2− δ(n+ 1/2)1/3). (72)
It remains to consider two cases, that is Case 1: n < m0 − 1/2 and k large enough, and Case 2:
max{m0 − 1/2, 0} ≤ n and k ≥ (n + 1/2) − δ(n + 1/2)1/3. In both cases we will compare d˜n(k)
with <(dn+1/2(k, k)), where dm(k, k) was defined in equation (52). A simple application of the
Wronskian identity for Bessel functions allows us to rewrite <(dn+1/2(k, k)) in the following form
<(dn+1/2(k, k)) =
1
2
+
pik
2
(
J2n+1/2(k)−
1
2
(Jn+1/2(k)Yn+1/2(k))
′
)
.
Case 1: n < m0 − 1/2 and k large enough: We require that in this case d˜n(k) ≥ <(dn+1/2(k, k)),
which is equivalent to 4
√
n2 + k2 ≤ k4/3. For the last inequality, it suffices to require that
4
√
m20 + k
2 ≤ k4/3. It follows immediately that 4
√
m20 + k
2 ≤ k4/3 provided that k ≥ max{m0, 215/2}.
Case 2: max{m0−1/2, 0} ≤ n and k ≥ (n+1/2)−δ(n+1/2)1/3: Again we require that 4
√
n2 + k2 ≤
k4/3 in this case. Clearly we can choose m0 large enough so that if both max{m0− 1/2, 0} ≤ n and
(n+ 1/2)− δ(n+ 1/2)1/3 ≤ k hold, then it implies that n2 ≤ (n+ 1/2)− δ(n+ 1/2)1/3 ≤ k and
16(n2 + k2) ≤ 16(4k2 + k2) = 80k2 ≤ k8/3.
In conclusion, in both Case 1 and Case 2 we have
d˜n(k) ≥ <(dn+1/2(k, k)). (73)
Given that <(dν(k, k)) ≥ 12 for all large enough k and all ν ≥ 0 [38], the result of the Theorem now
follows if we take into account estimates (72) and (73). 
Having established the positivity of <(A(1)n (k, k, k1/3)), we establish next the positivity of
<(A(2)n (k, k, k1/3)):
Theorem 4.5 There exists a constant C7 and a wavenumber k
′ such that for all k ≥ k′ we have
that
<(A(2)n (k, k, k1/3)) ≥ C7 for all n ≥ 1.
Proof. It follows from the definition of A
(2)
n (k, k, k1/3) given in equations (69) that
<(A(2)n (k, k, k1/3)) ≥ <(pn+1/2(k, k1/3))−|a(2)n (k, k1/3)|, which implies that there exists a wavenum-
ber k′ such that <(A(2)n (k, k, k1/3)) ≥ C02 = C7 for all n ≥ 1 and all k ≥ k′ if we take into account
the estimates (56) and (71). 
Given the fact that
(
∇S2Ymn√
n(n+1)
,
−−→
curlS2Y
m
n√
n(n+1)
)
1≤n,−n≤m≤n
constitute an orthonormal basis for the
space L2(TM(S2)) (and an orthogonal basis in the spaces Hmdiv(S2) for all 2 ≤ m), we derive from
the results in Theorem 4.3, Theorem 4.4, and Theorem 4.5 the following
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Corollary 4.6 Let A = I2 − Kk + k4/3Tk (n × Sik). There exists a constant CA independent of k
and m such that for all sufficiently large k and all 0 ≤ m
‖A‖Hmdiv(S2)→Hmdiv(S2)‖A
−1‖Hmdiv(S2)→Hmdiv(S2) ≤ CAk
2/3.
If we use PS(n×Sik) instead of n×Sik as regularizing operators in the CFIER formulations (10)
we obtain boundary integral operators PSA = I2 − Kk + k4/3Tk (PS(n × Sik)) whose spectral
properties are qualitatively similar to those of the operators A defined above. Indeed, we have(
I
2
−Kk + k4/3Tk (PS(n× Sik))
)
∇S2Y mn =
(
1
2
+ λn(k)− k
4/3Λ
(2)
n (k)
2(n(n+ 1) + k2)1/2
)
∇S2Y mn
= PSA(1)n (k, k, k
1/3)∇S2Y mn(
I
2
−Kk + k4/3Tk (PS(n× Sik))
)−−→
curlS2Y
m
n =
(
1
2
− λn(k) + k
4/3Λ
(1)
n (k)
2(n(n+ 1) + k2)1/2
)
−−→
curlS2Y
m
n
= PSA(2)n (k, k, k
1/3)
−−→
curlS2Y
m
n . (74)
Similarly to equations (69) we get
PSA(1)n (k, k, k
1/3) =
ipik
2
J ′n+1/2(k)H
(1)
n+1/2(k) +
pik7/3Jn+1/2(k)H
(1)
n+1/2(k)
4(n(n+ 1) + k2)1/2
+ a(1)n (k)
PSA(2)n (k, k, k
1/3) = 1− ipik
2
J ′n+1/2(k)H
(1)
n+1/2(k) +
pik7/3J ′n+1/2(k)(H
(1)
n+1/2)
′(k)
4(n(n+ 1) + k2)1/2
+ PSa(2)n (k, k)
(75)
where
PSa(2)n (k, η) = −
ipi
4
Jn+1/2(k)H
(1)
n+1/2(k) +
k1/3pi
4(n(n+ 1) + k2)1/2
× [1
4
Jn+1/2(k)H
(1)
n+1/2(k) +
k
2
Jn+1/2(k)(H
(1)
n+1/2)
′(k) +
k
2
J ′n+1/2(k)H
(1)
n+1/2(k)].
(76)
Given the results in Lemma 4.2, it follows immediately that qualitatively similar results on upper
bounds and coercivity properties hold for the eigenvalues (PSA
(1)
n (k, k, k1/3), PSA
(2)
n (k, k, k1/3))1≤n
and the eigenvalues (A
(1)
n (k, k, k1/3), A
(2)
n (k, k, k1/3))1≤n; in particular, the condition number of the
integral equation formulations based on the operators PSA grows like k2/3 in the high-frequency
regime, just like those based on the operators A.
Remark 4.7 In the light of the result mentioned in Remark 4.1 and the results established in
Theorem 4.3, Theorem 4.4, and Theorem 4.5, we can derive that the same asymptotic bounds
would hold for the condition numbers of the CFIER formulations based on the operators I2 −Kk +
kTk (n× Sik/2) and I2 −Kk + kTk (PS(n× Sik/2)).
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We investigate next the properties of the eigenvalues blue(B
(1)
n (k, k, ξ), B
(2)
n (k, k, ξ))0≤n. We
have
B(1)n (k, k, ξ) =
ipik
2
J ′n+1/2(k)H
(1)
n+1/2(k) +
ξpi2k2
4
Jn+1/2(k)H
(1)
n+1/2(k)[iJ
′
n+1/2(ik)(H
(1)
n+1/2)
′(ik)]
+ b(1)n (k, ξ)
B(2)n (k, k, ξ) = A
(2)
n (k, k, ξ) (77)
where
b(1)n (k, ξ) =
ipi
4
Jn+1/2(k)H
(1)
n+1/2(k) +
ξpi2
4i
Jn+1/2(k)H
(1)
n+1/2(k)
× [1
4
Jn+1/2(ik)H
(1)
n+1/2(ik) +
ik
2
Jn+1/2(ik)(H
(1)
n+1/2)
′(ik) +
ik
2
J ′n+1/2(ik)H
(1)
n+1/2(ik)]
(78)
and pν(k, ξ) are defined in equations (53). We make use again of the estimate established in [10]
(Proposition 3.10): there exists a constant C > 0 independent of k such that |Jν(k)H(1)ν (k)| ≤ Ck− 23
for sufficiently large k and for all ν ≥ 0. We established in [19], that there exists a constant C
independent of k such that 0 < iJν(ik)H
(1)
ν (ik) ≤ C(ν2 + k2)−1/2 ≤ Ck−1 for sufficiently large k
and all ν ≥ 0. Using these two results in conjunction with estimates (iii) in Lemma 4.2 we get that
there exist C > 0 and k6 > 0 such that
|b(1)n (k, ξ)| ≤ Ck−
2
3 (1 + |ξ|) for all k ≥ k6, 0 ≤ n. (79)
We investigate next the possibility to find upper bounds for the quantities |B(1)n (k, k, ξ)| for all
values of n and large enough values of the wavenumber k. We make use one more time of the
estimate established in [10] (Proposition 3.10): there exists a constant C > 0 independent of k
such that |kJ ′ν(k)H(1)ν (k)| ≤ C for sufficiently large k and for all ν ≥ 0. If we further take into
account estimates (i) in Lemma 4.2, we see that upper bounds for the quantities |B(1)n (k, k, ξ)| for
all values of n and large enough values of the wavenumber k can be obtained once upper bounds
for the expressions
bν(k) = |Jν(k)H(1)ν (k)|
√
ν2 + k2
were established for all values of ν ≥ 0 and large enough k. Given the estimate |Jν(k)H(1)ν (k)| ≤
Ck−
2
3 for sufficiently large k and for all ν ≥ 0, it follows immediately that for large enough values
of k we have
bν(k) ≤ C
√
2 k1/3, ν ≤ k.
We plot in Figure 1 the values of k−1/3 maxk≤ν bν(k) for 5041 values of k from k = 8 to k = 512.
In view of the estimate above and the results illustrated in Figure 1, we are led to the following
heuristic result
bν(k) ≤ Ck1/3, for all k7 ≤ k, 0 ≤ ν
which would in turn imply that there exists a constant C8 such that
|B(1)n (k, k, ξ)| ≤ C8|ξ|k1/3 for all k7 ≤ k, and all 0 ≤ n. (80)
Although a rigorous proof of the heuristic results above is outside the scope of this paper, we give
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Figure 1: Plot of k−1/3 maxk≤ν bν(k) for 5041 values of k from k = 8 to k = 512.
further asymptotic evidence in two important regimes (ν ∼ k, ν → ∞ and k fixed and ν → ∞)
that the heuristic bounds are true. We use the following asymptotic expansions [1] (Formulas
(9.3.31)–(9.3.32))
Jν(ν) = aν
−1/3 +O(ν−5/3) Yν(ν) = −
√
3aν−1/3 +O(ν−5/3)
which are valid as ν → ∞, and where a = 21/3
32/3Γ(2/3)
, we obtain that for large enough values of k
the following estimate is valid
bν(k) ∼ 2
√
2a2k1/3, ν ∼ k, k →∞.
The plot of k−1/3 maxk≤ν bν(k) in Figure 1 seems to be consistent with the estimate just derived
above, given that 2
√
2a2 ≈ 0.56592. Furthermore, we use the result in Formula 9.3 in [1] which is
valid for fixed k and ν →∞
Jν(k)H
(1)
ν (k) ∼
1
2piν
(
ek
2ν
)2ν
− i 1
piν
= O(ν−1)
and we get that for a fixed and large enough k there exists a constant C(k) such that for all ν large
enough we have
bν(k) ≤ C(k).
The next result is a coercivity result that establishes that given the choice ξ = k1/3 in the
definition of the regularizing operators R = −ξTik, the real parts of the eigenvalues B(1)n (k, k, k1/3)
and B
(2)
n (k, k, k1/3) are bounded from below by strictly positive constants for all values of n for
large enough values of the wavenumber k. More precisely, we have that
Theorem 4.8 There exists a constant C9 and a wavenumber k
′ such that for all k ≥ k′ we have
that
min{<(B(1)n (k, k, k1/3)),<(B(2)n (k, k, k1/3))} ≥ C9 for all n ≥ 1.
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Proof. We take into account the estimate (i) established in Lemma 4.2 to obtain
<(B(1)n (k, k, k1/3)) ≥ −
pik
2
J ′n+1/2(k)Yn+1/2(k) +
C1pi
2k1/3
4
J2n+1/2(k)
√
n2 + k2 − |b(1)n (k, k1/3)|.
On the other hand, the estimate (55) can be written explicitly in the form
<(dn+1/2(k, k)) = −
pik
2
J ′n+1/2(k)Yn+1/2(k) +
kpi
2
J2n+1/2(k) ≥
1
2
for all 1 ≤ n
and sufficiently large k. Since
√
n2 + k2 ≥ k and C1pik1/3 ≥ 2 for sufficiently large k, it follows
from the previous two estimates that
<(B(1)n (k, k, k1/3)) ≥ <(dn+1/2(k, k))− |b(1)n (k, k1/3)| ≥
1
2
− |b(1)n (k, k1/3)| for all n ≥ 1
and k sufficiently large. The result of the theorem now follows if we take into account estimates (79)
and the result established in Theorem 4.4. 
Given the fact that
(
∇S2Ymn√
n(n+1)
,
−−→
curlS2Y
m
n√
n(n+1)
)
1≤n,−n≤m≤n
constitute an orthonormal basis for the
space L2(TM(S2)) (and hence Hmdiv(S2) for all 2 ≤ m), we derive from the results in Theorem 4.3,
equation (80), and Theorem 4.8 the following
Corollary 4.9 Let B = I2 −Kk − k1/3Tk Tik. Assuming that estimate (80) holds, then there exists
a constant CB independent of k and m such that for all sufficiently large k and all 2 ≤ m
‖B‖Hmdiv(S2)→Hmdiv(S2)‖B
−1‖Hmdiv(S2)→Hmdiv(S2) ≤ CBk
2/3.
If we use PS(Tik) instead of Tik as regularizing operators in the CFIER formulations (10) we
obtain boundary integral operators PSB = I2 − Kk − k1/3Tk (PS(Tik)) whose spectral properties
are qualitatively similar to those of the operators B defined above. Given that for a complex
wavenumber K = κ+ i, κ ≥ 0,  > 0 we have that
PS(TK)∇S2Y mn =
i
2K
(n(n+ 1)−K2)1/2 −−→curlS2Y mn
PS(TK)−−→curlS2Y mn =
iK
2
(n(n+ 1)−K2)−1/2 ∇S2Y mn (81)
we obtain(
I
2
−Kk − k1/3Tk (PS(Tik))
)
∇S2Y mn =
(
1
2
+ λn(k)− Λ
(2)
n (k)(n(n+ 1) + k2)1/2
2k2/3
)
∇S2Y mn
= PSB(1)n (k, k, k
1/3)∇S2Y mn(
I
2
−Kk − k1/3Tk (PS(Tik))
)−−→
curlS2Y
m
n = PSB
(2)
n (k, k, k
1/3)
−−→
curlS2Y
m
n
= PSA(2)n (k, k, k
1/3)
−−→
curlS2Y
m
n . (82)
Taking into account the results in Lemma 4.2, it follows immediately that qualitatively similar
results on upper bounds and coercivity properties hold for the eigenvalues
(PSB
(1)
n (k, k, k1/3), PSB
(2)
n (k, k, k1/3))1≤n and the eigenvalues (B
(1)
n (k, k, k1/3), B
(2)
n (k, k, k1/3))1≤n;
in particular, the condition number of the integral equation formulations based on the operators
PSB grow like k2/3 in the high-frequency regime, just like those based on the operators B.
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5 Dirichlet to Neumann maps and nearly optimal choices of reg-
ularizing operators for spherical scatterers
We present in this subsection the remarkable spectral properties that the Caldero´n-Complex CFIER
integral operators Bk,γ,κ1,κ2 and their principal value analogues PSBk,γ,κ1,κ2 defined in equations (31)
and (49) respectively possess in the case when γ = 2, κ1 = k, and κ2 = 0.4k
1/3. This choice of
parameters γ, κ1, and κ2 is motivated by considerations on the Dirichlet-to-Neumann map of
the electromagnetic scattering problem [35]. Specifically, the Dirichlet-to-Neumann (DtN) map is
defined as Y (n×Es) = n×Hs. Using the Stratton-Chu representation formula [31]
Es(z) = curl
∫
Γ
Gk(z− y)(n(y)×Es(y))dσ(y) + i
k
curl curl
∫
Γ
Gk(z− y)(n(y)×Hs(y))dσ(y)
= curl
∫
Γ
Gk(z− y)(n×Es)(y)dσ(y) + i
k
curl curl
∫
Γ
Gk(z− y)Y (n×Es)(y)dσ(y)
we get if we apply the n × · trace that TkY = I2 + Kk. Clearly, if the regularizing operator R in
equations (8) were chosen such that R = Y , then the ensuing CFIER boundary integral operators
would be equal to the identity operator. From this point of view, the better the regularizing operator
R approximates the DtN operator, the closer the regularized combined field integral operators
would be to the identity operator. The DtN operators Y cannot be computed analytically but
for simple scatterers (e.g. spherical, planes); for general surfaces Γ, the computation of the DtN
operators, if at all possible, is typically as expensive as the solution of the scattering problem since
Y = T −1k
(
I
2 +Kk
)
. Using Caldero´n’s identities and the previous formula we get that Y ∼ −2Tk.
However, as previously argued, the choice R = −2Tk does not lead to uniquely solvable regularized
formulations for all wavenumbers k. Nevertheless, we can seek an approximation to the DtN
operator Y in the form R = −2Tk+iκ2 , which does lead to invertible operators Bk,2,k,κ2 = I2 −
Kk − 2Tk Tk+iκ2—see Theorem 2.5. On the other hand, using Fourier transforms, the operators
DtN can be computed as Fourier multipliers in the case when Γ is a plane in R3. Standard
techniques of tangent plane approximations lead to approximations of the DtN operators Y for
general smooth surfaces Γ in the formR = −2PS(Tk+iκ2) [35]; the complexification in the definition
of the latter operator is needed in order to ensure the injectivity of the operators PSBk,2,k,κ2 =
I
2 − Kk − 2Tk PS(Tk+iκ2)—see Theorem 3.1. The selection of the parameters κ2 is guided by
considerations on the spectral properties of the DtN operators for spherical scatterers. The spectral
properties of the DtN operators in the case Γ = S2 [49] are given below
Y (∇S2Y mn ) =
i(zn(k) + 1)
k
−−→
curlS2Y
m
n = Z
(1)
n (k)
−−→
curlS2Y
m
n , (83)
Y (
−−→
curlS2Y
m
n ) =
ik
zn(k) + 1
∇S2Y mn = Z(2)n (k)∇S2Y mn , (84)
where zn(k) =
k(h
(1)
n (k))
′
h
(1)
n (k)
. The value of the parameter κ2 can be selected by minimizing the expres-
sion max1≤n{|Z(1)n (k)+2Λ(1)n (k+iκ2)|, |Z(2)n (k)+2Λ(2)n (k+iκ2)|}, where the values {Z(1)n (k), Z(2)n (k)}1≤n
were defined in equations (83)-(84) and the values {Λ(1)n (k+ iκ2),Λ(2)n (k+ iκ2)}1≤n defined in equa-
tions (62)-(63) respectively. For large values of the wavenumber k, the maximum sought after
occurs for values of the index n such that n ≈ k. Just as in [35], using standard asymptotic for-
mulas of Hankel functions [1] (Formulas (9.3.31)–(9.3.34)), the optimal value κ2 = 0.4k
1/3 can be
30
20 40 60 80 100 120
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
50 100 150 200 250 300
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
Figure 2: Plots of |Z
(1)
n (k)+2Λ
(1)
n (k+0.4 ik
1/3)|
|Z(1)n (k)|
(black), |Z
(2)
n (k)+2Λ
(2)
n (k+0.4 ik
1/3)|
|Z(2)n (k)|
(red) for k = 32 (top)
and k = 160 (bottom) for n = 1, . . . , 128 (top) and n = 1, . . . , 320 (bottom).
derived in the case when Γ = S2. We present in Figure 2 the quotients |Z
(1)
n (k)+2Λ
(1)
n (k+0.4 ik
1/3)|
|Z(1)n (k)|
(black), |Z
(2)
n (k)+2Λ
(2)
n (k+0.4 ik
1/3)|
|Z(2)n (k)|
(red) for k = 32 (top) and k = 160 (bottom) and and n =
1, . . . , 320 (bottom). Similar results are obtained if we replace in the formulas above the values
{Λ(1)n (k+ iκ2),Λ(2)n (k+ iκ2)}1≤n by {PSΛ(1)n (k+ iκ2), PSΛ(2)n (k+ iκ2)}1≤n defined in equation (81).
Furthermore, in the case when Γ = R S2 (that is spheres of radius R) similar calculations lead to
the almost optimal choices of the regularizing operators in the form R = −2Tk+0.4iR−2/3k1/3 and
R = −2PS(Tk+0.4iR−2/3k1/3) [35].
In addition, the eigenvalues of the operators Bk,2,k,0.4k1/3 and PSBk,2,k,0.4k1/3 can be computed
easily from equations (61), (62), (63), and (81). We display in Figure 3 and Figure 4 the coercivity
constants (that is the minimum value of the real parts of the eigenvalues of these operators) and
the condition numbers of the operators Bk,2,k,0.4k1/3 and PSBk,2,k,0.4k1/3 respectively for 5041 values
of k from k = 8 to k = 512. The numerical results depicted in Figure 3 and Figure 4 suggest that
both operators Bk,2,k,0.4k1/3 and PSBk,2,k,0.4k1/3 are coercive for large enough values of k in the case
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Figure 3: Plots of the coercivity constants (top) and condition numbers (bottom) of the operators
Bk,2,k,0.4k1/3 for 5041 values of the wavenumber k from k = 8 to k = 512.
of spherical scatterers, and their condition numbers appear to be bounded independently of the
wavenumber k for large enough values of k. A rigorous proof of these results is outside the scope
of the present effort.
6 High-frequency numerical experiments
We present in this section a variety of numerical results that demonstrate the important computa-
tional savings that can be garnered from use of regularized combined field integral equations in the
high-frequency regime. Most importantly, we showcase the superior performance of solvers based
on the novel Caldero´n-Complex CFIER formulations that involve the boundary integral operators
Bk,2,k,0.4H2/3k1/3 =
I
2
−Kk − 2Tk Tk+i 0.4H2/3k1/3 , (85)
where H is the maximum of the absolute values of mean curvatures on surface Γ. The latter choice
is motivated by the fact that c = R−2/3 leads to operators Bk,2,k,0.4ck1/3 with nearly optimal spectral
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Figure 4: Plots of the coercivity constants (top) and condition numbers (bottom) of the operators
PSBk,2,k,0.4k1/3 for 5041 values of the wavenumber k from k = 8 to k = 512.
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Figure 5: Plot of the condition numbers of the three regularized combined field integral operators
Ak,Sik/2 (black), Bk,1,0,k (magenta), and Bk,2,k,0.4k1/3 (red) as a function of the wavenumber k for
5041 values of k ranging from k = 8 to k = 512. A fairly sharp upper bound on the condition
number of the operators Ak,Sik/2 is given by 0.38 k2/3 (plotted in green) and a fairly sharp upper
bound on the condition number of the operators Bk,1,0,k is given by 0.75 k2/3 (plotted in green).
Both upper bounds are in agreement with the theoretical predictions presented in Section 4.
properties in the high-frequency regime in the case when Γ is a sphere of radius R (see Section 5).
For general smooth surfaces Γ, we followed the heuristical practice of replacing R−1 by H.
In addition, we illustrate the performance of solvers based on Caldero´n-Ikawa CFIER formula-
tions at high frequencies. This type of formulations has been shown to work effectively in the low
and medium frequency regime [3, 6, 17, 33]. We focus on the arguably simplest version of Caldero´n
CFIER formulations that involve the following boundary integral operators [17]:
Ak,Sik/2 = I/2−Kk + kTk (n× Sik/2). (86)
The motivation for the consideration of formulations based on the operators Ak,Sik/2 is the fact
that amongst Caldero´n-Ikawa type CFIER formulations, those based on the operators Ak,Sik/2
are almost optimal. Indeed, the properties of the solvers based on the integral operators Ak,Sik/2
defined in equations (86) were investigated in [17] in the low and medium-frequency range. The
same reference [17] provides ample numerical comparisons with solvers based on the Caldero´n-Ikawa
CFIER operators Bk,1,0,k that were proposed in [33]: solvers based on the operators Bk,1,0,k lead
to somewhat larger iteration counts than those based on the operators Ak,Sik/2 , and the cost of
evaluating a matrix-vector product associated with the former operators is on average about 1.6
times more expensive than the that associated with the latter operators. In order to strengthen
our claim, we present further numerical evidence in Figure 5 on the wavenumber dependence of
the condition numbers of the operators Ak,Sik/2 , Bk,1,0,k, and Bk,2,k,0.4k1/3 for spherical geometries
of radius one. As it can be seen from the results in Figure 5, the condition numbers of the
operatorsAk,Sik/2 and Bk,1,0,k behave asymptotically asO(k2/3) for spherical scatterers, with smaller
proportionality constants for the former operators. In contrast, the condition numbers of the
operators Bk,2,k,0.4k1/3 are bounded independently of frequency for spherical scatterers. We compare
the performance of solvers based on regularized combined field integral equations involving the
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integral operators defined in equations (85) and (86) to those based on the classical combined field
integral equation that features the boundary integral operator [43]
Ck = I/2−Kk + Tk (n× I). (87)
We re-emphasize that unlike the CFIER formulations considered in this text, the combined field
integral equations based on the operator Ck are not integral equations of the second kind. Never-
theless, formulations based on Ck are robust for all wavenumbers k, and are by far the most widely
used formulations in the computational electromagnetic community. We illustrate in this section
that solvers based on CFIER formulations give rise to important computational savings over solvers
based on CFIE formulations in the high-frequency regime.
Our strategy for evaluation of the relevant discrete integro-differential operators that enter the
integral equation formulations based on the operators Bk,2,k,0.4H2/3k1/3 , Ak,Sik/2 , and Ck described
above relies on a Nystro¨m (collocation) method that uses local coordinate charts together with fixed
and floating partitions of unity (POU), as proposed in [15, 17, 18]. First, following the prescriptions
in [17], we express all the electromagentic boundary integral operators as integral operators with
weakly singular kernels, that is
(KKa)(x) =
∫
Γ
(
(n(x)− n(y)) · a(y)∇yGK(x− y) + ∂GK(x− y)
∂n(x)
a(y)
)
dσ(y), (88)
and
(TKa)(x) = iK n(x)×
∫
Γ
GK(x− y)a(y)dσ(y)
− i
K
∫
Γ
(n(y)− n(x))×∇xGK(x− y)divΓa(y)dσ(y)
− i
K
∫
Γ
GK(x− y) −−→curlΓ divΓa(y)dσ(y), (89)
where a is a tangential vector field, and K is a wavenumber, possibly complex. We note that in
order to perform accurate evaluations of the operators Bk,2,k,0.4H2/3k1/3 defined in equation (85),
we make use of the explicit cancellation of the composition of the hypersingular terms that enter
the definition of the operators Tk and Tk+i 0.4 H2/3k1/3 respectively. Accordingly, the operators
Bk,2,k,0.4H2/3k1/3 are evaluated using their equivalent definition
Bk,2,k,0.4H2/3k1/3 = I/2−Kk − 2i(k + i 0.4H2/3k1/3)Tk (n× Sk+i 0.4H2/3k1/3)
+
2k
k + i 0.4H2/3k1/3 (n× Sk) T
1
k+i 0.4H2/3k1/3divΓ. (90)
The various integral operators that enter equations (88) and (89) are computed in two stages
which consist of (a) the evaluation of the adjacent/singular interactions of sources (i.e. the values
of the density a(y) or its derivatives for y on the surface Γ) via the Green’s functions (i.e. the
terms that involve GK(x − y)) when the target points x are close to the integration points y
and (b) the accelerated evaluation of far-away interactions of sources that are well-separated. The
separation of these contributions is effected by floating POUs which are pairs of functions of the form
(ηx(y), 1−ηx(y)) (where ηx is a function with a “small” support which equals 1 in a neighborhood
of the point x). The approach for the solution of the integration problems (a) and (b) recounted
above relies on use of smooth surface parametrizations of the surface Γ via a family of overlapping
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two-dimensional patches P`, ` = 1, . . . P together with smooth mappings to coordinate sets H` in
two-dimensional space (where actual integrations are performed) and subordinated partitions of
unity i.e smooth functions w` supported on P` such that
∑
`w` = 1 throughout Γ. This framework
allows us to (i) reduce the integration of the tangential densities a over the surface Γ to calculations
of integrals of smooth vector fields a` compactly supported in the planar sets H` and (ii) compute
the derivatives of the density a via derivatives of smooth and periodic functions only [17, 18]. The
first part (a) requires the analytic resolution of weakly singular Green’s functions (i.e. the order of
the singularity is O(|x− y|−1)) which is performed via polar changes of variables whose Jacobian
cancels the singularity and interpolation procedures that allow for evaluations of the densities at
radial integration points. On the other hand, part (b) corresponds to the acceleration procedure
performed based on two-face planar arrays of “equivalent sources” that allow for 3D FFT based
fast evaluations of cartesian grid convolutions of the equivalent source intensities with Green’s
functions [15, 18]. The various boundary integral operators that are components of the operators
described in equations (88) and (89) are vector versions of the scalar operators presented in [18].
A lengthy discussion was given in [18] on the accelerated evaluation of those boundary integral
operators and on the specific choices of the various parameters that are needed in the accelerators.
The accelerated evaluation of electromagentic integral operators of the type (88) and (89) use the
following four parameters: (1) the number L3 of small boxes that make up the partition of a box
enclosing the scatterer; (2) the number M eq of equivalent sources placed on faces of each of the
small boxes so that the far-field contributions of the equivalent sources matches in the least square
sense the one of the real surface sources; (3) the number ncoll of collocation points needed in the
solution of the least-square problem related to equivalent sources expansions; and (4) the number
nw of plane waves needed for the evaluation of the fields on the scatterer from the FFTs based
computations of the fields arising from the Cartesian grids placed equivalent sources. As a result
of the acceleration procedure, and for all of the formulations considered in this text the cost of
one matrix-vector product is O(N4/3 logN), where N is the number of discretization points—see
Table 4.
Remark 6.1 We note that Galerkin discretizations of the Caldero´n-Ikawa CFIER operators Bk,1,0,k
were presented in [6]; the algorithms presented therein ought to be easily extendable to the Galerkin
discretization of the operators Bk,2,k,0.4H2/3k1/3. Very recently, Galerkin discretization of the opera-
tors
PSBk,2,k,0.4H2/3k1/3 =
I
2
−Kk − 2Tk PS(Tk+i 0.4H2/3k1/3),
were presented in [13], where the square root operators featured in the definition of the principal
symbol operators were replaced by their Pade´ approximations. However, the results based on this
formulations appear to be less accurate than those based on the classical CFIE formulation [13]. The
implementation of the same operators in the framework of our Nystro¨m discretization is currently
underway. The main difficulty is handling with care the composition Tk PS(Tk+i 0.4H2/3k1/3) along
the lines of equation (90)—note that per equation (44) the operator PS(Tk+i 0.4H2/3k1/3) features
second order surface derivatives. Thus, in order to prevent losses of accuracy, the evaluation of the
operator PS(Tk+i 0.4H2/3k1/3), which is a Fourier multiplier composed to a second order differential
operator, should be pursued using discrete Helmholtz decompositions and FFTs.
In what follows we present the major steps of the accelerated algorithms for the evaluation of the
matrix vector products associated with each of the three operators Ck, Ak,Sik/2 , and Bk,2,k,0.4H2/3k1/3 .
Algorithm I: Accelerated CFIE algorithm for the evaluation of the operator Ck (87)
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1. For a given tangential density a, evaluate n×a and compute the surface derivatives divΓ(n×a),−−→
curlΓ divΓ(n× a) and combine the densities a, n× a, divΓ(n× a), and −−→curlΓ divΓ(n× a) into
an extended vector density a˜;
2. Apply the operators Kk and Tk to the corresponding components of the vector density a˜—
using accelerated algorithms with wavenumber k and lumping common kernel components
that enter in the definitions of Kk and Tk.
Algorithm II: Accelerated CFIER algorithm for the evaluation of the operator Ak,Sik/2 (86)
1. For a given tangential density a, evaluate n×Sik/2a using accelerated algorithms with imag-
inary wavenumbers ik/2;
2. Compute the surface derivatives divΓ(n × Sik/2a),
−−→
curlΓ divΓ(n × Sik/2a) and combine the
densities a, n× Sik/2a, divΓ(n× Sik/2a), and
−−→
curlΓ divΓ(n× Sik/2a) into an extended vector
density a˜;
3. Apply the operators Kk and Tk to the corresponding components of the vector density a˜—
using accelerated algorithms with wavenumber k and lumping common kernel components
that enter in the definitions of Kk and Tk.
Algorithm III: Accelerated CFIER algorithm for the evaluation of the operator
Bk,2,k,0.4H2/3k1/3 (90)
1. For a given tangential density a, compute the surface derivatives divΓa,
−−→
curlΓ divΓa and
combine the densities a, divΓa, and
−−→
curlΓ divΓa into an extended vector density a˜1;
2. Apply the operators n× Sk+i0.4H2/3k1/3 and T 1k+i0.4H2/3k1/3divΓ to the corresponding compo-
nents of the extended vector density a˜1 using accelerated algorithms with complex wavenum-
bers k + i0.4H2/3k1/3 and lumping common kernel components that enter the definitions of
the operators n× Sk+i0.4H2/3k1/3 and T 1k+i0.4H2/3k1/3divΓ;
3. Compute the surface derivatives divΓ(n × Sk+i0.4H2/3k1/3a),
−−→
curlΓ divΓ(n × Sk+i0.4H2/3k1/3a)
and combine the densities a, n×Sk+i0.4H2/3k1/3a, divΓ(n×Sk+i0.4H2/3k1/3a), and
−−→
curlΓ divΓ(n×
Sk+i0.4H2/3k1/3a) into an extended vector density a˜2;
4. Apply the operators Kk and Tk to the corresponding components of the vector density a˜2—
using accelerated algorithms with wavenumber k and lumping common kernel components
that enter in the definitions of Kk and Tk; at the same time apply the operator n×Sk to the
density T 1
k+i0.4H2/3k1/3divΓa using accelerated algorithms with wavenumber k;
5. Perform a linear combination of the results obtained in the previous step according to the
formula (90).
Solutions of the linear systems arising from the discretization of the boundary integral equa-
tions under consideration, namely those based on the boundary integral operators Bk,2,k,0.4H2/3k1/3 ,
Ak,Sik/2 , and Ck defined in equations (85), (86), and (87) are obtained by means of the fully com-
plex version of the iterative solver GMRES [52] without restart. All of the results contained in the
37
tables presented in this section were obtained by prescribing a GMRES residual tolerance equal to
10−4. We present results for four scattering surfaces: a sphere of radius one, an elongated ellipsoid
of principal axes 2, 0.5 and 0.5, an ellipsoid of principal axes 2, 0.5, and 2, and a non-convex bean
shaped geometry given by the equation [15]
x2
a2(1− α3 cos pizR )
+
(α1R cos
piz
R )
2
b2(1− α2 cos pizR )
+
z2
c2
= R2,
with a = 0.8, b = 0.8, c = 1, α1 = 0.3, α2 = 0.4, α3 = 0.1, and R = 1. We consider scatter-
ing problems involving wavenumbers that correspond to scatterers whose diameters D correspond
to 10.2λ, 20.4λ, 30.6λ, 40.8λ, and 51.0λ respectively. All of the results contained in the tables
presented in this section were obtained by using discretizations corresponding to either 6 or 9
points/wavelength, leading to discretizations of size N . Given the coercivity results established
in Section 4 for spherical scatterers, and which are probably true for the four scatterers consid-
ered (see reference [19] for numerical evidence of similar claims in the scalar case), discretizations
corresponding to 6 points/wavelength lead to equally accurate results throughout the very wide
frequency range considered. For every scattering experiment we present the maximum relative
error amongst all directions xˆ = x|x| of the far field E∞(xˆ):
E(x) =
eik|x|
|x|
(
E∞(xˆ) +O
(
1
|x|
))
as |x| → ∞. (91)
The maximum relative far-field error, which we denote by ε∞,
ε∞ =
maxxˆ |Ecalc∞ (xˆ)−Eref∞ (xˆ)|
maxxˆ |Eref∞ (xˆ)|
, (92)
was evaluated in our numerical examples as the maximum difference evaluated at sufficiently many
points between far fields Ecalc∞ obtained from our numerical solutions and corresponding far fields
Eref∞ associated with reference solutions. The reference solutions Eref∞ were computed by Mie series
in the case of spherical scatterers and by use of Combined Field Integral Equations based on
the boundary integral operator Ck defined in equation (87) and the same levels of discretization.
We used accelerator parameters that lead to small computational times and memory usage, while
delivering results with about three digits of accuracy in the far-field metrics ε∞. Specifically, in all
our numerical experiments we have used the following three accelerator parameter values: M eq = 6,
ncoll = 10, and nw = 6. The values of the remaining accelerator parameters were chosen as follows:
L = 6 for scattering problems with D = 10.2λ; L = 12 for scattering problems with D = 20.4λ;
L = 16 for scattering problems withD = 30.6λ; L = 24 for scattering problems withD = 40.8λ; and
L = 30 for scattering problems with D = 51.0λ. The computational times and the memory usage
reported resulted from a C++ numerical implementation of our various accelerated algorithms on
a workstation with 16 cores, 24 GB RAM and each processor is 2.27 GHz Intel (R) Xeon. All of the
times reported correspond to runs performed on a single processor running GNU/Linux, and using
the GNU/gcc compiler, the PETSC 3.0 library for the fully complex implementation of GMRES,
and the FFTW3 library for evaluation of FFTs.
We begin the presentation of our numerical results with an illustration in Table 1 of the accuracy
that can be achieved by our accelerated solvers for two scatterers: a sphere of diameter 20.4λ and
an ellipsoid of size 20.4λ × 5.1λ × 5.1λ. We used two discretizations corresponding to 6 points
and respectively 9 points per wavelength. In the case of the sphere, the far-field errors were
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D N Ck (87) Ak,Sik/2 (86) Bk,2,k,0.4H2/3k1/3 (85)
It ∞ It ∞ It ∞
Sphere 193,548 43 2.5 × 10−3 21 3.0 × 10−3 8 1.1 × 10−3
Sphere 437,772 50 1.5 × 10−4 21 4.8 × 10−4 8 2.3 × 10−4
Ellipsoid 193,548 75 1.1 × 10−3 15 9.4 × 10−4 11 9.3 × 10−4
Ellipsoid 437,772 93 9.4 × 10−5 15 1.8 × 10−4 10 1.0 × 10−4
Table 1: Convergence of our solvers based on formulations that involve the boundary integral
operators Ck, Ak,Sik/2 , and Bk,2,k,0.4H2/3k1/3 . Accelerated computations for a sphere of diameter
20.4λ and an ellipsoid of size 20.4λ× 5.1λ× 5.1λ for two discretizations corresponding to 6 points
and respectively 9 points per wavelength, under x-polarized plane wave normal incidence.
computed using as reference solutions given by Mie series, whereas in the case of the ellipsoid
the reference solution was computed using the CFIE formulation based on the operator Ck and a
finer discretization corresponding to 12 points per wavelength. As it can be seen, the numbers of
iterations required to reach the desired GMRES residual are stable in the case of solvers based on
the second kind Fredholm operators Ak,Sik/2 and Bk,2,k,0.4H2/3k1/3 , while in the case of solvers based
on the CFIE operators Ck the numbers of iterations grow with the size of the discretization.
We illustrate in Tables 2-5 the performance of our accelerated solvers based on formulations
that involve the boundary integral operators Ck, Ak,Sik/2 , and Bk,2,k,0.4H2/3k1/3 . In all the numerical
experiments presented in Tables 2-4–which correspond to strictly convex scatterers, we assumed x-
polarized plane wave normal incidence. The numerical experiments related to the non-convex bean-
shaped scatterer in Table 5 assumed the polarization (0,− 1√
2
, 1√
2
) and, in order for the configuration
to give rise to multiple reflections, a direction of incidence (−
√
3
3 ,−
√
3
3 ,−
√
3
3 ). As it can be seen
from the results presented in Tables 2-5, the numbers of GMRES iterations associated with solvers
based on the operators Ck and Ak,Sik/2 grow with the frequency, which is in an accord with the
theoretical predictions for spherical scatterers presented in Section 4. In contrast, solvers based on
the operators Bk,2,k,0.4H2/3k1/3 appear to require numbers of GMRES iterations that do not depend
on the frequency for both convex and non-convex scatterers whose curvatures vary slowly. We
note that in the high-frequency range presented in Tables 2-5, the solvers based on the operators
Bk,2,k,0.4H2/3k1/3 outperform the solvers based on the classical CFIE operators Ck in each numerical
experiment performed, and the gains provided by the use of the former formulations over those
using the latter formulations become more significant with increased problem size. Notably, these
gains can be up to factors of 3.3 for problems of 51 wavelengths in electromagnetic size. Also,
solvers based on the operators Ak,Sik/2 consistently outperform those based on the classical CFIE
operators Ck in terms of computational times, and the gains can be up to factors of 2.6 for high-
frequencies. Furthermore, solvers based on the operators Bk,2,k,0.4H2/3k1/3 outperform those based on
the operators Ak,Sik/2 in terms of computational times, in some cases for all frequencies considered
(e.g. Table 2, Table 4, and Table 5), and in the other case for higher frequencies (e.g. Table 3); these
gains can be up to a factor of 2 for the bean-shaped scatterer of size 51 wavelengths. Given that
the levels of accuracy reached by our solvers seems to be commensurate for all the formulations
considered, formulations based on the operators Bk,2,k,0.4H2/3k1/3 appear to be very suitable for
high-frequency simulations.
We illustrate in Table 6 statistics of the memory requirements and costs of one matrix-vector
product associated to solvers based on formulations that involve the boundary integral operators Ck,
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D N Ck (87) Ak,Sik/2 (86) Bk,2,k,0.4H2/3k1/3 (85)
It/ Total time ∞ It/ Total time ∞ It/ Total time ∞
10.2 λ 47,628 37/0.38 h 8.0 × 10−4 16/0.25 h 1.0 × 10−3 8/0.18 h 1.0 × 10−3
20.4 λ 193,548 43/2.48 h 2.5 × 10−3 21/1.89 h 3.0 × 10−3 8/1.09 h 1.1 × 10−3
30.6 λ 437,772 48/7.71 h 1.9 × 10−3 25/6.60 h 2.7 × 10−3 8/3.17 h 2.4 × 10−3
40.8 λ 780,300 54/17.6 h 3.0 × 10−3 29/15.0 h 3.8 × 10−3 8/6.34 h 2.6 × 10−3
51.0 λ 1,175,628 58/35.8 h 4.0 × 10−3 32/33.4 h 4.5 × 10−3 8/12.1 h 3.1 × 10−3
Table 2: Performance of our solvers based on formulations that involve the boundary integral
operators Ck, Ak,Sik/2 , and Bk,2,k,0.4H2/3k1/3 . Accelerated computations for spheres of diameters D,
x-polarized plane wave normal incidence.
D N Ck (87) Ak,Sik/2 (86) Bk,2,k,0.4H2/3k1/3 (85)
It/ Total time It/ Total time ∞ It/ Total time ∞
10.2 λ 47,628 69/0.70 h 14/0.21 h 6.2 × 10−4 11/0.25 h 7.6 × 10−4
20.4 λ 193,548 75/4.32 h 15/1.35 h 9.3 × 10−4 11/1.48 h 1.0 × 10−3
30.6 λ 437,772 80/12.8 h 16/4.22 h 6.7 × 10−4 11/4.33 h 7.7 × 10−4
40.8 λ 780,300 86/28.0 h 18/9.30 h 8.6 × 10−4 11/8.72 h 9.2 × 10−4
51.0 λ 1,175,628 89/54.9 h 20/20.8 h 1.3 × 10−3 11/16.6 h 1.1 × 10−3
Table 3: Performance of our solvers based on formulations that involve the boundary integral
operators Ck, Ak,Sik/2 , and Bk,2,k,0.4H2/3k1/3 . Accelerated computations for ellipsoids of size D ×
D/4×D/4, x-polarized plane wave normal incidence.
D N Ck (87) Ak,Sik/2 (86) Bk,2,k,0.4H2/3k1/3 (85)
It/ Total time It/ Total time ∞ It/ Total time ∞
10.2 λ 47,628 68/0.69 h 19/0.29 h 6.8 × 10−4 11/0.25 h 1.1 × 10−3
20.4 λ 193,548 73/4.21 h 20/1.80 h 6.9 × 10−4 11/1.48 h 9.5 × 10−4
30.6 λ 437,772 76/12.16 h 21/5.54 h 6.6 × 10−4 11/4.33 h 7.0 × 10−4
40.8 λ 780,300 78/25.39 h 22/11.3 h 7.5 × 10−4 10/7.93 h 9.7 × 10−4
51.0 λ 1,175,628 79/48.7 h 23/24.0 h 7.9 × 10−4 10/15.1 h 8.8 × 10−4
Table 4: Performance of our solvers based on formulations that involve the boundary integral
operators Ck, Ak,Sik/2 , and Bk,2,k,0.4H2/3k1/3 . Accelerated computations for ellipsoids of size D ×
D/4×D, x-polarized plane wave normal incidence.
D N Ck (87) Ak,Sik/2 (86) Bk,2,k,0.4H2/3k1/3 (85)
It/ Total time It/ Total time ∞ It/ Total time ∞
10.2 λ 47,628 56/0.71 h 17/0.32 h 7.1 × 10−4 10/0.29 h 5.0 × 10−4
20.4 λ 193,548 68/5.01 h 23/2.50 h 6.5 × 10−4 11/1.83 h 3.7 × 10−4
30.6 λ 437,772 74/15.7 h 27/8.49 h 5.6 × 10−4 11/5.34 h 3.0 × 10−4
40.8 λ 780,300 82/35.2 h 31/20.4 h 4.9 × 10−4 11/10.8 h 3.3 × 10−4
51.0 λ 1,175,628 88/69.7 h 35/43.4 h 4.4 × 10−4 11/20.7 h 3.1 × 10−4
Table 5: Performance of our solvers based on formulations that involve the boundary integral
operators Ck, Ak,Sik/2 , and Bk,2,k,0.4H2/3k1/3 . Accelerated computations for bean-shaped scatter-
ers of diameters D, under plane-wave incidence of direction (−
√
3
3 ,−
√
3
3 ,−
√
3
3 ) and polarization
(0,− 1√
2
, 1√
2
).
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D N Ck (87) Ak,Sik/2 (86) Bk,2,k,0.4H2/3k1/3 (85)
Mem Time/It Mem Time/It Mem Time/It
10.2 λ 47,628 0.1 Gb 0.61 m 0.16 Gb 0.93 m 0.22 Gb 1.38 m
20.4 λ 193,548 0.4 Gb 3.46 m 0.64 Gb 5.40 m 0.88 Gb 8.10 m
30.6 λ 437,772 0.9 Gb 9.63 m 1.44 Gb 15.84 m 1.98 Gb 23.64 m
40.8 λ 780,300 1.6 Gb 19.55 m 2.5 Gb 31.03 m 3.5 Gb 47.58 m
51.0 λ 1,175,628 2.5 Gb 37.03 m 3.9 Gb 62.62 m 5.5 Gb 90.60 m
Table 6: Statistics of the memory requirements and costs of one matrix-vector product associated
to solvers based on formulations that involve the boundary integral operators Ck, Ak,Sik/2 , and
Bk,2,k,0.4H2/3k1/3 . The cost of one matrix-vector product of all of these formulations isO(N4/3 logN).
Ak,Sik/2 , and Bk,2,k,0.4H2/3k1/3 . As it can be seen, the cost of one matrix-vector product of all of these
formulations is O(N4/3 logN). The computational times required by one matrix-vector product for
the cases of the sphere and the ellipsoid are virtually the same given that the parametrizations of
these scatterers was constructed identically. Two more conclusions can be drawn from the results in
Table 6. The computational times required by the bean-shaped cases are slightly larger on account
of our use of larger overlaps between the patches in the chart atlas. This is necessary in this case
to achieve comparable levels of accuracy as for the sphere and ellipsoid configurations. A matrix-
vector product resulted from discretization of the formulations based on the operators Ak,Sik/2 is
on average at most 1.6 more computationally expensive than the matrix-vector product for the
CFIE formulation based on the operators Ck at the same level of discretization. A matrix-vector
product resulted from discretization of the formulations based on the operators Bk,2,k,0.4H2/3k1/3 is
on average at most 2.5 more computationally expensive than the matrix-vector product for the
CFIE formulation based on the operators Ck at the same level of discretization.
We conclude the numerical experiments with an illustration in Figure 6 of the iteration counts
required by our solvers based on the integral operators Ak,Sik/2 and Bk,2,k,0.4H2/3k1/3 respectively
to reach GMRES residuals of 10−4 for two scatterers, namely a unit sphere and an ellipsoid with
principal axes 2, 0.5, and 2, and 121 wavenumbers k = 8, 9, . . . , 127, 128. The corresponding elec-
tromagnetic sizes of the scattering problems range from 2.5 to 40.8 wavelengths. As it can be seen,
the number of GMRES iterations required by our solvers based on the operators Bk,2,k,0.4H2/3k1/3
are independent of frequency. In the case of the spherical scatterers and bean-shaped scatterers,
the runtimes of our solvers based on the operators Bk,2,k,0.4H2/3k1/3 are always smaller than those
based on the operators Ak,Sik/2 . For ellipsoid scatterers, the runtimes of our solvers based on the
operators Bk,2,k,0.4H2/3k1/3 are smaller than those based on the operators Ak,Sik/2 for scattering
problems corresponding to wavenumbers k that are greater than equal to the value kc = 98.
We summarize the results presented in this section as follows:
1. the numbers of iterations required by solvers based on the CFIE operators Ck defined in
equation (87) and the Caldero´n-Ikawa CFIER operators Ak,Sik/2 defined in equation (86)
depend on the wavenumber k;
2. the numbers of iterations required by solvers based on the Caldero´n-Complex CFIER opera-
tors Bk,2,k,0.4H2/3k1/3 defined in equation (85) are small and independent of the wavenumber
k;
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Figure 6: Plot of the numbers of iterations required by our solvers based on the operators Ak,Sik/2
(black) and Bk,2,k,0.4H2/3k1/3 (red) as a function of the wavenumber k for 121 values of k ranging
from k = 8 to k = 128 for a unit sphere scatterer (top) and an ellipsoid of of principal axes 2,
0.5, and 2 (bottom). The vertical green line in the figure on the bottom represent the cut-off
frequency kc = 98: for values of the wavenumber larger than kc our solvers based on the operators
Bk,2,k,0.4H2/3k1/3 require less computational times than our solvers based on the operators Ak,Sik/2 .
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3. although due to the more complex nature of their underlying operators, matrix-vector prod-
ucts associated with the Caldero´n-Complex CFIER operators Bk,2,k,0.4H2/3k1/3 are more ex-
pensive than those associated to the CFIE operators Ck and Caldero´n-Ikawa CFIER operators
Ak,Sik/2 , solvers based on the former formulations give rise to important computational gains
over solvers based on the latter formulations;
4. for a given wavenumber k, the numbers of iterations required by solvers based on both CFIER
operators Ak,Sik/2 and Bk,2,k,0.4H2/3k1/3 do not depend on the discretization size; this is in
contrast to the case of solvers based on the classical CFIE operators Ck.
We conclude this section with a brief comparison between the Caldero´n-Complex CFIER for-
mulations showcased in this work and other regularized formulations based on approximations of
the DtN operators proposed in the literature
1. the Caldero´n-Complex CFIER operators Bk,2,k,0.4H2/3k1/3 were shown to have excellent prop-
erties in the high-frequency regime for scatterers with slowly varying curvatures; a Galerkin
discretization of these seems possible along the lines in [3, 6]. Although the evaluation of the
regularizers Tk+iκ2 is somewhat expensive, it has the advantage of being not that different
from that of the EFIE operators Tk. The operator composition Tk Tk+iκ2 can be evaluated
without a fuss in the context of Nystro¨m discretization and it also can be evaluated in the
context of Galerkin discretizations, albeit there are some subtleties associated with the latter
case [3, 6];
2. another choice of regularizing operators was given in [4, 5] by R = −2∑j χjTkχj where
χj are smooth and compactly supported functions such as
∑
j χ
2
j = 1 on Γ; the ensuing
formulations do not appear to lead to iteration counts that are independent of frequency [4, 5],
and the evaluation of that regularizer is more expensive than the evaluation of the regularizer
R = −2Tk+iκ2 that we used in this text;
3. in the very recent contribution [13], Galerkin discretizations of the operators PSBk,2,k,0.4k1/3
using loop and star basis functions were introduced for the solution of PEC scattering prob-
lems. The results presented in that contribution show that the iteration counts of these
formulations are independent of frequency in the low to medium frequency range, even for
Lipschitz domains. Another recent contribution [47] uses the same type of principal value
regularizing operators for the solution of time-harmonic Maxwell equations with impedance
boundary conditions via boundary integral equations. The use of Fast Multipoles in con-
junction with Galerkin discretization of the regularized formulations enables the solution of
larger size problems (up to 10 wavelength) in [47]. The regularized formulations are shown to
lead to numbers of iterations that are virtually independent of frequency for a larger range
of frequencies. One potential drawback of these formulations is their need to invert surface
vector Laplace-Beltrami operators which prevents the use of non-conforming meshes [11].
7 Conclusions
We presented several versions of Regularized Combined Field Integral Equations formulations for
the solution of electromagnetic scattering equations with PEC boundary conditions. These formu-
lations consist of combined field representations where the electric field integral operators act on
certain regularizing operators. The construction of the regularizing operators, in turn, is based on
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Caldero´n’s calculus and complexification techniques. These integral equation formulations are well
conditioned on account of the choice of the regularizing operators. Some of the resulting integral op-
erators possess excellent eigenvalues clustering properties, which translate in the case of redsmooth
scatterers with slowly varying curvatures into very small numbers of iterations necessary to obtain
the solution of the ensuing linear systems, regardless of the discretization size and the frequency of
the scattering problems. In addition, the far field errors incurred by our implementation are of the
same order as those resulting from the classical Combined Field Integral Equation counterparts.
Thus, the important gains in computational complexity make the Regularized Combined Field
Integral Equations discussed in this text a viable method of solution to PEC scattering problems.
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8 Appendix
We present in this section a proof of the technical Lemma 4.2
Lemma 8.1 There exist constants Cj > 0, j = 1, . . . , 4 and a number k˜0 > 0 such that
(i) C1k
−2(n2 + k2)1/2 ≤ iJ ′n+1/2(ik)(H(1)n+1/2)′(ik) ≤ C2k−2(n2 + k2)1/2
(ii)
1
4
(n2 + k2)−1/2 ≤ −S(1)n (ik) ≤ C3(n2 + k2)−1/2 + C4k−2,
(iii)|J ′n+1/2(ik)H(1)n+1/2(ik)| ≤ C4k−1, |Jn+1/2(ik)(H
(1)
n+1/2)
′(ik)| ≤ C4k−1
for all k > k˜0 and all n ≥ 0.
Proof. (i) We begin by using the representation of the functions Jn+1/2(ik) and H
(1)
n+1/2(ik) in
terms of the Bessel and Hankel functions of the third kind
iJ ′n+1/2(ik)(H
(1)
n+1/2)
′(ik) = − 2
pi
I ′n+1/2(k)K
′
n+1/2(k)
where I ′ν(k) > 0 and K ′ν(k) < 0 for ν ≥ 0. Using the uniform asymptotic expansions as ν → ∞
(Formulas 9.7.9 and 9.7.10 in [1])
I ′ν(νz) ∼
1√
2piν
(1 + z2)
1
4
z
eνµ(1 +O(ν−1))
K ′ν(νz) ∼ −
√
pi√
2ν
(1 + z2)
1
4
z
e−νµ(1 +O(ν−1)) (93)
where µ =
√
1 + z2 + ln z
1+
√
1+z2
, we get that there exists a constant N0 > 0 such that
1
4
k−2((n+ 1/2)2 + k2)1/2 ≤ −I ′n+1/2(k)K ′n+1/2(k) ≤ k−2((n+ 1/2)2 + k2)1/2,
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for all n > N0, k > 0. Given that we can choose the constant N0 above to further satify (n +
1/2)2 + k2 < 2(n2 + k2) for all n > N0 and all k > 0, we obtain the following estimate
1
4
k−2(n2 + k2)1/2 ≤ −I ′n+1/2(k)K ′n+1/2(k) ≤
√
2k−2(n2 + k2)1/2, for all n > N0, k > 0. (94)
Using the asymptotic expansion (Formula 9.7.6 in [1]) which is valid for ν fixed and z →∞
−I ′ν(z)K ′ν(z) ∼
1
2z
(
1 +
1
2
µ− 3
(2z)2
+O
(
µ2
z4
))
, µ = 4ν2 (95)
we get that for a fixed n there exists k′n such that
1
4k
≤ −I ′n+1/2(k)K ′n+1/2(k) ≤
1
k
, for all k ≥ k′n. (96)
It follows from the estimate (96) that there exist k1 = maxn≤N0 k′n and c = (1 + N20 /k21)
− 1
2 such
that
1
4
ck−2(n2 + k2)1/2 ≤ 1
4k
≤ −I ′n+1/2(k)K ′n+1/2(k) ≤
1
k
≤
√
2k−2(n2 + k2)1/2, 0 ≤ n ≤ N0, k ≥ k1.
(97)
We obtain by combining estimates (94) and (97) that there exist constants C1 =
1
2pi max(1, (1 +
N20 /k
2
1)
− 1
2 ) and C2 =
2
√
2
pi such that
C1k
−2(n2+k2)1/2 ≤ iJ ′n+1/2(ik)(H(1)n+1/2)′(ik) = −
2
pi
I ′n+1/2(k)K
′
n+1/2(k) ≤ C2k−2(n2+k2)1/2 (98)
for all n ≥ 0 and all k ≥ k1.
(ii) In order to prove the estimate concerning S
(1)
n (ik), we use the identities (formulas 9.1.27
in [1])
J ′n+1/2(K) =
m+ 1/2
K
Jn+1/2(K)− Jn+3/2(K), (H(1)n+1/2)′(K) =
n+ 1/2
K
H
(1)
n+1/2(K)−H
(1)
n+3/2(K)
to derive
−S(1)n (ik) =
pi
2ik2
[(2n2 + 3n+ 1)Jn+1/2(ik)H
(1)
n+1/2(ik)− k2Jn+3/2(ik)H
(1)
n+3/2(ik)
− ik(n+ 1)(Jn+1/2(ik)H(1)n+3/2(ik) + Jn+3/2(ik)H
(1)
n+1/2(ik))].
We use Bessel and Hankel functions of the third kind Kn+1/2 and In+1/2 together with the Wron-
skian identity Iν(k)Kν+1(k) + Iν+1(k)Kν(k) =
1
k (formula 9.6.15 in [1]) to reexpress the previous
identity in the form
−S(1)n (ik) = −
1
k2
[(2n2 + 3n+ 1)In+1/2(k)Kn+1/2(k)− k2In+3/2(k)Kn+3/2(k)
+ k(n+ 1)(2In+3/2(k)Kn+1/2(k)− 1/k)].
Using the fact that I ′n+1/2(k) =
n+1/2
k In+1/2(k) + In+3/2(k) ( (formulas 9.6.26 in [1])) we get
−S(1)n (ik) =
n+ 1
k2
(2kI ′n+1/2(k)Kn+1/2(k)− 1) + In+3/2(k)Kn+3/2(k). (99)
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Using the uniform asymptotic expansions as ν →∞ (Formulas 9.7.8 and 9.7.9 in [1])
Kν(νz) ∼
√
pi√
2ν
e−νµ
(1 + z2)
1
4
(1 +O(ν−1))
I ′ν(νz) ∼
1√
2piν
(1 + z2)
1
4
z
eνµ(1 +O(ν−1)) (100)
where µ =
√
1 + z2 + ln z
1+
√
1+z2
, we get that there exist constants N1 > 0 and c1 > 0 such that
1
2
c1k
−2 ≤ n+ 1
k2
(2kI ′n+1/2(k)Kn+1/2(k)− 1) ≤ c1k−2, for all n > N1, k > 0. (101)
Using the asymptotic expansions (Formula 9.7.2 and 9.7.3 in [1]) which are valid for ν fixed and
z →∞
Kν(z) ∼
√
pi√
2z
e−z
(
1 +
µ− 1
8z
+O
(
µ2
z2
))
I ′ν(z) ∼
1√
2piz
ez
(
1− µ+ 3
8z
+O
(
µ2
z2
))
, µ = 4ν2 (102)
we get that for a fixed n ≥ 0 there exists k˜n such that
n+ 1
4k3
≤ m+ 1
k2
(2kI ′n+1/2(k)Kn+1/2(k)− 1) ≤
n+ 1
k3
, for all k ≥ k˜n. (103)
We conclude that there exists a constant c˜ = max(c1,
N1+1
k2
) where k˜2 = max0≤n≤N1 k˜n, such that
0 ≤ n+ 1
k2
(2kI ′n+1/2(k)Kn+1/2(k)− 1) ≤
c˜
k2
, for all k ≥ k˜2, for all n ≥ 0. (104)
Furthermore, if we use the following result established in Lemma 3.1 in [19], namely there exists a
constant C˜1 and a number kˆ2 > 0 such that
1
4
(n2 + k2)−1/2 ≤ In+3/2(k)Kn+3/2(k) ≤ C˜1(n2 + k2)−1/2 for all k ≥ kˆ2, for all n ≥ 0
together with the estimate established in equation (106), we obtain if we take into account equa-
tion (99) that there exists a constant C3 and a number k2 = max{k˜2, kˆ2} such that
1
4
(n2 + k2)−1/2 ≤ −S(1)n (ik) ≤ C3(n2 + k2)−1/2 + C4k−2 for all k ≥ k2, for all n ≥ 0.
(iii) We get from the asymptotic expansions (100) that there exist constants N1 > 0 and c1 > 0
such that
1
4
k−1 ≤ I ′n+1/2(k)Kn+1/2(k) ≤ k−1, for all n > N1, k > 0. (105)
On the other hand, using the asymptotic expansions (102) we get that for a fixed n ≥ 0 there exists
k˜n such that
1
4
k−1 ≤ I ′n+1/2(k)Kn+1/2(k) ≤ k−1, for all k ≥ k˜n. (106)
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If we let k3 = max0≤n≤N1 k˜n we obtain that
|J ′n+1/2(ik)H(1)n+1/2(ik)| =
2
pi
I ′n+1/2(k)Kn+1/2(k) ≤
2
pi
k−1, for all k ≥ k3, 0 ≤ n. (107)
The estimate concerning |Jn+1/2(ik)(H(1)n+1/2)′(ik)| follows form the previous estimate and the Wron-
skian identity (formula 9.6.15 in [1]). Finally, if we take k˜0 = max{k1, k2, k3}, the result of the
Lemma follows. 
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