We examine, theoretically, using a mixed classical-quantum electron-lattice dynamics model, electron transfer in a molecular junction system with a polyacetylene wire at its centre. We identify two qualitatively-different transfer regimes: hopping and tunnelling. We discuss the criteria for achieving each one and for minimizing inelastic scattering and decoherence arising from the coupling to the lattice, and we connect our main results to quantities derived from electron dynamics in simpler, three-state model systems. We identify the requirements to have near-ballistic transfer.
I. INTRODUCTION
is the electronic part where, the operator c † n,σ adds an electron of spin σ to site n and where in the SSH model, the site energies ǫ n are set to zero and
describes the hopping of the electron. The hopping is modified by the electron-phonon coupling parameter α according to the displacements u n of the ions, from their positions in a perfect, undimerised chain and its range is confined to nearest neighbours.
The lattice part,Ĥ
consists of a harmonic potential energy operator with spring constant K and a kinetic energy operator. The set of parameters used is standard in the SSH model literature as applied to PA chains 10 : t 0 =2.5 eV, α=4.1 eV/Å, K=21 eV/Å 2 , and M=1349.14 eV fs 2 /Å 2 . The electronic and ionic Hamiltonians are thus linked by the ionic displacements u n .
We include the site-energy term in Eq. 2 because we will consider a chain where each end is coupled to a molecular level with energy ǫ end . All other ǫ n are set to zero. In addition,
we will modify the coupling between the molecular level and the chain to a value t end . We will take the molecular levels and couplings at both ends to be the same. A schematic of a chain with its end sites coupled to molecular levels is shown in Fig. 1 . The coupling to the electrode t end is fixed and does not depend on the distortion of the chain's end sites. to molecular levels. The total number of sites including the molecules at the ends is N .
B. Solving the coupled ion-electron system
We use the Ehrenfest approximation 13,15-18 , a non-adiabatic semi-classical scheme in which the ions undergo classical motion while the electrons are treated quantummechanically, evolving in time. The adiabatic approximation, also known as BornOppenheimer (BO) dynamics, a simpler scheme in which the electron orbitals are treated time-independently, affected only by changes in the ionic potential, and thus not deviating from their initial superpositions of Hamiltonian eigenstates, would not lead to electron
transfer which is what we want to study here. To that end, the equation of motion of the electrons |ψ k (t) of state k is given by
while that for the nth ion is
which we integrate using the velocity-Verlet algorithm
for a sufficiently-small timestep τ with which to maintain energy conservation -e.g. a τ of 0.02 fs conserves the total energy to within 0.13 meV/site over 1 ps. In Eqn. 6, we use the definition of the Hellman-Feynman force because it is this and not the derivative of the negative of the electronic energy which yields the expectation values of the ionic trajectories.
In practice however, we found virtually no difference between the results obtained by the two force expressions for systems as large as the ones we studied.
Letting the electronic eigenstates arising from a solution to the time-independent Schrödinger equationĤ
whereĤ el implicitly depends on the ionic configuration {u n }, be represented by the set {χ m }, the wavefunctions of all the electrons k can be written as superpositions of the eigenstates
The initial conditions of the problem are divided conceptually into two types: the first type of initial condition is g m,k (0) = δ mk and is imposed on the N wavefunctions of the N-site system, while the extra electron is set up in a superposition state in general. Thereafter, all of the ψ k (t) evolve according to Eq. 5 along with the boundary condition that they are continuous across time-steps, and become non-stationary states, written in terms of the eigenstates corresponding to the current {u n }.
In all of the results presented in this paper, we treat all of the electronic wavefunctions with the Ehrenfest method. Before an extra electron is added to the system, the ground state of the neutral chain, whether coupled to a junction or not, is determined. This is done via the procedure described above with the ionic velocities held to zero. Here, the ends, which may correspond to coupled molecules, are free to move while a total length constraint is imposed on the system. The purpose of this is to obtain displacement values for the ends which are consistent with the parameters of the Hamiltonian, thereby minimising the finitelength effects. Afterwards, for the dynamics, the length constraint is removed and the end states are held fixed to their relaxed values because keeping the length constrained instead of fixing the ends led to the plots of displacement u versus site number being tilted, as the chain would translate, and this made the results difficult to compare and analyze. Imposing no boundary conditions whatsoever results in highly-distorted ground-state structures due to the finite length of the chains, obscuring the phenomena which we would like to study.
III. SYSTEMS STUDIED
A. Isolated PA chain
Two types of open neutral chains were studied as starting points: with an even or an odd number of sites. The ground state of the even chain leads to the well-known dimerisation pattern 10 , shown in Fig. 4a , while that of the odd chain contains a soliton, again as expected 10 .
After obtaining these ground states, an electron was prepared in either the LUMO, or in a non-stationary state at one end, and the dynamics were performed. In the even-site chain, the case of the LUMO preparation leads to a polaron 10, 12, 19 , a structural deformation consisting of a soliton/anti-soliton pair moving in tandem with the electron localisation. We focused on even-site chains in order to avoid considering soliton dynamics along with the transfer of the extra electron. The effect of the Ehrenfest approximation as opposed to the BO one is clear from Fig 2. The energy of the extra wavepacket, initially prepared in the LUMO, closely follows the LUMO but nonetheless deviates from it at times.
FIG. 2: The energy of the added electron deviates from the LUMO, in Ehrenfest dynamics.
For the electron prepared at one end, the charge density oscillated back and forth (see Fig. 3a ). This oscillation was virtually all due to the extra electron -the other electrons in the chain had practically no contribution to it. However, the chain distortions were very large, several times greater than those corresponding to the dimerisation (∼ ±0.04Å, see Fig. 4a ), and in practice, would require anharmonic potentials to treat, and may lead to chain breakup. It is important to note that as the electron wavefunction oscillates back and forth, it distinctly passes through all sites between the two ends. Therefore, this is a hopping transfer regime as opposed to a tunnelling one.
In order to determine the effect of the lattice on the electron propagation, we compare the propagation with that for the case of a frozen lattice (Fig. 3b) . In a frozen lattice, the propagation is quasi-periodic, owing to the non-commensurability of the eigenvalues in the eigenstate superposition comprising the wavefunction of the propagating electron. For increasingly longer times, according to the Poincaré theorem applied to quantum superpositions of eigenstates with non-commensurate eigenvalues, the oscillations will approach the original value increasingly faithfully and eventually lead to a value near 1. This is the reason why the value of 1 is not reached during the few ps of the simulations for the frozen ion case.
Beyond that, the electron-lattice interaction destroys the coherences (off-diagonal entries of the density matrix), which manifests itself in a decrease in site populations in Fig. 3b for the simulation with full dynamics, as compared with the frozen-ion case. The off-diagonal entries of the density matrix appear in the electron density due to the extra electron as a result of intereferences from the eigenstate superposition. 
B. Chain within molecular junctions
The molecular junction coupling parameters t end and ǫ end were varied across a wide range of values in order to search for an optimal set which would lead to low electron decoherence, meaning a small influence of the lattice on the electron transfer. This required first obtaining a relaxed ground-state structure for the lattice, and then performing dynamics using the added wavepacket. We only performed dynamics for cases which looked promising based on the frozen-lattice transfer calculations. The ground-state structure for a chain coupled to a molecule at each end deviates significantly from that of a dimerised chain (Fig. 4a ).
Most notable, apart from the end effects, are the kinks introduced at large ǫ end and small t end , (Fig. 4c) which migrate towards the ends for smaller ǫ end and larger t end (Fig. 4b) .
Usually, the site population over time can be approximately represented by a single Rabi It is important to note that distinct hopping across the chain by the extra electron was not always found to occur -we also identified another limit: that of tunnelling. In Fig. 6 we show a case in the "tunnelling" regime which had relatively low scattering of the electron by the lattice. It is called tunnelling because there is almost no occupation of the chain sites, with one dominant electron oscillation frequency connecting the defect levels arising from the end states (see Sec. III C).
An interesting case, where the electron oscillation frequency changes dramatically with the dynamics, is shown in Fig. 7 . Also, the oscillations are incredibly persistent over very long times. Generally, the electron oscillations are stable over long times throughout the tunnelling regime because the electron tunnels between the two fixed end molecules with minimal impact from any structural distortions which may be occurring in the chain.
C. Rabi frequencies
We systematically studied the oscillation of an electron in a frozen lattice by varying different fundamental quantities: the lattice vibration parameter K, the electron-phonon coupling parameter α, and the electronic parameters t end and ǫ end of the end molecules. We determined the contribution of the pair of eigenstates comprising each Rabi frequency to the electron oscillation by projecting the eigenstates onto the end-molecule wavefunctions 20 . Explicitly, this weight for the (n,m) pair of eigenstates is equal to
where the operatorP i = |χ i χ i | is the projector of eigenstate i and the two electrode sites are labelled φ 1 and φ end . The quantity in Eq. 10 is actually the maximum value, as the weight oscillates in time according to the Rabi frequency. In three-state quantum systems there is a relationship of inverse proportionality between the Rabi frequency and the weight (see Eq. 3 in Ref. 22) which we exploit in our analysis of Sec. IV B. We focused on varying the end-molecule parameters t end and ǫ end in our analysis of the Rabi frequencies.
The hopping case (Fig. 3, and 5 ) is characterised by the presence of a large number of competing Rabi frequencies while in tunnelling (e.g. Fig. 6 ), just one or two frequencies dominate the oscillations. However, even in hopping, at small times there seems to be just one main frequency present, corresponding to a fast time scale, on which there is superimposed noise from an even faster one. The other frequencies, with a longer period, eventually show up, and lead to an indistinct oscillation but by that time, the oscillation is already destroyed by the electron-lattice interaction. In Sec. IV A we discuss which choices of parameters lead to these different regimes and how the transmission occurs. 
IV. ANALYSIS A. Defect states
The perfect dimerized chain has a double bond at both ends and an energy gap of 1.39 eV. When t end is significantly different from t 0 , defect states appear in the gap. If the chain is still well-dimerized, as for the case of Fig. 4b , there are only two defect states, one filled and one empty, degenerate and at nearly the energy ǫ end ; otherwise there are two additional defect states, split off from the valence and conduction band respectively, consistent with a bi-polaronic distortion such as that shown in Fig. 4c . The latter case is the most usual, as the case of only two defect states is confined to marginal cases (very small ǫ end ). Fig. 8 shows the one-electron energy level structure of the system attached to end molecules, for the most common case, that of a bi-polaronic distortion. For low t end the empty-state defect levels are nearly degenerate and approximately equal to ǫ end . The bi-polaronic distortion is gradually lost for t end > ǫ end and progresses to the ends for t end ≫ ǫ end , and for sufficiently large t end /ǫ end , there are no defect states at all in the gap.
The closeness in energy of the empty states for low t end means that the Rabi oscillation period is very long. This is also the pure "tunnelling" regime because there are virtually no other contributions from other pairs of eigenstates to the electron oscillation between the ends.
For t end ≪ ǫ end , the defect levels are present, owing to the bi-polaronic distortion through the lattice, but only the filled ones are in the gap while the empty ones are located in the CB, assuming that ǫ end is large enough that it is in the CB. A very low t end combined with a large ǫ end leads to a very small Rabi frequency, or very slow electron oscillation, which may be undesirable. Nevertheless, this is the pure tunnelling regime, as these defect energy levels are highly localised at the end molecules. However, as t end increases, more CB states around the energy ǫ end suddenly become involved in the transfer leading to a noisy spectrum.
Thus, a large ǫ end which leads to defect states in the CB is not very practical for achieving stable coherent oscillations. On the other hand, for t end ≫ ǫ end , there are no defect levels as the chain is dimerised and the transfer occurs through a large number of levels, both filled and empty. The extreme case is that of Fig. 3 . For both of these situations, the system is in the hopping regime as the tunnelling through numerous energy levels implies that the wavefunction of the extra electron has a non-negligble projection onto the chain sites. However, for intermediate values of t end and ǫ end , we are able to obtain tunnelling and a fairly large, single dominant oscillation frequency, which is stable under the effect of lattice dynamics for at least a few cycles, over a wide range of molecular-junction parameters.
B. Effect of dynamics on Rabi frequencies
Here, we describe the effect of ion dynamics on the Rabi frequencies, in order to explain the decoherence mechanism. A recent study 23 examined the decoherence mechanism for electron wavepackets added to chains and determined that for long chains, decoherence is caused by population transfer into other states due to the dense energy level structure.
Our results, which show a decay in population of the initial wavefunction superposition, especially in the case of the defect levels located in the conduction band, agree with this explanation. In addition, we find that when multiple Rabi frequencies compete, they interfere. As well, in the hopping regime, the electronic oscillation is substantially degraded by the ionic dynamics, as mentioned earlier at the end of Sec. IV A. However, for several cases of two competing Rabi frequencies, we find that the electron dynamics exhibit exceptional stabil-ity, particularly when the two Rabi frequencies contribute roughly equally to the oscillation.
The reason is that their weights oscillate out of phase with each other. In Fig. 9 we show the time dependence of the energy levels involved in the oscillation, the inverse Rabi frequencies derived from these energy levels, and the maximum weights of the latter, for a case which had great stability in the electron oscillation. As mentioned earlier in Sec. III C, the quantities T (t) and D(t) are correlated. We create a simple model for combining the two Rabi oscillations, omitting the time dependence from T (t) as it is already found in D(t).
If we denote the average value of the ith inverse Rabi frequency (connecting two particular energy levels) as T i ≡ 1/Ω i , and its maximum weight D i (t) (see Eq. 10), oscillating with a frequency ω 0 , we may write
and the combined oscillation period becomes:
We found that this expression represents the electron oscillation period very well. The main cause of any deviation from the prediction of Eq. 12 and the data is due to other secondary inverse Rabi frequencies, which are smaller and tend to bring the actual value down. The time-dependence in Eq. 12 is generally quite weak, owing to the opposite signs in the time-dependent quantities of Eq. 11 and this leads to the exceptional stability seen in Fig. 7 . We determined the average value T av of T net (t) and compared it with the main oscillation period for several cases, which we show in Table I . Regarding the oscillation frequencies ω 0 , they mainly corresponded to the bare (without the extra electron) lowest phonon modes of the respective system but not always, and importantly, no relation was seen between the matching or not of the ω 0 with a bare phonon frequency and the stability of electron oscillations in the respective system. Rabi frequencies compete, the values corresponding to both are given, the same one always in parentheses. All times are in fs.
V. CONCLUSIONS
In summary, we investigated the inelastic electron transfer in a polyacetylene wire within molecular junctions and we found that under certain conditions, which we identify, there is near-ballistic transfer, in two distinct regimes: tunnelling and hopping. The tunnelling case resulted when the defect levels from the electodes were in the band gap of the chain whereas when they are in the conduction or valence band, tunnelling occurs through multiple energy levels leading to a non-negligible occupation of the chain sites, a regime which we term hopping. Ness and Fisher 21 have calculated tunnelling electron transport for a chain coupled to metallic leads, using a model incorporating a quantized description of the main phonon modes, and find a clear indication of polaron transport, or a distortion of the lattice which propagates along with the electron. On the other hand, another study 4 , based on the SSH model with a classical, single-oscillator description of lattice vibrations, does not find any polaron transport. It does find however, that energy levels arising from a pre-existing polaronic distortion aid in the tunnelling process. Our work suggests that not polaronic per se, but defect levels in the energy gap, produce tunnelling transfer. We expect that there will be dramatic changes in the transport characteristics, particularly for the cases in which the defect levels are located in the conduction band, if we consider electron-electron interactions, and this extension is presently under investigation. We do not expect that a full treatment of transport from the coupling of the system to metallic leads will lead to qualitative changes. While we find that multiple competing Rabi frequencies lead to hopping and a destruction of the electron oscillations because of their different behaviour under the dynamics, we find a large stable regime where two competing Rabi frequencies interfere destructively in order to yield exceptionally-stable electron oscillations at a faster rate than if the ions were completely static. Generally in the tunnelling regime, we predict that when connected to a source of current, the conductivity will increased as a result of the ion-electron interactions.
