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GLOSSARY
Internet of Things

– an extension of the Internet wherein physical devices,
vehicles, buildings and other physical itemsembedded with
electronics, software, sensors, actuators, and network
connectivityare enabled to collect and exchange data and
provide services.

Low-Powered

– a network designed for low bitrate transmissions over long

Wide-Area

distances where end nodes are typically meant to run on

Networks

batteries

Low-throughput

– devices that send less than 2000 bits per second of data

devices
Received Packet – the proportion of packets received over the total number
Ratio

sent

Sensor networks

–“a wireless network consisting of spatially distributed
autonomous devices using sensors to monitor physical or
environmental conditions” (National Instruments, 2016)
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ABSTRACT

Author: Riegsecker, Austin. M.S.
Institution: Purdue University
Degree Received: May 2018
Title: Measuring Environmental Effects on LoRa Radios in Cold Weather using 915 MHz
Major Professors: Eric T. Matson and Anthony H. Smith
The “Internet of Things” (IoT) is a commonplace term in today’s society.
Measuring our homes, cities, and farm land, IoT devices and sensor networks help give
insight with new amounts and types of data collected. With several billion devices
projected to be in use by 2020, an inexpensive, reliable solution for communication is
needed. Typically, this would mean Wi-Fi, and in the home that works; but what if the
devices are several miles away? LoRaWAN has sought to fll this need, however, appears
unreliable given changes in atmospheric conditions. Experiments in Europe have shown a
complete communication breakdown when temperatures reach 60◦ C, below the 80◦
hardware specifcation. The researcher’s own observations and preliminary test also show
inconsistencies in terms of range and received signal strength.
This thesis describes the process of designing a physical server-client architecture
using a Dragino LoRa client and Raspberry Pis. Using hobbyist-available materials, three
LoRa nodes were created to test the effects of cold weather, along with rain and snow. The
nodes were deployed from January to the beginning of March, recording communications,
weather data, and the received signal strength of packets. This data was then analyzed for
factors that affected communication most. The experiment was split into two phases, one
for recording the natural environmental conditions, the other, for measuring environmental
conditions when heat is applied directly to the LoRa radio chip. Visual representation and
statistical correlations were used to determine the relationship between temperature and
humidity inside and outside a node, the intensity of rain and snow, and the temperature of
the radio chip, compared to the received signal strength (RSS) and received packet ratio
(RPR).

xiii
From the comparisons made, humidity appears to be a leading predictor in LoRa
communication reliability. This is followed by temperature, then the amount of rain, and
fnally snow. The temperature of the radio chip, from ambient to 60◦ C does not seem to
affect signal strength or communication in a noticeably impactful way. This shows an
indication that communication failure is caused by problems with the antenna or the
micro-controller, a distinction other experiments have not made, however the exact
distinction between antenna and micro-controller was outside the scope of this study.
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CHAPTER 1. INTRODUCTION
Low-Power Wide-Area Networks (LPWAN) have become prevalent throughout
the world (Kinney, 2016; The Things Network, n.d.), providing connectivity over long
distances for sensor networks and the Internet of Things (IoT). These networks are
designed for large volumes of low-throughput devices, which can last for years on a single
set of batteries. LPWAN technologies include Sigfox (n.d.), NB IoT (GSMA, 2016),
LTE-M (GSMA, n.d.), and LoRa / LoRaWAN (LoRa Alliance, n.d.). These technologies
typically sacrifce bandwidth and throughput for distance, with the exception of LTE-M,
which is supported by cellular infrastructure (Cattani, Boano, & Römer, 2017; Ray,
2017).
Long Range Wide-Area Network (LoRaWAN), using its underlying radio
technology Long Range (LoRa), has been reported to achieve distances up to 201
kilometers in Europe (Spiess, 2017). However, the researcher has also seen frsthand
LoRa unable to transmit farther than 200 meters. Enabled by “The Things Network”
deployed around Europe, this technology enables low-throughput devices and sensor
networks to connect over vast distances, with low infrastructure cost, which has generated
and enabled a large interest in research relating to LoRa. However, as LoRa has had a
slow adoption in North America, most research has been conducted in Europe where
networks such as “The Things Network” are prevalent. Of this research, most were done
in the summer or early fall. However, IoT devices such as these are meant to stay
outdoors, measuring the environment all year. This factor, along with varying reports of
achieved communication distance, brings into question the reliability of such devices and
the technologies that help them communicate. This study aims to determine which
environmental factors should be considered when deploying LoRa and LoRaWAN in
colder climates. In this way, parties can make better informed decisions regarding if LoRa
technology suits their needs.
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1.1 Problem Statement
The problem addressed in this study is the inconsistency of data documented about
LoRa technology. This stems from the researcher’s own observations of the technology,
and the inconsistencies of results found in literature. This includes the advertised distance
of communication and reliability of hardware, as well as how combinations of Spreading
Factor, Bandwidth, and Coding Rate affect the Received Packet Ratio (RPR). While
unlikely, this may be caused by most research on LoRa technology being conducted in
Europe and Asia, where the 433 MHz and 868 MHz frequencies are used; whereas in
North America the 915 MHz frequency is used. For this reason, verifcation and
replication of results from European studies should be performed using the 915 MHz ISM
band to determine if any differences in wireless behavior are observed.

1.2 Signifcance
Determining the physical limitations and capabilities of low-throughput networks
is signifcant because of the growing use of LPWAN technologies within the United States
and North America. With use in smart cities and buildings (Kinney, 2016), agriculture
(IoT Solutions for Agriculture, n.d.), marine environments (Mercer, 2017), and
manufacturing (Kjendal, 2017), reliability of communication and performance
expectations based on verifed results are needed so parties can better assess if LoRa is
best for their use-case. While original estimates from 2010 of 50 billion (CEO to
shareholders: 50 billion connections 2020, 2010), and 1 trillion IoT devices (Iwata, n.d.)
being deployed were an overshot, Nordrum (2016) has gathered more recent estimates that
between 20 - 28 billion devices will be deployed by the year 2020. This is cause to fnd an
inexpensive, reliable solution for connecting IoT devices and sensor networks together. To
this effect, LoRa technology looks promising, however, past studies have shown
conficting results in terms of maximum possible data rate and maximum possible
distance achieved, resulting in anywhere from 200 meters (Cattani et al., 2017) to 30
kilometers (Petajajarvi, Mikhaylov, Roivainen, Hanninen, & Pettissalo, 2015) to over 200
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kilometers (Spiess, 2017). Additionally, studies have indicated a correlation between heat
and humidity as reason for these varying results (Bannister et al., 2008; Cattani et al.,
2017; Marfevici, Murphy, Picco, Ossi, & Cagnacci, 2013; Schmidt, Ceriotti, Hauser, &
Wehrle, n.d.). Many published studies pertaining to the LoRa technology have come from
European countries with a few from Asia. In reviewing the literature, it appears a majority
of research performed for LoRa in the United States pertains to how the LoRa technology
can be used in industry to provide services, but not about the physical capabilities and
reliability of the wireless technology. This, along with the researcher’s own observations
of LoRa’s shortcomings are driving factors for this research.

1.3 Purpose
The purpose of this study is to determine what effects a cold weather environment,
specifcally concerning the temperature, humidity, rain and snow, have on LoRa radio
communication in terms of received signal strength and the number of received packets.
Additionally, this study isolates the application of heat to the radio chip, to test for
communication disruption, as opposed to heating the entire system as in previous studies.

1.4 Research Questions
The following research questions were addressed in this study: (1) Are LoRa
communications affected similarly by environmental factors in the United States as was
shown in Europe, in relation to heat and humidity? (2a) If LoRa communications are
affected in a similar manner, do those fndings correlate in a consistent manner to the cold
and snowy winter conditions found in central Indiana, United States, or (2b) if not, which
environmental factor(s) should be considered when deploying LoRa networks in the
United States? Finally, (3) does snowfall and / or rainfall, cause a signifcant improvement
or degradation to radio communication between LoRa nodes? The metrics for radio
communication, for the purposes of this study, are defned as received signal strength
(rss), measured in decibel-milliwatss (dBm) through the received signal strength indicator
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(RSSI) provided by the radios, and received packet ratio (RPR), defned as
#O f PacketsReceived
#O f PacketsSent .

1.5 Assumptions
The assumptions for this study include:
• The antennas on the nodes will remain parallel to each other.
• Differing radio power levels are not comparable.
• A time server is not needed for each device to keep time, provided power is not lost.

1.6 Delimitations
The delimitations for this study are:
• Due to available resources, experiments were conducted using a Dragino LoRa
development kit (LoRa IoT Development Kit, n.d.).
• The study was limited to the eastern side of Purdue University’s West Lafayette
campus.
• Data was collected for two months, between January 3rd and March 4th , 2018.
• Nodes were mounted on masts, no higher than 3 meters above a building’s roof.
• Power usage was not taken into account as the nodes were plugged into electrical
outlets.

1.7 Limitations
The limitations of this study are as follows:

5
• All testing is done with the HopeRF RFM95 LoRa radios used in the Dragino LoRa
Development Kit.
• Due to the Federal Communications Commission (FCC) laws in the United States,
the results obtained using the European and Asian frequencies of 433 Mhz and 868
Mhz cannot be compared locally.
• Data affected by equipment failures was excluded from data analysis.

1.8 Summary
In summary, LoRa, and LoRaWAN, were created for low-throughput devices in
large areas to connect to a single gateway, thus reducing infrastructure costs commonly
associated with wide-area networks. However, studies from the last two years found LoRa
unlikely to scale to thousands of devices as previously thought (Bor, Roedig, Voigt, &
Alonso, 2016; Georgiou & Raza, 2017). This, along with LoRa having a closed
hardware platform, spurred additional research to fnd the physical limitations and best
combination of radio bandwidth (BW), spreading factor (SF), and coding rate (CR), to
allow for the greatest distance and most reliable connection, along with the highest
possible throughput. The rest of this thesis outlines the experiment design and
implementation to answer the above questions.
Chapter 2 of this paper addresses a review of the literature, highlighting a
background on LoRa, and covering the physical characteristics of the radio and its
modulation scheme. Chapter 2 also highlights related works from Europe, showing the
performance of LoRa radios and the effects of heat and humidity on LPWAN radios.
Chapter 3 explains the design of the experiment to test the previously mentioned research
questions, as well as the design choices for the nodes utilized. The chapter fnishes by
describing data collection, cleaning, the exclusion of certain data, as well as the method of
analysis for the data collected. Chapter 4 presents the results from the experiment. This
chapter provides visual and statistical representation of the nodes’ performance per the
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analysis explained in chapter 3. Finally, chapter 5 presents an interpretation of the data,
limitations of the experiment, as well as future works.
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CHAPTER 2. REVIEW OF LITERATURE
This chapter presents a review of the literature relevant to the problem of
measuring the effects of environmental factors on LoRa radios. The chapter begins with
an overview of LoRa and LoRaWAN, providing a defnition between the two; defnes the
physical capabilities of the radios used in other studies, as well as this study; then provides
relevant works related to the effects of heat and humidity on different radio technologies,
with an in-depth look at Cattani et al. (2017), one of the inspirations for this study.

2.1 LoRa and LoRaWAN
According to the LoRa Alliance, the international independent body created to
manage LoRaWAN, LoRaWAN is a proprietary Low-Power Wide-Area Network
specifcation designed for wireless communication between battery-operated devices in a
large area of tens of kilometers (LoRaWAN - What is it? A technical overview of LoRa

R

and LoRaWAN , 2015). LoRaWAN systems are made up of several pieces: the radio, a
radio signal modulation scheme, and a communication protocol. Semtech holds
proprietary manufacturing rights to the radio, LoRa is the radio modulation scheme,
which enables long-range data transmission using Chirp Spread Spectrum (CSS) or
Frequency Shift Keying (FSK) modulation. FSK was chosen as a possibility because of
the lower power overhead necessary to send packets LoRaWAN - What is it? A technical
overview of LoRa

R

and LoRaWAN (2015). LoRaWAN is the ISO Layer 3 protocol

providing addressing, reliability, dynamic radio power transmission, etcetera.
The LoRa radio does not need to use LoRaWAN as a communication protocol as
the LoRa Alliance has published specifcations for the radios and encourages third party
vendors to develop their own protocols. There are a few companies currently taking
advantage of this. One such company is Symphony-Link (Symphony Link - Internet of
Things Wireless LPWA, n.d.) who added additional features such as remote security
patching, and fully-acknowledged packets. Another is Dragino (Dragino : Open Source
WiFi, Linux Appliance, n.d.), who provides an open Arduino library to allow an end-user
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control over the attributes of the communication link such as Spreading Factor (SF) and
the Coding Rate (CR). It is for this reason a Dragino kit was used in this study.
In order to extend battery life of devices communicating through LoRa, radio
communication overhead is kept to a minimum. LoRaWAN networks typically use the
star-of-stars network topology similar to Figure 2.1, shown below. This topology allows
any device to talk to one or more central gateway devices, which then handle routing of
the packet through a back-end communication channel such as Ethernet (IEEE 802.3).

Figure 2.1. Star of Stars topology.

Upon having a clear line of sight and an appropriate height, each node and
gateway has the possibility of obtaining communication distances of 200+ kilometers
(124+ miles) as shown by Andreas Spiess, a YouTuber, has achieved a distance of 212
kilometers on “The Things Network” (Spiess, 2017). Currently, the world record distance
for LoRaWAN communication is 702 kilometers, set at the Koppelting grassroots festival
on August 26th , 2017. This was achieved by using a helium-flled high-altitude balloon at
a high of 38.772 kilometers. The packet was reported to be sent with only 25 milliwatts of
power (The Things Network, 2017). According to the LoRaWAN alliance on their
webpage, this is due to having the ability to trade-off between communication range and
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message duration (LoRaWAN - What is it? A technical overview of LoRa

R

and

LoRaWAN , 2015) allowing for staggering amounts of communication distance.
Helping to achieve a greater communication distance and extended battery life,
LoRaWAN employs three classes for devices based on how the devices handle responses
from the gateways:
• Class A devices allow bi-directional communications by using two short downlink
receive windows. These devices use the least amount of power, and are therefore
ideal for long-term deployment.
• Class B devices open receive windows at scheduled times determined by a beacon
from sent from a gateway, in addition to the class A functionality.
• Class C devices only close the receive window when transmitting (LoRa Alliance,
n.d.)
Each of these devices act as end nodes, but are able to be deployed in different
ways depending on packet acknowledgment requirements or optional power sources that
may enable the device to use more power. It should be noted that because this study
focuses on the physical limitations and capabilities of the LoRa chip, LoRaWAN features
are not used.

2.1.1 Semtech SX1276 and HopeRF RFM95
The Semtech SX12XX radios (Semtech SX1276, n.d.) are, at times, synonymous
with LoRa. Due to their proprietary nature, few manufactures exists which have the
license from Semtech to produce them. Semtech has a variety of LoRa chips, each more
attuned to a specifc use-case, however this study looks at the Semtech SX1276, which the
HopeRF RFM95 chip used on the Draginos are modeled after. The Semtech SX1276 chip
features a maximum link budget of 168 dBm as well as a sensitivity of -148 dBm. The
latter being more important for the Chirp Spread Spectrum (CSS) transmissions used by
LoRa. The SX1276 has a resolution of 61 Hz and a maximum range of 137 kHz to 1020
kHz. It is also rated to work between -40 and 80◦ C. The Dynamic Range RSSI is 127 dB.
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All of these specifcations, as well as every other specifcation for the chip can be found in
the Semtech SX1276 datasheet (Semtech, n.d.).
The HopeRF RFM95 chip is a Chinese-made, Semtech-endorsed chip used on the
Dragino clients (HopeRF Electronic, 2006). The silicon in the radios themselves are
identical, but differing manufacturing processes allow costs to be kept low. The only
notice difference between a HopeRF radio and Semtech’s are purely cosmetic as the
HopeRF data sheet is a near word-for-word match to Semtech’s.

2.1.2 Chirp Spread Spectrum (CSS)
Modeled off dolphin and whale communication, CSS has been in use since 1944 in
radar and wireless communication (Lampe & Ianelli, 2003). Single signals called chirp
pulses use frequency modulation to achieve robustness in noisy environments. As defned
by Nanotron Technologies (Chirp Spread Spectrum (CSS), n.d.) there are three states for
CSS: up-chirp, down-chirp, and null. An up-chirp, shown in Figure 2.2(a), starts at a
lower frequency and moves to a higher frequency to represent a signal. Figure 2.2(b)
shows a down-chirp, starting at a higher frequency and moves to a lower frequency to
represent a bit. A null is no signal.

(a) Up-Chirp

(b) Down-Chirp

Figure 2.2. Chirp Spread Spectrum Chirp Types (Chirp Spread Spectrum (CSS), n.d.,
para 1)

Because of the nature of the signal, the pulse can be elongated to add robustness, at
the cost of throughput. For a signal to travel a longer distance, it must simply be stretched

11
to incorporate more bandwidth the SF in LoRa and/or given more power depending on
the sensitivity of the receiver. In the case of LoRa, the receiver can pick up signals of -136
dBm, which can sit far below a typical noise foor of -70 to -90 dBm. This means, if a
larger SF is used, then the signal should be received at a greater distance, which has been
shown in the data from several studies including Adelantado, Vilajosana, Tuset-Peiro,
Martinez, and Melia (2017); Cattani et al. (2017); Iova et al. (2017); Petajajarvi et al.
(2015).

2.1.3 Impact of Bandwidth and Spreading Factor on Distance
In February of 2017, a study conducted by Iova et al. (2017) found that bandwidth
was the single most important factor for achieving the furthest distance with LoRa. They
found by decreasing bandwidth from 500 kHz to 125 kHz the obtained distance nearly
doubled. LoRa supports 125, 250, and 500 kHz bandwidth. The same studys fndings also
shows SF drastically increasing distance, however Iova et al. note that this dramatically
decreases the lifespan of the transmitter, i.e. uses more power. SF ranges from 6 through
12, each doubling the amount of time needed for radio transmission. The result of the
study are recorded below in Table 2.1, where BW is bandwidth, SF is spreading factor, CR
is coding rate, and PDR is packet drop rate.
Table 2.1. Results from Iova et al. (2017, p. 319)
BW (kHz) SF CR Distance (m) PDR Time on air (ms)
500
6 4/5
270
93%
4.51
125
6 4/5
500
94%
18.05
125
7 4/5
500
94%
41.22
125
8 4/5
700
96%
72.19
125
8 4/8
900
96%
90.62
125
6 4/8
500
96%
22.66

These fndings are in line with data published by the LoRa Alliance, showing the
relationship between the SF and bandwidth shown in Figure 2.3.
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Figure 2.3. Relationship between BW, SF, BR, and dBm (LoRa Alliance, 2017, p. 6)

2.1.4 Maximum Power Output
The FCC prohibits transmissions in the ISM unlicensed bands with a power greater
than 1 watt (30 dBm) which can then be enhance with an antenna up to an Effective
Isotropic Radiated Power, or EIRP, of 4 watts (36 dBm). The Dragino LoRa gateway and
end nodes can change their power output from -4 dBm to +20 dBm (Dragino, 2017). This
means at the maximum power output, the antenna in use must be 16 dBi or less.

2.2 Related Works
Cattani et al. (2017), along with other studies (Marfevici et al., 2013; Schmidt et
al., n.d.) have documented an interesting trend for LoRa and LPWAN networks: an
increase of 10 C equates to a loss of roughly 6 dB in signal. Cattani et al. (2017) wanted to
test the effectiveness of the physical settings within LoRa to determine what effect, if any,
those settings made on the reliability of connections. The study was provoked by the
apparent contradiction of LoRa performance made by Semtech and results from fve
independent studies (Augustin, Yi, Clausen, & Townsley, 2016; Bor et al., 2016;
Georgiou & Raza, 2017; Iova et al., 2017; Voigt, Bor, Roedig, & Alonso, 2016).
Cattani et al. (2017) highlighted that determining environmental impact on IEEE 802.15.4
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radios has been done numerous times over, including studies in the Sonoran desert by
(Bannister et al., 2008) which showed connectivity became unusable at 60C, Figure 2.4
for low power radios.

Figure 2.4. Results from Sonoran desert (Bannister et al., 2008, s. 4, para 2)

A six-month study performed by Wennerstrm, Hermans, and Rensfelt in 2012 also
showed a decrease in received packets as temperature rose. However, as Cattani et al.
points out, these are different from LPWAN radios, which at the time of their study, was
not investigated in detail.
For this reason, Cattani et al. (2017) took three environments at Graz University in
Austria indoor, outdoor, and underground and measured the received packet ratio (RPR)
while changing physical attributes of the LoRa signal including BW, SF, and CR that are
shown in Table 2.2 where BR is the calculated bitrate in kilobits per second. These settings
used the European center frequency of 868 MHz with a transmission power of +20 dBm.
For the indoor location, measures were taken from 60, 115, and 135 meters
without Line of Sight (LOS); outdoor measurements were taken from 70, 100, and 130
meters with LOS; and underground measurements were taken from 25, 50 and 80 meters
that had to travel through a manhole. The study used a custom made LoRa platform from
Moteino MEGA (Moteino MEGA, n.d.) in a waterproof case with an SD card for
persistent storage. Cattani et al. collected data every 3 seconds from a 5-byte payload.
Results from Cattani et al. show “LoRa setting ID 11 (i.e., BW = 125, SF = 9, and
CR = 4/5) achieves a packet reception ratio above 95% regardless of the scenario and
distance between nodes” (2017, sect. 4.1, para. 3). Cattani et al. also observed most
settings gave a median RPR of one; however, the quartiles and minima were not. The team
found communications were more reliable outdoors and underground with RPR above
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Table 2.2. Combination of PHY settings for LoRa radio used in Cattani et al. (2017)
SettingID SF CR BW (kHz) BR (kb/s)
1
7
5
500
21.87
2
7
8
500
13.62
3
7
5
250
10.93
4
9
5
500
7.03
5
7
8
250
6.83
6
7
5
125
5.47
7
9
8
500
4.39
8
9
5
250
3.51
9
7
8
125
3.41
10
9
8
125
2.2
11
9
5
125
1.76
12
12
5
500
1.16
13
9
8
125
1.09
14
12
8
500
0.72
15
12
5
250
0.58
16
12
8
250
0.37
17
12
5
125
0.3
18
12
8
125
0.18

97% for the majority of setting IDs. According to the outdoor correlation matrix,
temperature and humidity were highly correlated to the receive signal strength (rss) and
sensitivity, i.e. dBm. Underground, temperature and humidity were also correlated to rss
and sensitivity, but not as strongly as outdoor.
To test this correlation in a more controlled manner, Cattani et al. (2017) used a
TempLab testbed (Baono et al., 2014). The system contains an insulated box with heat
lamps and temperature sensors able to be remote controlled. This heats up the printed
circuit board to show the effects of heat on electrical equipment. From this second set of
experiments, Cattani et al. concluded that a 10C increase equates to roughly a 6 dB loss in
signal. As shown in Figure 2.5, between 50 and 60◦ C there was almost complete packet
loss.
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Figure 2.5. Packet Reception Rate vs Temperature Result (Cattani et al., 2017,
s. 6, para 7)
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CHAPTER 3. METHODOLOGY
This chapter is broken into two parts. The frst outlines the physical characteristics
of the experiment, including the placement of nodes, design choices within the nodes, and
data collection. The second section will describe the methodology for data analysis,
including data cleaning, excluded data, and methods of analysis.

3.1 Experimental Setup
This experiment sought to answer the questions: Do the cold temperatures and
humidity of winter affect the LoRa radio’s RSSI and/or RPR? If not, and RPR is not one
hundred percent, what factors seem to cause the degradation to RPR? To this effect, the
experiment outlined in this study is broken into two phases. The frst phase took place
from January 3rd , 2018 to February 24th , and the second phase took place between
February 25th to March 4th . The experiment consisted of three nodes in total, one server
and two clients. The server node was named Station 0, and the two client nodes were
named Station 1 and Station 2, base on the order of their deployment. In the beginning,
only one client node, Station 1, was deployed; the second, Station 2, was added on
February 7th . Reasons for the delay in deployment, as well as reasoning for deployment
are discussed in section 3.1.4.

3.1.1 Phase I
The frst experimental stage was designed to gather baseline measurements, as
well as raw data on the daily performance of the LoRa radios, whilst measuring the
environment around the nodes. The nodes were set in their designated areas and were
intended to run for twenty four hours a day, seven days a week. A node consisted of a
Raspberry Pi 2 Model B, shown in Figure 3.1(a), and a Dragino client. The Dragino client
was an Arduino Uno copycat, and Dragino’s LoRa shield, shown in Figure 3.1(b). For
simplicity, and because functionality does not change, the Arduino Uno copycat shall be
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(a) Top view of a Raspberry Pi 2 Model B
(Multicherry, 2015)

(b) LoRa Shield v1.4 (Edwin1123, 2017)

referred to simply as an Arduino for the rest of this paper. The Raspberry Pi used a 16
Gigabyte SD card installed with the November 11th version of Raspbian Stretch for the
operating system.
The Raspberry Pi provided several key functions to the project. Firstly, the
Raspberry Pi was the up-link and main control hub for each node. Secondly, the
Raspberry Pi acted as a time server for the Dragino as a main radio setting switching
function relied on time. Thirdly, the Raspberry Pi acted as a local storage for the data
packets sent and received by each node. Fourthly, the Raspberry Pi acted as a consistent
development platform for each Dragino. Due to the Arduino’s limited compute power as a
micro-controller, a communication link via USB connection was created between the
Dragino and the Raspberry Pi for information sharing and for additional functionality,
such as time keeping. The Raspberry Pi also allowed access to the Dragino via a VNC
server and SSH for code development and deployment.
Throughout the experiment, the Dragino switched between twenty-four different
radio settings, shown in Table 3.1. Each setting was given a CombinationID labeled 1
through 24. The Spreading Factor (SF) parameter was chosen from the four smallest
possible settings, 6, 7, 8, 9. The Bandwidth (BW) settings were the three largest settings,
125kHz, 250kHz, and 500kHz. The Coding Rates were the lowest two settings, 4/5 and
4/6, referred to by the denominator. The parameters were chosen in an attempt to make
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the link between nodes have the smallest link budget possible. From Figure 2.3, it was
shown in order to get the greatest possible distance, LoRa radios should use a SF of 12,
BW of 500kHz, and CR of 4/8. The parameters chosen for this study were meant to
provide the opposite effect, a link as short as possible.
Originally, the twenty-four combinations were to be used for preliminary testing.
From that, the combinations which had the lowest RPR, the highest RPR, then the
combinations closest to the 25th , 50th , and the 75th percentile, in terms of average RPR,
would be chosen for prolonged testing. However, due to large variations in the preliminary
stages of the experiment, and Station 1 breaking down often, all radio setting
combinations were used for the entirety of the experiment. While no packets were
received from combinations 1 through 6, they were not removed from testing in the event
the cold weather allowed communication to start, as well as for the simpler time
management code on the Arduino.
The system rotated through all twenty-four combinations over two days, twelve on
“Day 0” and the other twelve on “Day 1”. “Day 0” and “Day 1” merely represent oddand even- numbered days determined by a modulus function performed on the calendar
representation of each day. This translates to the same set of twelve Combinations being
ran two days in a row for months ending in thirty-one days, as the thirty-frst and frst day
of the month are both odd days. Combinations were changed in ten minute intervals over
two hours, then repeated. This is shown more clearly in Table 3.2 where Day 0 represents
any even numbered day in reference to calendar day numbering, Day 1 is any odd number
day, and the same is for Hour 0 and Hour 1. The minutes shown in the table represent 10
minute intervals, i.e. 1 = 10, 2 = 20, etc. Numbers in the lower-right of the table are the
radio setting combinations shown in Table 3.1. To give an example: on January 3rd at
13:40 the system would have a Combination of 15, where SF = 8, BW = 250, and CR = 5.
This was all facilitated by the Arduino sending a Time: message to the Raspberry Pi,
which would reply with a formatted time string, every time the client Arduino’s loop code
restarted, approximately every 5-7 seconds. To this effect, it was helpful for the Raspberry
Pi to connect to the Internet for syncing to a time server, however, provided the Raspberry
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Table 3.1. Radio Setting Combinations
CombinationID SF BW CR
1
6 125
5
2
6 125
6
3
6 250
5
4
6 250
6
5
6 500
5
6
6 500
6
7
7 125
5
8
7 125
6
9
7 250
5
10
7 250
6
11
7 500
5
12
7 500
6
13
8 125
5
14
8 125
6
15
8 250
5
16
8 250
6
17
8 500
5
18
8 500
6
19
9 125
5
20
9 125
6
21
9 250
5
22
9 250
6
23
9 500
5
24
9 500
6

Pi wasn’t restarted, time was stable. The server Arduino used a millisecond-timer to
calculate a fve second timeout to ask for the time.
Table 3.2. Time breakdown of radio setting combinations by day, hour, and 10s of minutes
Day Hour 0 1
2 3 4 5
0
0
1
9 17 19 3 11
0
1
14 22 6
8 16 23
1
0
2 10 18 20 4 12
1
1
13 21 5
7 15 24

The Raspberry Pi also used the USB connection for data traversal. A client would
send a single thirty-seven byte message, every fve seconds, with a two second timeout to
wait for a reply. The two second timeout was chosen because of its use in a Class A
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LoRaWAN device, in which communication is controlled by the client, with the server
always listening. The Arduino Serial library was used to record packets sent and received
to the Raspberry Pi which was listening via a custom Python script, saving the packets to
an output fle. The process is discussed further in section 3.1.5.

3.1.2 Phase II
The second phase of the study took place in the last week of experimentation.
During this time a heating element was installed in Station 0 and heat was applied to the
LoRa radio chip in a controlled fashion from ambient up to 60◦ C , or the highest
temperature able to be achieved in a ten minute interval. This was done based on the
fndings of previous studies such as Cattani et al. (2017) to isolate if heat alone could
cause RPR to fall to less than 10 percent. Unlike previous studies however, this study
isolates the antenna from the rest of the system, and applies heat directly to the radio chip,
where other studies appear to apply heat across the entire system. The physical
implementation of this had a possible limitation, which was unobservable due to the
placement of Station 0 and its orientation. The Dallas sensor was placed directly on the
radio chip and taped in place, which then had the heating element taped on top of the
sensor. The researcher realizes the possibility that as the node was being raised to its
proper position, the sensor and heating element had the possibility to move away from the
chip. This would then skew the results of this study as it pertains to Phase II’s analysis.
However, when the node was retrieved, it appeared the temperature sensor and heating
element were in the correct positioning, and taped frmly in place.

3.1.3 Node Design
The design choices for nodes were based on easily-acquired, hobbyist-friendly
components as opposed to a custom Printed Circuit Board (PCB) and electronics in an
attempt to show results others may see in their own implementations. Structural
components were 3D printed using a Monoprice Ultimate 3D Printer and PLA flament.
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Each node was equipped with two DHT22 Temperature and Humidity sensors, and the
server node had a Dallas 18B20 temperature sensor to measure the LoRa radio chip in
Phase II of the experiment. The node’s enclosure was a weather-proofed 6” x 6” electrical
junction box. A small hole was drilled on the side of the box for the +3dB Dragino
antenna to be ftted. A zero-loss antenna jumper cable was used between the Dragino and
the antenna. A larger hole on a perpendicular side of the box was made to allow for power
and Ethernet to enter, as well as, for one of the DHT22 sensors to be outside of the box. A
Keyestudio 5 megapixel camera for the Raspberry Pi was also attached, and hung outside
of the junction box. A clear plastic bag was used to keep the camera and DHT22 sensor
dry. Figure 3.1 shows the physical implementation of a client node, while Figure 3.2
shows the wiring diagram of a client node. The node client node design was also used by
the server node, Station 0, in Phase I of the experiment. The clients were designed with
the Dragino hardware above the Raspberry Pi computer. Two DHT22 sensors, one inside
and one outside the enclosure, along with the fat ribbon cable of the Raspberry Pi
Camera. The antenna is out of frame in the upper-left corner of the node.

Figure 3.1. Internals of a client node

The server node was of a similar design to the client, with an additional
temperature sensor, the Dallas 18B20, added to measure the LoRa radio chip temperature
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Figure 3.2. Server and Client node wiring diagram for Phase I created with Fritzing.

and and a heating element made of Nichrome wire to control the amount of heat applied to
the chip. By using a 12 volt 1 ampere power supply, 34 inches of 29 gauge Nichrome wire
reached a peak temperature of 65◦ C over a ten minute interval. Throughout the frst phase
of the experiment the only difference between a client node and a server node was the
software running on the Dragino. During Phase II of the experiment, the heating element
and the Dallas sensor, a mini breadboard, and a relay were added to the server node. An
image of which can be seen in Figure 3.3, with the wiring diagram shown in Figure 3.4.

Figure 3.3. Internals of the Server node for Phase II
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Figure 3.4. Server node wiring diagram for Phase II created with Fritzing.

Common electrical tape was used to seal around holes in the nodes, which worked
well even in heavy rains; however, as a precaution, the Raspberry Pi was attached to a 3D
printed raft which elevated it away from water in case a leak occurred. The raft also
helped keep the node’s internal electronics from moving, minimizing possible damage.
While not a commercial product, the design did last through three rainstorms, freezing
rain, several inches of snow, and temperatures as low as -28◦ C.
The software for the system was designed to be as autonomous as possible to
mitigate downtime. One such function was a watchdog script used to check if the data
logger function crashed on the Raspberry Pi. Another was used to capture environmental
images every hour for each node to allow for comparison and integrity of the data being
recorded, which are shown in Appendix B. Finally, a master script was created to start the
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node automatically in case of a power outage. A complete list of software, versions, and
custom scripts used by the nodes can be found in Appendix C.

3.1.4 Node Placement
The three nodes were placed outside, in an urban, college campus environment
with a 915 Mhz noise foor measured at -70 dB. The noise foor was measured using a RF
Explorer Spectrum Analyzer pictured in Figure 3.5. All nodes were placed around the
North Eastern edge of Purdue University. Figure 3.6 shows where each node was in
relation to each other.

Figure 3.5. RF Explorer Spectrum Analyzer (Offcial RF Explorer home, n.d.)

Station 1 was approximately 166 meters away from Station 0 as measured using a
Leupold RX-650, and Station 2 was approximately 271 meters from Station 0. While
Station 0 and Station 2 did not move during the experiment, Station 1 was moved from the
window sill it was originally placed on to the other side of a roof line. There was question
if the Station 1 had adequate line of sight to Station 0, which prompted the move. After
the relocation, no changes in signal strength were noticed, therefore both locations were
considered the same in terms of network performance. It was also due to this questioning
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Figure 3.6. Map of node placement around the North Eastern side of Purdue University.
The map is rotated counter-clockwise 90◦ .

of Station 1’s validity that Station 2 was deployed in a location with clear line of sight to
Station 0. Unfortunately, the research forgot to take images on-site at Station 2.
Additional images of the nodes and their placements, both in relation to their environment
and each other, can be found in Appendix B.

3.1.5 Data Collection
Data was collected over the two month period of January and February, and the
frst four days of March. Each record of data was recorded in CSV format from the nodes
or was entered manually using external sources of information. These values and a
description of them are shown in Table 3.3.
This data was sent via the LoRa radio chip using the RH95 library developed by
RadioHead. This library of functions sent packets in a connectionless manner, a form
similar to the User Datagram Protocol (UDP). This allowed for complete control over how
many packets would be sent, the size of the packet, and the rate at which they are sent. The
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Table 3.3. Description of recorded data
Variable

Defnition

Metric

Station

Source Address

N/A

0, 1, 2

Date

Day reported in
YYYYMMDD format

Date

20180103 - 20180304

Time

Time in 24 hour notation

Time

000000 - 235959

Message

Message Type

Address

Destination Address

N/A

0 , 1, 2, 0.1, 0.2

Power

Power Level of Radio Tx

dBm

+10 - +20

InsideTemp

Temperature from DHT22
inside the node

◦C

Continuous

InsideHum

Humidity from DHT22
inside the node

%

0 - 100

OutsideTemp

Temperature from DHT22
outside the node

◦C

Continuous

OutsideHum

Humidity from DHT22
outside the node

%

0 - 100

RSSI

The Received Signal
Indicator of the Received
Packet

Dallas

Temperature from Dallas
18B20 set on the LoRa radio
chip of Station 0

Rain

Rain intensity level

N/A

0-3

Snow

Snow intensity level

N/A

0-3

Binary

dBm

◦C

Range of Values

“Sent”, “Received”

0 - (-127)

Continuous

RH95 library adds four bytes of header data to the packet, including a Cyclic Redundancy
Check (CRC) number, handled internally by the radio, and the data within the packet was
thirty-three bytes, so one packet equated to thirty-seven bytes. As a single packet can be
up to 255 bytes, this research has controlled for the system to send a single, unfragmented
packet, per recorded instance. To that effect, this study was not able to accurately count
the number of corrupted packets, and therefore that metric was left out entirely.
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Each node recorded each packet sent and each packet received. The RSSI value
measured by the Dragino client is a standard, logarithmic decibel scale. These values are
attributed to the node which received them, not the node which sent the packet. For this
data, that means a received packet with an RSSI value has the senders temperature and
humidity data. From studying the data, the researcher has concluded that, due to the close
proximity of the nodes to each other, the temperature and humidity data recorded was
within two tenths difference to the temperature and humidity of the node the RSSI value is
being attributed to, and therefore comparisons of RSSI to temperature and humidity values
within the same recorded instance are still valid.
Over the course of the experiment, the transmit power of the radios changed three
times, frst from 20 dBm, then 15 dBm, and fnally 13 dBm, in distinct, non-overlapping
time periods. For reasons explained in section 3.2.2, only packets sent with a power level
of 13 or 15 dBm were considered for analysis.

3.2 Data Analysis
At the conclusion of the experiment, between Phase I and II, and the three nodes,
over 2 million packets were generated. The following sections describe the process the
researcher has taken to clean, exclude, process, and analyze the data. Due to the size of
the data, Microsoft Access 2016 was used to processing and storage. At any single point
in time, no less than three copies of the original data existed at different locations, in
addition to a working copy of the data. The three copies of data are the complete, raw data
captured from each node. Data analysis was performed on a concatenated, fltered list of
this raw data.

3.2.1 Data Cleaning
Each node had its own raw data fle. This fle was unique to each node, and
contained which packets the node sent or received. A limitation of this data is Station 2.
Immediately after deployment, Station 2 disconnected from its Internet up-link, and
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physical access was no longer availabel. Due to a deployment procedure oversight by the
researcher, the time was correctly set on the node, but the date was not. This led to a 13
day difference in the data’s Date feld, which was corrected during the data cleaning
process. This meant all of Station 2’s data was out of sync from the rest of the system by a
day. However, due to the time division of the radio combinations, shown in Table 3.2, this
still allowed radio communication as the LoRa modulation was not effected the CR
difference. As Station 2’s main purpose was to be a metric for the accuracy of Station 1’s
communication, and was not a heavily relied on metric for analytics, this was deemed
acceptable by the researcher.
As RSSI is highly effected by radio signal strength, the data was broken into three
main sets based on power level: Power13, Power15 13, and Power20. Power20 was
inclusive of the dates January 3rd to January 20th . Power15 13 included the dates January
27th to February 11th . Power13 included the dates January 20th to the 24th and February
7th through March 4th . Power15 13 contains the packets when Station 0 was set to power
level 13 and Station 1’s power level was 15. The reason for the date overlap between
Power13 and Power15 13 is because the communication between Station 0 and Station 2
was over a power level of 13, therefore those packets are accounted for in Power13.
After complete data cleaning this left 1.46 million records of communication for
analysis which come from Power13 and Power15 13. Within each of these datasets any
missing number value was coded with “-999”. The DHT22 humidity sensors also started
to fail towards the end of the experiment due to the high amount of rain present, therefore
values of “99.90” in the inside and outside humidity columns were also counted as
missing which is the value the sensors reported in error. Additional data cleaning involved
manually recording the snow and rain level for the sixty-one day period of
experimentation. Utilizing WeatherUnderground.com to view weather reports from the
Purdue Airport (Code: KLAF), a ranked rating from 0 - 3 (none - heavy), as classed by
WeatherUnderground, was added to each data record. The originating station number,
Originating Station, is considered the source address of the packet.
Because of the integration of the heating element in Phase II of the experiment, the
Dallas temperatures were recorded in a separate record type. The Dallas temperature data

29
was added to the records of interest by using Microsoft Excel’s auto-complete capabilities.
The records applicable to the Dallas temperatures – Station 0 from February 25th - March
4th – were copied from the database and added to an Excel spread sheet, sorted by time
and date. This was approximately 200,000 records. As a Dallas temperature reading
occurred every two seconds and a packet was sent and received every fve to seven
seconds, the temperature reading that happened immediately before a packet was sent or
received was the value applied to the packets. For example, if a Dallas temperature
reading was taken at 12:00:00 valued at 13◦ C, and a packet was sent and received at
12:00:01, then the Dallas temperature changed to 14◦ C at 12:00:02, the packet would have
a recorded Dallas temperature of 13◦ C.

3.2.2 Excluded Data
Due to the longevity of the experiment, and the non-weatherproof sensors, several
equipment failures were seen, this along with inaccuracies in a sensor while reporting
environmental data dictates some data be removed from analysis. Any records within the
data not recorded properly were taken out and placed in a separate table. This includes
even a single lettered mistake, as it is unknown how the single letter came to be. Records
ftting this description totaled 257. Invalid replies, as defned by communication between
Station 1 and 2, were also discarded, totaling 31,273 records. Due to a LoRa radio failing
for Station 0 within the frst few weeks of the experiment, any records from the Power20
dataset were also discarded. This totaled 237,377 records. Also, records with a
CombinationID of 6 or less were removed as they received zero replies, totaling 140,184
records.
After data cleaning, the total population of data was made of the Power15 13 and
Power13 datasets, totaling 1,324,490 records. From this data, there appeared to be
erroneous reporting of the temperature data from the DHT22 sensor outside the nodes
often rising above 15◦ C. It is believed these errors are caused by a greenhouse effect
taking place inside the plastic bag which the DHT22 sensor sits caused from too little
airfow, however no testing was done to confrm this. For data analysis purposes, any
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OutsideTemp value higher than 17◦ C was counted as missing as this was the highest
temperature reported for the month of February, with a month high of 16◦ C reported for
January.

3.2.3 Method of Analysis
For data analysis, it is important to understand the design and breakdown of the
data. For this experiment there were eight total data streams in which the data can be
broken up: Station 1’s Send (Tx) and Receive (Rx) stream with Station 0, Station 0’s Tx
and Rx stream with Station 1, and the four communication streams between Station 2 and
Station 0. Of these, only the Rx streams on any device can be used for analysis, as they are
the only streams with RSSI recorded. Then from those four Rx streams, each is divided
into 24 comparison groups which are the radio setting combinations from Table 3.1, then
each of those must be divided into two groups due to differing radio power level. In total,
this generates approximately 192 comparison groups. These 192 comparison groups hold
all of the possible data for said group, however, based on preliminary statistical analysis,
this provides unintelligible and unreliable results due to data noise.
To counter the issues of data noise, samples were used to test for the effects of
specifc environmental conditions. To decide where the samples should come from, the
RPR was calculated for each radio setting per messages sent from Station 1 and received
by Station 0. The average of those seventeen values, Combinations 7 through 24, was then
calculated as 65.88%. Combination 24 was the closest to the average with an overall RPR
of 65.72%. In order to generalize the analysis to the entire spectrum, the Combination
with the lowest RPR and the highest RPR were also analyzed; these were Combination 20
and 15, respectively. Finally, to test if a difference was seen on the other end of the
communication channel, the analysis for Combination 24 was also performed with the
communication traveling from Station 0 to Station 1.
Based on the questions asked in Section 1.4 the following are four separate
hypotheses being evaluated in this study:
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H10 : As temperature and humidity change below 0◦ C, there is not a
statistically signifcant correlation to the LoRa radio’s signal strength.
H11 : As temperature and humidity change below 0◦ C, there is a
statistically signifcant correlation to the LoRa radio’s signal strength.
H20 : As freezing rain and rain intensity increase, there is not a
statistically signifcant correlation to the LoRa radio’s signal strength.
H21 : As freezing rain and rain intensity increase, there is a statistically
signifcant correlation to the LoRa radio’s signal strength.
H30 : As the intensity of snowfall increases, there is not a statistically
signifcant correlation to the LoRa radio’s signal strength.
H31 : As the intensity of snowfall increases, there is a statistically
signifcant correlation to the LoRa radio’s signal strength.
H40 : As the LoRa radio chip’s temperature increases and decreases from
ambient to 60◦ C, packets cease to be received as temperatures above
50◦ C are measured.
H41 : As the LoRa radio chip’s temperature increases and decreases from
ambient to 60◦ C, packets continue to be received as temperatures above
50◦ C are measured.
In order to test if environmental factors affect the RSSI and RPR of LoRa
communication, several test cases were used. These included a control, a test for rising
temperature and humidity, a test for the effects of rain, a test for the effects of snow, and a
test for determining if radio chip heat affected the sending and receiving of packets. Using
the data collected from the Purdue Airport and reported on WeatherUnderground.com,
days were found to meet each of these test, while controlling as best as possible for the
other variables. Due to the time scheduling system for when Combinations were running,
different days meeting the same criteria had to be found for Combination 24 versus
Combinations 15 and 20. The days chosen for each test are shown in Table 3.4.
In order to be as impartial as possible, the dates chosen for each test were done so
by only consulting the Purdue Airport weather data, and not the data recorded in this
study. For this reason, there were a few missing values of humidity data, discussed and
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Table 3.4. The variables to test for, and the chosen dates
Test
C24
C15, C20
Baseline
Jan. 30th Feb. 7th
Rising Temp Feb. 8th
Feb. 9th
Rain
Jan. 22nd Feb. 19th
Snow
Feb. 4th
Feb. 5th
Dallas
Mar. 2nd Mar. 3rd

shown in Chapter 4. The Baseline dates were chosen for having a small, to no change in
temperature all day, no rain, and no snow. The days for with a steep increase in
temperature / humidity, with no rain or snow, were chosen for the Rising Temperature
Test. The days with the most overall rainfall reported for the day, with a small to no
change in temperature, and no snow were chosen for the Rain Test, more details are
provided on the specifc circumstances of this test in Chapter 4. The Snow Test days were
of similar criteria to the Rain Test. And fnally, due to the wildly oscillating temperature
during the last week of experimentation, the frst day, March 2nd , for the Dallas Test,
which tested for the affects of applying direct heat the the LoRa radio chip, was chosen by
pulling a number out of a hat, and March 3rd was chosen because it was the next day.
Data meeting the requirements stated above was queried from the database, copied
into Microsoft Excel, and plotted to allow for visual analysis of the data. This included
sorting the data by date and time, and from the smallest to largest value for the variables
InsideTemp, InsideHum, OutsideTemp, OutsideHum, Rain and Snow. These results, as
well as the RPR for each scenario are presented in Chapter 4.

3.3 Summary
In this chapter, the design of the two-phase experiment, the physical
implementation and choices made for the experiment, as well as the processing of data
collected from this experiment were explained. The experiment was broken into Phase I
and Phase II due to the expected impact applying heat directly to the LoRa radio chip
would have and the additional equipment necessary. The nodes used in this experiment
were designed to be hobbyist-friendly, as well as robust enough to handle cold weather
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conditions outdoors for several months. Then the data generated by said nodes was
collected, cleaned, and broken into individual comparison groups. From those groups, six
sets of criteria were established, each attempting to isolate a given variable to see the
effect on RSSI. Based on their overall RPR values, Combination 24, 15, and 20 were
chosen for comparison in order to provide evidence of that analysis derived from the
results shown in Chapter 4 apply in a generalizable manner to the entire population.
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CHAPTER 4. RESULTS
As described in Chapter 3, six sets of criteria have been established in an attempt
to isolate individual environmental factors in as controlled of manner as possible. This
chapter will present the results from the twenty-four tests run. The visualizations from
Combination 24 (Station0), 24 (Station1), 15, and 20 are shown together, per test. In
general, the scales for each graph are identical, however the instances where this is not the
case are called to attention.
The charts are shown with a double Y-axis, allowing for variation in the RSSI
value to be shown more easily. Typically, the primary Y-axis is used to represent two
different scales, which are denoted in the axis label. The X-axis shows the time a packet
was received, labeled in twenty-four hour notation. Finally, each chart is organized in a
similar order: frst, the C24 communication from Station 1 to Station 0, denoted with
“(S0)” in the chart title; second, the C24 communication from Station 0 to Station 1,
denoted with “(S1)” in the chart title; thirdly, is C15 communication from Station 1 to
Station 0; and fnally, C20 communication from Station 1 to Station 0. The charts are
titled in the format: [Test]-[CombinationID]-[Date of the data].
Also, as described in Section 3.2, the combinations tested were chosen based on
their overall RPR. These values are recorded in Table 4.1.

4.1 Tests
Each test is laid out in its own subsection below. The format of each given result is
the purpose and criteria for the test, presentation of charts for visual comparisons,
followed by analysis, followed by the calculated Pearson correlation value of RSSI and the
variable(s) being evaluated. A fnal overarching analysis is given at the end of the chapter.
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Table 4.1. Overall RPR of each Combination. The RPR was calculated with packets
received by Station 0 from Station 1.
CombinationID Tx
Rx RPR (%)
7
9147 6120
66.90
8
8916 5858
65.70
9
8916 5852
65.63
10
8929 5490
61.4
11
8866 5545
62.54
12
9009 5784
64.20
13
9098 6114
67.20
14
8956 5767
64.39
15
9180 6526
71.08
16
8984 5929
65.99
17
8945 5942
66.42
18
9020 6201
68.74
19
8984 5776
64.29
20
9030 5543
61.38
21
9123 6346
69.56
22
8971 5853
65.24
23
9122 6327
69.35
24
9018 5927
65.72

4.1.1 Baseline Test
This test is intended to provide a control group, or “baseline”, for which to
compare the other test. The selecting criteria for this test were:
• Temperature and humidity must show little to no variation for a period of
twenty-four hours.
• There must be no rainfall within the twenty-four hour period.
• There must be no snowfall within the twenty-four hour period.
• The range of temperatures and humidity are of no consequence provided the values
remain stable.
The fnal results shown for this test are sorted by OutsideHum from smallest to
largest value. Sorting this way allowed for trends to be more easily recognized.
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(a) C24 Station 0

(b) C24 Station 1

Figure 4.1. Charts from Baseline Test
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(a) C15

(b) C20

Figure 4.1. Cont. - Charts of Baseline Test for C24-S0, C24-S1, C15, and C20. The data
was sorted by OutsideHum. Of note, 4.1(b) has a larger scale on the primary Y-axis.
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From Figure 4.1, it can be seen that the data fts criteria #1, for small to no
variation in temperature or humidity. This is will the expection of Figure 4.1(b), where
part of the OutsideHum data is missing. This is due to a sensor coming loose during
operation, and therefore the values being unrecorded. It is diffcult to see in the chart, but
this is also the case for OutsideTemp. Despite this, the other charts give evidence to show
that humidity would have possibly been stable throughout that time period. This is
evidence is strengthened by Figure 4.1(a), which shows only a slight increase in
OutsideHum over the time period of Figure 4.1(b)’s missing data, which was captured at
the same time, only 175.5 meters away. Another observation from the data, shows Figure
4.1(b) almost as a fipped image of Figure 4.1(a), where Figure 4.2(a) and Figure 4.2(b)
appear to be in a similar orientation.
Observations of note from this test, suggest a possible positive correlation between
both, InsideHum and OutsideHum, and RSSI, and a negative correlation in regards to
temperatures and RSSI. Table 4.2 shows the RPR for this sample. Table 4.3 shows the
correlations for each of the variables against RSSI. Table 4.3 shows partial correlations
using Pearson correlation. The following is an example on how to read the results from
the table: For the C24-S0 sample, when InsideHum, OutsideTemp, and OutsideHum are
controlled, InsideTemp has the following partial correlation r = 0.292, p = <.001 in a
single-tailed test at α = 0.05. The next record is read: when InsideTemp, OutsideTemp,
and OutsideHum are controlled, InsideHum has the following partial correlation r =
-0.178, p = .007 in a single-tailed test at α = 0.05. All correlations reported are
single-tailed test. C24-S0 reports an error due to the OutsideHum not having signifcant
data to calculate the correlation.
Table 4.2. Baseline RPR
Sample Tx Rx RPR (%)
C24-S0 797 197
24.72
C24-S1 197 196
99.49
C15
798 497
62.28
C20
795 616
77.48

39
Table 4.3. Baseline Correlations
Sample Variable
r
p
C24-S0 InsideTemp
0.292 <.001
C24-S0 InsideHum
-0.178 0.007
C24-S0 OutsideTemp -0.306 <.001
C24-S0 OutsideHum 0.202 0.002
C24-S1 InsideTemp
Err
Err
C24-S1 InsideHum
Err
Err
C24-S1 OutsideTemp
Err
Err
C24-S1 OutsideHum
Err
Err
C15
InsideTemp
-0.602 <.001
C15
InsideHum
-0.354 <.001
C15
OutsideTemp 0.457 <.001
C15
OutsideHum 0.017
0.35
C20
InsideTemp
-0.327 <.001
C20
InsideHum
-0.382 <.001
C20
OutsideTemp 0.139 <.001
C20
OutsideHum -0.053 0.095

4.1.2 Rising Temperature Test
This test is to isolate the effects of temperature and, because of a high correlation,
humidity. The selecting criteria for this test were:
• Temperature and humidity must have a positive delta.
• There must be no rainfall within the twenty-four hour period.
• There must be no snowfall within the twenty-four hour period.
The fnal results for this test are shown in two groups of charts for simplicity. The
frst set of charts are for temperatures and humidity inside of the node, the second set of
charts are for temperatures and humidity measured outside of the node. For both sets of
charts, C24-S0 and C24-S1 were sorted by InsideTemp from smallest to largest value.
While temperatures did rise in the day, visualizing the results in this way shows a clear
trend in the RSSI value. C15 and C20 were sorted by date and time. Due to February 9th ’s
temperature both rising and falling throughout the day, visualization in this way shows
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(c) C24 Station 0

(d) C24 Station 1

Figure 4.2. Charts from Rising Temperature Test (Inside)

evidence of repeatable results. Due to the RSSI appearing more linear in some charts a
trend line has been added to emphasize directionality.
From Figure 4.2(c) and 4.2(d), again, a positive correlation seems to occur
between InsideHum and RSSI, with a negative correlation occurring between InsideTemp
and RSSI. This is then emphasized in 4.3(a) and 4.3(b) where as temperature rises, the
RSSI falls, and vise versa. It is also from these two charts that we can observe InsideTemp
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(a) C15

(b) C20

Figure 4.2. Cont. - Charts of Rising Temperature (Inside) Test for C24-S0, C24-S1, C15,
and C20 and the InsideTemp and InsideHum variables. The data was sorted by InsideTemp
for C24-S0 and S1, and by date and time for C15 and C20. The cause of the data noise in
4.3(a) and 4.3(b) remains undetermined.
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(c) C24 Station 0

(d) C24 Station 1

Figure 4.3. Charts from Rising Temperature Test (Outside)

having a larger effect versus InsideHum. However, this is only half of the information.
Figure 4.3 provides the other half.
With the other half of the information present, it can be shown that, similar to
Figure 4.1, OutsideHum and OutsideTemp show stronger correlations than InsideTemp and
InsideHum. The results from Figures 4.4(a) and 4.4(b) also lend credibility to the validity
of the data noise in OutsideHum as RSSI follows a similar pattern. Table 4.4 shows the
RPR for this sample. Table 4.5 shows the correlations for each of the variables against
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(a) C15

(b) C20

Figure 4.3. Cont. - Charts of Rising Temperature Test (Outside) for C24-S0, C24-S1,
C15, and C20 and the OutsideTemp and OutsideHum variables. The data was sorted by
InsideTemp for C24-S0 and S1, and by date and time for C15 and C20. The cause of the
data noise in 4.3(a) and 4.3(b) remains undetermined. Of note, the Temperature /
Humidity scale in 4.3(d) has a range of -20 to 100, whereas the other charts are -20 to 70.
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RSSI. The correlation table tests for partial correlation using Pearson’s. The end of section
4.1.1 provides examples on how to read the results presented.
Table 4.4. RisingTemp RPR
Sample Tx Rx RPR (%)
C24-S0 800 486
60.75
C24-S1 484 481
99.38
C15
819 524
63.98
C20
810 536
66.17

Table 4.5.
Sample
C24-S0
C24-S0
C24-S0
C24-S0
C24-S1
C24-S1
C24-S1
C24-S1
C15
C15
C15
C15
C20
C20
C20
C20

Rising Temperature Correlations
Variable
r
p
InsideTemp
-0.308 <.001
InsideHum
-0.35 <.001
OutsideTemp 0.286 <.001
OutsideHum 0.047
0.15
InsideTemp
-0.122 0.004
InsideHum
0.169 <.001
OutsideTemp 0.047 0.153
OutsideHum -0.225 <.001
InsideTemp
-0.178 <.001
InsideHum
0.079
0.02
OutsideTemp 0.006 0.434
OutsideHum -0.258 <.001
InsideTemp
-0.194 <.001
InsideHum
-0.123 0.001
OutsideTemp 0.96
0.008
OutsideHum -0.286 <.001

4.1.3 Rain Test
The days chosen for the Rain Test were to isolate the effects of Rain, while
attempting to control for temperature and humidity. The selecting criteria for this test
were:
• Temperature and humidity should show little to no variation for a period of
twenty-four hours.

45

(c) C24 Station 0

(d) C24 Station 1

Figure 4.4. Charts from Rain Test

• There must be rainfall for the majority of the twenty-four hour period.
• There must be no snowfall within the twenty-four hour period.
The results for this test were sorted by OutsideHum, except for Figure 4.4(d)
which was sorted by InsideHum. This was due to too many errors and missing data from
OutsideHum to provide a reliable analysis.
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(a) C15

(b) C20

Figure 4.4. Cont. - Charts of Rain Test for C24-S0, C24-S1, C15, and C20. The data was
sorted by OutsideHum, except for 4.4(d) which was sorted by InsideHum.
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From Figure 4.4 it is once again shown that RSSI follows the humidity, however,
there is too little data to determine if rain is an imposing factor on RSSI performance, from
the charts alone. Taking into account the RPR of each scenario, it is clear less packets
were received compared to the Baseline Test. Of the data provided, both Figure 4.4(c) and
4.4(d) appear to show RSSI having a negative correlation to humidity. This was confrmed
to be a suppression effect caused when Rain and OutsideHum were correlated against
RSSI together. Table 4.6 shows the RPR for this sample. Table 4.7 shows the correlations
for each of the variables against RSSI. The correlation table tests for partial correlation
using Pearson’s correlation and one-tailed test. The end of section 4.1.1 provides examples
on how to read the results presented. These correlations only controlled for Rain and
OutsideHum per sample, aside from C24-S1, which controlled for Rain and InsideHum.
Table 4.6.
Sample Tx
C24-S0 799
C24-S1 280
C15
891
C20
877

Rain RPR
Rx RPR (%)
281
35.17
270
96.43
771
86.53
673
76.74

Table 4.7. Rain Correlations
Sample Variable
r
p
C24-S0 Rain
-0.112 0.031
C24-S0 OutsideHum -0.082 0.084
C24-S1 Rain
0.116 0.029
C24-S1 InsideHum
-0.091 0.069
C15
Rain
0.011 0.384
C15
OutsideHum 0.609 <.001
C20
Rain
0.22 <.001
C20
OutsideHum 0.791 <.001
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4.1.4 Snow Test
The days chosen for the Snow Test were to isolate the effects of Snow, while
attempting to control for temperature and humidity. The selecting criteria for this test
were:
• Temperature and humidity should show little to no variation for a period of
twenty-four hours.
• There must be no rainfall within the twenty-four hour period.
• There must be snowfall for the majority of the twenty-four hour period.
The results for this test were sorted by OutsideHum for C24-S0 and C24-S1, and
were sorted by Snow for C15 and C20. For the makeup of the data, these representations
give some indication on the effects of snowfall.
Unfortunately, the temperature and humidity could not be controlled for this test.
However, if it is assumed there is a positive correlation between OutsideHum and RSSI, as
shown in the Baseline, Rising Temperatures, and Rain Test, then Snow does appear to
have a negative effect on RSSI. This is shown by the larger variance of signal strength and
a muting effect in the middle of Figures 4.5(c) and 4.5(d), and a negative trend line in
Figures 4.6(a) and 4.6(b). Table 4.8 shows the RPR for this sample. Table 4.9 shows the
correlations for each of the variables against RSSI. The correlation table tests for partial
correlation using Pearson’s correlation and one-tailed test. The end of section 4.1.1
provides examples on how to read the results presented. These correlations only
controlled for Snow and OutsideHum per sample.
Table 4.8.
Sample Tx
C24-S0 800
C24-S1 516
C15
331
C20
333

Snow RPR
Rx RPR (%)
518
64.75
513
99.42
232
70.09
206
61.86
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(c) C24 Station 0

(d) C24 Station 1

Figure 4.5. Charts from Snow Test
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(a) C15

(b) C20

Figure 4.5. Cont. - Charts of Snow Test for C24-S0, C24-S1, C15, and C20. The data was
sorted by OutsideHum from smallest to largest value for 4.5(c) and 4.5(d), and sorted by
Snow from smallest to largest value for 4.6(a) and 4.6(b).
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Table 4.9. Snow Correlations
Sample Variable
r
p
C24-S0 Snow
0.078 0.038
C24-S0 OutsideHum 0.14
0.001
C24-S1 Snow
-0.034 0.223
C24-S1 OutsideHum 0.274 <.001
C15
Snow
0.098 0.068
C15
OutsideHum -0.145 0.014
C20
Snow
-0.072 0.151
C20
OutsideHum 0.005
0.47

4.1.5 Dallas Test
The Dallas Test looked at the effects of applying heat directly to the radio chip. In
section 2.2, the works of Cattani et al. (2017), Marfevici et al. (2013) and Schmidt et al.
(n.d.) showed roughly that an increase in 10◦ C resulted in a 50% signal degradation.
However, none of the studies made mention of isolating the different radio system
components (radio chip, antenna, processor) to test which component was the root cause
of the problem. If testing proved the antenna was at fault, that can easily be accounted for
and corrected. If the radio chip started to fail due to heat, that would mean a complete
system failure, and an entirely different technology would need to be used. Between this
experiment’s Phase I and Phase II, and the design of the nodes, isolation of the
components has been accounted for. This test provides a direct comparison to the Cattani
et. al. study, minus the number of corrupted packets. Each chart in Figure 4.6 uses the
same scale, as well as the same radio transmission power level of 13 dBm, in order to
provide a direct comparison. Reference to OutsideHum has been omitted from these
charts, as the charts show a clear relationship between Dallas and RSSI on their own.
Perhaps the most unexpected outcome from these tests are shown in Figure 4.6.
Almost no change was observed when additional heat was applied to the LoRa radio chip
in terms of RSSI. Table 4.10 shows the RPR for this sample. Table 4.11 shows the
correlations for each of the variables against RSSI. This correlation chart differs from the
rest in that a bivariate correlation was performed between Dallas and RSSI. The test used
was a one-tailed Pearson’s correlation.
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(c) C24 Station 0

(d) C24 Station 1

(e) C15

Figure 4.6. Charts from Dallas Test
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(a) C20

(b) C20 sorted by date, then time

Figure 4.6. Cont. - Charts of Dallas Test for C24-S0, C24-S1, C15, and C20. The data
was sorted by Dallas from smallest to largest value. 4.7(b) was included to visualize the
true nature of the test.
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Table 4.10.
Sample Tx
C24-S0 892
C24-S1 706
C15
798
C20
798

Dallas RPR
Rx RPR (%)
707
79.26
637
90.23
504
63.16
543
68.05

Table 4.11. Dallas correlations
Sample Variable
r
p
C24-S0 Dallas
-0.1
0.004
C24-S1 Dallas
-0.21 <.001
C15
Dallas
-0.316 <.001
C20
Dallas
-0.03 0.217

4.2 Summary
In this chapter the results from six sets of tests were presented. This included
charts to visually see how environmental factors affected RSSI, the reporting of RPR
values, and using partial, one-tailed Pearson’s correlations to determine statistical
signifcance of individual variables to RSSI. From the results, it is shown RSSI typically
follows the outdoor humidity level, but rarely is OutsideHum statistically signifcant when
correlated. Results also showed Rain and Snow to have small correlations to RSSI, which
varied on positive or negative direction based on sample.
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CHAPTER 5. CONCLUSION AND FUTURE WORK
In this chapter, a summary and interpretation of the results is given based on
materials presented in Chapter 4. The research questions asked in Section 1.4 are
answered; limitations of the research are explained; and fnally, ideas for future works are
discussed with reasons why said works are relevant and should be pursued.

5.1 Research Questions and Answers
In Section 1.4, a three-part question was asked. That was (1) are LoRa radio
communications affected similarly by environmental factors in the United States as was
reported in Europe with regards to heat and humidity? (2a) If LoRa communications are
affected in a similar manner, do the fndings of European studies correlate in a linear
fashion to cold temperatures and other winter conditions found in central Indiana, United
States, or (2b) if not, which environmental factor(s) should be considered when deploying
LoRa networks in the United States? Finally, (3) does snowfall and / or rainfall, cause a
signifcant improvement or degradation to radio communication between LoRa nodes?
In regards to these questions, four hypotheses were formulated, which can now be
answered based on the results. Hypothesis H10 states: as temperature and humidity
change below 0◦ C, there is not a statistically signifcant correlation to the LoRa radio’s
signal strength. From the Baseline and Rising Temperature Tests, twenty-two out of
twenty-eight partial correlations showed a signifcant correlation between temperature and
humidity, and RSSI. On these grounds, the null hypothesis, H10 , can be rejected.
The null hypothesis, H20 , states: as freezing rain and rain intensity increase, there
is not a statistically signifcant correlation to the LoRa radio’s signal strength. The Rain
Test showed statistical signifcance in the correlations were achieved for three out of the
four test which controlled for OutsideHum. Therefore, it is reasonable to reject the null
hypothesis, H20 .
Hypothesis H30 states: as the intensity of snowfall increases, there is not a
statistically signifcant correlation to the LoRa radio’s signal strength. Table 4.9 shows
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only one test of four, which controlled for OutsideHumidity, showed statistical
signifcance of the correlation. Additionally, three out of four tests, which controlled for
Snow, did show statistical signifcance. Therefore, we cannot reject the null hypothesis,
H30 .
Hypothesis H40 states: As the LoRa radio chip’s temperature increases and
decreases from ambient to 60◦ C, packets cease to be received when temperatures above
50◦ C are measured. While there were weak and medium strength correlations between
Dallas and RSSI, with statistically signifcant negative correlations, communication did
not stop as reported in Cattani et al. (2017) and Bannister et al. (2008). With all RPR
values above 63%, which is better than the Baseline Test and similar to the Rising
Temperature Test, we can reject the null hypothesis, H40 .

5.2 Interpretation of Results
From the presented results, cold environmental factors do have an impact on RSS,
as well as RPR, most typically with temperature and humidity having opposing
correlations in reference to RSS. Rain and snow were also shown to have small
correlations to RSS, however, these correlations were dwarfed by the correlation of
OutsideHum in both sets of tests. From the charts it can be said that there is a correlation
between OutsideHum and RSSI, however from the correlation tables in the Baseline Test
and Rising Temperature Test, it appears there is a statistically signifcant correlation
between every other variable but OutsideHum.
It is the researcher’s view that despite the correlations reported, OutsideHum is the
driving factor for determining the RSS. This is then adjusted by InsideHumdity,
OutsideTemp, InsideTime, then Rain, and Snow, and fnally Dallas, ranked in order from
most to least infuential. This ranking is based on the line charts for each test, along with
the fndings of Bannister et al. (2008), Cattani et al. (2017), Schmidt et al. (n.d.), and
Marfevici et al. (2013). This ranking also takes into account that, while there was
statistically signifcant correlations for most variables, only humidity and temperature
caused a real-world noticeable effects.

57
5.3 Limitations of Results
Aside from the limitations of the overall study, there are several other limitations
from the data and results that should be taken into account. The frst limitation is the
amount of equipment that failed during testing. For the frst three weeks of January, the
power level of both Station 0 and Station 1 – Station 2 had yet to be deployed – needed to
be +20 dBm with the +3 dBi antenna, included with the Dragino client, attached for data to
be received. Originally, this was viewed as a limitation of the physical system, and aligned
with some of the researcher’s personal observations of the system in the summer of 2017.
It was then discovered after a week of no data received by Station 0, that Station 0’s radio
had died. As stated in 3.2.2, this data was excluded from this study and represented all of
the Power20 dataset. These were also the coldest days recorded during the duration of this
study, with temperatures ranging from -28◦ to 16◦ C. Of the researcher’s own opinion,
while the data was excluded, the nodes were still working. It appeared the nodes worked
better in temperatures from -19◦ to 0◦ C than in temperatures above 0◦ , however this is can
only be said to be speculation as no formal analysis was done for this study. This study
also saw four of the DHT22 sensors outside the nodes have a humidity sensor failure.
These were presumably caused by oxidation occurring after a rain storm leading to rust
and other corrosion on the circuit board of the sensor. On the frst sensor failure, the
senors was replaced; however, in the last few days of the experiment’s Phase II, all three
nodes experienced sensor failures. For this study, it was of minimal consequence,
however, as the data could be correlated with offcial weather reports, and no comparisons
between Dallas, OutsideHum, and RSSI were made during the Dallas Test.
In terms of reliability, another limitation of this study was the apparently random
causes for nodes to stop receiving messages. In the beginning stages of Phase I, during the
Power20 dataset and the beginnings of the Power15 13 dataset, the nodes appear to stop
receiving packets for extended periods of time. It was diffcult to diagnose the exact time
of radio failure, as the researcher was uncertain if the behavior was expected given the
radio setting combination and environmental conditions. The problem was frst noticed
when restarting the nodes to regain communication connectivity. This led to each node
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receiving packets almost immediately. When the problem was considered recurring, a
Cron Job was placed on each node to restart at three minutes past midnight. This restart
time was chosen as the time slot was used by Combination 1 and 2 which never received a
packet, and therefore was inconsequential to the experiments results, yet also allowed
ample time for any late arriving packets to be processed and recorded. Restarting the
nodes appeared to fx the non-communication issue for several weeks, however the
problem appeared again which required a manual restart of the nodes to fx. It was never
fully determined why the problem was present, but appeared to be a limitation of the
Dragino client, as all other software on the system was operational. As this study was
meant to test the reliability of the nodes, the sent packets from these failures were
included in their respective datasets.
An interesting phenomenon from the results was the relationship of RPR between
C24, 15, and 20 during each of the tests. Initially, when the RPR was calculated to
determine the samples the chosen control group, C24, had the closest RPR to average, but
for almost every test, aside from the Snow and Dallas Tests, C24 had a lower RPR than
C15 and C20. C15 and C20 also had a smaller delta than was expected, as they
represented the extremes of each setting. This could be warrant for concern regarding the
validity of the results interpretation, as the similarities seen in the charts could not be
representative of the entire population.
In terms of the Dallas Test, because of the relatively rapid heating and cooling of
the radio chip, it is possible the results are not representative of temperature effects given
longer periods of time. In Cattani et al. (2017), the temperature was increased, then held at
that temperature for ten minutes. Given the negative correlation shown in the Dallas Test
results, this may indicate that it takes several minutes at a given temperature before
adverse affects are seen from the system. This concern cannot be ruled out, however it
alone does not warrant the results to be disregarded, as the Cattani et al. test heated the
entire radio system, whereas this study heated only the radio chip itself. Further
experimentation is needed to draw defnitive results.

59
5.4 Future Works
Based upon the results of this study, there are several additional studies which can
be performed, with additional data to be collected. Due to the relationship between
temperature and humidity, further experimentation needs to be done to isolate each from
the other. A future study should look at several ranges of temperatures, including less than
0◦ , between 0◦ and 30◦ , and above 30◦ C. The study should also have similar ranges for
humidity. A potential issue with such an experiment is the in-feasibility to control the
climate of a space large enough to obtain accurate radio communication results with
LoRa. Similar studies may be performed to better isolate and control for rain and snow.
Feasibility concerns with such studies, again involve the inability to control the
environment in a space large enough for radio communication, or the longevity of the
project needed to obtain results if using natural weather patterns. A different direction for
future works would be to perform the Dallas Test several times, isolating and including
measurements for the system as a whole, the antenna, the radio chip, and the processing
unit. It is the researcher’s opinion that the environmental factors affect the antenna more
than the PCB and radio chip. This is based on the observations that the outside factors
infuenced the RSSI more than factors inside the nodes did.

5.5 Summary
In conclusion, the gathered results support that there are many statistically
signifcant factors which infuence RSSI, with outdoor temperature and humidity being
the largest predictors. These results indicate that the antenna may be a large reason for
these variations, as opposed to the radio system itself. This is suspected based on the
results from the Dallas Test, where the LoRa radio chip temperatures on Station 0
fuctuated between ambient and 60◦ C, yet communication continued with reported RPR
above 60% for each sample. This is in contrast to section 2.2 fndings, where 60◦ C
resulted in total communication breakdown.
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Within this study, three out of four null hypotheses were rejected based upon
statistically signifcant fndings. According to the line charts, the Snow Tests showed a
“muting” effect with the RSSI when present. However, when coupled with the strong
correlation found between humidity in both samples, there was not enough evidence to
conclusively determine what impact either factor has on real-world communication in
LoRa.
This study has found certain environmental factors can affect LoRa radio
communication. Of the tested variables, only temperature and humidity show enough
infuence on RSSI to cause noticeable adverse radio communication in real-world
scenarios. Additionally, due to the similarities shown between different radio
combinations and days selected for analysis, the researcher believes these results are
applicable to the global population of data collected.
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APPENDIX A. LORA RADIO SPECIFICATIONS
A complete specifcation for the HopeRF RFM96 LoRa radio, along with register
values, and programming tips can be found at http://www.hoperf.com. Figures A.1(a) A.1(d) were provided by the Dragino company, whom have given their express written
permission to use these charts (Zhu, 2016).

(a) 918MHz

(b) 918MHz E1

(c) 918MHz E2

(d) 918MHz H

Figure A.1. Antenna propagation for OnePlusOne’s monopole antenna.
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APPENDIX B. NODE PLACEMENT EXTENDED
This section provides more details on where the nodes were set up in terms of
location, view of each other, and examples of what the nodes saw over the course of the
experiment.
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B.1 Station 0
Station 0 was the server node for the experiment. It sat on top of Knoy Hall of
Technology at Purdue University from December 22nd to March 7th . Figure B.1 show the
node on its mount point.

(a) Close up

(b) Full scale

Figure B.1. Mast-mounted Station 0

From this vantage point, Station 0 was able to see Station 1, Figure B.2(a), and
Station 2, Figure B.2(b). It was questioned if the tree in between Station 0 and Station 1
interfered with the Fresnel Zone too much, causing some of the reliability issues seen in
the beginning of the experiment. This prompted the deployment of Station 2. After
Station 2’s deployment, which had clear line-of-sight to Station 0, it was shown Station 1
was operating normally, and not affected by the tree or roof line in any noticeable way.
After retrieving the Station 0 at the end of the experiment, several cracks were
noticed near the screw holes on the cover shown in Figure B.3. It is believed this was
caused by the excessive heating and cooling within the enclosure during Phase II, as this
crack was not present during Phase I.
Figure B.4 are photos taken by the node throughout the experiment. The blurriness
is caused by a plastic bag over the camera to protect it from the elements.
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(a) Station 0’s view point of Station 1

(b) Station 0’s view point of Station 2

Figure B.2. Vantage point of Station 0

Figure B.3. Crack around a screw hole in Station 0
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(a) Dusk - 1/28

(b) Morning - 1/30

(c) Night - 3/05

(d) Rain storm - 3/01

Figure B.4. Station 0 self-taken pictures
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(a) Position 1

(b) Close up of position 1

(c) Position 2, other side of the roof line

Figure B.5. Station 1’s location move
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(a) Position 1 - Snow 1/02

(b) Position 1 - Snow Melting 1/06

(c) Position 2 - Afternoon 2/26

Figure B.6. Station 1 self-taken pictures

(a) Afternoon - 1/11

(b) Dawn - 1/16

Figure B.7. Station 2 self-taken pictures
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APPENDIX C. SERVER AND CLIENT SOFTWARE AND
ALGORITHMS
This system used several custom scripts to capture, process, and store the recorded
data. The following algorithms describe the functionality of different methods and steps
for data processing.

Table C.1. Software used by each node
Software

Version

Description

Raspbian OS

9.3 Stretch

Arduino IDE

1.0.5

IDE to load code onto Dragino device

wiringpi

2.44

Command-line interface to control the
GPIO pins on a Raspberry Pi

RadioHead LoRa
Library for Arduino

1.83

Library which provided the interface to
send and receive LoRa packets

DallasTemperature
Library for Arduino

3.7.7

Library to measure the Dallas 18B20
sensor

DHT Sensor Library
for Arduino

1.3.0

Library to measure the DHT22 sensors

OneWire Library for
Arduino

2.3.3

Protocol library which the Dallas sensor
uses to communicate

Unknown

Instructions for installation are listed in
the Dragino user manual. Used to install
device frmware to use the LoRa shields.

Dragino frmware

Operating System
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C.1 Software Packages
The following is a list of the software and libraries used in this study. Each node
was loaded with identical software, even if not used, to make deployment easier. All
dependencies were handled by the installation method.

C.2 Server Code
This section describes the algorithm of what was implemented on Station 0’s
Dragino client, i.e. the packet processing code, Algorithm C.1. As well as the algorithm
ran on the Raspberry Pi as a control center, Algorithm C.2, and the heater controls,
Algorithm C.3.

C.3 Client Code
The server and client code were extremely similar. The ChangeRadioSettings
function, as well as the Raspberry Pi Control Script procedures were the same. Algorithm
C.4 is only the Loop function from Algorithm C.1 as that was the only part with
differences.
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Algorithm C.1 LoRa Radio Processing for Station 0
1: procedure M AIN S ERVER
2:
InitalizeRadio
3:
if Initalization Fails then
4:
SerialToRaspberryPi ← f ailure
5:
end if
6:
C HANGE R ADIO S ETTINGS
7:
L OOP
8:
function L OOP
9:
while true do
10:
if CurrentTime − Timer ≥ 30seconds then
11:
C HANGE R ADIO S ETTINGS
12:
end if
13:
if CurrentTime − Timer2 ≥ 5minutes then
14:
R EAD S ENSOR DATA
. Print a marker packet to check radio settings in the event no packets have been
received from Station 1 or 2
15:
SerialToRaspberryPi ← Marker Packet
16:
end if
17:
if CurrentTime − Timer3 ≥ 2seconds then
18:
ReadDallasTemperature
19:
SerialToRaspberryPi ← Dallas
20:
end if
21:
if PacketAvailable then
22:
ReadPacket
23:
sensorDate ← R EAD S ENSOR DATA
24:
Send Packet ← sensorData
25:
LoRaRadio ← SentP acket
26:
SerialToRaspberryPi ← Sent Packet
27:
else
28:
SerialToRaspberryPi ← Receive Failed
29:
end if
30:
end while
31:
end function
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32:
33:
34:
35:
36:
37:
38:
39:
40:
41:
42:
43:
44:
45:
46:
47:
48:
49:
50:
51:
52:
53:
54:
55:
56:
57:
58:
59:

function C HANGE R ADIO S ETTINGS
SerialToRaspberryPi ← Time?
Split Time by Day, Hours, Minute
if Hour mod 2 = 0 then
if Day mod 2 = 0 then
CR ← 5
else
CR ← 6
end if
switch Min do
case 0
SF ← 6
BW ← 125000
case 1
SF ← 7
BW ← 250000
case 2
SF ← 8
BW ← 500000
case 3
SF ← 9
BW ← 125000
case 4
SF ← 6
BW ← 250000
case 5
SF ← 7
BW ← 500000
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60:
61:
62:
63:
64:
65:
66:
67:
68:
69:
70:
71:
72:
73:
74:
75:
76:
77:
78:
79:
80:
81:
82:
83:
84:
85:
86:
87:
88:
89:
90:
91:
92:
93:
94:
95:
96:

else
if Day mod 2 = 1 then
CR ← 5
else
CR ← 6
end if
switch Min do
case 0
SF ← 8
BW ← 125000
case 1
SF ← 9
BW ← 250000
case 2
SF ← 6
BW ← 500000
case 3
SF ← 7
BW ← 125000
case 4
SF ← 8
BW ← 250000
case 5
SF ← 9
BW ← 500000
end if
SetRadioSpreadingFactor
SetRadioCodingRate
SetRadioBandwidth
end function
function R EAD S ENSOR DATA
InsideTemp ← ReadTemperature f romInsideDHT 22Sensor
InsideHum ← ReadHumidity f romInsideDHT 22Sensor
OutsideTemp ← ReadTemperature f romOutsideDHT 22Sensor
OutsideHum ← ReadHumidity f romOutsideDHT 22Sensor
end function
end procedure
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Algorithm C.2 Raspberry Pi Control Script
1: procedure RP I T O A RDUINO
2:
Open File f
3:
Open serial communication to Arduino
4:
while true do
5:
d ← getDateAndTime
6:
l ← readSerialLine
7:
if l = null then
8:
Start loop over
9:
else if l = f ailure then
10:
f ← date + exitCode
11:
exitProgram
12:
else if l = Time? then
13:
SerialToArduino ← d
14:
else
15:
f ← date + l
16:
end if
17:
end while
18: end procedure

Algorithm C.3 Heater Control for Phase II
1: procedure H EATER C ONTROL
2:
Heater ← On
3:
delay ← 10minutes
4:
Heater ← O f f
5: end procedure

. Exit the program with error code
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Algorithm C.4 LoRa Radio Processing for Station 1 & 2
1: function L O R A C LIENT L OOP
2:
while true do
3:
C HANGE R ADIO S ETTINGS
4:
LoRaPacket ← readSensorData
5:
LoRaRadio ← LoRaPacket
6:
SerialToRaspberryPi ← LoRaPacket
7:
if PacketAvailable, Timeout = 2seconds then
8:
ReadPacket
9:
SerialToRaspberryPi ← ReadPacket
10:
Sent Packet ← R EAD S ENSOR DATA
11:
LoRaRadio ← Sent Packet
12:
SerialToRaspberryPi ← Sent Packet
13:
else
14:
SerialToRaspberryPi ← Receive Failed
15:
end if
16:
delay ← 5seconds
17:
end while
18: end function

