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Abstract:  
So far, the transmission rate of digital communication has approached the 
theoretical upper limit proposed by Shannon 70 years ago, and the academia and 
industry circles are puzzled by the lack of new theories to point out the direction of 
further increasing the transmission rate. In this paper, the completeness of Shannon 
channel capacity equation is analyzed in the framework of signal uncertainty principle, 
which brings the Shannon theory a more solid physical theoretical basis. Then the 
theoretical method of breaking through the Shannon Limit is proposed. Finally, it is 
proved that the time-shifted non-orthogonal multi-carrier digital modulation 
technology which we have studied for more than 20 years is a practical method to 
break through the Shannon Limit. 
 
1.Introduction  
The Intelligent devices are being deeply integrated with Internet through 
communication technologies, especially wireless communication technologies. The 
flexible, efficient and reliable information exchange between people and people, 
people and things, and even things and things will provide important supports for the 
upcoming new industrial revolution! This tendency also promotes the wireless 
communication technologies to 5G. The much higher data rate, higher spectral 
efficiency, and smaller delays or latency will be required for wireless communications 
[1-3]. To achieve that goal, the industry has proposed a variety of technical solutions 
[4-12]. Unfortunately, these technical solutions are on the direction of expanding the 
usage of physical resources and improving prior arts, such as expanding spectrum 
resources, developing various new multi-user access technologies, signal processing 
techniques and coding methods. So far, the theoretical studies for breaking through 
Shannon limit are scarce. Shannon published two articles in 1948 and 1949 [13, 14], 
which laid a theoretical foundation of information processing and communication 
technologies. In these two articles, Shannon deduced the equation of channel capacity, 
indicating that there exists an upper limit of data transmission rate on a single physical 
channel with white noise (hereinafter referred to as the Shannon Limit), and pointed 
out that this upper limit could be infinitely approached with an arbitrarily small error 
rate by incorporating sufficiently involved (channel) encoding systems. 
Since modern times, Shannon's information theory has been greatly developed 
and expanded in many fields. These extensions are mainly manifested in 
computer-centric information processing [21,22], including word processing, image 
recognition, language understanding, learning theory, social sciences and various 
other applications. However, looking back on the past, our research and understanding 
of Shannon's theory is not deep enough, so the communication industry generally 
believes that the data transmission rate has reached the upper limit! Therefore, the 
main evolution direction of the communication technology focusses on the 
information compression and channel coding, and the Shannon limit is still the upper 
limit of the data transmission rate. For instance, the LDPC and Polar coding, which 
have been included in the 5G standards, are just approaching rather than exceeding 
the Shannon limit [23,24]. 5G will further improve the transmission rate by greatly 
increasing the number of antennas to form a large-scale MIMO (multiple input and 
multiple output). The complexity and cost of deployment will be significantly 
increased. Although it has been proved that MIMO can break the Shannon limit, it is 
realized by synthesizing multiple physical channels through multiple antennas. The 
Shannon limit is still not broken through in a single physical channel [5,6,25-29]. In other 
words, the telecommunication theory is still based on the theory established by 
Shannon 70 years ago. This insufficiency of breakthrough in the basic theory makes 
some leaders and scholars of large telecommunication enterprises feel confused about 
the further development of the telecommunication industry. Has the data transmission 
rate really reached its upper limit? In response to this issue, this paper introduces a 
method of waveform construction based on the time-delay overlapping principle, 
which makes it possible for breaking through the Shannon Limit. 
2.The Shannon Channel Capacity Limit 
In [13,14], based on the technical knowledge background in that era, and through 
large numbers of mathematical descriptions, Shannon introduced the statistical 
mechanics into the communication system to measure the uncertainty of information, 
which laid the foundation of the information theory. In this paper, the discussion is 
limited to Shannon’s equation for transmitting the maximum average information on a 
continuous channel interfered by Gaussian white noise under the condition of 
constrained signal bandwidth and power. This equation is expressed as:  
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where W is the signal bandwidth, P and N are the average power of the signal 
and the Gaussian white noise added to the channel, respectively, and the SNR 
represents the signal-to-noise ratio. Eq. (1) and Eq. (2) are respectively called 
Shannon channel capacity equation and transmission efficiency equation. The 
theoretical curve corresponding to Eq. (2) is plotted in Fig. 1, and two conclusions can 
be drawn as follows. Firstly, it is impossible to reach the upper region of the C/W 
curve, i.e., the C/W curve is the upper limit of the channel transmission efficiency (in 
bit/s/Hz). Secondly, this limit can be infinitely closed by sufficiently involved 
encoding systems with arbitrarily small frequency of errors. In order to better 
understand the breakthrough of the Shannon channel capacity equation, it is necessary 
to briefly introduce the derivation of the Shannon limit equation. 
Shannon uses entropies to measure the statistical average information amount of 
both the discrete source and the continuous source. The entropy of the discrete source 
is defined as: 
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where M is the number of discrete symbols contained in the message and P(xi) is the 
occurrence probability of the symbol xi. For the continuous source, the continuation 
entropy is defined as: 
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where p(x) is the probability density function of continuous distribution of random 
variables. Eq. (4) is the average amount of information carried by one sampling point. 
Mathematically, it is easy to prove that under the condition of limited signal power, 
the condition that Eq. (4) gets the maximum value is ( )
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is called the best probability density distribution, where 2 P = , ( )2 2x p x dx 
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Under the best probability density distribution condition, Shannon gave a series 
of expressions as follows. 
Corresponding to the transmission signal x, the received signal is y=x+n, where n 
represents the noise. As a result, the entropy of the transmitted signal is: 
 ( ) 2 2log 2 log 2H X P  = =  (5) 
The entropy of received signal is: 
 ( ) ( )2log 2H Y P N= +  (6) 
In addition, the conditional entropy is: 
 ( ) ( )H Y X H N=  (7) 
Further, there is the average amount of mutual information corresponding to one 
sampling point 
 ( ) ( ) ( ) ( ) ( );I X Y H X H X Y H Y H Y X= − = −  (8) 
According to the sampling theory, for a continuous signal with a bandwidth 
limited to W, it can be fully expressed with 2TW discrete samples in the interval T. 
This also means that the interval between two sample points is 1/(2W). These 
sampling points are arranged in chronological order, and their amplitudes are the 
randomly distributed according to the Gauss distribution. Therefore, the sampling 
points can be represented as the following random vectors: ( )jˆ ˆ j=1, ,2X x t TW =  
where ( )jxˆ t  denotes the value of each sampling point, which is the continuous 
random variable. Since all the sampled values are independent with each other, the 
probability density function of each sampling point is identical.  
For a continuous signal with the bandwidth W, the number of minimum sampling 
points is 2WT, so the average mutual information amount for this continuous signal 
is: 
 ( ) ( ) ( ) ( ) ( )ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ; 2 2I X Y H X H X Y W H Y H Y X W   = −  = −      (9) 
Under the best probability density distribution condition, Eq. (9) will be 
maximized: 
 ˆ ˆ ˆ ˆ ˆ ˆmax ( ) H( ) 2 max ( ) H( ) 2C H X X Y W H X X Y W   = −  = −    
 (10) 
Upon Eq. (4), Eq. (5) and Eq. (6), we can get Eq. (1) consequently. 
Shannon also proposed a transmission scheme to reach this transmission rate 
limit, which mainly includes the following two points. Firstly, the transmitted signals 
must approximate, in statistical properties, a white noise. Secondly, the demodulation 
can be realized by using the least R.M.S. error principle, that is, by comparing the 
received signal one by one with the possible M=2s samples in the transmitted signals, 
the transmitted signal with the minimum root mean square error is taken as the 
demodulation signal. This scheme can be expressed as  
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where ε is the frequency of error and T is the duration of the signal. This means that 
no matter how small ε is chosen, we can, by taking T sufficiently large, get the 
transmission rate as near as we wish to TWlog(1+P/N) binary digits in the time T. 
It is worth mentioning that, for Eq. (11), it is necessary to discuss the principle of 
signal uncertainty. This is precisely where previous studies have not been in-depth. 
The Eq. (11) has not been quoted or discussed in previous literatures concerning 
Shannon limit.  Uncertainty principle is one of the most fundamental theorems in 
quantum mechanics, and the uncertainty principle is also valid in the field of signal 
processing [31-33]. Briefly, it is impossible to determine the spectrum bandwidth and 
the time duration of one signal accurately at the same time. According to Fourier 
analysis, the limited duration in time domain will result in an infinitely wide spectrum 
in frequency domain, and vice versa. Therefore, in practice, to approach the Shannon 
Limit is impossible, because in actual communication situation, the time duration of 
the transmitted signal is always limited, which acts against the requirement for 
“taking T sufficiently large” in Eq. (11). Meanwhile, the limited T must lead to an 
infinitely wide W in frequency domain, which again acts against the requirement for 
“narrow bandwidth W”. Fortunately, in engineering implementation progress, the 
bandwidth can be limited under the condition of a given frequency of error which is 
noted as ε in Eq. (11). For this purpose, various definitions for bandwidth are 
proposed, such as 3dB bandwidth, spectrum zero bandwidth, minimum fading 
bandwidth, etc. Furthermore, Shannon proposed the channel coding theory to realize 
ε=0, which makes Shannon's theory satisfy mathematical completeness.  
According to Shannon's method to realize the maximum data transmission rate, 
the simulation program is designed, and the simulation result is shown in Fig. 1(d). 
The theoretical curve corresponding to Eq. (2) is also shown to verify the simulation 
results. In order to save space, the simulation program is omitted, but the main 
parameters involved in the simulation program are described as follows. 
The power spectral density (PSD) of the narrowband Gaussian white noise and 
the signal in white noise form are denoted as n0 and nsi, respectively, and nsi/ n0 
denotes the signal to noise ratio (SNR). When nsi is changed with i=1, …, L while n0 
keeps in constant, different SNRs can be obtained. Meanwhile, the bandwidth of 
signal and noise are both set as W (50 kHz in the simulation), so we have
20 0 0P Wn= = and 
2
si si siP Wn= = . As a result, the corresponding noise with power P0 
and the variance 2
0 , and the signal with the power Psi (1W in the simulation) and the 
variance 2
si in time domain can be easily generated using MATLAB, as shown in Fig. 
1(a) and (b). In addition, in the simulation, the transmitted signal x(t), the noise n(t), 
and the received signal y(t)=x(t)+n(t) are represented by the discrete form x(ti), n(ti), 
and y(ti)= x(ti)+ n(ti), according to the sampling theory, where i=1,…,2TW, and T is 
the time duration.  Therefore, if each symbol represents s bits, there may be M=2s 
values for each x(ti). Obviously, the T is impossible to be infinite in the simulation, so 
in order to make the simulation results closer to Eq. (11), the above process must be 
repeated many times. The demodulation process is shown in Fig. 1(c), and the channel 
capacity under different SNR are shown in Fig. 1(d). We can see that except for some 
fluctuation induced by the white noise, the simulation result (blue curve) and the 
theoretical curve (red curve) are identical, which means that the simulation progress is 
correct.   
We use the above section to repeat Shannon's derivation of channel capacity 
equation with the following three purposes:  
(1) Preparing for the breakthroughs in Shannon Channel Capacity Equation in 
the following section;           
(2) The idea of the principle of signal uncertainty embodied in Eq. (11) is 
demonstrated. This should not be neglected in the study of Shannon's theory. Without 
T → ∞, there will be no “limited” sampling points, and without ε→0, there will be no 
“sufficiently involved” encoding system to reach the Shannon limit. Thus, without 
signal uncertainty theory, Shannon's equation lacks mathematical completeness.        
(3) 2018 and 2019 mark the 70th anniversary of the publication of Shannon's two 
classic articles [13,14]. We intend to take this opportunity to recall the great 
contributions of Shannon. Firstly, measuring information capacity with “entropy”, 
which is the definition of uncertainty in thermodynamics, is a further development. 
The German physicist Clausius firstly used entropy to describe the rate of change of 
heat input to temperature in 1865 [34]. Boltzmann put forward the statistical physics 
explanation of entropy in 1877 [35]. However, it was not until Shannon used entropy to 
measure information that people really realized that entropy was a measure of system 
disorder, and Jaynes (1957) regarded thermodynamic entropy as an application of 
Shannon's information theory [36]. The signal uncertainty principle shown in Eq. (11) 
is actually a representation of the uncertainty principle in quantum mechanics. With 
the development of astrophysics, microphysics and information technology, 
Heisenberg put forward the uncertainty principle in 1927, which shows its 
universality more and more [37]. Information theory is no longer limited to engineering 
theory in the field of communication, but gradually formed into a basic theory which 
has solid mathematical support and can be applied in many disciplines.  
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Fig. 1. Simulation results of the Shannon channel capacity limit. (a) Time domain 
waveform of the transmitted signal (top, red), Gaussian white noise (middle, green) 
and the received signal (bottom, blue). (b) The PSD of the transmitted signal (top, 
red), Gaussian white noise (middle, green) and the received signal (bottom, blue). (c) 
Demodulation process described by Shannon. (d) Simulation results of the channel 
capacity (blue) and the theoretical calculation of Eq. (2) (red).  
3.Derivation of the equation of Breaking Through Shannon Limit 
There are two continuous random signals ( )1ˆ jx t  and ( )2ˆ jx t −  which have the 
same bandwidth (noted as W) and the same average power (noted as P1 and P2) as 
well as the same probability density with normal distribution (σ2 and ns represent 
respectively the mean square deviation and the probability density). This indicates 
that compared with ( )1ˆ jx t , the starting point of ( )2ˆ jx t −  is delayed by ˆ  in time 
domain. Then each signal has 2TW samples based on the sampling theory and all the 
samples are the random variables with the same probability density of Gaussian 
distribution and the interval between adjacent sampling points is 1/(2W). These 
sampling values can be constructed as two random vectors 
( )1 1ˆ ˆ , 1,...,2jX x t j TW = =   and ( )2 2ˆ ˆ ˆ , 1,...,2jX x t j TW = − =  . 
Obviously, 
1Xˆ  and 2Xˆ  are independent of each other, so the amount of mutual 
information is ( )1 2ˆ ˆ; 0I X X = . Since their components have the same probability 
density there is ( ) ( )1 2ˆ ˆH X H X= . Further, there is: 
 ( ) ( ) ( ) ( ) ( ) ( ) ( )1 2 1 2 1 2 1 2 1ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ, ; 2H X X H X H X I X X H X H X H X= + − = + =  (12) 
Specifying 
1 1
ˆ
2 2W
 = , the synthetic signal in the transmitter can be instructed 
as: 
 ( ) ( ) ( )0 1 2 1 2 2ˆ ˆ ˆ , 1,..., 4 , 0,1,..., 2 1i j jx t x t x t i W j W+= + = = −  (13) 
where ( )1 4ˆ TWx t  and ( )2 0xˆ t  are undefined (where ( ) ( )1 4 2 0ˆ ˆ 0TWx t x t= = ). In fact, 
this is a process of forming a synthetic signal by inserting the samples of the second 
signal into the sampling intervals of the first signal in turn, thus this synthetic signal 
contains 4TW samples which are also independent with each other and have the same 
normal distribution. There are the random vectors as ( )0 0 iˆ ˆ i=1, ,4X x t TW =   , 
( )2 2 2ˆ ˆ j=1, ,2jX x t TW =   , and 0 1 2
ˆ ˆ ˆX X X= + . 
In order to guarantee the average power constraint, the average power of the 
synthetic signal should be required to be equal to the average power of a single signal 
in Eq. (11). That is, 
2 2
0
ˆ ˆX X= is required, where Xˆ is the random vector in Eq. 
(9). According to the inner product theorem, there are 
( ) ( )( )
2
1 i 2 i
ˆ ˆ ˆ, i 1,..., 2X x t x t TW= = and ( ) ( )( )
2
0 0 i 0 i
ˆ ˆ ˆ, i 1,..., 4X x t x t TW= = . Due 
to the length of 
0Xˆ  is longer than that of Xˆ , 
2 2 2
1 2
ˆ ˆ ˆ 2X X X= = is required. 
This method of forming a synthetic wave is called as a delayed overlapping method.  
Independent sampling points will generally be expanded and therefore overlap 
with each other after passing through the channel because of the low-pass or 
band-pass characteristics of the channel. If the signal is directly sampled at the 
receiver, the independence between the sampling point will be destroyed. However, 
suitable channel estimation and equilibrium methods can basically eliminate the 
expansion and overlapping of sampling points, and therefore restore the independence. 
Thus, there is: 
 ( ) ( ) ( )0 i 0 i iˆ ˆ ˆ , i 1,...,4y t x t n t TW= + =  (14) 
where ( )
( )
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n t
n t TW
n t
  
= = 
  
 is the noise item of the synthesized signal 
at the receiver and there is a vector operation: 
 ( ) ( )  ( )2i+1 2i+1
2 22
ˆ1 2 2i-τ 0
ˆ 4 2N n t n t TW n t TW N   = + = =     
 (15)  
where N is the noise average power in Eq. (10), and Nˆ  is the average power of 
n(ti) in Eq. (15). 
According to Eq. (6), there is the conditional entropy ( ) ( )0 0ˆ ˆ ˆH Y X H N= . 
Corresponding to Eq. (14), there are the random vector ( )0 0ˆ ˆ , 1,..., 4iY y t i TW= =    
and the entropy ( )0ˆH Y . 
According to the reciprocity principle in mathematics, Xˆ  and Yˆ  in Eq. (9) can 
be replaced by 
0Xˆ  and 0Yˆ , as a result, Eq. (9) can be converted to Eq. (16) as: 
 ( ) ( ) 00 0 0
0
ˆ
ˆ ˆ ˆ, - 4
ˆ
Y
I X Y H Y H W
X
  
=   
   
 (16) 
The maxima of Eq. (16), which represents the maximum channel capacity under 
the condition of two overlapping waves, can be obtained as: 
 ( ) ( ) 0 0 00 0 0 0
0
ˆ ˆ ˆ ˆ
ˆ ˆ ˆ ˆmax , max - 4 2 log 2 log 1
ˆ ˆ ˆ2
Y P N P
C I X Y H Y H W W W
X N N
    +
= =  = = +    
     
(17) 
By constructing a series of independent delay waveform ( )1 1ˆ ˆjx t − , 
( )2 2ˆ ˆjx t − ,…, ( )ˆ ˆL j Lx t − , the above derivation process is easily extended to the 
situation of L signals with independent and identically distribution, that is: 
 ( )log 1 log 1L
P N
C LW LW SNR L
LN
+ 
= + = + 
 
 (18) 
or  
 ( )log 1 log 1L
P N
C W L L SNR L
LN
+ 
= + = + 
 
 (19) 
This is the equation to break through the Shannon limit. For the sake of 
distinction, we call the channel capacity equations described in Eq. (10) and Eq. (19) 
respectively as Shannon Capacity (ShC) and Time Delay Overlapping Shannon 
Capacity (OShC), respectively. The simulation results on the channel capacities 
corresponding to Eq. (19) under different conditions of L=1, L=2 and L=5 are shown 
in Fig. 2. As shown in Fig. 2, firstly, when L is larger than 1, the OShc is larger than 
ShC, which means that the Shannon limit can be broken through. Secondly, when L 
increases, the OShC is obviously enhanced, especially in positive SNR domain, which 
means that a large L, or a higher sampling rate, will lead to a higher channel capacity. 
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Fig. 2. Idea of time delay overlapping and the corresponding channel capacity. (a) 
Time delay overlapping by two independent signals. (b) Time delay overlapping by 
five independent signals. (c) The corresponding channel capacity. The blue, red and 
orange curve represents for the Shannon limit, time delay overlapping channel 
capacity under the condition of L = 2 and L = 5, respectively. 
 
4.An Example of Modulation Techniques for Digital Communication Based on 
Time Delay Overlapping Method 
In 1997, the author started to explore a more efficient modulation method for the 
digital communication. In 2000, the patent "phase shift overlapping code and 
decoding method" (Patent No. H03M 13/37) was authorized, and then the author did 
not only a lot of relevant theoretical research, numerical simulation, and physics 
experiments, but also produced a number of new patents. Among them, the patent 
"Time-frequency-phase mixed multicarrier modulation method" (Patent No. H04L 
27/26) embodies especially the idea of constructing efficient digital modulation by 
means of time-delay overlapping. After that we referred to this modulation technology 
as TS-NMT (Time-Shift Non-orthogonal Modulation Technology). In the process of 
studying TS-NMT, we gradually feel that the time-delay overlapping waveform 
construction method in TS-NMT can be used as a method to break through Shannon 
limit.  
4.1 The waveform structures of the TS-NMT symbol 
Firstly, we demonstrate the TS-NMT symbol forming process. A TS-NMT 
symbol is constituted by multiple base sub-carries. Each base sub-carrier can be 
sinusoidal (or cosinoidal) waves and has a duration Td, which we define as lifetime. 
Outside the lifetime, the base sub-carrier equals to zero. To constitute the TS-NMT 
symbol, each base sub-carrier is time-delayed, amplitude modulated, and directly 
added in time domain. The whole process can be described as: 
 ( ) ( )
8
1
sini i i
i
g t a t 
=
= −   (19) 
where g(t) is the TS-NMT symbol, N is the number of base sub-carriers, aisinωi(t-τi) 
and τi are the ith modulated base sub-carrier and the time-delay of the ith base 
sub-carrier from the starting point of the symbol, respectively. A simple example is 
shown in Fig. 3. The TS-NMT symbol consists 8 modulated base sub-carriers, and all 
the angular frequencies are identical, i.e. ωi=ωi+1 (i=1,⋯,8). In practice, ωi≠ωi+1 is 
also allowed. What’s more, we set the time-delay interval between each base 
sub-carrier identical, and the duration of the TS-NMT symbol equals to approximately 
2 times the lifetime of the base sub-carrier. 
 
 Fig. 3. Scheme of the symbol of TS-NMT. The colored curves and the bold curve 
represent for the base sub-carriers and the synthetic symbol waveform, respectively. 
(a) TS-NMT/S symbol carrying 8-bit +1 message by 8 subcarriers. (b) TS-NMT/S 
symbol carrying 8-bit message by 8 subcarriers (Each wavelet amplitude is randomly 
selected between 1 and-1).  (c) TS-NMT/F carrying 8-bit +1 message by 8 
subcarriers. (d) TS-NMT/F symbol carrying 8-bit message by 8 subcarriers (Each 
wavelet amplitude is randomly selected between 1 and-1). 
 
More generally, the synthetic wave can be represented as:  
 ( ) ( )i i i i di
i 1
,
H
g t a g t H T 
=
= −   (20) 
where ( )i i ig t −  are the base sub-carriers (their amplitudes are normalized), H is 
the number of the sub-carriers, and ai is the amplitude of each sub-carrier. The value 
of ωi is almost unlimited, except that the total bandwidth of the symbol does exceed 
the specified value by the system. The base sub-carriers with the same angular 
frequency constitute one sub-channel in frequency domain. 
Obviously, TS-NMT is a multi-carrier system like OFDM. All the sub-carriers 
and subchannels, however, are non-orthogonal to each other in the time and frequency 
domains.  In the example illustrated in Fig.3 (a) and (b), there is only one 
sub-channel, so it is noted as TS-NMT/S, while the symbol containing multiple 
sub-channels is noted as TS-NMT/F, as shown in Fig. 3(c) and (d). The 
non-orthogonality of TS-NMT is one of the most important features different from 
OFDM.  
The demodulation of TS-NMT cannot be realized by FFT used to OFDM due to 
the non-orthogonality. In this paper a demodulation method used by solving a system 
of linear equations has been proposed. The demodulation process includes two steps 
as below. 
Step 1: A series of coherent operations are put in the order of delay τi (i=1,⋯,H) 
on the received symbol waveform in each symbol period, then a system of linear 
equations is obtained: 
 RV=B  (21) 
where R is called as the demodulation matrix and is a Toeplitz matrix, and its 
elements are obtained by a series of the coherent operations as: 
 ( ) ( )ij i i i j j ijdt ,i,j 1,...,T jR g t g t r H = − − = =  (22)  
What’s more, in Eq. (21), V is called an amplitude vector waiting to be solved 
and is composed of the quantization amplitudes of the sub-carriers, and the vector B is 
called as a coherent vector and is composed of the results of a series of coherent 
operations defined as follows, 
 ( ) ( )r i i i idt , i 1,...,TB g t g t b H = − = =   (23) 
where gr(t) is the received symbol waveform. 
Step 2: The amplitude vector V of the received sub-carriers are obtained by 
resolving the equation group (21), that is, V=R-1B. 
It should be noted that the subcarriers contained in a synthetic wave of the 
TS-NMT are non-orthogonal, that is, the subcarrier vectors are non-orthogonal in the 
multi-dimensions linear space which is often called as the constellation in the digital 
communication, in which a star-point corresponds to an element of V. We can 
construct an orthogonal constellation for OFDM, but for TS-NMT, we can only draw 
a two-dimension non-orthogonal constellation, as shown in Fig. 4(a). In OFDM the 
minimum distances between the star-points are equal, but in TS-NMT are not equal. 
However, each subcarrier can be projected onto the coordinate axis of each dimension 
by coherent operation, so each subcarrier can be solved separately on a 
one-dimensional constellation. In this way, the distance between the smallest star 
points is the same, and the independence between the subcarrier is guaranteed.  
4.2 The analysis of the transmission efficiency of TS-NMT   
The transmission efficiency is defined as ηT=bits/S/W (S is Second and W is 
hertz). In [30] the theoretical analysis and computer simulation results of the 
comparison between TS-NMT and OFDM have been described in detail, and many of 
the advantages of TS-NMT relative to OFDM are introduced, such as the higher 
spectral efficiency, low peak average power ratio, higher anti frequency-shift ability, 
low power consumption, and so on.  
The following description relates to the analysis of the possibility of TS-NMT as 
a practically available means of breaking through the Shannon Limit. Different from 
the literature [30], the following analysis is more focused on intuitive and qualitative 
description. 
Firstly, the signal power of TS-NMT is demonstrated. In the traditional digital 
amplitude modulation method with noise, when the signal power is increased by 6 dB, 
the number of bits carried by the signal increases by one. According to that rule, if 
every subcarrier in Fig.3 (a) or (b) can carry one bit, the synthetic wave will carry 
eight bits, and therefore, the power of the synthetic wave will be increased by 48 dB 
than that of one subcarrier. However, an intuitive observation to the waveform 
structure in Fig. 3 shows that the power of the synthetic wave cannot be increased as 
that much. As can be seen from Figure 3 (b), in the time coordinate system, the phases 
of subcarriers are evenly distributed between 0 and 180 degrees in the interval 
between 500 and 1500, which causes the amplitude of the synthetic wave to be less 
than the sum of the sampling values of the subcarriers due to the time-delay 
overlapping construction of the subcarriers. In fact, the simulation result is that the 
average power of the synthetic wave is only 7.4 dB larger than the average power of 
the single subcarrier. Thus, the power required for waveform transmission based on 
time-delay overlapping method is much less than that of the traditional method. We 
call it "power efficiency". The power efficiency of TS-NMT can be further explained 
by comparing TS-NMT with OFDM, as shown in Fig. 4(b). This further verifies the 
high power-efficiency of TS-NMT. Moreover, the theoretical analysis and computer 
simulation verification on the performance comparison between TS-NMT and OFDM 
are introduced in our previous research (30). In addition to the higher spectral 
efficiency than the OFDM, it also shows more advantages of TS-NMT, such as lower 
peak power mean ratio, higher anti frequency-shift ability, lower power consumption, 
and so on. 
Then, the communication capacity and the communication performance of 
TS-NMT is shown in Fig. 4(c) and (d). It is worth noting that, since Shannon’s 
channel capacity is deduced on the basis of continuous signals, we must verify that 
the TS-NMT signal belongs to the continuous signal. In Eq. (13) & Eq. (14), if 0≤t<T 
and T→∞ is defined, the waveform of TS-NMT belongs to the continuous waveform 
and can be tested by numerical simulation. In the simulation, the life-time and 
frequency of the sub-carrier is set as 1 s and 1 Hz, so the sub-carrier is one-period 
sinusoidal or cosine wave, as shown in Fig. 3(a) or Fig. 3(c). Under this condition, the 
time duration of the TS-NMT symbol is 2 s, and the null-to-null bandwidth is 2 Hz. 
From Fig. 4(c), we can see that the capacity of the TS-NMT system is higher than the 
Shannon Limit, especially for the higher SNR condition. The capacity of the TS-NMT 
system increases exponentially with the increasing of SNR. For each point in Fig. 4(c), 
the bit-error-rate (BER) is controlled to be less than 10-5, and no channel coding is 
included in the system. Finally, the simulation results of the communication 
performance of TS-NMT are shown in Fig. 4(d). We can see that, for higher SNR 
condition, the capacity of the TS-NMT system will be more than 70 bit/s/Hz (the BER 
is less than 10-5).  This means that for higher SNR condition, the capacity of the 
TS-NMT system will be far higher than the Shannon Limit.  
 
Fig. 4. Simulation results of TS-NMT. (a) Constellation of the orthogonal symbol and 
the non-orthogonal symbol. (b) Symbol power comparison between OFDM, 
TS-NMT/S and TS-NMT/F. (c) Channel capacities of TS-NMT/S comparing with the 
Shannon Limit. (d) BER performance of TS-NMT/S under different conditions.  
4.3 Performance analysis of TS-NMT 
In this section, we give some quantitative analysis on the communication 
performance of TS-NMT. From Eq. (21), the demodulation process of TS-NMT is the 
numerical solution of the equation set, and the numerical solution A is identified as 
the demodulation result of TS-NMT. As we all know that the numerical solution 
processes of the equation set will unavoidably encounter the ill-condition problem, i.e., 
the perturbation to the equation set will cause the deviation between the exact solution 
and the numerical solution. In other words, greater ill-condition will cause larger 
deviation between the exact solution and the numerical solution, and consequently, 
will cause higher bit error rate (BER) of the TS-NMT system. Thus, it is necessary to 
develop the origin of the ill-condition of equation set Eq. (21) and the methods to 
mitigate or even eliminate the ill-condition problem. 
For digital communication system, the direct perturbation on the communication 
signal is the Gaussian white noise and the filtering effect of the communication 
channel. Concerning these perturbations, equation set Eq. (21) will be 
 R(A+ΔA) = B+ΔB (24) 
where ΔB is the consequence of the above perturbation factor, and ΔA represents for 
the deviation between the exact solution and the numerical solution, i.e., bigger ΔA 
means higher BER of TS-NMT. 
In TS-NMT, all the variables are quantified under some level of accuracy, and we 
have the identical equation 
 RA≡B (25) 
According to Eq. (24) and Eq. (25), we have 
 ΔA=R-1ΔB (26) 
where R-1 is the inverse matrix of R. Because ‖ΔA‖≤‖R-1‖·‖ΔB‖, we call ‖R-1‖·‖ΔB‖ the 
upper bound of ‖ΔA‖. Obviously, lower ‖R-1‖ brings lower ‖ΔA‖, and lower BER will 
obtained.  
The ill-condition of TS-NMT can be decreased by adding an additional wave (a 
sharp downward spike for instance) in front of the sub-carrier waveform, as shown in 
Fig. 5. The amplitude, time-duration, position, and number of spikes are all the 
adjustable variables, and in Fig. 5 we set the time-duration of the spike be 1% of the 
life-time of the sub-carrier, and the amplitude of the spike be equal to that of the peak 
amplitude of the sub-carrier. Other TS-NMT symbol forming parameters are shown in 
Table 2. After adding the additional wave, the ‖R-1‖ is reduced from 3.8465 to 0.0283, 
and the BER is reduced from 0.06 to less than 10-5.  
 
Table 1 TS-NMT symbol forming parameters 
Parameter Value 
Type of the sub-carrier Sinusoidal wave 
Number of the sub-carrier 40 
Interval of each sub-carrier (sampling points) 250 
SNR (dB) 20 
Amplitude of the additional wave -1 
Number of tested bits 106 
 
 
Fig. 5. Scheme of the TS-NMT symbol constituted by cosine sub-carriers or 
sinusoidal waves with additional waves. (a) TS-NMT symbol constituted by 8 cosine 
sub-carriers carrying 8 +1 signals. (b) TS-NMT symbol constituted by 8 cosine 
sub-carriers carrying 8 random “+1, -1”. (c) TS-NMT symbol constituted by 8 
sinusoidal sub-carriers with additional wave carrying 8 +1 signals. (b) TS-NMT 
symbol constituted by 8 sinusoidal sub-carriers with additional wave carrying 8 
random “+1, -1”. 
 
The communication capacity and performance of the TS-NMT system with 
additional waves are shown in Fig. 6. Because the nonlinearity of the sub-carrier 
waveform is enhanced, the communication capacity of the system is further improved, 
especially for the cosine sub-carrier TS-NMT system, the communication capacity far 
exceeds the Shannon Limit. It is worth noting that, in Fig. 6, the TS-NMT system 
belongs to TS-NMT/S system, where all the sub-carriers occupy only one frequency 
channel. If we simultaneously utilize multiple frequency channels, the capacity of the 
whole system will be multiplied. Thus, the TS-NMT technology can be considered as 
one of the practical methods to break through the Shannon Limit.  
 
 
Fig. 6. Capacity and Performance of the TS-NMT system with additional waves. (a) 
Communication capacity. (b) Communication performance. 
 
Nevertheless, we will face two problems as follows. Firstly, the property of the 
sinusoidal or cosine sub-carrier will be changed after adding the additional waves, and 
the R in (21) will consequently be changed. That is to say, the subcarrier changes 
from sin(ω(t-τi)) to sin(ω(t-τi))+p(t), where p(t) represents the additional waves. 
However, because the TS-NMT is non-orthogonal, the sub-carriers forming R in the 
coherent operation do not have to be standard sinusoidal or cosine waves. In fact, 
because the communication channel is always bandpass or lowpass channel, the 
sub-carriers in the received signal is also inevitably transformed. When we design a 
communication system, because the parameters are always known in priori (through 
estimation for instance), the transformed sub-carrier can be obtained through 
numerical training. The training process is demonstrated as follows, 
 srω(t-τi)=stω(t-τi)*h(t)*f(t) (27) 
where stω(t-τi) and srω(t-τi) are the transmitted and received base sub-carriers, 
respectively, * is the convolution operation, h(t) is the communication channel model, 
and f(t) represents the filter. 
Secondly, the higher frequency components in TS-NMT symbol spectrum will be 
enhanced by adding additional wave. However, through controlling the power of the 
additional spike and using appropriate filters, the higher frequency components will 
be neglected in the actual project. 
 
Discussion 
In more than 20 years of TS-NMT research, we have gradually realized that the 
time-delay overlapping method is an effective technical means to improve the 
transmission efficiency. For a long time, we have thought that this technology may 
break through the Shannon Limit. However, for the sake of caution, the above 
theoretical proof and simulation results have not been published until now. Thomas 
proved that independent multi-channel synthesis can linearly improve the efficiency 
of information transmission [21]. In fact, there is an intuitive understanding of the 
efficiency of TS-NMT. Firstly, a single physical channel is decomposed into several 
independent logical subchannels, and then the signals on these subchannels are 
reconstituted into synthetic waves by using time-delay overlapping method, which 
improves the efficiency of a single physical channel. 
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