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Recent advances in technology and computational power have made the once theoret-
ical concept of a real-time detection and control system, for the purpose of reducing
risk from the deliberate or unintentional release of a hazardous plume, a practical re-
ality. Such a system utilizes strategically placed sensor arrays and actuators in order
to first detect the release of a hazardous chemical, and subsequently to determine the
actions required by the actuators to effectively and expediently mitigate the plume.
This basic framework is applicable to a number of real-world scenarios that can be
described as wall-bounded, fluid-based systems, such as airport terminals, aqueducts,
tall buildings and passenger tunnels.
The present research develops the theoretical and numerical framework for the
automatic detection and control algorithm, which requires two main steps: a source
inversion phase in order to trace the history of the plume and determine its origi-
nal properties, followed by a boundary control phase in which the recovered source
information is used to predict the propagation of the plume in time and space and
thereby determine a control strategy to be performed in order to effectively mitigate
xxiii
it. Both the source inversion and boundary control phases can be formulated in terms
of numerical optimization, and hence in this work a coupled CFD-optimization model
has been developed using open source software. The CFD model implemented in this
research is a RANS (Reynolds-Averaged Navier-Stokes) based finite-volume model
developed using the OpenFOAM CFD library. The CFD model has been linked to
an external optimization software suite (DAKOTA). The resulting model is used to
simulate the source inversion and boundary control components of the automatic de-
tection and control algorithm and to investigate the effect of various parameters on
their accuracy, reliability and expediency. The results indicate that gradient-based
optimization methods are successful for the boundary control phase; however the
source inversion problem is complicated by issues arising from the discretization of
the optimization parameters and ill-posedness. Hybrid optimization approaches of-
fer some benefits with regards to the former problem, yet ill-posedness remains a
significant challenge with respect to the source inversion process.
• KEYWORDS: Model predictive control, hazardous release, compu-





1.1 Problem Overview and Motivation
The goal of this thesis is to contribute to the development of the theoretical
and numerical framework for an automatic contaminant plume detection and control
system for wall-bounded flows. In the occurrence that a contaminant is accidentally
or deliberately released into an ambient fluid, a need exists to identify the presence of
the contaminant and subsequently take action to mitigate potential harm by either
deflecting the contaminant or removing it from the system as rapidly as possible.
The physical domain for this scenario could be any conduit carrying water or air, i.e.
a channel, aqueduct, tunnel, tall building or passenger terminal. The contaminant
plume could be comprised of any chemical that is capable of being detected by sensor
arrays installed either along the boundaries or in the midst of the ambient fluid flow.
While the specific flow properties of each of these scenarios is variable, they can all
be modeled as wall-bounded flow systems with the contaminant transport governed by
the processes of advection and diffusion. Further, all of the aforementioned domains
are capable of having ports along the boundaries that could act as actuators, providing
blowing and/or suction capacity in order to control the fate of the contaminant plume.
Figure 1.1 shows a schematic of an open channel flow with such a system of ports
and sensors, whereby the sensors are depicted as being located at the boundary of
1
Figure 1.1: Schematic of a sensor-actuator system in an open channel flow.
.
the domain.
In the event of contaminant detection, a series of steps is initiated that aims to
reduce the concentration of the contaminant by means of blowing and/or suction of
the actuators. The process can be thought of as consisting of two phases. In the first
phase, a source inversion is carried out to reconstruct the history of the contaminant
release given the data obtained from the sensors. This step is necessary in order to
provide the initial conditions, such as the time, location and source strength of the
contaminant release, as input for the second phase, the boundary control model. In the
boundary control step, the initial conditions from the source inversion are used to run
a forward model which predicts the trajectory of the plume and solves an optimization
problem in order to determine the optimal actuator(s) to apply the control action(s)
that will best achieve the goal of reducing the contaminant at specified points in the
domain. The effectiveness of the control actions are accessed using the updated flow
field data and the boundary control step repeated in a closed feedback loop.
As will be shown in this chapter, the underlying methodology for carrying out
both the source inversion and boundary control phases of the automatic detection
and control algorithm are similar, as they both can be framed in terms of numerical
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optimization problems. However, the optimization goals and necessary groundwork
for the two problems are quite distinct, and thus for the subsequent thesis these two
phases will be addressed separately and in turn.
1.2 Contaminant Source Inversion
An inverse problem is one in which a series of observational values are used to
ascertain the parameters characterizing a given system. This is in contrast to the
’forward’ problem, in which the parameters are known and used to predict the de-
sired observed values of the system. Inverse problems are ubiquitous in the fields of
science and engineering, with applications ranging from determining the origin of an
earthquake to reconstructing radiographic images.
Contaminant source inversion is a specific type of inverse problem in which obser-
vational data, typically in the form of point measurements obtained by sensors in the
domain, are used to reconstruct the conditions which led to the observations. This is
a scenario that occurs frequently in the case of an accidental or deliberate chemical
release, either into the groundwater, atmosphere or a body of surface water. In such
a scenario, the motivation to reconstruct the original plume is two-fold: 1) knowing
the original parameters of the release (time of release, source strength, location, etc.)
allows for the prediction of its future fate and transport, thus creating the possibility
to prevent further damage, and 2) determining the origin of the release may allow for
the responsible party to be held accountable.
While the applications are numerous, source inversion problems and inverse prob-
lems in general are challenging to solve for two fundamental reasons: firstly, depend-
ing on the number of parameters and the scale of the problem, there may exist a
very large parameter space in which to search for the solution, leading to significant
computational challenges when using numerical methods to solve them. Secondly,
and perhaps more prohibitively, is the lack of well-posedness that often accompanies
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inverse problems. The inherent ill-posedness of inverse problems has a number of
causes. For example, there may exist several combinations of parameters that lead to
results that agree with the observations, leading to the problem of non-uniqueness.
Additionally, the data points that provide the observations may be sparse or contain
uncertainties. The lack of a guarantee of well-posedness in regards to the source inver-
sion problem is an issue that should be kept in mind, and is readdressed throughout
several of the chapters in this thesis.
Quite a bit of variability exists in the source inversion problem formulation, as is
illustrated in the following literature review. The majority of the research conducted
in the area of contaminant source inversion has been in the field of groundwater con-
taminant transport. More recently, source inversion has been applied to the problems
of indoor air quality in buildings and to large-scale atmospheric pollutant transport.
While the source inversion literature review herein includes studies carried out in
all environments (groundwater, air or water-based), depending on the methodology
used, the differences and additional complications for fluid-based inversion problems
vs. groundwater keep these approaches from being necessarily transferable from one
environment to another. In many ways, the groundwater inversion problem is an
easier one to model and solve. Contaminant transport through porous media for ex-
ample is adequately modeled in one- or two-dimensions, does not require turbulence
modeling, and occurs in a very slow moving stationary velocity field. Due to these
properties and the accompanying low Reynold’s number of groundwater flows, the
governing equations for groundwater flow are typically based on Darcy’s equation.
By contrast, modeling of fluid flows comprised of air or water may occur at high
Reynold’s numbers and almost always is in the turbulent regime for natural environ-
ments. The governing equations are the Navier-Stokes equations, a set of nonlinear
partial differential equations which require numerical methods to solve fully. De-
pending on the scenario, buoyancy effects may be necessary to consider, in addition
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to a transient, three-dimensional flow field. Frequently, simplifications are made to
these equations that allow them to be solved with much simpler methods, such as
the advection-diffusion equation and the Gaussian plume transport model, but the as-
sumptions behind these simplified models limit their general applicability to a narrow
range of contaminant release scenarios.
The basic underlying approaches taken to perform source inversion can be divided
into three main categories (Liu and Zhai (2007)): optimization methods, probability-
based methods, and backward methods. This review of contaminant source inver-
sion methods divides the body of literature roughly into these categories for clarity.
However, some methods do not fit neatly into a single category and are discussed
separately in the ‘Additional Approaches’ subcategory (Section 1.6). A compilation
of significant research in the area of source inversion along with their pertinent char-
acteristics is included in Table 1.1.
1.3 Optimization Approaches
Optimization methods take a deterministic approach to the source inversion prob-
lem, in which the problem is formulated in terms of an objective function or func-
tional. This expression quantifies the error between the observations and the output
of a forward model which aims to replicate these observations using estimated input
parameters. The optimization approach then requires a series of strategic guesses
to be made for the input parameters, and the results from the forward model are
used in conjunction with the objective function to provide a measure of agreement
between the guessed solution and the actual solution. By iteratively adjusting the in-
put parameters with the goal of minimizing the objective function, a set of parameters
can be identified that adequately reproduces the conditions that led to the observed
values. Mathematically, this optimization procedure is formulated in general terms
as
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Table 1.1: Selected papers on contaminant source inversion
Main Inversion Approach Reference Dimensions Parameters Intended domain
Optimization Gorelick et al. (1983) 2-D xs, qs Groundwater
Skaggs and Kabala (1994) 1-D C0(t) Groundwater
Mahar and Datta (1997) 2-D xs, C0(t) Groundwater
Skaggs and Kabala (1998) 1-D C0(t) Groundwater
Liu and Ball (1999) 1-D C0(t) Groundwater
Alapati and Kabala (2000) 1-D C0(t) Groundwater
Mahar and Datta (2000) 2-D xs, C0(t) Groundwater
Aral et al. (2001) 2-D xs, C0(t) Groundwater
Mahar and Datta (2001) 2-D xs, C0(t), GW parameters Groundwater
Akcelik et al. (2003) 2-D xs, qs Air/water
Bagtzoglou and Baun (2005) 2-D xs, C0(t) Atmosphere
Boggs et al. (2006) 2-D xs, qs Wall-bounded domain
Mahinthakumar and Sayeed (2006) 3-D xs, C0(t) Groundwater
Singh and Datta (2006) 2-D xs, C0(t) Groundwater
Allen et al. (2007) 2-D xs, qs, θ Atmosphere
Sun (2007) 2-D C0(t) Groundwater
Yeh et al. (2007) 3-D xs, qs, ts Groundwater
Datta et al. (2009) 2-D xs, C0(t), GW parameters Groundwater
Ayvaz (2010) 2-D xs, C0(t) Groundwater
Addepalli et al. (2011) 3-D xs, qs, U , θ Atmosphere
Jha and Datta (2013) 3-D C0(t) Groundwater
Probability-based Wagner (1992) 2-D xs, C0(t), GW parameters Groundwater
Woodbury and Ulrych (1996) 1-D C0(t) Groundwater
Snodgrass and Kitanidis (1997) 1-D C0(t) Groundwater
Woodbury et al. (1998) 3-D C0(t) Groundwater
Neupauer et al. (2000) 1-D C0(t) Groundwater
Michalak and Kitanidis (2004) 3-D C0(t) Groundwater
Singh et al. (2004) 2-D xs, qs Groundwater
Khemka et al. (2006) 3-D xs, ts Atmosphere
Singh and Datta (2007) 2-D xs, qs Groundwater
Chow et al. (2008) 3-D xs, qs Atmosphere
Liu and Zhai (2008), Liu and Zhai (2009) 3-D xs Interior/Air
Butera et al. (2013) 2-D xs, C0(t) Groundwater
Backward Skaggs and Kabala (1995) 1-D C0(t) Groundwater
Atmadja and Bagtzoglou (2000) 1-D C(x, t) Groundwater
Bagtzoglou and Atmadja (2003) 1-D C(x) Groundwater
Zhang and Chen (2007) 3-D xs, qs Interior/Air
Neupauer and Wilson (2001) 2-D C0(x), xs, ts, Groundwater
Neupauer and Wilson (1999) 1-D xs, C0(t) Groundwater
Neupauer and Lin (2006) 2-D C0(t) or ts Groundwater




J(f) subject to f ∈ Ω, (1.1)
where J is the objective function and Ω is a subset of the vector space Rn. Additional
constraints in the bounds of f and inequalities may be included depending on the
problem. While J is by definition a measure of the difference between the observed
and modeled data, its specific formulation is subjective. For source inversion problems
it is usually a variation on the least squares formula. The definition of the source
inversion problem as an optimization problem is covered in depth in Chapter III.
Optimization methods have the downside of being computationally demanding,
as they typically require the exploration of a large parameter space, and thus may
require many iterations in order to converge. Further complications arise in ensur-
ing that the optimization problem is well-posed and amenable to minimization, as
discontinuities and/or multiple local minima in the functional topography can create
significant impediments to the optimization routine. For example, gradient-based
optimization requires that the functional be convex, continuous and differentiable in
order to guarantee convergence to a global minimum. However the parameter space
formed by the objective function frequently does not meet these requirements, as will
be illustrated in this work. Another weakness of the optimization approach is that a
separate analyses must be conducted in order to assess the performance of the model
with respect to uncertainty in the data. These uncertainty analysis are typically car-
ried out by running a series of trials with perturbed data for example or performing
Monte Carlo simulations.
Despite their drawbacks, optimization source inversion methods are appealing for
several reasons. For one, they allow for a great deal of flexibility in the formulation of
the source inversion problem. For example, the objective function and its associated
constraints can be used to incorporate known information about the problem and
to accommodate an arbitrary number of unknown parameters. The constraints can
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be used to narrow the parameter space and exclude values that are not expected.
Further, as will be shown in this work, once the objective function and parameter
space are defined, the optimization problem can be solved in a number of ways by im-
plementing different optimization algorithms. Given the challenges in solving source
inversion problems, having a greater number of tools available to broach a problem
is highly desirable.
One of the earliest applications of the optimization technique to source inversion
was carried out by Gorelick et al. (1983) , whereby the researchers recovered the source
location and strength of up to two sources in a two-dimensional aquifer using a linear
programming model based on a normalized least-squares objective function. The
required inputs of their model were contaminant concentrations at several discrete
points and up to 9 ‘potential’ source locations.
Skaggs and Kabala (1994; 1998) also took a forward optimization approach and
minimized an objective function based on Tikhonov regularization to recover the
initial source strength and flux history of a single groundwater contaminant plume
governed by the one-dimensional advection-diffusion equation. Liu and Ball (1999)
also used this approach to investigate a known contaminant release at Dover Air Field
Base in Delaware. Alapati and Kabala (2000) used the one-dimensional groundwater
transport equation to solve for the source release history of a contaminant plume
using a nonlinear least squares method as an alternative to the Tikhonov approach
for a single known source location. Note that these approaches assume the source
location is known.
The nonlinear least squares approach was also taken by Mahar and Datta (1997;
2000) to recover the locations and source release histories corresponding to up to
2 out of 3 potential sources locations, and later expanded their model to simulta-
neously solve for several aquifer parameters (Mahar and Datta (2001)). Datta et
al. (2009) also incorporated the inversion of unknown aquifer parameters (porosity,
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hydraulic conductivities, dispersion coefficients) in addition to finding the source lo-
cations of up to 9 potential two-dimensional groundwater plumes. Sun (2007) used
a constrained robust least squares approach to recover the source release history of
a two-dimensional groundwater plume incorporating information on a number of po-
tential source locations.
More recently, optimization approaches have been carried out using stochastic op-
timization methods such as genetic algorithms (GA). Aral et al. (2001) used a modified
approach they call a progressive genetic algorithm to determine the two-dimensional
coordinates and release history of a single groundwater plume given known aquifer
parameters. Unlike the previous studies which considered the location optimization
as a discrete problem with few possible solutions, they defined the possible source
location in terms of ‘regions’ instead of specific points. They found that the starting
parameter guesses for their model had little impact on the overall results.
Singh and Datta (2006) used a GA optimization approach to locate up to several
unknown sources and flux histories in a two-dimensional aquifer. They considered
scenarios of up to two actual sources out of multiple possible sources. They found
that the errors increased significantly with the addition of more than one source.
An additional drawback to the GA method is the lengthy run-time these algorithms
require. For their more simple simulations the minimum run-time was 245 minutes;
clearly far from ‘real-time’ modeling capabilities.
Long et al. (2006) and Allen et al. (2007) used a GA approach for the source
inversion problem. In contrast to the previously described groundwater contaminant
research, their work was intended for source inversion of a single atmospheric plume.
Also notable is that their models, unlike the previously mentioned works in which
source location was a recovered parameter, did not assume previously known potential
source locations.
Mahinthakumar and Sayeed (2006) took a hybrid optimization approach in which
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they used a GA optimization method in sequence with a local search optimization
for recovering the locations or release histories of up to several multiple groundwater
sources in a three-dimensional domain. They found that recovering the source release
histories from known source locations was an easier problem to solve than finding the
unknown locations.
Addepalli et al. (2011) took a hybrid global/local optimization approach to the
atmospheric source inversion problem. They cited the need for beginning the local,
gradient-based optimization at a starting point located in the region of the functional
that meets the convergence criteria of being approximately convex, continuous and
differentiable. Thus they used a global GA optimization routine to locate an accept-
able starting point before beginning the gradient-based optimization. The recovered
parameters using this hybrid approach in conjunction with a three-dimensional Gaus-
sian plume model included the source location, strength, ambient wind speed and
direction. This approach also did not require initial potential source locations to be
stipulated.
Another relatively recent optimization approach that has been taken is based
on the method of simulated annealing (SA). Yeh et al. (2007) were able to obtain
good results using a SA approach in conjunction with a tabu search method. They
tried several starting locations with up to 7 monitoring points in a three-dimensional
groundwater domain to recover the initial time of release and strength of a single
contaminant plume. They used a relatively coarse (40 m) grid size, and assumed
the source had a constant release rate. Their model requires the delineation of a
‘suspected’ source area, and they investigated several scenarios varying the size of
this area.
Jha and Datta (2011, 2013) used a variation on the SA approach to find the un-
known source flux magnitude, duration and timing of a groundwater contamination
plume in two- and three-dimensions. They compared their ‘adaptive simulated an-
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nealing’ method to the genetic algorithm approach and found their method to be
more efficient in recovering the source histories. However, in general SA methods,
like genetic algorithm methods, tend to be computational intensive.
Ayvaz (2010) used an optimization approach called a heuristic harmony search
algorithm to recover a two-dimensional groundwater contaminant plume. These re-
sults were compared to the results from two different approaches employed by Singh
and Datta (2004, 2006) and deemed to be in good agreement.
1.4 Probability-based Methods
In contrast to the above described deterministic optimization methods, probability-
based methods take a stochastic approach to solving the inverse problem. The out-
come of these methods is typically in terms of probabilities of a plume having origi-
nated at a given location, time and given strength or the probability that the plume
will be in a given location at a certain time.
Wagner (1992) used a maximum likelihood model to inversely locate the two-
dimensional coordinates and release history of sources in addition to aquifer param-
eters in a two-dimensional domain, given two potential source locations. Woodbury
and Ulrych (1996) used a probability-based approach known as Minimum Relative
Entropy (MRE) inversion to reproduce the one-dimensional source release history re-
sults previously found by Skaggs and Kabala. They later expanded this method to
include three dimensions and up to several possible source locations (Woodbury et al.
(1998)). The results in one-dimensional applications were excellent given noise-free
data, while the later three-dimensional simulations resulted in a large degree of vari-
ability in the possible source locations. Neupauer et al. (2000) compared the MRE
approach to the Tikhonov regularization method for recovering the source release
history of one-dimensional groundwater plumes and found that with error-free data
the results were similarly accurate.
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A probability-based application to atmospheric source inversion was developed by
Chow et al. (2008) in which they made use of Bayesian inference methods that rely on
Marcov Chain Monte Carlo sampling. Bayesian inference involves framing the inverse
problem as the solution to a sampling of an ensemble of predicted simulations, by
which a statistical comparison between the predictions and observations are used to
guide the solution towards convergence. This work is particularly notable in that it
represents one of the few studies that have used a full computational fluid dynamics
(CFD) based code as the forward model. Their CFD model was a finite element code
based on the Reynolds Averaged Navier-Stokes equations (RANS).
Artificial Neural Networks (ANN) are a probability-based method that involves
‘training’ a model to recognize patterns in data and respond appropriately. Singh et
al. (2004) and Singh and Datta (2007) used this approach to find the initial source
strength and location of sources in a two-dimensional aquifer provided known poten-
tial source locations.
Geostatistical methods are another probability-based inversion method that define
the source properties in terms of random functions that can be characterized by their
statistical properties. Snodgrass and Kitanidis (1997) used geostatistical inversion
to recover the release history of a single one-dimensional groundwater plume given
potential source locations. Michalak and Kitanidis (2004) also used a geostatistical
approach in conjunction with an adjoint version of the advection-diffusion equation
(ADE) to recover three-dimensional concentration histories of groundwater plumes,
validated with real data. More recently, Butera et al. (2013) used the geostatistical
method to recover a single plume location and source history given observational data
and delineations of ‘suspect areas’ for a two-dimensional aquifer.
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1.5 Backward Methods
Backwards methods aim to solve the representative equations in the reverse-time
direction, starting with the final state. A notable example of this approach is given
by Skaggs and Kabala whereas they defined a quasi-reversible (QR) function to rep-
resent the advection-diffusion of the contaminant. Another approach was taken by
Atmadja and Bagtzoglou (Atmadja and Bagtzoglou (2000); Atmadja and Bagtzoglou
(2001a); Bagtzoglou and Atmadja (2003)) using a method they developed based on
the backward beam equation (BBE), which aims to solve a parabolic equation back-
wards with respect to time. Zhang and Chen (2007) used the QR approach with a
full RANS-based CFD model to recover the source strength and location in a three-
dimensional interior air quality model for several release points. They found that
it was not possible to accurately recover the source strengths, due to the dispersive
nature of thew QR equation.
Backward methods have the advantage of requiring only a single run and thus
are more efficient than the iterative optimization methods. However strict backwards
approaches have several significant limitations. Quasi-reversibility methods in partic-
ular have the downside that they only incorporate backwards advection, not diffusion,
and thus tend to become very dispersive over time. Further, as backwards methods
are generally only used to reconstruct the source flux history given a source location
and the final state of the system, they are of limited relevance to the source inversion
problem posed in this work.
1.6 Additional Approaches
Many previously studied source inversion methods are combinations of other meth-
ods and cannot be easily categorized. Most frequently, these methods combine aspects
of one approach with an optimization scheme. Bagtzoglou and Baun (2005) for exam-
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ple applied their BBE technique in conjunction with a quasi-Newton gradient-based
optimization technique to recover the location and time of release of a two-dimensional
atmospheric plume given measurements from either a single moving sensor or several
fixed location sensors.
Adjoint methods are a backwards type of inversion approach that may use opti-
mization and probability techniques. In the adjoint approach, the forward equation
is replaced with an adjoint equation which is the backwards-in-time equation of the
forward-in-time model. Neupauer and Wilson (1999, 2001) and Neupauer and Lin
(2006) combined an adjoint, probabilistic and backward approach to determine the
predicted travel times and source location probabilities in several scenarios for one-
and two-dimensional groundwater flows. Their approach involved developing proba-
bility density functions with the variables representing the random location or release
time of an instantaneous point source based on one or more sampling locations or
times. Cheng and Jia (2010) used this approach to calculate backwards probabilities
related to flows in rivers. They used the shallow water equations for their forward
model.
Akcelik et al. (2003) used a Newton optimization technique in conjunction with
an adjoint version of the advection-diffusion equation to determine the location and
release strength of a source in a generic flow system. Though they used a local search
approach they did not investigate the effects of the initial guess on the outcome of
the inversion. Under some conditions, adjoint methods can be an efficient method of
formulating optimization problems, and are further discussed in Chapter IX.
Liu and Zhai (2009) applied a probabilistic-adjoint approach similar to Neupauer
and Wilson towards indoor air quality modeling, in which they recovered the source
locations of indoor contaminants given a known release time. Their computational
model was based on a multi-zone approach, in which the various ambient fluid prop-
erties (temperature, velocity, pressure) are lumped into uniform values that are rep-
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resentative of zones, such as rooms in a building, for example. A similar study was
carried out by Liu and Zhai (2008) whereby they utilized a full CFD model based
on the Reynolds Averaged Navier-Stokes equations (RANS) as their forward model.
They applied this model to two- and three-dimensional domains including an indoor
building environment and an airplane cabin.
1.7 Source Inversion Discussion
As evidenced by the above literature review, the last few decades have resulted in
many studies on the subject of contaminant source inversion. Some general conclu-
sions and observations regarding these studies can be made.
Firstly, as previously noted, the majority of these studies have been carried out in
the groundwater realm. As discussed above, there are fundamental differences in the
applicable assumptions that can be made in a groundwater flow field in contrast to
an air- or water-based one. Among the comparatively few air-based studies, several
rely on a simplified Gaussian Plume Model (GPM) approach (Khemka et al. (2006),
Allen et al. (2007), Addepalli et al. (2011)). Gaussian Plume Models are relatively
simple to implement, however they cannot provide detailed information on the flow or
incorporate turbulence modeling. Also, realistically, the offending source is unlikely
to be a continuous plume as the GPM assumes, but rather an instantaneous release.
By contrast, Computational Fluid Dynamics (CFD) models, in which the flow field is
represented by the full (usually Reynolds Averaged) Navier-Stokes equations, are able
to represent the source term in a variety of forms to simulate continuous release of
constant or variable magnitude in addition to instantaneous source releases. Further,
they are able to provide detailed flow information including the full pressure, velocity
spatial distribution of the flow field. They are also able to model complex domains
and in general offer a higher degree of flexibility and accuracy. On the downside, CFD
methods tend to be computationally intensive and can be complicated to integrate
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with the specific inversion method employed. For these reasons, very few of the
previous cited works (Chow et al. (2008), Liu and Zhai (2008), Zhang and Chen
(2007)) have attempted the CFD approach to the source inversion problem. However,
advances in computing power and the use of parallel methods are providing avenues to
reduce the run-time of the inversion process and thus the added detail and capabilities
they afford are very appealing for the source inversion problem.
Secondly, the parameters inversely solved for are one of the most important factors
in comparing the previous works on contaminant source inversion. Namely, recov-
ering the source location in addition to the strength and time of release is a very
difficult task from both a computational and theoretical standpoint, especially in a
three-dimensional flow field. Many of the above reviewed source inversion problems
have avoided the issues of ill-posedness and intractable computational times asso-
ciated with recovering the full set of characterizing source inversion parameters by
stipulating a discrete number of potential source points, or delineating a relatively
small region of the domain as the possible source area when inversely solving for the
source location. Many other works do not attempt to recover the source location at
all, instead recovering the release history and/or strength assuming that the source
location is known. In some scenarios this is a valid assumption, however for many
other problems, including the scenario described in this work, this information is
necessary and cannot be assumed to be known a priori.
Thirdly, and with respect to the optimization approaches specifically, one of the
most significant limitations of much of the above reviewed literature is in regards
to the lack of a thorough analysis on the robustness of the source inversion model.
While some researchers (Aral et al. (2001), Yeh et al. (2007)) have examined results
from several starting optimization points, many others do not explicitly address the
initial guesses for the optimization routines. As will be shown in this work, it is
possible to obtain excellent inversion results for a specific starting point and have the
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optimization completely fail from another, and hence from a practical, applicability
point of view, this is important information necessary to fully characterize the source
inversion robustness and reliability. Further, applying an inversion technique to a few
specific problems does little to illustrate its capabilities in terms of robustness and
transferability.
Fourthly, in most of these studies, the run-time is not addressed as expediency
is not a main concern of the inversion model. Few studies (Boggs et al. (2006), Liu
and Zhai (2008)) have explicitly stressed the applicability of their source inversion
methodology towards a real-time or near-real-time scenario. Additionally, global
optimization methods that have been shown to have potential for locating the release
point of contaminant sources such as GA and SA have also been shown to require
lengthy convergence times, and thus have severe limitations to their applicability in
a scenario where mitigation and environmental protection is sought.
Finally, another limitation of many of the above described past works in this area
is in regards to the issue of ill-posedness. As mentioned above, ill-posedness most
frequently arises from the problem of non-uniqueness, from errors in the data and
from data sparseness. Some researchers have explicitly addressed the ill-posedness
issue (Atmadja and Bagtzoglou (2001b), Alapati and Kabala (2000), Woodbury and
Ulrych (1996)), while others have largely ignored the issue altogether. This is perhaps
justifiable in a scenario where there are few potential source locations and thus fewer
possible combinations of unknown parameters. In a more general scenario however,
ill-posedness cannot be ignored, as it places limitations on the tractability of the
source inversion problem.
Regularization, which aims re-cast an ill-posed problem as an approximate, well-
posed problem, has its limitations as Skaggs and Kabala discussed in their 1998 paper.
They discussed the inability of regularization to guarantee an accurate solution in
many cases, especially with increased diffusion of the original source. Also, while
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regularization mitigates the problems of numerical instability and errors in the data,
non-uniqueness cannot be eliminated via its implementation.
1.7.1 Present Research Contributions
The present work takes a gradient-based optimization, CFD approach to the
source inversion problem. The CFD model employed is a RANS-based finite volume
model. This model is interfaced with an external optimization toolkit which provides
a range of optimization algorithms, several of which are compared and contrasted as
a part of this work.
This work also aims to shed light on the general capabilities and limitations of the
optimization-based CFD source inversion model and to clearly illustrate the challenges
pertaining to this approach in regards to the discretization of the problem and issues
of ill-posedness. An in-depth analysis of the effectiveness of the source inversion
algorithm as a function of the various parameters of the problem is undertaken, and
the robustness and accuracy of the source inversion model as a function of the starting
guess given to the optimizer is explicitly addressed.
As with the research summarized in Table 1.1, in order to make this very complex
problem tractable, several underlying assumptions must be made. These assumptions
are outlined below. Further description of the contaminant source inversion problem
will be discussed in detail in Chapter III.
• It is assumed there is only a single source.
• The ambient flow velocity properties and the diffusion properties are assumed
to be known.
• The flow field is assumed to be constant and uni-directional.
• The source is assumed to be non-reactive, conservative and neutrally buoyant
with respect to the ambient fluid and to be governed by the advection-diffusion
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equation.
• The sensors and observations are assumed to be perfect. While a sensitivity
analysis is a key component to assessing the realistic performance of a source
inversion model, this step is beyond the scope of the current work, which instead
focuses on the underlying theory and mechanisms.
1.8 Boundary Control for Fluid Systems
A great deal of research has been undertaken on the subject of boundary control
of fluid systems over the past few decades, as there is significant motivation to develop
robust methods of controlling the evolution and behavior of turbulent properties in a
fluid system. In industrial applications for example, increased turbulence equates to
increased mixing, which may be desirable in a manufacturing application. Conversely,
reducing drag is beneficial from an efficiency standpoint in many other applications.
The body of literature on the topic of fluid control is vast and much of it is related
to the goal of controlling turbulence, drag, or boundary layer separation. As these
topics and the associated methodology in carrying out the flow control are not all
directly applicable to the problem of controlling a hazardous plume, this work does
not purport to include an exhaustive literature review of boundary control in general.
Rather, the basic methods underlying boundary control of fluids are outlined below
along with relevant examples of their applications.
Methods of boundary fluid control fall into the categories of either passive or
active methods. Passive methods are suited for steady-state systems, and typically
include altering the properties of the surfaces or installing vortex generators along the
boundaries in order to affect the size of the turbulent eddies that evolve in the flow,
and hence to reduce drag or boundary layer separation. Passive methods are unable
to respond to changes in the flow and as a result are of limited value in dynamic
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systems.
The vast majority of research done in regards to boundary control has been carried
out in reference in active control methods, and specifically using an active feedback
control approach. Active feedback flow control is an interdisciplinary field incorpo-
rating knowledge of systems control theory, fluid dynamics and numerical modeling.
There are several approaches that can be taken in achieving active feedback control of
fluid systems. These methods will be briefly outline here for thoroughness, although
as will become clear, they are not all suitable for the contaminant plume boundary
control problem. Following Moin and Bewley (1994) approaches fall into one of four
categories based on the relationship of the control scheme to the governing equations:
adaptive, intuitive-based, dynamical-systems based schemes and optimal control.
1.8.1 Adaptive Methods
Adaptive methods take an empirical approach to flow control in which the control
algorithm is trained through iterative methods to produce the desired output based
on the measurements. A significant advantage to this approach is that no prior-based
knowledge of the flow field is required. One of the more sophisticated examples of
an adaptive scheme is the Artificial Neural Network (ANN) method. This approach
involves expressing the relationship between the actuator input and the sensor output
as a nonlinear function with variable coefficients. The coefficients are ‘trained’ and
then updated using current data, similar to the ANN methodology used in the source
inversion problem cited above. Artificial neural networks have been used to reduce
drag up to 20% channel flow at low Reynold’s numbers (Babcock et al. (1996); Lee




Intuitive-based methods rely on a solid understanding of the underlying physics of
the flow allowing for actuator controls which directly mitigate the turbulence such as
through active cancellation or opposition schemes. They have been used to achieve
skin friction reduction (Choi et al. (1994)), drag reduction (Hammond et al. (1998)),
and control of near-wall turbulence (Rebbeck and Choi (2001)). The main drawback
to intuitive-based schemes is the need to have an adequate understanding of the flow
dynamics a priori, which is often not possible. Like adaptive methods, this approach
has limited validity to complex, dynamic flow regimes.
1.8.3 Dynamical-systems Approaches
Dynamical-systems based schemes extrapolate from linear systems theory and
aim to decompose the turbulence into a finite number of representative modes. This
process maps the turbulent dynamics to a lower dimensional phase state, hence these
methods can also be referred to as reduced order models. The goal of the control
problem is stabilizing the attractors of the chaotic system. Two well studied methods
in this category are the OGY method, named for its inventors Ott, Grebogi and Yorke
(Ott et al. (1990)) and Proper Orthogonal Decomposition, or POD (Berkooz et al.
(1993); Berggren (1998); Ravindran (2000); Bergmann and Cordier (2008); Semeraro
et al. (2011)).
1.8.4 Optimal Control
Flow control based on optimal control theory aims to minimize an objective func-
tion as applied to the Navier-Stokes equations. This is the same basic approach as is
taken in solving the source inversion problem via optimization, where the objective
function in this case describes the physical properties which are desired to be con-
trolled. The goal of the optimization problem is again to find the parameters which
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result in the minimization of the objective function as subject to the constraints de-
fined by the problem over a specified control horizon. Further details on the optimal
control method as applied to boundary control are given in Chapter VII.
The main advantage of optimal control over the aforementioned methods is that
optimal control is applied directly to the underlying (Navier-Stokes) equations and
hence is the most theoretically correct. Also, the lack of assumptions in the derivation
translates to a lack of restrictions over the applications of optimal control theory. The
functional can be defined as drag, turbulent kinetic energy, or any other property of
the flow. However, due to the intense computations and data resolution required,
optimal control theory is also the most computationally intensive of the active feed-
back control methods. To make optimal control feasible for practical applications,
some attempts have resorted to ‘suboptimal’ methods, in which the control horizon
is reduced to a very short period. Choi et al. (1993) first successfully applied a sub-
optimal control method to the Burgers equation. Bewley and Moin (1994) applied
suboptimal control to turbulent flows and were able to reduce drag by around 17% .
Lee et al. (1998) were able to apply a suboptimal procedure requiring only pressure
or shear-stress data at the wall and were able to reduce drag up to 22% by choosing
a cost functional directly related to the streamwise vorticity. It is clear however, that
the effectiveness of the controller will be reduced as the control horizon over which
the functional is optimized is shortened. Bewley et al. (2001) demonstrated this by
comparing the results of their three-dimensional DNS experiments with the subop-
timal method results and concluding that suboptimal methods were severely limited
in their effectiveness over the benchmark DNS results.
Variations on the optimal control approach that use simplified versions of the
Navier-Stokes equations for larger-scale applications include the works by Sanders and
Katopodes (1999, 2000). They applied gradient-based optimal control theory and the
adjoint sensitivity method toward adaptive flow control in channels, using a model
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based on the two-dimensional, depth-averaged shallow water equations. Piasecki and
Sanders (2002) used a similar approach with a one-dimensional model in which the
goal was to prevent salt-water intrusion above a specified threshold in an estuary
environment.
1.8.5 Contaminant Control
The body of literature in regards to the specific problem of contaminant control in
fluid systems is extremely limited. Notable works include the studies by Piasecki and
Katopodes (1997a, 1997b). Their work focused on the real-time control of hazardous
releases in rivers and estuaries. More recently, Alvarez-Vàzquez et al. (2009) used
optimal control theory to demonstrate the potential to mitigate a pollutant in a
section of a river by injecting clean water at an optimal rate. However to this author’s
knowledge, the present work is unique in its application of an optimization routine
with a CFD model to apply optimal control to the Navier-Stokes equations in a wall-
bounded flow system. As is the case for the source inversion problem, the model is
based on the RANS equations and utilizes a two-equation k-ǫ eddy viscosity model.
The goal of the optimization problem for the boundary control phase of the au-
tomatic detection and control algorithm is to reduce the strength of the contaminant
at specified points or entire regions of the domain as much as possible, based on the
constraints of the optimization problem. These constraints include the underlying
equations describing the ambient flow and the fate and transport of the contaminant,
in addition to the constraints on the control parameters themselves. In this case,
the control parameters take the form of the velocities at the boundary ports, and
therefore they have bounds defined by the physical capabilities of the ports. The
methodology of the boundary control is explained in more detail in Chapter VII.
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1.9 Summary
In summary, this thesis provides the basis for an automatic detection and control
system, by which a contaminant plume release is detected and mitigated using an
optimization approach. The model is based on the Reynolds Averaged Navier-Stokes
equations, but has the capability to be amended to employ a turbulence model of
greater accuracy such as Large Eddy Simulation. The main contributions of this
work are summarized as follows:
• A CFD, RANS-based source inversion model is developed using the scalar trans-
port equation for modeling the contaminant plume. The CFD-optimization
model is composed of two distinct software packages: OpenFOAM and the
DAKOTA Optimization Toolkit.
• An analysis on the effect of the flow parameters, sensor locations and starting
point is carried out and results are compared for the source inversion problem
in terms of 2-4 unknown parameters.
• Several optimization approaches are investigated, including a conjugate-gradient
solver, a quasi-Newton solver, a hybrid approach incorporating a global-based
algorithm in conjunction with a gradient-based solver, and a model predictive
control approach that repetitively corrects the optimization trajectory based on
current information. The results of the different approaches are qualitatively
and quantitatively compared.
• A CFD, RANS-based model is developed for the optimization of contaminant
control via boundary control.
• The effect of the bounds on the parameters is explored and quantified.
• The effect of obstacles in the flow on the boundary control algorithm is inves-
tigated.
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• Conclusions are drawn and recommendations are made for the boundary control
problem.
1.9.1 Thesis Organization
The following chapter describes the theory and governing equations related to the
computation fluid dynamics modeling used in this work. The turbulence model, CFD
software and basic meshing principles are also covered. Chapter III presents the source
inversion theory and its representation as an optimization problem. Optimization
approaches are discussed and the theory behind several gradient-based optimization
methods is presented. Although this optimization problem is presented in regards to
the source inversion problem, the optimization theory introduced in this section also
applies to the boundary control problem discussed in Chapter VII. The numerical
issues that are encountered due to the problem discretization are introduced in this
chapter. The following chapter, Chapter IV shows the optimization results of two
gradient-based optimization algorithms tested on two analytical test functions, and
the discretization problems are further illustrated with these examples.
Chapter V extends the optimization algorithm to the source inversion problem
with respect to two unknown spatial parameters. Several variations of the optimiza-
tion approaches are tested with scenarios in which the flow properties and sensors
differ in order to compare the relative capabilities and robustness of the different ap-
proaches. The ensuing chapter, Chapter VI, extends the source inversion algorithm
to problems with three or more unknown parameters.
Chapter VII deals with the second phase of the detection and control algorithm,
i.e. boundary control. Results of taking an optimization approach to this part of
the algorithm are shown and the effect of the observation and control horizon are
presented. Chapter IX gives background on a possible method for increasing the effi-
ciency of the detection and control algorithm: adjoint equations. Finally, Chapter X
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summarizes the above and discusses the conclusions drawn from this work.
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CHAPTER II
Governing Equations and Numerical Methodology
This chapter defines the governing equations for the fluid dynamics model. Meth-
ods of numerical modeling are briefly discussed and the discretization practices im-
plemented in this work are developed. The CFD model employed in this work is
described and basic validation is provided.
2.1 Governing Equations
Viscous fluid flow is governed by a system of partial differential equations known as
the Navier-Stokes equations. This section will define these equations and the meaning
of each term. First, it is stated that all simulated fluid flows in this work are assumed
to be incompressible and isothermal. Incompressibility, which is defined as a flow in
which the density remains constant in a parcel of fluid, is a valid assumption in flows
with a very low Mach number, M = U/a, where U is the characteristic velocity and
a is the speed of sound in the fluid. At the velocities simulated herein the Mach num-
bers are always well below the compressible/incompressible threshold of ≈ 0.25 and
therefore the incompressible assumption holds regardless of the ambient fluid being
modeled. Hence the governing equations for this fluid flow are the incompressible
Navier-Stokes equations, which are a set of equations describing conservation of mass
and linear momentum of a Newtonian fluid, respectively:
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∇ ·U = 0, (2.1)
∂U
∂t
+∇ · (UU) = g −∇p+∇ · (ν∇U). (2.2)
where p is the pressure, ν is the kinematic viscosity, g is the gravitational constant
and U is the velocity vector [Ux Uy Uz]. The terms of Eqn. (2.2) from right to left
represent the rate of change, inertia, gravitational body force, pressure gradient and
dissipation terms.
An additional equation is needed for the contaminant transport. As stated in
Section 1.2, it is assumed that the contaminant is non-reactive and neutrally buoyant.
The contaminant transport is then modeled with the scalar transport equation:
∂C
∂t
+∇ · (UC)−∇2(ΓeC)− f = 0 (2.3)
where C is the transported scalar and Γe represents the effective diffusivity of C. The
term f represents a source which in this work takes the form of a Delta-Dirac function
in both time and space for the case of an instantaneous release
f = qδ(x− xs)δ(t− ts) (2.4)
or a Delta-Dirac function in space only for a continuous point release
f = q̇δ(x− xs) (2.5)
where x = [x y z]T , xs represents the coordinates of the release, ts is the time of the
release, q̇ is the mass loading rate and q is a mass load.
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2.1.1 Turbulence Modeling
The word turbulent comes from the Latin turbulentus (“disorder, tumult”) and
describes flow which is characterized by apparently erratic motions and instability.
Turbulent flows are inherently three-dimensional and time-dependent, as the vortic-
ity generating mechanism necessary to sustain a turbulent flow cannot be achieved
otherwise. Turbulence remains one of the least understood natural phenomena in
fluid mechanics. One of the greatest contributions to this area of research was made
by Komolgorov (1941) who accurately described turbulent flows as being comprised
of vortices that encompass a wide range of scales, from the largest (integral) length
scale to the smallest (Kolmogorov) length scale. He defined the concept of the energy
cascade, whereby energy from the larger eddies is transferred to the smaller eddies
and eventually dissipated through viscosity at the smallest scale. Kolmogorov’s work
did much to advance the scientific understanding of turbulence and to further the
field of turbulence modeling. Chief to the development of energy cascade theory and
to the characterization of turbulent flows in general is the concept of the Reynolds
number (Re), a non-dimensional number used to give a measure of the ratio of a





where U is the characteristic flow velocity and L is the characteristic length scale. This
number can be used to classify a specific type of flow as falling within the turbulent,
transition or laminar regime. At very low Reynolds numbers, viscous forces dominate
and serve to restore equilibrium to the flow, damping the instabilities that would
otherwise lead to turbulent eddies and resulting in smooth, sheetlike motion termed
laminar flow. The higher the Reynolds number, the more likely the flow is to develop
turbulent characteristics, and above a certain threshold known as the critical Re
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(Recr), the flow can be assumed to be in the turbulent regime. Estimates for Recr
have been theoretically and/or experimentally calculated for several flow types, a
sampling of which are shown in Table 2.1.







Most natural fluid flows occur in the turbulent regime, and as such, it is neces-
sary to adequately represent the turbulent effects for accurate fluid flow simulations.
Turbulent motions are inherently included in the full Navier-Stokes equations, and
thus can be resolved directly by solving Eqns. (2.1) and (2.2) in their entirety. This
approach, termed Direct Numerical Simulation (DNS) is the gold standard for tur-
bulent CFD simulations but comes at a high computational cost. Great care must
be taken to create a mesh that is finely enough discretized to fully capture the entire
range of turbulent eddies in the flow and the large number of computational points
leads to long simulation times and large computer requirements. Due to these re-
strictions, DNS simulations are prohibitive for the majority of applications except
those that occur on a very small scale. Fortunately, detailed turbulence information
is not required for most CFD applications, and approximate models can be employed
that greatly reduce the computational demands of DNS. There are several proposed
turbulence models from which to choose, depending on the required level of accuracy
and available computational resources. These models include, in order of increasing
accuracy, Reynolds-averaged Navier-Stokes (RANS) models, in which the governing
equations are ensemble-averaged; large eddy simulation (LES) models, in which the
large eddies are resolved in full and smaller scale eddies are parameterized; and de-
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tached eddy simulation (DES) models, which employ a hybrid method that applies
RANS modeling to the near-wall regions and resolves the interior flow with LES
methods.
Higher accuracy approaches such as DES and LES are attractive for the increased
level of detail they provide, however like DNS they require careful meshing and solving
strategies in order to be accurately applied (de Villiers (2006)). For example, if
boundary layers (discussed in Section 2.7.5) are not properly treated the higher level
detail from these methods is lost. In light of these caveats and the fact that turbulence
is not the focus of this work and a high level of individual eddy realization is not
required, the comparatively less burdensome RANS modeling approach is used for
the simulations in this work.
2.1.2 RANS Turbulence Modeling
RANS models, also known as eddy-viscosity models, parameterize the turbulence
as time-averaged ‘stresses’ derived using Reynolds decomposition. The basis of this
approach is to represent the bulk flow as the sum of an average component and a
component that represents the perturbations about the mean value
U = U+U′ (2.7)









This decomposed velocity can be substituted into Eqns. (2.1) and (2.2). Averaging
these equations over time results in the unsteady Reynolds Averaged Navier-Stokes
equations:
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∇ ·U = 0, (2.9)
∂U
∂t
+∇ · (UU) = g −∇p+∇ · (ν∇U) +U′U′. (2.10)
This system requires an additional equation for closure, as the process of introduc-
ing the perturbed velocity component renders it under-determined. Specifically we
must find a way to estimate the final term on the right of Eqn. (2.10), referred to
as the Reynolds stress tensor. The accuracy and level of computational burden for
RANS models varies depending on the specific method that is chosen to represent the
Reynolds stress tensor. For linear eddy-viscosity models the methods include alge-
braic (0-equation), one-equation and two-equation closure models. Algebraic models
simply use the Boussinesq approximation to calculate the Reynolds stress tensor.
One-equation models use a single transport equation to characterize the turbulence.
Typically this quantity is the turbulent kinetic energy, k, although other variables
‘viscosity-like’ variables may be defined such as in the well-known Spalart-Allmaras
model.
Two-equation models such as the k − ǫ approach used herein are the most com-
monly used closure models. Usually one of the employed transport equations is k,
while the other is usually a measure of the scale of the turbulence. In the case of
the k − ǫ model the transport quantities are k and the turbulent energy dissipation





U′ ·U′ = 1
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where Uref is a problem-defined reference velocity, typically taken to be the average
velocity of the flow at the boundary.







where l is a quantity defined to be the mixing length, frequently taken to be 0.07 ∗ L
for inlet boundaries (where L is the characteristic length of the inlet) and Cµ is a
model constant. The initial turbulent intensity I is typically taken to 5% of the inlet
velocity for fully developed turbulent flow. With the above definitions, the transport





































































The k − ǫ constants used in this work are summarized in Table 2.2.
33
Table 2.2: Empirical constants used in the k − ǫ model
Cµ Cǫ1 Cǫ2 σk σǫ
0.09 1.44 1.92 1.0 1.3
2.2 Modeling Approaches
In order to numerically simulate fluid flow, the governing equations must be con-
verted into a form that is amenable to being solved algebraically, a process referred
to as discretization. There are several methods used to achieve this. The majority
of methods fall into one of three categories based on how the spatial discretization is
handled: finite difference (FD), finite element (FE) or finite volume (FV). The finite
difference method is the oldest and most straight-forward of these. Essentially the
domain is discretized by a regular distribution of grid points. Backwards, central
or forward differences, derived by the Taylor expansion, are then used to calculate
both the spatial and temporal derivatives. Finite difference methods are relatively
easy to code but are ill-suited for domains that have complicated geometries with
irregular boundaries. Further issues can arise when applying FD codes to realistic
fluid simulations, in which the state variables are not necessarily conserved.
The Finite Element method was originally invented for structural analysis mod-
eling and later extended for use in fluid dynamics. Finite element methods define
piece-wise linear functions across each ‘element’ using basis functions. Spectral meth-
ods also fall within this category, as they employ basis functions of a different variety.
While FE methods perform relatively well for coarse grids and have a great deal of
flexibility, they are not well suited for modeling turbulence and also may lack of local
conservation of the state variables.
The Finite Volume method discretizes the domain into polyhedral volumes defined
by a cell center and a set of faces. These control volumes by definition fill the entire
domain and do not overlap. The unknown variables are defined at the control volume’s
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center, which is the geometric centroid of the polyhedral. The cell faces are classified
as internal if they are adjacent to another cell face, or external if they coincide with
the domain boundary. The vector S is defined as to be normal to the cell face and to
be equal in magnitude to the area of the face. A diagram of a typical control volume,








Figure 2.1: Example control volume.
One of the advantages to this discretization approach is that the control volumes
may take any shape and be spaced irregularly, allowing for easy implementation in
complex geometries. As will become apparent shortly, the method also has the ben-
efit of being inherently conservative. The majority of computational fluid dynamics
models are based on Finite Volume methods including the model used in this work,




The theoretical basis for the Finite Volume method is Gauss’ Divergence Theorem,
which states that the rate of change of a property in a control volume is equivalent to




∇ ⋆ φdV =
∫
dS ⋆ φ (2.17)
where V is the control volume, φ is a general scalar field and the ⋆ symbol can be
substituted with the inner, outer or cross tensor product and the divergence, gradient
or curl associated with those products, respectively. Using this relationship between
the volume and surface fluxes, the system of non-linear equations given above is
transformed into a set of algebraic relations which is capable of being solved compu-
tationally. We shall examine this procedure for each of the terms in the governing
equations. The process is facilitated by first presenting the equation for generic trans-
port of a transported quantity φ, which will be used to illustrate the discretization
process in general terms
∂φ
∂t
+∇ · (Uφ)−∇ · (Γφ∇φ) = Sφ(φ) (2.18)
where Γφ represents diffusivity. The left hand side contains the transient acceleration,
advection and diffusion terms. On the right hand side is the source term. The Finite
Volume method requires that the integral form of Eqn. (2.18) be satisfied for each































where VP is the control volume. Due to second derivative in the diffusion term this
is a second order equation and thus the discretization in time and space must be at
least second order. This requires the assumption that φ has a linear variation about
the point P and time t , so that
φ(x) = φP + (x− xP) · (∇φ)P , (2.20)
and






The incompressible Navier-Stokes equations in (2.1) and (2.2) are comprised of
the continuity equation, which serves as a constraint, and the 3 momentum equations
in the x- y- and z- component directions. There are two main difficulties in solving
this system of equations: The first is that the inertial term in Eqn. (2.2) is nonlinear.
The second is that absent the density variations of compressible flow, the equation of
state cannot be used as an explicit equation for the pressure p. That renders a system
of 4 unknowns, u, v, w and p , where p only appears in the 3 momentum equations.
In other words, we need p to find the velocity components, and we need the velocity
components in order to find p. This interdependence can be dealt with either by a
simultaneous approach or through a sequential process by which the equations are
solved in turn, then the fields iterated until all fields are deemed sufficiently accurate.
As simultaneous approaches are typically too computationally expensive to use albeit
for very small simulations, segregated methods are more frequently used. There are
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several options on how to carry how this velocity-pressure coupling. This work makes
use of Issa’s proposed PISO (Pressure Implicit with Splitting of Operators) algorithm,
in which the pressure is coupled to the velocity by the principle of flux conservation
Issa (1986). This process will be described in Section 2.3.6. First, we shall develop
the discretization for the other terms which do not require special treatment.
2.3.1 Spatial Discretization
In the Finite Volume method, the first step to discretizing the governing equations
is to use Eqn. (2.17) to transform each of the terms from a volume integral to a surface
integral. Taking into account the variation of φ given by Eqn. (2.20) leads to
∫
VP
φ(x)dV = φPVP (2.22)
Similarly, the discretization of the divergence operator can be represented as
∫
VP
∇ · φdV =
∫
∇VP












S · φf (2.23)
where the subscript f indicates the centered face indices.
2.3.2 Advection Term
This term is discretized using Gauss’ theorem as follows:
∫
VP
= ∇ · (Uφ)dV =
∑
f
S · (Uφ)f =
∑
f




where F is the mass flux through the face . The question remains of how to calculate
the value of φ at the face to provide φf . This is addressed using an advective differ-
encing scheme. A commonly used choice is the upwind advection scheme. Upwind
schemes choose values for φf that give more weighting to the cell-centered value of φ
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in the upwind direction, hence the name. The first-order upwind scheme, originally
developed by Courant, Isaacson and Rees (1952), is schematically depicted in Fig.
2.2. In this formulation, φf is assigned to be the same as the value at the cell center







φP if F ≥ 0
φE if F < 0
(2.25)
Figure 2.2: First-order upwind interpolation between two control volumes onto the
shared face.
The first-order upwind scheme is relatively stable but is diffusive, in particular for
multi-dimensional flows. An alternate approach is to interpolate the values of φ from
the cell-centered values of the cells on either side of the face. This methodology is
illustrated in Fig. 2.3. The interpolation is calculated as
φf = fxφP + (1− fx)φE (2.26)
where the interpolation factor fx is defined as the ratio of the distances between





This scheme is termed Central Differencing (CD). While formally second-order accu-
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rate, CD schemes have the disadvantage of being prone to numerical oscillations and
instability, particularly for transient conditions.
Figure 2.3: Central differencing interpolation between two control volumes onto the
shared face.
A bevy of additional second or higher order interpolation schemes have also been
developed, including second-order upwind schemes, which extrapolate the face value
using two upstream values, and third-order accurate quadratic schemes (i.e. QUICK,
Leonard 1979). Most third-order schemes have as their basis some variation of the
upwind bias methodology. In general higher order schemes are more accurate but
also more prone to instability and oscillatory behavior. The use of flux limiters can
mitigate some of these effects. Most of the advective differencing in this work is
carried out using CD or first-order upwind differencing.
2.3.3 Diffusion Term
Applying the appropriate form of Gauss’ Theorem, the discretization for the diffusion
term takes the general form of:
∫
VP
∇ · (Γφ∇φ) dV =
∑
f
S · (Γφ∇φ)f =
∑
f
(Γφ)f S · (∇φ)f (2.28)
where the subscript f denotes a face interpolated quantity. In an orthogonal cell,
determining the right hand side of Eqn. (2.28) is straightforward. The vector S is
parallel to ds in this case and the flux can be calculated by
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S · (∇φ)f = |S|
φE − φP
|ds| (2.29)
However, on an unstructured grid the possibility exists that the adjoining cell faces
are slanted leading to non-orthogonality between the vectors S and ds. In this case
we need an alternative method of handling the term S · (∇φ)f in order to correct
for the non-orthogonal component of the dot product. The non-orthogonal correc-
tor approach involves decomposing this term into an orthogonal and non-orthogonal
component:
S · (∇φ)f = |S∆|
φE − φP
|ds| + Sd · (∇φ)f . (2.30)
where S∆ is the vector component that is parallel to ds and the following equality
between S∆, S and Sd must hold:
Sd = S− S∆. (2.31)
This configuration is depicted in Fig. 2.4. There is more than one option for
constructing the component vectors that satisfy Eqn. (2.31). Jasak (1996) found that
the “over-relaxed” approach to be the most reliable. This approach involves defining
the orthogonal vector component as
S∆ =
ds
ds · S |S|
2 (2.32)
A final concern regarding the non-orthogonality issue is boundedness. The non-
orthogonal correction can lead to negative coefficients and create unboundedness and
instability. Limiters can be used to mitigate this issue, although it is often preferable
to use a mesh with a low degree of non-orthogonality. Meshing considerations are
further discussed in Section 2.7.
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Figure 2.4: Non-orthogonal correction.
2.3.4 Source Terms
Source terms include all terms that do not fit the form of the other terms in
Eqn. (2.2). The nature of the specific source and its associated bounds should be
considered in devising a discretization scheme, however in general the process involves
first linearizing the source term, Sφ(φ), into two terms and then using the generic
equation to convert the volume fluxes to face fluxes. The linearization takes the form
Sφ = Su + Spφ (2.33)
where Su and Sp are the constant and linear components of the source term,
respectively, and may be functions of φ. The volume integral can then be calculated
using midpoint interpolation as
∫
Vp
= Sφ(φ)dV = SuVp + SpVpφp (2.34)
2.3.5 Temporal Discretization























(SuVP + SpVPφP )dt.
(2.35)
There are several options of how to discretize the temporal derivative and integral
terms, resulting in schemes of various degrees of order and stability. Three methods
are presented here: the Explicit Method, the Euler Implicit Method and the Second-
Order Backward Method. The latter two of these methods are implicit, meaning they
solve for the face values by use of the updated time cell-centered values, as opposed
to the explicit formulation, which rely on previous time-step values to update the
fluxes. Implicit methods have the benefit of not being constrained by the Courant-





where Uf denotes the velocity of the cell face and ∆t is the time-step . For stability,
the CFL must remain below unity in the case of explicit time marching schemes.
However, even with an implicit time scheme, the CFL condition is still a constraint
due to the method of handling the pressure-velocity coupling, as will be discussed in
Section 2.3.6.
Neglecting the variation of the face values of φ and ∆φ, Eqn. (2.35) can be written
as:








(Γφ)fS · (∇φ)f = SuVP + SPVPφP . (2.37)
This formulation is only first-order accurate in time. In the Explicit method, the
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current time-step values are used for the evaluation of the face values of φ and ∆φ:
φf = fxφP (t+∆t) + (1− fx)φE(t), (2.38)
S · (∇φ)f = |∆|
φE(t)− φP (t)
|ds| + S · (∇φ(t))f . (2.39)
where fx is the interpolation factor as defined in Section 2.3.2. With this formulation,
the next value of φ can be directly calculated without solving a system of linear
equations:













By contrast, the Euler Implicit Method uses the predicted time-level values to
determine φ and ∆φ:
φf = fxφP (t+∆t) + (1− fx)φN(t+∆t) (2.41)
S · (∇φ)f = |∆|
φE(t+∆t)− φP (t+∆t)
|ds| + S · (∇φ(t))f . (2.42)
The Second-Order Backwards Differencing is a method that increases the ac-
curacy to second-order in time. This is achieved by expanding the terms in Eqn. (2.35)
using a Taylor series about φ(t + ∆t). This leads to additional expressions for φ(t)
and φ(t−∆t):


























Putting this all together, the Backward Differencing scheme in discretized form is:
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One of the issues with the incompressible Navier-Stokes equations is the lack of an
explicit equation for the pressure evolution. In this work, this problem is addressed nu-
merically by implementing the Issa’s Pressure Implicit Splitting of Operators (PISO)
algorithm (Issa (1986)). The basic theory behind this algorithm starts with the
assumption that the pressure-velocity coupling in Eqn. (2.2) is stronger over small
time-steps than the coupling between U−U in the nonlinear term. This allows for an
iterative process by which the pressure is corrected while the momentum equation is
held ‘frozen’. The idea is to first solve Eqn. (2.2) for the initial (conservative) velocity
field, then apply the pressure corrector steps. One downside to this approach is that
the assumption of the frozen momentum terms is only true at small CFL numbers.
Hence even with a implicit time discretization, the scheme will still be bound by the
CFL limitations, which are typically more stringent than the time-step maximum of
unity (de Villiers (2006)). The PISO algorithm is also sensitive to mesh quality, a
topic that is covered in Section 2.7.
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We start the PISO derivation by developing an equation for the pressure. Since
the incompressible Navier-Stokes equations lack an explicit equation for the pressure,
one must be derived from Eqns. (2.1) and (2.2). First, the momentum equation is








where U0 is the latest available velocity field and aP is the matrix coefficient cor-
responding to the cell with centroid P , and likewise aE is the matrix coefficient
corresponding to a neighboring cell with centroid E . To facilitate the notation, an


























F = 0 (2.51)
where F is the flux through a cell face. Using Eqn. (2.50) and Eqn. (2.51), F can be
expressed as
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With these expressions, the PISO loop sequence is as such:
1. Solve the discretized momentum equation (Eqn. (2.47)) for the initial estimated
velocity field using the previous time-step’s pressure field. This is the momen-
tum predictor step.
2. Construct Eqn. (2.48) for H(U) and solve Eqn. (2.53) for the new pressure field.
This is the pressure solution step.
3. A corrector step is applied in order to enforce convergence on the non-orthogonal
components of p. The number of non-orthogonal correctors is prespecified and
is typically one or two.
4. The velocity field and fluxes are updated according to Eqns. (2.54) and (2.50) .
5. Steps 2-4 are repeated until the dependent variables converge.
47
2.4 OpenFOAM
Several Computational Fluid Dynamics codes exist for solving the Navier-Stokes
equations. This research uses the OpenFOAM (Open Field Operation and Manip-
ulation) CFD Toolbox, which is an open source CFD software code produced by
OpenCFD Ltd. OpenFOAM has a large user base across most areas of engineer-
ing and science, from both commercial and academic organizations. Aside from the
extensive variety of solvers and pre- and post-processing utilities it provides, a signif-
icant advantage to using this software is its extensibility. The open source licensing
and ease of which new equations, boundary conditions and utilities can be added to
the code make it an extremely flexible CFD tool. As an example of the simplicity
afforded by the high level of data abstraction implemented in the code, the format





- fvm::laplacian(DT, T) ==
f
);
The OpenFOAM software library includes solvers for many specific simulation
types, including transient and steady state two-phase flows, reacting flows, and com-
pressible flows. In this work the primary solver employed is pisoFOAM, which is a
transient solver for incompressible and turbulent flows.
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2.5 Boundary Conditions
Cells located along the boundaries must receive special treatment in order to
properly enforce the physics of the simulated problem. While OpenFOAM includes
a large number of precoded boundary conditions, only the basic types of boundary
conditions relevant to this work will now be described. These are the fixed value
and fixed gradient boundary conditions, also known as Dirichlet and Von Neumann
boundary conditions. From these two primitive boundary conditions, many others
can be derived.
Due to the flexible geometry of the finite volume method, non-orthogonality of the
boundary faces must first be addressed. Figure 2.5 depicts a boundary cell, in which
the vector ds is now the distance from P to the center of the boundary face, b. In
this case, the vector dsn which is the vector normal to the boundary extending from
P , does not coincide with b. Therefore the face area vector S can be decomposed into
an orthogonal part (S∆) which is perpendicular to the boundary face, and a parallel
part (Sd). However, as the prescribed boundary conditions are assumed to be valid
over the entire boundary face and S∆ is equal in magnitude and direction to S, the
perpendicular component alone is sufficient to calculate the boundary terms.
Figure 2.5: Control volume located on the boundary.
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2.5.1 Fixed Value Boundaries
The fixed boundary condition enforces the value of a generic variable, φ at the
boundary face b as φb. According to the advection term discretization given by
Eqn. (2.24), the boundary term contribution to the sum on the right is
(Fφf )f=b = Fbφb (2.56)
where Fb is the flux across the boundary face.
For the diffusion term, using the discretization in Eqn. (2.28), the face gradient
at b is determined using the specified face value and the value at the cell center:






∇ · (Γφ∇φ)dV =
∑
f
(Γφ)fS · (∇φ)f . (2.58)
where again the value of the normal gradient of φ at the boundary needs to be found
using a corrector step similar to the correction applied above:
S · (∇φ)b = |Sd|
φb − φP
|ds| + S∆ · (∇φ)P . (2.59)
2.5.2 Fixed Gradient Boundaries
The fixed gradient boundary condition is implemented by prescribing the dot-







where gb represents the specified fixed gradient. The convection term is handled by
calculating φ using the prescribed gradient and the cell centered value as:
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φb = φP + dsn · (∇φ)b = φb + |dsn|gb. (2.61)
The diffusion term for the fixed gradient boundary condition is calculated using
the dot product between S and (∇φ)b, which is |S|gb. The diffusion boundary term
is then
(Γφ)b|S|gb (2.62)
The general boundary conditions types used in this work are given in Table 2.3.
Specific values are included in the simulation descriptions in the following chapters.
Values for k and ǫ are estimated according to Eqns. (2.12) and (2.13).
Table 2.3: General boundary conditions for CFD simulations.
Boundary p (m2/s2) U (m/s) k (m2/s2) ǫ (m2/s3) C (units)
inlet zero gradient fixed value fixed value fixed value fixed value
outlet fixed value zero gradient zero gradient zero gradient zero gradient
walls zero gradient fixed value wall function wall function zero gradient
ports zero gradient fixed gradient zero gradient zero gradient zero gradient
As a final note on the boundary conditions, the above formulations are only first
order accurate due to the fact that dsn may not point to the center of the boundary
face. In order to increase the boundary calculation accuracy, corrections using the
components S∆ and Sd can be implemented similar to the procedure described in
Section 2.3.3.
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2.6 Laminar Pipe Flow Validation
A simple pipe flow example is included as a basic validation case for the CFD
model. Steady state flow with an inlet velocity of 0.001 m/s is modeled in a pipe
with radius 0.0508 m and length 1.21 m. The mesh is composed of 94,843 hexagonal
cells. The fully developed radial velocity profile for laminar flow in a pipe is parabolic,
with zero velocity at the boundary as enforced by the no-slip wall boundary condition
and the maximum velocity occurring at the center of pipe. The analytical solution for
this flow profile is derived by integrating the incompressible Navier-Stokes equations














where D is the pipe diameter, R is the radius and r is the radial coordinate. Also
note that the pressure, p, in this example is the total pressure and not the kinematic
pressure. The dynamic viscosity, µ, is 1 × 10−3(Ns)/m2 for water. The pressure
gradient term is found using the Hagen-Poiseuille equation to calculate the drop in







A comparison of the modeled velocity profile obtained from OpenFOAM and
the analytical velocity profile calculated from equations (2.63) and (2.64) is shown
in Fig. 2.6. The OpenFOAM results show excellent agreement with the analytical
profile.
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Figure 2.6: Laminar pipe flow validation.
2.7 Meshing Considerations
It is necessary at this point to discuss the importance of adequate meshing for
getting accurate CFD results. While one benefit to finite volume methods is the
flexibility to model complicate geometry and uneven boundaries, the fact remains
that the success of the simulation will be greatly affected by the quality of the cells.
Bad meshing can be improved by using schemes other than CD, or higher order
approximations. Corrections can be implemented for all of the meshing problems,
however at best the solution will be slower to converge. At worse, the accuracy will
be severely compromised. Meshing is a complicated field of study in itself, but the
main considerations can be summed up as follows:
2.7.1 Spatial Resolution
As a rule, finer spatial discretization will lead to more accurate CFD results.
However, the CFL condition will greatly inhibit the feasibility of modeling a large scale
problem as the cell minimum size becomes very small. As was previously discussed,
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this is a limitation that holds for the PISO solver in addition to explicit time marching
schemes.
2.7.2 Aspect Ratio
The aspect ratio (AR) of the triangle or tetrahedron is the length of the longest
edge divided by the length of the shortest altitude (Fig. 2.7). For a tetrahedral




. For a hexagonal cell the aspect ratio
is simply min (li)
max (li)
, where li is the face length and hi is the height. Limits on ideal
acceptable aspect ratios are dependent on the region of the grid. For interior locations,
it is recommended that 0.2 < AR < 5 , while near the boundary the direction
perpendicular to the flow can typically tolerate larger aspect ratios. Cells that have
too large of aspect ratios will lead to high interpolation errors and degrade the validity
of the simulation.
2.7.3 Skewness
Two types of cell skewness can be defined: Non-orthogonality, which was intro-
duced in Section 2.3.3, defines skewness that arises when the face normal and the
vector ds from one cell centroid to the next are not parallel. This leads to the angle
θ between ds and Sf being greater than 0, such as is pictured in Fig. 2.7. As was
described above, the errors introduced in the diffusion term via non-orthogonality can
be reduced using the non-orthogonal correction.
A second type of skewness occurs when the arrangement of the cells results in the
vector ds not passing through the center of the adjoining cell face, as illustrated in
Fig. 2.7. This is a problem because typically it is assumed that the face value at
the midpoint can be linearly interpolated from the cell centroids at either side of the
face, therefore when ds does not pass through the face centroid interpolation errors
occur. Highly skewed cells also should be avoided to improve convergence time.
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Figure 2.7: Skewness due to non-orthogonality (a), skewness due to ds not bisecting
the face midpoint b), aspect ratio (c).
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2.7.4 Tetrahedral vs Hexagonal Cells
The example shown in Fig. 2.9 illustrates the errors that can arise when using
tetrahedral vs. hexagonal cells for the pipe flow validation presented in Section 2.6.
Both meshes are composed of roughly 180,000 cells, however the mesh comprised
of tetrahedrals has higher aspect ratio, skewness and non-orthogonality measures,
although still within the acceptable limits. The PISO algorithm with 2 non-orthogonal
corrector steps is again used to run the model until steady state is reached, and the
resulting radial flow profiles compared. The simulation with the tetrahedral mesh
leads to errors in the velocity towards the center of the pipe.
Figure 2.8: Hexagonal (left) vs. tetrahedral cells (right).
2.7.5 Wall Treatments
A final meshing consideration concerns boundary layers. For turbulent flows,
the region near the boundary is a region of high shear and large gradients. Due to
the discretization treatment of linearly interpolated he state variables between cells,
additional constraints are placed on the spatial resolution in order to accurately model
this region. In the bulk (outer) region of the flow meshing constraints are relaxed and
larger cell volumes can usually be used. In order to maximize simulation efficiency, it
is preferable to gradually increase the resolution with proximity to the boundary as
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Figure 2.9: Radial laminar pipe flow velocity profile generated with tetrahedral cells
and hexagonal cells.
opposed to using a uniformly fine grid throughout the domain, a technique referred
to as boundary layer meshing. An example of this is shown in Fig. 2.10. In order
to determine the optimal boundary layer resolution, the concept of the dimensionless




where u∗ is the shear velocity at the wall and y defines the distance to the wall.
Before going further into the boundary layer treatment, it is necessary to provide
a brief explanation as to the behavior of the velocity profile in the near wall region.
The mean shear layer velocity profile of fully developed flow is divided into three
main regions. The viscous sub-layer, nearest the boundary, is directly affected by the
no-slip condition which results in a linear velocity profile:
u+ = y+ 0 < y+ < 5 (2.66)
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The outer layer, where Reynolds stresses dominate the flow, is called the logarith-




ln y+ + C y+ > 30 (2.67)
where κ and C are constants. The region between 5 < y+ < 30 is the buffer region,
wherein neither Eqn. (2.66) or (2.67) hold because both viscous and Reynolds stresses
affect the flow. A schematic of the boundary layer velocity profile is shown in Fig.
2.11.
Figure 2.10: Example of a grid with (left) and without boundary layers.
In order to fully resolve the boundary layer it is necessary to ensure that the
first grid point lies at a distance, ∆y, that is (1) within the boundary layer and
(2) at a distance above the viscous sublayer. This corresponds to a y+ ≈ 1. The
∆y needed to match this y+ value and to fully resolve the boundary layer up to
the wall is typically very small, and thus adds significantly to the computational
burden of the simulations. A more economical alternative is to apply approximate
models known as wall-treatments in this region when the fully resolved flow is not a
necessary output of the model. Wall functions are semi-empirical relationships that
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Figure 2.11: Non-dimensionalized shear layer velocity profile as a function of distance
from the wall.
describe ideal flow in the logarithmic inertial layer, based on the log-law given in
Eqn. (2.67). The use of wall-treatments allows for a coarser grid near the wall, as
the y+ value should be estimated to fall within the logarithmic layer. While wall
functions have significant limitations, particularly in the cases of complex geometries,
the computational savings they afford make them an acceptable alternative in many
cases. In this work, standard wall functions are used as one goal of this research is to
develop algorithms that can be implemented rapidly. OpenFOAM calculates the y+
value at the distance ∆y specified by the first cell centroid nearest the boundary and




This chapter begins with the definition of the source inversion problem. Numerical
optimization, which is the mathematical basis of solving the source inversion problem
in this work, is then described. A discussion of the basic optimization classifications
including gradient-based and derivative-free methods is included with a focus on the
gradient-based approaches. The interfacing between the optimization software used in
this research and the CFD model described in the previous chapter are outlined, along
with the problems encountered when implementing the optimization scheme within
a discretized framework. Finally, the concept of regularization with respect to the
source inversion problem is introduced, and the Tikhonov regularization implemented
herein is formulated.
3.1 Source Inversion
Source inversion is a specific application of an inverse problem. Inverse problems
are those in which the goal is to retrieve unknown parameters of a system based
on a given set of observations characterizing that system. This is in contrast to
the traditional forward modeling approach, which describes the process of generating
system observations as a function of known system parameters. Inverse problems
arise frequently in a range of disciplines, as it is often the case that a sparse number
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of observations are the only information available to deduce the original properties
of a system of interest. Inverse problems are typically more difficult to solve than
forward problems due to issues related to the concept of ill-posedness, a topic that
will be revisited subsequently.
Some common examples of inverse theory applications include the field of medical
imaging, where inverse theory is used to construct images from CT scans and other
imaging technology. Many further examples are related to the field of geophysics,
where inverse methods are used to deduce the location and properties of tectonic
plates, reconstruct the Earth’s gravitational field based on sparse surface measure-
ments, and to locate the origin of earthquakes via data records of seismic waves. Of
the above examples, this last one illustrates the concept of the source inversion inverse
problem: one in which the goal is to reconstruct the properties of an unknown source
from finite data measurements. The ‘properties’ sought to be recovered typically in-
clude the source location in addition to any other unknown parameters necessary to
characterize the system. These parameters are denoted as f in this text, which repre-
sents a vector of unknown parameters which define the output of the source inversion
process.
Figure 3.1: Difference between the forward and source inversion modeling approaches.
If computing time is not a limiting factor, the simplest method of source inversion
is by an exhaustive parameter search. In this approach, every possible combi-
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nation of the unknown parameters in the vector f is tested as a possible solution to
the source inversion problem. At every permutation of the elements in f , a forward
model characterizing the system is run and a measure of the error between the ob-
served and modeled values is computed. This measure of error is herein denoted as
J(f). The values of f that result in the minimum measure of error are determined to
be the best-fit parameters of the problem. By this method, an exhaustive parameter
search is guaranteed to find the best set of parameters, given that the source inver-
sion problem is well-posed. Well-posedness defines a problem that exhibits existence,
uniqueness and stability with respect to the solution. A problem that does not meet
these requirements is hence classified as being ill-posed. The common occurrence of
ill-posedness in inverse problems is a significant limitation to their tractability, as was
alluded to above. Methods of dealing with this issue will be revisited in Section 3.7
and in Chapter VI.
To illustrate the concept of the exhaustive parameter search method, consider a
two-dimensional channel in which a contaminant is released at an unknown location
at t = t0. Assuming that all other variables of the problem, such as the initial source
strength qs, time of release ts, and ambient flow characteristics are all known, the
parameters sought in this scenario are the source release coordinates f = (xs, ys).
This scenario is depicted in Fig. 3.2. Note that the sensors in this case are located
at the boundaries, however in general the location of the sensors is arbitrary and a
further variable to investigate via the source inversion algorithm.
Every grid point in the discretized domain, indicated by the gray dots in Fig. 3.2,
is a possible solution to this source inversion problem. The forward model in this case
is a model simulating the ambient flow and the advection and dispersion of the con-
taminant. The observed data values are a time series of contaminant measurements,
Cm(t), where the subscript m refers to the mth sensor. In this case, the output of
the forward model is the predicted values of the contaminant concentration at the
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Figure 3.2: Grid for the 2 x 6 channel.
sensor locations, Ĉm(t) and J(f) is a user-defined measure of the error between the










where Cm is the observed contaminant concentration at sensor m, Ĉm is the modeled
concentration given the current parameters at the location of sensor m, and Ns is the
total number of sensors.
To perform the exhaustive parameter search, each grid point is tested as the
potential true source location (xs, ys), the forward model run with these parameters,
and Eqn. (3.1) evaluated. The minimum error between the C and Ĉ values will occur
at the evaluated grid point nearest to the actual source location, and in the case
that the true source location (xs, ys) falls directly on a cell center point and assuming
perfect sensors (no error and no noise), J = 0 when xc = xs and yc = ys, where the
subscript c denotes cell-centered grid points. This problem is well-posed, and thus
by evaluating the model and Eqn. (3.1) a total of Nc times, where Nc is the number
of cells in the computational domain, the closest point to (xs, ys) is guaranteed to be
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found.
This simple example brings up two important points: The first is in regard to the
impact of grid discretization on the accuracy and robustness of the solution. In the
likely case that the true source location does not coincide directly with a cell center,
there will be an error between the true source location and the best-fit parameters
determined by the source inversion. The magnitude of the error will be a function
of the density of grid points, as the fewer the number of grid points, the greater the
possible discrepancy between the true source location and the values of (xs, ys) that
result in the smallest J . This discretization error is one of several issues that arise due
to the discretization of the source inversion problem which are discussed in Section
3.6.1. One obvious method of reducing this discretization error is to test more points
(i.e. increase the resolution of the grid). However doing this will lead to a longer
source inversion process, and brings us to the second point.
While the above described method of inversely determining system properties has
the benefit of being extremely robust, it is easy to see how the required number of
computations for a system with a large parameter space quickly becomes unwieldy, as
the number of possible permutations of f becomes very large and hence necessitates
numerous repetitions of the forward model. Instead of testing every possible solution,
it would be much more economical to evaluate J at specific points and use information
inferred at those points to make an intelligent guess as to what parameters to test
next in the search for the optimal values of f . This is the rationale behind framing
the source inversion problem in terms of numerical optimization.
3.2 Numerical Optimization
Section 3.1 laid the groundwork for the source inversion problem and illustrated
how it is computationally advantageous to seek a method of efficiently minimizing
the objective function by taking an optimization approach. This section serves to
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briefly educate the reader on the subject of numerical optimization, including the
basic classification of optimization algorithms and their corresponding mathematical
bases.
Simply stated, optimization is the procedure of finding the minimum of a function
given specified constraints on the solution. Problems that have no constraints or con-
straints that do not affect the solution are referred to as unconstrained optimization
problems, while those problems subject to limitations on the parameters are con-
strained optimization problems. Constrained optimization problems may have simple
boundary constraints, general linear constraints, complex nonlinear inequalities be-
tween the various variables, or any combination of these. If the objective function and
all associated constraints are linear the optimization problem is further classified as
a linear optimization problem. Conversely, if any of the elements in the optimization
problem are nonlinear the problem is a nonlinear optimization problem. Most of the
optimization problems relevant to the fields of science and engineering fall into this
latter category.
In addition to the constrained/unconstrained and linear/nonlinear classifications,
optimization problems vary in the scope of the sought after solution. Global opti-
mization problems require a solution that holds for the entire domain, while a local
optimization problem does not necessitate that the solution be the best solution for
the entire parameter space, as long as it meets the optimization criteria within the
defined subspace of the domain.
The significance of the above classifications is in regard to picking an appropriate
optimization method to employ for a given problem, as the various approaches and
underlying algorithms are suited to some problem types and not others (see Section
3.3).






ci(f) = 0, i ∈ E ,
ci(f) ≥ 0, i ∈ I.
(3.2)
where J is the user-defined measure of error between the observed data points and
the modeled values, referred to as the objective function or functional, and ci are
the equality and inequality constraints which are referenced by the indices E and I,
respectively. For the two-dimensional source inversion problem described above, the
constraints on the optimization problem are given by the physical bounds alone. That
is, xmin ≤ xs ≤ xmax and ymin ≤ ys ≤ ymax. The objective function which we wish to
apply the optimization to can be formulated a number of ways. The example given
in Eqn. (3.1) is one of the most simplistic formulations. However in order to make
the functional surface more amenable to numerical optimization, variations on this
formula are typically taken in source inversion applications. In this work the source























where C, Ĉ, Ns and f are as defined above, Ω is the spatial domain, and the last
term on the right is a source regularization term that will be defined in Section 3.7.
Eqn. (3.3) represents a surface which will have a minimum at the location nearest to
the true source and local maxima at the location of the sensors. For a continuous
point source, ts = t for every discretized time-step, whereas for an instantaneous point
source ts is only defined at one value. This equation is a function of the contaminant
concentration C, and thus the objective function is constrained by the system of
equations defined in Chapter II, Eqn. (2.3), (2.1) and (2.2).
Taking the natural log of the functional is a method of making the functional
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topography more favorable for minimization. Without taking the natural log or log
of the functional (the results are similar), the large value of the functional at the
sensor locations dominates the topography of the surface, resulting in a functional
surface that varies abruptly in some directions and gradually in others. This causes
difficulties with gradient-based optimizers in particular, for reasons that will become
more clear in the following sections. Taking the natural log of the functional has the
effect of scaling the functional so that the gradients are closer in order of magnitude,
allowing for more efficient and accurate gradient-based optimization.
An illustration of the logarithmic effect on the functional is shown in Fig. 3.3.
These figures are generated by calculating Eqn. (3.3) at every grid point for the two-
dimensional channel described above, with and without taking the natural log of the
terms in the brackets. In this example the true source is located at (2, 1) and 4 sensors
are located at coordinates of (3, 0), (3, 2), (4, 0) and (4, 2) as shown in Fig. 3.2. The
top subfigure in Fig. 3.3 shows the functional contours for the functional in Eqn. (3.3)
excluding the natural log operator. The 4 maxima that occur at the locations of the
sensors are in the range of ≈ 5000 − 7000 while the minimum value of 0 occurs at
the true source location. The region surrounding the true source location is relatively
flat, with very mild gradients compared to the regions surrounding the sensors. The
bottom subfigure shows the functional after taking its natural log. The surface in
this case is much more favorable for optimization as the gradients near the maxima
are now on the same order of magnitude as those surrounding the minimum.
3.3 Numerical Optimization Methods
Successful numerical optimization can be a challenging task, especially for more
complicated optimization problems. Methods vary in their properties of robustness,
efficiency and accuracy. Ideally, a method would have all three of these qualities, but
in reality one property inevitably comes at the expense of another. Furthermore, there
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Figure 3.3: Effect of taking the natural log of the objective function. Top figure
is without taking the natural log, bottom figure shows the functional
contours after taking the natural log.
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are no fool-proof optimization methods that guarantee a solution for all problems, let
alone an efficient and robust one. However a plethora of methods have been developed
that have proven to be reliable for specific problem types. The task is then to match
the problem type to a solver that is best suited for the problem at hand. As source
inversion optimization is a bound-constrained, global optimization problem, we seek
an algorithm that is suited for this optimization type.
All optimization methods have in common that they are iterative. The general
approach is to make an initial guess at the solution f0, assess the accuracy of the
guess, and intelligently formulate a next guess for f that is likely to be closer to
the true solution. This process repeats until the guessed solution meets the problem
criteria to within a specified acceptable tolerance or until no further progress can be
made and the iterations are terminated. All optimization approaches can be divided
into two broad categories, with respect to their underlying method of determining
the ‘intelligent’ way of choosing new iteration points based on the previous guess or
guesses. These categories are the Gradient-based and derivative-free methods. One
may think of these two types as being analogous to a rifle vs. splatter approach:
gradient-based methods aim for their target carefully using one ‘bulls-eye’ at a time
and zero-in on the solution by making a trajectory that approaches the true bulls-eyes
in a step-by-step fashion at each iteration. Derivative-free algorithms by contrast aim
broadly and directly evaluate the functional at many scattered points within a search
region at each iteration, with the goal of using this wide-scale information to compare
to past information gathered at other points and determine a strategy for the next
optimal set of search points. Through this repetitive process, their goal is also to
hone in on the true bulls-eye. Both of these approaches have their respective merits
and disadvantages, as are discussed below.
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3.3.1 Gradient-Based Optimization
Gradient-based methods, as the name suggests, use analytical or numerical gra-
dients from the objective function in order to determine the next guess for f . They
thus evaluate a single point in the parameter space at a time, typically using this
current iterations information only in deciding the parameter guess for the next it-
eration. Gradient-based methods are well-suited for problems in which there is a
single, global minimum. They vary in their efficiency, but for a well-scaled functional
in which there is a global minimum they can converge relatively quickly. However, due
to their reliance on point-by-point information, gradient-based methods are finicky
about the functional topography, and problems arise when the objective function is
not ‘well-behaved’. That is, a functional that does not exhibit the ideal qualities
of being uni-modal, convex and continuous. At the very least, when the objective
function does not conform to these ideals, gradient-based methods typically require
a good starting guess in order to increase their odds of successfully converging to the
true solution.
3.3.1.1 Convexity
The term convex describes an important condition in numerical optimization,
particularly in regards to gradient-based optimization, and thus deserves further dis-
cussion. A function is formally defined as convex when the following relationship
holds:
J [γx+ (1− γ)y] ≤ γJ(x) + (1− γ)J(y)], (3.4)
for all x, y ∈ Ω and γ ∈ [0, 1]. In other words, a convex function is one in which the
value at the midpoint of every possible interval in the defined domain does not exceed
the mean of the values at the endpoints of the interval. An example of this property
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for a simple one-dimensional function is shown in Fig. 3.4.
Figure 3.4: Illustration of convexity for a one-dimensional functional.
Convexity is a desirable quality in a functional because of its associated favorable
properties for optimization purposes. First of all, a strictly convex function contains a
single, global minimum. This greatly increases the odds of success for gradient-based
algorithms in particular. Secondly, a strictly convex functional has a positive-definite
Hessian. This describes the quality that for any non-zero vector f ,
fTBf > 0, (3.5)
where B is an n x n matrix. In physical terms, a positive-definite Hessian form cor-
responds to a functional that is shaped like a paraboloid-bowl. This is in contrast to
functionals with semi-definite or indefinite Hessians, which in the former case contain
multiple solutions, and in the latter, produce saddlepoints. Examples of these three
functional types are shown in Fig. 3.5. It is clear by examination that the functionals
corresponding to the semi-definite and indefinite matrix types will not be amenable to
optimization methods. These examples are extremes, but serve to illustrate the ideal
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and non-ideal optimization surfaces from a gradient-based optimization standpoint.
Figure 3.5: Examples of positive-definite, semi-definite, and indefinite functional sur-
face types.
3.3.2 Derivative-Free Optimization
Derivative-free methods, also known as direct or global optimization methods,
rely on means other than gradient information in order to assess the functional field.
Typically this involves defining a population of points in the parameter space at every
iteration and directly evaluating the functional at all of these points. A plethora of
algorithms, some quite sophisticated, are employed in order to formulate a superior
population of points to test at the next iteration based on this sampling of func-
tional data and possibly data points from former iterations as well. Derivative-free
methods also allow for methods of optimizing several optimization functionals si-
multaneously (multi-objective optimization), which can provide a significant benefit
over gradient-based methods for some problems. Examples of derivative-free methods
include evolutionary algorithms, which are stochastic methods that use elements of
evolutionary and genetic theory to determine new search points at each iteration, and
the Nelder-Mead method, a heuristic technique applicable for non-linear optimization
problems.
Derivative-free optimizers have the advantage of needing only objective function
values and are thus suitable for optimization problems in which gradients are un-
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available analytically and/or are difficult to estimate. They also are more successful
at finding global minima than gradient-based solvers, whose targeted aims may mis-
takenly converge to a local minimum. However the ‘splatter’ approach leads to a
comparatively lengthy iterative process which in large-scale applications can become
prohibitive. Additionally, the theory on derivative-free based solvers is less devel-
oped than that of gradient-based methods and as a consequence these methods are
frequently less robust.
Evolutionary algorithms will be discussed further in Chapter V. The remainder
of this chapter focuses on gradient-based optimization methods, which are explored
first for the source inversion problem due to their comparative efficiency, a significant
benefit from the standpoint of developing rapid method of source inversion for the
automatic detection and control algorithm.
3.4 Gradient-Based Algorithms
The gradient-based algorithms can be further categorized as steepest descent type
methods, Conjugate-Gradient type methods and Newton type methods. These clas-
sifications and their individual advantages and drawbacks will briefly be discussed in
the following subsections, with a focus on the particular methods that are used in this
research. For more in-depth background on gradient-based optimization methods in
general, the reader is referred to the text by Nocedal and Wright (2006) .
As stated above, the goal of gradient-based algorithms is to use gradient infor-
mation with regard to the functional and with respect to the unknown parameters
in f in order to formulate the next iterative guess for the solution. Steepest descent,
Newton and conjugate gradient approaches all are examples of line search algorithms
and hence follow a similar procedure in order to achieve this. First, a search direction
is defined which has the general form
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pk = −B−1k ∇Jk (3.6)
The matrix Bk takes different forms depending on the algorithm used and will be
further defined in the following subsections. The next value of f is chosen by moving
in the search direction with a step size of α :
fk+1 = fk + αpk (3.7)
The question is then how to choose the value of α. A step too large risks overshooting
the minimum, while a step too small will decrease the efficiency of the algorithm. Line
search methods approach this issue by formulating and solving a one-dimensional
minimization problem for the optimal α:
min
α>0
J(fk + αpk) (3.8)
In practice, Eqn. (3.8) is not solved exactly, as to do so would require too much
computational time at each iteration. Instead, it is preferable to solve Eqn. (3.8)
approximately by requiring only that α meet some predetermined conditions that
result in a sufficient reduction in J necessary to achieve convergence to the minimum
of the functional. Typically the algorithm will test a series of possible α values and
choose the first one of these that meets the stopping criteria. A thorough discussion of
line search methods is beyond the scope of this work, and the reader is again referred
to Nocedal and Wright (2006).
After determining an adequate α, the solution is updated with Eqn. (3.7). The
algorithm then checks for convergence, and if the convergence criteria has not been
met it advances to the next iteration, k = k+1. The process repeats until the solution
converges or fails to make further progress.
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3.4.1 Steepest Descent Method
One of the most straight-forward methods, the steepest descent method chooses
the search direction directly in the direction of the negative gradient. In this case the
matrix Bk in Eqn. (3.6) is simply the identity matrix and each new search direction
is orthogonal to the last. However the step-size can quickly become very small us-
ing this approach, and while highly accurate the algorithm can be exceedingly slow
to converge on complex problems. Steepest descent methods perform particularly
poorly on functions that have a long, shallow descent to the minimum. In light of
these deficiencies, more sophisticated methods of choosing Bk are typically used in
optimization applications.
3.4.2 Newton Type Methods
Newton type methods are similar to the steepest descent algorithm but signifi-
cantly improve on the convergence rate by deriving the search direction from a second
order Taylor series expansion about J(fk + p):






Physically this corresponds to constructing a quadratic function around each fk and
minimizing this function. The optimal search direction will simply be the pk that
minimizes the approximate function mk(p). By taking the derivative of mk(p) and
setting it to zero this direction is given as
pk = −(∇2Jk)−1∇Jk (3.10)
This equation is equivalent to the standard form used for steepest descent except for
the matrix Bk in Eqn. (3.6) is now the Hessian, ∇2J(fk).
The Newton method is second order accurate and converges much more quickly
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than the steepest descent method. However it also requires computation of the Hes-
sian ∇2J(f) at each iteration. Since Hessian calculations are expensive to perform,
a related algorithm has been developed that uses an approximated Hessian as Bk
that is updated at each iteration via a low-rank Hessian formula. This is known as
the quasi-Newton method. Quasi-Newton methods are typically a good compromise
between the much slower steepest descent algorithm and the more computationally
intensive full Newton methods. To derive this approximation, we again start with a
Taylor expansion about J(f) + p:
∇J(f + p) = ∇J(f) +∇2J(f)p+O(‖ p ‖), (3.11)
where it can be assumed that the error is on the order of the magnitude of p for
continuous functionals. Substituting fk for f and fk+1 − fk for p, we arrive at
∇Jk+1 = ∇Jk +∇2Jk(fk+1 − fk) +O(‖ fk+1 − fk ‖), (3.12)
It can be seen from Eqn. (3.12) that as long as fk and fk+1 are in the region near
the actual solution f , the error term will be far less significant than the second order
term, and therefore we can write
∇2Jk(fk+1 − fk) ≈ ∇Jk+1 −∇Jk, (3.13)
This finding is the basis for what is known as the secant equation, in which Eqn. (3.13)
is expressed in a form where it is clear we need to approximate B in order to make
the following relationship hold:
Bk+1(fk+1 − fk) = ∇Jk+1 −∇Jk. (3.14)
The secant equation provides a method to iteratively construct the approximate Hes-
76
sian. There is more than one method of estimating and updating the approximate
Hessian. This work makes use of the BFGS (Shanno (1970)) method, which defines
the approximate Hessian as











where sk = fk+1− fk and yk = ∇Jk+1−∇Jk. Eqn. (3.15) can now be substituted into
Eqn. (3.6). A quadratic model of the objective function at the current value of p is
formulated as:




This quadratic model will be minimized by Eqn. (3.6), whereas Eqn. (3.15) is used
as the approximation for Bk. The quasi-Newton BFGS algorithm is as follows:
Algorithm 1: Quasi-Newton BFGS algorithm
Initialization: Define starting point f0, convergence tolerance ǫ and inverse
Hessian approximation, H0;
while ||∇Jk|| > ǫ do
Compute the search direction according to Eqn. (3.6);
Perform approximate line search via Eqn. (3.8) and set fk+1 = fk + αkpk;
Set sk = fk+1 − fk and yk = ∇Jk+1 −∇Jk;
Determine the new approximate Hessian by Eqn. (3.15);
k ← k + 1;
end
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3.4.3 Conjugate Gradient Method
The final type of gradient-based solver that will be discussed is the conjugate
gradient method. To derive this method, we start with the linear conjugate gradient
method formulation, which is designed to solve a system of linear equations with the
form
Af = b, (3.17)
where A is a symmetric, positive definite matrix of size n x n. Eqn. (3.17) can be







fTAf − bT f , (3.18)
where now the gradient of J is simply the residual of the system given by (3.17):
∇J(f) = Af − b def= r(f), (3.19)
The advantage of the conjugate gradient method is its reliance on choosing search
directions based on vectors that have the property of conjugacy. A set of vectors
given by p0, p1, ..., pN that is conjugate with respect to A has the property
pTi Apj = 0, for all i 6= j. (3.20)
By successively minimizing J along one-dimensional search directions in a conjugate
set, the conjugate gradient method convergences efficiently. Further, the algorithm
only requires the previous vector pk−1 in order to determine the current pk, negating
the need to store previous conjugate vectors. The linear conjugate gradient algorithm
is as follows:
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Algorithm 2: Linear Conjugate Gradient algorithm
Given f0, set r0 ← Af0 − b, p0 ← −r0, k ← 0;









fk+1 ← fk + αkpk;





pk+1 ← −rk+1 + βk+1pk;
k ← k + 1;
end
Fletcher and Reeves extended this method to nonlinear functions by making two
adjustments to the above algorithm. First, in order to estimate α with a nonlinear
functional, a line search method must be implemented that finds an approximate
minimum to J along pk. Additionally, the gradient that previously was given by the
residual r needs to be replaced with the gradient of the nonlinear objective function.
With these amendments, the algorithm becomes:
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Algorithm 3: Non-linear Fletcher-Reeves algorithm
Given f0: evaluate J0 = J(f0), ∇J0 = ∇J(f0);
Set p0 ← −∇J0, k ← 0;
while ∇Jk 6= 0 do









pk+1 ← −∇Jk+1 + βFRk+1pk;
k ← k + 1;
end
3.5 DAKOTA Optimization Toolkit
The DAKOTA (Design Analysis Kit for Optimization and Terascale Applications)
toolkit developed by Sandia National Laboratories (Adams et al. (2009)) is used in
this work to perform the numerical optimization for both the source inversion and
boundary control (Chapter VII) problems. The DAKOTA toolkit has the benefit
of offering numerous gradient-based and derivative-free optimization algorithms, in
addition to providing ancillary software for sensitivity analysis, parameter estimation
and uncertainty quantification. The wide range of optimization methods included in
the DAKOTA toolkit is one of its chief merits, as it allows for the testing of several
different methods with only a few changes to the input files, negating the need to
learn a new input file system and command syntax in order to test a new solver.
Another benefit to the use of DAKOTA is its ability to be interfaced with external
models in a relatively simple, ‘loosely-coupled’ fashion, as is described below.
DAKOTA is able to provide a range of optimization methods and algorithms
by virtue of having integrated several internally and externally developed software
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packages within its framework. A brief description of the packages employed in this
research and their associated algorithms is given here.
• CONMIN
The CONMIN (CONstrained MINimization) library (Vanderplaats (1973)) is
freely distributed through NASA and includes gradient-based algorithms specif-
ically designed for constrained and unconstrained minimization problems. The
unconstrained method, which is based on the Fletcher-Reeves Conjugate Gra-
dient (FRCG) method, is employed for several of the optimization problems
in the following chapters. While it is termed ‘unconstrained’, this is some-
what misleading, as the method is applicable to problems with simple boundary
constraints such as the source inversion problem. While the CONMIN library
includes more than one algorithm, for the remainder of this text the term ‘CON-
MIN’ will refer specifically to the FRCG CONMIN solver.
• OPT++
The OPT++ library (Meza et al. (2007)) was developed internally by Sandia
National Laboratories. It includes several gradient-based methods in addition
to an algorithm that employs a derivative-free (parallel direct search) method.
The gradient-based methods include several variations of Newton type solvers
as well as a conjugate gradient solver. In this work, the OPT++ library is used
exclusively for its quasi-Newton solver, which is based on the BFGS method.
The convention for the remainder of this work will be to refer to the quasi-
Newton OPT++ solver as OPT++ for simplicity.
• SCOLIB
The SCOLIB library (Hart (2007)), until recently referred to as COLINY, in-
cludes a variety of derivative-free algorithms that make use of the Common
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Optimization Library INterface (COLIN). The SCOLIB library is accessible via
a BSC license through the website ACRO (A Common Repository for Opti-
mizers). This library is used herein exclusively for its evolutionary algorithm,
COLINY-EA, which will be further described in Chapter V.
3.5.1 OpenFOAM-DAKOTA Interfacing
The optimizer interfacing with OpenFOAM is achieved via a loose-coupling be-
tween the two models, in which the required optimization information obtained from
OpenFOAM is passed to DAKOTA’s optimizer and the optimizer in turn passes new
parameter guesses to OpenFOAM at each iteration. A combination of Bash and
Python scripts are used to prepare the pertinent files in which to pass the informa-
tion between DAKOTA and OpenFOAM. The basic algorithm for the OpenFOAM-
DAKOTA gradient-based optimization routine begins with an initial input file which
defines several parameters with regards to the optimization problem, including the
method or methods of optimization to be applied, the parameters to be optimized
for, their associated constraints and the initial guessed values, f0. The initial guess
for the parameters is an important factor in determining the success of the gradient-
based optimization routine, as will be addressed in the following chapters. The input
parameters are substituted into the files that OpenFOAM reads at the beginning of
each simulation, stipulating the initial conditions.
When using a gradient-based optimization method, OpenFOAM makes an initial
run to obtain the objective function and then runs an additional n times in order to
obtain the values of ∇J(f), where n is the length of f . The format of the output file
from the OpenFOAM runs consists of the objective function value and the numerical
gradients with respect to each of the unknown parameters. This information is used
by DAKOTA to test for convergence and to formulate a new guess for f in the case
that the convergence criteria is not met. This procedure is visually depicted in the
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flowchart shown in Fig. 3.6.
Figure 3.6: DAKOTA-OpenFOAM iterative loop.
The algorithm for interfacing a derivative-free optimization method in DAKOTA
with OpenFOAM is similar to process delineated in Fig. 3.6, with the main difference
being that OpenFOAM is only run once for each guessed f , as no gradient information
is required in this case.
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3.5.2 Gradient Approximations
Gradient-based optimizers require gradient approximations at each iteration for
the current f . When the objective function is differentiable these gradients can be
calculated exactly from the analytical function. However for most realistic optimiza-
tion problems, including the source inversion problem, the analytical gradients are
not available. In order to obtain gradients on a finite volume grid the algorithm
must estimate the gradients using discrete cell-centered values. Two popular meth-
ods of numerically calculating the gradients are the forward and centered differencing
formulas. These formulas are given as:
∇J(f) ∼= J(f + hei)− J(f)
h
(3.21)
∇J(f) ∼= J(f + hei)− J(f − hei)
2h
(3.22)
where ei is the ith unit vector and the step size h is chosen so that variables are kept
within their respective bounds. In this work, the gradients are estimated in the spatial
dimensions using a step size h that is defined as the grid spacing in the respective
spatial directions. That is, h = ds, where ds is the distance ∆x, ∆y or ∆z from one
cell center to the adjacent cell center in the x, y and z dimensions, respectively. The
step sizes used with respect to other possible source inversion parameters are defined
in the examples provided in Chapter VI. The approximate Hessian, required for the
quasi-Newton solver, is similarly estimated according to Eqn. (3.15).
Centered differencing is second-order accurate, an improvement over the first-order
accuracy provided by forward differencing. However the centered method also requires
an additional run of the forward model at each iteration as it requires the functional
evaluation at three points versus two. Thus in this work forward differencing is
employed because of its simplicity and relative expedience.
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An additional complication of optimization applied to the finite volume grid is
that the above gradient estimations assume a regular grid. In two dimensions, this
means that points evaluated in Eqn. (3.21) in the x- and y-directions are assumed
to be directly to the east and north of the current point, respectively. This is a
limitation of the source inversion routine that could be improved in future versions
by implementing a more sophisticated method of approximating the gradients that
allows for non-regular cell distributions.
3.6 Limitations of Gradient-based Optimization for Source
Inversion Problems
As was mentioned in Section 3.3, the performance of gradient-based optimization
methods is highly dependent on the functional behavior. Functionals that lack the
properties of convexity and continuity are challenging for gradient-based optimization
methods at the very least, and can lead to complete optimization failure at worst. In
particular, the presence of local minima, saddle-points and other complexities present
challenges to obtaining an accurate and efficient solution. This makes gradient-based
methods sensitive to noise in the objective function. In the case of source inversion,
the degree of complexity the functional exhibits is determined by the number and
location of sensors as well as the flow parameters. For example, the local maxima that
exist due to the sensor locations and Eqn. (3.3) are one factor that affect the idealness
of the objective function topography. An additional factor is due to the effect of the
flow parameters and location of the source. This is because the shape of the functional
is highly dependent on the flow velocity, diffusivity/turbulence characteristics, and
the location of the source relative to the sensors. In some cases, the functional may
not have a clearly defined, global minimum, as illustrated in the functional shown
in Fig. 3.7. The parameters in this case are a continuous source with q̇ = 20, 000
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units/s, D=0.01 m2/s and Umax = 2 m/s. In this example the objective function
greatly deviates from the ideal convex shape and instead contains a narrow, flat
region downstream of the sensors. A gradient-based optimizer that is initiated in
this region or whose trajectory sends it to this area may get ‘stuck’ and be unable to
proceed towards the global minimum. The issues will be demonstrated more fully in
the following chapters.
Figure 3.7: An example of a non-ideal functional surface.
3.6.1 Discretization Errors
A second limitation arises with the gradient-based methods dues to the discretiza-
tion of the problem. Technically, the source inversion optimization is not entirely a
discrete optimization problem, defined as an optimization problem with unknown
variables that are restricted to the integer set of values. However, the possible val-
ues for the spatial and temporal variables in the CFD model are defined at discrete
intervals. For example, the functional is defined spatially only at the centers of the
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finite volume cells, and therefore there are only a discrete number of possible solu-
tions given by the cell centers. Similarly in the time dimension, the possible values
for the release time ts are confined to the intervals defined by ∆t. This situation
is in contrast to a continuous optimization problem in which the unknown variables
may take on any value within the bounds and/or constraints of the problem, such as
the case for optimizing without gridded values or optimizing the source strength qs,
which can assume any value within the CFD model.
Discrete optimization problems are less tractable than continuous problems be-
cause the restriction of evaluating the functional at specific set of points only in-
evitably leads to a loss of information. Depending on the nature of the functional,
the behavior at one point may not be an accurate estimate of its behavior at a nearby
point. Thus, errors arise due to the incongruity between the CFD model test points
and the test points requested by the optimizer. This is because the numerical opti-
mizer treats the coordinates as continuous variables, and hence returns new guesses at
the most appropriate points as determined by the optimization algorithm. These co-
ordinates will likely fall somewhere between the cell centers, and therefore the nearest
cell center must be chosen to represent the optimizer-specified point. As the opti-
mizer expects the new evaluation to take place at exactly the location it has requested
instead of the nearest cell center, a discrepancy occurs between the two models.
An illustration of this problem is shown in Fig. 3.8. Here, the initial point for
the optimizer is given as (1.8, 0.1). This location coincides with a cell center, and
thus the two models, OpenFOAM and DAKOTA, are in agreement at the beginning
of the optimization process. However at the second iteration a discrepancy between
the location the optimizer requests functional evaluation (blue circles) and the actual
location where the functional is being evaluated (red circles) by the CFD model arises,
and continuous to various degrees at each iteration.
A related problem occurs when the optimizer takes a step size α that is too small
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Figure 3.8: Discrepancy between the optimizer and CFD model trajectories.
to fall outside of the former guessed cell’s area of convergence, meaning that effectively
the new guess is the same as the last and the gradient-based optimizer will be tricked
into evaluating the same cell several times in a row. In many cases the combination
of the evaluation discrepancy and the step-size issue lead to a premature termination
of the optimization routine, by which the minimum is not reached.
In spite of the limitations on the gradient-based optimization, the relative effi-
ciency of this method over derivative-free methods makes it appealing for the real-
time detection and control algorithm. To this end, 3 potential work-arounds for the
discretization issues are considered:
• Increasing the resolution: This is the most obvious solution, as refining both
the spatial and time-steps results in a smaller possible discrepancy between the
optimizer requested values and the CFD model evaluation points. However,
increasing the resolution to the point where the spatial and temporal intervals
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are on the same scale as that of the smallest α′s would result in an unaccept-
able length of computational run time. Therefore, alternative solutions to the
discretization problems are preferable.
• ‘Nudging’ of the solution in OpenFOAM: By this method, OpenFOAM checks
to see if the solution is getting ‘stuck’ due to a small α from one iteration to
the next. If it is, the test parameter that is repeated at the same finite value
as the previous iteration is ‘nudged’ in the direction of the steepest gradient
with respect to that variable and forced to assume the next possible discrete
value. This solution is generally most successful when the parameters are very
close to the true solution. Otherwise, the disconnect between the actual evalua-
tion parameters in OpenFOAM and the requested evaluation values stipulated
by the optimizer becomes larger by this method and causes the algorithm to
prematurely terminate. More detail on the nudging procedure is provided in
Chapter IV.
• Scaling the variables: DAKOTA allows for automatic or manual scaling of the
parameters in the optimization phase in order to adjust two or more parameters
to a common scale. Scaling the parameters has the benefit of affecting the step-
sizes determined by the optimizer, and thus can be used to help prevent the
case of optimization steps that are too small for the grid resolution. This can
be a successful method of preventing the problem of the solution getting stuck,
however it still does not account for the discrepancy between the model and op-
timizer tested values, and in many cases requires manually scaling vs. automatic
in order to be successful. From the standpoint of developing a robust source
inversion algorithm, this trial-and-error scaling process is not desirable, as in a
realistic setting without a priori knowledge of the functional, manually setting
optimization parameters on a case-by-case basis is not feasible. Scaling and its
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effects on the optimization process will be discussed further in Chapters IV and
VI.
The source inversion and optimization concepts introduced above will be expanded
on in the following chapters, and examples of the discretization problems will be
presented for both analytical optimization and source inversion functionals.
3.7 Ill-Posedness and Source Regularization
As mentioned in Section 3.1, a regularization term is included in the source in-
version functional given by Eqn. (3.3). This term is included as a means of dealing
with the ill-posedness that is frequently encountered in source inversion problems. A
problem is deemed ‘ill-posed’ on the basis of failing to meet the conditions of exis-
tence, uniqueness and stability. That is, a solution must exist, that solution must
be the only possible solution given the inputs, and that solution must be repeatable
even with small perturbations in the initial conditions. Regarding source inversion,
the physical assumption made that there is a plume guarantees existence, however
the latter of these two criteria are not assured. The sparse data points lead to the
possibility of other solutions which are consistent with the observations. Additionally
the solution may be sensitive to noise in the data, leading to instability. Although
in this work the sensors are assumed to give perfect measurements free of any noise,
round-off errors inevitably lead to the introduction of small errors in the data.
The purpose of regularization is to incorporate further information into the func-
tional about the desired solution, in order to ensure a stable and accurate result. The
regularization term itself can be considered a ‘stabilizing’ term added to the objective
function in order to provide a well-posed solution. This term may take a variety of
forms, depending on the goal of the regularization and the availability of a priori
information. We shall consider regularization of the Tikhonov type (Tikhonov and
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Arsenin, 1977). The general form of a Tikhonov regularized functional is as follows
J
min
=‖ s(f)− s∗ ‖ +σ ‖ Ls ‖2 (3.23)
where s is the solution which is a function of f , s∗ is the matrix of data measurements,
L is known as the derivative operator, σ is the regularization parameter and the ‖ · ‖
operator is the Euclidean norm. The first term on the right corresponds to the least
squares functional as defined by the first term on the right of Eqn. (3.3). A frequently








where n represents the order of regularization. The choice of n = 0 minimizes the
magnitude of s, while n = 1 minimizes the magnitude of the spatial changes in s
and n = 2 minimizes the oscillations in s and therefore serves to smooth the func-
tional. Previous researchers (Weese 1992, Provencher 1982a, Neuman and de Marsily
1976) have found that n = 2 provides adequate smoothing of the objective function.
Akcelik et al. (2003) tested several regularization terms for two-dimensional source
inversion based on the advection-diffusion equation. They determined that Tikhonov
regularization was adequate as long as the functional was smoothly varying, but that
discontinuities in the source required the more sophisticated Total Variation (TV)
regularization, at a much greater computational cost. In this Tikhonov regulariza-
tion is used in order to increase the algorithm efficiency. The regularization term
must be discretized in order to be amenable to numerical optimization. Applying the
discretization to Eqn. (3.24) and substituting the relevant variables from Eqn. (3.3)
we arrive at an expression for the regularization term









The final task before implementing the regularization term is to specify the pa-
rameter σ. This parameter determines the strength of the regularization and is very
important in determining the accuracy of the optimization scheme. A value too
small will render the solution vulnerable to small errors in the measurements, while
a value too large will overpower the signal and yield a functional that is artificially
smooth and lacks a well-defined minimum. Several methods of calculating σ have
been proposed, and the reader is referred to the text by Vogel (2002) for a thorough
background. Some of these methods require detailed knowledge of error statistics
and hence require a priori knowledge of the data. Another popular approach is the
L-curve method, by which σ is determined by plotting the log of the squared norm
of the regularized solution versus the squared norm of the regularized residual over a
range of σ values. This plot should have an L-shape, and the optimal regularization
parameter is taken as the σ that corresponds to the point of highest curvature.
In this work, the source inversion simulations use a value of σ = 10−5, which is
experimentally found to result in an acceptable and beneficial amount of smoothing
to the functionals without drowning out the defining characteristics. This constant
value is used for the source inversion problems presented in the following chapters
unless otherwise specified. The rationale for using a small, constant σ is in regards
to one of the overarching goals of this research, which is to determine the feasibility
of a real-time automatic detection and feedback algorithm. To this end, tuning this
parameter to each functional is not a realistic or desirable endeavor. Thus, while a
carefully chosen σ based on the specific source inversion problem will increase the
overall accuracy of the optimization process, using a constant, conservatively small
value of this parameter is a more pragmatic and feasible approach.
As a final note on regularization, it must be stated that regularization guarantees
that a solution can be found to a given problem, however it does not say anything
about the accuracy of that solution Skaggs and Kabala (1998). Indeed, this is a sig-
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nificant limitation to the source inversion process in general, particularly for inversion
problems that have several unknown parameters that result in an ill-posed functional.
In this case, Tikhonov regularization may not be beneficial, and without further in-
formation on the true solution the source inversion problem may not be tractable.
This is an issue that will be further discussed in Chapter VI.
3.8 Summary
Source inversion is a method of recovering the original parameters of a contaminant
release based on a sparse number of data measurements, while numerical optimization
is a method of approaching source inversion problems by which an efficient algorithm
is sought to perform the inversion process. Optimization methods range from the
more focused, efficient gradient-based approaches to the comparatively comprehensive
yet time-consuming derivative-free methods. Both approaches have their respective
pros and cons, and within each category there are several further subcategories with
their own respective strengths and weaknesses. Because the reliability of a particular
algorithm can vary widely with reference to the problem it is applied to, it is important
to investigate the most appropriate solver for a given problem. The optimization
toolkit employed in this research, DAKOTA, allows for a variety of algorithms to be
tested with relative ease and further, is able to be interfaced with the CFD model
with a minimal amount of scripting, providing a powerful method of modeling the
source inversion problem.
Several obstacles to the numerical optimization process have been presented in this
chapter. These obstacles arise from the discretization of the forward problem, which
restricts the available functional evaluation to a set of discrete points in the spatial
and temporal dimensions, in addition to the necessity of numerically approximating
the gradients. Possible solutions to some of these issues were discussed, with the
conclusion that while there are no easy fixes for these issues, there are a couple
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of methods of finessing the respective optimization and CFD models in order to
increase the accuracy of the optimization process. These topics will be revisited in the
following chapters with examples given for both analytical test functions (Chapter IV)
and source inversion functionals (Chapters V and VI).
Finally, the subject of regularization was introduced in this chapter and the form
of regularization used in the source inversion functional in this work, Tikhonov reg-
ularization, was defined. The choice of the regularization parameter is an important
one, as an inappropriate value can either be too large and distort the functional to
a degree that it is no longer representative of the problem or be too small and fail
to achieve its intended purpose. However the optimal value of the parameter σ is
dependent on the particular problem, and in order to discover this value typically
statistical methods involving a priori knowledge of the data is required. This is dis-
advantage for the automatic detection and mitigation problem, in which we seek to
develop a robust method of source inversion that does not require ‘tuning’ to fit a
specific set of (unknown) parameters. Thus, a small value of 1 x 10−5 is chosen for this
parameter, which is experimentally found to adequately smooth the majority of the
tested functional surfaces without ‘drowning out’ the relevant functional features.
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CHAPTER IV
Analytical Optimization Test Problems
This chapter presents an analysis of two of DAKOTA’s gradient-based optimiza-
tion methods, the Conjugate-Gradient Fletcher-Reeves algorithm (CONMIN) and the
quasi-Newton method (OPT++), applied towards two simple analytical functions.
The analytical functions, the Sphere function and a simplified version of Ackley’s func-
tion, approximate ideal 2-dimensional objective function surfaces. First, the method
of handling the gradients and the nudging technique used to reduce the problem of
‘stuck’ trajectories when using discretized parameter values are further described.
These methods are then applied to the two test problems, and the optimization con-
vergence errors as a function of the starting guess are assessed for the cases of both
continuous and discretized parameters. These examples provide an understanding of
the behavior of the tested optimization algorithms when using numerical methods,
and illustrate the difficulties encountered in the numerical optimization process even
under circumstances where the functionals are ideal.
4.1 Evaluating Optimization Performance
As was previously discussed, one of the issues regarding choosing an appropriate
optimization method for a given problem is due to the fact that certain optimization
methods optimize some problems better than others. It is therefore advantageous
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to test the performance of more than one algorithm for the problem at hand. Even
idealized test functionals such as the functions analyzed in this chapter are more
successfully optimized using certain approaches than others. As will be shown in
the following chapter, this selective tendency is one of the most significant obstacles
to robust source inversion via optimization. This is because in a realistic source
inversion problem, the functional characteristics will change in response to variations
in the problem formulation. Therefore where one method works well for a given set of
parameters and initial starting point, it may fail completely to optimize a functional
created from slightly different parameters using the same initial point.
When assessing the performance of optimization algorithms there are several fac-
tors to bear in mind. For one, when optimization methods are initially developed,
their superiority over similar algorithms is typically demonstrated by testing the op-
timization algorithm with a small number of test functions and using starting points
near to the global minimum. This practice has been viewed with skepticism by
some researchers (More et al. (1981)) who point out that evaluating optimizer per-
formance based on a few select points near a known minimum, with respect to a few
test functions, does not provide an accurate appraisal of an algorithm’s effectiveness.
In practical optimization problems, not only is the near-minimum region frequently
unknown, but the functional shape may vary considerably from that of the test func-
tion’s used to verify the optimization algorithm. In other words, an algorithm may
be ‘tuned’ to certain test problems, which results in excellent optimization capabil-
ities for a few select problems and initial points, but less accurate outcomes when
variations from these ideal conditions are introduced.
One reason that several functionals and/or various starting points are typically
not assessed when testing algorithms is due to the emphasis placed on convergence
efficiency over the robustness and reliability of the method. While efficiency can be
an important factor, drastic differences in run-times are generally encountered only
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when comparing vastly different algorithms (i.e. gradient-based vs. derivative-free
methods). With modern computing power the differences between similar algorithm
efficiencies are often less significant, and are likely less important than the algorithm’s
accuracy. Thus the focus on efficiency over robustness and reliability is not justified
for many applications.
An additional complication in comparing methods stems from the inconsistent
optimization parameters included with the respective algorithms. Optimization rou-
tines typically include several user-defined parameters which can be adjusted to better
fit a given problem. For example, the OPT++ routine in DAKOTA includes con-
trols for the gradient tolerance and maximum step size for gradient calculations. The
DAKOTA CONMIN routine however, does not offer analogous controls. Therefore
direct comparisons between two methods are not always possible. Also, adjusting
the various user-defined controls to suit a given problem is a tedious endeavor, and
while the results in this dissertation no doubt could be improved upon by investing
in a thorough investigation of the optimal algorithm controls, this is not the goal
of this research. Rather, the goal is to evaluate the feasibility of the detection and
control algorithm in a realistic setting, in which it would not be possible to adjust
the optimization parameters to fit the functional for each particular source inversion
scenario. Therefore, the default parameters of the optimizers and uniform automatic
scaling approaches are employed herein as much as possible.
With these factors in mind, this work attempts to avoid the pitfalls of many
previous works by assessing the performance of the two gradient-based optimization
methods with respect to less than ideal conditions and with a variety of functionals
in order to more fully characterize their respective robustness, efficiency and limita-
tions. To this end, the two test problems used to validate the DAKOTA-OpenFOAM
interface are tested for convergence accuracy using a wide range of points within the
domain boundaries as the initial starting guess. Further, the effect of the numerical
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gradient calculations and the discretized parameter values is assessed independently.
4.2 Gradient Calculations
DAKOTA accepts either externally provided or internally calculated gradients for
its gradient-based algorithms. Externally supplied gradients can be obtained either
analytically or numerically by the user and passed to DAKOTA through the loosely-
coupled interface previous described in Chapter III. Alternatively, when internal
gradients are specified, DAKOTA uses one of its available custom method of approx-
imating the gradients, which involves automatically perturbing each parameters and
re-running the forward model with the perturbed values in a similar process as to the
externally numerical gradients are obtained by the user. The main difference between
the externally and internally supplied numerical gradients is that while the internal
method negates the need to extra coding in order to perturb the input parameters
and re-run the forward model, using DAKOTA’s internal finite differencing algorithm
allows for less user-control in regards to how the finite difference step-size h is deter-
mined. This is particularly problematic when there are explicit restrictions on the
value h can assume as is the case with the discretized parameters in this work. For
example, in both OPT++ and CONMIN, the size of the perturbation is determined
by a user-defined step size scaling parameter, δs. This value is multiplied by the
current parameter value in order to obtain the step size h used in the gradient calcu-
lations. A minimum h of 0.01*δs is imposed in order to handle calculations where the
parameter value is close to zero. This scaling method is an example of an optimiza-
tion algorithm being ‘tuned’ to a specific type of problem: scaling the finite difference
step-size by the parameter values works excellently for the case of a function that is
minimized at the origin, such as with both the Sphere function and Ackley’s func-
tion, and in fact leads to near perfect convergence for all initial starting points when
assuming continuous variables. However, this method does not make any sense for
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the source inversion problem or many other realistic optimization problems. In the
source inversion problem the x and y parameters could assume any value within the
physical boundaries of the domain and no correlation exists between smaller values of
x and y and the proximity to the sought source location (xs, ys). Therefore, internal
DAKOTA finite differencing is not a viable method in this work and is not used in
the following optimization problems. Instead, the gradients must be calculated exter-
nally and passed into DAKOTA. To do this, an h is defined for each parameter and
OpenFOAM is re-run with each perturbed parameter value in order to calculate the
gradients according to the forward-differencing scheme Eqn. (3.21). The choice of the
spatial step-size is based on the distance between two adjacent cell centers, which for
the uniform grids used for the following examples is ∆x = ∆y = 0.1. This method of
estimating the gradients is not perfect, and problems arising from the finite difference
gradient approximations will be discussed in the subsequent sections. Discretizing
the parameters adds an additional level of difficulty to the optimization process, for
the reasons discussed in Section 3.6.1. This problem is partially mitigated with the
nudging method as outlined below.
4.3 ‘Nudging’ the the Discretized Parameters
Chapter III introduced the method of ‘nudging’ the test parameters in Open-
FOAM in order to help mitigate the problem of small α’s leading to the optimization
trajectory becoming stuck in a given cell. As was discussed, this is a problem in
both the spatial and time dimensions. The nudging procedure that was introduced
in Section3.6.1 is explicitly defined here for a general parameter b at iteration k:
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Algorithm 4: Nudging procedure
if bk = bk−1 and J > δ then
Normalize the gradient component of J with respect to b: |∇Jb| = ∇Jb|∇Jf | ;
Define a scaling step-size s based on the maximum distance to the nearest
discrete value a;
Redefine the test parameter value as: bk = bk − s|∇Jb|;
Locate the nearest discrete value of b in OpenFOAM and define the test
parameter as this value;
The parameter δ is a small number that represents a maximum acceptable value
for J , preventing the algorithm from nudging the parameters in the case that the
minimum has been reached. All of the following results for the Sphere function and
Ackley function include the nudging fix with the exception of an example of the results
without this fix, presented for comparison in Section 4.5. The value of δ used in these
examples is set at 0.001. The step size scaling parameter s is designed to be big
enough to ‘push’ the parameter value out of the current cell (or time-step), without
overstepping and testing a point that is very far from the optimizer-requested test
parameter. For the case of the spatial parameters x and y it is defined as half of the
maximum distance between adjacent cells, which for the uniform grids used in these
examples leads to s = 1
2
√
0.12 + 0.12 = 0.071.
4.4 Sphere Function
The Sphere function, also called the first De Jong’s function, is a commonly used
benchmark test function in optimization. It is uni-modal, smooth, symmetric, and
convex, which makes it one of the most ideal optimization problems. In its simplest
form as a function of two variables it is defined as
100
J = x2 + y2. (4.1)
The global minimum of J = 0 is clearly located at the origin. For this example
the domain is constrained to −5 ≤ x ≤ 5 and −5 ≤ y ≤ 5 and discretized into
10,000 finite volume cells with ∆x = ∆y = 0.1. For all optimization runs, forward
differencing with a step size h = 0.1 is implemented. The convergence tolerance is
set at ǫ = 1 x 10−5.
Figure 4.1: Two-dimensional Sphere function.
The performance of CONMIN and OPT++ is compared for Eqn. (4.1). The
convergence error ζ was measured using all possible grid points within the region
−4.9 < x < 4.9 and −4.9 < y < 4.9 as the initial starting point for the optimization
trajectory. The cells bordering the domain were not tested, as the forward differ-
encing scheme is undefined along the east and north boundaries of the domain. For
symmetry, the south and west boundary cells are also not used as initial trajectory
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points.
For each of the test optimization methods, results were obtained for two cases:
[1] The parameters (x, y) are continuous variables and may assume any value. In
this case the function is evaluated at exactly the parameters guesses requested
by the optimizer.
[2] The parameters (x, y) are discretely defined at the finite volume grid points. In
this case, the function may only be evaluated at the cell center nearest to the
values requested by the optimizer.
For both cases, the optimization algorithms were tested assuming initial trajectory
points at each of the grid points, regardless of whether continuous or discrete variables
were allowed during the optimization process.
Results of the optimization convergence error as a function of the starting point
are shown for Case [1] using OPT++ in Fig. 4.3 and for CONMIN in Fig. 4.4. Via
OPT++ or CONMIN, the most accurate results occur when the optimizer is initiated
in a region in which both gradients, ∂J/∂x and ∂J/∂y, are positive as initially assessed
by the forward differencing approximation. In the other regions, and particularly for
starting points in the shallow ‘bowl’ region surrounding the minimum, the conjugate
gradient method performs poorly compared to the quasi-Newton method.
With either algorithm, it is clear that there are limitations of the optimization pro-
cess for these cases and necessary to understand why the optimizers struggle to locate
the minimum more or less exactly. At this point, it should be reiterated that when
minimizing the Sphere function using DAKOTA’s forward finite differencing scheme
and continuous variables the results are nearly perfect, regardless of the starting point
for the trajectories. The reason for this is again attributed to DAKOTA’s internal
finite differencing method, which automatically reduces the finite difference step-size
as the parameters approach zero, allowing the optimizer to successfully hone in on
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the true minimum over a series of increasingly small gradient evaluations. However,
as previously stated, it is necessary to take a different approach in this work to al-
low for the optimization of functionals in which there is no correlation between the
magnitude of the parameter values and the proximity to the minimum. Thus for the
spatial gradients evaluated on a finite volume grid, an unscaled value of the finite
differencing step-size must be defined.
A logical value for h is the distance from one cell center to the next, as a value
smaller than this will lead to an undefined gradient using cell-centered values (ds = 0)
and a step-size larger than this will lead to greater error in the gradient approximation.
However, the fact that the gradients can only be evaluated at set points based on the
fixed h makes it difficult for many trajectories to converge to the true minimum.
The mechanism behind these failures is illustrated in Fig.4.2, which shows a one-
dimensional cross-section of the Sphere function in the vicinity of the minimum.
Figure 4.2: Example of errors using a fixed finite differencing step-size.
Because in this case h is set at 0.1 but x is a continuous variable, the current
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parameter value of x could fall on any point of the x-axis. Let’s suppose that at a
given iteration the trajectory lands at a point where the current guess for x, which
we will denote as x1, is in the range [−0.1,−0.05). The numerical gradient calculated
via forward differencing for an x1 in this range will have a negative value, since
the function evaluated at a distance h from any x1 in this range will have a value
less than J(x1). The negative gradient will send the optimization trajectory in the
forward direction by a step-size α. Let’s suppose α is a relatively small number and
consequently sends the trajectory to a point where the new guess for x, denoted by
x2, is in the range of (−0.05, 0]. The forward difference gradient will now be positive,
sending the trajectory in the reverse direction. If the value of α at this iteration is
similar to the value at the previous iteration, which is likely due to the similar relative
magnitudes of the functional value and the gradients at x1 and x2, it is easy to see
that the trajectory will end up back at a point that was in the initial range of x1.
This leads to a situation where the trajectory will effectively become trapped between
these two points and unable to move closer to the true minimum.







Therefore as the trajectory makes small steps towards the minimum from the left
of x = −0.05, the numerical gradient will approach zero as the difference between
J(x1) and J(x1+∆x1) gets smaller and smaller due to the symmetry of the function,
eventually becoming zero at a point prior to the true minimum. Since the forward
gradient becomes positive to the right of x = −0.05, from the perspective of the
optimizer, the minimum occurs at x = −0.05. This analysis explains why the results
for both optimizers are consistently correct when the trajectories begin in the upper
right region of the domain, where the gradients are both positive, allowing for the
trajectories to avoid this problem when approaching the true minimum. Addition-
104
ally, it explains why the majority of the OPT++ trajectories converge just outside
of the true minimum. The comparatively scattered and varied results of the CON-
MIN trajectories can be attributed to the differences between the way the algorithms
approach the minimum as a function of the starting point.
The OPT++ and CONMIN convergence errors are shown for Case [2] in Figs. 4.5
and 4.6, respectively, where now the combined effects of the numerical gradient cal-
culations and the gridded parameter values can be investigated. Interestingly, the
OPT++ optimizer performs better with the discretized parameters, while the CON-
MIN results are more chaotic and erroneous than the Case [1] results. These findings
can again be better understood by examining the behavior of the trajectories in the
vicinity of the minimum as shown in Fig. 4.2. Now, x1 can only assume values of
[−4.9 : 0.1 : 4.9]. Therefore the gradient will frequently end up being assessed di-
rectly at the point x = −0.05 where it is zero by the forward differencing method
with h = 0.1. However, due to the nudging technique that was previously described,
OpenFOAM recognizes that the objective function is still above the specified mini-
mum threshold δd, and when the optimizer tests a slightly perturbed point and the
value falls again into the finite volume cell containing cell center xc = −0.05, the
nudging procedure will be initiated. This procedure will force the parameter into
another cell if the gradient in the other dimension is also not zero. That is, trajec-
tories which end up in the cell where xc = −0.05 and yc = −0.05 will not be able
to be nudged because their estimated forward gradients will both be 0. However, for
trajectories that land in a cell where one gradient is non-zero, they parameters will
be nudged in the direction of the negative gradient, which in these cases will help the
trajectory converge to the true minimum.
This effect is clearly seen in Fig. 4.5, where there is a distinct pattern between
the starting trajectories and the convergence errors. Yet again due to the differences
between the algorithms and how they choose their subsequent parameter guesses,
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the results from CONMIN for the gridded variables are much more scattered and
unpredictable and do not exhibit the pattern that is seen with the OPT++ results.
Another factor leading to the higher percentage of exact trajectories in the gridded
variable case is simply due to the fact that the exact minimum coincides directly with
a cell center. Because of this, the gridded optimization allows for a greater margin of
error in x and y, as any combination of x and y that falls within the boundaries of the
cell containing the minimum will effectively be ‘rounded’ to the cell center, resulting
in a final convergence error of 0.
Figure 4.3: Sphere function optimization convergence error with OPT++ using con-
tinuous variables.
Summary statistics for the Sphere function tests are shown in Table 4.1. For both
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Figure 4.4: Sphere function optimization convergence error with CONMIN using con-
tinuous variables.
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the continuous and discrete variables, the quasi-Newton algorithm implemented by
OPT++ performs consistently more accurately than the conjugate gradient algorithm
implemented in CONMIN. While the mean errors were similar for the continuous case,
the differences in mean error were more significant in the gridded case. Overall, the
percentage of trajectories that resulted in locating the minimum more or less exactly
(ζ < 1 × 10−5) is extremely small for both the Case [1] experiments, reinforcing the
fact that the forward numerical gradient method has significant drawbacks even in
the case of continuous parameter values.
Figure 4.5: Sphere function optimization convergence error with OPT++ on a finite
volume grid.
In regards to the computational times, the Case [1] OPT++ method was the
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fastest, taking only an average of 15 seconds per trajectory vs. 46 seconds for the
continuous CONMIN case, using an Intel(R) Xeon(R) CPU 2.40 GHz processor. The
mean convergence times for the gridded parameter simulations were roughly the same
for either method, 51 and 54 seconds respectively. Note that these times should be
used for relative comparisons only, as the overall convergence times could be greatly
improved by using a faster processor.
Figure 4.6: Sphere function optimization convergence error with CONMIN on a finite
volume grid.
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Table 4.1: Sphere function statistics
Case Method ζ < 10−5 ζ < 0.1 max(ζ) mean(ζ) mean run-time (s)
Case [1] OPT++ 0.02% 100% 0.07 0.06 15
CONMIN 0.45% 74.9% 0.81 0.09 46
Case [2] OPT++ 70.5% 100% 0.1 0.03 51
CONMIN 21.3% 53.4% 3.68 0.26 54
4.5 Ackley’s Function
A second idealized test function, a simplified variation of Ackley’s function, is
tested in the same manner as the Sphere function. Although Ackley’s function can
be extended to an infinite number of variables, we shall consider the two-dimensional
case:








+ exp [cos(cx) + cos(cy)] + a+ exp(1) (4.2)
This function also has a global minimum at (0, 0), but the inclusion of the exponen-
tial term results in numerous local minima, making this a popular multi-modal test
function. In this example however, the function is made uni-modal by adjusting the
coefficients to smooth the oscillations, as the purpose of the test cases in this chapter
is to evaluate the effects of the discretization practices on optimization performance
with idealized functions. The coefficients used are a = 1000, b = 0.5 and c = 2π. The
three-dimensional surface resulting from these coefficient values is shown in Fig. 4.7.
The main differences between this function and the Sphere function are the greater
overall range of values (0 ≤ J < 1000 for Ackley’s function vs. 0 ≤ J < 50 for the
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Sphere function), leading to a greater range of gradients over the entire domain, in
addition to the steeper and more concentrated region of descent to the minimum with
Ackley’s function compared to the more uniformly graded Sphere function.
Figure 4.7: Two-dimensional Ackley function.
Again, the performance and robustness of CONMIN and OPT++ were evaluated
for this function using both continuous and grid-defined values for x and y. The Case
[1] results are shown in Figs. 4.8 and 4.9 for the respective solvers. At the majority
of starting points (86%), the OPT++ solver is able to converge to within ζ < 0.1,
however very few (0.07%) of trajectories find the true minimum. The reasoning for
this is again due to the combination of the symmetry of the function, step-size restric-
tion, and forward differencing implemented in the gradient calculations as explained
above.
The main difference between these results and the Case [1] results for the Sphere
function are in the convergence errors that occur with initial trajectory points in the
outer, relatively flat region of the function (Fig. 4.8). In some of these cases the
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Figure 4.8: Ackley function optimization success with OPT++.
112
Figure 4.9: Ackley function optimization success with CONMIN.
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convergence error is as high as 4.83. Clearly these errors are not occurring because of
the gradient issues explained for the near-minimum region shown in Fig. 4.2, as these
trajectories never make it that close to the minimum. Also, the initial trajectory
points where these errors occur are not symmetric around the outer region of the
domain, and in fact most of the trajectories that begin in the lower left quadrant are
able to converge more or less exactly to the true minimum.
As it happens, the majority of these ‘failed’ trajectories tend to end up terminating
in the same problematic function locations. This is shown in Fig. 4.10 where the initial
and final points corresponding to all trajectories with optimization convergence errors
greater that 0.3. As can be seen, many of the errors tend to get to within a radius of
≈ 0.6 from the minimum before terminating. This intuitively does not make sense, as
the gradients in this region, calculated with the fixed h, are large and should give the
optimizer adequate information from which to formulate a new trajectory point closer
to the minimum. However, what actually occurs is that the optimizer returns a new
guess that is a very short distance from the current guess, leading to a new evaluation
in which the objective function differs from the value of the last iterations by less than
ǫ < 10−5 in some cases. The OPT++ line search algorithm fails is this region and
the trajectories terminate prematurely. One possible reason for this is that because
the function value in this region is changing very rapidly over the prescribed h, a very
small α is being deemed sufficient for the step-size. The algorithm is designed this way
so that in steep areas where the functional is changing drastically the optimizer does
not want to risk overshooting and missing the minimum, thus a small α is prudent.
However, the α’s being calculated in this case are so small that the objective function
at the new guess varies very little from the former, and after a few iterations in this
fashion this the optimizer prematurely terminates. The problem tends to occur where
both gradients are of the same order of magnitude and are large.
The results for the gridded (Case [2]) Ackley function tests are shown in Figs. 4.8
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Figure 4.10: Scatter plot of the initial trajectory and final convergence points of all
trajectories in which ζ > 0.3 for the continuous Ackley function opti-
mization.
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through 4.12 for the OPT++ and CONMIN optimizer, respectively. Unlike the
Sphere function, the results in this case are worse for the OPT++ gridded case
(Fig. 4.11) than the continuous case (Fig. 4.8), particularly towards the boundaries of
the domain, again due to the tendency of these trajectories to end up in the problem-
atic regions of the functional. Another difference between the optimizer performance
with this function vs. the Sphere function is that it is CONMIN that performs better
with the gridded values (Fig. 4.12) than the continuous (Fig. 4.9) in this case.
Figure 4.11: Ackley function optimization convergence error with OPT++ on a finite
volume grid.
Finally, the CONMIN results of the Ackley function without the nudging algo-
rithm implemented are shown in Fig. 4.13. These results should be compared to
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Figure 4.12: Ackley function optimization convergence error with CONMIN on a fi-
nite volume grid.
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the CONMIN results for Case [2] (Fig. 4.12). The improvement due to the nudging
is most significant for trajectories initiated in the region surrounding the minimum,
where the problem of the trajectories getting ‘stuck’ in the cells due to the small
α’s stipulated by the conjugate gradient solver are the most troublesome. However,
the nudging procedure has its limitations due to the discrepancy between the opti-
mizer requested testing parameters and the actual values tested in OpenFOAM, as
mentioned in Chapter III. Because of this, although the overall algorithm is more
robust with the additional nudging fix, there are some initial trajectory locations that
actually converge with a greater error with the nudging implemented.
Figure 4.13: Ackley function convergence error with CONMIN and no numerical
nudging in OpenFOAM.
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Summary statistics for Ackley’s function are presented in Table 4.2. Overall, very
few trajectories in the Case [1] experiments resulted in ζ < 1× 10−5; less than 0.1%
for either algorithm. However both optimizers were able to locate the minimum to
within a distance of 0.1 in a large percentage of trials; 86.5% for OPT++ and 92.7%
for CONMIN. The gridded results in the Case [2] experiments were more dichotomous
in nature for the OPT++ algorithm, with over half of the trajectories converging
successfully and the rest resulting in errors greater than 0.1. Further, the trajectories
started from some of the locations in the flatter outer region often ended up further
from the minimum than from where they initially started.
As with the Sphere function, there were a much greater percentage of completely
accurate (ζ < 1 × 10−5) trajectories for the gridded parameter experiments vs. con-
tinuous. Again, this is due to the ‘forgiving’ nature of the cell discretization in
conjunction with the nudging technique implemented in the discretized optimization
routine.
Table 4.2: Ackley function statistics
Case Method ζ < 10−5 ζ < 0.1 max(ζ) mean(ζ) mean run-time (s)
[1] OPT++ 0.07% 86.5% 4.83 0.09 63
CONMIN 0.06% 92.7% 3.15 0.09 60
[2] OPT++ 59.7% 59.7% 4.87 0.27 92
CONMIN 73.7% 85.6% 4 0.11 43
CONMIN, no nudging 45.0% 45.0% 3.24 0.18 28
The mean run-time was again shorter for the OPT++ trajectories compared to
CONMIN for Case [1], but for the gridded variables CONMIN was the more efficient
algorithm. Also, the inclusion of the ‘nudging’ fix generally leads to longer trajec-
tory times, as the optimizer is prevented from terminating prematurely at a ‘stuck’
location. While in this case the nudges accounts for an average of 15 more seconds
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run-time per trajectory, this is a negligible increase in time in light of the increase
accuracy and robustness of the solution.
4.6 Scaling
A final topic explored in this section is the effects of the automatic scaling al-
gorithm implemented in DAKOTA on the optimization results. As was mentioned
in Chapter III, scaling is a method by which the efficiency and/or accuracy of the
optimization problem is increased by adjusting specific quantities in the problem to
a common scale. These quantities could be comprised of the parameters, objective
functions for multi-objective function analysis, or the optimization constraints. For
the source inversion problem, the goal of the scaling is to make the parameters similar
in magnitude so that their respective gradients do not differ by several orders of mag-
nitude. This affects the optimization process in two main ways: first, when the order
of magnitude of two or more variables differs greatly, it is difficult to define adequate
convergence criteria in order to terminate the optimization. The bigger problem with
regards to the problem at hand however is in regards to the optimization step-size,
α, that is determined at each iteration. When the magnitudes of the parameters vary
greatly, their respective gradients as assessed with a uniform h vary greatly as well.
Therefore the choice of magnitude and direction of the trajectory step will be ‘domi-
nated’ by the parameter with the larger gradient, possibly impeding the optimization
in respect to the other parameter(s) of the problem.
DAKOTA offers several options for implementing parameter scaling. The scaling
criteria can be explicitly defined by the user, in which a scaling value is provided for
each parameter and the parameters adjusted by dividing the parameter by its scale
factor. Any bounds placed on the parameter are adjusted as well. Alternatively,
automatic scaling can be enabled that adjusts the parameters so that they are within
the interval [0,1]. Finally, logarithmic scaling can be specified and combined with
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user-defined values. With this method, the variables are scaled on a log base 10 scale
after first applying any user-defined parameter scale values.
For reasons that were discussed in Chapter III, it is preferable to apply the ‘one size
fits all’ automatic scaling in the DAKOTA optimization instead of using user-supplied
scaling values. This is because manually adjusting the scale factors on a case-by-case
basis is another method of ‘tuning’ the optimization to a specific problem, which
should be avoided in order to preserve generality. In addition, the use of automatic
scaling is much easier to implement.
The results of some of the optimization test cases above are repeated here with
the inclusion of the DAKOTA automatic scaling in order to assess the effects of us-
ing the scaling option. Firstly, the Case [1] OPT++ results for the Sphere function
are shown in Fig. 4.14, where the figure on the left shows the previously presented
unscaled results and the figure on the right shows the results with the automatic scal-
ing implemented in DAKOTA. In this case, the previous problem of the trajectories
identifying the minimum just outside of the true minimum due to the forward dif-
ferencing scheme is eliminated in the lower left region of the domain, indicating that
the alteration of the trajectories due to the scaled optimization step-sizes are causing
trajectories initiated in this region to overshoot the minimum and then converge from
the side in which the forward differencing gradients are positive with respect to both
variables.
Next, we consider the effects of the automatic scaling on the Case [2] gridded
CONMIN function, which was one of the cases that had highly unreliable results.
The unscaled vs. scaled convergence errors in this case are shown in Fig. 4.15. Overall
there is little change to the behavior of the optimizer with the addition of the scaling,
however there is a slight decrease in the percentage of accurate trajectories with the
inclusion of the scaling option: 19.8% vs. 21.2% . Additionally, the percentage of
trajectories that result in an error of less than 0.1 decreases as well, going from 53.4%
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Figure 4.14: Comparison of the convergence errors for the Case [1] Sphere function
OPT++ results obtained without scaling (left) and with automatic scal-
ing (right).
without scaling to remaining at 19.8% with scaling, indicating that the scaling option
leads to not only a greater number of failed trajectories, but to trajectories with a
greater magnitude of error.
Figure 4.15: Comparison of the convergence errors for the Case [2] Sphere function
CONMIN results obtained without scaling (left) and with automatic
scaling (right).
The Case [2] CONMIN results for the Ackley function are shown in Fig. 4.16
with and without the scaling invoked. While points initiated in the ‘crater’ region
surrounding the minimum convergence reliably with the addition of the scaling, tra-
jectories initiated in the outer, flatter regions do much worse. In particular, the upper
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right quadrant trajectories tend to consist of larger steps when the scaling is initiated,
and in many cases the trajectories get stuck after overshooting the minimum.
Figure 4.16: Comparison of the convergence errors for the Case [2] Ackley function
CONMIN results obtained without scaling (left) and with automatic
scaling (right).
Finally, Fig. 4.17 shows the unscaled vs. scaled results for the Case [2] Ackley
function solved using OPT++. The scaled results for this case are also worse than
the unscaled, lowering the percentage of accurate trajectories from nearly 60% without
scaling to 41% with scaling.
Figure 4.17: Comparison of the convergence errors for the Case [2] Ackley function
OPT++ results obtained without scaling (left) and with automatic scal-
ing (right).
The above results are somewhat disconcerting, as it would not be expected that
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scaling would adversely affect the optimization process. One possible explanation for
the less reliable results in some of these cases could be that neither of these analytical
functions exhibit parameters that vary greatly in magnitude from the other, and
therefore, it is possible that attempting scaling on problems that are already well-
scaled creates problems with the optimization algorithms. This is evidenced by the
results in Fig 4.16 in particular, whereby many of the trajectories that fare worse
with the scaling are those which tend to make a diagonal path towards the minimum
and hence are guided by evaluated gradients with respect to x and y that are equal
in magnitude. What is clear is that the results of all the above tested methods, and
in particular those in which gridded parameters are used in conjunction with the
forward differencing, are highly sensitive to small changes in the trajectories.
Due to the inconsistent results of these scaling test cases and the lack of a con-
sistent and drastic benefit, scaling is not implemented in the following chapter’s two-
dimensional source inversion problems. However, this topic is revisited in Chapter VI
for the source inversion in higher dimensions, by which it will become apparent that
in some cases scaling is necessary.
4.7 Summary and Discussion
The analysis in this chapter reinforces the previous discussion in Chapter III in
regards to the difficulty matching an appropriate solver to a particular problem. For
the shallow, uniformly graded Sphere function, the quasi-Newton method is superior,
particularly for the gridded case where the problems due to the fixed step-size are
mitigated to some degree but the nudging algorithm. However in the case of the
Ackley function, which more closely approximates the two-dimensional source inver-
sion objective functions, the conjugate gradient method performs significantly better.
The respective run-times for each method varied widely for each case, generally taking
longer for initial trajectory points further from the minimum, as would be expected.
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This chapter also presents examples of the issues encountered in optimization
discretized problems that were introduced in Chapter refchap:chap3. These issues
are the related problems of (1) numerical gradients and (2) discretized parameters.
The use of the fixed finite-difference step h in particular is a detriment to the numerical
gradient approximations. This is made evident by comparing the robust and reliable
results of the algorithms when using the internal DAKOTA differencing algorithm,
which scales the finite-difference step-size by the current parameter values, to the less
accurate results obtained using a fixed value of h = 0.1 for the gradient calculations.
While this choice makes sense on a discretized domain, when using continuous values
this fixed h leads to under- and over-shooting in the vicinity of the minimum. The
results would no doubt be improved by using a smaller uniform h in this case, but
would also likely lead to much longer convergence times. And more importantly, the
use of a smaller h is not possible for the case of the discretized parameters. That is,
when moving from the continuous case to the discretized grid, there is a restriction
on the minimum value of h that can be used in calculating the gradient, where an
h < ds will not be defined. Thus, from a practical standpoint, it makes sense to define
a local h based on the next nearest east or north located cell. A value smaller than
this is impossible, and a value larger than this will lead to a greater error between
the actual and calculated gradient field.
While increasing the resolution would allow for a smaller value of h and thus would
lead to a more accurate assessment of the gradients, the problem of the discretized
parameters and the minimum defined h still exists for a refined grid, just on a smaller
scale. Further, the optimizer will struggle even more in flat regions of the optimizer,
being confined to the adjacent cells in which to obtain gradient information. When
these adjacent cells are even closer to the current cell, the local region will look flatter
to the optimizer, sometimes resulting in estimated gradient components that are zero
and hence causing the optimizer to erroneously terminate in the cell in which the
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trajectory was initiated.
Clearly a more dynamic method of adjusting h based on the current parameters
would be ideal for improving the discretized optimization solution. However, this
would be difficult to implement without knowing the nature of the functional a priori.
The method used by the internal DAKOTA finite differencing is able to adjust h in a
manner that is highly efficient for these two test problems because it is designed with
the knowledge that the minimum is located at the origin. Such an algorithm however
is not applicable to functionals in which this is not the case.
Another possibility for increasing the robustness of the discretized optimization
problem is to apply central differencing for the gradient calculations. This alternative
is not used in this work due to the facts that (1) central differencing approximations
will lengthen the overall run-time of the source inversion optimization and (2) alter-
native differencing schemes are still limited by restriction of the minimum h that can
be used and thus will run into the same problems due to the discretization of the
domain. Based on the above analysis and for lack of a viable alternative, a fixed h
based on the distance from one cell to the next, ds, is used in the source inversion
problems in the following chapters regarding the source inversion problem.
Lastly, the effects of the automatic scaling option in DAKOTA were assessed for
several of the analytical optimization problems. The results with the addition of the
scaling varied based on the solver and function assessed. The Sphere function tended
to be improved by the automatic scaling, whereby the Ackley function in many cases
fared worse with the scaling option.
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CHAPTER V
Two-Dimensional Source Inversion Applications
In this chapter the gradient-based optimization methods that were tested in Chap-
ter III on analytical functionals are applied towards the two-dimensional, spatial
source inversion problem. The effectiveness of the gradient-based approach for this
simple source inversion problem is assessed as a function of the flow parameters,
source type (instantaneous vs. continuous), and location and number of sensors. In
light of the limitations of the gradient-based optimization methods, an optimization
technique known as hybrid optimization is explored as an alternative source inversion
approach. This method exploits the benefits of both derivative-free and gradient-
based optimization methods. Additionally, the use of a Model Predictive Control
approach to mitigate the discretization errors is also explored. The two-dimensional
simplified domains used in this chapter’s examples facilitate a solid understanding
and visualization of the source inversion process and the influence of the various
input parameters on the optimization outcome.
5.1 Modeling Specifics
In the subsequent source inversion examples, the goal is to locate the two-dimensional
coordinates (xs, ys) corresponding to a source release in a channel, using contaminant
concentration data as measured at the sensor locations. The ambient flow veloc-
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ity and diffusivity properties are assumed to be known, as well as the initial source
strength qs and time of release ts. The sensor data in each case are obtained by run-
ning the forward model with the true source location and recording the contaminant
concentration at the points in the domain that are defined as ‘sensors’.
The physical domain used in the source inversion simulations in this chapter is
the two-dimensional channel that was first defined in Chapter III. This channel is 6
m long and 2 m wide and discretized into 1281 uniform cells of dimensions 0.1 x 0.1
meters each. As with the analytical test cases, the possible parameter values are
confined to the interior cells to avoid problems with the forward finite differencing
scheme. Therefore only cell centers in the range of 0.1 ≤ x ≤ 5.9 and 0.1 ≤ y ≤ 1.9
are included in the parameter space defined for f = (xs, ys). The simulations in this
chapter assume laminar flow with the boundary conditions given in Table 5.1.
Table 5.1: Boundary conditions for source inversion of parameters (xs, ys)
Boundary p (m2/s2) U (m/s) C (units)
inlet zero gradient parabolic, Umax = 2 fixed value, C = 0
outlet fixed value, p = 0 zero gradient zero gradient
walls zero gradient fixed value, U = 0 zero gradient
The contaminant in all cases is a point source (continuous or instantaneous) re-
leased at coordinates (xs, ys) = (2, 1) starting at ts = t0 = 0 seconds. To simulate
this, the passive scalar transport equation, Eqn. (2.3) is used with the source function
f provided by either Eqn. (2.5) for a continuous release or Eqn. (2.4) for an instant
release. The optimization is carried out using Eqn. (3.3) as the objective function
and a regularization parameter of σ = 1×10−5. As with the analytical test problems,
forward finite differencing is applied for the gradient-based optimization using the
distance ds to the adjacent east and north cells of the current cell as the step-size h.
With the regularly spaced grid implemented herein, this corresponds to h = 0.1 in
both the x− and y−directions. The time-step ∆t used in all of these simulations is
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0.04 seconds, which maintains the Courant number at a value well below 1.
5.2 Influence of Flow Characteristics on Optimization Per-
formance
As was shown in Chapter IV, the relative performance of the Fletcher-Reeves Con-
jugate Gradient solver CONMIN and the quasi-Newton solver OPT++ varies with
the specific functional being optimized. In that chapter it was shown that the Conju-
gate Gradient Fletcher-Reeves algorithm implemented in CONMIN performed more
accurately with the simplified Ackley function, which contained a wider range of gra-
dient magnitudes and a more concentrated and steep descent to the minimum, whilst
the shallower and uniformly varying Sphere function was better optimized with the
quasi-Newton method applied in OPT++. With either solver, the optimization may
be completely accurate if a ‘good’ starting guess f0 = (x0, y0) is chosen. The problem
of course is that a good starting guess is not always obvious or predictable. Again,
this was shown in Chapter IV in regards to the analytical test optimization problems,
in which the numerical optimization failed for a number of randomly dispersed initial
starting points, especially when the possible parameter values were restricted to the
discretized grid cell centers.
The requirement of a good starting point can be even more stringent for the source
inversion functionals. This is because the shape of the functional, which directly
influences the performance of the gradient-based optimization, is highly dependent
on the characteristics of the source inversion problem. These characteristics include
the ambient flow velocity, diffusivity, and dimensions of the channel. The location
and number of sensors in the domain are additional factors influencing the functional
shape, which will be addressed in Section 5.4. As previously discussed, gradient-
based optimization works best with continuous and convex functionals, in which a
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smooth descent to a global minimum can be delineated by the optimization scheme.
Many combinations of the influencing source inversion characteristics will result in a
functional topography that highly deviates from this ideal, as will be shown.
The influential flow parameters can be symbolized by the Péclet number, a non-
dimensional number that represents the relative influence of advection and diffusion





where L is the characteristic length scale and D is the diffusion coefficient in units
of [m2/s]. A high Péclet number indicates a flow that is dominated by advective
processes, while a low Péclet number indicates that diffusion is the dominating phe-
nomenon. The shape of the objective function governed by Eqn. (3.3) is highly sensi-
tive to this parameter and therefore the success of the inverse optimization problem
is directly dependent on its selection. If the Péclet number is too low, diffusion will
quickly dilute the contaminant over the domain and the objective function may not
have an adequately defined minimum or strong enough gradients for the optimizer to
succeed. If the Péclet number is too high the functional will not be ideal either, as the
weak signal strength obtained from the sensors will lead to a loss of information and
a functional surface that is not appropriately convex. In this case the effective search
area in which the minimum can accurately be converged upon will be constrained to
a small region of the domain, rendering a randomly guessed starting point less likely
to lead to successful trajectory to the global minimum. Also note that increasing the
Péclet number is analogous to widening the channel in the case of boundary sensors,
as the signal is similarly reduced. Therefore examining the effects due to larger Péclet
numbers can be extrapolated to the case of a wider channel.
Examples of two-dimensional functional contours obtained at three different Péclet
numbers are shown in Fig. 5.1. Here, the Péclet number is determined by taking
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the length of the channel to be L and the characteristic U to be 1
2
Umax. All of
these cases assume isotropic diffusivities, in which the transverse diffusion coefficient
DT is equal to the longitudinal diffusion coefficient DL. Four sensors are located at
coordinates (3, 0), (3, 2), (4, 0) and (4, 2). Figure 5.1(a) shows the functional contours
for a relatively small Péclet number of 0.6. In this case the high diffusivity creates
a functional with a ‘bowl’ containing the minimum that is wide in the transverse
direction and narrow in the longitudinal direction, amidst a much flatter surrounding
region. As a result, the ideal, convex region of the domain is confined to a narrow
region around the minimum. Similarly, the strong advection in the case of a Péclet
number of 600 (Fig. 5.1(c)) results in a region downstream of the sensors that is nearly
completely flat, also an impediment for a gradient-based optimizer. In addition, while
the sides of the functional upstream of the sensors are highly sloped, the gradients in
the direct vicinity of the minimum are relatively mild, which cause the optimizer to
have a harder time zeroing in on the exact minimum. A more ideal functional is given
with a Péclet number of 6 (Fig. 5.1(b)), where in this case the region surrounding the
minimum contains gradients that are more uniformly and symmetrically distributed
around the minimum, and the convex region extends over a greater area of the domain.
A further consideration is anisotropy of the diffusion coefficients. In modeling a re-
alistic channel, the diffusion coefficients would be replaced by dispersion coefficients
in order to account for transverse and longitudinal mixing, whereas the longitudi-
nal dispersion would be expected to be larger than the transverse dispersion. This
anisotropy leads to changes in the functional as well. Specifically, a relatively larger
longitudinal diffusion/dispersion coefficient will create a more narrow, trough-shaped
objective function than in the isotropic case, again creating an less than ideal func-
tional from the standpoint of gradient-based optimization.
In summary, the optimization sensitivity to the Péclet number is a compounding
factor that causes additional difficulties with the gradient-based optimization meth-
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Figure 5.1: Comparison of functional contours with a Péclet number of 0.6 (a), 6 (b)
and 600 (c).
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ods, along with the previously discussed issues regarding the discretization of the
parameters and the numerical gradients. These factors lead to significant limitations
regarding the gradient-based optimization approach in some source inversion cases,
as will be shown in the results below.
5.3 Results for the Two-Dimensional Case
In this section, four main cases are tested with both CONMIN and OPT++:
[1] Continuous release of q̇ = 2000 units/s with isotropic diffusivity ofDT = DL = 1
m2/s.
[2] Continuous release q̇ = 2000 units/s with anisotropic diffusivities of DT = 1
m2/s and DL = 0.1 m
2/s.
[3] Instantaneous release of q = 80 units with isotropic diffusivity of DT = DL = 1
m2/s.
[4] Instantaneous release q = 80 units with anisotropic diffusivities of DT = 1 m
2/s
and DL = 0.1 m
2/s.
In all of these cases four sensors are located at the coordinates (3, 0), (3, 2), (4, 0) and
(4, 2) and the observation time is 10 seconds. The sensor observations corresponding
to these scenarios are shown in Fig. 5.2, where subfigures (a)-(d) correspond to Cases
[1]-[4] described above. Due to the location of the source, which is equidistant from
the pairs of sensors located on either side of the channel, the sensors at x = 3 m and
x = 4 m measure the same concentration values, resulting in only 2 visible lines in
Fig. 5.2(a)-(d).
Firstly, the results for Case [1] are compared for the CONMIN and OPT++ solvers
in Fig. 5.3. This figure depicts the final optimization convergence error ζ in terms
of the distance between the true source location (xs, ys) and the final optimization
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Figure 5.2: Contaminant concentration measured by the 4 boundary sensors. Cases
[1]-[4] correspond to subfigures (a)-(d).
parameters (xf , yf ), as a function of initial guess f0. Note that the true source location
is marked by the white circle and the red +’s indicate the sensor locations.
The source inversion algorithm in this case is completely successful at 21% of
the tested starting guesses with CONMIN optimization and 35% of the OPT++
optimization tests. For 61% of the CONMIN starting points and 63% of the OPT++
starting points, the solution converges to less than or equal to 0.2 m from the true
source. Practically speaking however, in a uni-directional flow it can be reasonably
assumed that the source originates upstream of the sensor data record that contains
the peak value of C. With the sensor data given in Fig. 5.2 this would restrict the
possible initial points to the region where x ≤ 3, however for generality the analysis
herein considers the sub-domain of ‘upstream’ points to be those within the range
0 ≤ x < 4 m. Restricting the the values of x0 and y0 to this subdomain results in an
error of less than or equal to 0.2 m in 66% and 67% of the starting locations for the
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CONMIN and OPT++ optimizers, respectively.
Figure 5.3: Convergence errors for a continuous point source and DT = DL = 1 (Case
[1]) with CONMIN (a) and OPT++ (b) optimization.
While the convergence accuracy of CONMIN and OPT++ are similar for this case,
the run-times are typically longer with OPT++, at an average convergence time of
6.3 minutes vs. 5.2 minutes with CONMIN. As noted previously, these times should
be used for relative comparisons only, as the overall convergence time is a factor of
the computing platform used and the number of processes run on the computer at a
given time, the latter of which was not strongly controlled for in these experiments.
The results of Case [2] are presented in Fig. 5.4, where again subfigures (a) and
(b) correspond to the CONMIN and OPT++ convergence errors, respectively. As
predicted, the anisotropic diffusivities in these cases lead a much smaller radius of
convergence for both methods. The number of successful trajectories using CONMIN
is now only 2.6% of all the tested points, and only increases to 3.4% when considering
points upstream of 4 m alone. Defining an acceptable error of ζ ≤ 0.2 does not lead to
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many more successful trajectories, as the errors exceed this minimum value in 91.2%
of cases considering all points and 87.6% of the cases for points upstream of 4 m.
OPT++ fares better over a wider range of starting points than CONMIN in this
case, with a total of 15% and 17% of completely accurate trajectories out of all the
test points and upstream test points respectively, and 23.4% and 26.7% of trajectories
meeting the ζ ≤ 0.2 criteria for all and upstream test points, respectively.
The mean run-time is again less for CONMIN, 2.7 vs. 3.9 minutes for Opt++.
However it is clear that there are many more ‘bad’ trajectories with the CONMIN
solver than the OPT++ solver, and thus the possibility exists that shorter CONMIN
run-times may be correlated with less accurate trajectories. In order to investigate
this, the mean times were also calculated and compared for the successful (ζ = 0) vs.
‘failed’ (ζ > 2) trajectories and indeed found to be typically longer for the successful
trajectories. This topic is discussed in Section 5.3.1, and the mean convergence times
calculated for the various cases, error categories and solvers is presented in Table 5.3.
Results for an instantaneous, isotropic release (Case [3]) are shown in Fig. 5.5.
Interestingly, the percentage of completely successful trajectories considering all pos-
sible starting points is higher than the results for Case [1]: 49.2% for CONMIN and
58.8% for OPT++. These numbers increase to 57.6% and 66.9% when considering
initial points in the upstream region x < 4 m. Increasing the error tolerance to
ζ ≤ 0.2 m, the percentage of all successful starting points increases to 64.9% and
77.5% for CONMIN and OPT++, respectively, and to 75.4% and 87.6% for points
x < 4 m. The better performance of both optimizers in this case is attributed to
the altered shape of the functional as a result of the instantaneous release, whereas
the instantaneous source creates a more ideal, convex functional than the continuous
source. The OPT++ solver again takes longer to converge for this case: an average
of 6.3 minutes vs. 5.2 minutes per trajectory for CONMIN.
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Figure 5.4: Convergence errors for a continuous point source and DT = 1, DL = 0.1
(Case [2]) with CONMIN (a) and OPT++ (b) optimization.
Figure 5.5: Convergence errors for a instantaneous point source and DT = DL = 1
(Case [3]) with CONMIN (a) and OPT++ (b) optimization.
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Comparing the results of the two optimization methods in Figs. 5.4 and 5.5, it
is clear that CONMIN suffers more from the problem of getting ‘stuck’ in the initial
cell, particularly along the boundaries downstream of the first sensor set. The better
performance of the OPT++ algorithm is due to its tendency to take larger jumps from
one iteration to the next. This ‘skipping around’ frequently enables the trajectory to
escape the problematic downstream regions of the functional in order to end up in
region more amenable to optimization. However, this tendency to take large, random
steps can backfire, as many of the trajectories initiated in the problematic regions end
up farther from the minimum than they started due to ‘jumping’ in a direction that
sends it into an even less favorable region of the domain at a distance even further
from the minimum. This phenomenon typically does not occur in CONMIN. Rather,
when the gradient information is not sufficient to move the trajectory towards the
minimum, the trajectory frequently ends up terminating near to the location in which
it started.
The Case [4] results are shown in Fig. 5.6. The CONMIN optimization results
are the least robust of all the tested cases for this scenario. A mere 2.1% and 1.9%
of trajectories are completely successful with respect to all and upstream points,
respectively. Most of these successful starting points are confined to the cells in the
immediate vicinity of the true source, although a number of downstream points in
the center of the channel are also able to successfully converge. Interestingly, this is
the only tested case where the percentage of successful trajectories is lowered, albeit
slightly, by considering upstream points only. When considering errors in the range
ζ ≤ 0.2, the CONMIN convergence success increases slightly to 6.1% and 7.2% for all
and upstream points, respectively.
OPT++ on the other hand actually performs better with the lower transverse
diffusivity than in the isotropic instantaneous release case shown in Fig. 5.4(b). In
this case converging with 100% accuracy in 20% and 21% of all and upstream points.
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Figure 5.6: Convergence errors for a instantaneous point source andDT = 1, DL = 0.1
(Case [4]) with CONMIN (a) and OPT++ (b) optimization.
For ζ ≤ 0.2, the success increases in 35.9 and 35.1% of all and upstream points,
respectively. And as in the previous cases, the mean run-time with Opt++ is longer
(4.3 vs. 2.8 minutes).
The difference between the two methods is most pronounced for this final case,
with Opt++ clearly outperforming CONMIN. Although the difference in mean run-
time is also most drastic, the quicker run-time with CONMIN is irrelevant given its
high rate of errors.
5.3.1 Comparison and Discussion of Case Results
Compilations of the convergence errors for Cases [1]-[4] are given in Table 5.2
and comparisons of the run-times are shown in Table 5.3. In order to determine if
the mean times were correlated to the accuracy of the trajectory (i.e. more accurate
trajectories taking longer to converge), the mean times are also compared based on
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their corresponding optimization convergence errors. For example, the times of all
the trajectories that were completely accurate (ζ = 0) are compared in column 2 of
Table 5.3. The mean CONMIN run-times were longer for the accurate trajectories in
all cases, by an average of 12-48 seconds per trajectory, indicating that the shorter
mean convergence times for the CONMIN solver are in part due to the fact that the
trajectories tend to terminate prematurely compared to the OPT++ solver.
There is less of a relationship between the mean convergence times and the success
of the trajectories in the OPT++ case. While there is a slight increase in mean run-
time in Cases [3] and [4] of 30 and 24 seconds, respectively, the successful trajectories
on average converged slightly faster in Case [1] and there was no difference in the
mean times for the accurate and most erroneous categories in Case [2].
Of course it should be noted that the sample sizes for the accurate trajectories in
Cases [2] and [4] are much smaller than that of the ‘failed’ trajectories using either
method. Hence it should be reiterated that in light of the many factors influencing
the mean trajectory convergence times, the numbers in Table 5.3 are included for
rough comparison purposes and should be viewed as broad indicators only.
Table 5.2: Percentages of trajectories by convergence error
All points x < 4 m
ζ = 0 ζ ≤ 0.2 ζ = 0 ζ ≤ 0.2
Case [1] CONMIN 20.9% 61.4% 23.5% 65.6%
OPT++ 34.6% 63.1% 36.7% 66.8%
Case [2] CONMIN 2.6% 8.8% 3.4% 12.4%
OPT++ 15.0% 23.4% 17.0% 26.7%
Case [3] CONMIN 49.2% 64.9% 57.6% 75.4%
OPT++ 58.8% 77.5% 66.9% 87.6%
Case [4] CONMIN 2.1% 6.1% 1.9% 7.20%
OPT++ 20.0% 35.9% 21.1% 35.1%
Comparing the percentage of accurate trajectories for all the cases (Table 5.2) it is
clear that OPT++ is more reliable and accurate than CONMIN for all of the tested
scenarios. The superior performance of OPT++ is most obvious for the relatively
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problematic functionals in Cases [2] and [4]. As discussed above, this difference can be
attributed to the quasi-Newton algorithm’s tendency to make ‘jumps’ in the trajectory
that help the trajectory escape the most intractable regions of the functional surface.
CONMIN by comparison tends to get stuck quickly in the difficult parts of the domain
and as a result ends up terminating the trajectories near the initial test point.
Table 5.3: Two-dimensional source inversion mean convergence times (minutes).
All ζ ζ = 0 ζ > 2
Case [1] CONMIN 5.2 4.8 4.0
Opt++ 6.3 6.5 6.7
Case [2] CONMIN 2.7 2.6 2.4
Opt++ 3.9 4.0 4.0
Case [3] CONMIN 5.0 5.7 4.2
Opt++ 6.2 6.3 5.8
Case [4] CONMIN 2.8 2.9 2.4
Opt++ 4.3 4.6 4.2
From the above analysis it is also clear that the functionals in Cases [1] and [3]
are more reliably optimized by either of the tested gradient-based methods than the
anisotropic cases [2] and [4]. These results can be better understood by examining
and comparing the respective functional topographies for all of the test cases. The
functionals corresponding to Cases [1]-[4] are shown as surface plots in Fig. 5.7(a)-(d)
and as contour plots in Fig. 5.8(a)-(d).
As discussed above, the effect of the anisotropic diffusivities on the functional
is to create a long, trough-like area with mild gradients in the region surrounding
the minimum, which represents the true source location. While the mild gradients
are challenging for the optimizer on their own, an additional encumbrance is the
presence of a local minimum in Case [2] (Fig. 5.8(b) and Fig. 5.7(b)) which leads
to poor results for both the CONMIN and OPT++ optimizers. To a lesser degree,
the corresponding region in Case [4] is also problematic, as it is not quite a local
minimum, yet still contains relatively mild gradients in the longitudinal direction
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Figure 5.7: Functional surface plots. Subfigures (a)-(d) correspond to Cases [1]-[4].
compared to the transverse direction. The poor performance of the optimizers in
these 2 cases, particularly the CONMIN optimizer, may be improved by additional
manually scaling of the parameters in DAKOTA as discussed in Chapter III to deal
with the strongly asymmetric gradient fields.
5.4 Effect of Sensor Numbers and Location
As has already been shown, the performance of the gradient-based optimization
is influenced by the selection of the Péclet number in addition to the difficulties in
adequately representing the gradient field and the issues related to the discretized
parameters. This section discusses another complicating factor in determining the
success of the algorithm: the number of sensors and their locations within the domain.
In order to demonstrate the effect that the sensor numbers and locations have
on the functional, the functional surfaces corresponding to several possible sensor
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Figure 5.8: Functional contours. Subfigures (a)-(d) correspond to Cases [1]-[4].
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configurations are plotted, holding all other factors constant. In each of these cases,
isotropic diffusivities ofDT = DL = 1 m
2/s are used and the point source is continuous
and located at coordinates of (2, 1) as in the previous cases.
Figure 5.9(a) shows the functional surface corresponding to Case [1] above. As
was already shown, this functional is relatively easy to optimize compared to the other
cases, and the results using gradient-based techniques were fairly accurate regardless
of the initial starting point f0. However the optimization is still not 100% accurate,
and small errors result in many of the trajectories. By contrast, Fig. 5.9(b) is a
functional surface corresponding to the situation where every discretized point in the
domain is defined as a sensor. The complete information field in this case results in an
ideal function, with a large convex region that is highly optimizable via gradient-based
methods regardless of the initial guess.
At the other extreme, Fig. 5.9(c) shows the functional surface for a scenario in
which there is a single sensor located at the boundary at coordinates of (3, 0). In this
case the functional surface becomes highly distorted and the region surrounding the
true minimum contains small pockets of local minima. The contours corresponding
to Fig. 5.9 are also shown for comparison in Fig. 5.10, where there relative gradient
fields are easier to discern.
Given the difficulties encountered with the lower diffusivities and/or wider chan-
nels, it is reasonable to assume that moving the sensors towards the center of the
channel may serve to increase the performance of the gradient-based optimizer. An
example of a functional with midstream sensors in shown in Fig. 5.9(d), where the 4
sensors are located at coordinates (3, 0.75), (3, 1.25), (4, 0.75) and (4, 1.25). In gen-
eral, sensors that are located midstream will create more complex functional surfaces
due to the creation of local maxima at the points where they occur, and therefore
one of the benefits of placing the sensors at the boundaries is that the functional is
more likely to approximate a convex surface. In this example, the position of the
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Figure 5.9: Functional surfaces corresponding to 4 boundary sensors (a), sensors lo-
cated at every point (b), 1 boundary sensor (c) and 4 midstream sensors
(d).
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Figure 5.10: Comparison of functional contours with for the case of 4 sensors (a),
sensors at every point (b), a single boundary sensor (c) and 4 midstream
sensors (d).
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midstream boundary sensors results in the development of a local minimum between
the two most upstream sensors. Even with the complication of the local minimum
however, the overall results are improved for the midstream sensors in this case due
to the stronger contaminant concentration signal received at these locations, with the
caveat that the starting location should not be in the region surrounding or between
the sensors. Using points upstream of the sensors only, the optimization correspond-
ing to Case [1] with midstream sensors and CONMIN optimization is completely
accurate in 54.4% of the starting points and accurate to within 0.2 m in 80.6% of the
starting points. These results are shown in Fig. 5.11 and should be compared to the
Case [1] CONMIN results in Fig. 5.3(a).
Figure 5.11: Case [1] convergence errors using midstream sensors and CONMIN op-
timization.
5.5 Hybrid Optimization Source Inversion
It is clear at this point that given the myriad obstacles involving the functional
sensitivity to input parameters in addition to the discretization and gradient issues,
gradient-based methods are not a robust method for the source inversion problem in
CFD. Yet while the derivative-free methods introduced in Chapter III offer alternative
methods of optimization that circumvent these issues, they come with the disadvan-
tage of typically requiring much longer convergence times. In light of the respective
limitations of the gradient-based and derivative-free optimization approaches, it is de-
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sirable to combine the benefits of both methods into one, in what is termed a hybrid
minimization approach. In hybrid optimization, two or more optimization algorithms
are applied in succession to a single problem. In this case, first a global, derivative-
free minimization routine is used to explore the parameter space and locate an ideal
starting point for the gradient-based optimizer. The gradient-based optimizer then
begins its iterations with the improved starting guess.
A hybrid approach similar to the one tested in this work was used for large-scale
atmospheric source inversion by Addepalli et al. (2001), as was mentioned in the
introduction. They first applied a stochastic derivative-free optimizer to find an ideal
starting location for the gradient-based optimization, in what they termed the convex-
continuous-differentiable region of the functional space. They redefined the objective
function for the initial derivative-free search in order to account for the large-scale
domain and presence of zero-value measurements at some sensors. Their forward
model was a Gaussian Plume model and the gradient-based method they employed
was a Newton optimizer. Other researchers (Mahinthakumar and Sayeed (2006),
Yeh et al. (2007)) have applied hybrid optimization approaches to the groundwater
contaminant plume problem.
In this work the derivative-free solver used is an Evolutionary Algorithm included
in the DAKOTA toolkit: the Common Optimization Library INterface Evolution-
ary Algorithm (COLINY-EA). A brief overview of Evolutionary Algorithms is given
below. More detailed background on EA methodology is provided in the text by
Sivanandam (2008).
5.5.1 Evolutionary Algorithms
Evolutionary Algorithms (EA) are based on the Darwinian concept of survival of
the fittest. The process involves defining an initial population which is determined
by random seed values. The functional is evaluated at all of these points in the
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parameter space, and the most optimal, or ‘fit’ parameters sets are retained and
allowed to ‘breed’, spawning a new generation of points at which to test. This process
continues in an iterative fashion until the convergence criteria is reached. The general
EA process is shown in the flowchart in Fig. 5.12.
Figure 5.12: Flowchart of a basic Evolutionary Algorithm.
Evolutionary algorithms are stochastic in nature, vs. the deterministic approach
adopted by gradient-based optimization. Since they are population-based algorithms,
they always store a number of solutions and draw from these previous values in order
to come up with new and improved parameters. The main operators used to do this
are crossover and mutation. Crossover is an operator that recombines one or more
parent solutions in order to generate ‘children’. Mutation is an operator which per-
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turbs a solution, resulting in a new solution to be tested. The main difference between
these two operators is that the crossover operator is applied to several solutions while
mutation deals with only a single solution.
While there are several variables that influence the EA process, such as the
crossover rate, mutation rate, fitness type, crossover type, replacement type, ini-
tialization type and mutation type, one of the most basic user-defined parameters
affecting the outcome of the EA is the population size. If the specified population
size is too small, the EA output may not be a sufficient initial parameter combination
for the gradient-based optimizer, leading to the same issues that were encountered
with the straight gradient-based optimization methods implemented above. However,
setting these values too large will result in an unacceptably long run-time.
A final important distinction between gradient-based and derivative-free optimiza-
tion is in reference to the initial starting point. Where the result of the gradient-based
optimization is highly dependent on the initial starting guess, the Evolutionary al-
gorithm’s method of ‘seeding’ the domain with a specified number of test points
generated at random locations leads to an outcome of the EA optimization procedure
that is independent of the initial location chosen. This is a significant benefit over
the straight gradient-based approach. Additionally, non-ideal functionals with com-
plicated topography are less problematic, given that the initial population is large
enough to adequately explore the parameter space.
5.5.2 Hybrid Results for the Two-Dimensional Cases
The 4 cases that were presented in Section 5.3 are repeated in this section using
the hybrid approach. Each case is again assessed using CONMIN and OPT++ as
the gradient-based algorithm in the hybrid process. With the goal of reducing the
overall convergence times, the hybrid method was initially tested using a single iter-
ation of the EA and a conservative population size of P0 = 10. Due to the stochastic
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nature of the EA and independence of the hybrid results with respect to the starting
location, the accuracy and robustness of the hybrid method must be assessed in a
different manner than for the gradient-based only simulations. Therefore to investi-
gate the accuracy and reliability of the hybrid method each source inversion case was
repeated for a total of 100 trials. The statistics regarding the convergence accuracy
and computational time based on these trial results are shown in Table 5.4. The
convergence errors for each of the cases are also depicted in terms of histograms in
order to visualize the accuracy and reliability of the hybrid method.
The final convergence errors for Case [1] are shown in Fig. 5.13, were subfigures
(a) and (b) again correspond to CONMIN and OPT++ respectively. Overall the
mean and maximum convergence errors were similar for CONMIN and OPT++, but
a higher percentage of the inversion runs resulted in ζ ≤ 0.2 in the OPT++ case, at
80% vs. 69% for CONMIN. The mean convergence times were very similar as well,
both taking a little over 3 minutes per inversion.
Figure 5.13: Case [1] histograms of the convergence error using the hybrid optimiza-
tion approach.
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The hybrid results corresponding to Case [2] are shown in Fig. 5.14. As for the
straight gradient-based optimization results, this source inversion was less successful
for this case than for the first. Overall there is little difference between the two
gradient-based optimization methods, with both leading to roughly a quarter of the
100 trials terminating with ζ ≤ 0.2 in approximately 3 minutes. The similar results
CONMIN and OPT++ for this case and the others is not surprising. Since the main
benefit of OPT++ is in regards to successfully navigating the optimization trajectory
out of less favorable regions of the functional surface, it is expected that this benefit
will not be as important in the hybrid approach, where ideally the gradient-based
optimizer does not ‘take over’ the optimization process until the EA has located a
point in the general convex region of the functional for it to start its trajectory.
Figure 5.14: Case [2] histograms of the convergence error using the hybrid optimiza-
tion approach.
It also can be seen from Fig. 5.14 that there is quite a bit more spread in the
convergence errors as compared to the results of Case [1]. While in Fig. 5.13 the
errors were all confined to ζ < 0.75, there were several hybrid optimization runs that
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resulted in errors up to 2.75 for Case [2]. From a reliability standpoint, these findings
are not much better than the gradient-based only optimization results, and in fact,
due to the random outcome of the hybrid optimization process, can be considered
worse. That is, given one optimization run, there is a greater level of predictability
and control in the gradient-based only approach compared to the hybrid approach.
In the former case, if additional information about the flow, sensor locations and
contaminant plume can be used to reduce the entire domain to a smaller region
that is likely to contain the source, the gradient-based method is more likely to be
successful than in the latter case, where the initial guess is not needed but where
there is a risk that the hybrid optimization will randomly converge with a large error.
Table 5.4: Statistics generated from 100 hybrid source inversion test runs.
Case G-B solver, notes mean(ζ) max(ζ) ζ ≤ 0.2 (% of trials) mean time (min)
[1] CONMIN 0.17 0.70 69 3.27
Opt++ 0.15 0.60 80 3.35
[2] CONMIN 0.52 2.38 24 2.85
Opt++ 0.63 2.75 25 3.21
[3] CONMIN 0.02 0.30 98 5.81
Opt++ 0.04 0.41 92 3.95
[4] CONMIN 0.70 1.90 19 3.17
Opt++ 0.71 1.70 23 3.27
Opt++, 3 iters 0.54 1.40 33 4.01
Opt++, 3 iters., 2x pop. 0.41 1.50 38 5.57
Opt++, 3 iters., 3x pop. 0.44 1.50 33 5.46
The Case [3] hybrid results are shown in Fig. 5.15. The outcome of the 100
test trials was highly successful with this scenario, with both the gradient-based
optimization methods converging to ζ ≤ 0.2 in over 90% of the trials. This example
is also the sole case where CONMIN outperformed OPT++, although this finding is
subject to the randomness of the trial outcomes in general. CONMIN also had the
longest of the hybrid mean run-times in this case: 5.81 minutes vs. 3.95 minutes for
OPT++. In both cases, the maximum errors were confined to ζ < 0.41. It is difficult
to draw direct comparisons between the gradient-based only trajectory results and
the hybrid results due to the fact that the odds of success in the former case are to a
153
large degree a function of the starting location, while in the latter case they are more
random. However, given that the maximum error in the hybrid results for this case is
still relatively low, it can be concluded that the hybrid optimization is more reliable
in this case given that a ‘good’ starting guess is not known for the gradient-based
optimizer.
























Figure 5.15: Case [3] histograms of the convergence error using the hybrid optimiza-
tion approach.
The hybrid results for Case [4] are shown in Fig. 5.16. The results for this case
are also very similar between CONMIN and OPT++, and overall quite similar to
the results in Fig. 5.14, although the maximum errors in this case are slightly less
(1.9 with CONMIN vs. 2.75 via OPT++ in Case [2]). Again there is quite a bit of
spread in the optimization errors and the odds of the hybrid optimization converging
to the correct source location are not much higher than the odds of the method
converging to a location nearly 1.5 meters away. Again, when drawing conclusions
between the reliability of the hybrid methods and the gradient-based only methods,
the availability of a good starting guess must be taken into consideration. Fig. 5.6
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shows that for using the OPT++ solver, there is a radius of convergence of roughly
0.6 meters, in which the trajectory will converge to either the exact source location
within a very small error range if the gradient-based optimizer is initiated in that
region. Additionally, the OPT++ method is able to successfully converge for several
points throughout the rest of the domain. When comparing these findings to the
hybrid results using OPT++ or CONMIN, it can be concluded that the results of
the hybrid method are much less predictable, as in many cases the final output of
the EA is not in a region close enough to the radius of convergence to allow for the
gradient-based optimizer to successfully converge.
Figure 5.16: Case [4] histograms of the convergence error using the hybrid optimiza-
tion approach.
In order to determine if increasing the number of iterations or the population
size could increase the accuracy of the hybrid approach, 3 more variations of the
OPT++ Case [4] simulations were conducted. In the first, the number of iterations
was increased from 1 to 3. In the 2nd variation, the increase in iterations was combined
with doubling the initial population from 10 to 20. Finally, the 3rd variation included
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3 iterations and an initial population of 30. The results of these trial runs are also
included in Table 5.4.
While increasing the number of iterations led to a slight decrease in the mean
and maximum errors, adding to the initial population had little effect other than
increasing the run-time. It can be concluded that the number of iterations is a more
important factor than the initial population size in this case. The possibility of further
increasing the number of iterations to increase the reliability of the hybrid method
exists, although it will coincide with longer times to convergence.
5.6 Model Predictive Control Approach
A final variation of the gradient-based source inversion is presented in this section,
based on the concepts applied in the field of Model Predictive Control (MPC). Model
Predictive Control describes the process by which a predictive (forward) model is
used to optimize a trajectory over a defined simulation period, known as the finite
prediction horizon. However, the output of the optimization is not the optimal con-
ditions at the end of this prediction horizon. Instead, the output of the optimization
trajectory at the first step is used to update the optimization problem with new infor-
mation and reiterate the procedure. Thus, MPC optimizes over a designated period
ahead of the current time period, but regularly corrects the optimization trajectory
to account for the current conditions as well as the future predicted behavior of the
system given by the forward model, allowing for the continuous incorporation of new
information into the optimization problem. The theory of MPC is discussed further
in the Boundary Control section of this work (Chapter VII).
Applied to the source inversion problem, the MPC approach tackles the issue first
introduced in Chapter III regarding the discrepancies between the optimizer and CFD
optimization trajectories. As was discussed in Section 3.6.1, this problem arises due
the discrete spatial and temporal parameters and the black-box coupling between
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the optimizer and CFD model. These discrepancies were accepted as part of the
discretization errors in the above simulations. However, these errors can be mitigated
via the MPC approach, by which the optimizer makes a single trajectory step, the
CFD model finds the nearest cell-centered point to the endpoint of that trajectory,
and the optimizer is re-started from the cell-centered grid point, thus eliminating the
discrepancy between the location the optimizer believes it is obtaining information
and the actual location being evaluated in OpenFOAM.
This process is illustrated in Fig. 5.17, where the green dots denote the optimiza-
tion initial trajectory points and the red dots indicate the final trajectory points after
one iteration of the optimizer. The solid blue lines show the path that the trajectory
takes over one iteration of the optimizer, while the dashed blue lines show the correc-
tion that is made from the optimization-determined trajectory point to the nearest
cell center on the grid.
This approach was applied to two cases of the above two-dimensional source inver-
sion simulations: Case [1] and Case [4]. In both cases, OPT++ was used as the
optimization method.
The results of the MPC Case [1] simulations are shown in Fig. 5.18. Two interest-
ing things are notable in these results compared to Fig. 5.3(b). First, a significantly
higher percentage of all the trajectories converge with no error with this approach:
44% vs. 35% for the continuous trajectory approach implemented above. When con-
sidering the points upstream of 4 m only, the percentage of successful trajectories
becomes 52% for no error and 73% for ζ ≤ 0.2, compared to 37% and 67% without
the MPC approach. Second, there is much more of a dichotomous relationship be-
tween the values of the errors. The downstream, boundary points all tend to converge
within an error of approximately 2.7 meters, with the remainder of the trajectories
converging to within 0.6 m of the minimum. There are no error values in between
these two error brackets, which indicates that the MPC approach tends to lead to
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Figure 5.17: Illustration of the process of stopping and restarting the trajectory af-
ter each iteration in order to correct for the discrepancy between the
optimization-requested test points and the grid-discretized test points.
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more of a ‘hit or miss’ outcome.
Figure 5.18: Case [1], OPT++ results using the MPC approach of restarting the
trajectory after each optimization iteration to correct for the discrete
vs. continuous parameter discrepancy.
Overall the MPC method improves the accuracy of the optimization for this case,
however the convergence times are also longer. The run-times with the stopping and
restarting of the optimizer average 9.1 minutes for all trajectories, vs. 6.3 using the
continuous trajectory approach. The completely successful trajectories averaged 9.0
minutes for convergence, while the unsuccessful trajectories took even longer at an
average of 14.9 minutes for ζ > 2. This long run-time can be attributed to the method
of implementing the MPC procedure, by which the process is not terminated until
the change in the output remains the same for 3 iterations. This is a problem when
the trajectory oscillates back and forth between two or more cells for a series of steps,
which is a frequent occurrence with problematic trajectories. A maximum number
of iterations is specified to kill the optimization in these cases, and thus the lengthy
run-times are the result of the optimization process continuing until the termination
criteria is reached.
Figure 5.19 shows the results of the MPC approach for the OPT++ Case [4].
The use of the MPC approach has a very different outcome in this case, reducing the
total percentage of completely accurate trajectories from 20% with the continuous
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trajectory approach shown in Fig. 5.6(b) to a mere 1%. The percentage of total
trajectories in which ζ ≤ 0.2 is reduced to 5% from 36%, and the upstream only
percentages that meet the ζ = 0 and ζ ≤ 0.2 criteria are reduced to 2% and 7% from
21% and 35%, respectively. These numbers are very similar to the percentages for
the CONMIN Case [4] in Table 5.2.
Figure 5.19: Case [4], OPT++ results using the MPC approach of restarting the
trajectory after each optimization iteration to correct for the discrete
vs. continuous parameter discrepancy.
One reason that the MPC approach leads to a worse outcome in this case can again
be explained by the particulars of the OPT++ quasi-Newton algorithm. As has been
discussed, the OPT++ optimizer tends to take a larger jumps in its trajectory to
sample distant points, especially when the optimizer is unable to retrieve sufficient
information after several consecutive iterations. When the optimization is restarted
at every iteration the algorithm does not recognize when it is struggling and hence
does not initiate the jumps in trajectory that in many cases allow the optimization
to converge to a greater degree of accuracy. Since the functional in Case [1] is more
ideal, the optimizer did not have to initiate the large steps and therefore the MPC
approach was beneficial. However, the functional in Case [4] is the most difficult
of the four test cases to optimize with respect to both solvers and in this case the
OPT++ optimizer frequently needs the benefit of the continuous trajectory approach
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in order to proceed towards finding the minimum.
Figure 5.20: Example of the difference in trajectories using the continuous trajectory
approach vs. the MPC approach of restarting the optimization after
every iteration at the nearest cell center to endpoint of the previous
step.
An example of this is shown in Fig. 5.20, which compares the trajectories for the
MPC and continuous trajectory methods in Case [4] from a starting point of (1.5, 0.7).
Subfigures (a)-(d) correspond to 2, 4, 6 and 21 trajectory steps for the continuous
optimization method. The MPC approach terminates after 6 iterations and thus
is shown at 2, 4 and 6 steps in subfigures (a)-(c), with no change in its trajectory
from subfigure (c) to (d). After 2 iterations (Fig. 5.20(a)), the MPC trajectory
lands at (1.5, 1.1) while the continuous trajectory ends up one cell above at (1.5, 1.2).
After 4 iterations, the continuous trajectory is actually further from the minimum
(denoted by the black dot) at coordinates of (1.3, 1.1), while the MPC trajectory has
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gotten stuck at the point (1.5, 1). The MPC trajectory stays at this point until the
optimization is terminated after 3 iterations of the same values being returned. The
continuous optimization trajectory however, continues to progress. The trajectory
lands on the minimum after 9 iterations, tests several nearby points, and converges
correctly (Fig. 5.20(d)).
Aside from illustrating the tendency of the continuous optimization to take larger
steps due to the algorithm’s assessment of the recent iteration values, this example
also suggests that small discrepancies between the optimization and CFD trajectories
can actually be beneficial for problematic functionals, as they keep the trajectory
progressing instead of prematurely terminating due to the optimizer getting stuck in
a single cell. That is, even if the optimization is temporarily sent in the opposite
direction of the minimum, the trajectory may end up in a location that allows for it
to converge correctly.
It also must be noted that the MPC method tested here did not incorporate the
nudging scheme implemented in the above, continuous trajectory results, and hence
the less accurate results in this case can also be in part attributed to this omission.
5.7 Summary and Discussion
In this chapter, the performance of several optimization approaches were com-
pared for continuous and instantaneous releases in a two-dimensional channel. The
discretization problems demonstrated in the previous chapter in addition to the oc-
currence of non-ideal functional surfaces have been shown to lead to significant dif-
ficulties with the gradient-based methods in some cases. The problem parameters,
including the Péclet number, number and location of sensors, are factors that greatly
influence the shape of the functional and thus its inherent optimizability. As a conse-
quence, gradient-based source inversion methods exhibit various degrees of reliability
and robustness. For some cases, such as a mid-range Péclet number with the pres-
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ence of an adequate number and location of sensors, both the tested gradient-based
inversion algorithms (CONMIN and OPT++) are quite robust, especially when con-
sidering starting points in the region upstream of the most downstream sensors. For
other cases, such as lower Péclet numbers and anisotropic diffusivities, gradient-based
methods in general are only reliable when the initial guess is very near the true source.
Overall, the quasi-Newton algorithm implemented in OPT++ was found to per-
form better than the FRCG method implemented in CONMIN for the tested source
inversion problems. Considering the results in the previous chapter for the Ackley
function this finding is somewhat surprising. In that example, CONMIN was shown
to be more accurate and reliable for the Ackley functional, and given that the flatter
outer regions of that functional more closely resemble the problematic functional sur-
faces in this chapter, it could be conjectured that CONMIN would also outperform
OPT++ for the source inversion problems. However, the Ackley function also was
uniformly graded in the x- and y-dimensions, which significantly facilitates the op-
timization procedure. One possible explanation for the more erroneous results with
CONMIM is that the CONMIN algorithm struggles more with the asymmetry in
the gradient field than OPT++. This issue of asymmetry can likely be improved by
implementing additional manual adjustment of scaling of the x and y parameters in
the DAKOTA framework, although outside of the automatic scaling that DAKOTA
offers, this possibility is not a very feasible one from a practical point of view. This is
because while methods of tuning the optimization routine to a specific problem can
greatly increase its performance, in the source inversion problem it is assumed that
very little is known about the functional a priori, and therefore tailoring the opti-
mizer to the problem is not a viable possibility in a realistic source inversion scenario.
Instead, methods need to be developed that are as robust and reliable as possible for
the most general of source inversion problems.
While OPT++ is the more accurate of the two tested gradient-based methods,
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this algorithm also takes a longer average time to converge in nearly every tested
case. While efficiency is a highly sought-after goal of the source inversion algorithm,
its value is negated if the results of the inversion are highly unreliable. Therefore,
CONMIN’s faster convergence times are not benefits in light of the lower overall
performance of that method.
The overall run-times for each trajectory using gradient-based methods were in the
range of roughly 3-6 minutes, although as has been stressed previously, these times
could likely be greatly improved by running the trajectories on a faster processor and
with no other processes being run at the same time.
A hybrid source inversion optimization approach similar to the method used by
Adepalli et al. for their Gaussian Plume source inversion was extended in this work
to the CFD model source inversion. When using the hybrid approach, the differences
between the CONMIN and OPT++ algorithms are largely eliminated, as when the
gradient-based trajectories are initiated in the near-source region their behavior is
similar. Surprisingly, the overall run-times using a single iteration of the EA and
a conservative population number of 10 were on average shorter compared to the
gradient-based only mean run-times. Hence for a small-scale problem at least, the
benefits of starting the gradient-based optimizer in a more favorable location outweigh
the costs of running the initial EA run. However, the results of the hybrid method in
many cases, particularly in regards to the ‘difficult’ functionals in which the transverse
diffusivities were lowered, are found to be highly variable and unpredictable. This is
in part due to the random nature of the EA algorithm, in which the various starting
population points may or may not lead to a starting guess for the gradient-based
optimizer that is in a favorable region of the functional. This is more likely to be
a problem with the functionals that do not resemble an ideal, convex surface. In
these cases, the presence of local minima and/or regions of low functional values
can pose a challenge to the derivative-free methods finding a point within a convex
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region surrounding the minimum. Also, the extremely small population and number
of iterations used in these tests undoubtedly is a major factor leading to some of the
poorer trajectory results. Increasing these parameters however, will likely lead to an
unacceptable convergence time.
The effect of regularly correcting for the errors between the optimization trajectory
and the cell-center tested points in the CFD model was also explored in this chapter.
While the results were greatly improved for an optimization problem characterized by
a more ideal functional surface, the results for a problematic functional inversion were
much less robust than the continuous trajectory approach. One problem with this
approach when employing the OPT++ solver is that the underlying quasi-Newton
algorithm, as has previously been shown, tends to take large jumps in the trajectory.
This skipping around frequently occurs after the trajectory oscillates back and forth
between two nearby points for several iterations. Instead of terminating the trajectory
when adequate progress is not made as CONMIN tends to do, OPT++ recognizes
when the trajectory is ‘stuck’ and takes a large step in an attempt to gather new
information. When the optimizer is re-started at every iteration, it doesn’t have the
previously stored records of failed attempts at the same locations, and thus it not
signaled to make the large step that frequently sends it to a more favorable region
of the domain. For this reason, updating the trajectory with the true test point at




Source Inversion in Higher Dimensions
The previous chapter dealt with the contaminant source inversion problem in two
spatial dimensions, making the assumption that the source strength and release time
were known in addition to the other flow parameters. While these results demonstrate
several of the numerical challenges encountered in the discretized source inversion
algorithm and provide insight into the differences in its performance as a function of
optimization method and starting guess, in a realistic problem additional parameters
must be recovered from the source inversion routine in order to fully reconstruct the
contaminant plume. Depending on the specifics of the contaminant release scenario,
the additional required parameters are likely to include the time of release, the source
strength, and the third spatial dimension. This chapter addresses the inclusion of
additional parameters to the source inversion routine and the particular challenges
that are faced in regards to optimization with respect to larger parameter spaces.
From a programming standpoint, the inclusion of additional source inversion pa-
rameters is the relatively simple matter of adding the variables to the optimization
routine along with their respective limits, and, in the case of applying gradient-
based optimization, including the estimation of their gradients. However, in practice
there are two significant impediments to inversely solving the contaminant transport
problem with increasingly large parameter spaces. The first is a computational one:
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regardless of the inversion technique, simply increasing the parameter space of the in-
version problem will add to the computational burden of the optimizer. Further, for
gradient-based optimization, each additional unknown parameter requires an addi-
tional run of the forward model in order to approximate the gradient of the objective
function with respect to that parameter. This leads to the source inversion run-times
becoming increasingly less feasible for real-time applications as the number of inver-
sion parameters increases. The third spatial dimension in particular adds a significant
amount of run-time to the inversion process. The problem of increased run-time and
required computational resources could be dealt with by exploring methods of im-
proving the efficiency of the model, such as using adjoint variables to compute the
gradient field. This is a possibility that is discussed in Chapter IX.
The second, and more serious, problem involves the tractability of the functional
itself. With each additional parameter added to the optimization process, the to-
pography of the functional becomes increasingly complex. As has been shown in the
previous chapter, the source inversion process is very sensitive to the characteris-
tics of the functional, and gradient-based methods in particular require a well-posed
functional that has the properties of continuity and convexity to facilitate successful
convergence. Extended to the higher-parameter space source inversion functionals,
additional methods such as restricting the search domain and improving the starting
guess are necessary in order to avoid many of these issues. However, even taking
these measures will not guarantee that the functional is well-posed, as will be shown
in this chapter.
Several examples are shown in this chapter that illustrate the performance of the
source inversion algorithm for problems of three or more parameters, and results
are shown for different combinations of inversion parameters and varying methods
of optimization. Functionals incorporating four or more unknown parameters are
impossible to plot, and it is therefore more difficult to visualize the problems that
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are created by the more complex functionals that result from these cases. However,
functionals of three variables can be plotted and analyzed in a similar manner as the
two-dimensional functionals when examined in the previous chapter, and several are
included below for this purpose.
6.1 Modeling Specifics
This section defines the modeling details used in the following source inversion
simulations. The time-step implemented is ∆t = 0.04 s, which maintains the Courant
number at around 0.80. The computational grid is the same as the channel used in
Chapter V, shown in Fig. 3.2.
As mentioned above, the inclusion of additional parameters in the source inversion
problem requires that they be added to the optimization routine with their respective
bounds. Gradient estimates of J with respect to these parameters must be carried
out when using the gradient-based solvers, and therefore a step-size h also must be
defined for these additional parameters. The importance of the initial guess has
been stressed in previous chapters, and although it has also been shown that several
random choices for the initial parameters may result in zero convergence error, the
most robust optimization results tended to occur when the initial guess is relatively
close to the true parameters. Thus, in order to expedite the optimization process and
to increase the chances of a successful inversion, it is desirable to reduce the parameter
space as much as possible using the information that is known about the source. To
this end, information deduced from the sensor data can be used to make a logical
first guess for the optimization trajectory, and the assumption that the ambient flow
field is known and steady can be also used to improve the initial trajectory guesses.
With this in mind, the bounds for the parameters are estimated using the information
assumed to be known about the problem a priori, and the logic behind these choices
is explained herein.
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6.1.1 Parameter Bounds and Gradient Step-Size
We begin with the bounds on the time and spatial dimensions, which can be
conservatively restricted using logic in regards to what is known about the problem.
For the spatial parameters, as was discussed in Chapter V, in a uni-directional flow
field it is expected that the source will have originated upstream of the x-coordinate of
the sensor with the highest C peak as determined by the simulated sensor data. This
coordinate represents the maximum value for xs and is denoted as xmax. Likewise,
the time of release cannot exceed the time of the first detectable sensor measurement.
This time provides a maximum for the bounds of ts, and is denoted as tmax. However
it has been found in this work that the optimizer performs better with the three-
parameter space problems when it is allowed to test points slightly above the time
designated by tmax, and for this reason a small value δt is added to tmax in some of
the following examples to increase the upper bound slightly above this limit.
The gradient step-sizes for the spatial dimensions are given by the cell-to-cell
distance ds as before. With respect to the time dimension, it is also logical to use
the time-step, ∆t, as the interval over which to approximate the gradient, as this is
the minimum possible h for this discretized parameter. In the time-dimension the
magnitude of the gradients tends to be significantly smaller than the gradients in
the spatial dimensions for many evaluated parameter combinations. It is therefore
necessary to use scaling with this parameter to force its evaluation relative to a
common scale with respect to the spatial and source strength parameters.
Unlike the spatial and temporal parameters, the initial source strength qs is treated
as a continuous variable in the optimization routine, and hence its bounds and gra-
dient step-size h are arbitrary as they are not restricted by the discretization of the
problem or the physical bounds of the system. However the choices for the maximum
and minimum source strength and gradient step-size should be chosen so that ade-
quate information in terms of the sensor measurements and the gradient estimations is
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provided to the optimizer. That is, the true source strength should be strong enough
to be detected by the sensors, and the gradient step-size used in the optimization
process should be large enough to result in a significantly measurable change in the
objective function with each gradient evaluation. However, a step-size too large will
lead to a poor representation of the gradient field, and there is a risk of leading the
trajectory in an erroneous direction based on a large gradient step, especially when
dealing with the complex, higher parameter-space functionals. The choice of h = 20
units used for the examples below has shown to generally be small enough to prevent
extreme errors in the gradient field while large enough to lead to a measurable change
in the objective function.
Figure 6.1: Functional corresponding to a case with parameters f = (xs, ys, qs), and
true parameters fT = (2 m, 1 m, 400 units)
An example of a functional with parameters xs, ys and qs is shown in Fig. 6.1.
This functional corresponds to an instantaneous source release of 200 units that occurs
at spatial coordinates of (2, 1) with an isotropic diffusivity of DT = DL = 1 m
2/s.
Notable in this example and in the subsequent higher parameter-space functional plots
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is the color scaling. In this case, the colorbar has been adjusted to show variations
within the range of −2 ≤ J ≤ 3. While the minimum value is well below 0 due
to taking the natural log of the functional, the majority of the functional values,
excluding those within the immediate vicinity of the minimum or the local maxima
caused by the sensors, fall within a very small range. The use of an h of 20 units
for example gives resulting numerical gradients with respect to the source strength
typically on the order of 10−4 to 10−6. As these gradients are frequently 2-5 orders
of magnitude smaller than the spatial gradients, the scaling option must be used to
ensure that the source strength gradient information is large enough in magnitude
to sufficiently guide the optimization trajectory towards the minimum. Even with
scaling however, there are regions of the functional whereby the objective function is
not changing appreciably due to the lack of information being supplied by the sensors.
A trajectory that is initiated or converges to these regions will have a difficult time
reaching the true minimum.
A summary of the parameter bounds are gradient step-sizes implemented in this
chapter are provided in Table 6.1.
Table 6.1: Source inversion parameter values
xs (m) ys (m) ts (s) qs (units)
min 0.1 0.1 0 0
max xmax 1.9 tmax + δt 800
h 0.1 0.1 0.04 20
6.1.2 Scaling
In previous examples, automatic scaling was shown to have inconsistent results,
and in some cases actually degraded the performance of the optimization. Hence, for
the two-dimensional source inversion problems in which the relative gradients in the x-
and y-dimensions did not consistently vary by several orders of magnitude, the scaling
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option was not implemented in DAKOTA. However, as mentioned above, the addition
of the time and source strength parameters leads to a vector of numerical gradients
∇J(f) containing elements that frequently vary by many orders of magnitude, and
hence scaling in these cases is required. For the reasons discussed in Chapter III, the
user-defined scaling option, while it allows for greater control and manipulation of
the optimization trajectory step-sizes, is not desirable for use in the source inversion
problem. This is mainly because the user-defined scaling must be performed on a
case-by-case basis, and therefore requires specific customization of the solver to a
particular functional. Instead, the inversions carried out in this chapter make use
of the automatic scaling option in DAKOTA, which maps the parameters space and
respective bounds to the interval [0 1].
6.1.3 Turbulence Modeling and Boundary Conditions
The previous chapter’s source inversion simulations were all carried out assuming
laminar flow in the CFD modeling. In this chapter, the RANS k− ǫ model described
in Chapter II is implemented to allow for more realistic simulations of the flow.
The CFD model boundary conditions, including the RANS parameters k and ǫ,
are shown in Table 6.2. The kinematic viscosity is set at a value appropriate for
water at 20 oC, ν = 1× 10−6 m2/s. The values for k and ǫ at the inlet are estimated
using relations (2.12) and (2.13). In these calculations, Uref is estimated as the






m/s, and the turbulent intensity
is estimated as 5% of the average inlet velocity, I = 0.05Uref . The turbulent length
scale is taken to be 7% of the characteristic inlet length, l = 0.07 ∗ 2. With these
values k = 1.2× 10−2 m2/s2 and ǫ = 1.5× 10−3 m3/s2.
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Table 6.2: Boundary conditions for the k-ǫ simulations.
p (m2/s2) U (m/s) C (units) k (m2/s2) ǫ (ms/s3)
inlet ZG parabolic, Umax = 2 0 1.2× 10−2 1.5× 10−3
outlet 0 ZG ZG ZG ZG
walls ZG 0 ZG standard wall function standard wall function
ZG=zero-gradient.
6.1.4 Initial Guess
With the addition of time as an optimization parameter, the initial starting guess
of the spatial and temporal guesses should be chosen with forethought based on the
information that is known about the problem. For example, consider a problem in
which f = (xs, ys, ts). The maximum flow in the channel, which is assumed known, is
2 m/s, and the sensor data that is obtained from 4 boundary sensors at (3,0), (3,2),
(4,0) and (4,2) is given in Fig. 6.2.
Figure 6.2: Example of sensor data for an instantaneous point release.
The peak value of C occurs in this case at xmax = 3 at tp = 3.88 s. We also have
from this information that tmax = 3.04 s, based on a nominal minimum detectable
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contaminant level of δs of 0.001 unit. From this, the bounds for xs and ts are [0.1,
3] m and [0, 3.04] s, respectively. Now suppose that the initial guess for xs is chosen
to be 0.1 m, With this value of xs, it would not be logical to choose a corresponding
first guess for ts that is 3 seconds, for example. Given the limiting flow velocity
of the channel, this is essentially ‘guessing’ that the plume traveled approximately
xmax − xs = 2.9 m in tp − ts = 0.88 s, resulting in an approximate velocity of 3.3
m/s, which exceeds the known maximum velocity. Hence in order to provide starting
guesses that are physically consistent within the bounds of the problem and therefore
are likely to be closer to the true parameter values, an approximate guess for the
release time can be calculated as a function of the guess in the x-direction, using the
average flow velocity in the channel as a reference velocity. This relationship is:




While this relationship is dependent on the average of characteristic velocity on the
flow instead of a limiting value, it provides an approximate starting guess that should
fall within an region of the functional that contains adequate sensor information.
The ramifications of not carefully choosing consistent temporal and spatial pa-
rameters can be seen visually by inspecting the functional contours corresponding
to the three-parameter space of f = (xs, ys, ts). Figure 6.3 shows such a functional,
created in this case for a larger domain of length 80 meters and width 20 meters. Four
sensors are located at coordinates of (40, 0), (60, 0), (40, 20) and (60, 20). The diffu-
sivity is assumed isotropic and equal to 1. The plotted functional corresponds to an
inversion problem in which the true parameters are fT = (10 m, 10 m, 10 s). Looking
closely at the region surrounding the functional minimum visible in the contour slice
at x = 10 m, it is clear that the functional is actually increasing in value as the time
approaches the true value of ts. Therefore, a guess for example of (10 m, 10 m, 40 s),
which would not be feasible given the maximum flow velocity in this channel of 2
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m/s, would lead to a starting trajectory that has a positive gradient in the direction
of decreasing time values. In other words, the numerical gradient of J with respect
to the time-dimension would be negative in the opposite direction of the true ts.
Figure 6.3: Functional contours for source inversion of f = (xs, ys, ts) and true pa-
rameters fT = (10 m, 10 m, 10 s)
Figure 6.4 shows a zoomed-in example of this problem, where the color range
has been narrowed to more clearly show the increase in the functional values above
approximately 20 seconds in the range 5 < y < 15. Estimating the initial ts using
Eqn. (6.1) as a function of the starting value of xs and placing appropriate bounds
on the inversion parameters based on the physics of the problem help to avoid the
situation in which a trajectory encounters a region of the functional such as this.
6.1.5 Optimization Approach
Several optimization possibilities were explored for the two-dimensional source in-
version problems in the previous chapter, including two gradient-based only solvers, a
hybrid optimization method, and a Model Predictive Control approach for correcting
the optimizer-CFD model discrepancies. Based on the general superior performance
of the OPT++ optimizer in the two-dimensional source inversion applications in
Chapter V, this solver is used exclusively as the gradient-based (GB) optimizer in the
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Figure 6.4: Cross-sectional contours of J at x=0 m for the functional shown in
Fig. 6.3.
following examples.
Due to the difficulties with the poor functionals that result from inversion with a
higher number of parameters, it is reasonable to conjecture that the hybrid method
might fare better for these problems as it allows for a greater exploration of the
parameter space and has less of a dependence on the gradient-field. In order to test
this, the hybrid technique is implemented in some of the examples below.
The MPC approach has been shown to work well in the case of a more idealized
functional, however it may actually lower the performance of the optimization in
more difficult cases due to the loss of past trajectory information that results from
the stopping and restarting of the optimization process. Due to the limitations of
this alternative method, it is not used in the source inversion problems below.
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6.2 Functionals of Three Parameters
As it was insightful to visualize the topography of the functional surfaces for
the two-dimensional source inversion problems, there is much to be learned about the
optimization behaviors and limitations by inspecting functionals in higher dimensions.
Of course, it is not easy to comprehend a functional corresponding to four or more
unknown parameters, as such a surface is not able to be plotted. However, functionals
in three-parameter space can be plotted by calculating the objective function value
at a range of grid points and graphing the interpolated results as was done for the
source inversion problems with two unknown parameters.
First, it is interesting to consider what an ‘ideal’ functional looks like in three-
parameter space. As was shown in Fig. 5.9(b), in an isotropic situation, the functional
that results from sensor measurements obtained at every point in the domain results
in a smoothly convex surface with relatively uniform gradients with respect to either
dimension. The analogous functional in the case of three unknown parameters f =
(xs, ys, ts) is shown in Fig. 6.5 for a continuous point source at (10 m, 10 m) that is
initiated at 10 s. The observation time in this case is 60 seconds and the isotropic
diffusivity is DT = DL = 1 m
2/s. In this case, the addition of time as an unknown
parameter leads to the creation of a ‘wormhole’ which contains the minimum and
corresponds to the true source parameters.
The color bar shows that the majority of the functional values fall within a very
narrow range, about 16-17. However due to sensors being located at every grid point,
there is information obtained at every point in the functional space. This available
information is reflected in the filling of the entire domain with functional values that
are continually varying in time and space. This is in contrast to the functional
shown in Fig. 6.6, which is the functional obtained from this scenario with only four
boundary sensors. There is a greater overall range of values in this case leading to
strong gradients in some regions. But there are also regions of the parameter space
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Figure 6.5: Functional isosurfaces resulting from sensors placed at every point for
source inversion with respect to parameters f = (xs, ys, ts), where DT = 1
m2/s. True parameters are fT = (10 m, 10 m, 10 s).
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in which no useful information is obtained, reflected by a constant value of J over
several points in time and space. These regions however are concentrated above the
time of release and downstream of the x-coordinate of the release. Therefore, if care is
taken to adequately restrict the parameter space and to make an intelligent starting
guess, these intractable regions of the functional can largely be avoided.
Figure 6.6: Functional isosurfaces resulting from 4 boundary sensors for source inver-
sion with respect to parameters f = (xs, ys, ts), where DT = 1 m
2/s. True
parameters are fT = (10 m, 10 m, 10 s).
The final example functional in this section shows the same source inversion func-
tional as Fig. 6.6 for the case of a smaller transverse diffusivity, DT = 0.1 m
2/s.
Similar to the two-parameter space source inversion problems in the previous chap-
ter, lowering the transverse diffusivity results in a weaker signal obtained from the
boundary sensors and hence results in a more sparse field of isocontours, occurring
over a more limited range of values. Keeping in mind the difficulties encountered
in the previous chapter when optimizing source inversion functionals, the challenge
of optimizing a complex functional such as the above examples can be more fully
appreciated.
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Figure 6.7: Functional isosurfaces resulting from 4 boundary sensors for source inver-
sion with respect to parameters f = (xs, ys, ts), where DT = 0.1 m
2/s.
True parameters are fT = (10 m, 10 m, 10 s).
6.3 Results with Three Parameters
6.3.1 Source Inversion with Respect to f = (xs, ys, ts)
First, we examine the case of the two-dimensional channel that has been used
in previous examples, where again four sensors are located at the boundary at co-
ordinates (3,0), (3,2), (4,0) and (4,2). However in this case the time of release ts is
included as an additional optimization parameter. An instantaneous release of 400
units is initiated at the coordinates of (2,1) and at t = 3 s, where the time is in
reference to an arbitrary observational start time, in this case defined as t0 = 0 s.
The sensor data corresponding to this scenario is shown in Fig. 6.8. From this data,
it can be discerned that the first detectable contaminant data point is at tmax = 3 s
at xmax = 3 m where in this example ‘measurable’ is arbitrarily defined as C > 0.001
unit. This initial detection time coincides with the time of release because of the
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instantaneous spreading that occurs with the relatively high diffusivity in this exam-
ple, which is set at 1 m2/s in both the transverse and longitudinal directions. From
this data, the maximum bound on xs is determined to be 3 meters. As mentioned
above, it is found that the optimizer performs better in three-parameter space prob-
lems when it can test slightly above the maximum release time, so that the gradients
can be calculated on either side of the true value and the optimizer can better ‘zero
in’ on the minimum. With this in mind the time maximum is increased slightly to
3.2 seconds in this case, which still falls in a zone where the gradients are negative in
the direction of the true time parameter, avoiding the issues illustrated in Fig. 6.4.
Figure 6.8: Simulated sensor data for source inversion with parameters f = (xs, ys, ts).
The observational time is defined as a total of 10 seconds, starting from t0 = 0.
The functional corresponding to this scenario is shown in Fig. 6.9 in the form of
isosurfaces of J . Most notable again in this figure is that there are large regions of
the domain in which the functional is changing very little, resulting in a narrow range
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in the time-dimension in particular in which the functional is well-defined. Again,
these regions are concentrated in the downstream and infeasible regions of the domain,
that is, the regions in which the time and spatial parameters combinations are not
consistent with the physics of the problem. For example, restricting the maximum
possible time to values less than 3.2 seconds and x less than or equal to 3 meters cuts
out much of the troublesome regions of the functional.
Figure 6.9: Functional corresponding to source inversion with respect to parameters
f = (xs, ys, ts), where the true parameters are fT = (2 m, 1 m, 3 s).
The initial spatial parameter points used in these source inversion tests are shown
in Fig. 6.10. The respective guesses for the time parameter for each of these 142
points were calculated using Eqn. (6.1). Because the average velocity is used in this
equation, some of these times will exceed the upper bound placed on the release
time parameter. In these cases, the release time guess is automatically reset to the
maximum bound in DAKOTA.
The results of the source inversion simulations for this case are shown in Fig. 6.11,
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Figure 6.10: Initial test points for source inversion of three parameters.
where the white diamonds indicate the final converged parameters from the opti-
mization process. The red circles denote the starting points which correspond to
completely accurate trajectories in this case. Somewhat frustratingly, there is no dis-
cernible pattern to these successful trajectory starting points, indicating that there
doesn’t appear to be definitively reliable region of the parameter space in which to
begin the optimization process.
This test case was repeated using the hybrid optimization approach as well. An
initial population of P0 = 30 and a conservative maximum iteration limit of three was
imposed in order to reduce the convergence times. The hybrid source inversion was
also run a total of 142 times and the results, including the previously found straight
gradient-based results for comparison, are plotted in Fig. 6.12.
The average convergence errors with respect to the spatial distance from the true
source location and to the discrepancy between the true and inverted release times
for both methods are shown in Table 6.3, compiled for 142 trials of each method.
In general, the time-dimensional inversion was more accurate than the spatial; the
average release time error was less than a tenth of a second for both the GB and
hybrid approaches. As is visible in the GB results in Fig. 6.11, the spatial errors tend
to be higher with regards to the x-dimension. This is perplexing, as the gradients in
the longitudinal direction are strongly negative in this region and thus the optimizer
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Figure 6.11: OPT++ results (white diamonds) of source inversion with respect
to parameters f = (xs, ys, ts), where the true parameters are fT =
(2 m, 1 m, 3 s). Initial points resulting in perfect convergence are shown
as red circles.
Figure 6.12: Hybrid (blue squares) and OPT++ (white diamonds) results of source
inversion with respect to parameters f = (xs, ys, ts), where the true
parameters are fT = (2 m, 1 m, 3 s).
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should have ample information in which to choose the correct trajectory direction.
Likely, the trajectories are getting stuck in this region because when the gradients
are relatively high the algorithm chooses an α that is correspondingly small in order
to avoid overshooting. This leads to the previous problems of the trajectory getting
stuck and being unable to move out of a cell.
Between the two approaches, on average the hybrid results were more accurate
than the straight gradient-based results, with smaller mean and maximum errors with
respect to the errors in the spatial distance to the true minimum and to the release
time discrepancies. While the GB approach led to a slightly higher percentage of
completely accurate trajectories, these numbers were small (less than 10%) for both
methods. Increasing the acceptable errors to less than or equal to 0.2 m in distance
and to within 0.2 s from the true release time results in a third of the trajectories
being ‘successful’ with the GB approach and about 41% with the hybrid approach.
Table 6.3: Error statistics for source inversion with respect to f = (xs, ys, ts).
mean(ζ) max(ζ) %(ζ = 0) %(ζ ≤ 0.2) %(total ζ = 0) %(total ζ ≤ 0.2)
GB space 0.38 1.3 9.9 33.1 7.7 33.1
time 0.09 0.76 16.9 88.7
hybrid space 0.28 0.92 7.6 41.7 7 40.8
time 0.08 0.44 15.3 93.8
In the previous chapter, it was found that the biggest drawback with the hybrid
approach was that its non-deterministic nature made the results unpredictable and did
not allow for an improved chance of convergence based on a good initial starting guess.
However, the results of the straight gradient-based approach are also unpredictable
for this case and do not exhibit a clear region in which the optimization is consistently
successful, and thus overall the hybrid approach is a good choice in this case.
A comparison of the convergence run-times for both the GB and hybrid approaches
is included in Table 6.4. As expected, the hybrid approach takes longer to converge on
average, 15.7 minutes per inversion vs. 10.9 minutes for the GB trials. The minimum
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hybrid convergence time was also about twice as long as the minimum GB convergence
time, and the maximum run-time was almost 40 minutes compared to about half an
hour for the GB method.
Table 6.4: Run-times for source inversion with respect to parameters f = (xs, ys, ts).
run-times (min)
mean max min
GB 10.9 27.5 4.9
hybrid 15.7 37.3 9.9
6.3.2 A Second Example with a New fT
The above case was modified to reflect a different true source location and release
time, corresponding to true parameters fT = (1 m, 0.5 m, 2 s). The simulated sensor
data for this case is shown in Fig. 6.13. Following the logic in the previous case,
xmax = 3 m and tmax is now 2 seconds. Again, the upper bound for the optimization
of the time parameter is adjusted to slightly above this value at 2.2 seconds. The
same points shown in Fig. 6.10 were used to test this case using the GB approach.
The results are shown in Fig. 6.14. As with the previous case, the largest convergence
errors in this case occur in the x-dimension, and there is no clear relationship between
the points that result in perfect convergence and their proximity to the actual source
parameters in the functional space.
The GB results for this source are on average more accurate than the first tested
case. While the percentage of completely successful trajectories is the same (7.7%),
57% of the trajectories came within a distance of 0.2 m and a source time of 0.2 s from
the true source time in this case. Clearly, the results of the optimization will vary
with differing combinations of the true parameters, which corresponds to changes in
the nature of the functional. In this case, it could be that the lack of symmetry for
the source located at (1, 0.5) m leads to a more well-posed functional. Also, since the
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Figure 6.13: Simulated sensor data for source inversion with respect to parameters
f = (xs, ys, ts) and true parameters fT = (1 m, 0.5 m, 2 s).
observation time is held constant in these cases regardless of the initial detection time,
the improved trajectory outcomes could be the result of using a longer observation
record for the source inversions (8 s for ts = 2 s vs. 7 s for ts = 3 s).
6.3.3 Source Inversion with Respect to f = (xs, ys, qs)
Using the same 142 spatial points tested in the previous three-parameter space
examples (Fig. 6.10), the results were repeated for the case of the three unknown
parameters consisting of xs, ys and qs. The true parameters are given by fT =
(2 m, 1 m, 400 units), and the time of release is assumed known at ts = 3 s. The initial
guess in each of these cases is set at 200 units. The four sensors are located at the
same coordinates along the boundaries as in the previous cases, and the corresponding
sensor data is shown in Fig. 6.15.
The results for the GB source inversion of xs, ys and qs are shown in Fig. 6.16.
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Figure 6.14: OPT++ (black circles) results of source inversion with respect to param-
eters f = (xs, ys, ts) and true parameters fT = (1 m, 0.5 m, 2 s). Initial
points resulting in perfect convergence are shown as red circles.
Figure 6.15: Simulated sensor data corresponding to the source inversion example
with true parameters fT = (2 m, 1 m, 400 units).
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The ‘successful’ trajectory initial points are also shown, symbolized by the green
squares. Successful trajectories in this case were arbitrary defined as those which
came within 0.2 m distance from the true source and within 20 units of the true
source strength. As with the previous three-parameter space examples, there appears
to be no clear radius of convergence in the parameter space that leads to consistently
reliable optimization. The average convergence run-time for these 142 trials was 8.1
minutes.
Figure 6.16: OPT++ results (red diamonds) of source inversion with respect
to parameters xs, ys and qs, where the true parameters are fT =
(2 m, 1 m, 400 units). Initial points resulting in convergence to within
0.2 meters distance and 20 units of source strength are shown as green
squares.
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A summary of the convergence errors with respect to the spatial distance from
the true source and the discrepancy between the converged upon and actual source
strength are shown in Table 6.5. Most of the trajectories get closer in spatial distance
to the true source location when optimizing with respect to the source strength vs.
the case of optimizing with respect to the release time. While it would be expected
that the treatment of the initial source strength as a continuous variable would allow
for more accurate optimization of this parameter, this does not appear to be the case.
This is likely the result of the forward differencing scheme and the chosen step size.
Using a smaller gradient step-size h may allow for better convergence with respect to
qs, however this will also likely increase the overall convergence time.
Table 6.5: Convergence errors for parameters xs, ys and qs.
mean(ζ) max(ζ) %(ζ = 0 m) %(ζ ≤ 0.2 m)
spatial distance (m) 0.24 1.4 12 57.7
mean(ζ) max(ζ) %(ζ ≤ 5 units) %(ζ ≤ 20 units)
qs (units) 54.3 400 14.8 45.1
6.4 Source Inversion of Four Parameters
6.4.1 Gradient-based Results
We now consider a case in which the optimized parameters are f = (xs, ys, ts, qs)
and the true source is given by fT = (2 m, 1 m, 3 s, 400 units). The GB and hybrid
methods are both implemented for 20 randomly generated spatial starting points. The
guesses for ts are calculated as before, and the initial guess for the source strength
qs is again 200 units for every point. The upper limit on the time bounds in this
case is chosen to be equal to tmax instead of adding a small amount to the upper
bound as previously was done. With the higher number of parameters to invert,
it is found that the best results are obtained in this case when the maximum time
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is not allowed to exceed the initial detection time. Additionally, for these trials, a
maximum number of iterations equal to 50 is imposed in the GB optimization trials.
This limit is imposed because in many cases when the trajectory gets stuck in a ‘bad’
region of the parameter space, it tends to repeat a pattern of evaluating the same
few points again and again in a circuitous manner. In order to reduce the run-times
and cut short trajectories that have effectively dead-ended, this maximum number of
iterations is enforced.
The resulting spatial convergence errors of the 20 GB trials are shown along with
the initial spatial test points in Fig. 6.17. As can be seen, few of the trajectories end
up in the spatial vicinity of the true source, with several points ending up towards
the boundaries of the domain. The average and maximum convergence times are 36.8
minutes and 78.6 minutes, respectively.
Figure 6.17: Initial spatial test points (red) and final convergence spatial parameters
(green) for source inversion of four parameters.
Figure 6.18 provides a graphical representation of the final convergence errors with
respect to the spatial parameters, release time, and initial source strength. Notable
in this figure is the correlation between the optimization accuracy with respect to
the individual parameters. That is, when one parameter converges within a small
error bound of the true parameter, typically the other parameters do as well. For
example, of the 8 points in which the distance in error from the true source is less
than or equal to 0.2 m, the corresponding error in the time dimension is less than 0.05
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seconds for all 8 trajectories and the error in the initial source strength is less than
30 units in all except one of these instances. This finding reflects the fact that the
gradient-based optimization success is limited by the complexity of the functional,
and with certain combinations of parameters the divergent gradient field will lead the
trajectory astray.
Figure 6.18: Convergence errors for GB source inversion with respect to f =
(xs, ys, ts, qs).
To illustrate this, Table 6.6 shows the parameter guesses and associated gra-
dients corresponding to ten iterations of the GB optimization with initial guess
f0 = (2.7 m, 1.8 m, 2.64 s, 200 units). The highlighted values in the table are those
in which the gradients point away from the direction of the true parameter at that
iteration. As can be seen, this is a problem in particular with respect to the release
time and source strength parameters. Because of the divergent gradient field, for cer-
tain tested combinations of parameters the objective function decreases overall as the
parameters are further from the true parameters. For example, the objective function
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in iteration 1 is 3.15, which is greater than the objective function that is evaluated
at iteration 10, where all of the variables are at a greater distance in the parameter
space from the true parameters.
Table 6.6: Trajectory parameters and associated gradients for inversion of f =
(xs, ys, ts, qs).
xs ys ts qs J
iter. true parameters 2 1 3 400 -70
1 parameters 2.7 1.8 2.64 200 3.15
gradients 2.59 1.95 -0.572 1.88E-04
2 parameters 0.1 1.6 2.8 110 3.00
gradients -0.554 4.88E-02 3.42E-02 -3.52E-05
3 parameters 0.1 0.9 2.96 373 2.73
gradients -2.14 -1.98E-02 0.221 -4.20E-05
4 parameters 0.1 0.1 2.96 671 2.60
gradients -3.26 -0.25 0.333 -3.12E-05
5 parameters 0.2 0.1 2.88 800 2.03
gradients -3.96 -0.46 1.02 -5.84E-005
6 parameters 0.1 0.1 2 800 2.47
gradients -4.28 -0.315 -0.332 -3.46E-05
7 parameters 0.2 0.1 2.56 800 1.79
gradients -6.85 -0.67 0.376 -8.83E-05
8 parameters 0.1 0.1 2.4 800 2.37
gradients -5.87 -0.4 -5.09E-02 -4.30E-05
9 parameters 0.2 0.1 2.56 800 1.79
gradients -6.85 -0.67 0.376 -8.83E-05
10 parameters 0.1 0.1 2.56 800 2.38
gradients -5.84 -0.4 0.138 -4.27E-05
In this case, the ill-posedness of the functional has a numerical instead of theoreti-
cal basis, as it is in part the result of the boundary conditions used for the contaminant
concentration C. Due to the zero-gradient boundary conditions and the numerical
treatment of the source term, some mass of contaminant is lost when the source is
placed near the boundaries of the domain. In order to better see this, the modeled
data corresponding to iterations 1 and 10 are compared in Fig. 6.19 to the simulated
sensor data representing the true parameters. As can be seen, the parameters tested
in iteration 10 lead to data that is a better match with the sensor data than the data
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obtained using the parameters in iteration 1 because when the tested source is placed
near the boundary, the modeled concentrations at the sensor locations are artificially
low. Compensating for the loss of mass at the boundaries in this case would improve
the results of the optimization, however in many cases the issue of non-uniqueness
still will exist, which is illustrated in the following section.
Figure 6.19: True sensor data compared to that obtained using the parameters in
iteration 1 and 10 in Table 6.6.
6.4.2 Hybrid Results
This case was also tested with 20 runs of the hybrid method, and the results
shown in Fig. 6.20. The same ill-posedness problems occur with the hybrid method
because the divergent gradient field occurs with certain parameter combinations even
with points that are relatively close to the true parameters. Further, as the initial
parameters are chosen randomly in the hybrid method, a physically consistent starting
guess cannot be stipulated. This likely explains why there is less of a correlation
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between the successful convergence of the individual parameters in this case. For
example, as with the GA approach, 8 of the 20 inversions resulted in a spatial error
of 0.2 m or less. However in this case the corresponding release times and source
strengths are not similarly accurate.
Additionally, the run-times for the hybrid method are about twice as long as
the GA method; an average of 60.2 minutes for a single inversion and a maximum
of 98 minutes. While increasing the number of the EA iterations may lead to an
improvement of the hybrid method, the lengthy run-time detracts from its usefulness.
Figure 6.20: Convergence errors for hybrid source inversion with respect to f =
(xs, ys, ts, qs).
6.5 Non-Uniqueness
We now examine a case in which the source inversion problem is ill-posed due to
non-uniqueness of the functional. In this example, a three-dimensional domain that
is 6 m long, 2 m wide and 1 m tall contains four boundary sensors, located mid-height
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at coordinates (3, 0, 0.5), (3, 2, 0.5), (4, 0, 0.5) and (4, 2, 0.5). The source is an
instantaneous release of 800 units at coordinates (2 m, 1 m, 1 m). The functional
isosurfaces relating to this problem are shown in Fig. 6.21.
Figure 6.21: Functional isosurfaces corresponding to a true source located at spatial
coordinates (2, 1, 1).
As can be seen in this figure, instead of the ‘wormhole’ like functional zone leading
to the minimum in the case of the parameter space consisting of xs, ys and ts, the con-
tours of J surrounding the minimum form a nearly hourglass shape. Closer inspection
of the functional contours (Fig. 6.22(a)) shows that this functional has two distinct
minimum at coordinates (2, 1, 0) and (2, 1, 1). Looking at the two-dimensional
x-y cross-section of this functional (Fig. 6.22(b)), the contours approximate those
shown in the previous chapter’s two-dimensional source inversion results. Due to the
symmetry of the problem, this makes sense: a source released equidistant from the
sensors will result in the same concentration values measured by the four sensors.
Without additional information in regards to the likely source coordinates in this
case, it is not possible to discern the source parameters in this case via the optimiza-
tion source inversion approach. In regards to the complex surfaces that result from
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source inversion of two-spatial parameters in addition to a third parameter, be it time
or source strength, it is easy to imagine how these problems can become intractable.
Furthermore, adding additional sensors will not necessarily create a unique functional
in this case. That is, adding sensors to every single grid point will still result in the
functional having two minima.
Figure 6.22: Functional surface for source inversion in the x, y, and z dimensions
where the true source is located at (2,1,1).
Unfortunately, some variation of this problem is likely to occur in cases of source
inversion problems with more than two unknown parameters, and with the inclusion
of the third spatial dimension in particular. Simple methods of source regulariza-
tion, which aim to recast an ill-conditioned problem as a well-conditioned one, do
not address problems of non-uniqueness such as this example shows. The Tikhonov
regularization that was introduced in Chapter III and is implemented in this work
serves to smooth the functional surface and avoid small errors due to noise in the
data. However, the smoothing that is implemented will do nothing to mitigate the
symmetry problem that is shown above. In order for the optimization is cases such as
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these to be successful, further information about the solution must be incorporated
into the problem either by more sophisticated methods of regularization or by further
restricting the domain, ideally to a set of possible points such as is typically done in
groundwater source inversion problems.
6.6 Summary and Discussion
This section has provided analysis of several inversion test cases with three or
more optimization parameters. The results for the optimization of three parameters
(two spatial parameters and the third comprising of the release time or initial source
strength) show no obvious dependence on the starting trajectory locations within the
parameter space.
In all cases, it is important to use the information that is known about the problem
to narrow down the parameter space to a more tractable region as well as to make an
initial guess that physically makes sense. Failure to account for these limitations can
lead to a trajectory that begins or iterates to a region of the parameter space that is
unsuitable for gradient-based optimization methods.
The hybrid approach was tested for the case of three and four optimization param-
eters. For the case of three parameters, the hybrid method gave results that were on a
whole more reliable than that of the straight gradient-based method using OPT++ .
It is likely that these hybrid results could further be improved by increasing the num-
ber of iterations for the global EA search. However, the convergence times are also
higher for the hybrid approach. Additionally, the use of the hybrid scheme does not
allow for a user-defined physically consistent set of initial parameter guesses, leading
to more inconsistent results in the four-parameter space tested case.
Even with a good starting guess, serious problems occur with higher-number pa-
rameter spaces in regards to ill-posedness and non-uniqueness of the functional. These
issues are well-known and significant limitations of the source inversion problem and
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inverse problems in general. As a result, gradient-based schemes are difficult to im-
plement for source inversion with respect to several parameters. The functionals in
these cases are frequently not amenable to gradient-based methods, as the gradient
field associated with ill-posed problem may be divergent or contain multiple minima.
This problem also occurs with hybrid methods, as the initial starting guess from
the derivative-free solver is apt to still fall in a region of the functional that is not
amenable to gradient-based optimization.
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CHAPTER VII
Boundary Control of Hazardous Plumes
In the introduction, the automatic detection and control algorithm for hazardous
plumes was described as consisting of two distinct phases. The first phase, the source
inversion step, was presented in the previous three chapters of this dissertation. The
outcome of the source inversion phase ideally includes the complete parameters neces-
sary to accurately model the release and propagation of the plume in time and space.
This information then becomes the initial conditions specified in the forward model
for the boundary control phase, which is the subject of this chapter.
The boundary control algorithm is developed in the following sections, and its
implementation using a Model Predictive Control approach is described. Several
examples of are given for various scenarios using a two-dimensional domain and six
ports that serve as actuators.
7.1 Optimization Approach for Boundary Control
As has been previously discussed, the goal of the boundary control phase is to
implement control actions (actuator suction and/or blowing) that will meet a pre-
determined set of criteria that defines ‘protecting’ the domain from the hazardous
plume. This criteria can be defined in several ways: perhaps the objective is to protect
the entire domain, and thus the control actions implemented by the boundary ports
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need to remove as much of the contaminant as is physically feasible. At the other
end of the spectrum, the goal may be to protect a single point in space, most likely
requiring a more localized control action in order to deflect the plume away from the
designated protected point.
While at first glance the above described boundary control algorithm may appear
distinct from the source inversion problem, these two phases of the detection and
control algorithm have in common that they can both be formulated as optimization
problems. Hence the methodology employed for defining and solving the source in-
version problem can be directly extended to the boundary control problem, allowing
for the same basic model framework to be implemented with few alterations. In fact,
the boundary control optimization problem is in many ways simpler than the source
inversion problem, as will become apparent shortly.
The boundary control optimization problem, like the source inversion problem, is
bound-constrained and non-linear in nature. Thus the same gradient-based optimizers
available through DAKOTA that were applied to the source inversion problem are
also appropriate for use in the boundary control algorithm. As before, these methods
are the conjugate-gradient based CONMIN algorithm and the quasi-Newton based
OPT++ algorithm, both of which are tested herein.
The optimization approach with respect to the boundary control phase again re-
quires the definition of the objective function, the optimization parameters, and their
respective bounds. Where the bounds in the source inversion problem took the form
of spatial, temporal and source strength constraints, in the boundary control problem
they are defined as the feasible limits on the port velocities. The objective function
in this case can be formulated in a simpler manner than the source inversion problem
(Eqn. (3.3)). This is because the goal in this problem is no longer to minimize the
difference between a series of observations and the modeled data, but rather to min-
imize the concentration values of the modeled contaminant at the target protection
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point or points. Thus, the objective function need not be formulated in terms of
a least-squares function. In addition, there is no need for regularization in a con-
ventional optimization problem such as this. The objective function can instead be
formulated simply as the sum of the concentration values at the protected points as










|Ui| ≤ Umax, (7.2)
where xp is a vector of coordinates corresponding to the location of the p
th protected
point and Np denotes the total number of protected points in the domain. The vector
of unknown parameters f in this case consists of the velocities at the ports. For a
total of i ports, this results in f = (U1, U2, ..., Ui). The constraints given by Eqn. (7.2)
require that the predicted control velocities do not exceed the limits of the physical
actuators. As with the source inversion problem, the minimization of Eqn. (7.1) is
subject to the underlying equations of the CFD model defined in Chapter II.
It is worth noting that the objective function given in Eqn. (7.1) and the associ-
ated constraints are the most basic control formulation for this problem. Additional
terms, called penalty terms, could be included in Eqn. (7.1) to incorporate additional
constraints directly into the objective function, such as specifying a maximum num-
ber of ports that can be used at any given time or giving priority to certain protected
points over others. Penalty terms typically are weighted to adjust for their relative
importance in the optimization goal. While these applications are not explored in the
current work, the inclusion of additional terms in the optimization problem would not
change the algorithm that is utilized herein.
202
At this point, we can denote some fundamental differences between the previously
described source inversion optimization problem and the boundary control optimiza-
tion problem. First of all, while the source inversion optimization sought a single,
global minimum to be successful, in the boundary control problem a global minimum
does not necessarily exist nor is it required. This is because depending on the source
and port locations, there will likely exist more than one control strategy that will
serve to ‘adequately’ control the plume. For instance, consider the domain with 6
boundary ports as shown in Fig. 7.1. This domain is 10 meters long, 1 meter wide,
and contains 6 actuators (ports) that are 0.2 m in diameter. In the case of a source
that is released at coordinates of (1, 0.5) with an optimization goal of protecting a
single point xp at coordinates (5, 0.5), blowing from either port 1 or port 4 could
be initiated to deflect the plume away from this point with equal success due to the
symmetry of the problem.
Figure 7.1: Computational grid for the boundary control problem with 6 ports.
Further, there is more leniency in the criteria that can be specified defining what
‘success’ is for the plume mitigation. Whereas one set of parameters was sought in
the source inversion problem that would result in a (non-regularized) value of J = 0,
the value of J that is acceptable for the boundary control problem is a function of the
maximum tolerance level for a given contaminant. Thus, the control may be deemed
successful if the concentration at the protected points is reduced to below a designated
‘hazardous’ level. We can therefore specify convergence criteria that reflects this
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allowable limit, such as a maximum allowable J , denoted as δ. The higher the value
of δ, the more flexibility in the combination of parameters that will effectively meet
the convergence criteria and thus meet this criteria. In other words, in this case
it is not necessary to find the optimal control strategy for the plume, but rather a
control strategy which achieves the pre-defined objective function goal. Further, it
cannot be expected that the optimization will be able to reduce the objective function
adequately in all cases, requiring additional restrictions on the convergence criteria,
such as a maximum time frame over which the optimization is carried out.
A second significant difference between the source inversion and boundary control
optimization problems is due to the nature of the unknown parameters being opti-
mized. In the source inversion problem, several issues arose due to the discretized
variables in time and space and the resulting discrepancies between the test parame-
ters stipulated by the optimizer and the available test points defined in the forward
(CFD) model. However, with with respect to the boundary control problem the port
velocities can be assumed to be continuous variables, and therefore can take on any
value within their respective limits and thus avoiding the discretization issues. Even
if discrete values were to be specified for the optimal control problem, because there
may be several possible combinations of parameters that result in an acceptable out-
come, the restriction of matching the CFD and optimizer requested values is not as
stringent. In other words, the main difficulty in the source inversion problem was that
a single, unique solution was sought, leaving little room for error. With the boundary
control problem, small errors in the optimization trajectory are unimportant as long
as the end result achieves the goal of sufficiently mitigating the contaminant plume.
Another simplifying factor in the boundary control problem is in regards to the
numerical estimation of the gradients. In the previous source inversion chapters, it
was shown that the intrinsic derivative estimation routines supplied by DAKOTA
were not appropriate for that problem, due to the method of scaling the gradient
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step-size h as a function of the magnitude of the currently evaluated parameters.
With respect to the vector of unknown velocities in the boundary control problem,
this method is not logical either, as tested port velocities closer to zero do not indicate
the need for a smaller gradient step-size. However, because there is a more narrow
range of possible parameter values in this optimization problem , the use of the scaled
gradient step-sizes is not a detriment to the boundary control algorithm, and in fact,
there are several benefits to using this method over the user-calculated gradients.
The main benefit to using the internally calculated vs. user calculated gradients
is a matter of simplicity with respect to the linked optimization-CFD framework.
That is, when specifying ‘internal gradients’ in the DAKOTA input file, the previ-
ous requirements of replacing the pertinent input files with the perturbed values,
re-running the CFD model, and formatting the output to be read into DAKOTA
are bypassed. Instead, these steps are automatically carried out in the DAKOTA
optimization procedure.
As was discussed in Chapter IV, the use of internally calculated gradients requires
a scale-factor value to be defined by the user. Because of the use of continuous-valued
parameters for the port velocities, there is no restriction on the minimum h as was the
case for the discretized time and space parameters in the source inversion problem.
Hence the choice of the scale factor δd is not limited by modeling constraints. However,
its selection will affect the convergence speed of the optimization. A value too small
will lead to longer convergence times, while a value too large may lead to erroneous
gradient estimations. For the subsequent boundary control examples in this chapter,
a value of δd = 100 was experimentally found to be a good choice for this parameter,
although it is not claimed that this is the optimal choice.
The ports in the ensuing boundary control simulations are assumed to encompass
the same range of possible velocities, and thus, the elements in f are all relatively
equal in magnitude. This is an additional factor that facilitates the optimization
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process, and negates the necessity of scaling the parameters. However, the use of
scaling may increase the efficiency of the optimization process, and while this is not
an aspect that is considered in the present work, it could be investigated in future
studies.
A final point of comparison between the present problem and the source inversion
phase is with respect to the initial starting guess f0. It was previously shown that the
source inversion results were very sensitive to the choice of f0, although there was not
always a predictable range of these values which resulted in a reliable outcome. In
the boundary control optimization, the choice of the initial guess is less of a deciding
factor in the outcome of the optimization. This is in part because the range of possible
values for the parameters in the current problem formulation, which are given by the
maximum possible velocities of the actuators, is a relatively narrow range of values
compared to some of the unknown parameter ranges required for the source inversion
problem. Secondly, the possibility of more than one adequate control strategy which
provides more flexibility in the optimization trajectory leads to a lesser dependence
of the boundary control optimization on the initial starting guess. Although the
choice of f0 will inevitably still have an effect on the particular measures that are
implemented to carry out the boundary control, it is less critical to achieving the end
goal of this optimization problem.
7.2 Problem Description
Due to the differences discussed above, the boundary control problem is overall
an easier optimization problem to solve numerically than the source inversion prob-
lem. However, as the goal of the boundary control problem is time-dependent, there
are additional considerations in this optimization problem that must be addressed.
Specifically, in the source inversion problem the results of the optimization were a sin-
gle set of parameters characterizing the initial conditions of the contaminant plume
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at a single point in time. By contrast, the output that is desired from the boundary
control algorithm needs to be updated over a number of optimization periods.
For example, consider the following scenario: a contaminant plume is instanta-
neously released in the channel depicted in Fig. 7.1 with the following initial con-
ditions: fsource = (xs, ys, qs, ts) = (0.25 m, 0.5 m, 200 units, 0 s). As before, it is
assumed that the basic flow characteristics (ambient velocity, diffusivity) are known.
Let’s also assume that the outcome of the source inversion process is completely ac-
curate, so that the forward model is able to simulate the propagation of the plume in
time and space with no measure of uncertainty. Given this information, we wish to
carry out a boundary control optimization in which the goal is to protect 15 arbitrar-
ily determined points, shown as red diamonds in Fig. 7.2. This requires minimizing
the functional given by Eqn. (7.1) in order to optimize the parameters that represent
the 6 port velocities, where the bounds for this scenario are arbitrarily defined as ±3
m/s on all ports.
Figure 7.2: Boundary control example with 15 protected points.
The simplest way to implement this boundary control optimization would be to
assume that the ports are running continuously and with constant velocities, in which
case a single optimization would be performed over a defined period of time T . The
objective function is minimized by evaluating the simulated concentration values at
the protected points as a function of the tested port velocities in f until the pre-
defined termination criteria is reached. As noted above, the choice of the termination
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criteria is a matter of the desired accuracy and efficiency of the boundary control
algorithm, and is discussed further below. For the time being, we can stipulate
that the algorithm terminate after either (1) the objective function value falls below
the maximum allowable threshold δ or (2) after a maximum number of iterations
Nmax is reached. This allows for the optimization to terminate even in the case that
the objective function is not able to be significantly minimized given the problem
conditions. For example, had the plume been release directly at a protected point,
in which no control action could be taken to protect the point fully at all times. In
this example the termination values are set at δ = 10−3 and Nmax = 3 and whichever
criteria is reached first will signal the optimization process to terminate.
With sufficiently high blowing and suction capabilities of the ports, this single-
optimization framework will allow for nearly complete mitigation of the plume via the
upstream ports, as can be seen in the time series of the contaminant concentrations
within the domain (Fig. 7.3). The velocity controls implemented at the boundary
ports corresponding to this simulation are graphed in Fig. 7.4(a). Note that in this
figure and the other velocity plots in this chapter, positive velocities correspond to
the positive direction on the y-axis, and thus represent suction (fluid flow out of the
domain) for ports 1-3 and blowing (fluid pushed into the domain) for ports 4-6. The
converse is true for negative velocities. In this example the CONMIN algorithm was
used as the optimizer.
The corresponding sum of the contaminant mass that passes through the protected
points, with and without boundary control, is shown in Fig. 7.4(b). Note that in this
scenario, the plume is released 3.65 meters upstream of the first set of boundary ports,
and the maximum center-line velocity of the ambient flow is 1 m/s. These conditions
provide adequate time and space for the ports to nearly completely mitigate the plume
using velocities with the specified limits, reducing the total contaminant mass that
reaches the downstream protected points to a negligible amount.
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Figure 7.3: Boundary control by continuous port action where T = 10 seconds and
maximum port velocity is ±3 m/s for a source release at coordinates (4.5,
0.5) and using CONMIN optimization.
Figure 7.4: Port velocities (a) and the total contaminant amounts measured at all
protected points with and without the controls implemented (b) for the
case of continuous boundary control using CONMIN.
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For comparison, the above scenario can be repeated with the location of the source
release moved downstream to x = 4.5 m. Unlike the previous example, where the
upstream ports had adequate time to remove the plume completely via suction, the
control actions in this case serve to deflect the plume away from the protected points.
This deflection occurs almost entirely by the blowing action implemented at Port 5
(Figs. 7.6 and 7.5(b)). Because the release occurs so close to the first protected point,
the mitigation is not completely successful, as can be seen in the contaminant values
that are measured at the protected points in Fig. 7.6(b). However, the amount of
contaminant at these points is greatly reduced compared to the amount that would
have resulted without any boundary control actions implemented.
Figure 7.5: Boundary control by CONMIN continuous port action where T = 10
seconds and maximum port velocity is ±3 m/s for a source release at
coordinates (4.5, 0.5).
While the continuous port action method implemented in the above two examples
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Figure 7.6: Port velocities (a) and the total mass of contaminant measured at the
protected points with and without the controls implemented (b) for the
case of continuous boundary control with source release at coordinates
(4.5, 0.5).
is effective, there are two reasons why it cannot be adopted for the boundary control
algorithm. The first reason is a logistical one: assuming that the actuators run con-
tinuously is not a realistic supposition for a real-life scenario. Instead, it is necessary
to develop an optimization algorithm that allows for the ports to be turned on and
off as a function of the contaminant levels that are present in the domain at a given
time.
Secondly, it cannot be assumed in a realistic scenario that the model predicted
trajectory will be completely accurate. That is, there will be errors in the predictive
model as a function of variations in the flow field, noise in the data, and any other
unforeseen affecting factors. Determining a single control strategy to be implemented
over one time-frame does not allow for correction of the control measures in light of
these uncertainties. Thus, it is desirable to develop a control strategy framework that
allows for re-evaluation of the current state and adjustment of the controls based on
their effectiveness.
In order to provide these dynamic capabilities, more than one simulation period
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needs to be carried out, with the controls updated as a function of the current con-
ditions at specified intervals. This stepped-control approach can be achieved using a
Model Predictive Control framework. The basic MPC approach has been given a cur-
sory introduction with respect to the source inversion problem in Chapter V. In the
following section, the MPC approach as it relates to the boundary control problem is
developed and described. It should be stressed that a rigorous application of MPC in
respect to dynamical systems theory is not implemented in this work, and thus the
reader is referred to the texts by Grune and Pannek (2001) and Kwon (2005) for a
more in-depth treatment of the topic.
7.3 Model Predictive Control
Model Predictive Control, which is also known as receding horizon control, has
its roots in control theory and dynamical systems. The central idea of MPC is to
steer a system towards a desired state by minimizing an objective function (typically
referred to as a cost functional in the field of MPC) over a predictive control horizon.
In order to flesh out this concept, the analogy to a game of chess can be employed.
In chess, it is advantageous to always be thinking several moves ahead, with the goal
ultimately being to put one of your pieces in a position to capture your opponent’s
king. However, even while planning your moves several steps ahead, you are only
able to implement the first move of your planned strategy at every turn. Further,
your ‘optimal trajectory’ is dynamically changing in response to the moves made by
your opponent. Thus, in order to win the game, you must re-evaluate your strategy
regularly, and correct it to reflect the information that is available at the present
moment. With a little more imagination, we can stretch this analogy to encompass
the MPC concept of feedback as well. Suppose that after an initial time period of
playing your opponent, you find you are able to better guess the moves he will make
in response to your moves. This physiological game-playing aspect has a corollary in
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the MPC framework, whereby past information can be accounted for in the trajectory
in order to improve the future predictions. The main steps required for this process
are enumerated as follows:
1. Estimate the current system state (appraise the current layout of the board).
2. Find the optimal parameters for a designated time-frame that spans the present
time to some point in the future, based on the current state (plan your moves
from now until you are able to capture the king, or a similar advantage position.
Note that this time-frame, T , is arbitrary depending on how far ahead you
desire or are able to plan, and in the chess analogy is not in direct reference
to ‘time’ but rather the number of future ‘steps’. Also note that incorporated
in your decision making at this step is any prior knowledge of your opponents
strategies).
3. Apply the determined actions at the present time through the next stipulated
application time (when it is your turn, apply the first move of your strategy. In
chess, this advancement period, Ta, is automatically defined from one turn to
the next).
4. Repeat at the next evaluation point (move ahead to the next series of turns,
and repeat the process from Step (1)).
This general process is illustrated in Fig. 7.7. The above described process includes
several components that are essential for any MPC procedure. These components
include:
• The finite prediction horizon T : This is the defined time-frame over which
the controls are optimized, and remain constant throughout the MPC process.
When evaluating the problem, the future behavior of the system is predicted
from the current time, t to the time t+ T .
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Figure 7.7: Concept of Model Predictive Control.
• The advancement time, Ta: This time is how far ahead the controls are applied
at every evaluation. By definition, the advancement time should not exceed
T . The controls determined at each prediction horizon evaluation will then be
applied from t to t+ Ta, and the present evaluation time will be moved ahead,
t = t+Ta. Figure 7.8 illustrates this concept of the time advancement window.
• The predictive (forward) model: The more accurate this model is, the more
accurate the control strategy will be.
• The objective function J : This function is formulated to provide a metric for
evaluated the effectiveness of the control actions, and thus is formulated to best
steer the system to the desired state.
With the basic MPC process defined, we can now relate the above described con-
cepts to the current boundary control algorithm, where in this application the system
is being ‘steered’ towards the state of having no detectable levels of contaminant at
the protected points of the domain. As has been discussed, this goal is not always
possible, but each ‘move’ that is made by the control strategy attempts to adjust the
system to be as close as possible to this state given the information available over
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Figure 7.8: Schematic illustrating the advancing prediction horizon for MPC.
the current evaluation time-frame. In step (1) above, the system evaluation requires
modeling the flow field, including the contaminant values C at the protected points,
over a prediction horizon T . Step (2) requires solving the optimization problem for
the parameters f that will minimize the objective function (a measure of how much
contaminant affects the protected points) over the evaluation time period. Step (3)
applies the optimized control parameters f for a time period Ta, which must be equal
to or less than the optimization time period, T . Having completed the current ‘move’,
the evaluation period advances to t = t+ Ta and the next optimization period spans
t through t + T . The process terminates when the specified termination criteria is
met.
As previously noted, the MPC framework introduced above allows for the incor-
poration of past control action information in the form of feedback into the current
and future control actions. In the current boundary control problem, feedback is
not applied, although this framework provides the possibility of re-engineering the
detection and control algorithm in order to allow for model predictive feedback to
be used. The main advantage to doing so, as discussed above, would be to allow
for a more accurate control simulation in the case of unsteady or unpredictable flow
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conditions. For example, in a realistic flow there will be perturbations to the ambient
velocity, and thus the forward model of the contaminant would be unable to model
the trajectory of the plume with complete accuracy. The model feedback would allow
for corrections to the optimization trajectory that incorporate the deviations in the
trajectory from the model predicted values. As the examples herein assume steady-
state and known flow conditions, the use of the feedback model-based control is not
currently employed.
The algorithm for the hazardous plume boundary control can now be explicitly
outlined. This algorithm is shown below in Algorithm 5.
Algorithm 5: Boundary control algorithm
Initialization: set T , Ta, Tf , Nmax, δ, i = 0
while (iTa < Tf) do
if J > δ then
optimize fi over iTa to iTa + T ;
apply fi for period iTa through iTa + Ta;
else
set fi = ~0;




Note that this algorithm continues running until a termination time, Tf , has been
reached, even after the objective function termination criteria is met. The reason for
this is that depending on the length of the time horizon, there may be evaluation
periods in which the objective function is very low because the contaminant plume
has not yet reached the protected points. Thus, a J below δ cannot be deemed
a sufficient condition to terminate the optimization. Instead, when this occurs the
216
optimization step is by-passed, the velocities are set to zero at the ports, and the
evaluation period is advanced as normal. The choice of Tf then must be long enough
to span the period from the initial release t0 to the time when the plume is assuredly
no longer a threat, due to either the control actions at the port or its advection out
of the domain of interest.
As an initial example of how Algorithm 5 is applied to the boundary control
problem, we repeat the first test case from Section 7.2, which was initially carried
out using a single run of the optimization over 10 seconds (T = 10 s, Tf = Ta = T )
using T = 10 s, Ta = 4 s and a Tf of 20 seconds. The velocities at the ports and
corresponding total contaminant levels for this scenario using the MPC approach are
shown in Fig. 7.9(a) and Fig. 7.9(b), respectively. Selected snapshots of the plume
mitigation corresponding to this control sequence given by Fig. 7.9(a) are shown in
Fig. 7.10.
Figure 7.9: Port velocities (a) and the total contaminant amounts measured at all
protected points with and without the controls implemented (b) for the
case of MPC continuous boundary control.
As can be seen in this example, the main control actions in this case are carried
out by port 4 and port 1. Initially, port 4 is turned on and uses suction to reduce the
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Figure 7.10: MPC boundary control by CONMIN continuous port action where T =
10 seconds and maximum port velocity is ±3 m/s for a source release at
coordinates (0.25, 0.5)
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contaminant and to slow its propagation towards the downstream protected points.
During the second implemented control phase (beginning at t = 4 s), the velocity at
port 4 is reduced and suction is implemented at port 1 which serves to remove the
majority of the remaining plume. By the forth optimization phase, the termination
criteria are met and the ports are turned off.
7.4 Model Parameters
Before presenting further boundary control examples, details on the computa-
tional set-up for these simulations and the modeling and optimization considerations
particular to the boundary control phase are provided in this section.
7.4.1 CFD Specifics
An additional modeling concern for the boundary control algorithm is the choice
of time-step for the CFD model. Because the maximum CFL number in the domain
is a function of the velocities, and the velocities at the ports are not known a priori, a
conservatively small time-step must be chosen to ensure the maximum CFL number
stays below one at all times. The scenario corresponding to the smallest possible
required time-step is the case when all of the ports are operating at their maximum
velocities. For the following scenarios this approach is used in order to estimate a
limiting time-step to be used as a function of the bounds placed on the actuators.
For the bounds given by |Ui| ≤ 3 m/s, a uniform time-step of ∆t = 0.01 s is used in
order to guarantee numerical stability.
The k-ǫ RANS model is used in the following simulations as in the previous chap-
ter’s source inversion simulations, where the initial and boundary conditions are cal-
culated using the relations in Chapter II as before. Again, the kinematic viscosity is
set at a value appropriate for water at 20 oC, ν = 1 × 10−6 m2/s. The values for
k and ǫ at the inlet are again estimated using relations (2.12) and (2.13), where in
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m/s, and the turbulent intensity
is estimated as 5% of the average inlet velocity, I = 0.05Uref = 3.33 × 10−2. The
turbulent length scale is again taken to be 7% of the characteristic inlet length. With
these values k = 1.2× 10−2 m2/s2 and ǫ = 1.5× 10−3 m3/s2.
A summary of the boundary conditions used in the simulations in this chapter
is shown in Table 7.1. The ‘normal fixed value’ boundary condition that is specified
at the ports is used to enforce the optimized parameter values to be velocities with
direction strictly normal to the ports.
Table 7.1: Boundary conditions for the boundary control simulations.
p (m2/s2) U (m/s) C (units) k (m2/s2) ǫ(m2/s3)
inlet ZG parabolic, Umax = 1 0 7.4× 10−4 4.7× 10−5
outlet 0 ZG ZG ZG ZG
walls ZG 0 ZG standard wall function standard wall function
ports ZG normal fixed value ZG ZG ZG
ZG=zero-gradient.
7.4.2 Optimization Settings
In the boundary control simulations herein, a maximum number of iterations is
imposed on the optimization algorithm. The main reasons for enforcing this limit are
two-fold: First of all, as with the source inversion process, a goal of this research is to
investigate the feasibility for applying the automatic detection and control algorithm
to a real-time, realistic scenario. As was shown in the chapters on the source inversion
phase, the optimization run-time can greatly exceed real-time capabilities, especially
for the cases involving several unknown parameters. However, it was also noted
that there are possibilities for reducing the overall run-time that are not explicitly
investigated in the present work. The goal of the present work is to investigate the
effects of various approaches on the over-all accuracy and efficiency of the methods
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tested. In the boundary control problem, it is found that without imposing a limit of
the optimization of the port velocities, the optimizer has a difficult time converging.
This is in part due to the non-uniqueness of the boundary control functional. That is,
as discussed above, there may be several combinations of port velocities that achieve
the goal of adequately minimizing the objective function. Without adding additional
constraints and requirements to the optimization problem, in the form of penalizing
higher velocities for example, this leads to the optimizer have a difficult time ‘choosing’
the best scenario out of several. In other words, this is an under-constrained problem
with many degrees of freedom.
As emphasized earlier, because the optimization goal is this work is simply to
mitigate the plume within the physical constraints placed on the actuators, the output
of the optimization need not be the most efficient control method, so long as the job
gets done. Hence, ideally the optimization should be allowed long enough to find a
combination of port velocities that will result in the sufficient amount of reduction
in contaminant concentration at the specified points. In some cases, as shown for
the first illustrative case in Section 7.2, the specified points are able to be completely
protected from the hazardous plume, meaning the control actions either fully divert
the plume from the protected points or remove it from the domain before it propagates
to the points of interest. In others, such as the second example in Section 7.2, the
control actions will only be able to reduce the mass of contaminant. In either case,
the number of iterations is an important consideration as it provides a measure of
control over the relative importance of accuracy and efficiency in the boundary control
algorithm.
Along these same lines, the choice of convergence criteria is an important factor
to consider, also affecting the accuracy and efficiency of the algorithm. As discussed
above, the current algorithm is configured to run for a time period of Tf , but allows
for the possibility of by-passing this optimization process if J < δ. In the following
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examples, the value of δ is taken to be 10−5. This rather stringent termination
criteria leads to the ports staying on longer than may be necessary in some cases, as
is exhibited in some of the results below.
Finally, as discussed above, the initial starting guess f0 is not as much of an in-
hibiting factor in the optimization problem as it was in the source inversion phase,
however the starting guess will still alter the particular control strategy that is deter-
mined by the MPC process as well as the total convergence time. The present research
does not present a formal study of these effects. Instead, all of the simulations in this
chapter the optimization are initiated with starting guess f0 = ~0, indicating all ports
are turned off. The reason for this is that initial experiments indicate that choosing
higher values of the initial port velocities results in overall more extreme optimized
control actions. From a practical standpoint, it is desirable to use a control strat-
egy that is economical from the perspective of using the lowest possible velocities to
control the port. One reason for this is to reduce the amount of turbulence in the
flow system that will be induced due to the port suction and blowing. Turbulence
will further spread the plume and possibly negate the control actions. Further, in
a human-inhabited domain, extreme velocities could cause harm to the by-standers,
and thus should be avoided if possible.
7.4.3 OPT++ vs. CONMIN
One of the conclusions drawn from the source inversion problem explored in the
previous chapters is that the OPT++ algorithm was consistently more reliable than
CONMIN for the majority of the tested source inversion scenarios. The main reason
for this is related to the underlying OPT++ algorithm, which tends to make larger
steps in the optimization trajectory, allowing for the optimizer to ‘escape’ intractable
regions of the functional and to continue progressing instead of getting stuck due
to the discretized parameters. However, it was also determined that the OPT++
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algorithm was typically slower to converge than CONMIN for the tested problems.
For the source inversion phase, where a unique solution is sought with as little error
as possible, the lengthier run-time of the OPT++ algorithm was deemed preferable
to the lesser reliability of the CONMIN algorithm.
For the boundary control problem, as has been discussed, we are not seeking a
unique solution but rather an adequate solution, hence there is more flexibility in the
outcome of the optimization routine. It follows then that as long as either algorithm is
able to determine an effective control strategy, the optimizer that gives a more efficient
result is preferable, where ‘efficient’ refers to both the run-time of the algorithm and
the prudent usage of the ports. In this respect, the previously found tendency of the
OPT++ algorithm to jump around and test extreme values of the parameters is not
always beneficial or necessary in regards to the present optimization problem. As
an illustration of this, compare the results in Fig. 7.11 and Fig. 7.12 to the above
continuous port boundary control carried out using CONMIN shown in Fig. 7.3 and
7.4. The control actions determined by either optimizer in this case are sufficient
to completely protect the specified points from the plume. However, the actions
determined via OPT++ are less judicious. Although the plume is removed at port 4 as
with the CONMIN results, the OPT++ controls also specify blowing at full capacity
to be carried out by port 5. This action serves to deflect any remaining amount of
contaminant that makes it downstream from the protected points and possibly to
retard the propagation of the plume towards this region, however the action does not
seem necessary since the plume is almost completely mitigated upstream by port 4
and the amount that is left to propagate downstream is potentially negligible, as is
indicated by the CONMIN results.
While in this example the control actions determined by OPT++ are excessive, in
less ideal situations the algorithm is able to better control the plume than CONMIN in
the same number of iterations. This is illustrated by repeating the second example in
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Figure 7.11: Boundary control by OPT++ continuous port action where T = 10
seconds and maximum port velocity is ±3 m/s whereby the source is
released at coordinates (0.25, 0.50).
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Figure 7.12: Port velocities (a) and time history of the total contaminant concentra-
tions passing through the protected points with and without the controls
implemented (b) for the case of continuous boundary control using the
OPT++ optimizer and source release at coordinates (0.25, 0.50).
Section 7.2, whereby the source was released at a shorter distance from the protected
points in the domain, using OPT++ instead of CONMIN. The port controls and
subsequent reduction in the amount of contaminant that makes it to the protected
points using CONMIN optimization were shown in Figs. 7.5 and 7.6. The analogous
results using OPT++ are shown in Fig. 7.13 and Fig. 7.14. As with the CONMIN
results, due to the lack of time and space for the controls to mitigate the plume, the
OPT++ determined controls are not able to fully protect the specified points either,
resulting in a maximum concentration of 0.35 units measured over the protected
region. However, the OPT++ algorithm is more effective than CONMIN, which led
to a peak of C = 1.15 units in the affecting contaminant concentration, and overall
resulting in a higher degree of reduction of the amount of contaminant mass that
reaches the protected points.
With respect to the computational efficiency of the two optimizers, as with the
source inversion problem, the conjugate-gradient based CONMIN algorithm tends to
be more efficient than the quasi-Newton OPT++ algorithm. For the first scenario
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Figure 7.13: Boundary control by OPT++ continuous port action where T = 10
seconds and maximum port velocity is ±3 m/s whereby the source is
released at coordinates (4.5, 0.50).
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Figure 7.14: Port velocities (a) and time history of the total contaminant mass passing
through the protected points with and without the controls implemented
(b) for the case of continuous boundary control using the OPT++ opti-
mizer and source release at coordinates (4.5, 0.50).
in which the plume is release at (0.25, 0.5), the CONMIN method converged in 9.8
minutes, while OPT++ took nearly twice as long at 18.4 minutes. In the second
scenario with the contaminant plume released further downstream at (4.5, 0.5), the
difference in optimization times were much less significant; 318 seconds for CONMIN
vs. 338 seconds for OPT++. Note that all of these simulations enforced a maximum
number of iterations Nmax of 3.
Overall, in regards to the choice of optimization method as well as the determina-
tion of the maximum allowable number of iterations and the maximum acceptable J ,
δ, we face the typical choice between accuracy and efficiency. The present research
does not endeavor to parse the relative importance of these two criteria in regards to
either the source inversion or boundary control phases of the automatic detection and
control algorithm. The present work instead is focused on exploring the differences in
methods and their respective impacts on the efficiency and accuracy of the algorithm
components. However, based on numerical experiments conducted via the models de-
veloped in this work, determining allowable thresholds for error with respect to both
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phases of the problem, as well as defining acceptable levels of contaminants, could
provide guidance for making choices in regards to these criteria. In the following
examples, several combinations of these criteria are used in order to provide insight
into their relative effects on the boundary control algorithm.
7.5 Downstream Protected Region
The following results are for the two-dimensional channel with 6 ports as shown
in Fig. 7.1. First, we investigate the boundary control actions for a case defined as
follows: the initial, instantaneous source is determined to have the following release
conditions from the source inversion phase: fsource = (0.25 m, 0.5 m, 0 s, 200 units).
The region of the domain that is to be protected includes all points encompassed
within 5 < x ≤ 9 m and 0.1 < y ≤ 0.8; 280 finite volume cells. With this case
set-up, we will compare the relative boundary control performance for CONMIN and
OPT++ considering various scenarios.
7.5.1 Maximum Number of Iterations
It would be expected that decreasing the maximum number of iterations Nmax
will increase the efficiency of the boundary control algorithm while decreasing the
effectiveness of the contaminant mitigation. In order to test this assumption, the
control strategies as determined by CONMIN and OPT++ using values of Nmax = 3
and Nmax = 10 are compared, while holding the other MPC parameters at T = 10 s,
Ta = 4 s, and Tf = 30 s. First, the velocities and sum of the contaminant concen-
trations over the protected region for the CONMIN and OPT++ optimizers corre-
sponding to Nmax = 3 iterations are shown in Fig. 7.15 and Fig. 7.16, respectively.
With this imposed maximum of Nmax, the control actions determined by the
CONMIN algorithm are initially carried out by port 4. The first optimization period
specifies maximum blowing capacity at this point, apparently to deflect as much of
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Figure 7.15: Port velocities (a) and time history of the total contaminant mass passing
through the protected points with and without the controls implemented
(b) for the case of continuous boundary control using the CONMIN
optimizer and source release at coordinates (0.25, 0.50).
the plume as possible away from the downstream protected points. This action is also
shown in the top subfigure of Fig. 7.17. At t = 4 s, the direction of the velocity at
this port abruptly switches, instigating suction that serves to remove the majority of
the plume. At the third optimization period beginning at t = 8 s, all of the ports are
operating at some capacity, with suction from ports 2,3, and 6 and blowing from ports
1, 4 and 5. These control actions are hard to explain, as the blowing in particular
from ports 1 and 4 acts to effectively usher the remaining contaminant towards the
protected region and leading to an increase in the mass of contaminant over this
region, seen in Fig. 7.15(b).
The control actions dictated by the OPT++ algorithm are superior to CONMIN’s
in this case, leading to complete protection of the designated area from the contam-
inant plume (Fig. 7.16(b)). The main control actions in this case are carried out by
ports 1 and 4, which both are initiated at maximum capacity to remove the plume via
suction before it reaches the downstream protected region. During the first control
phase (t = 0 − 4 s), all ports are operating at some level of suction. This results
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Figure 7.16: Port velocities (a) and time history of the total contaminant mass passing
through the protected points with and without the controls implemented
(b) for the case of continuous boundary control using the OPT++ opti-
mizer and source release at coordinates (0.25, 0.50).
in a reverse of the flow in the channel, allowing the upstream ports more time to
effectively mitigate the plume (top subfigure of Fig. 7.18). The second control phase
(t = 4− 8 s), the main control actions do not change much except for port 3, which
switches from suction to blowing. Because of the small δ of 10−5 that is used in this
example, the optimization continues even after the plume has largely been removed
from the domain, due to the minute amounts of residual mass that are simulated at
the protected points.
These simulations were repeated using Nmax = 10. Interestingly, the increased
allowable number of iterations did not change the results for either optimizer. This
finding would be expected in the OPT++ case, where the controls were already
effectively using the smaller Nmax. However it is surprising that the increased number
of allowable iterations did not improve the effectiveness of the CONMIN determined
controls. Seeing that the increase in Nmax does not change the results and that the
choice of Nmax = 3 is adequate, at least in the OPT++ case, to control the plume,
it is worth investigating the possibility of imposing a lower limit on the number of
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Figure 7.17: Selected snapshots of the plume mitigation via boundary ports corre-
sponding to the velocities shown in Fig. 7.15(a).
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Figure 7.18: Selected snapshots of the plume mitigation via boundary ports corre-
sponding to the velocities shown in Fig. 7.16(a).
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maximum iterations. Thus, the CONMIN and OPT++ algorithm were both tested
using Nmax = 2 for this case as well. Again, there was no change in the control
strategies determined by either optimization method. The only impact of the three
tested values of Nmax on the boundary control process was in respect to the run-
times of the CONMIN algorithm. As anticipated, the run-times decreased with fewer
number of maximum iterations. However, the OPT++ algorithm did not possess a
significant difference in run-times with differing values of Nmax. In fact, the run-times
were almost exactly the same in every case.
The findings above signify that the OPT++ algorithm converges to the optimal
control strategy at every control evaluation in the MPC process during the first two
iterations, negating the need, in this case at least, for more iterations of the optimizer.
The CONMIN algorithm on the other hand appears to continue searching for a better
strategy up to the maximum allowable number of iterations, however the optimal
control strategy is still found in one of the initial first two iterations of the optimizer.
7.5.2 Effect of Prediction Horizon
In MPC, the ideal prediction horizon is infinite, which allows for optimal prediction
of the control trajectory. However this is not a realistic possibility in modeling, hence
a decision must be made as to an appropriate time-frame for T . In the case of a
finite domain such as is considered here, an ideal T should be long enough to span
the time-frame from the release to the complete exit of the plume from the domain of
interest. In the absence of unforeseen variations in the flow-field and the assumption
that the forward modeling simulations are perfect, this allows for a control strategy
to be mapped out for the plume from its release to the point where it is no longer a
threat, either because it has been mitigated via port actions or has exited the domain
due to advection.
For the previous cases, the choice of T = 10 s was shown to be sufficient for
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complete plume mitigation in many cases. By reducing this finite prediction horizon,
we effectively make the MPC algorithm ‘short-sighted’. That is, the controls are
being determined while only considering the propagation of the plume roughly mid-
way through the channel instead of its complete trajectory until exiting the domain.
Whether or not this will decrease the effectiveness is dependent on the degree of
this short-sightedness, as in general the shorter the finite prediction horizon the less
effective the overall control strategy. However, the results are also affected by the
choice of the optimizer, as shown in this section, where we now consider the case
of T = 5 s. Correspondingly, we decrease the advancement time to Ta = 2 s. The
control strategies and contaminant mitigation histories for this shorter prediction
horizon scenario, optimized with CONMIN and OPT++, are shown in Fig. 7.19 and
Fig. 7.20, respectively.
Figure 7.19: Control actions (a) and total contaminant mass at the protected points
(b) using a shorter T and CONMIN optimization for the case of the
downstream protected region.
The controls in the CONMIN case, which were unable to completely mitigate the
plume even in the case of T = 10 s, are as expected less effective with the shorter T .
We can understand where the optimization process errors by further analyzing the
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control strategy. In Fig. 7.19 it can be seen that port 1 is initiated to provide suction,
which acts to remove some of the plume and further, to slow its propagation to the
downstream protected points. Thus, over the evaluated time period spanning length
T = 5 s, the objective function is significantly minimized. However, this control
strategy cannot account for the fact that the plume is still largely present in the
domain since it is not able to predict its propagation more than 5 s ahead. As the
initial control action was only sufficient to impede its trajectory, the plume continues
propagating towards the protected region, and the subsequent designated controls are
unable to adequately mitigate it from affecting these points.
Figure 7.20: Control actions (a) and total contaminant mass at the protected points
(b) using a shorter T and OPT++ optimization for the case of the
downstream protected region.
The OPT++ algorithm, by contrast, is able to successfully mitigate the plume
even with the reduced prediction horizon. Overall, the essential control strategy
determined via this optimization method remains the same as that which was deter-
mined with T = 10 s (Fig. 7.16(b)); the upstream ports 1 and 4 are both turned on
to their maximum capacity to suck the plume out of the domain.
A final note on the effect of the length of the prediction horizon is in regards to the
run-times. Picking a shorter T may allow the optimization to proceed significantly
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faster. In these experiments, the CONMIN convergence time was reduced from 37
minutes to 17 by halving the length of T , while the OPT++ convergence time was
reduced from roughly 57 to 37 minutes. This time-effectiveness is beneficial in the
case of the OPT++ method, while the poor performance with CONMIN makes this
method in general undesirable for either choice of T .
7.6 Entire Domain Protection
It is interesting to consider how the MPC will handle the case of every single point
in the domain being designated a protected point. In this section, the OPT++ algo-
rithm is applied to the MPC for this scenario, using Nmax = 3 iterations for a plume
again found to have initial properties given by fsource = (0.25 m, 0.5 m, 0 s, 200 units).
The prediction horizon and advancement times are defined as T = 10 s and Ta = 4 s.
The results of this boundary control simulation are shown in Fig. 7.21 and Fig. 7.22.
The control actions in this case are similar to the above OPT++ controls for the
case of the downstream protected points, in which the two nearest ports are turned
on with their maximum suction capacity. However in this case, it can be seen that
strong suction is also enacted by the downstream ports, which acts to reverse the
direction of the flow and allows the upstream ports more time to remove the plume
so as to protect a greater portion of the domain.
7.6.1 Impact of the Port Velocity Limits
The suction in the above example is sufficient to remove the plume entirely using
the two upstream ports (1 and 4). However, if the maximum velocities on the ports
were to be limited to a smaller range, the control strategy will have to be altered to
accommodate the lesser suction capacity of the actuators. To investigate this scenario,
the entire-domain protection case was repeated reducing the maximum port velocities
to |Umax| = 2 m/s and |Umax| = 1 m/s and holding all other simulation factors
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Figure 7.21: Selected snapshots of the plume mitigation via boundary ports for the
protection of entire domain.
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Figure 7.22: Port velocities (a) and time history of affecting contaminant mass at
protected points (b) for the case of entire domain protection.
constant. The effectiveness of the plume mitigation for the three maximum velocities
is compared in Fig. 7.23. In this scenario, a maximum port velocity of 2 m/s is nearly
as effective as 3 m/s. However reducing the velocities to 1 m/s significantly degrades
the performance, as well as increases the run-time of the optimization process, as it is
more difficult to minimize the objective function with respect to the more stringent
parameter constraints. The run-times for maximum velocities of 2 and 3 m/s were
roughly 16 and 22 minutes, respectively, while the maximum of 1 m/s required nearly
three times as long to complete at 46 minutes.
7.7 Comparison of Run-Times and Efficiency
A compilation of relevant data regarding several combinations of effecting bound-
ary control model factors is shown in Table 7.2. This table notes the specific details
in each scenario along with the total boundary control algorithm run-time and the
percentage reduction in the total affecting contaminant mass as summed over the
protected points.
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Figure 7.23: Time history of total affecting contaminant mass at protected points for
the case of entire domain protection for the case of 3 maximum port
velocities, using OPT++ optimization.
Table 7.2: Comparison of run-times for various boundary control scenarios.
Run-time (mins) % reduction in total C(xp)
Protected Area Umax δ T , Ta (s) Nmax CONMIN OPT++ CONMIN OPT++
Scenario 2 3 m/s 10−5 10, 4 2 28.3 57.2 85.9 100
Scenario 2 3 m/s 10−5 10, 4 3 36.7 57.2 85.9 100
Scenario 2 3 m/s 10−5 10, 4 10 54.5 57.3 85.9 99.6
Scenario 2 3 m/s 10−5 5, 2 3 17.2 39 63.5 100
Scenario 1 3 m/s 10−5 10, 10 3 12.3 14 92 99.2
Scenario 3 3 m/s 10−5 10, 4 3 47.7 22.2 43.3 64.6
Scenario 3 2 m/s 10−5 10, 4 3 41.8 15.6 34.8 62.6
Scenario 3 1 m/s 10−5 10, 4 3 41.3 45.6 24.7 43.0
Scenario 1: 15 protected points (shown in Fig. 7.2); Scenario 2: 280 protected points (shown in Fig. 7.17); Scenario 3: all
(1111) points protected points.
In every case of the boundary control simulations the OPT++ algorithm de-
termined a control strategy that was able to better able to protect the designated
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regions in the domain. While in regards to the scenario with the downstream points
deemed protected (Section 7.5, the increased effectiveness of the OPT++ algorithm
corresponded to a longer run-times, the opposite situation occurs for the case of all
domain points considered protected (Section 7.6). As such, it is hard to draw a con-
clusion as to the relationship between the boundary control run-times and the choice
of the gradient-based optimization method.
The fastest simulations with either optimizer occurred with the continuous port
operation approach, in which a single optimization period was required. This is to be
expected, as every control evaluation required by the MPC finite prediction horizon
approach requires restarting the optimization procedure. As a shorter prediction
horizon corresponds to faster forward simulations, it also makes sense that decreasing
the length of the finite prediction horizon leads shorter run-times for the boundary
control algorithm. As discussed above, the shorter T implemented in OPT++ for
the case of downstream domain protection did not decrease the effectiveness of the
control strategy while providing the benefit of a shorter run-time. Thus, restricting
the finite prediction horizon is one factor that may lead to increased efficiency of the
boundary control model.
With respect to the overall run-times, it is clear that the algorithm in its present
form needs additional work before it is real-time operational. As shown in Table 7.2,
these examples are used a convergence criterion of J < 10−5. With this relatively
stringent criteria, the optimization continues even after the majority of the contami-
nant has been deflected from the protected region or advected out of the domain in
many of these test cases. An additional possibility for reducing the run-times there-
fore could be to increase the value of δ, allowing for the optimization to conclude at
an earlier point.
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7.8 Summary and Conclusions
In this section, several examples of boundary control were presented using a num-
ber of possible choices for the necessary optimization parameters, protected regions
and port operation limits for two gradient-based optimization methods. The formula-
tion of the boundary control problem is an easier one to implement in the optimization
framework, however requires additional considerations as to the prediction horizon
and advancement times of the Model Predictive Control.
As with the source inversion problem, the OPT++ optimizer is found to perform
more accurately and reliably than the CONMIN algorithm, all other factors held the
same. Again this appears to be the result of the underlying BFGS quasi-Newton
method and its tendency to explore the parameter space to a greater degree than the
conjugate-gradient based CONMIN algorithm.
In general, it was found that the use of more evaluation periods and longer predic-
tion horizons leads to increased run-times of the model. The most efficient run-times
occurred with a single evaluation period, however this is not a realistic approach nor
does it allow for the incorporation of feedback into the boundary control model. Al-
though in the present formulation the measurements and forward model are assumed
perfect and thus feedback is not required or implemented, in a realistic scenario the
use of feedback in the MPC algorithm would be beneficial to the determination of the
optimal control strategy. In any case, the extended run-times resulting from more
optimization evaluation periods will need to be weighed against the increased accu-
racy that this approach would provide. In other words, in order to achieve real-time
detection and control, decisions will have to be made as to the minimum possible
modeling requirements in order to adequately mitigate the hazardous plume. A de-
tailed risk-analysis, which is beyond the scope of the present work, would be necessary
in order to quantify these requirements further.
An interesting finding in this study is that very few iterations of the optimizer
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at over every evaluation period may be required in order to determine an adequate
control strategy for plume mitigation. This is advantageous from the perspective
of developing a real-time detection and control system, although further work will
need to be done before the boundary control model is operable in real-time. Several
possibilities could be implemented to increase the efficiency of the model. For example
there are many optimization controls, such as the gradient scaling factor, the number
of allowable iterations, and scaling of the parameters, that could be adjusted to
decrease the overall required run-times. Further, with additional information on the
allowable contaminant levels in the domain, the convergence criteria could be loosened
in order to expedite the boundary control process.
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CHAPTER VIII
Boundary Control Applied to The McNamara
Terminal
In this chapter an example of plume mitigation in a realistic domain, the McNa-
mara Terminal at the Detroit Metropolitan Airport, is given. The terminal, shown
in its entirety in Fig. 8.1, is approximately 1500 meters in length with a maximum
height and width of approximately 12.3 and 30 meters, respectively. The layout of
the terminal includes a series of shops lining the interior of the building, above which
is a tram that spans the majority of the length of the terminal. This tram runs on
a track that is approximately 6 m above the floor and is roughly 6 meters wide, as
shown in the left figure of Fig. 8.2.
The exterior side of the terminal contains the boarding waiting areas, and mainly
consists of groups of chairs. The exterior wall has a series of windows that extend up
to the height of the wall; a little over 6 meters. Near the intersection of the exterior
wall and the ceiling are a number of vents for heating and cooling purposes, which
can be seen in the right figure in Fig. 8.2. These vents are estimated to be about 0.4
meters in diameter and spaced three meters apart.
A finite volume grid has been generated for a 90 m long subsection of the terminal
(Fig. 8.3). This grid is composed of 770,702 finite volume cells. The cells in the
interior of the domain are of the hexagonal type that are 0.4 meters on each side. The
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Figure 8.1: McNamara Terminal at the Detroit Metropolitan Airport.
Figure 8.2: Interior views of the McNamara Terminal.
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region abutting the exterior wall is discretized into smaller cells in order to adequately
resolve the boundary ports, and is made up of tetrahedral elements roughly 0.2 m on
each side.
It should be noted that in this example the mesh is generated to be relatively
coarse and does not include the small-scale interior features of the terminal. For
higher accuracy and flow detail, the mesh would need to include much finer resolu-
tion, especially near the boundaries and the vents. Boundary layers would need to
be included as were discussed in Chapter II. Also, for a fully representative simu-
lation of the flow, minor features would need to be included in the grid such as the
escalator, chairs, et cetera. However, a mesh of this scale with fine enough resolution
to accurately capture these features and to completely resolve the boundary layer
would require an extremely long simulation time. As the goal of this simulation is
to illustrate how the boundary control works in a realistic domain, it is preferable to
keep the mesh as coarse and neglect the small-scale features.
Figure 8.3: Computational grid for a 90 m long section of the McNamara Terminal.
The ambient flow velocity in the terminal is assumed to be 0.3 m/s, with the flow
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moving in the positive x-direction. This flow speed is within reasonable estimates
for an airport terminal (Piechowski and Rowe (2007)). A plume is assumed to be
detected by the boundary sensors with initial properties fsource =(x = 21 m, y = 30
m, z = 5 m, qs = 220 units, ts = 0 s).
The choice of the protected points is arbitrary, and depends on the region(s) of the
domain that are deemed to be high risk to the passengers. For example, considering an
airport terminal, a hazardous plume would pose the greatest threat to humans when
it is at the level of the human occupants. This is roughly between 0-2 m from the
floor, assuming, as this study does, that the hazardous plume has neutral buoyancy.
Thus for safety, it is reasonable to designate protected regions that are well above the
height of the tallest occupant in order to ensure that the control actions will direct
the plume away from this region.
In this example, we choose the protected region to be within the bounds 20 < x <
26, y > 28, and z < 5. A total of 321 points in this region are designated ‘protected’,
as are shown in Fig. 8.4 along with the initial location of the plume. The protected
region in this example is relatively small, based on the assumption that the plume
is traveling at the ambient flow velocity of 0.3 m/s, and thus at this relatively slow
speed there is adequate time to control the plume before it reaches a region that does
not contain protected points. Logistically, the addition of more protected points is
a simple matter of changing the input file to the boundary control model to include
the other points. However, for a realistic, large-scale domain, stipulating every point
in the protected region to be included in the vector xp will lead to very large storage
requirements for the boundary control simulations. Thus is it preferable to pick points
that span the protected region at a density that is high enough accurately guide the
minimization.
Another consideration for a large-scale boundary control simulation scenario is the
number of actuators to include in the optimization process. This number will greatly
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Figure 8.4: Plume location at t=0 and protected points for McNamara simulation.
affect the run-time of the model, as the gradient-based optimization method requires
running the forward model N + 1 times per optimization evaluation, where N is the
length of the unknown parameters f . Even for a restricted number of optimization
iterations, the number of evaluations can easily be on the order of 20-50. In the
previous chapter’s examples for the small-scale, two-dimensional domain, the forward
model ran in a matter of seconds, and therefore restricting the number of ‘potentially
active’ ports was not necessary for these examples. However, in this example, where
the forward run-time is on the order of hours, it is easy to see how optimization
several port velocities could lead to very long simulation times for the boundary
control model. It will be necessary to develop a method of a maximum number of
optimization ports in the the boundary control model based on the estimated location
of the plume and the known ambient velocity at which it is traveling. The low velocity
of the airport terminal domain makes it even easier to restrict the potentially active
ports, as the plume is moving slow enough to allow for mitigation by one or two ports.
For example, the boundary control scenario shown in Fig. 8.5 shows the removal of
the plume in this example by steady suction of 20 m/s at the two ports nearest the
plume.
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Figure 8.5: Plume mitigation by two vents.
The iso-contours of C in this figure are plotted for three values, 0.5, 0.2 and 0.1.
The time-step is restricted in this scenario to ∆t = 0.001 s, which maintains the
CFL number around 0.6-0.7 for the majority of the 20 second simulation. As can be
seen, the control actions of two vents are sufficient in this case to lift the plume away
from the protected region and to remove the majority of the contaminant within the
first 12 seconds. However, small quantities of the contaminant still remain in the
protected area, as can be seen in Fig. 8.6, which shows a comparison of the total
affecting contaminant mass over the protected points with and without mitigation by
the boundary ports. The undulations in the contaminant levels are due to the uneven
distribution of the protected points in this example. Due to the limits on the ports,
which are estimated to be within realistic bounds for actual airport terminal vents,
complete mitigation of the plume is not possible.
In light of the fact that few vents are needed to control the plume in this case,
another possibility for reducing the optimization time is to reduce the optimization
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Figure 8.6: Time history of total affecting contaminant mass at protected points for
McNaramara Terminal plume mitigation via two vents.
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parameters to a single unknown velocity. That is, the optimization can be carried
out assuming that the velocities on the active vents have the same magnitude and
direction over any optimization period. For example, picking two of the nearest vents
to the plume to be ‘active’ and then optimizing for a single velocity by requiring
that the two vents administer the same control actions (U1 = U2) will require only
two forward model runs per optimization evaluation vs. three if the two velocities are
optimized individually. It follows that the optimized velocities using this approach
will likely not be the most efficient or effective control strategy possible, however
given the lengthy run-time required for a large-scale simulation, simplifications of
this nature will be necessary in order to work towards a feasible execution time for
the boundary control model.
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CHAPTER IX
Adjoint Methods for Optimization
Thus far, this dissertation has provided many examples of the capabilities and
limitations of gradient-based optimization methods as applied to the source inversion
and boundary control optimization problems. It has also been shown that traditional
gradient-based methods require several runs of the forward model in order to estimate
the gradients at every evaluation of the optimizer. While in the small-scale domains
tested in the majority of this work the forward model runs in a matter of seconds,
more complicated real-world domains would require exponentially longer run-times.
And as each additional parameter requires an additional run of the model in order
to estimate the gradient with respect to that parameter, the greater the number
of unknown parameters the longer the overall optimization process will take. This
presents a severe restriction on the gradient-based optimization method’s feasibility
in a real-time detection and control algorithm.
This section presents an alternative method of obtaining the gradient field for
the optimization process which has the potential to greatly reduce the computational
requirements of the gradient-based optimization methods. This approach involves
using Adjoint Sensitivity theory in order to obtain the numerical gradients at all points
in the parameters space at each iteration of the optimizer in an efficient manner, as
will be described below. This chapter provides an overview of the theory behind
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adjoint methods, followed by a discussion of the adjoint sensitivity method and its
costs and benefits in relation to the automatic control and detection algorithm.
9.1 Introduction to Adjoint Methods
Adjoint methods have been used in a wide range of scientific and engineering fields
for applications to parameter estimation, design optimization, optimal control, data
assimilation, process sensitivity, and experimental design. While this section does not
attempt to provide a thorough literature review of the entire body of research that
employs adjoint theory, a brief overview of relevant works in a variety of disciplines
is provided below.
One of the earliest applications of adjoint methods was for nuclear reactors theory
in the 1950s (Marchuk (1995)). Adjoint methods have been applied extensively to the
field of meteorology for data assimilation and sensitivity analysis of atmospheric mod-
els (Hall (1986); Talagrand (1991); Courtier et al. (1993)). Also in the atmospheric
sciences, Houweling (1999) used adjoint methods to inversely model the sources and
sinks of methane in the atmosphere using data from global monitoring stations.
In the field of groundwater hydrology, adjoint equations have been used for param-
eter estimation (Wilson and Metcalfe (1985); Sykes et al. (1985); Yeh and Sun (1990)),
contaminant remediation (Merckx (1991)) and optimal well placement in petroleum
engineering (Zandvliet et al. (2008); Zhang et al. (2010)). Adjoint theory has been
used for design optimization in aerospace applications (Jameson (1995); Nadarajah
et al. (2006); Nadarajah and Tatossian (2010)) and for fluid animation (McNamara
et al. (2004)). In the biomechanics field, adjoint equations have been used to study
the optimal design of prosthetic bypasses using simplified two-dimensional blood flow
models (Agoshkov et al. (2006); Quarteroni and Rozza (2003); Rozza (2005)). Ad-
ditionally, adjoint theory has been used to determine the optimal shape of fluid-
embedded objects (Okumura and Kawahara (2000); Ochiai and Kawahara (2001);
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Duta et al. (2002); Yagi and Kawahara (2007); Ishiyama and Kawahara (2008)).
In the geophysical field, adjoint methods have been employed to recover the source
parameters related the undersea earthquakes (Pires and Miranda (2005)).
As mentioned in the introduction, adjoint methods have been used by other re-
searchers in approaching the source inversion problem (Akcelik et al. (2003), Michalak
and Kitanidis (2004), Neupauer and Wilson (1999), Neupauer et al. (2000), Neupauer
(2011)).
The use of adjoint methods in optimal control of fluid flows has received increased
attention in recent years. Piasecki and Katopodes (1999) developed a method to
inversely solve for stream dispersion coefficients using the adjoint sensitivity methods.
Piasecki and Katopodes (1997a, 1997b) applied adjoint theory to the problem of
optimal control of hazardous releases in channels. Sanders and Katopodes (2000)
used adjoint equations to show the ability to control shallow-water waves and mitigate
flooding of populated areas by means of selective flooding. Shichitake (2008) used an
adjoint sensitivity method to develop a method of optimally control fluid flows, with
applications to optimal control discharge determining the optimal control of a sluice
gate and the optimal control discharge for water quality purication. Alvarez-Vàzquez
et al. (2009) used adjoint equations in determining an optimal control strategy for
injecting clean water into the one-dimensional section of a polluted waterway in order
to reduce the contaminant level beneath a given threshold.
9.2 Restrictions
While adjoint methods have many benefits that have led to their widespread
usage amongst many disciplines, they also have strict modeling requirements that
must be heeded. First and foremost they require that the functional be continuous
and differentiable over the entire domain. Additionally, the adjoint method is more
apt to converge on local minima and require a good starting guess. It is therefore
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important when choosing the adjoint approach to consider the likely properties of
the functional. With an adequate number and distribution of sensors and model grid
points it is reasonable to assume that the objective functional can be approximated as
a continuous surface with calculable gradients and a distinct minimum at the location
of the source and hence meet these requirements.
A further drawback is the need for computational storage. The adjoint method
requires a forward run and an adjoint run; the adjoint run derives its equation coeffi-
cients via the forward run. Ideally the variables are stored at every time-step during
the forward run and accessed by the adjoint calculation during the reverse integra-
tion. In practice however, this is impractical for large-scale simulations, and shortcuts
must be implemented to allow for the efficient implementation of the adjoint model.
This topic is discussed further below.
9.3 Advection-Diffusion Examples
In this section, simple examples based on the advection-diffusion equation are
derived in order to demonstrate the motivation behind the use of adjoint methods.
For a more detailed introduction to the adjoint equations the reader is referred to the
references by Marchuk and Giles & Pierce (2000).
First, imagine that we want to put a waste-water treatment plant on a stretch of
a river. We want to minimize the effect of the waste-water release on a house located
some distance downstream at location xT . For simplicity, we imagine that the river
is narrow enough to be considered one-dimensional and that its flow velocity is a
constant u. What location x0 of the treatment plant would result in the minimal
impact to the house? The governing equation for this example is the 1D, steady state






+ f = 0, (9.1)
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where C is the concentration of the contaminant release, D is the diffusion coefficient,
u is the mean velocity, and f is a known forcing function. The boundary conditions
over the domain x(0, L) are C(0) = C(L) = 0. We define a cost functional, which
describes the parameters we wish to minimize. In this case, the cost functional is







where r is the Dirac-Delta function evaluated at xT :
r = δ(x− xT ). (9.3)
The brute force method of solving this problem, known as the Direct Sensitivity
Method (DSM), would be to solve the governing equation at each point along the
river and then integrate the cost functional. The alternate approach is to use the
adjoint equation, which is derived as follows:
We define a continuous and twice differentiable function, C∗. This function is


































C∗fdx = 0 (9.5)













dx = 0 (9.6)
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+ r = 0, (9.8)






The ability to represent J by equation (9.2) and (9.9) is known as the Lagrange
duality principle and has powerful implications. With this relationship, in order to
find the optimal location to build the waste water treatment plant the objective func-
tion can be solved directly after solving the adjoint equation only one time. Although
the results for this simple example are trivial (it is clear that the optimal location
of the plant should be as far as possible from the house) this example illustrates the
significant savings in computations for an optimization problem.
9.4 Unsteady Advection-Diffusion Examples
We define an adjoint operator, C∗, multiply (9.11) by this operator, and then
















In this section numerical examples of the unsteady advection-diffusion equation are
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computed in OpenFOAM for both the direct and adjoint methods in order to bet-
ter illustrate the advantages and accuracy of the adjoint method. The unsteady









= f(x, t), (9.11)
with boundary conditions C(0) = C(L) = 0. For the first example we consider a
one-dimensional problem that spans the x-axis. Imagine we have a target point xT at
which we are interested in measuring the concentration of a contaminant which has
been released at a given source location xS and time tT . This quantity of interest can









where f(x, t) = Cδ(x−xS)δ(t− tT ) and r(x, t) = Cδ(x−xT )δ(t− tT ). To obtain this
functional by the direct method (9.11) is solved and then (9.12) evaluated sequentially
N times, once for each possible source location. The resulting functional is a vector
of C values at xT and tT that result from the pulse delivered at each possible xS. The
alternative is to solve the adjoint transport equation derived using the method out-
lined above for the 1-D diffusion equation. The adjoint unsteady advection-diffusion










= r(x, t) (9.13)








f(x, t)C∗(x, t)dxdt (9.14)
A grid composed of 201 cells with a ∆x of 0.1 m is used to compare the direct and
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adjoint functionals for this case. A unit contaminant pulse is released at t = 0.1s. The
diffusion coefficient is D = 10−2m2/s and tT = 2s For the first case we test diffusion
only. The direct functional is obtained by running the OpenFOAM model 201 times
and evaluating (9.12). The results are compared to the functional (9.14) evaluated
after running the model once solving for C∗. Figure 9.1 demonstrates the perfect
match between the two functionals. For the case of diffusion only, the maximum J
occurs at the target location as would be expected. The second example includes
a steady left to right velocity of 1 m/s. A comparison of the results is shown in
Figure 9.2, again illustrating the ability of the adjoint model to match the direct
computational results. In this case the maximum J will occur 2 m upstream of xT .
Figure 9.1: Comparison of the functionals obtained by the direct and adjoint methods
for pure 1-D diffusion.
This method is very easily extended to two-dimensions, in which the functional
takes the form of a surface as shown in Figures 9.3 and 9.4. Finally we extend
the method to three-dimensions, where the advantage of using the adjoint method
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Figure 9.2: Comparison of the functionals obtained by the direct and adjoint methods
for 1-D advection-diffusion.
becomes very clear. The direct method requires 15,545 runs of the forward model
followed by 15,625 evaluations of (9.12) for this relatively small domain of a 5× 5m
box. As shown in Figure 9.5 the adjoint method is able to match the direct results
with a single run of the forward model and evaluation of (9.14). Again, the results
show the perfect match between the direct and adjoint methods. The time savings
for even a simplistic case such as this are on the order of several hours when running
the model on a single processor.
9.5 The Adjoint Sensitivity Method
The above introduction into adjoint equations illustrated how taking the adjoint
of a forward operator effectively solves the system in backwards time, allowing for a
single adjoint run to retrieve the entire objective function field. For the problem of
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Figure 9.3: Surfaces depicting J obtained by the direct and adjoint methods for the
case of 2-D advection-diffusion.
Figure 9.4: Contours of J obtained by the direct and adjoint methods for the case of
2-D advection-diffusion.
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Figure 9.5: Isosurfaces of J obtained by the direct and adjoint methods for the case
of 3-D advection-diffusion. The maximum C is shown by the blue dot in
each figure.
flow control it is not the objective function for which we seek information, but rather
the sensitivities of the objective function. The sensitivities define how the objective
function will respond to variations in the flow conditions throughout the domain, thus
knowledge of the sensitivities of the system to changes in flow parameters allow for the
assessment of the effectiveness of a control action on the cost functional, in the present
case, how effective a control action will be to reduce the contaminant concentration
at the specified points. The identification of the sensitivities thus allows for a control
to be specified which will result in the minimization of the objective function.
The computational savings illustrated by the previous examples can be extended
to the case of calculating sensitivities. Similar to the problem of optimization of the
cost functional, direct methods are frequently employed to determine sensitivities. In
this case there are two direct methods: the influence-coefficient method, which in-
volves perturbing each of the parameters in turn, and the sensitivity-equation method,
which requires evaluating the derivatives of each variable with respect to every in-
dependent parameter in the governing equations. The adjoint method allows for the
sensitivities of the model with respect to any number of parameters to be determined
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by a single simulation of the adjoint model. For problems in which the number of
pertinent parameters is much greater than the number of model outputs of interest,
the ASM will generally be more efficient than direct sensitivity methods. For ex-
ample, a one-dimensional problem discretized into N nodes will have N sensitivities
to be determined at each time-step. By the DSM, the methodology to finding these
sensitivities involves perturbing the variables at each of the N points and then solving
the governing equations to determine the effect of the perturbation on the objective
function. For a high resolution and/or large domain, one can imagine the extreme
number of calculations required by a direct approach at every time-step. By contrast,
the ASM approach only requires solving the adjoint equation once before evaluating
the sensitivities.
Taking the variational approach we are able to solve for the sensitivities of the
adjoint problem for our purpose of solving the inverse contaminant problem described
in Chapter III. It is no longer the functional that we are after but the gradient of
the functional with respect to the flow parameters, in the inverse case this functional
is the sum of squares. To illustrate how this method is applied to the source inver-
sion problem, consider the unregularized, continuous release version of the objective













δ(x− xm)(C − Ĉ)2
]
dΩdt (9.15)
The forward system of equations this objective function is subject to is given by:
∂C
∂t
+∇ · (UC)−∇2(ΓeC)− f = 0 in Ω, (9.16)
∇C · ~n = 0 on the boundary, (9.17)
C(t0, x) = 0 in Ω. (9.18)
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The corresponding adjoint system is given by:
−∂C∗
∂t
−∇ · (UC∗)−∇2(ΓeC∗) = r(t) in Ω, (9.19)
(ν∇C∗ + C∗U) · ~n = 0 on the boundary, (9.20)
C∗(tf , x) = 0 in Ω, (9.21)
where ∇fJ = −
∫
t











δ(x− xm)(Ĉ − C)2
]
dΩ. (9.22)
With this system of equations, the gradients with respect to the parameters in
f are retrieved after a forward calculation of Eqn. (9.16) and a backwards-in-time
calculation of Eqn. (9.19). Since as in the examples before, the basic equation require
very little alteration in order to switch from the forward to adjoint methods, the same
computational model can be used for both, simply switching from one set of equations
to the other and integrating either forward or backwards in time. However, because
Eqn. (9.19) is dependent on (9.16), the coefficients of the forward run must be saved
in order to perform the adjoint calculations. Saving these values at every time-step
can become computationally expensive. To mitigate this large storage requirement,
it is typical to implement a checkpointing scheme. This process requires only storing
the state variables at specific intervals over the forward run. During the backward
pass, the system state at the final time T is reconstructed by re-running the forward
model from the nearest available checkpoint to T , and the adjoint state in determined
by integrating backward up to the nearest checkpoint. Having calculated the adjoint
at this point, the process continues up to the next checkpoint in the backwards time
direction and continues until t = 0.
With the benefits and restrictions of the ASM in mind, we can now consider its
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applicability to the automatic detection and control algorithm. It is clear that the
savings from employing the ASM in place of the direct method are dependent on the
number of unknown parameters (source properties), in the case of source inversion
problem, or the number of optimization parameters (port velocities) in the boundary
control problem. In the two-dimensional source inversion examples given in Chapter V
for example, there were two unknown parameters to be solved for, xs and yS. In this
case, there were three required forward runs for each gradient-based optimization
evaluation: one to obtain J(f), and two more to estimate ∂J/∂x and ∂J/∂y. In this
case, the use of the adjoint method would theoretically save a single run of the forward
model, only requiring a single forward and backward run, respectively. However, the
use of the checkpointing scheme will add approximately one forward run to the overall
requirements of the adjoint sensitivity implementation, and thus in this case there is
not a measurable benefit to using the ASM over the direct method.
Now consider the case of the inversion problems presented in Chapter VI, where
the number of unknown source parameters in f was at least three. In this case, the
benefits of the ASM become apparent. For the larger parameter-space problems, not
only does the direct method require N + 1 forward runs, where N is the number
of unknown parameters, but the time and computational resources to run a single
forward one also are much larger. The cost of the ASM however, is still at most that
of two forward runs and a single backwards run, regardless of the size of N . Moreover,
in the boundary control problem, where in a realistic system there could exist a large
number of ports and thus N would become very big, the use of the ASM to calculate
the gradients with respect to all the port velocities in three runs could greatly reduce
the optimization time requirements.
In conclusion, the implementation of the ASM method in the optimization-CFD
model for use in the automatic detection and control algorithm has potential to greatly
expedite the inversion and optimization processes. This is a further step that could
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In summary, this work has developed the numerical tools necessary to study and
simulate the automatic control and detection algorithm, for the purpose of mitigat-
ing harm caused to the environment and human health due to the threat of air- or
water-borne hazardous plumes. The model developed herein is comprised of a linked
CFD-optimization framework, based on the open-source CFD software, OpenFOAM,
and the DAKOTA Optimization Toolkit distributed by Sandia National Laborato-
ries. The two components have been linked via a loosely-coupled interface, and cus-
tomization of the two components has been carried out in order to include the scalar
transport equation in the CFD software and allow for the evaluation of the numerical
gradients via OpenFOAM when this information is necessary to be supplied to the
optimization routine.
The linked CFD-optimization model has been used for both the source inversion
and boundary control components of the automatic detection and control algorithm.
Although there are several modifications that must be made in regards to the in-
put/output files for both of the CFD and optimization components when switching
from one phase to the other, the underlying model framework is essentially the same
for the source inversion and boundary control components.
It is worth reiterated at this point that the study conducted in this dissertation
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contains several limitations, most of which could be addressed with minimal mod-
ifications in subsequent studies. The predominant limitations are summarized as
follows:
• This study assumes a single plume release. Should this assumption not be
accurate, the current framework will fail. The main hindrance to implementing
more than one source release is with respect to the source inversion problem.
The issues of non-uniqueness, which were illustrated in Chapter VI, impose
considerable constraints on the source inversion phase in general, and would
make the inversion of more than one contaminant plume very unreliable using
the current method.
• This study assumes perfect sensors that are able to detect minute concentra-
tions. As already emphasized, an error analysis was not one of the goals of
this study, however it is necessary to consider the effects that realistic, noisy,
measurements would have on the source inversion and boundary control phases.
• The run-times that are cited in this work are not indicative of the best-case-
scenario run-times, and are included mainly for relative comparison purposes.
Subsequent work must be performed to optimize and stream-line the existing
code, and several options could be carried out to reduce the overall run-times
regardless of the optimizer choice and other affecting factors, such as the possi-
bility of using adjoint equations for the gradient-based optimization methods,
as was discussed in Chapter IX.
• The tested domains for all chapters in this work are composed of regular grids.
Modifications could be made to the model that will allow for the inclusion of
irregular grids. This will mainly require alterations to the current method of
estimating the gradients in the source inversion phase. Also, the restriction to
two-dimensional flows is an additional limitation of this work. As referenced
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in the first point discussed above, the third spatial dimensional poses a sig-
nificant challenge in regards to the source inversion problem in terms of its
theoretical feasibility. The increased run-time required with the extension to
three-dimensions is an additional limitation that would affect both the source
inversion and boundary control components.
• Assumption of steady-state ambient flow field. In the absence of this assump-
tion, the source inversion problem would require additional parameters with
respect to the velocities in the flow. Even for a uni-directional flow field, this
would present an additional complication to the already complicated source
inversion process. In many realistic scenarios however, the assumption of a
steady-state flow field may be adequate for the automatic detection and control
algorithm to operate effectively.
Of the two tested gradient-based approaches, the quasi-Newton based OPT++
algorithm results in more robust and accurate results in nearly all tested cases com-
pared to the conjugate-gradient based CONMIN optimization method. However this
algorithm also took on average a longer time to converge, many times more than
twice as long. Similarly, other factors such as the maximum number of optimization
iterations, spatial/temporal resolution, the method of estimating the gradients, and
the scaling and gradient step-size factors, have the potential to greatly alter the effi-
ciency/accuracy balance. As stressed, the aim of this work was primarily to develop
the modeling tool to provide a complete numerical framework for simulating and in-
vestigating the automatic detection and control algorithm. Further work should be
carried out in order to make decisions as to the allowable uncertainty in the source
inversion and boundary control phases, both of which are subject to the specific sce-
nario, domain, and relative risk that is posed by a hazardous release. The following
sections summarize the conclusions and recommendations from this work specific to
each component.
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10.1 Source Inversion Conclusions and Recommendations
Of the two developed components of the automatic detection and control algo-
rithm, the source inversion phase is the weaker link. Overall, it was found that even
with analytical functions that exhibit ideal optimization characteristics, the opti-
mization algorithms applied to discretized parameters are generally not reliable. The
issues that arise due to the discritization and approximation of continuous variables
from discrete ones becomes more difficult in the case of optimizing a source inversion
functional, as was shown in Chapter V. Further, the addition of each unknown pa-
rameter led to an increased chance of encountering problems with ill-posedness and
non-uniqueness. These are typical problem in source inversion, and are frequently
dealt with by reducing the possible choices for the parameters to few possible choices,
such as is frequently done in groundwater source inversion problems, where a number
of potential source locations is specified a priori. This is not a realistic assumption
for the source inversion scenarios that are discussed in this work, and thus there is
a conundrum as to how to best perform the source inversion phase. Despite these
general concerns, there are some useful conclusions and recommendations that can be
made from the source inversion research presented in this work, which are summarized
henceforth:
• The analysis of two gradient-based methods as applied to idealized test functions
reinforces the statement that an optimization method cannot be considered
robust simply because it performs well with a small number of test cases. Indeed,
tuning of the algorithms in terms of adjusting the scale values, the gradient
calculations and other model parameters is typically necessary to get reliable
results from the optimizer. Further, gradient-based methods are highly sensitive
to the initial starting guess and to noise in the data and other factors that affect
the quality of the functional. These facts severely limit the applicability of this
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method to the source inversion problem.
• The hybrid optimization approach used herein shows promise, especially when
the parameter space is adequately restricted. It is found that even a minimal
amount of iterations and a conservative population size for the initial evolution-
ary algorithm model is sufficient in many cases to recover the source inversion
parameters within an acceptable level of error. An additional draw of the hy-
brid method is that its initial phase could be carried out in parallel, potentially
reducing the total computational time.
• Future work in this area will need to focus on increasing the reliability of the
source inversion process. Strategic methods of reducing the parameters space
by making a good approximate initial guess will be necessary, however in many
cases they are not sufficient to guarantee accurate recovery of the defining source
characteristics.
• Feasibility of real-time control with respect to the source inversion component
will depend on coarseness of mesh, size of domain and number of inverted pa-
rameters. Future studies will need to investigate ways of reducing the run-time
by using as large as possible of a resolution, and reducing the parameter space
as much as possible using the information that is known about the problem.
10.2 Boundary Control Conclusions and Recommendations
The boundary control problem overall is a more tractable problem using gradient-
based optimization methods than the source inversion problem. Again, the OPT++
optimizer was shown to consistently give better results than CONMIN. The bound-
ary control phase of the algorithm also has potential for improvement via further
investigations. As discussed in Chapter VII, additional terms and constraints could
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be added to the objective function in order to specify addition boundary control
requirements.
Further, interesting simulations could be run using a more sophisticated turbu-
lence model in order to investigate the affects of the turbulence created by the control
actions on the spreading of the plume. It is logical to conclude that these turbulence
effects could interfere and possibly defeat the purpose of the control efforts in some
cases. Thus, high resolution simulations of the turbulent effects could provide valuable
insight into the requirements of the boundary control problem.
As with the source inversion phase, work will need to be done in order to make
the boundary control algorithm operational in real-time, especially when extending
the boundary control to three-spatial dimensions. Again, studies will need to be
performed to determine maximum allowable errors and allowable coarseness of the
grid that will result in an adequate control strategy. Additionally, the length of the
prediction horizon is a determining factor in the overall boundary control run-time,
and it may be possible to reduce the run-times by decreasing this parameter. Further
investigations determining a lower limit for the prediction horizon length as a function
of the estimated source properties and the specifics of the flow properties and domain
in question could be performed in order to better quantify the requirements for the
prediction horizon.
Finally, the current framework for the boundary control algorithm could be amended
to include feedback in the form on additional sensor and updated flow-field informa-
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| ========= | |
| \\ / F ield | OpenFOAM: The Open Source CFD Toolbox |
| \\ / O peration | Version: 2.0.1 |
| \\ / A nd | Web: www.OpenFOAM.com |





























A.3 OpenFOAM-DAKOTA Interface File
#!/bin/bash
# $1 is params.in from Dakota




cp -r ../testChannel .
cp ../last_cell.dat testChannel/
cp ../grad.dat testChannel/
# Update OpenFOAM parametric file by reading from template using Dprepro utility
















A.4 OpenFOAM Boundary Condition File
/*--------------------------------*- C++ -*----------------------------------*\
| ========= | |
| \\ / F ield | OpenFOAM: The Open Source CFD Toolbox |
| \\ / O peration | Version: 2.0.1 |
| \\ / A nd | Web: www.OpenFOAM.com |










// * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * //
dimensions [0 1 -1 0 0 0 0];










n (1 0 0);
y (0 1 0);
maxValue 2;
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