The conformal fixed points of the generalized Thirring model are investigated with the help of bosonization, the large N limit and the operator product expansion. Necessary conditions on the coupling constants for conformal invariance are derived. * This work was supported in part by the
1.Introduction
At present, the study of two dimensional conformal field theories is an active branch of mathematical physics. These theories, as well as being of interest on their own [1] , play an important role in string compactification [2] . Although, unfortunately, there is as yet no complete classification of two dimensional conformal field theories , many important examples are known and have been studied over the years. Among these are free fields, the Wess-Zumino-Witten(WZW) [3] model, the gauged version of WZW [4] , and models based on Calabi-Yau manifolds [5] . All of these models have the standard local lagrangian description and as a result, they have been used in various schemes of string compactification. There are also conformal theories based on Hamiltonians built out of affine chiral currents (affine Virasoro construction) [6, 7] , which await application in string theory.
Among the natural candidates for conformal theories is the generalized Thirring model in two dimensions, which in this paper is defined as a model of several massless fermions interacting through the most general Lorentz invariant four fermion couplings. There are several reasons for being interested in this class of models. One of the simplest types of string compactification makes use of free fermions, and the most natural renormalizable generalization of the free Fermion theory consists of adding a four Fermi interaction. One can therefore hope to construct new string theories based on compactification through some generalized version of the Thirring model. It is also possible that new string theories of this type can help us understand QCD better. There is good evidence that QCD in the large N limit reduces to a theory of non-interacting strings [8] . It is also clear that these strings cannot be described by the well known standard string theory, not at least without important modifications. The present author has proposed as a candidate [9] for the QCD string theory the following world sheet action which is the sum of three terms: The first term is the standard free field action for the target space coordinates. The second term is a generalized Thirring model built out of the fermionic partners of the bosonic fields, and the third term is a Yukawa interaction coupling the bosons to the fermions. This therefore provides another motivation for studying the generalized Thirring model in the context of string theory.
It is well known that the first condition for constructing a satisfactory string model is to start with a local field theory on the world sheet that is conformally invariant [1] . One is therefore naturally led to investigate the conditions that have to be imposed on the coupling constants in order to have a conformally invariant generalized Thirring model. In a pioneering paper, Dashen and Frishman [10] showed that in the special case of a four Fermi interaction invariant under a Lie group (non-abelian Thirring model), the requirement of conformal invariance results in the quantization of the coupling constant. Since then, there has been more work on both the original model [11, 12] of Dashen and Frishman and also on its generalizations [13, 14] . Although the original results of Dashen and Frishman are confirmed, it is clear that a full understanding of the conformal invariance of the generalized Thirring model still remains as an open problem.
This paper is another attempt to find the conformal fixed points the Thirring model. As in most of the previous work, we start by bosonizing the model, and as a preliminary step to quantization, we work out the Poisson bracket (PB) algebra in the light cone coordinates. Next, we try to quantize again in the light cone frame, by converting the PB's into the operator product expansion (OPE). This is done by translating singular terms in the coordinate differences in the PB's into their analogues in the OPE's(eq.(4.4a)). We are, however, only able to do this term by term in a large N expansion, and here we compute only the first two terms, although higher order terms are in principle calculable. As a result, we have, at least to the given order in N, a fully consistent algebra which is a natural generalization of the affine algebra, and which may be of interest on its own. Conformal invariance is then imposed by constructing the stress tensor and requiring that it satisfy the Virasoro algebra. This results in algebraic conditions on the coupling constants of the Thirring model. Similar conditions were derived in reference [14] from the β function equations in the one loop approximation [15] . Although, in principle, our results should agree with those of [14] , we found it difficult to make a direct comparison. This is due to the difference in the methods used ( Hamiltonian approach in this paper as opposed to the Lagrangian approach in [14] ) and the consequent difficulty of comparing the definitions of renormalized coupling constants.
Bosonization of the Generalized Thirring Model
It is by now well known how to bosonize general two dimensional fermionic field theories [4, 16] , and the case of the generalized Thirring model was treated in, for example, in reference [13] . For the sake of completeness and to establish notation, we will present here a brief treatment. The starting point is the action
whereG ab are the coupling constants, and Ψ is a Dirac fermion in the fundamental representation of SU(n),(or U(n)), considered as a flavor group. The λ ′ s are matrices in the adjoint of the same group, they are trace orthogonal and satisfy the commutation relations
In addition to the flavor group, which is in general broken by the coupling constant matrix G, there is also a color group U(N), which is an exact symmetry of the model. The fermions are again in the fundamental of this group, and the color indices are contracted in the fermion bilinears in (2.1) to form singlets. In what follows, the large N limit will be helpful in making the model tractable.
We now introduce auxiliary fields A µ a to rewrite the action as
Using the Polyakov-Wiegmann formula [16] , the functional integration over the fermion field can be carried out and the resulting determinant can be computed. It is convenient to express the resulting action in terms of unitary matrices g(x) and h(x) defined by
4b) and the matrix notation A ± = λ a A ±,a (2.4c) has been used. In terms of the fields g and h, the action takes on the following form:
Here and in what follows, X a stands for T r(λ a X). The relation between G and G is N 2π
It should also be understood that, to take care of the Jacobian resulting from the change of variables from A µ to g and h, the N that appears in these equations should be shifted by the Casimir of the group.
In the next section, we shall need the variation of the action (2.5), which is written down below:
We also note that the equations of motion yield two chiral currents J ± :
where,
These currents are conserved by virtue of invariance of the action under
where x ± = 1 2 (x 0 ∓ x 1 ) and u ± are arbitrary functions.
The Poisson Bracket Algebra
From the variation of the action presented in the last section(eq. 2.7), it is easy to read off the the basic PB's of the field variables. We shall as before use light cone variables, treating x + as time and x − as space. We remind the reader that a first order action of the form
with the variation,
has the PB algebra given by
In our case, the variables whose PB's are the most convenient to compute (3, 17) are the tangent space one forms M i a , defined by
The corresponding functions K
ab (x, y), i, j = 1, 2, can be read off from the variation of the action,
and by comparing it with eq.(2.7). In this equation and in what follows, to simplify the notation, the subscript (-) on the space variables x − and y − is dropped. The PB's are then given by
where F is the matrix inverse of K, as in eq. (3.2b). The end result is that, after some straightforward algebra, one obtains the following differential equations for F:
These equations can easily be integrated. To write the result in a compact form, we define,
and we supress the indices a and b in quantities like (Q c ) ab , R ab and F ab and use the matrix notation. With this convention, we have,
In these equations, the P in front of the exponential means that the exponential is to be path ordered, and R T is the transpose of the matrix R. We have also assumed, as we shall throughout the paper, that H is a non-singular matrix.
It is now easy to compute any desired PB in terms of F's. Of particular interest are the PB's of the conserved currents given by eq.(2.8). After some simple algebra, we find that
As expected, the conserved currents satisfy an affine Lie algebra, and consequently, they are particularly easy to quantize. However, they do not form a complete set and must be supplemented by additional variables. We found it convenient to work with the complete set J −,a (x) plus m a (x) of eq.(3.5b). In addition to the PB's given by (3.8) , we therefore need the PB's between the J's and m's and between the m's themselves. The results simplify slightly by redefining
Again, after little bit of algebra, we find that
where the constants A and F are defined by
The set of equations (3.8) and (3.10), which give the PB's of the complete set of dynamical variables J −,a (x) and M a (x), provide the natural starting point for the quantization of the model.
Quantization
The problem of quantization reduces to quantizing the J's and M's separetely, as they commute with each other. Since the quantization of the affine Lie algebra generated by the J's is standard, from now on we will focus exclusively on the problem of quantizing the non-linear algebra (3.10) generated by the M's. This algebra, in addition to being non-linear, is also non-local, and its quantization presents a formidable problem. In fact, because of difficulties with operator ordering, it is not even clear that the final result will be unique. The strategy which we shall follow in this paper is to convert the classical PB's into the corresponding OPE's (operator product expansion). There is, however, an obstacle to doing this directly for the M's in the Heisenberg representation: These fields are functions of x + as well as x ≡ x − and the OPE's, unlike the PB's, will in general depend on both of these variables. This is the typical problem one encounters in trying to generalize equal time commutators into OPE's. In principle, the unknown x + dependence can be determined through the equations of motion; but instead , we found it easier to go into the Schroedinger representation by defining a new set of fields which coincide with the M's at one fixed value of x + and which do not depend on x + . In order not to complicate the notation, we shall use the same letter M for these fields, and to avoid confusion, it will be understood that from now on we will be dealing exclusively with the new M's, which are chiral by definition:
We now face the problem of converting the PB's of eq.(3.10) into the OPE's for the new M's. Unable to find a solution in closed form, we resort to to an expansion in inverse powers of N to make the problem tractable. It is convenient to define the expansion parameter by α = (4π/N)
2a)
and expand M in powers of α:
The PB's of M (n) can be read off from (3.10). For future use, we exhibit them for values of n up to n = 2, which is all we need to find the first order correction to the classical result in the large N expansion:
3a)
where E is defined by
and A is given by (3.10c). As a check on this result, it is of interest to verify that the PB's of (4.3a) satisfy the Jacobi identity. This is easily established with the help of the following identity satisfied by the constants F and E:
where the sum is over the cyclic permutations of the indices 1, 2 and 3. This identity follows directly from the Jacobi identity for the structure constants f.
Our next task is to convert these PB's of the classical fields into the OPE's of the quantized fields. There is , of course, some ambiguity in doing this, which we resolve by adopting the following approach: The OPE of the product of two fields is directly obtained from the corresponding PB's by making the replacements
Doing this in the PB's given by eq.(4.3), we arrive at the result, valid to second order in α, for the OPE's of the product of two fields:
These equations, as well as the other OPE equations we will encounter, are understood to include only the terms singular as x − y → 0. This is no real loss, since for the applications we have in mind, only the singular terms are needed. We also note that the right hand side of these equations have the required symmetry under the interchange x ↔ y, a ↔ b.
The two point OPE's given by the above equation are fundamental in the sense that they can be used as building blocks for constructing the OPE's of the product of three or more fields to the same order in α. We shall carry out this construction explicitly in the case of product of three and four fields. The key ingredients of this construction, are the requirements that a)the OPE be symmetric under the permutations of the fields(Bose statistics), b)and that it factorize into the product of two point OPE's for special configurations of the coordinates. We shall explain this more fully in the case of the three point OPE below, but first, we have to adress the important question of consistency; namely, does this construction the higher OPE's from the two point OPE lead to a unique answer? The first non-trivial case to consider is the three point OPE; checking its consistency is anologous to verifying the Jacobi identity in the classical case of the PB's. The three point OPE in question can be written in several slightly different forms; these are equivalent up to terms non-singular in the limit of short distances. We give below one particular form of it:
where W's are given by
and Z by
In these equations, the symbol "Perm." means that the main term has to be symmetrized in the indices 1, 2 and 3 by adding all of the necessary permutations in these indices to it. As a result, except for Z, all the terms on the right hand side of these equations are manifestly symmetric and unique. On the other hand, the term Z is not symmetric and therefore not unique: One could permute its indices and obtain a different version of Z. These different versions, however, differ only by terms non-singular in the short distance limit, and they are therefore equivalent as explained above. This can easily be shown with the help of (4.3c), the same identity that was needed to establish the Jacobi identity for the PB's.
It remains to verify factorization, which is defined as follows: The OPE given by eq.(4.6) is valid in the limit when the differences between x 1 , x 2 and x 3 all go to zero, with no further restrictions. Now let us consider the limit
subject, however, to the restriction
In this limit, the three point OPE can then be constructed by the double application of the two point OPE's( eq.4.4b): 1 and 3 are first combined into an OPE, and the result is then combined with 2. This corresponds to taking the limit x 1 − x 3 → 0 first, before letting x 1 − x 2 → 0, as in eq.(4.7). This should then agree with the three point OPE(eq.4.6), in the same limit given by (4.7b). This means that in making the comparison, we are allowed first to drop terms non-singular in x 1 − x 3 , and then terms non-singular in the differences x 1 − x 2 and x 3 − x 2 .It is then fairly easy to verify that the three point OPE given by (4.5) and (4.6) does satisfy factorization. As an example, we exhibit below the particular term corresponding to Z in the factorized form of the three point OPE:
Up to non-singular terms as explained above, this agrees with Z given by eq.(4.6b), and one can then check various other terms in a similar fashion. There are, of course, in addition to (4.7), two other order of limits to consider. These are related to (4.7) by permutations, and in view of the symmetry of the three point OPE, factorization in these channels follows from factorization in the channel we have already considered. We have therefore shown that the two point OPE's given by eq.(4.3) satisfy the consistency condition analogous to the Jacobi identity in the case of the PB's. Here, consistency means that conditions a) and b) lead to an essentially unique result. Our proof holds only to second order in α, however, apart from increasing algebraic complexity, we see no fundamental obstacle to extending this argument to higher orders. There still remains the question of establishing the consistency of the higher point OPE's. In the classical case, the Jacobi identity for the double PB, which is the anologue of the three point OPE, is all that is needed; the consistency conditions for the higher multi PB's follow from it. We believe the same to be true for the OPE's: The consistency of the three point OPE guarantees the same for the higher point OPE's. Although we have no general proof of this statement, we have established it for the four point OPE, which will be studied in the next section.
The Conformal Algebra
The action given by eq.(2.5) is invariant under classical conformal transformations generated by the stress tensor. It can easily be shown that the PB's of the stress tensor satisfy the classical Virasoro algebra, without, of course, the central term. Quantum mechanically, the OPE's of the product of the stress tensor with itself, apart from the central charge, will have anomalous terms signaling the breakdown of conformal invariance. In our approach, conformal invariance is restored by imposing conditions on the coupling constants to get rid of the anomalous terms and to reestablish the Virasoro algebra. We start with the classical expression for the (−, −) component of the stress tensor T, derived from the bosonic part of the action given by (2.5) . In out light cone approach, with x + identified with time, this is the only component we need to consider. Defining
we have,
One can easily show that the PB of T withT vanishes and each one seperately satisfies a classical Virasoro algebra. In the case ofT , when the classical J − 's are replaced by their quantum version, one is faced by the problem of defining the product of two J's at the same point. This problem is easily resolved by first splitting the two coordinates, subtracting the short distance singularity, and then taking the equal coordinate limit. This results in the standard Sugawara construction, with N shifted as in (2.6a). We will use exactly the same procedure in defining the quantum expression for T by letting
The singular terms to be subtracted before taking the limit x − y → 0 are given by the right hand side of eq.(4.4b). This prescription therefore guarantees a finite result for T. Starting with this definition of T, we are now in a position to check whether the Virasoro algebra, with the central charge c,
is satisfied. This will be done by first constructing the four point OPE, and then converting it to the OPE of two T's by taking the limits indicated in (5.2) . Again, the calculation is carried out to second order in α. The four point OPE can uniquely be determined from factorization and symmetry in a manner identical to the construction of the three point OPE. We will therefore skip the details and present the term second order in α, which is the only non-trivial term needed to verify eq.(5.3):
In this equation, "Perm." again stands for the terms to be added to completely symmetrize the right hand side, and Z is given by (4.6b). Notice that, except for ∆, all of the terms given above are quadratic in the field M and therefore contribute only to the first term on the right hand side of eq.(5.3). On the other hand, ∆ is a c-number term that contributes only to the central charge; it is given by
where, A a 1 a 2 a 3 a 4 = 1 24π 3 (F a 1 a 2 b F a 3 a 4 b + E a 1 a 3 ,a 2 a 4 ).
(5.4c)
Given the four point OPE, one can then construct the OPE for the product of two T's by carrying out the limit indicated by (5.2) . To the given order in α, the result is
where, to the same order, the central charge c is given by
and D is the dimension of the flavor algebra, equal to n 2 − 1 in case of SU(n). Clearly, to satisfy the conformal algebra(eq. (5.3) ), the condition
has to be imposed. With the help of eqns.(3.10c) and 4.3b), this can be written as the following condition on the coupling constants G ab :
where we have used the matrix notation for both G and the structure constants f, with the definition f a → (f a ) bc ≡ f abc . (5.6c)
Eq.(5.6b), which determines the conformal points in the coupling constant space, is the main result of this paper. We have investigated this equation in the case of SU(2) and found that, excluding the cases when H becomes singular, it has it has two types of solutions. In both solutions, G is diagonal:
G ab = g a δ ab , (5.7a) and the first type of solution is SU(N) symmetric, with G proportional to the unit matrix. The constant of proportionality is restricted to two possible values:
These probably correspond to some of the Dashen-Frishman [10] conformal points.
In the other type of solution, one can take two eigenvalues, say g 1 and g 2 equal and g 3 to have the opposite sign:
where g is given by (5.6b ). This solution has only U(1) symmetry and its significance is less clear. Although we have not investigated higher flavor groups in detail, it is likely that they also admit solutions.
Conclusions
The main result of this paper are the conditions for conformal invariance given by eqns. (5.6) . The coupling constants that satisfy these equations should then correspond to conformal fixed points invariant generalized Thirring model, at least to the given order in the large N expansion. The road should therefore be open for the application of these results to the construction new string models. However, several problems remain to be solved. For example, it would be nice to work out the higher order corrections in α to the OPE of eq.(4.4b); or better yet, to discover the exact expression. It is also of some interest to be able to compare the Hamiltonian approach of this paper with Lagrangian approach of [14] . Another interesting suggestion [17] to verify or disprove is the idea that the stress tensor of the generalized Thirring model at the conformal points admits of an affine Virasoro construction [7] in terms of chiral currents that satisfy an affine algebra. In our case, eq.(4.4b) does not represent an affine algebra, so the question is whether through a non-linear and possibly non-local transformation of the field M, it is nevertheless possibe to map (4.4b) into an affine algebra. We have not succeeded in doing so; however, the question still remains open.
