Abstract. We generalize the combinatorial principles Cn(κ), C s n (κ) and P rinc(κ) introduced by various authors, and prove some of their properties and connections between them. We also answer a question asked by Juhasz-Kunen about the relation between these principles, by showing that Cn(κ) does not imply C n+1 (κ), for any n > 2. We also show the consistency of C(κ) + ¬C s (κ).
introduction
In this paper, we consider some combinatorial principles introduced in [1] , [3] , [4] , [5] , [6] and [7] , present some generalization of them and prove some of their properties and connections between them. We also answer a question asked by Juhasz-Kunen [4] about the relation between these principles.
The work in this direction, has started by the work of Juhasz-Soukup-Szentmiklossy [5] , where the authors introduced several combinatorial principles, which all hold in the Cohenreal generic extensions. Among other things, in particular they introduced the combinatorial principles C s (κ), C(κ), and their restrictions C s m (κ) and C m (κ), for m < ω. The work of Juhasz-Kunen [4] has continued the work, by introducing some extra principles, like SEP , and discussing their relations. In particular, Juhasz and Kunen showed that SEP ⇒ C s 2 (ℵ 2 ), while C s (ℵ 2 ) SEP. On the other hand, in [7] , Shelah introduced a new combinatorial principle P rinc(κ), which is weaker than SEP , but still enough strong to imply C s (κ).
It turned out that these combinatorial principles are very useful, and have many applications, in particular in topology and the study of cardinal invariants, see [1] , [3] and [6] . In this paper we consider some of these combinatorial principles, and present a natural generalization of them. We discuss the relation between them and also their consistency.
We also address the above mentioned question of Juhasz-Kunen in section 5, and give a complete solution to it. In the last section, we discuss the relation between C s (κ) and C(κ),
and show the consistency of C(κ) + ¬C s (κ).
On P rinc(κ) and its generalizations
In this section, we consider the combinatorial principle P rin(κ) introduced by Shelah [7] , and present some of its generalizations. 
<κ : ∀x ∈ a, a ∈ A x }.
It is easily seen that if D is a normal filter on [A]
<κ , X = ∅ mod D and if F : X → A is regressive, i.e., for all non-empty a ∈ [A] <κ , F (a) ∈ a, then there are Y ⊆ X, Y = ∅ mod D and x ∈ A such that for all a ∈ Y, F (a) = x. To see this, assume on the contrary that for each x ∈ A, there exists Y x ∈ D such that Y x ∩ {a ∈ X :
Definition 2.2. Let κ be regular uncountable. D is a κ-definition of normal filters, if
Definition 2.3. Let κ be regular uncountable, θ < λ ≤ κ and let χ > κ be large enough regular. Then
(2) For all a ∈ P (ω), there exists P ∈ N, such that P ⊆ P (ω), |P | < min{|N | + , λ}, and for all b ∈ P (ω) ∩ N, a ⊆ b ⇒ ∃c ∈ P, a ⊆ c ⊆ b (such a P is called an N -witness for a).
κ,λ,χ such that for any θ-sequence a ξ : ξ < θ of subsets of ω, there is some P ∈ N, P ⊆ P (ω), |P | < min{|N | + , λ}, such that P is an N -witness for all a ξ , ξ < θ simultaneously.
We now state our generalization of P rinc(κ) Definition 2.4. Let θ < λ ≤ κ and D be as above.
(a) P rinc 1 (κ, λ, D) sates: for all large enough χ > κ,
Remark 2.5.
(a) Let κ be regular uncountable, and for A ⊇ κ let D(A) be the club
+ is a successor cardinal, then we can replace min{|N | + , λ} by λ.
The next lemma follows from the definition, and the fact that we can code an ω-sequence of subsets of ω into a subset of ω.
Lemma 2.6. Let θ < λ ≤ κ and D be as above. Then
Proof. (a) is by definition, let's prove (b). It suffices to show that
Let Γ : ω × ω → ω be the Godel pairing function. Let N ∈ N 1 κ,λ,χ , and suppose that a n : n < ω is a sequence of subsets of ω. Let a * = {Γ(i, n) : n < ω, i ∈ a n }.
Let P * ∈ N be an N -witness for a * . Let
We show that P is an N -witness for all a n , n < ω, simultaneously. Clearly P ∈ N, P ⊆ P (ω) ∩ N and |P | < min{|N | + , λ}. Now let n < ω, b ∈ P (ω) ∩ N and assume a n ⊆ b. Let
Hence by the choice of P * , there is c ∈ P * such that a
Then c
[n] ∈ P, and we can easily see that a n ⊆ c [n] ⊆ b. We are done.
3. On C s (κ) and its generalizations
Recall that for a filter D on a set I, D + is defined by
It is clear that
Definition 3.1. Suppose κ is regular uncountable, D is a filter on κ, J is an ideal on ω and
T is a subtree of θ <ω .
(a) The combinatorial principle C D T (κ, J) states: for any (κ × θ)-matrixĀ = a α,ξ : α < κ, ξ < θ of subsets of ω, one of the following holds:
(α) : There exists S ∈ D + such that for all t ∈ T ∩θ n and all distinct α 0 , . . . , α n−1 ∈ S, i<n a αi,t(i) = ∅ mod J.
(β) : There are t ∈ T ∩ θ n , for some 0 < n < ω, and S 0 , . . . , S n−1 ∈ D + such that for all distinct α i ∈ S i , i < n we have i<n a αi,t(i) = ∅ mod J. 
are respectively the principles C(κ), C m (κ) from [5] . Proof. LetĀ = a α,ξ : α < κ, ξ < θ be a (κ × θ)-matrix of subsets of ω. Let χ > 2 ℵ0 be large enough regular. By our assumption
Hence by normality of the filter,
For N ∈ N , set δ(N ) = N ∩ κ ∈ κ. By our assumption, for each N ∈ N , we can find P N ∈ N such that P N is an N -witness for each a δ(N ),ξ , ξ < θ, simultaneously. Then the map N → P N is regressive on N , so by the normality of the filter D(H(χ)), we can find N * ⊆ N and P * such that N * ∈ D(H(χ)) + , and for all N ∈ N * , P N = P * . Let
On the other hand by normality of the filter D(H(χ)), we have
But on the other hand N ∈ N * (as N * * ⊆ N * ), which implies δ(N ) ∈ S, a contradiction.
If for all t ∈ T ∩ θ n and all distinct α 0 , . . . , α n−1 ∈ S, we have i<n a αi,t(i) = ∅ mod J, then case (α) of Definition 3.1(a) holds and we are done. Otherwise, we can find t ∈ T ∩ θ n and
For each i < n, set N i ∈ N * be such that α i = δ(N i ). We also assume w.l.o.g. that
Claim 3.6. There are c 0 , . . . , c n−1 ∈ P * such that:
Proof. We construct the sets c i , i < n, by downward induction on i, so that for all i < n,
For i = n, there is nothing to prove; thus suppose that i < n and c i+1 ∈ P * is defined, so that ( * ) i+1 is satisfied. It then follows that
It is easily seen that b i ∈ N i , so as P * is an N i -witness for a αi,t(i) , we can find c i ∈ P * so that
It is easily seen that c 0 , . . . , c n−1 are as required.
For i < n, set
and hence case (β) of Definition 3.1(a) holds and we are done. The theorem follows.
In this section we consider the principles P rinc 1 (κ, λ, D) and P rinc 2,θ (κ, λ, D), where
and D is a κ-definition of normal filters, and discuss their consistency.
In fact, we will show that in the generic extension by the Cohen forcing Add(ω, κ) the above principles hold. We prove the result for P rinc(κ), as the other cases can be proved similarly.
Recall that the Cohen forcing Add(ω, I) for adding |I|-many new Cohen subsets of ω is defined as
For a nice name a ∼ = n<ω {ň} × A n , where each A n is a maximal antichain in Add(ω, λ),
Note that, by the countable chain condition property of Add(ω, λ), supp( a ∼ ) is a countable set, and a ∼ can be considered as an Add(ω, supp( a ∼ ))-name. The following lemma follows easily by an absoluteness argument.
We also need the following simple observation. (a) P rinc(κ).
(b) For all large enough χ > κ and x ∈ H(χ), there exists N ∈ N 1 κ,κ,χ such that x ∈ N.
Proof. It is clear that (a) =⇒ (b). To show that (b) implies (a), let χ > κ be large enough regular, x ∈ H(χ) and let C ⊆ [H(χ)] <κ be a club set. We need to show that
By the assumption, we can find
Then by elementarity, N ∈ N 1 κ,κ,χ and N = (N ′ ∩ C). Since C is closed, N ∈ C and so
We are now ready to show that P rinc(κ) holds in the generic extension by Cohen forcing.
We follow the proof in [2] .
Proof. Let χ > λ and p ∈ Add(ω, λ) be such that p Add(ω,λ) "X ∼ has transitive closure of cardinality < χ".
Let N i : i < δ be a sequence of elementary submodels of (H(χ), ∈) such that:
Each N i+1 , i < δ, is closed under countable sequences,
. This will complete the proof by the previous lemma.
Thus assume that a ∈ P (ω)
and let a ∼ be a nice name for a. Let U = supp( a ∼ ).
Set U 1 = U ∩ N and U 2 = U \ N. Then U 1 ∈ N. Let i < δ be sufficiently large such that
Using the homogeneity of the forcing Add(ω, λ), extend π to an isomorphism π : Add(ω, λ) ≃ Add(ω, λ). Note that this also induces an isomorphism of the class of all Add(ω, λ)-names,
where for r ∈ Add(ω, λ ∩ M \ U ),
To show that P is an N * -witness for a, let b ∈ P (ω)
Then r ∈ Add(ω, λ ∩ M \ U ). We complete the proof by showing that a ⊆ c
Again we can suppose that q ∈ Add(ω, U ∪W ). As n / ∈ c ∼ r [G], we can find q * ∈ G∩Add(ω, U 1 ) such that
1 Such an i exists as U = supp( a ∼ ) is a countable set and cf (δ) > ℵ 0 .
This implies
are compatible, and we can easily conclude that q and p
which is a contradiction, as they decide the statement "n ∈ a ∼ " in different ways.
be such that q "n / ∈ b ∼ ". We can suppose that q ∈ Add(ω, U ∪ W ) and q ↾ U 2 = p * ↾ U 2 .
As p * " b ∼ ⊇ a ∼ ", we have q "n / ∈ a ∼ ", and hence q ↾ U "n / ∈ a ∼ ". Applying π, we have
Now observe that r ≤ π(p * ↾ U 2 ) and r is compatible with q ↾ U 1 , so
, which is a contradiction.
The theorem follows.
The next theorem can be proved as in Theorem 4.3. 
is the filter generated by
, and so the above definition is well-defined. 
On a question of Juhasz-Kunen
In this section we answer a question of Juhasz-Kunen [4] , by showing that for n ≥ 2,
. In fact we prove the following stronger result. 
(2) D is a κ-complete filter on κ which satisfies the ∆-system θ-property (see below for the definition) and contains the co-bounded subsets of κ, and
Then there is a cofinality preserving generic extension of the universe in which C D n (κ, J) holds if n < n( * ), and fails if n = n( * ).
2
The rest of this section is devoted to the proof of the above theorem. The forcing notion we define is of the form P χ * Q ∼ κ,A , where P χ is a suitable iteration of length χ, which adds a set A ⊆ [κ] <ℵ0 , which has nice enough properties. Then we use this added set A to define the forcing notion Q κ,A .
In subsection 5.1 we define the notion of having the ∆-system θ-property for a filter D, and show that under suitable conditions, some filters have this property. In subsection 5.2
we define the forcing notion P χ and prove its basic properties. Subsection 5.3 is devoted to the definition of the forcing notion Q κ,A . Finally in subsection 5.4 we complete the proof of the above theorem.
5.1.
Filters with the ∆-system θ-property. In this subsection we prove a generalized version of ∆-system lemma that will be used several times later. The following is essentially due to Erdos and Rado; we will present a proof for completeness.
Lemma 5.4. Suppose κ is regular uncountable and ∀α < κ(|α| <θ < κ).
(a) If D is a normal filter on κ and {δ < κ : cf (δ) ≥ θ} ∈ D, then D has the the ∆-system θ-property. 
As there are only |ξ| <θ < κ many subset of ξ of cardinality < θ, and since D is normal, there
X is a club of κ, and hence X ∈ D (as D contains the club filter by its normality). Set
and B α : α ∈ Z forms a ∆-system with root B * .
(b) and (c) follow from (a).
The following lemma will be used in the proof of Theorem 5.2.
Lemma 5.5. The ∆-system θ-property is preserved under θ-closed θ + -c.c. forcing notions.
Proof. Suppose P is a θ-closed θ + -c.c. forcing notion, G is P-generic over V and let D ∈ V be a filter on κ > θ which has the ∆-system θ-property. LetD be the filter generated by D
. We are going to show thatD has the ∆-system θ-property. As D has the ∆-system θ-property, we can find Z ⊆ Y, Z = ∅ mod D such that B α : α ∈ Z forms a ∆-system. Then Z = ∅ modD and so in V [G],D has the ∆-system θ-property, as requested.
5.2.
On the forcing notion P χ . Fix n( * ), θ, κ, χ and D as in Theorem 5.2. We describe a cofinality preserving forcing notion P χ which adds a set A ⊆ [λ] <ℵ0 which has some nice properties.
Definition 5.6.
forcing notions such that:
(1) (Q 0 , ≤) is defined by:
(2) Assume 0 < i < χ, and P i is defined. Then for some P i -names Y ∼ i and w
we have:
is a ∆-system of subsets of κ with root w ∼ * i , each of cardinality
are P i -names of objects as above, then for some j ∈ (i, χ), they are of the form Y ∼ j and w
Remark 5.7. (a) (3) can be achieved by a bookkeeping argument, and using the fact that the forcing P χ satisfies the θ + -c.c. (see below).
(b) It also follows from the θ + -chain condition of the forcing that under the same assump-
(a) P * α is a dense subset of P α , where P * α consists of those p ∈ P α such that:
(1) i ∈ dom(p) ⇒ p(i) is an object (and not just a P i -name),
(2) 0 ∈ dom(p) and for some w we have w p(0) = w,
(c) Each P α satisfies the θ + -c.c.
Proof. (a) follows easily by induction on α, and using the fact that Pi "Q i ∼ is θ-closed".
Let's present a proof for completeness.
Case 1. α = 0: There is noting to prove.
Case 2. α + 1 is a successor ordinal: Thus assume that P * α is a dense subset of P α , and
Since Pα "Q α ∼ is θ-closed and |p(α)| < θ", we can find q 1 such that p 1 "p(α) = q 1 ". As |q 1 | < θ, and again using Pα "Q α ∼ is θ-closed", we can find p 2 ≤ Pα p 1 , p 2 ∈ P * α , q 2 ≤ Qα q 1 and
Case 3. α is a limit ordinal, cf (α) ≥ θ: Let p ∈ P α . Then as | dom(p)| < θ, we can find β < α such that dom(p) ⊆ β, so p ∈ P β , and the induction applies.
Case 4. α is a limit ordinal, cf (α) < θ: Let α ξ : ξ < cf (α) be a normal sequence cofinal in α. Let p ∈ P α . By induction and the θ-closure of forcings, we can find a decreasing sequence q ξ : ξ < cf (α) of conditions such that:
(b) can be proved easily by a ∆-system argument. To prove (c), it suffices, by (a), to
show that P * α satisfies the θ + -c.c. Let {p β : β < θ + } ⊆ P * α . We can assume that:
(1) dom(p β ) : β < θ + forms a ∆-system with root ∆, (2) For each i ∈ ∆, p β (i) : β < θ + are pairwise compatible in Q i (using the fact that
Now let β 1 < β 2 < θ + . Let q be defined as follows: 
Clearly q ∈ P * α , and it extends both p β1 , p β2 . So {p β : β < θ + } is not an antichain.
5.3.
On the forcing notion Q λ,A . In this subsection we describe a forcing notion Q λ,A , which depends on a parameter
<ℵ0 : u includes some member of A}.
Definition 5.9. Assume λ is a cardinal and A ⊆ [λ] <ℵ0 . We define the forcing notion (Q λ,A , ≤) as follows:
(a) p ∈ Q λ,A iff p is a finite partial function from λ to 2 n(p) , for some n(p) < ω.
(b) For p, q ∈ Q λ,A , p ≤ q (p is stronger than q) iff:
We also define the following Q λ,A -names:
Remark 5.10. Given any w ⊆ λ, let A ↾ w = {u ∈ A : u ⊆ w}. Then we define Q λ,A ↾ w to be Q λ,A↾w which is defined in the natural way. Then for disjoint w, v ⊆ λ if
n(p) = n(q)}. But in general the above forcing isomorphism may not be true, if w, v do not satisfy the above requirement, as (b − 3) may fail.
We have the following easy lemma.
Proof. (a) follows by a simple ∆-system argument and (b) is clear. Let us prove (c). First assume that {ω·α i +m : i < n} ∈ A + . Then for some u ∈ A, u ⊆ {ω·α i +m : i < n}, and since
, so we can assume w.l.o.g. that {ω·α i +m : i < n} ∈ A. Now let p ∈ Q. By extending p, if necessary, we can assume that {ω.α i + m : i < n} ⊆ dom(p).
But then by clause (b − 3), any q ≤ p forces " i<n a ∼ αi,m ⊆ n(p)". The result follows immediately.
Conversely suppose that {ω · α i + m : i < n} / ∈ A + . Let p ∈ Q and k < ω. We find
. By extending p we may assume that dom(p) ⊇ {ω · α i + m : i < n} and n(p) > k. Now define q ≤ p as follows:
• dom(q) = dom(p).
• n(q) = n(p) + 1.
• If α ∈ dom(p) \ {ω · α i + m : i < n}, then q(α) = p(α) ⌢ (n(p), 0) .
q is easily seen to be well-defined and clearly
where k ′ = n(p). Let us show that q ≤ p. It suffices to show that it satisfies clause (b − 3) of Definition 5.9. Thus let u ∈ A be such that u ⊆ dom(p). We are going to find some α ∈ u such that q(α)(n p ) = 0. As
Then by our definition, q(α)(n p ) = 0, as requested.
We now consider the combinatorial principle C Lemma 5.12. Assume:
D is a filter on κ with the ∆-system ℵ 0 -property, 
Proof. Let Q = Q λ,A , and suppose Q "¬C
, so by our assumption one of the following holds:
Case 1. There are p ∈ Q and X ∼ such that:
For any α ∈ X * , let p α ≤ p be such that p α "α ∈ X ∼ ". As D has the ∆-system ℵ 0 -property, we can find X 1 ⊆ X * , X 1 = ∅ mod D such that {dom(p α ) : α ∈ X 1 } forms a ∆-system with some root, say, ∆. Let ∆ = {β 0 , . . . , β k * * −1 }, and for each α ∈ X 1 , let dom(p α ) = {β α,j : j < k α }, where for j < k * * , β α,j = β j . By shrinking X 1 , and using the ∆-system ℵ 0 -property of D,
we can further suppose that:
(1) There is some k
Now by (4−a), there are t ∈ T ∩ω n and distinct α 0 , . . . , α n−1 ∈ X 1 such that {ω.α i +t(i) : i < n} ∈ A. Let q be a common extension of p αi , i < n, which exists by our above assumptions.
Then q "α 0 , . . . , α n−1 ∈ X ∼ ", and by Lemma 5.10(c),
which is a contradiction.
Case 2. There are p ∈ Q, t ∈ T ∩ ω n and X ∼ 0 , . . . , X ∼ n−1 such that
We now proceed by induction on i < n and find p i,α ≤ p for α ∈ X * i so that:
Now proceed as in case 1, and shrink each X * i to some X i,1 so that:
We again use the ∆-system argument successively on X i,1 's to shrink them to some X i,2 , i < n, so that for all i, j < n:
Now by (4 − b), there are α i ∈ X i,2 , i < n, such that {ω.α i + t(i) : i < n} / ∈ A. Let q be a common extension of p i,αi , i < n, which exists by our above assumptions. Then q "α 0 , . . . , α n−1 ∈ X ∼ ", and by Lemma 5.10(c),
which is a contradiction. The lemma follows.
we now discuss conditions on D and A which imply C D T (κ, J) in the forcing extensions by Q λ,A .
Lemma 5.13. Assume:
(1) D is a κ-complete filter on κ, where κ = cf (κ) > ℵ 0 and ∀α < κ(|α| ℵ0 < κ), (2) T ⊆ ω <n( * ) is a subtree, where n( * ) < ω,
then there exists X ⊆ Y, X = ∅ mod D such that;
(a) w α : α ∈ X form a ∆-system with root, say, w * such that for all α = β in X, w α ∩ w β = w * , and for all γ ∈ w * , otp(w α ∩ γ) = otp(w β ) ∩ γ, (b) If α 0 , . . . , α n( * )−1 ∈ X are distinct, then ∀u(u ∈ A and u ⊆ i<n( * ) w αi ⇒ ∃i < n( * ), u ⊆ w αi ).
Proof. Let Q = Q λ,A , and suppose G is Q-generic over V . Assume on the contrary that
. Let p ∈ G, X ∼ and b ∼ α,n : α ∈ X ∼ , n < ω be such that
p " b ∼ α,n : α ∈ X ∼ , n < ω is a counterexample to C D T (κ, J).
Let X 1 = {α < κ : p "α / ∈ X ∼ "}. Then X 1 ∈ V and p "X ∼ ⊆ X 1 ", so X 1 = ∅ mod D. For any α ∈ X 1 , let p α ≤ p be such that p α "α ∈ X ∼ ". We may further assume that α ∈ dom(p).
For each α ∈ X 1 , we can find q α,n,m,k , t α,n,m : n, m, k < ω such that:
(1) t α,n,m : ω → 2, (2) {q α,n,m,k : m < ω} ⊆ Q is a maximal antichain below p, (3) q α,n,m,k "k ∈ b ∼ α,n "⇔ t α,n,m (k) = 1.
We may note that then p Q " b ∼ α,n = { q α,n,m,k , k : m, k < ω, t α,n,m (k) = 1}", and so from now on we assume b ∼ α,n is of the form. Let w α = dom(p α ) ∪ {dom(q α,,n,m,k ) : n, m, k < ω} ∪ {ω.α + n : n < ω}.
Then each w α ∈ [λ] ℵ0 . As D is κ-complete and κ > 2 ℵ0 , we can find X 2 ,ḡ andt such that
t = t n,m : n, m < ω and ∀α ∈ X 2 , t α,n,m = t n,m ,
For all α, β ∈ X 2 , otp(w α ) = otp(w β ), (7)ḡ = g α,β : α, β ∈ X 2 , (8) g α,β : w β ∼ = w α is an order preserving bijection, (9) g α,β (β) = α, (10) g α,β "[q β,n,m,k ] = q α,n,m,k .
Consider w α : α ∈ X 2 . By our assumption, we can find X 3 and w * such that (11) X 3 ⊆ X 2 , X 3 = ∅ mod D,
(12) For all α = β in X 3 , w α ∩ w β = w * , and for all γ ∈ w * , otp(w α ∩ γ) = otp(w β ) ∩ γ, (13) if α 0 , . . . , α n( * )−1 ∈ X 3 are distinct, then ∀u(u ∈ A and u ⊆ i<n( * ) w αi ⇒ ∃i < n( * ), u ⊆ w αi ).
Note that for α = β in X 3 , g α,β ↾ w * = id ↾ w * (by (12)). As the conclusion of the lemma fails, we can find q ≤ p, q ∈ G, t ∈ T and α 0 , . . . , α n( * )−1 ∈ X 3 such that q " i<n( * ) b ∼ αi,t(i) = ∅ mod J".
We may suppose that dom(q) ⊆ i<n( * ) w αi .
3
For β ∈ X 3 and i < n( * ) set q i,β = g β,αi (q ↾ w αi ) ∈ Q ↾ w β .
Let Y ∼ i be such that Q "Y ∼ i = {β ∈ X 3 : q i,β ∈Ġ Q }".
Claim 5.14. Q "Y ∼ i = ∅ mod D".
Proof. Assume not; so there are r ∈ G, r ≤ q and X ∈ D + such that r "X ∩ Y ∼ i = ∅".
As dom(r) is finite, we can find β ∈ X so that dom(r) ∩ w β \ w * = ∅. But then r, q i,β are compatible, and any common extension of them forces "β ∈ X ∩Y ∼ i ", which is impossible.
We show that if Q "β i ∈ Y ∼ i ", for i < n( * ), then Q " i<n( * ) b ∼ βi,t(i) = ∅ mod J". So
". Then g = i<n( * ) g αi,βi is an order preserving bijection from i<n( * ) w βi onto i<n( * ) w αi , and we can extend it to an automorphism of λ, in the natural way, so that its restriction to λ \ ( i<n( * ) w βi ∪ i<n( * ) w αi ) is identity. We denote
