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Resume { Les turbo codes possedent des performances proches des limites de Shannon mais cependant, a rapport signal a
bruit eleve, ils presentent un eet de palier du^ a leur faible distance minimale. Cet inconvenient peut e^tre reduit en optimisant la
fonction d'entrelacement. Dans cet article, nous presentons une nouvelle methode de construction d'entrelaceurs pour les turbo
codes basee sur le remplissage d'une matrice cou^t de poids de Hamming. L'entrelaceur est construit element par element en
optimisant conjointement la distance minimale du turbo code et le passage de l'information extrinseque d'un decodeur a l'autre.
Nous montrons que cette approche permet d'ameliorer les performances des turbo codes a rapport signal a bruit eleve.
Abstract { Turbo codes are near Shannon limit codes. Nevertheless, we can observe an error oor eect at high signal to
noise ratio due to their low free distance. This drawback can be reduced by optimizing the interleaver function. In this paper,
we introduce a new method for the construction of interleavers for turbo-codes based on the lling of a Hamming weight cost
matrix. The interleaver construction is done step by step by optimizing both the free distance of the turbo code and the exchange
of the extrinsic information between the decoders. We show how this method can improve the performances of turbo codes at
high signal to noise ratio.
1 Introduction
Les codes convolutifs concatenes en parallele ou turbo
codes ont ete decouverts en 1993 [1]. Ces codes en bloc as-
socient 2 codes convolutifs recursifs systematiques et une
fonction d'entrelacement de N bits (gure 1).







Fig. 1: codes convolutifs concatenes en parallele
La distribution de poids de ces codes etant proche de
celle d'un code aleatoire, leurs performances sont remar-
quables. Cependant ces codes presentent, a cause de leur
faible distance minimale, un eet de palier a rapport signal
a bruit eleve.
La fonction d'entrelacement inue grandement sur les
performances de ces codes. Son optimisation doit permet-
tre d'ameliorer ceux-ci. Dans cet article, nous presenterons
une nouvelle methode de construction de la fonction d'en-
trelacement basee sur le remplissage d'une matrice cou^t de
poids de Hamming. L'algorithme propose construit l'en-
trelaceur element par element en eectuant une recherche
arborescente suivant certains criteres choisis au prealable.
Dans le paragraphe suivant, nous rappelerons les crite-
res importants pour la construction d'un entrelaceur. En-
suite nous presenterons cette nouvelle methode et mon-
trerons comment il est possible de l'ameliorer. Finalement,
dierents resultats seront presentes pour dierentes tailles
N de l'entrelaceur.
2 Criteres de construction de la
fonction d'entrelacement
L'optimisation d'un entrelaceur doit permettre d'amelio-
rer la distribution de poids des turbo codes et en particu-
lier la distance minimale de ceux-ci. Plusieurs chercheurs
ont propose des methodes de construction de la fonction
d'entrelacement basees sur optimisation de la distance mi-
nimale du code [4][6].
Cependant, a cause de la structure iterative du decodeur,
l'entrelaceur doit aussi e^tre construit de facon a garan-
tir le meilleur passage de l'information extrinseque d'un
decodeur a l'autre. Ceci an que les performances du de-
codeur iteratif soient proches de celles d'un decodeur a ma-
ximum de vraisemblance a priori. Parmi les entrelaceurs
assurant le meilleur passage de l'information extrinseque
nous pouvons citer les entrelaceurs S-random [3] qui evitent
les petites boucles dans l'hypertrellis et les entrelaceurs
optimisant le parametre IDS de l'entrelaceur [5] (le para-
metre IDS denit le degre de correlation entre les infor-
mations extrinseques voisines).
Dans cet article, nous proposerons une methode de con-
struction de l'entrelaceur qui cherche a optimiser conjoin-
tement ces deux criteres.
3 Construction de l'entrelaceur
La construction de l'entrelaceur est un probleme d'opti-
misation. Les problemes d'optimisation sont generalement
diciles a resoudre et utilisent souvent des methodes heu-
ristiques. Svirid [7] a montre que l'entrelaceur optimal du
point de vue de la distance minimale doit entrelacer les
sequences d'entree u(D) qui generent des sequences y
1
(D)
de poids faible, avec les sequences v(D) qui generent des
sequences y
2
(D) de poids fort, et vice versa. Nous allons
proposer une methode de construction cherchant a res-
pecter cette denition. Cette methode eectue une recher-
che arborescente an de construire l'entrelaceurE element
par element.
Un entrelaceur E de taille N est deni par une matrice
generatrice I de dimension N N ; on a alors la relation
entre la sequence entree u(D) et la sortie v(D) de l'en-
trelaceur :































On peut aussi representer l'entrelaceur E sous la forme
d'un vecteur:
E = [e(0); e(1); e(2); : : : ; e(N , 1)]





=1 alors le bit u
i
est associe au bit v
j
. Pour cons-
truire E, nous allons utiliser une matrice cou^t J de me^me






est egal au poids de
Hamming du mot code de plus faible poids genere par les
sequences d'entree u(D) de poids de Hamming w  w
MAX
et en supposant a
ij
= 1. Chaque nouvel element e(n) est
choisi en respectant les deux criteres denis precedemment.
Pour la structure presentee gure 1, l'algorithme de con-




(0) = +1 8i; j
e(0) est choisi aleatoirement
2. pour (n = 1; 2; : : : ; N , 1) :
-mise a jour de b
ij
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w 3
< n, 1; (1)
l
w 2
= n, 1; l
w 1
> n, 1 (2)
-choix de e(n) :





E2 = fj j jj , e(i)j > S;
i = n, 1; n, 2; : : : ; n, Sg (4)
e(n) 2 E = E1 \ E2
e(n) est choisie aleatoirement dans E .
Les equations (1) et (2) limitent l'ensemble C des sequen-
ces d'entree u(D) a tester pour chaque n. L'equation (3)
correspond a la contrainte sur la distance minimale. L'equa-
tion (4) correspond a la contrainte S-random qui impose
que deux bits qui sont separes de moins de S bits dans
la sequence d'entree u(D) soient separes d'au moins S
bits dans la sequence v(D). L'ensemble E est l'ensem-
ble des nouvelles positions satisfaisant les deux criteres.
Cette methode permet de construire un entrelaceur avec
une distance minimale D
MAX
et de facteur S-random S.
D'apres [3], il est possible de construire un entrelaceur
avec S <
p
N=2. Cependant, la prise en compte de ce
critere reduisant considerablement le nombre de positions
autorisees, il est conseille de diminuer legerement la valeur
de S an de reussir a construire un entrelaceur. Si la
recherche arborescente echoue (E = ), la procedure doit
e^tre recommencee. Pour obtenir un entrelaceur avec une
distance minimale la plus grande possible, il faut reiterer
la procedure en incrementant la valeur D
MAX
jusqu' a ce
qu'il ne soit plus possible de construire l'entrelaceur.











Cependant cette solution donne de moins bons resultats
que la selection de e(n) aleatoirement dans E . L'algo-
rithme propose ci-dessus est plus proche de la denition
de l'entrelaceur optimum.
Il est possible d'ameliorer l'algorithme en recherchant
un entrelaceur voisin en cas d'echec au cours de la con-
struction. Pour se faire, nous remontons d'un ou plusieurs
elements dans la construction et nous essayons les solu-
tions alternatives. Pour construire les entrelaceurs presen-
tes dans cet article, nous avons utilise cette methode de
recherche locale en autorisant la remontee d'un element.
Cette technique ameliore sensiblement le taux de reussite
de construction.
Il reste ensuite a evaluer la distribution de poids du code
obtenu et a le simuler en utilisant un decodeur iteratif pour
verier ses performances.
4 Terminaison des treillis des codes
convolutifs
En absence de terminaison du treillis d'un codeur con-
volutif, le decodage de celui ci est moins bon en n de
sequence a cause de l'indetermination de l'etat nal. Le
ro^le de la terminaison est d'eviter ceci en ajoutant en
n de sequence  bits an de ramener l'etat interne du
codeur convolutif a l'etat zero.  est le nombre de memoire
du codeur convolutif. Pour les turbo-codes, trois solutions
sont envisageables : (a) absence de terminaison pour cha-
cun des codeurs, (b) terminaison uniquement du premier
codeur, (c) terminaison des 2 codeurs.
La solution (c) implique des contraintes supplementaires
dans la construction de l'entrelaceur ; nous ecarterons cette
solution.
(a) et (b) donnent des resultats comparables : l'inde-
termination de l'etat nal peut e^tre facilement levee sous
reserve d'utiliser un entrelaceur assurant le bon passage de
l'information extrinseque (en particulier en n de sequence).
L'augmentation de la redondance de la solution (b) par
rapport a la solution (a) est compensee par une meilleure
distribution de poids.
Cependant, avec la solution (b), la construction de l'en-
trelaceur et en particulier le remplissage de la matrice
cou^t J est plus simple car toutes les sequences y
1
(D) sont
de poids de Hamming nis. Nous pouvons alors utiliser
les proprietes des sequences d'entree a reponse de poids







Pour les codes presentes ci-dessous la terminaison est
appliquee uniquement sur le premier codeur convolutif .
5 Resultats
Pour evaluer la methode de construction proposee ci-
dessus, nous avons compare les entrelaceurs construits avec
cette methode a dierents entrelaceurs. Les resultats pre-
sentes ci-dessous ont ete obtenus pour un code concatene
compose d'un entrelaceur de taille N=105 et deux codes
recursifs systematiques (15,17). Le tableau 1 compare la
distribution de poids de codes utilisant 6 entrelaceurs dif-
ferents :
{ E1 : entrelaceur en bloc 5 lignes par 21 colonnes.
{ E2 : entrelaceur helical [2] 5 lignes par 21 colonnes.
{ E3 : entrelaceur random obtenu par tirage aleatoire
{ E4 : entrelaceur S-random S=7 [3].
{ E5 : entrelaceur construit en optimisant le parametre
IDS [5].
{ E6 : entrelaceur construit en utilisant la methode
proposee ci-dessus avec D
MAX
=19 et S=6.
L'evaluation de la distribution de poids a ete realisee en
ne prenant en compte que les sequences d'information de
poids de Hamming w  6.
Pour l'entrelaceur E6, le remplissage de la matrice cou^t
J a ete fait en limitant le poids des sequences d'entree
a w  w
MAX
= 3. En eet, l'ajout du critere S-random
Tab. 1: distribution de poids des 6 codes testes.




17 2 1 7 2
18 5 1 9 7 5
19 6 6 12 21 6 6
20 5 4 21 5 10 11
21 17 5 22 17 15 14
22 19 11 35 28 23 37
23 27 16 54 24 20 34
24 29 16 56 32 37 43
25 48 100 100 39 72 60
26 131 54 142 85 104 89
27 89 134 190 96 166 130
28 280 298 277 162 251 169
29 319 187 351 237 355 217
elimine tous mots de code de faible poids obtenus avec une
sequence d'entree de poids w  4. La distance minimale
du code utilisant l'entrelaceur E6 est egale a 19 contre 18
pour E5 et 16 pour E4. Le turbo code ainsi obtenu devrait
donc avoir de meilleures performances que les autres a
rapport signal a bruit eleve. Pour l'entrelaceur E6, les 6
mots de code de poids egal a 19 sont tous generes par des
sequences u(D) de poids w = 3.
La gure 2 presente les bornes par reunion superieure et
les courbes de taux d'erreurs binaires (TEB) en fonction
du rapport signal a bruit Eb=No pour les turbo codes
utilisant les entrelaceurs E1,E3,E4 et E6. Les courbes en
pointille correspondent aux bornes par reunion superieure
(calculees a partir de la distribution de poids des codes).
Les courbes en continu ont ete obtenues par simulation




















Fig. 2: Performance des dierents entrelaceurs
TEB=f(Eb=No).
Le turbo code utilisant l'entrelaceur E1 presente des
performances mediocres a cause du mauvais passage de
l'information extrinseque d'un decodeur a l'autre (S=4).
Le code construit avecE4 presente de bonnes performances.
Cependant, a rapport signal a bruit eleve, c'est le code
construit avec l'entrelaceur E6 qui a les meilleures perfor-
mances.
La gure 3 presente les courbes de taux d'erreurs trame
(P
e























Nous avons egalement construit des entrelaceurs de taille
196, 256, 320 et 424. Pour ces dierents entrelaceurs, les





gure 4. La construction de ces entrelaceurs a necessite
d'une a quelques heures de calcul sur un Pentium 2, 400
MHz. Les resultats obtenus sont a 0,8dB de la borne infe-
rieure relative au codage aleatoire.
6 Conclusion
Une nouvelle methode de construction d'entrelaceurs
pour les turbo codes basee sur le remplissage d'une matrice
cou^t a ete presentee. Par rapport aux autres methodes
proposees, nous avons cherche a optimiser conjointement
la distance minimale du turbo code et le passage de l'in-
formation extrinseque d'un decodeur a l'autre. Les simu-
lations eectuees ont montre que cette approche permet
d'ameliorer les performances des turbo codes a rapport
signal a bruit eleve. Cette methode de construction peut
egalement s'appliquer pour des codes avec perforation ou















Fig. 4: Performance des entrelaceurs de taille 105, 196,
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