Introduction
Several years ago B. Alspach asked the following question.
If IZ is odd and a,+a,+.. . + a, = n(n -1)/2 (if n is even and u1u2 + . . . + a, = n(n -2)/2), 3 6 a, c it, can the edges of the complete graph K, (the edges of K,, -F, the complete graph from which a l-factor has been removed) be partitioned into m cycles C,,, C,,, . . . , C,_ where Cat has length ai [l] ? When all cycles are required to have the same length, we have the well known uniform cycle decomposition problem on which considerable work has been done, although the problem is still far from solved. For details on this problem, the reader is referred to the forthcoming survey paper by Alspach, Bermond, Heinrich, Rosa and Sotteau [2] .
The third author has shown that when n s 10, all possible edge-partitions into cycles exist [8] . Sun [ll] has shown that if m and n are odd, then there exist positive integers a, b and c so that K,,,, = UC,,, + bCz, + CC,,. In this paper we consider the following three situations: (i) uj~{~-2,n-1,n}, lsism, (ii) uj E (3, 4, 6}, 1 <i s m and (iii) a, E {2", 2k+1}, k 32.
We will show in each case that if a, + u2 + . . . + a, = n(n -1)/2 or n(n -2)/2, then an edge partition of the relevant graph (K, or K,, -F) exists.
We first need some notation. Let G be a graph of even degree with IV(G)1 = n. Let S = {b,, b2, . . . Proof. Let at be odd. It is not difficult to verify that the only solutions to a(n -2) + b(n -1) + cn = n(n -1)/2 are a = b = 0, c = (n -1)/2, and a = (n -1)/2, b = 1, c = 0. Since K,, has a hamilton cycle decomposition we know that K, = ((n -1)/2)C,.
Using the cycles in Fig. 1 we can see that K,, = 6C,, + C,2. The cycles of length 11 are Al and Ai+,, 1 ci ~5, where if (x, y) E E(A,), (x + i, y + i) E E(A, + i) with addition modulo 12 and 00 + i = 00, and B is the cycle of length 12. This construction is easily generalized to obtain K,, = ((n -1)/2)C,-, + c-1. (x, y) E E(D,) where addition is modulo 12 and 03~ + i = 00~ + i = i. These cycles yield K14 -F = 6C14. Clearly this generalizes to produce K,, -F = ((n -2)/2)C,.
To obtain K, -F = (n/2)C,_* we again generalize the situation for it = 14.
Here six cycles of length 12 are obtained from El as shown in Fig. 3 . These are Ei+l, 1 s i s 5, defined as were Dj+l. The seventh cycle is the cycle F of Fig. 3 . q
Small cycle lengths
In this section we will show that if all cycles are of length 3, 4 or 6, and if n is odd and 3a + 4b + 6c = n(n -1)/2, or if II is even and 3a + 4b + 6c = n(n -2)/2, then G = a& + bC1 + cc6 where G = K,, if n is odd and G = K,, -F if n is even.
To begin we need some decompositions for small graphs. Let H1 and & be as shown in Fig. 4 . 
Y3, Y4, Y5). 0
We will first show that if II is even and 3a + 4b + 6c = n(n -2)/2, then K,, -F = aC3 + bC4 + cC6. Because of the nature of the proof it is necessary to begin by constructing all such decompositions of K, -F for small even values of n. Proof. We will, in turn, do each value of IZ. When II = 4, there is the one obvious decomposition K4 -F = C4_ Now let V(K,, -F) = { 1, 2, . . . , n}.
Ka-F = (a) n = 6. We find 3a + 4b + 6c = 12 and there are four decompositions. We have done K6 -F = 2C6 = 3C4 in Theorem 1.1. This leaves K, -F = 4C3 for which we take the 3-cycles (1,2,6), (2, 3, 4) , (4, 5, 6) and (1,3, S), and K6-F = 2C3 + C6 for which we use the cycles (1,3,5), (2, 4, 6 ) and Using K6 -F = 2C6, and K4 -F = Cq, we can think of K,, -F as the union of two copies of Hz and one 4-cycle (as in Fig. 6(b) ). Now using the decompositions of Hz (with b = 0) as given in Lemma 2.2, we obtain all remaining decompositions of Klo -F. Using our decompositions of K, -F we obtain all decompositions of K,, -F with b = 0 and c 2 4. This leaves K,2 -F = 20C3 = l8C3 + C, = 16C3 + 2C, = 14C3 + 3C6 to be constructed.
For the first of these, see e.g. [6] and the rest are as follows. Let V(K,2 -F) = { x1, x2, x3, x4, xs, x6, Y,, y2, y3, y4, Y,, yeI and we view K12 -F as in Fig. 7 (the cycles are (x1, x2, x3), (x1, x4, x6, x7, x3, x5), (.x1, x6, x2, x5, x4, x7) and (x2, x4, x3, x6, xs, x7)) we also obtain K,, -F = 22C, + 3C6. Two cases remain.
Return now to Fig. 8 (b). On each K8 -F use K, -F = 8C3, and on the K6,6 use K6,6 = 6C6. Choose two of the 6-cycles in K6, 6 and in positioning the K, -F = 8C3 place them so that in each a triangle can be placed with one of the chosen 6-cycles so that we obtain two copies of the graph H3 in Fig. 9 . Since H3 = C3 + C6 = 3C3 we can, in turn, eliminate the two 6-cycles and obtain the last two decompositions. Cl
We are now ready to give all decompositions for even n. Proof. Let n = 2t and consider the residue classes of n modulo 12.
(a) n = 2 or 6 (mod 12). In this case t = 1 or 3 (mod 6) and there is an STS(t) [3] . Let V(K2, -F) = {a,, a2, . . . Thus b=36' and either (i) u=4u', c=2c' or (ii) u=4u'+2, c = 2c' + 1. We will discuss (i) as (ii) is done similarly.
First list all K6 -F and then all K8 -F in K,, -F and from them choose a copies of C3 as follows. In the first K6 -F put K6 -F = 4C3. Continuing until we have a 3-cycles our last decomposition will be either Ks -F = 4C3, K,-F=4C,+xCq+yCg or K,-F = 8C3. Now we find the c 6-cycles. The first decomposition containing C6 will be either Kg--F=2Ch, K8--F=4C3+2C6, KS--F=4C6 or K,-F=3C,+ 2C6. When we have reached cCg, the remainder of the K, -F and K, -F are to be decomposed into Cq.
An almost identical construction works when n = 24m + 8.
(c") n = 12, 20 (mod 24). In this case t = 6, 10 (mod 12) and it is known ( [9] ) that if t -2 = 4, 8 (mod 12), there is a group divisible design on t points with one group of size 6, the rest of size 4 and all blocks of size 3. As in (c') this gives us a partition of the edges of K,, -F into copies of K6 -F, K, -F and one K,* -F.
To construct the required decomposition of K,, -F we list the K, -F, then the K, -F and last the one K1, -F and decompose them in turn (using Lemma 2.3)
as was done in (c').
(d) n = 4 (mod 12). Let n = 12m + 4 so t = 6m + 2. We know ( [7] ) that K, -F, m 3 3, has a resolvable decomposition into cycles of length 3.
Adding to Kern -F one new vertex and the edges of F yields a decomposition of Ksm+l into 3-cycles (an STS(6m + 1)) which has a set of 2m vertex-disjoint 3-cycles (from one of the resolutions). Now, duplicate as in (a) to get a partition of the edges of K12m+2 -F into copies of K, -F. In particular this partition has 2m vertex-disjoint copies of K, -F and a copy of Kz -F (as shown in Fig. 10 ). Now add two more vertices (non-adjacent) to get K12m+4 -F which is edge-partitioned into 2m copies of K8 -F, one C4 and m(6m -1) copies of K,-F.
Since 3a + 4b + 6c = 12m(6m + 3) + 4, b = 1 (mod 3). Thus b 3 1 and we have an obvious C, as shown in Fig. 10 . The remainder of K12m+4 -F is decomposed into K6 -F and K8 -F. We now fill these as we did in (c).
Two cases remain: K16 -F and K,, -F. First we do K16 -F viewing the graph in the four different ways as shown in Fig. 11 .
Here 3a + 46 + 6c = 112. From Note that in Fig. 11 (b) we require that in each decomposition of Kr,, -F one of the C4 (there is always at least one) has on its diagonals two of the edges of F.
From Figs 6(a) and 6(b) it is easy to see that this can always be arranged.
The last case is KZ8 -F. Since there is a group divisible design on 12 points with groups of size 3 and blocks of size 4, we can view KzR -F as in Fig. 12 .
Noting the earlier comment regarding K10 -F we can now decompose the Ks -F and (Kr,, -F) -C4 as in (c) to obtain all decompositions.
•i
The previous theorem immediately gives us many of the decompositions K,, = aC3 + bC, + cc6 when n is odd.
Corollary 2.5. When n is odd, a 3 (n -1)/2, and 3a + 4b + 6c = n(n -1)/2, then K,, = aC3 + bC4 + cCg.
Proof. From 3a + 46 + 6c = n(n -1)/2 we obtain 3a' + 4b + 6c = (n -l)(n -3)/2 where a' = a -(n -1)/2 and by Theorem 2.5 K,_, -F = a'C3 + bC4 + cCg. Now, adding a new vertex and the edges of F to K,,_, -F, we obtain K,, = aC3 + bC4 + cCg. q
Hence, when rz is odd we need only consider the cases a G (n -3)/2. As when n was even we begin with a lemma which takes care of the small odd values of n. Lemma 2.6. 1' n E (3, 5, 7, 9, 11, 13, 17) and 3a +4b + 6c = n(n -1)/2, then K,, = aC3 + bC4 + cCg.
Proof. Thanks to Corollary 2.5 we consider only the cases a G (n -3)/2. When n = 3 and n = 5 there is only one decomposition and it is easily constructed.
(a) n = 7, a 6 2. Since 3a + 4b + 6c = 21, a is odd and the only decompositions are K7 = C, + 3C, + C6 and K, = C3 + 3C6. These are given by the cycles 1,2,3,4,5,6,7,8,9} and take the cycles (1,273) (2,6,7), (1,4,2,5,3,6), (4, 7, 5, 8, 6, 9 ), (7,1,8,2,9,3), (1, 5, 4, 8, 7, 9) and (3, 4, 6, 5, 9, 8) .
We now have the four cases with a = 0: K, = 9C4 = 6C, + 2C6 = 3C4 + 4C6 = 6C,. These are given respectively by the following sets of cycles: {(1,2,9,6), (2,3,1,7), (3, 4, 2, 8) , (4, 5, 3, 9) , (5,6,4,1), (6,7,5,2), (7, 8, 6, 3) , (8, 9, 7, 4) , (9,1,8,5)}, {(1,8,3,9), G&7,9,5), (4, 7, 6, 8) ,
(1 (1,8,7,5,2,%, (3, 8, 5, 9, 7, 6) ).
(c) ?I = 11, a ~4. It is easy to see that a is odd, so a = 1 or a = 3, and b = 1 (mod 3).
Using Fig. 13 and known decompositions of K4,h, Kg, and K, we get all decompositions of Kll with a = 3. Note that using Fig. 13 we must always have two 3-cycles as K5 does. However, since H4 = 2C, (Ha is shown in Fig. 14(a) ), K4,h = 3C4 + 2C, = 4C, and we have decompositions of K7, we easily obtain Kll = C3 -t C, + SC6 = C3 + 4C4 + 6C6 = C3 + 7C4 + 4C6. Next, H5 (shown in Fig. 14(b)) easily decomposes as H5 = C, + C6 and since Kd16 = 6C, and K, = C3 + 3C4 + Cb, we obtain K,, = C3 + lOC, + 2C6. This leaves Kll = C3 + 13C4 which is given by the cycles (1,6,9), (6 if (x, y) E E(G,), 1 s i 6 12, and addition is modulo 13. Since Gj U Gi+, = 3C4, 1 pi s 12, all de~mpositions of Ki3 with a = 0 are constructed.
(e) n = 17, a < 7. Clearly a is even so a E {O, 2, 4,4). View Xl7 as in Fig. 16 . We see that the edges of K1, can be partitioned into one KS, one K13 and two copies of K4,+ By appropriately decomposing each of these we obtain all decompositions of K,-, with 2s~ 66. This leaves a = 0. Again we use Fig. 16 . First, in the decomposition of one of the K 4,h make sure a 4-cycle (respectively a 6-cycle) from it and the two 3-cycles from KS = 2C3 + C4 are as in Hs = C, -I-C, (respectively, H4 = 2C& Choosing appropriate decompositions of K4, 5 and K13 yields all decompositions of K,, with a = 0 except for KIT = 34C,. If V(K,,) = (0, 1,2, . . * I 16) the 4-cycles for this decomposition are J, = (1, 3, 2, 9), K1 = (4, 10, 13, 9) and Jj+l =fl -i-i, Ki+, = Kl + i, 1 G i G 16, where all addition is modulo 17. q
We are now ready to prove the main result for odd n. Theorem 2.7. If a is odd and 3a + 4b + 6c = n(n -1)/2, then K,, = aC3 + bC4 + CC@ Proof. We know by Corollary 2.5 that we may assume a s (n -3112. The proof will look at the residue classes of tz modulo 12 and ail cases will be based on Fig.  17wheresft+l=n .
(a) y1= 12m + 1, m 2 2. Since 3a + 4b -t SC = 6m(12m -+ l), then a is even and as6m-2. The construction of the decompositions is by induction on m; all decompositions of K13 (the case M = 1) are given in Lemma 2.6. In Fig. 17 let s = 12 and c = 12(m -1). We assume that all decompositions of K,z+,_lj+L are possible. Since 3(6m -2) s 6(m -1)(12(m -1) + 1) for m 2 2, we know that for a G 6rn -2, and b' and c' satisfying 3a t-4b' + 6~' = 6(m -1)(12(m -1) -t l), However, this is not quite correct as if a ~0 (mod 4) and rn is even, or if a = 2 (mod 4) and m is odd, then we require decompositions of the form K,2m+l = aC3 + bC,. But decompositions of K13 always contain a 6-cycle. Fortunately in these cases the decompositions of K 12~,,--1~+1 also all contain a 6-cycle and we simply locate these 6-cycles so that one of the Kh,6 becomes the graph H,, and H, = 12C4.
(b) 12 = 12m + 7, m 2 1. In this case 3a + 46 + 6c = 6((12m + l)(m + 1) + 2) + 3 so a is odd and a s 6m + 1. Choose s = 6 and t = 12m in Fig. 17 . From (a) we have all decompositions of K,2m+, and from Lemma 2.6 all decompositions of K, = C3 + b'C4 + c'C+ Note that each decomposition of K7 has both a 3-cycle and a 6-cycle. Our decompositions of K12m+7 must have an odd number of 3-cycles. Since 18m G 6m(12m + 1) when m B 1, we can choose decompositions of K 12m+l with (a -1) 3-cycles which, with the one in K7, gives us a 3-cycles. We now proceed as in (a) and again must pay particular attention to the case c = 0. In this case the difficulties occur when a = 1 (mod 4) and m is odd, or when a = 3 (mod 4) and m is even, but we use the same technique as before to obtain the decompositions. Counting edges 3a + 4b + 6c = 6m(12m + 5) + 3, and so a is odd and a < 6m -1, Now 3(a -1) c 3(6m -2) c 6(4m -1)(3m -l), for m > 1, and so we take a decomposition of K, with exactly one 3-cycle, and of K12(m_,j+9 with (a -1) 3-cycles. The rest of K12m+3 consists of two copies of K4,6 and 2(m -1) copies of K . As in (a) we have to pay special attention to the case c = 0 as each dt%mposition of K7 has a 6-cycle. When a = 1 (mod 4) and m is even, or a = 3 (mod 4) and m odd both K7 and K12(m--1j+9 have a 6-cycle. These can be chosen so that one of the K6,6 becomes a copy of Hi and now we proceed as before.
(f) n = 12m + 11, m 2 1. This last case follows as the others. In Fig. 17 choose s = 10 and t = 12m. From 3u + 4b + 6c = 6(12m2 + 21m + 8) + 4 + 3 we know that a is odd and so a < 6m + 3. Each decomposition of K1, has a 3-cycle and a 4-cycle. Since 3(6m + 2) < 6m(12m + l), m 2 1, we choose decompositions of K 1zn+1 with (a -1) 3-cycles. The remainder of K12m+ll consists of 2m disjoint K4,6 and 2m disjoint K,,,. Decomposing all these graphs appropriately yields the desired decompositions of K12m+ll. 0
Cycles of length 2k and 2k+1
We need to introduce the notion of switching on cycles. Suppose G contains the three edge disjoint cycles of lengths s, t and r as shown in Fig. 18(a) . We can, by switching on the cycle (vO, v,, v2, v3 ), obtain the two cycles of lengths s + t and r as shown in Fig. 18(b) .
This switching procedure can be applied many times as illustrated in Fig. 19 .
The next result, due to D. Sotteau [lo] , will be used often in the proofs. We now state and prove several lemmas. . . , xzm, Yap). These are the basic cycles. Since by Theorem 3.1 G = bC2m+l, then after suitably labelling the vertices of G we can always obtain a basic decomposition.
For a basic decomposition G = aCzm we use the fact that both Kzm 2m-~ and K2m+2,2mm~ have decompositions into cycles of length 2" (again use Theorem 3.1).
Lemma 3.5.
There is a decomposition K2, -F = (n -1)C2,, n 3 2, with the property that there is a set of edges E = {el, . . . , e,_I}, one from each cycle, so that F U E is a path with edges alternating between E and F.
Proof. We use the decomposition given in Theorem 1.1. Let E = {(2i, 2i + l):O~i~n-3}U{(2n-4,~,)} h w en n is even, and let E = {(2i, 2i + 1) : 0 c i s (n -3)/2} U { (2i + 1, 2i + 2) : (n -1)/2 < i S n -3) U ((2n -3,~)) when n is odd. Since F = {(i, n -1 + i) : 0 c i s n -2) U {(m,, m2)} it is not difficult to check that E U F is as required. 0
Note that the edges E form an independent set of edges.
Lemma 3.6. There is a decomposition K2n-2 -F = (n + 1)C2,, n 2 2, with the property that there is a set E = {e, , . . . , e,} of independent edges, each from a different cycle. ir
Proof. We again use the decomposition given in Theorem 1.1. Let E = {((n/2) + i, (3n/2) -1 + i): 0 s i G n -2) U {((n/2) -2, (n/2) -1)) if n is even, and let E = {((n + 1)/2 + i, (3n -1)/2 + i): 0 G i G n -2) U {((n -3)/2, (n -1)/2)} if n is odd. q We now have the tools necessary to prove the main theorem when n is even. First note that in this case if K, -F = a& + b&k+,, then n = 0, 2 (mod 2k) and if b#O, n~2~+'. We begin with the cases n = 2k+' and n = 2k+' + 2 as if n = 2k or it = 2k + 2, then b = 0 and the situation has been dealt with in Theorem 1.1. Proof. The proof is much like that of Theorem 3.7. We first view K2k+~+2 -F as in Fig. 21.   Let V(K,k+, -F) = {x1, x2, . . . , x2kt2) and V(K2k -F) = {y,, y2, . . . , ~~"1. By In Theorem 3.11 we will prove that K2k+, =&-I + 2k-'C2k so that there is a set of edges E = {e,, . . . , e2k-,, e} so that e,, . _ . , e2km1 are independent and each lies in a different cycle of length 2k, e lies in the C2aml and e is incident with both e, and e2. We now show that K4m+,,4m+, -F = (4m + 1)C4,. In G, = K,r-+, with vertex set X, the decomposition can be arranged so that the set E, of independent edges is E, = {(xzi_,, x2,): 1s i c 2k-1} and e = (x2k-z+,, x2*-1+2), whereas in G2 = K,k,, with vertex set Y, the decomposition is arranged so that E, = {(Yap_,, y,,): 1 c i c 2k-1} and e = (y,, Y~.~~~z+~)_ Now, for the cycles containing edges (.q-,, X2i) and (Yap-, , y,,) switch these with the edges (xzi_,, yzi-,) and (xzi, yzi) of the l-factor, 1 c i c 2k-'. For the cycles of length Finally if 2k+1 6 b s 2k+' + 2k-2 -2, let G1 = Gz = G3 = (2k-1 -1)&k and let the independent edges be E, = E,! U E: where lE:l = 2k-2 and IE:!I = 2k-2 -1. Let G4 = Gs = Gh have a basic decomposition K21,2k = 2k-1C2k+~. Now switch on b -3.2"+' of the cycles determined by Ek and E;, and Gh; E;, E'; and G4; and E; \ {ej}, Es and Gs. Care must be taken in positioning the basic cycles so that the switching operation is possible. Notice that one cycle of length 2k must remain. Proof. It is clear that if K,, -F = a& + bCp+l, k 22, then a2k + b2k+' = n(n -2)/2 and from this it follows that IZ = 0, 2 (mod 2k).
Suppose that n = 0, 2 (mod 2k) and a2k + b2k+' = n(n -2)/2. Let n = t2k or t2k + 2. If t = 1, 2, or 3 the decompositions K,, -F = aCp + bCp+l have all been determined in Lemmas 3.5 and 3.6, and Theorem 3.7, 3.8 and 3.9. We may therefore assume that t 3 4.
If t is even, t = 2r, then we view K,, -F as in that K~+I,~~+I = 4K2k,2k) and K~+I+~,~*+I = 2k+2C2k + 2&k+) (from Theorem 3.1, Lemma 3.3 and the fact that K2.++~+2,2k+~ = 2K2k,2k + 2K2*+2,2k). Since each decomposition of Gi, K2*+1,2*+1 and K2x+1 +2,2k+l can be chosen independently it is not difficult to see that all the required decompositions can be attained. If t is odd, t = 2r + 1, we again view K,, -F as in Fig. 24 except that in this case G, = K3.2k -F if IZ = 0 (mod 2k), and G, = K3.2k+2 -F if II = 2 (mod 2k). The proof now proceeds as in the case when t is even except that we use K3.2k,2k+~ = (2k+1 + 2k)C2k+1 = (2k+2 + 2k+1)C21,, K3.2k,2k+~ = 2k+3C2k + 2&+1 (from Theorem 3.1, Lemma 3.3 and the fact that K3.2k,2k+~ = 2K2k,2~ + 2K2k,2r+1) and K3.2~+2,2~i~ = (2k+i + 2k + 2)C2x+1 = (2k+2 + 2k+1 + 4)C+ 0 K-F= n Fig. 24 Note that there are many other decompositions of "the pieces" that can be used to obtain the final decompositions of K,, -F.
We have now completely solved the case when 12 is even and next we look at the case n odd. If K,, = Cp + bCp+l, then n = 1 (mod 2k+1). It remains to construct the decompositions in these cases. We begin with the case n = 2k+' + 1.
This is the critical case as from it all other decompositions are easily constructed.
Theorem 3.11. If a2k + b2k+' = 2k(2k+' + l), then K~+I+, = a& + b&k+,.
In addition there is a decomposition Kp+l+, = Cp + 2kC2k+~ with a set of edges E= {e,, . . . , e2 k, e} so that each ei is from a different cycle of length 2k+', e lies in C,k, E -{e} is an independent set of edges and e is incident with exactly two of the e,. Moreover, the cycle C2k contains at most one vertex from each e;, 1 =G i G 2k. (6, 7, 4, 8), (7, 8, 5, 9 ) (8, 9, 6, I) and (9, I, 7, 2). Suppose k > 3, a2k + b2kf' = 2k(2kf' + 1) and that a'2' + b'2'+' = 2'(2'+' + l), t < k, implies K21+~+1 = a'C,, + brC2,+t with the edges E and the cycle C2' as described above when a' = 1. Consider K2*+l+, as in Fig. 25 .
Let G, and G2 denote the K,k+, with V(G,) = {x,, x2, . . . , x2x, 30) and V(G) = {Yl> Yz, . . . , Y2X> m}. By the induction hypothesis there is a decomposition Kp,, = C2km1 + 2k-1C2~ with a set of edges E and Czk~ I as described. Denote this decomposition by 9. Suppose 0 G b G 2k-'. Decompose G, as in 9 so that the cycle C2k I does not contain m, e = (x1, 4, and e, = (x,, x,). Decompose G2 as in 9 so that e = (y,, y2), e, = (y3, y4) and the cycle represented here by e, does not contain a. Clearly the cycles represented by "e" are vertex disjoint as are those represented
by "e,". (1) the edges (X2j(i), Yap,,), 1 c i c 2k-' are independent, (2) {YZ+,,,,,-~, YZ,(,, :1 s i s2k-') = {yl, y2, . . . , y2*} and (3) the edge (Xy(i)r ~2~,(,) ) is disjoint from the vertices Xzi_-l, y2i--1, x2i and y2i, for each i, 1 c i s 2k+1.
Finally, in G2 -{w}, place the decomposition of K2k -F as described in Lemma 3.5 so that the cycles El, E2, . . . , E+I_~ of length 2k are represented by the edges (Y~~-~, yzi) E Ej, 1s i s 2k-' -1, and the edges of F are (y,, Y~+~), We must now bring together all the cycles described and the edges (00, yi), 1~ i 6 2k, for the desired decompositions. Since K2k+~,++~ = 2k+1C2k+~ = 2k+2C2k and each Gi can be decomposed independently, then, using Theorem 3.11, it follows that we have decompositions K,, = aCp + bC2k+l provided a 3 t (each Gi decomposition has a cycle C,*). When a < t let Gi = Czk + 2kGZk+~, and in each, position the cycle of length 2k so that it does not contain vertex ~0, and so that when basic decompositions K2k+~,2k+~ = 2k+*C2,+~ are chosen between G2i-r and Gzi, 1 s i s lt/2], a switch is possible so that the two cycles of length 2k become one of length 2k+1. 0
