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Abstract
In this paper we present generalisations of Paley-Wiener type theorems to Mellin
and (Laplace-)Fourier transforms of rapidly decreasing smooth functions with
positive support and log-polyhomogeneous asymptotic expansion at zero. This
article is based on the thesis [CdC] uses results borrowed from [RS], [RS81],
[P79], [FGD], [P79], [SZ].
Introduction
A classical theorem due to R. Paley and N. Wiener [PW] provides a neces-
sary and sufficient condition to build a holomorphic extension of the Fourier
transform f̂ of a function f ∈ L2(R) with exponential growth |f̂(ζ)| ≤ Cea|ζ|
and supported on [−a, a]. This theorem was generalized to distributions by L.
Schwartz in [Schw66], and since then this type of results are known as Paley-
Wiener theorems.
The main goal of this paper is to provide Paley-Wiener type theorems for the
Mellin and Fourier transform of rapidly decreasing functions with positive sup-
port and log-polyhomogeneous asymptotic behavior at zero. To the author’s
knowledge, in that degree of generalization, the results concerning the Fourier
transform included in Section 4.2 are new. As a particular case we recover a
Paley-Wiener type theorem for rapidly decreasing functions which are smooth
up to the boundary. This result plays an important role in Boutet de Mon-
vel’s pseudo-differential calculus [BdM], and provides a fundamental tool for
1
2the traciality of the non-commutative residue on BdM’s algebra done by B.V.
Fedosov, F. Golse, E. Leichtnam and E. Schrohe in [FGLS]. The tools pre-
sented here are used in an essential way in [CdC] to prove the traciality of the
so called canonical trace for log-polyhomogeneous pseudo-differential operators
(see [KV] and [Lesch99]) on manifolds with boundary. We hope that this short
survey can also be of use for whom might want to get acquainted with Paley-
Wiener type theorems, independently of their applications in geometric analysis.
In order to make this document self-contained we also recall well-known Paley-
Wiener type theorems. As we go along we compare our results with existing
results in the literature, in particular, we compare a Paley-Wiener result involv-
ing the Mellin tranform of rapidly decreasing functions with positive support
and log-polyhomogeneous asymptotic behavior at zero (cf. Theorem 2, see also
[RS], [RS81]) with the respective Fourier transform (cf. Theorem 1).
This document is organized as follows: In Section 3.2, we recall basic properties
of and Paley-Wiener type results for the Mellin transform of smooth compactly
supported functions C∞c (R+) as well as of compactly supported functions in
L2(R+) (see, [RS81], [P79], [FGD]). Finally, we give similar results for S(R+)
(cf. Proposition 6). In Section 3.3. Using results of [FGD], we deduce a Paley-
Wiener type theorem for functions in Sp(R+) (cf. Theorem 1). In Section 3.4,
following [P79] we recall a Paley-Wiener type theorem of the Mellin trasnform
of extendable compactly supported distribution E ′+(R+) (cf. Proposition 11).
In Section 4.1, we derive an explicit expression for the Fourier transform of
log-homogeneous distributions, restricting ourselves to distributions of order
a ∈ C \ {. . . ,−2,−1} and log-type k ∈ Z≥0. In Section 4.2, we combine
the results obtained in Section 4.1 to derive a Paley-Wiener type theorem
for the Fourier transform of functions in Sp(R+). More precisely, we relate
the Fourier transform of a function in Sp(R+) with a holomorphic function in
C− := {ζ ∈ C | Im ζ < 0} with log-polyhomogeneous asymptotic behavior
at infinity, which is continuous up to the boundary in S ′(R+) (cf. Theorem
2). In particular, this result can be applied to functions in S(R+) (cf. Propo-
sition 8). Finally, in Section 4.3 we recall a Paley-Wiener type result of the
Laplace-Fourier transform of tempered distribution with compact support, see
[SZ], similar to the one described in Section 3.4 for the Mellin transform.
1 Notations and preliminary definitions
We introduce the necessary notations for the subsequent sections and the defi-
nitions to follow.
Notations:
• R+ := {x | x > 0} resp. R− := {x | x < 0}) and R+ := {x |x ≥ 0}
resp. R− := {x |x ≤ 0}), denote the real half-spaces without and with
3boundary, respectively. Similarly,
C+ := {ζ ∈ C | Im ζ > 0} (resp. C− := {ζ ∈ C | Im ζ < 0}) and
C+ := {ζ ∈ C | Im ζ ≥ 0} (resp. C+ := {ζ ∈ C | Im ζ ≤ 0})
denotes the complex half-plane without and with boundary, respectively.
• By a cut-off function ω around zero we mean a smooth compactly sup-
ported function which is nonnegative, decreasing, and equal to 1 near zero.
By an excision function χ we mean a smooth function which is nonnega-
tive and vanishes near zero and is equal to 1 outside of a neighborhood of
zero. Note that 1− χ is a cut-off function.
• We denote by ξ 7→ [ξ] the strictly positive function for which [ξ] = |ξ| for
|ξ| ≥ 1, and by O([ξ]−∞) we mean a rapidly decreasing function, i.e. a
function that decreases faster than any polynomial.
• Let U be an open subset of R. Let C∞c (U) be the set of all compact
support smooth functions on R. Let S(R) be the set of all smooth rapidly
decreasing function on R, i.e., u lies in S(R) iff u satisfies that for any
α, β ∈ {0, 1, 2, . . .}, there exists a positive constant Cα,β such that
sup
x∈R
|xα∂βxu(x)| ≤ Cα,β .
• Let S(R+) be the set of Schwartz functions on R+ which are smooth up to
the boundary, i.e. u lies in S(R+) if there exists a function u˜ ∈ S(R) such
that its restriction u˜(x)|x>0 coincides with u(x). Let S ′(R) be the space
of tempered distributions.
• Let U ⊂ R be an open subset. A distribution f in U is a linear form on
C∞(U) such that for every compact set K ⊂ U there exist constants C
and k such
|f(φ)| ≤ C
∑
|α|≤k
sup |∂αφ|, ∀φ ∈ C∞c (K). (1)
The set of all distributions on U is denoted by D′(U). If the same integer
k can be used in (1) for every compact K we say that f is of order ≤ k
and we denote the set of such distributions by D′,k(U) .
• We say f ∈ D′(U) vanishes on V ⊂ U if 〈f, φ〉 = 0 for all φ ∈ C∞c (U)
with support in V . The maximal open set V on which the distribution f
vanishes is called the support of f .
• The set of compactly supported distributions is denoted by E ′(R), and
E ′+(R+) denotes the set of positive compact supported distribution in
E ′(R) which can be extended to a compact support distribution in R.
4We are now ready to introduce some basic definitions (see e.g. [Rud], [PW],
[Schw52], [SB]).
Definition 1. Let U ⊂ R be an open subset. Denote by C∞c (U) the set of all
smooth functions with compact support in U .
• The Mellin Transform: The Mellin Transform is defined as a map M :
C∞c (R+)→ A(C) given by
M[f ](s) :=
∫ ∞
0
tsf(t)
dt
t
, s ∈ C, (2)
where A(C) denotes the set of all holomorphic functions on C. The Mellin
map f 7→ M[f ] is continuous, and has a continuous inverse M−1 given
by
f(t) =
∫ ∞
−∞
t−(ξ+iη)M[f ](ξ + iη)dη for arbitrary ξ. (3)
which defines a continuous map.
• The Fourier transform: Let S(R) denote the set of all smooth rapidly
decreasing functions, also called the set of Schwartz functions.
The Fourier transform F : S(R) → S(R) is a continuous bijection with
continuous inverse given by
F [u](ξ) :=
∫
R
e−ixξu(x) d¯x and F−1[u](x) :=
∫
R
eixξu(ξ) d¯ξ, (4)
where d¯x := 1
(2π)1/2
dx, F [u](ξ) is also denote by û.
The following proposition relate the Mellin and the Fourier transforms, a
proof follows from straight way computation.
Proposition 1. The Mellin transform in terms of a Fourier transform: For
ξ ∈ R, let mξ : C∞0 (R+) → C∞(R) be the isomorphism of vector spaces given
by f 7→ e−ξtf(e−t). Then, for s = ξ + iη we have
M[f ](s) = F ◦mξ[f ](η) = F [e−ξtf(e−t)](η), ∀f ∈ C∞c (R+). (5)
If χ : R → R+ denotes the diffeomorphism of groups χ(x) = e−x then, its
pullback χ∗ : C∞c (R+) → C∞c (R), given by (χ∗f)(x) = f(e−x), coincides with
m0. In particular, for s = iη, we have
M[f ](iη) =
∫ ∞
0
tiηf(t)
dt
t
=
∫ ∞
−∞
e−ixηf(e−x)dx = F ◦ χ∗[f ](η).
As we shall see later, both the Mellin and Fourier transforms extend to more
general spaces which we introduce below.
The space of Fourier transforms of functions in S(R+) plays an important
5role in Boutet de Monvel’s pseudo-differential boundary calculus [BdM]. The
smoothness up to the boundary yields the Taylor expansion around x = 0,
u(x) ∼∑j≥0 1j!u(j)(0)xj . We consider more general smooth rapidly decreasing
functions allowing for log-polyhomogeneous asymptotic behavior at zero. To
the set p = {(pj,mj) ∈ C×N | for j ∈ N} which prescribes the type of polyho-
mogeneous singularity at zero, we assign the space Sp(R+) of smooth functions
u on R+ which are rapidly decreasing at infinity and such that, as x→ 0+,
u ∼
∞∑
j=0
mj∑
k=0
cjkx
pj lnk x.
These spaces were considered by many authors, e.g. H. Kegel, B-W. Schulze, S.
Rempel [RS], [RS81], [RS82]; G. Grubb [G05], J. Seiler, E. Schrohe and many
others.
Let us also mention that Paley-Wiener type theorems for compact support
functions in the spaces L2(R), S(R) and S ′(R) are considered in [SB], The-
orems 11.1.1.-11.1.4. Here we focus in Paley-Wiener theorems for functions
with positive support.
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thanks for its hospitality. Let me also thank Sylvie Paycha and Bert-Wolfgang
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has been supported by the Vicerrector´ıa de Investigaciones and the Faculty of
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2 Functions with log-polyhomogeneous asymp-
totic behavior at zero
In this section we study smooth rapidly decreasing functions with positive sup-
port and log-polyhomogeneous asymptotic behavior at zero.
We use a similar notation to the one used in [RS]. We denote by P the set of
all a sequences p = {(pj,mj) ∈ C× N | 0 ≤ mj ≤ m for j ∈ N} with
Re pj −→∞ as j −→ ∞, Re pj ≤ Re pj+1 j ∈ N.
In particular, denote by p0 the sequence
p0 = {(pj ,mj) ∈ C× N | pj = j, mj = 0, for j ∈ N},
corresponding to the power set associated to the usual Taylor series type ex-
pansion around x = 0 for functions in S(R+).
6Definition 2. Let p = {(pj,mj)} ∈ P. Consider the subset Sp(R+) ⊂ S(R+)
of functions u with the following log-polyhomogeneous asymptotic expansion
around zero
u(x) ∼
∞∑
j=0
mj∑
k=0
ajkx
pj lnk x, (6)
as x → 0+. In other words, a function u lies in SP (R+) if and only if for
any cut-off function ω there exists a sequence {ajk = ajk(u) ∈ C | 0 ≤ k ≤
mj , for j ∈ N} and N ∈ N such that for
u0(x) := ω(x)
(
u(x)−
N∑
j=0
mj∑
k=0
ajkx
pj lnk x
)
,
we have ∂kxu0(x) = O(x
Re pN+1−k) ∀k ∈ N, and such that e+(1 − ω)u ∈ S(R).
In this case, we say that u has a log-polyhomogeneous asymptotic behavior at
zero of type p. This kind of singularity is also called conormal singularity at
zero of type p.
Similarly, denote by P the set of all sequences p = {(pj ,ml) ∈ C×N | j ∈ N}
for which
Re pj → −∞ as j −→∞, Re pj ≥ Re pj+1 j ∈ N.
Definition 3. Let p = {(pj,mj)} ∈ P. The subset C∞p (R) ⊂ C∞(R) denotes
the set of functions u with the following an asymptotic expansion
u(x) ∼
∞∑
j=0
mj∑
k=0
ajkx
pj lnk x, (7)
as |x| → ∞. In other words, a function u ∈ C∞
p
(R) if and only if u is a
smooth function on R and, for any cut-off function ω, there exists a sequence
{ajk = ajk(u) ∈ C | 0 ≤ k ≤ mj , for j ∈ N} and N ∈ N such that
u∞(x) := (1− ω(x))
(
u(x)−
N∑
j=0
mj∑
k=0
ajkx
pj lnk x
)
,
then ∂kxu∞(x) = O(x
Re pN+1−k)∀k ∈ N. In this case, we say that u has a log-
polyhomogeneous asymptotic behavior at infinity of type p. This kind of sin-
gularity is also called conormal singularity at infinity of type p.
For α ∈ C and p ∈ P (or p ∈ P), we set Tαp = {(pj +α,mj) | j ∈ N}, which
we will call the translation of p by α.
Remark 1. In Section 4.1 we will consider homogeneity properties of xa±, and
we will be advocated to restrict ourselves to non-negative integer powers of the
type xa± (with a ∈ C \ Z<0, cf. (20)). This lead us to the following definition.
7Definition 4. We call a power set p = {(pj,mj) ∈ C × N | j ∈ N} ∈ P an
appropriate power set if p contains p0 = {(j, 0) | j ∈ N} as a subset and, if for
all j ∈ N, pj is not a negative integer.
Example 1. Let u(x) = x−1/2e−x
2
defined for x ∈ R+, then u(x) ∼
∑
j≥0
x2j−
1
2
j! ,
so that u(x) lies in S
T−
1
2 p0
(R+) with T
− 1
2 p0 = {(j − 1/2, 0) | j ∈ N}.
Two inclusion p and p′ between two appropriate power sets p and p′ induces
the following inclusion
Sp′(R+) ⊂ Sp(R+) and C∞p (R) ⊂ C∞p′ (R).
Lemma 1. For any p an appropriate power sets we have
S(R+) ⊂ Sp(R+) ⊂ S(R+).
Moreover, the conormal singularity given by p0 = {(j, 0) | j ∈ N} corresponds
to the Taylor expansion of a smooth function up to the boundary, i.e.
Sp0(R+) = S(R+).
Proof. The first assertion follows from the definition of Sp(R+) and the fact
that p is an appropriate power sets. Let us prove the second assertion. First,
Sp0(R+) ⊃ S(R+) follows from Taylor’s asymptotic expansion at x = 0+. To
see Sp0(R+) ⊂ S(R+), let u ∈ Sp0(R+). This assumption implies that u is a
rapidly decreasing function and smooth for x ≫ 0. The existence of u˜ ∈ S(R)
such that u˜|R+ = u then directly follows from the main result in [Se] where a
smooth function defined in a half space, all of whose derivatives have continuous
limits at the boundary, is extended to a C∞-function in the whole space.
Finally, let us remark that in [RS], Section 1.2, the authors show that Sp(R+)
may be equipped with a Fre´chet topology derived from the L2-scalar product,
however, such topology is outside from the aims of this document.
3 Mellin transform and Paley-Wiener theorems
Following [FGD] and [P79], we now recall Paley-Wiener type theorems for the
Mellin transform. We begin with a brief summary of the main properties of the
Mellin transform we will need.
3.1 The Mellin transform and some of its properties
Basic properties of the Mellin transform. We follow [FGD] to recall some
properties of the Mellin transform we will use throughout this Chapter.
Fundamental strip: Let f(t) be a continuous function on R+ such that
f(t) =
{
O(t−α) for t→ 0,
O(t−β) for t→∞.
8for some real numbers α < β. The convergence of M[f ] follows from the
inequality
|M[f ](s)| ≤ C
∫ 1
0
tRe s−1+αdt+ c
∫ ∞
1
tRe s−1+βdt,
where c and C denote some constants. Then, M[f ](s) exists for any s ∈ C in
the strip {α < Re s < β}. The largest open strip in which the integral (2) con-
verges is called the fundamental strip for f . By the Cauchy-Riemann equations,
M[f ](s) is analytic inside its fundamental strip.
By means of the change of variables t = e−x, and the formula for inverse of
the Fourier transform (4), we can obtain a formula for the inverse of the Mellin
transform.
Proposition 2. ( [FGD], Theorem 2.) Let f(t) be a continuous integrable
function with fundamental strip 〈a, b〉. If there exists a real number c ∈ (a, b)
such that M[f ](c+ it) is integrable. Then, for s = c+ iη, the following equality
holds
f(t) =
1
2πi
∫ c+i∞
c−i∞
t−(c+iη)M[f ](c+ iη)dη.
The Mellin and Fourier transform have similar properties due to relation (5).
Some of these properties are enunciated in the following Proposition. A proof
of these properties follows by straight forward calculations (see [FGD]).
Proposition 3. Let f be a function whose Mellin transform admits the funda-
mental strip 〈a, b〉, and let p be a non zero real number, r, q positive real numbers.
We have:
(i) M[tzf(t)](s) =M[f ](s+ z), on 〈a− Re z, b− Re z〉;
(ii) M[f(tp)](s) = 1pM[f ]
(
s
p
)
, on 〈pa, pb〉;
(iii) M[ ddtf(t)](s) = −(s− 1)M[f ](s− 1), on 〈a− 1, b− 1〉;
(iv) M[ ln tf(t)](s) = ddsM[f ](s), on 〈a, b〉;
(v) M[t ddtf(t)](s) = −sM[f ](s);
(vi) M
[ ∫ t
0
f(x)dx
]
(s) = − 1sM[f(t)](s).
Finally, we denote by H the Heaviside function on [0, 1] then
(vii) M[H(t)](s) = 1s ( resp. M[1−H(t)] = − 1s ), on 〈0,∞〉 ( resp. on 〈−∞, 0〉);
(viii) M[H(t)td lnk t](s) = (−1)kk!
(s+d)k+1
on 〈−d,∞〉;
(ix) M[(1−H(t))td lnk t](s) = − (−1)kk!
(s+d)k+1
on 〈−∞, d〉.
93.2 A Paley-Wiener theorem for Schwartz functions smooth
up to the boundary with positive support
Let β ∈ C, in the following Γβ will denote the vertical complex line {s ∈
C | Re s = β}.
Proposition 4. ([P79], Theorem 3.1.) A complex function h on C. Then h is
a Mellin transform of some u ∈ C∞c (R+) if and only if h is analytic, and for
any positive integer m there exist constants Cm and a > 0 such that
|h(s)| ≤ Cm〈s〉−mea|Re s|.
In this case, we have supp u ⊂ [e−a, ea].
Lemma 2. The Mellin transform M maps C∞c (R+) to L2(Γ 1
2
) and extends to
M : L2(R+)→ L2(Γ 1
2
),
which is an isometric isomorphism, where the norm on L2(Γ 1
2
) is given by
‖M[f ]‖L2(Γ 1
2
) =
∫ ∞
−∞
∣∣∣M[f ](1
2
+ iη
)∣∣∣2dη.
We recall a a Paley-Wiener type theorem.
Proposition 5. ([P79], Theorem 3.2.) Let u ∈ L2(R+), and assume suppu ⊂
(0, ea] for some a > 0. Then the Mellin transform h(s) := M[u](s) extends
from Γ1/2 to an analytic function h(s) in {Re s > 1/2} such that
(i) hξ(η) := h(ξ + 1/2 + iη) ∈ L2(Rη) for every ξ > 0, and satisfies
hξ(η) −→M[u](1/2 + iη) in L2(Rη) as ξ → 0+;
(ii) there exists a constant C > 0 such that
‖hξ‖L2(Rη) ≤ Ceaξ. (8)
Conversely, if h is an analytic function in {Re s > 1/2} satisfying the estimates
(8) for some constants C, a > 0, then h is the Mellin transform of a function
u ∈ L2(R+) with suppu ⊂ (0, ea].
We may restrict the domain of the mapM : L2(R+) −→ L2(Γ1/2) to S(R+).
Proposition 6 can be compared with Theorem 17, concerning the Fourier trans-
form. The following result which we refer to as the Paley-Wiener theorem for
functions smooth up to the boundary, yields a singular expansion:
Let us recall a useful definition (see, e.g. [FGD]): We call a singular expan-
sion of a meromorphic function h(s) in Ω ⊂ C, denoted by ∼=, a formal sum of
singular elements of h(s) at each pole of h in Ω. It is basically a sum of Laurent
expansions around all poles truncated to the O(1). For instance,
1
s2(s+ 1)
∼=
[ 1
s+ 1
+ 2
]
s=−1
+
[ 1
s2
− 1
s
]
s=0
+
[1
2
]
s=1
for s ∈ (−2, 2). (9)
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Proposition 6. The Mellin transform M maps functions u in S(R+) to holo-
morphic unctions M[u] on the strip 〈0,∞〉 which can be extended to meromor-
phic function on C with simple poles at s = −j for j ∈ N, i.e. M[u](s) ∼=
∞∑
j=0
aj
1
(s+j) , and such that for any excision function χ for the set {−j}j∈N, we
have
χ(s)M[u](s)
∣∣
Γη
∈ S(Γη).
A proof can be done by using the Taylor expansion of u(x) around zero;
Proposition 4 and some properties of the Mellin transform in Proposition 3.
However, we will give a proof of this fact in Section 3.3, using results involving
Theorem 1, below.
Remark 2. Notice that if we set M˜[u](s) := 1Γ(s)M[u](s), for u ∈ S(R+),
where Γ(s) :=
∫∞
0
ts−1e−tdt is the Gamma function, integration by parts shows
Γ has simple poles at −j, j ∈ N. It therefore follows from Proposition 6 that
M˜ maps functions in S(R+) to holomorphic functions in C . We call M˜[u](s)
the normalized Mellin transform.
3.3 A Paley-Wiener theorem for functions with log- poly-
homogeneous asymptotic behavior at zero and posi-
tive support
In this section, using known Paley-Wiener type theorems, which are recalling
here, we characterize the image under the Mellin transform of spaces Sp(R+)
(cf. Theorem 1).
We first prove a result relative the Mellin transform of functions of the type
ω(t)td lnk t, for ω a cut-off function.
Lemma 3. For any a cut-off function ω, the Mellin transform of
ωdk(t) := ω(t)t
d lnk t and ω˜dk(t) := (1− ω)(t)td lnk t
are meromorphic functions on C and
M[ωdk](s) = −M[ω˜dk](s) = (−1)
kk!
(s+ d)k+1
+ hdk(s),
where hdk is an entire function which is rapidly decreasing in t along parallel
lines to c+ it with c ∈ 〈−d,∞〉.
Proof. We prove the result for ωdk, for ω˜dk it is enough to observe thatM[f(1t )](s) =
−M[f(t)](s). Let χ(x) = e−x x ∈ R. For f(x) := (χ∗ωdk)(x) and ω′dk(x) :=
(χ∗ωdk)(x), we have
f(x) = ω′dk(x)x
−ke−dx.
11
We write ω′dk(x) = H(x) + (ω
′
dk(x) −H(x)), since the difference ω′dk −H is a
compactly supported function we have hdk(s) = M[ω′dk −H ](s) is an analytic
function on C. Applying (5) to f we have that
M[ω′dk](ξ + iη) = F−1[H(x)e−xξf(x)](η) + hdk(s).
Finally, setting s = ξ + iη and using that F [xnf(x)] = in∂nξ F [f ](ξ) and
F [H(x)e−ax] = (a+ iξ)−1, we obtain
M[ω′dk](s) =
∫ ∞
−∞
eix(η+iξ)H(x)x−ke−xdd¯x+ hdk(s)
= ∂kξ+iη[(ξ + iη) + d)
−1] + hdk(s)
=
(−1)kk!
(s+ d)k+1
+ hdk(s).
The following Theorem gives us a singular expansion for the Mellin transform
of functions with log-polyhomogeneous behaviour around zero and infinity. We
now recall two important results in [FGD], called there Direct Mapping Theorem
and Converse Mapping Theorem.
Proposition 7. [Direct Mapping Theorem] Let f(t) be a continuous function
with Mellin transform M[f ](s) defined in non-empty strip 〈a, b〉.
1. Assume that f(t) admits the following asymptotic expansion for t→ 0:
f(t) =
M−1∑
j=0
mj∑
k=0
ajkt
pj lnk t+O(tM ),
where −M < −Re pj ≤ a with M ∈ Z. Then M[f ](s) has a meromorphic
continuation to the strip 〈−M, b〉, and for s ∈ 〈−M, b〉:
M[f ](s) ∼=
∞∑
j=0
mj∑
k=0
ajk
(−1)kk!
(s+ pj)k+1
.
2. Let f(t) have the following asymptotic expansion for t→∞:
f(t) =
M−1∑
j=0
mj∑
k=0
ajkt
−pj lnk t+O(t−M ),
where b ≤ −Re pj < M with M ∈ Z. Then M[f ](s) has a meromorphic
continuation to the strip 〈a,M〉, and for s ∈ 〈a,M〉:
M[f ](s) ∼= −
∞∑
j=0
mj∑
k=0
ajk
(−1)kk!
(s+ pj)k+1
.
12
Proposition 8. [Converse Mapping Theorem] Let f(t) be continuous on (0,∞)
with Mellin transform M[f ](s) with non-empty fundamental strip 〈a, b〉.
1. • Assume that h(s) admits a meromorphic continuation in the strip
〈−M, b〉 for some −M < a with a finite number of poles in 〈−M,a〉,
and is analytic on Re s = −M . Moreover we assume that it admits
the following singular expansion:
M[f ](s) ∼=
∞∑
j=0
mj∑
k=0
ajk
(−1)kk!
(s+ pj)k+1
, for s ∈ 〈−M,a〉, (10)
• and that there exists a real number c in 〈a, b〉 satisfying the estimate
∃r > 1, M[f ](s) = O(|s|−r), (11)
when |s| → ∞ in −M ≤ Re s ≤ c.
Then f(t) = 12πi
∫ c+i∞
c−i∞ t
−sh(s)ds has the following asymptotic expansion
at 0,
f(t) =
M−1∑
j=0
mj∑
k=0
ajkt
pj lnk t+O(tM ).
2. • Assume that h(s) admits a meromorphic continuation to the strip
〈a,M〉 for some M > b with a finite numbers of poles 〈a,M〉, and
is analytic on Re s = M . Moreover, we assume that? it admits the
singular expansion (10) for s ∈ 〈c,M〉.
• We also assume the existence of real number c in 〈a, b〉 such that such
that for some r > 1, satisfies the estimate (11) when |s| → ∞ in c ≤
Re s ≤M.
then f(t) := 12πi
∫ c+i∞
c−i∞ t
−sh(s)ds and it has the following asymptotic ex-
pansion at ∞,
f(t) = −
M−1∑
j=0
mj∑
k=0
ajkt
pj lnk t+O(t−M ).
Let us now characterize the image under the Mellin transform of the spaces
Sp(R+) (see, 2).
Theorem 1. Let a ∈ C. An analytic function h(s) on the strip 〈a,∞〉 is
a Mellin transform of a function f in Sp(R+) with asymptotic expansion for
t→ 0 of the form
f(t) =
M−1∑
j=0
mj∑
k=0
ajkt
pj lnk t+O(tM ), (12)
where −M < −Re pj ≤ a, if and only if
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(i) h(s) is defined for Re s > −minj∈NRe pj and has a meromorphic contin-
uation in the strip 〈−M,∞〉 with singular expansion
h(s) ∼=
M−1∑
j=0
mj∑
k=0
ajk
(−1)kk!
(s+ pj)k+1
(13)
for s ∈ 〈M,a〉, and it is analytic on Re (s) = −M ,
(ii) there exists a real number c ∈ 〈a,∞〉 such that for some r > 1,
h(s) = O(|s|−r),
when |s| → ∞ in −M ≤ Re s ≤ c.
Proof. Let p = {(pj,mj)}j∈N. Let f ∈ Sp(R+) with asymptotic expansion as
before and a cut-off function ω. Then
f(t) = ω(t)
(M−1∑
j=0
mj∑
k=0
ajkt
pj lnk t+O(tM )
)
+ (1− ω(t))f(t).
Notice that the result is independent of the choice of the cut-off function ω from
the fact that ω−ω′ has compact support for any other cut-off function ω′, and the
Mellin transform of a function with compact support is an analytic function. We
know from Proposition 6 that the Mellin transform of (1−ω(t))f(t) is an analytic
function defined in the whole C. From Proposition 7, h(s) =M[f ](s) admits a
meromorphic continuation in the strip 〈−M,∞〉 with singular expansion (13).
The estimate h(s) = O(|s|−r) comes from Proposition 8.
Let us now prove the converse statement. Let h an meromorphic function
satisfying the conditions of Theorem 1. Let c ∈ 〈a, b〉, and set
f(t) =
∫ c+i∞
c−i∞
t−sh(s)ds,
it follows from Theorem 8 that f(t) satisfies (12). It now remains to show that
f is a rapidly decreasing smooth function. The smooth condition follows from
Proposition 11 and the equality
dk
dtk
f(t) =
1
2πi
∫ c+i∞
c−i∞
(s− 1) · · · (s− k)t−sh(s)ds.
The rapidly decreasing condition follows from the fact that, for every l, k ∈ N,
|tl d
k
dtk
f(t)| ≤ Cm
∫ c+i∞
c−i∞
|t−s+l〈s〉kh(s)|ds ≤ Cm
∫ c+i∞
c−i∞
tl〈s〉k−mds <∞,
for m chosen large enough.
We finally come to the proof of the Proposition 6.
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Proof of Proposition 6. Let u ∈ S(R+). We have that for any integer M > 0,
the following asymptotic expansion
u(t) =
M−1∑
j=0
ajt
j +O(tM ).
It follows from Theorem 1,M[u](s) is an analytic function on Re s > 0 and has
a meromorphic continuation in C with singular expansion
h(s) ∼=
M−1∑
j=0
aj
1
s+ pj
(14)
for s ∈ 〈−∞, 0〉.
Now, for s = ξ + iη and fixed ξ, for any α, β ∈ N and any excision function χ
for the set {j}j∈N, since (cf. 5), there exists a positive constant Cα,β such that
sup
η∈Γη
|ηα∂βηχM[u](s)| = sup
η∈Γη
|ηα∂βηχF [e−ξtu(e−t)](η)| ≤ Cα,β ,
the last inequality follows from well-known properties of the Fourier transform
and the fact of u lies in S(R+). Therefore, χ(s)M[u](s) ∈ S(Γη).
3.4 A Paley-Wiener theorem for extendable distributions
with positive support
In this section we follow [P79] in order to recall the main properties of the Mellin
transform acting on distributions we are interested in.
The space E ′+(R+). Let E ′+(R+) denote the subset of extendable distribu-
tions in D′(R+) with compact support in R, i.e. U ∈ D′+(R+) if and only if
there exists V ∈ D′(R) with compact support such that r+V = U , here r+
denotes the restriction map to R+. The space E ′+(R+) may be equipped with
the following algebraic structure: Let Ui, i = 1, 2, be distribution in E ′(R+).
The convolution product U1 ∗ U2 of U1 and U2 given by
〈U1 ∗ U2, φ〉 := 〈U1(s)⊗ U2(t), φ(st)〉, ∀φ ∈ D′(R+).
Let Ω be an open subset of R. The structure theorem for distributions shows
that for any U ∈ D′(Ω) and any compact set K ⊂ Ω, there exists a continuous
function F ∈ C0(K) and a multi index α, such that U = DαF on K. In this
case, α is called the order of U (see, e.g. [H.I]).
Proposition 9. ([Schw66], Theorem 24) For any distribution V with compact
support in R which extends some U ∈ E ′+(R+), there exists m ∈ N, such that V
is a distribution of order ≤ m and the function
s 7→ M[U ](s) = 〈V, r+ts−1〉
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is well defined as holomorphic function for Re (s) > m + 1 and independent
of the choice of extension V of U . The function M[U ](s) is called the Mellin
transform of U .
The space H′+. Let H′+ be the space of holomorphic functions h defined
on half-planes Re s > r (r ∈ R), identifying two such functions if they coincide
in some half-plane, and satisfy
|h(s)| ≤ C〈s〉meaRe s, for Re s > r, (15)
for some constants C > 0, m ∈ Z, a > 0 and r ∈ R, which can depend on
h. The space H′+ may be equipped with the following algebraic structure: Let
hi, i = 1, 2, be functions in H′+. The product h1h2 of h1 and h2 is given by
s 7→ h1(s)h2(s).
Lemma 4. The Mellin transform M[U ](s) of any U ∈ E ′+(R+) lies in H′+.
Proof. For any U ∈ E ′+(R+) with support in (0, a), there exists f ∈ C0(R+) and
m ∈ N such that supp f ⊂ (0, a) and U = Dmf. Then, applying properties of
the Mellin transform we obtain
M[U ](s) = (−1)m(s− 1)(s− 2) · · · (s−m)
∫ a
0
ts−m−1f(t)dt,
and therefore M[U ](s) therefore satisfies the estimate (15) for r > m.
For h ∈ H′+ satisfying the estimate (15) and c > r, we define
R[h](t) := D′- lim
A→∞
1
2πi
∫ c+iA
c−iA
t−sh(s)ds.
As it is described in the next Theorem, the mapR defines a linear map fromH′+
to E ′+(R+), and the distribution R[h](t) is called the inverse Mellin transform
of h.
Proposition 10. ([P79], Theorem 2.3.) The Mellin transform M is an algebra
isomorphism from E ′+(R+) to H′+, with inverse R. Moreover, if U ∈ E ′+(R+)
and h(s) =M[U ](s) ∈ H′+, the support of U is contained in (0, c] if and only if
h verifies (15) with a = c.
For any h ∈ H′+, the distribution R[h](t) is called the inverse Mellin trans-
form of h. The next Theorem which concerns Mellin transforms of extend-
able compactly supported distributions, will be later stated in the language of
Fourier transforms of tempered distributions with positive support in section
4.3, Proposition 18.
Proposition 11. ([P79], Theorem.3.1.) The function h ∈ H′+ is the Mellin
transform h(s) =M[U ](s) of a distribution U in E ′+(R+) with support [e−a, ea],
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a > 0 if and only if h(s) is an entire function and the following estimate holds
for some m ∈ N,
|h(s)| ≤ 〈s〉mea|Re s|, s ∈ C.
Moreover, h ∈ H′+ is the Mellin transform h(s) = M[U ](s) of a C∞-function
U with support [e−a, ea], a > 0 if and only if h is an entire function and for all
m ∈ N there exits Cm > 0 such that
|h(s)| ≤ Cm〈s〉−mea|Re s|, s ∈ C.
4 Fourier transform and Paley-Wiener theorems
In this section we discuss Paley-Wiener type results for the Fourier trans-
form, similar to those derived in Section 3 for the Mellin transform. We re-
late the Fourier transform of functions with positive/ negative support and
log-polyhomogeneous asymptotic expansion at zero with analytical functions in
A(C∓) having an asymptotic expansion at infinity (cf. Theorem 2).
4.1 Homogeneous and log-homogeneous distributions and
their the Fourier transform
In this section we summarize known results on homogeneous and log-homogeneous
distributions (see also [Esk], [H.I], section 3; [vG]; [FG]) and we comment along
the way, additionally, we compute explicitly the Fourier (and the inverse) trans-
form of the mentioned distributions, see Proposition 13, 14 and Corollary 1.
For x ∈ R and a ∈ C, with Re a > −1, let xa± be a homogeneous tempered
distributions defined by the local integrable functions
xa+ :=
{
xa if x > 0
0 if x ≤ 0, and x
a
− :=
{
|x|a if x < 0
0 if x ≥ 0.
For any x ∈ R, we have
xxa± = x
a+1
± , if Re a > −1, (16)
and, using the distributional extension of a derivative (Theorem 3.1.3. in [H.I]),
we have
d
dx
xa± = ax
a−1
± , if Re a > 0. (17)
If a = 0 then the l.h.s. of (17) is the Heaviside function H ′(x) = δ0 and the
r.h.s. is zero.
Two methods are presented in [H.I] to extend xa± to all a ∈ C as a tempered
distribution, preserving when possible properties (16) and (17). We illustrate
one of them, for xa+, called Riesz’s Method. For fixed φ ∈ C∞c (R), set
a 7→ Ia(φ) := 〈xa+, φ〉 =
∫ ∞
0
xaφ(x)dx.
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Integration by parts k times yields
Ia(φ) =
(−1)k
(a+ 1) · · · (a+ k)Ia+k(φ
(k)). (18)
The right-hand side is analytic for Re a > −k − 1 outside a set of simple poles
{−1,−2,−3 · · · ,−k}. Then, for a /∈ Z<0, Re a + k > −1 we can define xa± as
the tempered distributions
xa+ =
∂kxx
a+k
+
(a+ 1) · · · (a+ k) and x
a
− =
(−1)k∂kxxa+k−
(a+ 1) · · · (a+ k) . (19)
Moreover, the residue of a 7→ Ia(φ) at a = −k, for k ∈ Z>0 is given by
lim
a→−k
(a+ k)Ia(φ) = lim
a→−k
(−1)kIa(φ)
(a+ 1) · · · (a+ k − 1) = φ
(k−1)(0)/(k − 1)!,
i.e. Resa=−k xa± =
(∓1)k−1
(k−1)! δ
(k−1), so subtracting the singular part, we obtain for
xa+
x−k+ (φ) := lim
ǫ→0
Ia(φ)− φ
(k−1)(0)
ǫ(k − 1)! = −
∫ ∞
0
lnxφ(k)
(k − 1)!dx+
( k−1∑
j=1
1
j
)φ(k−1)(0)
(k − 1)! .
Remark 3. This extension is unique as a result of the uniqueness of the analytic
continuation.
For a ∈ C \ Z≤0, we have
d
dx
xa = axa−1+ and 〈xa+, φ〉 = ta〈xa+, φt〉,
where φt(x) = φ(tx). However, for k ∈ Z<0, we have
d
dx
x−k+ = −kx−k−1+ +
(−1)k
k!
δ
(k)
0 , and
〈x−k+ , φ〉 = t−k〈x−k+ , φ〉+
(−1)k−1
(k − 1)! 〈δ
(k−1)
0 , φ〉 ln t, (20)
so the homogeneity is partly lost.
For Re a > −1 and k ∈ N the functions x 7→ xa± lnk x, defined on R by
xa+ ln
k x :=
{
xa lnk x if x > 0
0 if x ≤ 0, and x
a
− ln
k x :=
{
|x|a lnk |x| if x < 0
0 if x ≥ 0,
are locally integrable, and hence they can be extended as tempered distributions
on R for any a ∈ C \ Z<0. We can build xa+ lnl x from differentiating xa+ with
respect to a. For Re a > −k , the map a 7→ xa+ is analytic hence we have
xa lnl x = ∂lax
a
+ = ∂
l
a
( ∂kxxa+k
(a+ k) · · · (a+ 1)
)
. (21)
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Remark 4. The extensions are unique by the uniqueness of the analytic con-
tinuation.
Proposition 12. ([H.I], Theorem 3.1.11.) Let I be an open interval on R and
let
Z = {z ∈ C | Re(z) ∈ I, 0 < Im z < γ}
be a one sided complex neighborhood. For an analytic function f in Z such that
for a non-negative integer N,
|f(z)| ≤ C(Im z)−N , z ∈ Z,
then f(·+ iy) has a limit f0 ∈ D′,N+1(I) as y → 0, that is,
lim
y→0+
∫
f(x+ iy)φ(x)dx = 〈f0, φ〉, φ ∈ CN+10 (I).
The following equations which contain double signs in either side, are to
be understood as double equations: one equation holding for the upper signs
and the other holding for the lower signs. By Proposition 12, the function za,
defined in C \ R− as ea ln z , where z ∈ R+, has distributional boundary values
(ξ ± i0)a := D′- lim
η→0+
(ξ ± iη)a,
on the real axis from the upper and lower half planes. Now, for any test function
φ, the function a 7→ 〈(ξ ± i0)a, φ〉 is the limit of entire analytic functions, so it
is an entire analytic function. Additionally, on the one hand, for a ∈ C \ Z<0,
we have
(ξ ± i0)a = ξa+ + e±aπiξa−, ξ(ξ ± i0)a = ξa+1− + e±aπiξa+1+ . (22)
Furthermore, if a = −k where k is a positive integer, we have
(ξ ± i0)−k = ξ−k+ + (−1)kξ−k− ±
πi(−1)k
(k − 1)! δ
(k−1)
0 .
On the other hand, if we set ξ−k :=
(
(ξ + i0)−k + (ξ − i0)−k)/2, we have
ξ−k = ξ−k+ + (−1)kξ−k− , ξξ−k = ξ1−k.
Finally, for all φ ∈ C10 (R), we have ξ−1(φ) = (P.V. 1ξ )(φ) := limǫ→0
∫
|ξ|>ǫ
φ(ξ)
ξ dξ,
which is usually called the principal value of 1ξ .
The Fourier transform of log-homogeneous distribution: Now, we de-
scribe some results related with Fourier transform of distributions in (19) and
(21), in some case we give proofs for such results since they are not easy to
found in the literature.
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The Fourier transform F : S(R) → S(R) can be extended can be extended to
an isomorphism F : S ′(R)→ S ′(R) given by 〈F [f ], u〉 := 〈f,F [u]〉 for u ∈ S(R).
The following definition of the Laplace transform is due to L. Schwartz [Schw52].
For a compactly supported distribution u ∈ E ′(Rn), the Laplace-Fourier trans-
form, by abuse of notation we also denote by F [u], is defined by a C∞-function
given by
ξ 7→ F [u](ξ) := 〈u, e−ixξ〉, (23)
here 〈 , 〉 is the dual pair. The Laplace-Fourier transform may be extended to
tempered distribution u in S ′(R) whose support is bounded at the left, then in
this case
F [u](ζ) := 〈u, e−ixζ〉S′,S , (24)
is well defined on Re ζ < 0. Moreover, setting ζ = ξ + iη and fixed ξ, the
Laplace-Fourier transform F [u](ζ) coincides with the Fourier transform of the
function û(η).
Lemma 5. ([H.I], Theorem 7.1.16.) If u ∈ S ′(R) is a homogeneous distribution
of degree a, then its Fourier transform F [u](φ) := 〈u,F [φ]〉 is a homogeneous
distribution of degree −a− 1.
Remark 5. Let ω1 and ω2 be cut-off functions. We have that ω1 − ω2 has
compact support contained in a ring. Thus, the Fourier transform (ω1 − ω2)xa+
is a smooth function on R and
F [(ω1 − ω2)xa+] = O([ξ]−∞).
Similarly for the inverse Fourier transform.
Consequently, the subsequent statements of Proposition 13, Proposition 14
and Corollary 1, are independent of the chosen cut-off function ω modulo smooth
function of order O([ξ]−∞).
Proposition 13. Let ω be a cut-off function and a ∈ C \ Z<0.
1. The Fourier transform of xa± is positively homogeneous of degree −a− 1
and
F [xa±](ξ) =
Γ(a+ 1)√
2π
e∓iπ(a+1)/2(ξ ∓ i0)−a−1,
and from Equation (22) it follows that F [(x±i0)a](ξ) =
√
2π
Γ(−a)e
±iπ(a/2)ξ−a−1± .
2. The Fourier transform of (1 − ω)xa+ is a smooth function on R and we
have
F [(1− ω)xa±](ξ) = O([ξ]−∞) as |ξ| → ∞.
3. Since F [xa+] = F [ωxa+] + F [(1− ω)xa+] it follows that
F [ωxa±](ξ) =
Γ(a+ 1)√
2π
e∓iπ(a+1)/2(ξ ∓ i0)−a−1 +O([ξ]−∞).
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4. Finally,
d
dξ
F [xa±](ξ) = −iF [x(xa±)](ξ) = −iF [xa+1± ](ξ).
Proof. 1. Observe that when η > 0 and Re a > −1 the Fourier transform of
the rapidly decreasing function e−ηxxa+ is
ξ 7→ Γ(a+ 1)
∫ ∞
0
xae−x(η+iξ)dx = Γ(a+ 1)(η + iξ)−a−1
∫ ∞
0
zae−zdz
where the last integral is taken on the ray generated by η + iξ and za is
defined in C slit along R− (so 1a = 1). From the Cauchy integral formula
it follows that the integral can be taken along R+. Therefore the Fourier
transform reads
ξ 7→ Γ(a+ 1)(η + iξ)−a−1 = Γ(a+ 1)e−iπ(a+1)/2(ξ − iη)−a−1.
When η → 0, the Fourier transform of xa+ has the form
〈xa+, φˆ〉 = Γ(a+ 1)e−iπ(a+1)/2〈(ξ − i0)−a−1, φ〉, φ ∈ S, Re(a) > −1.
Both sides are entire analytic functions of a so the identity extends to
all a ∈ C. The second statement follows by the well known identity
Γ(−a)Γ(a+ 1) = π/ sin(−πa).
2. Since ω(x)xa+ is a compactly supported distribution, it follows from Lemma
9 that the Fourier transform of ω(x)xa+ is a smooth function on R. This
proves the first part of this item. For the second part, let φ ∈ S(R).
〈ξkF [(1− ω)xa+], φ〉 = 〈F [(1− ω)xa+], ξkφ〉
= 〈(1− ω)xa+,F [ξkφ]〉
= 〈(1− ω)xa+, (−Dk)F [φ]〉
= 〈F [Dk((1 − ω)xa+)], φ〉.
If k < Re a + 1, then Dk
(
(1 − ω)xa+
)
is an integrable function and its
Fourier transform is therefore well-defined and bounded. Thus we see
that F [(1− ω)xa±](ξ) = O([ξ]−k) for each k ∈ N.
3. Item (3) in Proposition 13 is immediate from (1) and (2).
4. It follows from the definition of the derivative of a distribution.
Proposition 14. Let ω be a cut-off function and a ∈ C.
1. The inverse Fourier transform of (ξ ± i0)a is
F−1[(ξ ∓ i0)a] =
√
2π
Γ(−a)e
±iπ(a/2)x−a−1± .
In particular, F−1[F [xa±]] = xa±.
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2. The inverse Fourier transform of the tempered distribution ω(ξ ∓ i0)a is
a smooth function and we have
F−1[ω(ξ ∓ i0)a](x) = O([x]−∞).
3. Since F−1[(ξ ∓ i0)a] = F−1[ω(ξ ∓ i0)a] +F−1[(1− ω)(ξ ∓ i0)a] it follows
F−1[(1− ω)(ξ ∓ i0)a](x) =
√
2π
Γ(a+ 1)
e±iπa/2x−a−1∓ +O([x]
−∞).
4. Finally,
d
dx
F−1[(ξ ∓ i0)a](x) = −iF−1[(ξ ∓ i0)a+1](x).
Proof. The first statement follows from the first item in the above Proposition
by the Fourier transform inversion formula F−1 = F3:
F2[(ξ ± i0)a] =
√
2π
Γ(−a)e
±iπ(a/2)F [x−a−1± ]
=
√
2π
Γ(−a)e
±iπ(a/2)Γ(−a)√
2π
e±iπ(a/2)(ξ ∓ i0)a
= e±iπa(ξ ∓ i0)a.
Then F3[(ξ ± i0)a] = e±iπaF [(ξ ∓ i0)a] =
√
2π
Γ(−a)e
±iπ(a/2)x−a−1∓ . The others
statement follow in a similar way.
As a consequence of Proposition 13 and (21) we have the following result.
Corollary 1. Let a ∈ C \ Z<0, k ∈ N and let ω be a cut-off function.
1. There exists some k ∈ Z such that Re a+ k > −1 and
F [xa± lnl x±](ξ) = ikξk∂la
( F [xa+k± ](ξ)
(a+ 1) · · · (a+ k)
)
(25)
is independent of the choice of integer k. In particular, F [xa± lnk x±](ξ) is
log-polyhomogeneous of homogeneity degree −a− 1 and logarithmic degree
l, i.e. for any a ∈ C\Z<0, l ∈ N, there exist constants c+ij , c−ij , j = 0, 1, · · · l
(depending of a, l) such that
F [xa± lnl x±](ξ) =
l∑
j=0
c+j ξ
−a−1
+ ln
l−j ξ +
l∑
j=0
e∓(−a−1)πic+j ξ
−a−1
− ln
l−j ξ.
In particular for l = 0, we have
F [xa+](ξ) = c+ξ−a−1+ + ei(a+1)πc+ξ−a−1− .
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2. The Fourier transform of (1 − ω)xa+ lnl x is a smooth function on R and
as |ξ| → ∞
F [(1− ω)xa± lnl x±](ξ) = O([ξ]−∞).
3. Finally, there exist constants c+ij , c
−
ij , j = 0, 1, · · · l (depending on a, l) such
that
F [ωxa± lnl x±](ξ) =
l∑
j=0
c+j ξ
−a−1
+ ln
l−j ξ+
l∑
j=0
c−j ξ
−a−1
− ln
l−j ξ+O([ξ]−∞).
Proof. 1. For Re a > −k, it follows that
F [xa± lnl x](ξ) = ∂la
( F [∂lxxa+k± ](ξ)
(a+ 1) · · · (a+ k)
)
= ikξk∂la
( F [xa+k± ](ξ)
(a+ 1) · · · (a+ k)
)
.
The independence of the choice of k comes from the independence of k
in the definition xa± in (18). It follows from Proposition 13 that F [xa+]
is positively homogeneous of degree −a− 1. Thus, F [xa± lnl x±](ξ) is log-
polyhomogeneous of homogeneity degree −(a+ k)− 1 + k = −a− 1 and
logarithmic degree l. More precisely, by a straightforward computation
we obtain
F [xa+ lnx] = ikξk∂la
( F [xa+k+ ](ξ)
(a+ 1) · · · (a+ k)
)
= (2π)1/2ikξk∂la
(Γ(a+ k + 1)e−iπ(a+k+1)/2
(a+ 1) · · · (a+ k) (ξ − i0)
−a−k−1
)
=
(2π)1/2ikΓ(a+ k + 1)e−iπ(a+k+1)/2
(a+ 1) · · · (a+ k) (ξ − i0)
−a−1
×
(
−
k∑
j=1
1
a+ j
− Γ
′(a+ k + 1)
Γ(a+ k + 1)
+
iπ
2
+ ln(ξ − i0)
)
.
The assertion comes from (ξ± i0)a = ξa++ e±aπiξa−, see (22). The general
assertion for F [xa+ lnl x] follows from F [xa+ lnl x] = ∂l−1a F [xa+ lnx].
2. Follows from item 2. in Proposition 13 and equation (25).
3. The assertion follows from item 1. and 2. in Corollary 1. and
xa± ln
l x = ωxa± ln
l x+ (1− ω)xa± lnl x.
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4.2 A Paley-Wiener theorem for functions with log- poly-
homogeneous asymptotic behavior at zero and posi-
tive support
We establish a Paley-Wiener type theorem, for the Fourier transform, of func-
tions with log-polyhomogeneous asymptotic behavior at zero (cf. Definition 2).
Notice that, for u ∈ L2(R±), the extension by zero of e±u lies in L2(R). Simi-
larly, we can extend the operators e± to functions u ∈ Sp(R+) for any appropri-
ate power set p. The following Proposition is due to C. Neira, E. Schrohe and
S. Paycha.
Proposition 15. Let p ∈ P be an appropriate power set. Any u in Sp(R+)
admits an extension e+u in S ′(R+), where S ′(R+) denotes the set of tempered
distributions on R with support in R+, and we have, as x→ 0+,
e+u(x) ∼
∞∑
j=0
mj∑
k=0
ajkx
pj
+ ln
k x. (26)
Proof. Given a cut-off function ω, there is a sequence {ajk} of complex numbers
such that ∃N ∈ N,
ω(x)
(
u−
N∑
j=0
mj∑
k=0
ajkx
pj lnk x
)
= O(xRe pN+1).
may be extended by zero for N large enough. Moreover, equation (18) yields
the extension xa+ lnx of x
a lnx to R by zero. Finally, we obtain
e+u(x) = ω(x)
( N∑
j=0
cjx
d+j
+ +O(x
Re pN+1
+ )
)
+ (1− ω)(x)u(x).
Let p be an appropriate power sets. For u ∈ Sp(R+), e+u defines a functions
on R with support in R+. Applying Proposition 15 we can set the following
definition.
Definition 5. Let p ∈ P be an appropriate power sets and let
H±
p
= {F [e±u](ξ ∓ i0) | u ∈ Sp(R±)}.
Let us further set Hp = H+p ⊕H−p .
Lemma 6. Taking Fourier transform in Lemma 1, it follows that for any ap-
propriate power sets p = {(pj,mj)} ∈ P, we have
H± = H±
p0
⊂ H±
p
⊂ H′,±,
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where p0 = {(j, 0) | j = 0, 1, · · · }. Moreover, we have
H±
p
⊂ C∞
p′
(R)
where p′ ∈ P is a convenient power sets, which contains {(−pj−1,mj−i) | i, j =
0, 1, · · · } as subset.
Proof. It just remain to show u ∈ Sp(R±) =⇒ F [e±u] ∈ C∞p′ (R) for some power
sets p′ containing {(−pj−1,mj−i) | i, j ∈ N} as subset. Let p be an appropriate
power sets and let ω be a cut-off function and u ∈ Sp(R+). There exists N ∈ N
such that
u(x) = ω
( N∑
j=0
mj∑
k=0
ajx
pj lnk |x|+ (1− ω)u(x) +O(xRe pN+1)).
Therefore, the Fourier transform of u is
F [e+u](ξ) =
N∑
j=0
mj∑
k=0
ajF [ωxpj+ lnk |x|] + F [(1− ω)u(x)] + F [O(xRe pN+1+ )].
The conclusion follows for combining the following facts:
1. The term F [(1−ω)u] is a continuous and rapidly decreasing function since
(1 − ω)u is a Schwartz function.
2. F [xpj± lnk x] = F [e±xpj± lnk x] is well-defined since pj /∈ Z<0 j ∈ N.
3. From Corollary 1, we have
F [ωxpj± lnk |x|](ξ) =
k∑
j=0
c+j ξ
−pj−1
+ ln
k−j |ξ|+
k∑
j=0
c−j ξ
−pj−1
− ln
k−j |ξ|
+O([ξ]−∞). (27)
4. Finally, the Fourier transform of the term O(xRe pN+1) is a function of the
form O([ξ]−Re pN+1−1).
From remark 5, F [ωxpj± lnk x] is actually independent of the choice of the cut-off
function ω modulo continuous rapidly decreasing functions.
Example 2. Let d ∈ C \ Z<0. If u(x) denotes the function defined as xde−x if
x > 0 and 0 if x ≤ 0 we have u ∈ SP (R+) for p = {(d + j, 0) | j ∈ N}, more
precisely,
u(x) ∼
∞∑
j=0
(−1)jxd+j as x→ 0+.
Hence there exists a sequence a complex number a0, a1, · · · , such that
F [u](ξ) ∼
∞∑
j=0
aj(ξ − i0)−d−j−1 as |ξ| → ∞.
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Proposition 16. Any function in H±
p
for an appropriate power set p ∈ P, can
be represented by an analytic function on C∓ that extends continuously to C∓
in S ′(R).
Proof. Let p be an appropriate power sets and ω be a cut-off function and
u ∈ Sp(R±). There exists N ∈ N such that
F [e±u](ξ) =
N∑
j=0
mj∑
k=0
ajF [ωxpj± lnk |x|] +F [O(xRe pN+1)] +F [(1− ω)u(x)]. (28)
We want to prove that each term in (28) can be represented by an analytic
function on C∓. We first note that from Remark 5 it follows that the assertion
is independent (modulo analytic function) of the cut-off function used in the
proof. Next, we see that the proof follows from the following observations:
1. The assertion is valid for termF [ωxpj± lnk x] since e±(xpj lnk x) = xpj± lnk x ∈
S ′(R) has support in [0,∞) (resp.(−∞, 0]) and Equation (24).
2. The assertion for the second and third terms follows from Proposition
17 and the fact that the Fourier transform of (1 − ω)(x)u(x) has order
O([ξ]−∞), respectively.
We are now ready to characterize functions in H′,±
p
, for appropriate power
sets p ∈ P. Recall H± = H±
p0
⊂ H±
p
⊂ H′,±, where p0 = {(j, 0) | j = 0, 1, . . . }.
Theorem 2. Let p ∈ P be an appropriate power set. A function h(ξ) lies in
H+
p
(resp. H−
p
) if and only if
• it can be represented by an analytic function h on C− (resp. on C+)
that extends in S ′(R) continuously to C− (resp. C+) by h(ξ − i0) (resp.
h(ξ + i0)),
• h has the following growth at infinity ∀ζ = ξ ∓ iη ∈ C∓, ∃m ∈ N, ∃C > 0
such that
|h(ζ)| ≤ Cn〈ζ〉m
• Moreover, if p does not contain logarithmic indices, i.e. p has the form
{(pj , 0) | j ∈ N}, then h(ξ − i0) has an asymptotic expansion as |ξ| → ∞
h(ξ − i0) ∼
∞∑
j=0
cj(ξ − i0)−pj−1 =
∞∑
i=0
c+j ξ
−pj−1
+ + c
−
j ξ
−pj−1
− , (29)
where cj are described in (30), c
−
j = e
i(pj+1)πc+j for j = 0, 1, . . . , and
h(ξ + i0) ∼
∞∑
j=0
cj(ξ + i0)
−pj−1 =
∞∑
i=0
c+j ξ
−pj−1
+ + c
−
j ξ
−pj−1
− ,
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with c−j = e
−i(pj+1)πc+j for j = 0, 1, . . . . More generally, allowing loga-
rithmic powers p = {(pj,mj}, the asymptotic expansion of h(ξ∓ i0) reads
h(ξ ∓ i0) ∼
∞∑
i,j=0
mj∑
k=0
aijk(ξ ∓ i0)−pj−1 lnk−i(ξ ∓ i0)
=
∞∑
i,j=0
mj∑
k=0
a+ijkξ
−pj−1
+ ln
k−i(ξ ∓ i0) + b+ijkξ−pj−1− lnk−i(ξ ∓ i0)
for some complex numbers b+ijk an b
−
ijk for i, j = 0, 1, · · · and k = 0, 1, · · ·mj.
Proof. For u ∈ Sp(R+) set H = F [e±u] ∈ H±p . We known from (24) H can
be represented as an analytic function h on C∓, and that extends continuously
to C∓. By the maximum principle it follows that |h(ζ)| ≤ Cn〈ζ〉m for |ζ| > 1
and Im ζ ≥ 0. First, let us consider asymptotic expansion of u with not log
terms. Now, to prove that H has an asymptotic expansion at infinity (29), let
u ∼∑ ajxpj+ ∈ Sp(R+), i.e. Let ω be a cut-off function and u ∈ Sp(R±). There
exists N ∈ N such that
u(x) = ω
( N∑
j=0
mj∑
k=0
ajx
pj +O(xRe pN+1)
)
+ (1− ω)u(x).
It follows from Proposition 13 and (ξ ± i0)a = ξa+ + e±aπiξa− that
F [e+u](ξ) =
N∑
j=0
ajF [ωxpj+ ] + F [O(xRe pN+1)] + F [(1− ω)u(x)]
=
N∑
j=0
aj
Γ(pj + 1)√
2π
e−iπ(pj+1)/2(ξ − i0)−pj−1 (30)
+O(x−Re pN+1−1) +O([ξ]−∞)
∼
N∑
j=0
aj
Γ(pj + 1)√
2π
e−iπ(pj+1)/2(ξ−pj−1+ + e
i(pj+1)πξ
−pj−1
− ).
Let us prove the converse assertion. Let h be an analytic function which satisfies
the enumerated properties in Theorem 2. From Proposition 14, we have H lies
in H±
p
for some p ∈ P. Now, we consider the following asymptotic expansion
u(x) = ω
( N∑
j=0
mj∑
k=0
ajx
pj lnk x+O(xRe pN+1)
)
+ (1− ω)u(x).
The corresponding assertion for logarithmic terms follows from (27).
Now, from Theorem 2 we deduce well-known Paley-Wiener type theorems
concerning to the Fourier transform of rapidly decreasing smooth function with
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positive support which are smooth up to the boundary (see [RS], Section 2.1.1.1.
Corollary 3; also [BdM]). We recall that [RS] the space S(R+) is a Fre´chet space
equipped with the countable family of semi-norms, for m, k ∈ N, ‖u‖m,k :=
supx∈R+ |xk∂mu(x)|. If we set
H± := H±
p0
= {F [e±u](ξ) | u ∈ S(R±)}.
The range H+ equipped with the image topology of S(R+), i.e. the countable
family of semi-norms given by
‖|h+‖|m,k = ‖ξk∂mξ h+(ξ)‖L2 , for m, k ∈ N,
is a Freche´t space, and we have the following result.
Lemma 7. The map
F : e+S(R+)→ H+
is an isomorphism of Fre´chet spaces. We denote by F−1 its inverse.
Proof. The bijectivity follows from bijectivity of the Fourier transform acting
over the space L2. To see that F is continuous it suffices to show that hn(ξ)→
h(ξ) as n→∞ in the Fre´chet topology of H+ with hn(ξ) := F [e+un](ξ), and
h(ξ) := F [e+u](ξ) where (un) is a sequence in S(R+) which converges to u in
the Fre´chet topology of S(R+). We have, for any m, k ∈ N, that as n→∞,
‖|hn − h‖|m,k = ‖ξm∂kξ (F [un]−F [u](ξ)])‖L2 = ‖∂mx
(
xk(un(x)− u(x))
)‖L2 → 0.
As a consequences of the dominated convergence theorem, we have that for
any integrable function f(s, x) defined for (s, x) ∈ I × R, where I is an open
interval of R, and there exists ∂f/∂s and g integrable such that |∂f(s, x)/∂x| ≤
g(x). Then F (s) =
∫
f(s, x)dx is differentiable and dF/ds =
∫
df/dsdx.
Lemma 8. If u ∈ S(R+) (resp. u ∈ S(R−)) then F [e±u] is a smooth function
which can be represented by an entire function h(ζ) in C− (resp. C+) which
extends continuously to C− (resp. C+). By abuse of notation we shall set
h(ζ) = F [e±u](ζ).
Proof. Let u ∈ S(R+). For ζ = ξ− iη with ξ ∈ R, η < 0. The integral (cf. (24))
h(ζ) =
∫ ∞
0
eix(ξ−iη)u(x)d¯ x =
∫ ∞
0
eixξ(exηu(x))d¯ x
converges absolutely. Since u is a rapidly decreasing function, it follows x 7→
xu(x) is L1-integrable, and using the above comment we can differentiate in the
integral. The function h is therefore an analytic function as a consequence of
the Cauchy-Riemann equations.
Proposition 17. The space H± consists precisely of smooth functions h defined
on R which
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(i) can be represented by an analytic function h on C∓ that extends continu-
ously to C∓,
(ii) and such h has the following asymptotic expansion at infinity
h(ζ) ∼
∞∑
k=0
akζ
−k−1 for |ζ| → ∞, ζ ∈ C±, (31)
which can be differentiated formally.
Moreover, setting H := H+⊕H−⊕P, where P is the set of all polynomials, we
have
(iii) The space H± and H are algebras with respect of the product of complex
valued functions.
(iv) H consists precisely of all functions h ∈ C∞(R) which have an expansion
h ∼
∞∑
k=0
ckξ
−k−1 for |ξ| → ∞ in R, which can be differentiated formally.
Proof. The first part follows as a consequence of Proposition 8. The second part
is proved as follows, for u ∈ S(R+), integration by parts we get
∫
e−ixζu(x) d¯x ∼∑
j=0 u
(j)(0)/(iζ)j+1, and it can be extended on C− setting ζ = ξ + iη. For
the last part concerning the symbolic property of h(ξ ∓ i0), let k ∈ N and
h = F [e±u]. Then x 7→ xku also lies in S(R+) and we have
(−i)kF [e±xku](ξ) = ∂kξF [e±u](ξ) = ∂kξ h(ξ).
Hence
|F [e±xku]| = |∂kξ h(ξ)| ≤ Cη〈ξ〉−1−k ∀ξ ∈ R,
so that h defines a symbol of order at most −1. The item (iii) is obvious. It
follows immediately from Theorem 2 item (iv).
4.3 A Paley-Wiener theorem for (tempered) distributions
with positive support
The previous results extend to a similar results for tempered distributions. Be-
fore to describe these, let us first give a Paley-Wiener results concerning to
compact supported distribution in R, see Equation 23.
Lemma 9. ([Rud], Theorem 7.2. and 7.23) For any compactly supported dis-
tribution u ∈ E ′(Rn) its (Laplace-)Fourier transform (23) can be extended to an
analytical function with ζ = ξ + iη in the complex plane C, cf. Equation (24).
By abuse of notation we denote by F [u](ζ) the analytical extension. Moreover,
there exits constants C,M > 0 and an n0 such that, for every ζ ∈ Cn,
|F [u](ζ)| ≤ C〈ζ〉n0eM|Im ζ|. (32)
Conversely, any entire function h satisfying (32) in C, there exists u ∈ E ′(R)
such that F [u](ζ) = h(ζ) for every ζ ∈ C.
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Let us set
H′,± = {F [U ](ξ) | U ∈ S ′(R±)},
where S ′(R±) stands for the set of tempered distributions with positive/negative
support. Set
H′ = H′,+ ⊕H′,−.
Before we state the following Theorem, let us recall a well-known fact [RS],
which can give the flavor of the following result: A function H ∈ L2(Rξ) is a
Fourier transform of a function u in L2(R+) if and only if H can be represented
by an analytic function h(ζ) on C∓ that extends continuously to C∓ by h(ξ+i0)
in L2, i.e.
h(ξ ± iη) −→ Hξ in L2(R), as η → 0+.
Moreover, by imposing the condition that h satisfies the estimative |h(ζ)| ≤
Cea|ζ| for some C, a > 0, we have suppu ⊂ [−a, a]. For tempered distributions
in H′,± we find:
Proposition 18. ([SZ], Theorem 1.) A tempered distribution H on R lies in
H′,± if and only if
(i) it can be represented by an analytic function h on C∓, that extends con-
tinuously to C∓ by1 h(ξ ∓ i0) in S ′(R),
(ii) and h has the following growth at infinity ∀ζ = ξ + iη ∈ C∓, ∃m,n ∈
N, ∃Cn > 0, such that
|h(ζ)| ≤ Cn〈ζ〉mMn(η), (33)
where Mn(η) is the map equal to one for |η| > 1 and |η|−n for |η| ≤ 1.
In this case, the analytic representation h of H is given by h = F [U ] the Laplace-
Fourier transform.
From Proposition 18 one can equip a product to the space H′,+ with an
algebraic structure, see [SZ].
Definition 6. Let U and V be distributions in S ′(R) which can be extended to
analytic functions u and v defined on C∓ (cf. Proposition 18). We set
(UV )(ξ) := lim
η→0∓
u(ξ ± iη)v(ξ ± iη) in S ′(R).
Example 3. For m ∈ N we denote by Hm(x) the function xm, if x ≥ 0 and 0,
if x < 0. Its Fourier transform
F [Hm](ξ) = m!(−i)m+1ξ−m−1 − imπδ(m),
extends analytically to hm(ζ) = (−i)k+1k!ζ−k−1 exists by Proposition 18. For
m,n ∈ N we have
(F [Hm]F [Hn])(ξ) = lim
η→0−
hm(ξ + iη)hn(ξ + iη)
= m!n!(−i)m+n+1(−iξ−m−n−2 − πδ(m+n)).
1 h(ξ ∓ i0) denotes the limit h(ξ + iη) −→ Hξ in S
′(R), as η → 0∓.
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Finally, from Proposition 12 and Proposition 18 we obtain a characterization
of elements in H′.
Corollary 2. A tempered distribution H on R lies in H′ if and only if it can be
represented by an analytic function h on C+ ∪ C− and it defines a distribution
in S ′(C) given by
H(ϕ) =
∫ ∫
h(ξ + iη)ϕ(ξ, η)dξdη, ϕ ∈ S(R2),
such that
〈 ∂H
∂ζ¯
, ϕ 〉 = i
2
〈h(·+ i0)− h(· − i0), ϕ(·, 0)〉, ϕ ∈ S(R2),
and we have H = h in S(C \ R).
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