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Abstract 
We usually can determine object attitude from three lines in general position. For the particular line 
configuration of three mutual perpendicular lines, it has some particular characteristics three lines in general position 
don’t have. For three lines which are perpendicular to each other, we propose a novel closed-form method to measure 
object attitude with respect to the camera. The advantage of this closed-form method is that it is simple. Furthermore, 
it can compute object attitude more quickly than iterative methods because it avoids the iterative process of iterative 
methods. This vision measurement method can locate object uniquely at last, thus it solves the multi-solution problem 
and facilitate the application of vision measurement algorithm in practice. Especially, we provide a detailed account 
of the computational aspects of this method. At last, the experimental results demonstrate this vision measurement 
method works well. 
© 2011 Published by Elsevier Ltd. Selection and/or peer-review under responsibility of Harbin University 
of Science and Technology. 
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1. Introduction 
At present, the attitude measurement technology cast into two kinds: contact measurement and non-
contact measurement. The method of non-contact measurement mainly includes the vision, ultrasonic and 
electro magnetism manner. Ultrasonic and electro magnetism manner have high cost, so they have little 
application now. The method of vision measure which we use now need not have direct contact with 
object. Therefore, it has wide applications in position measurement of space carrier, position 
measurement of soft object, fast antetype[1].  
In this paper, vision measurement means to determine the position and orientation of an object with 
respect to a camera. It is an important problem in computer vision. Generally, the attitude of an object can 
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be estimated from the relation between its 3D structure and its perspective projection. Points and lines are 
the most popular features for their simplicity. The accuracy of pose estimation results depends critically 
on the accuracy with which the location of the image features can be extracted and measured. In practical 
application, line features is easier to extract and the accuracy of line detection is higher than point because 
the images we obtain are often unclear. Thus vision measurement method from line correspondences is 
widely discussed by many researchers[2-4]. 
For vision measurement from line correspondences, many researches have done much work on this 
problem. This approaches fall into two categories: iterative solutions and closed-form solutions. For 
iterative solutions, Yuan[5] and Lowe[6] used Newton’s method to estimate the orientation and location 
of an object with respect to a camera. Thai Quynh Phong (1995)[7] uses a trust region optimization 
method to solve it. Stephane [8] computes pose with iterative method which starts with a solution close to 
the true solution. Iterative approach is usually time-consuming. For closed-form solutions, Dhome et al [9] 
and chen [10] developed an 8th-degree polynomial to determine the closed-form solutions of object pose 
from three lines in general position. Radu Horaud [11] derived a biquadratic polynomial in one unknown 
for the case of three non-coplanar lines. Roots of such an equation can be found in closed-form method or 
by iterative method.  
However, most methods we have referred have complex solution process. Different from these 
approaches, we device a new method to obtain the closed-form solution. In this method, we use three 
mutual perpendicular lines instead of three lines in general position for vision measurement. This method 
simplifies the solution by using geometrical relationship of three mutual perpendicular lines and can 
obtain closed-form solution.  
Finding closed-form solution for three mutual perpendicular lines is important for two reasons: First, 
it provides fewer solutions than three lines in general position. Three lines in general position have eight 
solutions. However we can get unique solution for three perpendicular lines using this method. Second, 
computation of such a solution is fast and therefore it can be included in runtime visual process. 
The remainder of this paper is organized as follows: Section II presents method for vision 
measurement from three mutual perpendicular lines. In Section III, experimental result is introduced. 
Section IV is the conclusion. 
2. Vision Measurement from Three Mutual Perpendicular Lines 
Fig.1.  Perspective projection of mutual perpendicular line correspondence 
We consider a pin-hole camera model and we assume that the parameters of the projection (the 
intrinsic camera parameters) are known. As Figure 1 show, we assume the vectors of space 
line ( )1, 2,3iL i = is ( ), ,i i i iV A B C .Image points 1q and 2q corresponding to 1p and 2p  have coordinates of 
( )1 1 1, ,x y z and ( )2 2 2, ,x y z . The coordinates of point 1p and 2p  which lie on the model line 2L
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, where 1k and 2k are unknowns. We know the 
image line equation is as follows: 0i i ia x b y c+ + =  and we consider an image line il characterized by a 
vector ( ), ,0i i iv b a− and a point it of coordinates ( ), ,i ix y f . At the same time, we know model lines 
satisfy:(a) The length of 2L on the model is 1 2p p a= .(b) Three feature lines ( )1, 2,3iL i = are 
perpendicular to each other.(c) The distance between 2p  and the optical center is bigger than point 1p .
Perspective projection model constraints line iL , image line il  and the origin of the camera frame to 
lie in the same plane. The vector iN  normal to this plane can be computed as ( ), ,i i i i i iN ot v a f b f c= × =  . 
For line 2L , the vector of line 2L can be defined by point 1p  and point 2p on it, we obtain: 
2 2 1 12
2 2 2 2 1 1
2 2 2 1 1
k x k xA
L B k y k y
C k z k z
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                                                                                                                   (1)
For line 1L , we know line 1L is perpendicular to line 2L  from condition (b) and line 1L is
perpendicular to normal vector 1N . Therefore the vector of line 1L can be computed by the cross 
product of the vector of 1N and 2L , we have: 
1 1 2 2 1 1 1 2 2 1 1
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                                                               (2) 
For line 3L , we know line 3L is perpendicular to line 2L  from condition (b) and line 3L is
perpendicular to normal vector 3N . Thus the components of the director vector of 3L can be computed 
by the cross product of the vector of 2L and 3N , we get: 
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                                                              (3) 
From condition (b) that line 1L is perpendicular to line 3L , we obtain 1 3 0L L⋅ = , that is:    
31
1 3
1 3
0
AA
B B
C C
⎛ ⎞⎛ ⎞ ⎜ ⎟⎜ ⎟ ⋅ =⎜ ⎟⎜ ⎟⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠
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Substituting (2) and (3) into (4), then equation (4) can be expressed as follows: 
2 2
1 2 2 1 2 3 1 0f k f k k f k+ + =                                                                                                                                (5) 
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where, 
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From condition (a) the length of 2L on the model is 1 2p p a= , we get: 
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Substituting (6) into (7), we obtain: 
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The physical meaning of 1k is the distance between points 1p  and the optical centre. Because 
location model is in front of the camera, we obtain the coordinates of point 1p  in z axis is positive, thus 
the positive value of 1k  is reasonable. From equation (8) and (9), we get: 
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At present, we get two groups of closed-form solutions about two unknowns of 1k and 2k , whose 
physical meaning is the distance between points 1p , 2p  and the optical centre. We can set up location 
model to make point 1p  is nearer to the camera than point 2p  when camera moves in the view angle to 
get unique solution. That is condition (c). Then we can get one solution about two variables of 1k and
2k and we can compute the coordinates of point 1p  and 2p and the vectors of ( )1, 2,3iL i =  from above 
computation, so the attitude of object with respect to the camera can be located uniquely. 
3. Experimental Result 
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Table 1.  Measurement parameter values from mutual perpendicular lines 
Measurement parameter True values Final value with this method 
Euler angle α  -2 -2.2500 
 Euler angle β  0 -0.6597 
 Euler angle γ  5 4.4785 
Tx -10 -10.2669 
Ty -118 -119.0959 
Tz 800 808.9147 
In our simulation experiments, we choose the focal length of the camera to be 9.8486mm and the 
size of image is 512 512×  with the optical axis of the camera passing through the center of the image. 
The view angle of camera is about 36 36×  degrees.The feature lines are chosen such that their images are 
within the view of the camera. We add 0.25 pixel noise to the image lines. To test characteristic of the 
algorithm we have introduced, we do simulation experiments at test place. Experimental result is as table 
1 shown. Simulation experiment demonstrates this method works well and can be used to vision 
measurement. 
3. Summary  
The presented method permits us to find closed-form solution of the problem of vision measurement 
from three mutually perpendicular lines. In practical conditions, it is easy to find or layout three lines 
which are mutually perpendicular. Thus, we can get the closed-form solution of vision measurement from 
the method we developed. The closed-form method can avoid the iterative process and it works fast. 
What’s more, the paper analyzes the judgment method to obtain one solution. Therefore, it solves the 
multi-solution phenomenon that limits the application of vision measurement. This vision measurement 
method is linear and convenient and it can be applied to robot self-positioning, position measurement of 
space carrier, position measurement of soft object and three-dimensional construction. 
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