ABSTRACT: A procedure is suggested for estimation of the approximate confidence intervals of the extracted catch per unit effort (CPUE) year trend in the delta-type two-step model used for CPUE standardization with a lot of zero-catch data. This method is a simple way to combine the Taylor expansion and delta method and is suitable for practical use. This model was applied to the catch and effort data with more than 80% zero catch for silky shark in the North Pacific Ocean caught by Japanese training vessels. As a result, realistic values of the 95% confidence interval of CPUE year trend are obtained. A method for left-right unsymmetrical interval estimation based on the asymptotic normality of the natural logarithm of CPUE is also suggested. In the example of silky shark, both CPUE year trends obtained from these two methods are similar.
INTRODUCTION
Catch per unit effort (CPUE) standardization is currently an important and essential concept for fish stock analysis because the year trends of standardized CPUE enable us to not only grasp the relative abundance but also to use the estimates for stock assessment models as a tuning index. 1 As a statistical method, analysis of covariance (ancova) called the CPUE-log-normal model, where the logCPUE model (natural logarithm of CPUE is set to the response variable) with normal error structure (normal distribution is assumed as the observation error) is applied, has been usually used for CPUE analysis. 2 However, this traditional CPUElog-normal model cannot be applied to zero-catch data because the natural logarithm of zero-catch data is minus infinity. In such a case, the following three methods have often been applied: (i) ad hoc method to add a small constant value to all CPUE values in the above CPUE-log-normal model; (ii) generalized linear model (GLM) such as catch model with a Poisson or negative binomial error structure; 3 and (iii) so-called delta-type two-step model, where the ratio of zero-catch is estimated using logistic or probit regression in the first step and the typical model such as CPUE-log-normal or catch-negative-binomial is applied to the CPUE without zero data (i.e. CPUE of positive catch) in the second step. 4 The delta-type two-step model generally has good performance and is easy to handle by common statistical software such as SAS (SAS Institute, Cary, NC, USA) or R (The R Project for Statistical Computing). However, it is difficult to estimate the confidence intervals of the year trend of standardized CPUE. In this paper, we suggest a procedure for estimating the approximate confidence intervals of the CPUE year trend obtained from this delta-type two-step model using a combination of the delta-method 5 and normal approximation based on the outputs of typical statistical packages, and also describe a case example of this simple method to real fishery data.
MATERIALS AND METHODS

Procedure and concept for estimating confidence interval of CPUE year trend
In this delta-type two-step model for CPUE standardization, the first step for estimating the zerocatch rate is formulated as: Figure 1 shows the functional relationships in the two processes. In common statistical packages such as SAS or R, it is usually outputted that the point estimate of z and u, ẑ and û, and the variance, Var(ẑ) and Var(û), obtained from the variancecovariance matrix of estimate values, ẑ and û. Therefore, we suggest an approximate method to estimate the confidence intervals of the estimated CPUE based on the values of z and u in both steps. The point estimate of standardized CPUE is shown in equation 1 under the assumption that q (=1 -p, non-zero catch rate, first step) and U (CPUE of positive data, second step) are independent because the estimated CPUE is usually defined as q multiplied by U:
where CPUE , q and Û, are the point estimates of CPUE, q and U, respectively. Estimated CPUE is shown in equation 2 using the functions g and h in Figure 1 .
where g -1 is the inverse function of g and h -1 is the inverse function of h.
The variance of CPUE, Var(CPUE), is developed into a Taylor series up to the first order with respect to the point estimates of z and u shown in equation 3. 
Thus, we can derive equation 4 from equation 3 and the variance of the point estimate of CPUE, CPUE , is shown as:
where s(z) and s(u) are the standard error of z and u. We can estimate the (100-a)% confidence intervals of the point estimate of the estimated CPUE based on normal approximation as follows: 
F, cumulative distribution function of standard normal distribution; c-log-log, complementary log-log.
First step
Second step Next, we describe the procedure using the normal approximation of the natural logarithm of CPUE because the observation error of CPUE seems not to be normally distributed (i.e. constant) but log-normally distributed in many cases. The natural logarithm of the estimated CPUE and its variance are shown in equations 6 and 7.
The (100 -a)% confidence intervals of point estimates of the natural logarithm of CPUE, log CPUE ( ) , is shown in equation 8 based on the normal approximation: log log , log log
Thus, we can estimate the (100 -a)% confidence interval of estimated CPUE as the following equation 9.
Data analysis
We calculated the standardized CPUE of catch and effort data (in which the rate of zero-catch is more than 80%) for silky shark Carcharhinus falciformis caught by Japanese training vessels in the North Pacific Ocean using the delta-type two-step method as a case example. We applied the logistic regression model (i.e. link function g is the logit) in the first step and a CPUE-log-normal model (i.e. scaled function h is the natural logarithm; the link function is defined as the identity mapping and response variable, which is normally distributed, and is set to the natural logarithm of CPUE) in the second step. The following explanatory variables were chosen based on the results of model selection by the Bayesian information criterion (BIC) 6 because the selection performance of consistent information criterion such as the BIC in large samples is better than that of the Akaike information criterion (AIC) for the variable selection of the ancova model corresponding to the CPUE standardization in many cases. 7 In the example, we computed through the GLM and GENMOD procedures of the SAS/STAT package v9.1 (SAS Institute). 
RESULTS
In this case example for silky shark in the North Pacific Ocean caught by Japanese training vessels, the year trends q (non-zero catch rate) in the first step and U (CPUE of the non-zero-part) in the second step, q and Û, are shown in Table 2 . These values are derived as the least-square means for type III sum of squares of the year effects. On the basis of these estimated values, we can obtain the point estimates of yearly CPUE using equation 1. Table 3 shows the estimated values of linear predictor z and u, ẑ and û, which correspond to the least-squared mean of year effects in the first and second steps and these dispersions (i.e. standard errors), s(ẑ) and s(û). We obtain the variance of yearly CPUE (i.e. estimated CPUE year trend) based on equation 4 (Table 3) .
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Point estimates and variances of the yearly CPUE and the 95% confidence intervals are shown in Table 4 based on the values of Tables 2  and 3 Thus, we can obtain the 95% confidence intervals of the CPUE year trend (Table 4) . is set to 1.96. Figure 2 shows the 95% confidence intervals. In this case example, the standard error of the natural logarithm of yearly CPUE is expressed in the following equation 13 derived from equation 7 in which the link and scaled functions are defined as g
Hence, we can estimate the 95% confidence intervals of CPUE year trend (i.e. least-square means of year effect) based on equation 9 using the values of equations 7 and 13 where Z α 2 ( ) is set to 1.96. Table 5 and Figure 3 show the 95% confidence intervals of the estimated yearly CPUE on the basis of the normal approximation of log(CPUE). The interval estimates do not show left-right symmetry but these values are similar to those in Table 4 and Figure 2 . In our case example, these two confidence intervals shown in Figures 2 and 3 (obtained from eqns 5 and 9, respectively) seem to be rather similar.
DISCUSSION
As described, this simple method (i.e. two procedures shown in eqns 5 and 9) has many advantages for interval estimation of the CPUE trend in the delta-type two-step model with a lot of zero-catch data. Because this method is based on the asymptotic normality of CPUE by the central limit theorem, it is expected that we estimate reasonable confidence intervals in many cases especially for large samples. It is also practical for the computation to use the outputs directly (e.g., ẑ, û, and the standard error, s(ẑ) s(û)) from common statistical packages such as SAS or R. We recommend the use of the first procedure based on the normal approximation of CPUE shown in equation 5. However, the assumption of an asymptotic log-normal distribution of observed CPUE seems to be more natural especially in small samples or in the case of fat-tail distributions. The choice of the two methods (shown in eqns 5 and 9) Table 3 Estimates of linear predictor in first step (z), second step (u) and these standard error s(z), s(u) for the example of silky shark, obtained as outputs from common statistical packages such as SAS or R 
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is largely dependent on which assumption, i.e. whether CPUE is normally distributed or lognormally distributed, is more adequate. It is useful to illustrate the histogram of the observed CPUE to decide the model to be used and some information criteria such as the AIC or BIC can be applied for model selection.
We conducted a simple simulation to check the performance of equations 5 and 9 as an approximate confidence interval of CPUE. A set of data with 10 000 realizations was generalized from the delta log-normal model, where p (zero-catch rate) is set to 0.25, 0.5 and 0.75 in the first step and U (CPUE of positive data) is the independent and identical log-normally distributed random variables with with a mean 0 and variance 1. We compared the values of maximum log-likelihood (MLL), which is average of 100 replications, between the normal and log-normal distributions (Table 6 ). Judging from the experiment, the confidence interval shown in equation 5 based on the normal distribution is better than that in equation 9 from the log-normal distribution if p (zero-catch ratio) is high, such as 0.75, and the opposite outcome is obtained if p is low. In our study, MLL is equivalent to information criteria such as the AIC or BIC, since the number of parameters and observations is the same in the two distributions.
In this research, we assumed the independence of the linear predictors z and u, which means they are independent of the first and second steps, for the simplification of calculation. The correlation coefficient of z and u seem very low (not zero) in many cases. If we compute the magnitude (i.e. degree) of the correlation, then we can include the values of covariance between z and u into equations 3 and 7. However, it is generally difficult to integrate the correlation into the model unless we use a different method for simultaneous estimation of the unknown parameters in the first and second steps, such as the zero-inflated model. 8 Therefore, we should be careful about the 
