We completely determine the spectrum of an I-graph, that is, the eigenvalues of its adjacency matrix. We apply our result to prove known characterizations of connectedness and bipartiteness in I-graphs by using an spectral approach. With our result, we also determine the nullity of a certain subfamily of I-graphs.
Introduction
The class of I-graphs was introduced in the Foster Census [4] as a natural generalization of the so called [18] generalized Petersen graphs and has attracted the attention of many graph theorists. Considerable study of Igraphs under algebraical, combinatorial and geometric approaches can be found in [2] , [3] , [11] , [15] and references therein. In our work we investigate the I-graphs under an spectral approach.
In our work, we completely determine the eigenvalues of the adjacency matrix of an I-graph by using known properties of circulant and circulant block matrices. Furthermore, we apply our result and spectral graph techniques to give new proofs of known necessary and sufficient conditions for bipartiteness and connectedness of arbitrary I-graphs. Also, we establish the nullity, that is, the dimension of the eigenspace associated to the null eigenvalue, for a certain subfamily of I-graphs.
Circulant matrices
We may recall known facts about circulant and block circulant matrices. For more details, see for example [7] , [13] and [17] .
A square matrix in which each row (after the first) has the elements of the previous row shifted cyclically one place right is called a circulant It is easy to see that M = circ(0, 1, 0, ..., 0, 1) is the adjacency matrix of C n . The following result can be found in [13] . For concreteness, we express the nth roots of unity as powers of ξ = e 2πı n , where ı 2 = −1.
Proposition 1
The eigenvalues of M = circ(m 0 , m 1 , . . . , m n−1 ) are
V is a unitary matrix and (V ′ ) −1 MV ′ is a diagonal matrix, that is, V ′ (unitarily) diagonalizes M. For symmetric circulant matrices, the eigenvalues are real numbers.
I-graphs
Let fix n, j, k ∈ N with n ≥ 3, 1 ≤ j, k < n 2 and j ≤ k. The I-graph I(n, j, k) is the graph with vertex set V (I(n, j, k)) = {a i , b i ; 0 ≤ i ≤ n − 1} and edge set E(I(n, j, k))
where addition is performed modulo n.
We may assume that j ≤ k since I(n, j, k) = I(n, k, j). We consider j, k < n 2 because I(n, j, k), I(n, n − j, k) and I(n, j, n − k) are isomorphic (neither j = n/2 nor k = n/2 furnish simple graphs). Thus, I(n, j, k) are cubic graphs (that is, regular graphs of degree 3) on 2n vertices. The Petersen graph is I(5, 1, 2). The class of I-graphs contains the well known class of G(n, k) = I(n, 1, k), the so called ( [18] ) generalized Petersen graphs, introduced in [5] . For more on graphs G(n, k) see also [1] , [8] , [9] , [12] , [14] and references therein.
The vertices {a i ; 0 ≤ i ≤ n − 1} and edges {{a i , a i+j }; 0 ≤ i ≤ n − 1} of the I-graph I(n, j, k) form a subgraph which we denote by A(n, j). On the other hand, the subgraph of I(n, j, k) with vertices {b i ; 0 ≤ i ≤ n − 1} and edges {{b i , b i+k }; 0 ≤ i ≤ n − 1} will be denoted B(n, k). The following proposition gives us an idea of the structures of these two subgraphs respecting connectivity.
Proposition 2
The subgraph B(n, k) has d B = gcd(n, k) connected components, each one isomorphic to a cycle of length n d B . Analogously, the subgraph A(n, j) has d A = gcd(n, j) connected components, each one isomorphic to a cycle of length
∈ N. For k = 1, gcd(n, k) = 1 and then, by construction, the graph B(n, k) has a connected component, namely, the cycle C n . For k > 1, the vertex b 0 is adjacent to b 0+k , which in turn is adjacent to b 2k , and so on, until vertex b (q−1)k , which is adjacent to b qk . But b qk coincides with b 0 , since qk ≡ 0(mod n): indeed, qk = n
Then two cases are possible, depending on gcd(n, k) = 1 or gcd(n, k) > 1. If gcd(n, k) = 1, then qk = n · k and q = n; since we go through all the vertices in B(n, k), we have a connected component which is a cycle of lenght q. In case d B = gcd(n, k) > 1, it follows that q = Analogously, it can be shown that the subgraph A(n, j) has d A = gcd(n, j) connected components, each one isomorphic to a cycle of length It follows from the above proposition (or, alternatively, from the Igraph construction) that the adjacency matrices of the subgraphs A(n, j) and B(n, k) are circulant matrices. Indeed, A(A(n, j)) = circ( For brevity, we denote A nj = A(A(n, j)) and B nk = A(B(n, k)). The eigenvalues and eigenvectors of these matrices may be determined by using Proposition 1.
Lemma 3 The eigenvalues of
Proof: By Proposition 1, the eigenvalues of
The other assertion follows similarly.
Main result
Let consider the I-graph I(n, j, k) fixed, where n, j, k ∈ N are as before agreed. We label the vertices of I(n, j, k) as follows: the vertices b 0 , . . . , b n−1 of B(n, k) are designated, respectively, as 0, 1, 2, . . . , s, . . . , n − 1, and the vertices a 0 , . . . , a n−1 in A(n, k) are labelled, respectively, as n, n + 1, n + 2, . . . , n + s, . . . , 2n + 1. From the adjacency rules in subgraphs B(n, k) and A(n, j) of I(n, j, k), it follows respectively that i ∽ (i + k) mod n and (n+i) ∽ (n+i+j) mod n, for 0 ≤ i ≤ n−1. Besides this, the adjacency rules between vertices of A(n, j) and B(n, k) are given by i ∽ (n+i), 0 ≤ i ≤ n−1. This way, the adjacency matrix of I(n, j, k) can be described as the following block circulant matrix
where I n is the identity matrix of order n.
Theorem 4
The eigenvalues of I(n, j, k) have the form
where α l and β l are as given in Lemma 3. We will show that λ l is an eigenvalue of I(n, j, k) with associated eigenvector w l = a l v l v l , where
In fact, from Lemma 3, it follows that
Then λ l is an eigenvalue of I(n, j, k). Furthermore,
The assertion is proved.
In the following remark we show how to obtain λ l and a l for all l, 0 ≤ l ≤ n − 1.
Remark 5
In order to find the numbers a l and λ l and the vectors w l in Theorem 4 we proceeded as follows: For a fixed l, 0 ≤ l ≤ n − 1 consider
.., ξ (n−1)l ) ⊤ and a l is a constant to be determined. We are searching for the solutions of the matrix equation
It suffices to solve the system
From Lemma 3 we have:
By substituting the value a l into the first equation, we obtain
Then, from equation (**) we have the following values for a l :
Thus,
is an eigenvalue of A(I(n, j, k)) with associated eigenvector w
. Similarly,
are the 2n eigenvalues of I(n, j, k).
Corollary 6
The 2n eigenvalues of I(n, j, k) are the roots of the equations (λ − β l )(λ − α l ) = 1, where α l = 2 cos( 2πjl n ) and β l = 2 cos( 2πkl n ), for all l, 0 ≤ l ≤ n − 1.
Proof: It follows from equation (*).
The spectrum of a G(n, k) graph was determined in [8] , where the case gcd(n, k) = 1 was completely proved and the other case had its proof outlined. Since G(n, k) = I(n, 1, k), we have:
The eigenvalues of G(n, k) are, for all 0 ≤ l ≤ n − 1,
4 Two structural properties of I-graphs through spectral approach
The following are known structural properties of I-graphs, which have been demonstrated in [2] using combinatorial and graph-theoretical ideas. After our Theorem 4, we can prove them by using an spectral approach.
To prove the next theorem we use the known fact ( [6] , Theorem 3.23) that a regular graph of degree r is connected if and only if its (largest) eigenvalue r has multiplicity equal to one. 
for r, r ′ ∈ Z. Thus 0 ≤ rn j ≤ n − 1 and 0 ≤ r ′ n k ≤ n − 1. We note that r is not a multiple of j, otherwise rn j ≥ n. Analogously, r ′ is not a multiple of k. Let suppose gcd(n, j) = 1. From n|jl it follows that n|l and then, l < n implies l = 0. Similarly, if gcd(n, k) = 1 holds then l = 0. For the case gcd(j, k) = 1, let suppose that l = 0. Therefore r and and r ′ are different from zero and, from the last system above, we obtain jr ′ = kr. Then the integer j can be written as j = kr r ′ and, since k is not a multiple of j, it follows that r ′ |k, say, k = tr ′ for an integer t > 1. From jr ′ = tr ′ r we have j = tr, and thus k and j have a common divisor t > 1, a contradiction. Then l = 0. Therefore the multiplicity of the eigenvalue 3 is equal to one and the graph I(n, j, k) is connected.
In the sequence, we use a known characterization of bipartite graphs, which can be found in [6] (Theorem 3.11).
Proposition 9 A graph containing at least one edge is bipartite if and only if its spectrum is symmetric with respect to zero.
Theorem 10 ([2])
The connected I-graph I(n, j, k) is bipartite if and only if n is even and j and k are odd.
Proof: Suppose that the connected graph I(n, j, k) is bipartite. As we have seen, λ + 0 = 3 is an eigenvalue of I(n, j, k) of multiplicity one. Since I(n, j, k) is bipartite, exists l, 0 ≤ l ≤ n−1 such λ − l = −3 (we may note that λ
Reasoning as in the proof of Theorem 8, we conclude that the only possibility for the above equation in the interval [−1, 1] is
for r, r ′ ∈ Z. Thus 2jl n = 1 + 2r and 2kl n = 1 + 2r ′ . Therefore, 2jl = n(1 + 2r), and then n is even. Also we have j(1 + 2r) = k(1 + 2r ′ ), and so j and k have the same parity. But if both the integers are even, it follows that d = gcd(n, j, k) > 1, a contradiction according to Theorem 8, since the graph is connected. It follows that n is even and j and k are odd.
For the converse, suppose that n is even and let l ∈ N be such that 0 ≤ l ≤ n 2 . From trigonometry, for odd integers j and k we have cos 2πj
Thus, from Theorem 4, it follows that Thus, the spectrum is symmetric about the origin and I(n, j, k) is a bipartite graph.
We may note that the above result does not apply to disconnected graphs. For instance, the disconnected graph I(12, 2, 2) is bipartite, since it is formed from two copies of I(6, 1, 1), which is bipartite.
The nullity η = η(G) of a graph G is the multiplicity of the number zero in its spectrum. This graph-spectrum based invariant has a noteworthy application in chemistry and also in mathematics as we can learn in the survey [10] and the references therein. In [16] , the author investigate multiplicity of eigenvalues of arbitrary cubic graphs. Applied to an arbitrary I-graph, the main result of this paper concerning nullity asserts that Proposition 11 ([16] ) The nullity η of a connected I-graph I(n, j, k) satisfies η ≤ n + 1.
In the sequence, we determine the nullity of I-graphs of the form I(n, j, 2j) by using our Theorem 4.
Lemma 12 There exists l, 0 ≤ l ≤ n − 1, such that λ l = 0 is an eigenvalue of the I-graph I(n, j, 2j) if and only if exists l, 0 ≤ l ≤ n − 1, such that 3jl = n(1 + 3r) or 3jl = n(2 + 3r) or 10jl = n(1 + 10r) or 10jl = n(3 + 10r) or 10jl = n(7 + 10r) or 10jl = n(9 + 10r), where r ∈ Z + in each case.
Proof: From Theorem 4, for 0 ≤ l ≤ n − 1, the eigenvalues of I(n, j, 2j) are of the form
After algebraic manipulations, we may give the above equations the form 
Reasoning analogously, we obtain the others two cases and complete the proof of our assertion:
Theorem 13
The nullity of the I-graph I(n, j, 2j) is η = |R 1 | + |R 2 | + |S 1 | + |S 3 | + |S 7 | + |S 9 |, where R i = {r ∈ Z : 3j|n(i + 3r) ∧ 0 ≤ r ≤ j − 1} for i = 1, 2, S t = {s ∈ Z : 10j|n(t + 10s) ∧ 0 ≤ s ≤ j − 1}, for t = 1, 3, 7, and S 9 = {s ∈ Z : 10j|n(9 + 10s) ∧ 0 ≤ s ≤ j − 1}, if n > 10j, or S 9 = {s ∈ Z : 10j|n(9 + 10s) ∧ 0 ≤ s ≤ j − 2}, if n ≤ 10j.
Proof: According Lemma 12, to calculate the nullity we must counting the number of indices l, 0 ≤ l ≤ n − 1, satisfying any of its conditions. We will try to rewrite each of them in a simpler way. We begin noting that from the above proof, provided l is an integer, the equality 3jl = n(1 + 3r) means that 3j|n(1 + r) ( then l = n(1+r) 3j ) and also that the integer r satisfies 0 ≤ r ≤ 3jn−3j−n 3n
, since 0 ≤ l ≤ n − 1. Furthermore, since 2j < n/2 as agreed from the beginning of the article, then j − 1 < j − ( ) if and only if there exists r ∈ Z such that 3j|n(1 + 3r) and 0 ≤ r ≤ j − 1. This way, we obtain the elements of the set R 1 . By proceeding analogously, we may determine the sets R 2 , S 1 , S 3 and S 7 and that S 9 = {s ∈ Z : 10j|n(9 + 10s) ∧ 0 ≤ s ≤ j − ⌊ − j n − 9 10 ⌋}. Regarding the latter set, its description depends on having n > 10j -when it suffices to take 0 ≤ s ≤ j − 1, -or n ≤ 10j, when we may request 0 ≤ s ≤ j − 2. We note that in case all of the sets are empty, it follows from Lemma 12 that the I-graph I(n, j, 2j) has nullity equal to zero. Here the indices are 10 + , 20 + , 9 + , 27 + , 3 − and 21 − .
Conclusion
In this paper, we completely determine the spectrum of an arbitrary Igraph and show how to use the theorem to obtain structural and spectral properties of these graphs.
