The goal in radiotherapy is to maximize the biological effect of radiation on the tumor while limiting its toxic effects on healthy anatomies. Treatment is administered over several sessions to give the normal tissue time to recover as it has better damage repair capabilities than tumor cells. This is termed fractionation. A key problem in radiotherapy involves finding an optimal number of treatment sessions (fractions) and the corresponding dosing schedule. A major limitation of existing mathematically rigorous work on this problem is that it includes only a single normal tissue. Since essentially no anatomical region of interest includes only one normal tissue, these models may incorrectly identify the optimal number of fractions and the corresponding dosing schedule.
Introduction
In external beam radiation therapy for cancer, ionizing radiation targeted toward the cancerous region also passes through nearby normal tissue and thus damages both. The goal therefore is to maximize tumor damage while ensuring that the healthy anatomies can safely tolerate the resulting toxic effects of radiation. In intensity modulated radiation therapy (IMRT) [66] , this is attempted by following a two-pronged approach that includes a spatial and a temporal component.
The first, spatial component of this approach in essence is to prescribe a uniform or nonuniform high dose to the cancerous region and put upper limits on the dose delivered to the healthy anatomies. The intensity profile of the radiation field, which is also called the fluence-map, is then optimized so that the delivered dose is as close as possible to this tumor-conforming prescription. This is called fluence-map optimization. The length of each arrow in the radiation field is proportional to the intensity of the corresponding beamlet. In particular, lower intensity is assigned to beamlets that pass directly through the spinal cord. The schematic shows that radiation fields from three different directions are used to avoid areas of low radiation dose in the tumor. the relative anatomy of the tumor and the nearby healthy tissue. The fluence-map optimization problem has been studied extensively over the last two decades. Increasingly sophisticated dose prescriptions have been proposed and efficient optimization algorithms to find the corresponding intensity profiles have been designed, tested clinically, and incorporated into commercial treatment planning systems [11, 13, 14, 40, 50, 54] .
The second, temporal, component of the two-pronged approach involves breaking the total planned dose into several equal-dose fractions that are administered in multiple, well-separated treatment sessions (called fractions) spread over many weeks. This is called fractionation and it is designed mainly to give healthy anatomies sufficient time to recover between consecutive treatment sessions as healthy cells have better damage-repair capabilities than tumor cells [27, 69] . The key challenge on this temporal side of the equal-dosage fractionation problem is to find the optimal number of fractions and the corresponding dose in different fractions. Roughly speaking, using several sessions with a small dose in each session reduces the damage done to the healthy anatomies. This may enable the treatment planner to administer a much larger total dose to the tumor as compared to using only a few sessions with a higher dose per session. However, especially in fast proliferating tumors, long treatment courses may adversely affect the likelihood of adequate tumor control. Several alternative number of fractions have been clinically studied over more than a hundred years [1, 2, 22, 24, 30, 29, 31, 35, 44, 49, 61] . Many of these studies were conducted before the IMRT technology became widely available in the late 1990s. It is generally believed that the optimal number of fractions depends on the relative difference between the radiation dose-response of the tumor and that of the healthy anatomies, and also on the anatomy of the tumor and the healthy tissues relative to the radiation field. Currently, the most widely accepted mathematical framework for radiation dose-response is the linear-quadratic (LQ) model [27] . Using this model, some researchers have mathematically explored the effect of model parameters on the optimal number of fractions. We review these studies next.
Limitations of existing work
To the best of our knowledge, the use of the LQ model to determine the optimal number of fractions started in the 1990s with Fowler's work [16, 21] and the investigation in Jones et al. [34] . Specifically, Fowler showed in a series of papers using insightful calculations that some treatment courses are too short and some treatment courses are too long; there is a range in between these two extremes that should include the optimal number of treatment sessions [16, 17, 18, 19, 21] . These papers consider a tumor and a single normal tissue both receiving dose d in each of the N fractions. From an IMRT perspective, the assumption that the tumor and the normal tissue receive a homogeneous and identical dose essentially ignores the spatial side of the problem. The key idea that repeatedly occurs in all papers in this area is to choose the number of fractions N and the corresponding dose d per fraction that is delivered to the tumor to maximize the biological effect (BE) on the tumor for a fixed biologically effective dose (BED) delivered to the normal tissue [27] . The papers by Fowler and coauthors were arithmetic in nature in that they calculated and plotted the BE on tumor as a function of N to reach their conclusions (without rigorously proving the concavity structure of the tumor-BE as a function of N ).
Jones et al. [34] also considered a single normal tissue and proposed a model that was conceptually similar to Fowler's. They employed calculus to maximize the tumor-BE by setting its derivative with respect to N to equal zero. This led to a quadratic equation for the optimal dose per fraction. The positive solution of this equation was then used in turn to derive a formula for the optimal number of fractions. Thus, to the best of our knowledge, Jones et al. obtained the first analytical results in this area. However, Jones et al. did not include a time-lag before tumor proliferation begins after treatment initiation (see [19] for a discussion of the importance of including this time-lag). Jones and co-authors later improved their earlier model by including such a time-lag [3] . However, these two papers by Jones and co-authors ignored the constraint that N must be an integer and did not rigorously prove that setting the derivative with respect to N to zero was a sufficient condition for global optimality in their model (that is, they did not investigate concavity properties of tumor-BE by computing its second derivative).
Yang and Xing [71] also studied a model similar to Fowler's but they utilized an extension of the basic LQ model to incorporate redistribution and reoxygenation of tumor cells [10] and included two normal tissues. They applied the simulated annealing heuristic to optimize the number of fractions without any guarantee of optimality. Their broad conclusions were similar to Fowler's. Bertuzzi et al. [5] recently considered a model with two normal tissues and used Karush-Kuhn-Tucker (KKT) conditions to characterize the structure of optimal solutions, but the number of fractions was fixed in their model.
Mizuta et al. [47] recently considered a slight generalization of Fowler's calculations, where the tumor and the single normal tissue received doses d and sd in each fraction, respectively, but they did not consider tumor proliferation. Here, s is called the sparing factor and it attempts to model the realistic possibility that the tumor and the normal tissue do not receive identical doses. They reached the intuitive conclusion that the optimal number of fractions also depends on the sparing factor s in addition to the α/β ratios of the tumor and the normal tissue in the LQ model (here, α and β are parameters of the LQ model; see Section 4 for details). In fact, a similar observation was made much earlier by Jones et al. [34] .
Unkelbach et al. [63] recently generalized the result in Mizuta et al. They also considered a single normal tissue but explicitly allowed for a spatially heterogeneous normal tissue dose distribution. Consequently, the analysis in Unkelbach et al. is a notable exception to all previous efforts toward optimizing the number of fractions. In particular, they used voxel-dependent sparing factors for each normal tissue voxel. The use of such sparing factors is justified because optimization models in radiotherapy routinely model dose as a linear transformation of the fluence-map. See [32, 55, 58, 60, 67] and Section 4 for more details about how this transformation is defined using a dose-deposition coefficient matrix. Unkelbach et al. derived an effective sparing factor, s effective , which was a function only of the voxel-dependent sparing factors. The specific functional form of this effective sparing factor depends on whether the normal tissue constraint is a maximum dose constraint or a mean dose constraint. Their key conclusion was that a single fraction is optimal if (α/β) tumor ≤ (α/β) normal tissue s effective
and an infinite number of fractions is optimal otherwise. A similar conclusion was also reached independently by Keller et al. in [37] . However, and crucially, Unkelbach et al. and Keller et al. did not incorporate tumor proliferation and this was the reason for the optimality of an infinite number of fractions.
Bortfeld et al. [6] extended the model in Unkelbach et al. by including tumor proliferation, but they did not include a time-delay before proliferation starts. Specifically, their focus was on modeling accelerated tumor re-population whereby the tumor exhibits faster growth toward the end of the treatment course. They used dynamic programming to demonstrate how dose per fraction increases over the treatment course under accelerated re-population; this was the main contribution of their paper. As an aside, they rigorously proved the correctness of a previously known closedform formula (as for example in Jones et al. [34] and Armpilia et al. [3] ) for the optimal number of fractions under constant re-population. However, as in Unkelbach et al., Bortfeld et al. also only considered a single normal tissue.
In fact, the inability to simultaneously include two or more normal tissues is a major practical limitation of all work in this area that derives a provably optimal number of fractions. Cancer sites always include at least two normal tissues -unspecified normal tissue and an organ at risk such as the spinal cord. In fact, in most cases, several serial and parallel normal tissues play a role in limiting the tumor-dose.
Finally, the existing works do not explicitly describe precisely how their optimal fractionation models could be implemented in practice. Specifically, it is not clear exactly how sparing factors are to be calculated and how the resulting temporal dosing schedule is to be combined with a spatially optimized fluence-map. In short, these works do not integrate their models with state-of-the-art IMRT methods. In this paper, we are able to simultaneously overcome these limitations, and yet rigorously derive optimal dosing schedules as summarized next.
Our contributions
We present a mathematical formulation of the optimal fractionation problem based on the LQ model using sparing factors. This formulation allows for doses to vary across fractions. It incorporates (i) any combination of several maximum dose, mean dose and dose-volume type constraints on multiple normal tissues that receive spatially heterogeneous doses; and (ii) tumor proliferation with a timelag. Finally, since the starting point for our model is a spatially optimized fluence-map (say from any treatment planning system) it is implementable after appropriate clinical validation in the future without requiring any additional hardware or technological developments. The generality of our model introduces several challenges. In this section, we highlight our contributions in the context of these challenges.
• Optimality of equal-dosage fractionation: Although equal-dosage fractionation is ubiquitous in practice and in the existing literature, it is not known whether this strategy is in fact optimal in the case of multiple normal tissues. Consequently, our formulation does not a priori assume equal-dosage fractionation. As a result, our initial formulation is a mixed-integer, nonconvex , quadratically constrained quadratic program (QCQP); such problems belong to the class NP-hard [42] . Fortunately, we are able to prove two simple sufficient conditions under which equal-dosage fractionation is optimal (see Propositions 5.1 and 5.3). Based on the prevalent estimates of the parameters of the LQ model, we expect these conditions to hold in many commonly studied tumors such as head-and-neck and prostate. We thus devise an equal-dosage reformulation of our problem and study it in detail in all subsequent sections.
• Switching of the dose-limiting normal tissue: When the problem formulation includes a single normal tissue, that normal tissue, by definition, is what limits tumor-dose. This facilitates the derivation of a simple closed-form formula for the optimal number of fractions and the corresponding dose per fraction. However, in the case of multiple normal tissues, we show that the dose-limiting normal tissue may depend on the number of fractions (see, for example, our Figure 3 (a), which demonstrates that the limiting normal tissue switches from the unspecified normal tissue to the right parotid). Furthermore, it is not evident if and when such a switch occurs as this is a function of many model parameters especially when the formulation includes several maximum dose, mean dose and dose-volume type constraints to mimic realistic anatomies and treatment protocols, and allows for heterogeneous dose distributions.
• Nonmonotonic behavior of tumor-BE: The tumor-BE without proliferation is monotonic in the number of fractions in optimal fractionation problems that include a single normal tissue. We show that this is no longer true with multiple normal tissues; see, for example, our Figure 3 (b), which illustrates that the tumor-BE without proliferation can first increase and then decrease as the number of fractions is increased. In particular, even without proliferation,
, a finite number of fractions may be optimal in the case of multiple normal tissues (contrast this with the aforementioned conclusion in Unkelbach et al. and Keller et al. that with a single normal tissue, an infinite number of fractions is optimal). More generally, when a proliferation term is included, the tumor-BE is either decreasing or strictly concave in the number of fractions in the case of a single normal tissue (see Appendix B). Again, this is at the heart of the derivation of a simple closed-form formula for the optimal number of fractions and the corresponding dose per fraction. In the case of multiple normal tissues, the behavior of tumor-BE (with or without proliferation) as a function of the number of fractions is complicated owing to the possible switching of the limiting normal tissue and this has not been investigated in the existing literature.
• Piecewise convexity of the limiting dose per fraction and quasiconcavity of tumor-BE: We perform a rigorous mathematical analysis of our model to completely characterize how the limiting dose and tumor-BE behave as functions of the number of fractions (see Lemmas 6.1 and Theorem 6.3). Specifically, in Equation (48), we obtain a closed-form formula for the limiting dose, and show that it is a strictly decreasing, piecewise strictly convex function of the number of fractions (see Lemma 6.1 and Figure 2 ). This leads to a closedform formula for the corresponding tumor-BE. Furthermore, we establish in Theorem 6.3 that this tumor-BE eventually decreases and that it is a quasiconcave [7] function of the number of fractions.
• Simple calculation procedure for problem solution: We propose a simple calculation procedure rooted in the above quasiconcavity property to obtain an optimal number of fractions and the corresponding dose per fraction. Specifically, we calculate the tumor-BE using our closed-form formula for dose per fraction sequentially for N = 1, 2, . . . until the tumor-BE "turns around" to correctly identify the optimal number of fractions (see Theorem 6.3 and Corollary 6.4). We note here that in the case of multiple normal tissues, it is not possible to find the optimal number of fractions in closed-form by setting a derivative to equal zero unlike the single normal tissue case as in Jones et al., Bortfeld et al., and our Appendix B.
• Uncovering clinically relevant insights through numerical experiments: In Section 7, we perform extensive numerical experiments and sensitivity analyses using five head-andneck cancer cases and five prostate cancer cases to gain further insight into the optimal fractionation problem. Some examples of such insights are listed here.
-Mismatch between predictions of our model with multiple normal tissues and existing models with a single normal tissue: We show in Section 7.3 that the optimal number of fractions in our model with multiple normal tissues cannot in general be found simply by choosing from the set of optimal number of fractions obtained from separately solving single normal tissue problems one by one. This point is especially important as all existing analytical literature considers only a single normal tissue, and furthermore, the difference between the optimal number of fractions from our model and that obtained from a single normal tissue model can be rather large. Since essentially all cancer anatomies of interest include multiple normal tissues in practice, this observation provides motivation for using our model as opposed to existing single normal tissue models.
-Sensitivity to tumor doubling time: We demonstrate in Section 7.4 that the optimal number of fractions increases as the tumor doubling time increases -that is, a longer treatment schedule is optimal for slower growing tumors. We demonstrate that the sensitivity of the optimal number of fractions to the tumor doubling time is higher when the alpha over beta ratio of the tumor is larger as compared to that of a normal tissue.
-Effect of time-lag before proliferation starts: We show that when the sufficient condition in Proposition 5.1 is met, it is not optimal to administer less than 1 + T lag fractions where T lag is the lag in days before tumor proliferation begins (see Remark 5.2). When the tumor doubling time is smaller than a threshold determined by T lag and other model parameters, it is optimal to administer exactly 1 + T lag fractions. When the doubling time is larger than this threshold, the optimal number of fractions is larger than 1+T lag but (otherwise) no longer sensitive to T lag . Our numerical results in Section 7.5 further illustrate this behavior for our head-and-neck cases.
The rest of this paper is organized as follows. In the next section, we describe our problem formulation in detail. In Section 5, we prove sufficient conditions for equal-dosage fractionation. Then in Section 6, we present an equal-dosage reformulation of our original model. We then present its mathematical analysis, and propose a simple solution procedure. We present numerical results in Section 7. Finally, in Section 8, we conclude by discussing opportunities for extensions of our work here. Proofs of all results are provided in Appendix A. A previously known closed-form formula for the optimal number of fractions in the case of a single normal tissue is derived in Appendix B for the sake of completeness and notational consistency as we will need this formula in Section 7.3 when its results are compared with our multiple normal tissue model.
Problem formulation
Our overall methodology is to choose the number of fractions to maximize the BE of the average tumor-dose subject to constraints on normal tissue doses. All components of this methodology are described next.
Expression for the objective function
Let N be the number of fractions. This is the key decision variable in our optimization model. We assume that a single fraction is administered every day. As we will describe in Section 8, our model can be easily extended to tackle other fractionation schedules such as the one that administers treatment on weekdays only or the one that administers treatment twice daily on weekdays. Let T double be the doubling time for the tumor [16, 21, 34] and let T lag be the time-lag after which tumor proliferation starts after treatment initiation [19] ; both these are measured in days. Finally, let α 0 and β 0 denote the parameters of the LQ model for the tumor. In optimization models in IMRT, various anatomical regions of interest in the patient's body are discretized into equal-volume cubes called voxels. Let n denote the number of such voxels in the tumor. We index these voxels by i = 1, 2, . . . , n. Similarly, the radiation field is also discretized into small segments called beamlets. Let k be the number of such beamlets. We use u ∈ k + to denote a generic k-dimensional beamlet intensity vector (fluence-map). Let A be the n × k, nonnegative, tumor-dose deposition coefficient matrix. Let A i denote its ith row. This row corresponds to the ith tumor-voxel. Then, according to the linear dose deposition model, the dose delivered to the ith voxel in the tumor equals A i u if fluence-map u is used.
We assume that a nominal fluence-map is available to the treatment planner. For example, this could be obtained by solving any of the standard fluence-map optimization models as is routinely done in commercial treatment planning systems available in hospitals. We denote this fluence-map by u nominal and it serves as an input and a starting point for our model. An important benefit of using such a fluence-map as input is that we are assured that the spatial properties of the treatment plan such as its dose-volume histograms are clinically acceptable. 
Here, we have used the notation
The expression [(N − 1) − T lag ] + , which is defined as max((N − 1) − T lag , 0), models the possibility that tumor proliferation does not start until T lag days after treatment begins [19] . The appearance of N − 1 instead of N in the above expression may seem surprising at first; however, note that the time that elapses between the first and the N th fractions is actually N − 1 days and hence this is the time over which the tumor could proliferate. The biological significance of the BE formula in Equation (1) is that, according to the LQ model, different dosing schedules with identical BE are assumed to inflict the same damage on the tumor when measured in terms of the proportion of surviving cells. Note that τ (N ) = 0 for all N such that N ≤ 1 + T lag , and that τ (N ) is strictly increasing and linear for all N such that N ≥ 1 + T lag . In particular, τ (N ) is nondecreasing for all N ≥ 1; it is also convex for all N ≥ 1. These properties of τ (N ) will be used in our mathematical analysis. We next describe the constraints in our model. 
Normal tissue constraints
Then, according to the linear dose deposition model, the scaled fluence-map 
The above BED formula will be used in our formulation to incorporate the three most common types of constraints on normal tissue that are used in practice -maximum dose constraints for serial normal tissue, and mean dose or dose-volume type constraints for parallel normal tissue. We describe each of these in detail in the next three sections.
Serial normal tissue
Let M 1 ⊆ M be the set of indices of serial normal tissues; these are the normal tissues whose function is hampered even when a small portion suffers damage [43] . Examples include spinal cord and brainstem. Suppose for any m ∈ M 1 that a total dose D m max is known to be tolerated by each voxel in O m if administered in N m conv equal-dose fractions. The BED corresponding to this schedule equals BED
Then, doses s m j d over N fractions can be tolerated by the jth voxel in normal tissue
Thus, for each m ∈ M 1 , our problem formulation will include constraints (7).
Mean dose constraints for parallel normal tissue
Let M 2 ⊆ M be the set of indices of parallel normal tissues with mean dose constraints; these are the normal tissues where a sufficiently small portion can be damaged without affecting the organ function [43] . Examples include parotid glands, heart, liver, kidneys, and lungs. Suppose for any m ∈ M 2 that mean dose D m mean is known to be tolerated by O m if administered in N m conv equal-dose fractions. The BED corresponding to this mean dose is given by
As in Unkelbach et al. [63] , the quadratic constraint (9) can be simplified as
where we have used the notation 
We also define the effective sparing factor
and let B m mean
Then, multiplying both sides by the nonnegative number q m /(p m ) 2 , inequality (10) can be rewritten as
Thus, for each m ∈ M 2 , our optimization model will include constraint (14).
Dose-volume constraints
Let M 3 ⊆ M be the set of indices of normal tissues with dose-volume constraints. Examples include rectum, bladder, and lung. In particular, suppose for any m ∈ M 3 that no more than a volume fraction φ m of normal tissue O m can receive a dose more than
Since all voxels in O m are assumed to have equal volume, the volume fraction is the same as the voxel fraction. For each m ∈ M 3 and for each voxel j ∈ N m , we thus define binary-valued functions
We use the integer K m to denote n m φ m . Then the dose-volume constraints are written in our formulation as
Here, for simplicity of notation, we have assumed that there is at most one dose-volume constraint for each normal tissue. This simplifying assumption can be easily relaxed to allow for multiple dosevolume constraints on one or more of the normal tissues. In fact, we do this in our computational experiments for prostate cancer in Section 7 (see Table 4 ). For each m ∈ M 3 , our formulation will include constraint (17) . We emphasize here that, to the best of our knowledge, despite the prevalence of dose-volume constraints in practice, they have thus far not been incorporated into existing optimal fractionation models.
A formulation of the optimal fractionation problem
Putting together the various components discussed in the above sections, we formulate our optimal fractionation problem as
subject to
Note that for each m ∈ M 1 , constraint (19) is most restrictive for a voxel j ∈ N m that has the largest sparing factor. Therefore, as in Unkelbach et al. [63] , we define the effective sparing factor for each m ∈ M 1 as s
Then, for each m ∈ M 1 , the group of constraints (19) is equivalent to the single constraint
Now consider constraint (21) for any m ∈ M 3 . This dose-volume constraint requires that
for at least n m − K m voxels; this gives us the flexibility to pick and choose which voxels satisfy this upper bound. Since the objective function in (OPTFRAC1) is increasing in each d t , for t = 1, 2, . . . , N , the largest objective function value is obtained by enforcing this upper bound on n m − K m voxels with the smallest sparing factors. That is, we should enforce this upper bound only on the voxels with the smallest, the second smallest, the third smallest, ..., and the (n m − K m )th smallest sparing factors. But this is equivalent to enforcing the upper bound on a single voxel with the (n m − K m )th smallest sparing factor. Using standard order statistic subscript notation, we thus define the effective sparing factor for normal tissue m ∈ M 3 as
Thus, constraint (21) reduces to the much simpler constraint
Consequently, we rewrite problem (OPTFRAC1) equivalently as
Observe that (OPTFRAC2) is a nonconvex QCQP in the decision vector d and also includes the integer valued decision variable N . As a result, exact solution of this optimization problem appears computationally challenging. Fortunately, we are able to derive two sufficient conditions under which an equal-dosage schedule is optimal to this problem. Furthermore, we expect these sufficient conditions to hold in many commonly studied tumors such as head-and-neck and prostate. This motivates the equal-dosage reformulation of (OPTFRAC2) that we study in Sections 6 and 7 of this paper.
Sufficient conditions for optimality of equal-dosage fractionation
Recall that the set of all normal tissues is denoted by M = {1, . . . , M } and assume for simplicity of exposition that
Clinically, this means that a normal tissue can have either maximum dose constraints, or mean dose constraints, or dose-volume constraints, but cannot have two types of constraints simultaneously. However, we emphasize that by using a more complicated notation than what we will use below, this assumption can be relaxed without any mathematical difficulties. Then we define C m to equal the right hand side in the quadratic inequality constraint in (OPTFRAC2) for normal tissue m ∈ M; similarly, we define σ m as the effective sparing factor for normal tissue m ∈ M. Then (OPTFRAC2) can be compactly written as
Moreover, for any fixed integer N ≥ 1, we formulate
First note that the objective function and the constraint functions in this problem are continuous and the feasible region is bounded. Thus, by the extreme value theorem of Weierstrass [41] , the problem has an optimal solution. We next establish two conditions under which equal-dosage fractionation is optimal in (OPT-FRAC2(N)).
σm . Then it is optimal in (OPTFRAC2(N)) to deliver dose
in each one of the N fractions.
We provide two different proofs of this result in the Appendix -one is algebraic and the other uses KKT conditions. We expect the condition in this proposition to hold in tumors similar to head-and-neck cancer where the tumor α/β ratio is believed to be much bigger than that of surrounding normal tissues [18, 19, 68] . We also emphasize that the key result of Proposition 5.1 is the conclusion that it is optimal to use an identical dose in every session. Once this is established, it is easy to derive the actual value of the dose per session by solving a quadratic equation as has been done in most of the existing literature with a single normal tissue. Finally, in the special case where there is a single normal tissue, our condition correctly reduces to the condition that (α/β) tumor ≥ A further discussion of this issue is included in Section 7.5.
σm . Then it is optimal in OPTFRAC2(N) to deliver dose
in any one of the N fractions and set the doses in the other N − 1 fractions to zero. Since this dosing schedule is optimal for every N ≥ 1, it is optimal to use a single fraction in (OPTFRAC2).
We provide two different proofs of this result in the Appendix -one is algebraic and the other uses KKT conditions. We expect this condition to hold in tumors similar to prostate cancer where the tumor α/β ratio is believed to be no larger than that of surrounding normal tissues [12, 20, 64] . Thus, the clinical significance of this proposition is that, based on the LQ model, it suggests using short treatment schedules for tumors that behave similar to prostate cancer even in the presence of multiple normal tissues. The key contribution of Proposition 5.3 is the conclusion that it is optimal to deliver a single dose. Once this is established, it is again easy to derive the value of this dose by solving a quadratic equation. Finally, in the special case where there is a single normal tissue, our condition correctly reduces to the condition that (α/β) tumor ≤ (α/β) normal tissue s effective as in the existing literature.
Optimal equal-dosage fractionation
We now focus on an equal-dosage variation of (OPTFRAC2). When the condition in Proposition 5.1 holds, this equal-dosage variation yields an optimal solution to (OPTFRAC2). When the condition in Proposition 5.3 holds, no further calculations are necessary as we know that it is optimal to administer a single fraction with dose given by (42) . The equal-dosage variation is obtained by setting d 1 = d 2 = . . . = d N and calling this dose d. Thus, (OPTFRAC2) now reduces to the two-variable problem
Because σ m d ≥ 0, the quadratic constraints (44) can be equivalently written as the linear constraints
Moreover, since the objective function in (P ) is increasing in d for each fixed N ≥ 1, we can eliminate d from (P ) by simply substituting the largest possible value of d that is allowed by these linear constraints. We denote this largest possible value of d by d * (N ) and note that it is given by
For each N ≥ 1, we call dose d * (N ) and any corresponding normal tissue (that achieves the minimum in (48)) "limiting". Now, with d * (N ) as defined in (48) at our disposal, problem (P ) simplifies to
In practice, there is an implicit upper bound N max on the number of fractions that can be administered based on logistical considerations [21] . Consequently, the optimal number of fractions can be found by evaluating g * (N ) defined in (49) for every integer 1 ≤ N ≤ N max and then picking the best. In Theorem 6.3 in the next section, we go beyond this brute-force yet practical approach and perform a careful mathematical analysis of the structure of the dose d * (N ) in (48) and the corresponding biological effect g * (N ) in (49) . This provides additional insights into problem (P ) and leads to a more streamlined procedure for solving (49)- (50).
6.1 Characterization of the limiting dose and the optimal tumor-BE as functions of the number of fractions The rate at which d * (N ) decreases affects the structure of g * (N ). Our next lemma puts an N -dependent upper bound on d * (N ). The next theorem is a key result of this paper as it characterizes the structure of the optimal tumor-BE g * (N ). Theorem 6.3. The biological effect g * (N ) in the objective function (49) of (P ) has the following properties:
in N up to a positive integer and then nonincreasing after this positive integer; and Property 3. supposeN ≥ 2 is the smallest fraction N with the property that g * (N −1) > g * (N ) (note that such anN exists by Property 1), thenN − 1 is the optimal number of fractions.
The above theorem motivates the following streamlined procedure for solving problem (P ).
A calculation procedure for solving (P )
Step 1. Set N = 1.
Step 2. Compute the optimal dose per fraction d * (N ) using Equation (48) . Use this d * (N ) to compute the biological effect g * (N ) as in (49) .
Step 3. If N = 1, then set N = 2 and go to Step 2 above.
Step The following corollary of Theorem 6.3 establishes the correctness of this procedure.
Corollary 6.4. The stopping condition in Step 4 of the above procedure is eventually met; that is, the procedure terminates finitely. Moreover, it correctly identifies the optimal number of fractions in (P ).
We acknowledge the possibility that neither the condition in Proposition 5.1 nor that in Proposition 5.3 holds; that is, min m∈M αm/βm σm
σm . We provide an example here.
(51)
It turns out that this problem has exactly two optimal solutions: the first where d 1 ≈ 1.04, d 2 ≈ 13.46 and the second where d 1 ≈ 13.46, d 2 ≈ 1.04. Thus, there is no equal-dosage solution that is optimal. Also, it is not optimal to set one dose to zero and the other to a positive value. Note that this scenario cannot arise when there is a single normal tissue as in the existing literature. In these situations, our simple procedure for obtaining an optimal solution to the equal-dosage formulation (P) yields an approximate solution to (OPTFRAC2).
Numerical results
We are now ready to present numerical experiments and sensitivity analyses. We first describe in detail the test cases that we used in our experiments. Then, in Section 7.2, we demonstrate that the limiting normal tissue can switch as the number of fractions is varied and that, consequently, tumor-BE without proliferation may not be monotonic. In Section 7.3, we illustrate that the optimal number of fractions cannot be found by solving separate optimization problems for different normal tissues one by one. Then in Section 7.4, we investigate the sensitivity of the optimal number of fractions and the optimal tumor-BE to T double . We find that the optimal number of fractions is smaller for smaller values of T double , which represent faster growing tumors. Also, the optimal tumor-BE itself is smaller for these faster growing tumors. We demonstrate that the optimal number of fractions can be more sensitive to T double when the tumor alpha over beta ratio is larger relative to that of the normal tissues. We also find that for each fixed value of T double , and especially when this value is small, the range for optimal number of fractions over all our head-and-neck cases and for a wide range of other problem parameters is quite narrow. In Section 7.5, we study the sensitivity of the optimal number of fractions to T lag . We find that it is insensitive to T lag other than the fact that 1 + T lag provides a lower bound on the optimal number of fractions as in Remark 5.2 under the sufficient condition in Proposition 5.1. We comment that to avoid overcrowding in our figures and in the interest of brevity, we have included below plots for a single representative case; we believe that this is sufficient because the qualitative trends in all cases were similar.
Description of test cases
In this section, we first describe the ten test cases that were used in our numerical experiments. Five of these were head-and-neck cases and the other five were prostate. All test cases were generated using our in-house software Phantom Creator (PhanC) written in MATLAB [52] . These test cases were three-dimensional and were carefully developed to be representative of clinical scenarios in terms of geometry and size. Specifically, our test cases were similar to those discussed in [26, 46, 50, 51, 53] . All cases used equally spaced coplanar beams and the beamlet resolution was 5 × 5 mm 2 . All voxels were 3 × 3 × 3 mm 3 . All computer simulations were carried out on a 3.1 GHz iMac desktop with 16 GB RAM using MATLAB.
Head-and-neck cancer cases
All cases used seven beams and included spinal cord, brainstem, left and right parotids and unspecified normal tissue between these critical organs. The total number of voxels in the head-and-neck target and in the normal tissues, and the total number of beamlets is shown in Table 1 below.
case # # of beamlets (k) # of tumor voxels (n) # of normal tissues voxels  1  3910  27576  67386  2  3888  31930  67270  3  4128  36320  76160  4  3003  22372  53176  5  3256  28638  64713   Table 1 : Description of the geometry used in head-and-neck cancer cases.
The conventional fractionation schedule was assumed to include N conv = 35 fractions. While formulating problem (P ), we included maximum dose constrains for spinal cord, brainstem and unspecified normal tissue. A dose-volume constraint for unspecified normal tissue was also added. Mean dose constrains were used for left and right parotids. The tolerance dose values for various normal tissues were similar to [4, 36, 43, 45] and are listed in Table 2 We needed a nominal fluence-map u nominal as a starting point to calculate the sparing factors for different normal tissues as explained in Section 4.2. In practice, a spatially optimized fluencemap that conforms to an individual hospital's treatment protocol would be readily available from a commercial treatment planning system and could be used for this purpose. We obtained u nominal by solving a standard fluence-map optimization problem where the objective was to minimize the total squared-deviation of tumor voxel doses from a prescription-dose of 70 Gy subject to maximum dose constraints for spinal cord and brainstem and mean dose constraints for parotids with dose tolerance levels as in Table 2 (see, for example, [54] ). To ensure that the intensity profile would be deliverable in practice using a multi-leaf collimator, we put linear smoothness constraints on each radiation field. These smoothness constraints ensured that the absolute percentage difference between intensity values of two adjacent beamlets was smaller than a threshold. The resulting optimization problem was convex and it was solved using the MATLAB toolbox CVX [25] .
Head-and-neck tumor was assumed to have α = 0.35 Gy −1 based on [16, 17, 18, 19] . For unspecified normal tissue, α/β value was fixed at 3 Gy based on [15, 33, 59] . Our model had four remaining groups of parameters: α/β ratio for tumor; α/β ratios for spinal cord, brainstem, left and right parotids; and T double and T lag for tumor. We performed sensitivity analyses with several values for these parameters. The α/β ratio for head-and-neck tumor was selected from the set {8, 10, 12} based on [18, 48, 68] . The α/β ratios for left and right parotids were assumed to be equal and the value of this ratio was selected from the set {3, 4, 5, 6} based on [16, 18, 71] . The α/β ratios for spinal cord and brainstem were chosen from the set {2, 3, 4, 5, 6} based on [16, 18, 71] . The doubling time T double for head and neck was selected from the set {2, 3, 5, 8, 10, 20, 40, 50} based on [16, 18, 48, 71] ; and T lag was selected from the set {7, 14, 21, 28, 35} based on [18] .
Prostate cancer cases
All cases used five beams and included rectum, bladder, left and right femurs and unspecified normal tissue between these critical organs. The total number of voxels in the prostate target and in the normal tissues, and the total number of beamlets is shown in Table 3 below.
case # # of beamlets (k) # of tumor voxels (n) Number of normal tissues voxels  1  938  6180  145545  2  847  7225  326703  3  935  4628  367656  4  930  4956  314544  5  870  4840  269450   Table 3 : Description of the geometry used in prostate cancer cases.
The conventional fractionation schedule was assumed to include N conv = 45 fractions. In our formulation of problem (P ), we included a maximum dose constraint for unspecified normal tissue, and included dose-volume constraints for all normal tissues. There were no mean dose constraints. The dose-volume constraints for all normal tissues were similar to [4, 36, 43, 45] and are listed in We needed a nominal fluence-map u nominal to calculate sparing factors for different normal tissues. As in the head-and-neck cases, u nominal was obtained by solving a standard fluence-map optimization problem where the goal was to minimize the total squared-deviation of tumor voxel doses from a prescription-dose of 81 Gy with maximum dose constraints of 85, 89 and 65 Gy for rectum, bladder, and femurs, respectively. Smoothness constraints were also included as explained in the head-and-neck case. Again, the resulting optimization problem was convex and it was solved using the MATLAB toolbox CVX [25] .
Prostate tumor was assumed to have α = 0.15 Gy −1 . For unspecified normal tissue, α/β value was fixed at 3 Gy again based on [15, 33, 59] . After fixing these values, our model had four remaining groups of parameters: α/β ratio for tumor; α/β ratios for rectum, bladder, and femurs; and T double and T lag for tumor. We performed sensitivity analyses with several values for these parameters. The α/β ratio for prostate was selected from the set {2, 3, 4, 6} based on [8, 20, 21, 64] . The α/β ratios for left and right femurs were assumed to be equal and the value of this ratio was selected from the set {3, 4, 5, 6} [9, 21, 33] . The α/β ratios for rectum and bladder were chosen to be equal and from the set {3, 4, 5, 6} again based on [9, 21, 33, 44] . The doubling time T double for prostate was selected from the set {5, 20, 40, 60, 80} based on [21, 20, 23, 28] ; and T lag was selected from the set {7, 14, 21, 28, 35} based on [23, 28] .
Switching of the limiting normal tissues and nonmonotonic behavior of the tumor-BE without proliferation
As stated in Section 1, the dose-limiting normal tissue of course does not change with the number of fractions when the optimization model includes only one normal tissue to begin with. We demonstrate by example here that this is no longer the case when the optimization model includes multiple normal tissues. In particular, Figure 3 (a) plots the limiting doses corresponding to individual normal tissues as functions of N . The overall limiting dose itself is the minimum of such individual limiting doses. The figure shows that the limiting normal tissue switches from the unspecified normal tissue to the right parotid as the number of fractions is varied from 35 to 45 in this case. The qualitative trend in this figure is similar to our schematic in Figure 2 (b) and is consistent with Lemma 6.1. This type of switching between limiting normal tissues is essentially why it is not possible to develop a closed-form formula for the optimal number of fractions with multiple normal tissues. A related point is that, as stated in Section 1, the tumor-BE without proliferation is either increasing or decreasing in N when the problem formulation includes only one normal tissue. We demonstrate in Figure 3 (b) that this is no longer the case when the optimization model includes multiple normal tissues. In fact, the figure illustrates that whether or not the tumor-BE without proliferation is monotonic depends on problem parameters. Moreover, since some believe [20, 64] that the α/β ratio for prostate tumors could be quite low, and in particular, it could be smaller than that of nearby normal tissues, there are even more possibilities for the qualitative trend in prostate tumor-BE as a function of the number of fractions. These are illustrated in Figures 4(a) , 
Comparison with results obtained by separately considering each normal tissue one-by-one
Since a closed-form formula for the optimal number of fractions is available for the single normal tissue case (see for example Jones et al. [34] , Armpilia et al. [3] , Bortfeld et al. [6] and other references therein, as well as our Appendix B), the question arises as to whether the optimal number of fractions in the multiple normal tissue case can be obtained somehow by separately Figure 4: This figure was generated for our prostate case 2. The α/β ratios for all normal tissues were fixed at 3 Gy, except for rectum and bladder for which the ratios were fixed as shown in the figure. (a) The α/β ratio for the prostate tumor was fixed at 2 Gy; (b) The α/β ratio for the prostate tumor was fixed at 6 Gy. When the α/β for the rectum and the bladder was fixed at 6 Gy, the limiting normal tissue switched at N = 4 as suggested by the kink in the corresponding tumor-BE plot; there was no switching for the other values of this α/β ratio.
applying the closed-form formula to each normal tissue one by one. We show in Table 5 that this is not the case. In particular, the columns corresponding to different values of T double in Table 5 with parotid α/β = 3 Gy show that there is no single normal tissue that can always correctly predict the optimal number of fractions obtained from our model. For instance, when T double = 2, 3, 5 days, unspecified normal tissue correctly predicts the number of fractions from our model; when T double = 8 days, brainstem best-predicts the number of fractions from our model; when T double = 10 days, spinal cord is the best predictor; and finally, when T double = 20, 40, 50 days, parotids are the best predictors. Moreover, in some cases, the optimal number of fractions from our model does not equal any of the numbers obtained from the single normal tissue model; for instance, see the column of T double = 20 with parotid α/β = 4 Gy, and the columns of T double = 20, 40, 50 with parotid α/β = 5 Gy. The intuition behind why models with a single normal tissue cannot predict the optimal number of fractions from our model is illustrated in Figure 5 . In particular, the actual tumor-BE as a function of N in our model is the "lower-envelop" of the tumor-BEs from the group of models that include a single normal tissue one by one as formalized in Equation (117). As a result, the maximizer of this lower-envelop can be far from the maximizers of the individual tumor-BE curves for different normal tissues.
Sensitivity to tumor doubling time
It is known from previous work on optimization models with a single normal tissue that shorter treatment courses would be better when the tumor grows fast as characterized by smaller values of the tumor doubling time T double (see, for example, Figure 1 in [16] Table 5 : A comparison of the optimal number of fractions obtained from our model with the optimal number of fractions that would have resulted if we had used a model with a single normal tissue and then had applied our results in Appendix B. The table was generated for our head-and-neck case 1. The α/β ratio for the tumor was fixed at 10 Gy; the α/β ratios for spinal cord and brainstem were fixed at 3 Gy. The α/β ratio for the parotids was varied as shown in the table. T lag was set at 7 days.
multiple normal tissues as well. As an example, the tumor-BE with proliferation is plotted against N for various values of T double in Figures 6(a) , (b) for our head-and-neck case 1 and prostate case 1. The figures show that the optimal number of fractions is smaller for faster growing tumors. Also, the optimal tumor-BE itself is smaller for faster growing tumors. The figures also show that the tumor-BE can sometimes grow very slowly with N before it starts decreasing. When this is the case, the benefit of continuing treatment beyond a certain point, all the way up to the optimal number of fractions, is negligible especially when compared to other factors such as financial cost of treatment and logistical inconvenience to the patient. For each T double value, we therefore tracked the smallest number of fractions at which the tumor-BE reached 99% of its optimal value. We denote this number of fractions by N * 99 . The range of this number over all combinations of tumor The actual tumor-BE with proliferation is given by the lower-envelop of all curves. These figures were generated using our head-and-neck case 1. Tumor α/β ratio was fixed at 10 Gy and normal tissue α/β ratios were fixed at 3 Gy; T lag was fixed at 7 days. (a) T double was 2 days. In this case, the optimal number of fractions obtained from our model happened to equal the number that would have resulted if only unspecified normal tissue with a maximum dose constraint were included in a single normal tissue model. More generally speaking, the maximizer of the lower-envelop occurs at the same location as that of one of the normal tissues. (b) T double was 8 days. Here, the maximizer of the lower-envelop occurs far from the maximizers of any of the individual normal tissue curves.
α/β ratios and normal tissue α/β ratios for our five head-and-neck cases is reported in Table 6 . The table shows that for each T double value, the range is quite narrow over all cases and over all combinations of α/β ratios. This observation may be helpful in practice given the uncertainty in and difficulty in estimating α/β values.
The table also shows that the effect of increasing T double values on N * 99 seems to be saturating beyond T double ≈ 10 (there are only a very few combinations for which the right-end of the range is a relatively high number such as 56 or 63).
All optimal fractionation numbers in this table are at least 8, that is, 1 + T lag is a lower bound on the optimal number of fractions (see Remark 5.2).
We also investigated how the sensitivity of the optimal number of fractions to T double depended on the relative values of the α/β ratios for the head-and-neck tumor and the normal tissues. To achieve this, we fixed the α/β ratios of the spinal cord and the brainstem at 3 Gy, and varied the α/β ratios for the parotids over the set {3, 4, 5, 6}. We also varied the head-and-neck tumor α/β ratio over the set {8, 10, 12}. The optimal number of fractions was plotted against T double in Figure  7 . This figure shows that the sensitivity of the optimal number of fractions to T double increases with increasing α/β ratio for the tumor. The qualitative trend in N * 99 was similar although it was less sensitive to T double . (b) Figure 6 : Sensitivity of the optimal number of fractions and the optimal tumor-BE to tumor doubling time T double (days) when T lag = 7 days. (a) Head-and-neck case 1; tumor α/β was 8 Gy, and the α/β ratio for all normal tissues was 3 Gy. (b) Prostate case 1; tumor α/β was 6 Gy, and the α/β ratio for all normal tissues was 3 Gy. Some believe that the prostate α/β is much smaller than 6, and in particular, even smaller than 3; in most of those cases, as suggested by Proposition 5.1, it is optimal to administer a single fraction. We used this higher value of the α/β ratio here mainly to generate a broader range of curves for completeness.
Sensitivity to time-lag before proliferation begins
We now investigate sensitivity of the optimal number of fractions to T lag . Our Remark 5.2 shows that the optimal number of fractions is not sensitive to T lag other than the fact that 1 + T lag is a lower bound on the optimal number of fractions when the sufficient condition in Proposition 5.1 holds. A closer look at our closed-form formula (131) for the optimal number of fractions in the single normal tissue case and the statement of Lemma B.1 shows that this lower bound is relevant mainly when T double is small. Although we do not have a closed-form formula for the optimal number of fractions in the case of multiple normal tissues, we intuitively expect this logic to hold. To obtain further insight into this matter, we performed sensitivity analyses for head-and-neck cases as summarized in Table 7 . Our analyses confirmed that for small values of T double relative to T lag , the optimal number of fractions is equal to 1 + T lag ; for larger value of T double , the optimal number of fractions is not sensitive to T lag . Again, we did not include a similar table for our prostate cases because the optimal number of fractions was one in most instances and thus it was not sensitive to T lag .
Discussion
As stated in Section 1, several alternative fractionation schedules have been tested clinically. For example, one popular schedule involves administering once daily treatment only over weekdays; another schedule involves twice daily treatment only over weekdays. Our formulation (P ) can be easily modified to accommodate such fractionation schemes. To see how this can be achieved, Table 6 : The range of values of N * 99 for five head-and-neck cases with T lag = 7 days over all combinations of tumor and normal tissue α/β ratios. Here, in case N * 99 was less than 1 + T lag we reset it to 1 + T lag as we know that this is a lower bound on the optimal number of fractions as in Remark 5.2.
suppose that the N fractions are well-separated and are administered in T (N ) days. Here, the mathematical meaning of the phrase well-separated is that there exists a time-interval of ∆ days such that T (N + 1) − T (N ) ≥ ∆ for all N ≥ 1. Thus, T (N ) is a strictly increasing function of N . Note also that T (1) = 0. For example, if treatment is administered once daily as in Sections 4 and 7, then T (N ) = N − 1 for all N ≥ 1. Similarly, if treatment is administered once daily but only over weekdays, then T (N ) = N − 1 for N = 1, 2, . . . , 5; T (N ) = N + 1 for N = 6, 7, . . . , 10; and so on. We emphasize here that this notation is general enough to encompass essentially any plausible fractionation schedule. For instance, consider a hypothetical schedule that administers two fractions on the first day with a twelve hour gap in between and then skips the next day and administers a third fraction forty eight hours after the second fraction; in this case, we would have T (1) = 0, T (2) = 1/2 a day, and T (3) = 2.5 days. On the other hand, if the gap between the first two fractions is forty eight hours and the third fraction is administered twelve hours after the second fraction, then we would have T (1) = 0, T (2) = 2 days and T (3) = 2.5 days. To accommodate such schedules in our formulation (P ), we only need to generalize the definition of τ (N ) in (2) as
Lemmas 6.1 and 6.2, and Property 1 in Theorem 6.3 continue to hold in this general case without change. However, we have not been able to prove that Properties 2 and hence Property 3 in Theorem 6.3 hold. The reason is that our proof of Property 2 relies on convexity of τ (N ) as defined in (2) but the generalization in (55) may not be convex. Thus, our algorithm in Section 6.1 will become a heuristic. However, this is not a limitation in practice. As stated earlier, the optimal number of fractions can be found by a brute-force method that utilizes an upper bound N max on the number of fractions. We also comment that the effect of intra-tumor oxygen partial pressure on the tumor's radiobiological parameters α 0 and β 0 is typically incorporated into the LQ model using the so-called Oxygen Enhancement Ratio [56, 57, 70] . This approach involves scaling the values of α 0 and β 0 by a factor that depends on oxygen partial pressure. Since α 0 and β 0 serve as input to our optimization formulation, our model can be used to determine fractionation schedules for hypoxic tumors.
In this paper, as in all existing literature on determining the optimal number of fractions using the LQ model with tumor proliferation, we treated the spatial and the temporal components of the problem separately. That is, a fluence-map u nominal was assumed to be available and the optimal number of fractions was determined by scaling this fluence-map. Such separation of the The range of values of N * 99 for five head-and-neck cases with different combinations of T double and T lag over all combinations of tumor and normal tissue α/β ratios. Figure 7 : Sensitivity of the optimal number of fractions to T double as a function of the relative difference between the α/β ratios for the tumor, and for the parotids. This figure was generated for our head-and-neck case 2. The α/β ratios for the spinal cord and the brainstem were fixed at 3 Gy. T lag was 7 days. (a) The α/β ratio for the tumor was 8 Gy; (b) The α/β ratio for the tumor was 10 Gy; (c) The α/β ratio for the tumor was 12 Gy. two components is suboptimal. Unkelbach et al. [62] and Kim et al. [39] have recently proposed optimization models where the fluence-map is optimized also using the BED concept; our problem (OPTFRAC2(N)) can be seen as a special case of their general models. However, their general models were not solved to optimality owing to computational difficulties rooted in noncovexity and the large size of their problems. Those two papers also did not explicitly include tumor proliferation and hence did not optimize the number of fractions. An interesting future research direction would be to extend our work here to simultaneously optimize the fluence-map and the number of fractions. However, that formulation will be a large-scale (with several thousand variables and tens of thousands of constraints), nonconvex, mixed integer optimization problem and hence it will be computationally challenging to solve. As a result, it will not be possible to rigorously guarantee optimality. So the research there will focus on the development of an efficient algorithm for approximate solution.
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for some distinct i and j chosen from the set {1, 2, . . . , N }. We will show that it is possible to construct an equal-dosage solution with the same tumor-BE as d * . Since N is fixed, τ (N ) has no effect on optimal doses; we thus ignore τ (N ) in this proof.
Since d * is optimal, at least one of the constraints in (39) must be active. Without loss of generality, we assume that it is the constraint with m = 1. Thus, we have,
Substituting this in the objective function, we see that the optimal objective function value is given by
To obtain a contradiction to the optimality of d * , we will now construct an alternative feasible solution with a larger objective value than BE * . Toward this end, we first define dose
and the dose vector δ = (δ, δ, . . . , δ). We claim that this dose vector is strictly feasible to all constraints in OPTFRAC2(N). To see this, we first define the notation || d|| 1 , for any nonnegative dose vector d, to denote the l 1 norm of d. Similarly, || d|| 2 denotes the l 2 norm of d. We now evaluate the LHS in (39) for some any arbitrary m ∈ M by substituting the dose vector δ. We get,
Here, the strict inequality follows from the well-known norm-inequality || d|| 1 ≤ √ N || d|| 2 (with equality holding only when all components of d are identical; note that at least two components of our vector d * are distinct by assumption). The second inequality holds because d * is feasible to OPTFRAC2(N). Owing to the strict feasibility of δ to OPTFRAC2(N), there is some slack in every constraint. In particular, there exists an > 0 such that delivering dose δ + in each one of the N fractions is feasible. In fact, we will choose to be large enough such that at least one of the constraints becomes active. Specifically, we let = min m∈M m , where m > 0 for m ∈ M is uniquely defined such that
Suppose without loss of generality that = 2 . That is, the dose delivered in each fraction now equals δ + 2 and
Now we evaluate the objective function value BE for this new dosing schedule. We have,
Now we show that BE = BE * . Since d * is feasible for constraint (39) with m = 2, we have,
Now, by substituting for (56), the above inequality simplifies as
Now, by multiplying both sides of this inequality by the positive term
, we get,
Now by adding (α 0 − β 0 /σ 2 ρ 2 ) N t=1 d * t to both sides of this inequality, we obtain,
Here, the last inequality follows from the definition of BE in Equation (66) because 2 > 0 and
≥ 0 by our hypothesis in the statement of the proposition. But since BE * is the optimal tumor-BE, the above inequality implies that BE = BE * . This shows that there is no loss of optimality in only considering equal-dosage fractionation schedules in (OPTFRAC2(N)) under the hypothesis of this proposition. The fact that the dose in an optimal equal-dosage schedule is given by (41) follows by finding the smallest from the M positive roots of M quadratic equations defined by the constraints (39).
Remark A.1. The idea of using the average of the components of a vector optimal solution as in (58) , has often been used to prove optimality of symmetric solutions to convex problems (see, for example, [65] for an interesting historical account of this topic). In fact, we used this idea in the context of a convex problem in radiotherapy in Proposition 4.2.1 in Kim's doctoral thesis [38] . Since OP T F RAC2(N ) is not a convex problem, our proof of Proposition 5.1 relies on a sufficient condition under which a modification of this "average of components" method works. Below we also provide a different proof based on KKT conditions.
A.2 Proof of Proposition 5.1 using KKT conditions
Problem OPTFRAC2(N) is not convex. However, it is easy to construct a strictly feasible dose vector. Furthermore, the feasible region is convex. In particular, this problem satisfies Slater's constraint qualification [7] . Consequently, KKT conditions are necessary for optimality. To write these, we associate Lagrange multipliers λ 1 , λ 2 , . . . , λ M with the inequality constraints in OPT-FRAC2(N) and Lagrange multipliers µ 1 , µ 2 , . . . , µ N with the nonnegativity constraints on doses. We let e t , for t = 1, 2, . . . , N , denote the N -dimensional unit vector with a one as the tth element and zeros everywhere else. Then, the KKT conditions are given by
is a dose vector where the doses in the first k fractions are positive but the doses in the other fractions are zero. We use the above KKT conditions to characterize these dose vectors. Note that it suffices to consider dose vectors where the leading elements are positive and the tail elements are zero; that is, we need not separately consider vectors such as (0, d 2 , 0, 0, . . . , 0) . This is because the objective function and the constraints are symmetric with respect to permutations of elements of dose vectors.
For d(k), KKT conditions (75) imply that µ 1 = µ 2 = . . . = µ k = 0. Thus, Equations (71) reduce to
We rewrite the first group of equations above as
Since the above right hand side does not depend on t, the left hand sides must also be equal for different t. Therefore, we have,
We now consider two cases:
This would imply that 
Here, the last strict inequality follows because α 0 /β 0 > 1/(ρ m σ m ) for all m, and in particular, 
That is, the corresponding inequality constraint is active and we can eliminate 
But since (α 0 /β 0 ) = 1/(ρ 1 σ 1 ), this reduces the objective function to the constant β 0 C 1 /(σ 2 1 ρ 1 ). Similarly, we can eliminate 
Furthermore, the objective function value itself is independent of the value of k = 1, 2, . . . , N . That is, an equal-dosage solution is optimal. Case 2b: In this case, we can show that d i < 0 for i = 1, 2, . . . , k by algebra similar to above and hence this case cannot lead to a KKT solution.
A.3 An algebraic proof of Proposition 5.3
is optimal, and that there exist distinct i and j chosen from the set {1, 2, . . . , N } such that d * i > 0 and d * j > 0. Without loss of generality, we set i = 1 and j = 2 in the rest of this proof. We will construct a dosing schedule where the dose in the first fraction is positive but the dose in the second fraction is zero; we will show that this schedule has the same tumor-BE as that of d * . Then, the claim in this proposition follows by applying this procedure recursively. Since N is fixed, τ (N ) has no effect on optimal doses; we thus ignore τ (N ) in this proof. Since d * is optimal, at least one of the constraints in (39) must be active. Without loss of generality, we assume that it is the constraint with m = 1. Thus, we have,
Thus, as in the proof of Proposition 5.3, we again define the optimal objective function value as
Now consider an alternative feasible dose vector 
We assume without loss of generality that = 2 . Therefore,
Note that because δ is feasible to constraint (39) for m = 1 and that this constraint is assumed to be active at d * (recall Equation (85)), we have,
After simplifying the above inequality, we get
which implies that
The objective function value at δ is given by
A.5 Proof of Lemma 6.1
Observe that dose b m (N ) as defined in (47) is a strictly decreasing functions of N for each m ∈ M. Since d * (N ) is the smallest among these doses, it is also strictly decreasing. Now we view b m (N ), for m ∈ M, as functions of all real numbers N ≥ 1 and show that they are strictly convex. Thus, it suffices to show that a m (N ) 1 + 4ρ m C m /N is strictly convex for each m ∈ M. After some algebraic simplification, we obtain,
As a result, we get,
The above second derivative is positive, and hence, a m (N ) is strictly convex. If the dose-limiting normal tissue is invariant over all real numbers N ≥ 1, then d * (N ) is strictly convex (and hence trivially piecewise strictly convex). So we suppose that this is not the case. Then, owing to the continuity of doses b m (N ) in N , there exist real numbers 1 < i 1 < i 2 < i 3 , . . . such that the doselimiting normal tissues do not change within the intervals [1, 
A.6 Proof of Lemma 6.2
We show thatB = max
works. To see this, first consider any m ∈ M. We have,
Here the first inequality follows from the definition ofB in (104) and the second inequality follows because 4σ 2 m ρ 2 mB 2 /N 2 > 0. Then, by taking square roots of both sides, we obtain
or equivalently,
This shows from Equation (48) 
A.7 Proof of Theorem 6.3
We prove the three properties one by one. Proof of Property 1. To establish the existence of anN with the said property, it suffices to focus on N ≥ 1 + T lag . We consider two cases: the first case is where there exists anN ≥ 1 + T lag such that g * (N ) + τ (N ) ≤ g * (N − 1) + τ (N − 1) ; the second case is where such anN does not exist.
In the first case, we have,
For algebraic simplicity, we define D(N ) N b m (N ) as the total tumor-dose delivered in N fractions when the tumor-dose per fraction equals b m (N ). For all N > 0, we note that
We have, Then substituting these two into Equation (119) we obtain, 
Now recall that χ(N ) = 1 + 4C m ρ m /N − 1 and hence χ(N ) > 0 for all N > 0. Moreover, dχ(N )/dN < 0 for all N > 0. Therefore, d 2 f (N )/dN 2 < 0 and hence f (N ) is strictly concave for all N > 0 (a proof of strict concavity based on a second derivative was also developed independently by Bortfeld et al. [6] in their work on a single normal tissue; we nevertheless decided to present our derivatives using our notation here for the sake of completeness). We now have,
and hence τ (N ) is a convex function. As a result, g m (N ) = f (N ) − τ (N ) is a concave function over N ≥ 1.
The above two cases show that g m (N ) is either nonincreasing or concave and hence it is quasiconcave as claimed. This completes the proof of Property 2.
Proof of Property 3. This property is an immediate consequence of Property 2.
A.8 Proof of Corollary 6.4
The first claim follows from Property 1 in Theorem 6.3. The second claim follows from Property 3 in Theorem 6.3.
B The special case of a single normal tissue
In this appendix, we study a special case of our general model in the main body of this paper; it includes a single normal tissue. In this special case, we are able to derive a closed-form formula for the optimal number of fractions. The formula is valid for a normal tissue with maximum dose, mean dose, or dose-volume type constraints. The formula is consistent with other similar closedform formulas in the existing literature (reviewed in Section 2 of the main body of this paper), after accounting for minor idiosyncratic differences between some of the existing single normal tissue models and our single normal tissue model.
Consider a special case of problem (P ) in the main text of this paper with a single normal tissue. Thus, M now equals the singleton set {1} and hence we denote various normal tissue parameters with a subscript of "1". Then, problem (P ) reduces to 
where b 1 (N ) is now the limiting dose defined as (−1 + 1 + 4ρ 1 C 1 /N )/(2σ 1 ρ 1 ) from (47) . We reiterate that problem (P single ) simultaneously, although in some cases only slightly, generalizes the models studied by Fowler and his co-authors, Jones et al., Unkelbach et al., Keller et al., and Bortfeld et al. We next state and prove one lemma that provides an optimal fractionation schedule for problem (P single ). This result is not among the main contributions of this paper. We include it here mainly for the sake of completeness, notational consistency, and to ensure that our slightly general result correctly recovers a previously known formula in the literature. Moreover, our formula here is used in Section 7.3 of the main body of this paper while comparing the optimal number of fractions obtained by separately considering different normal tissues one by one with those from our multiple normal tissue model. Before we state our formula, we emphasize here that if α 0 /β 0 ≤ α 1 /β 1 σ 1
, then Proposition 5.3 implies that it is optimal to administer a single fraction. We therefore focus here on the only other possibility for these parameters of our single normal tissue model, namely, wherein α 0 /β 0 > . Then it is not optimal to administer less than 1 + T lag fractions. Let r 1 1/(2s effective ρ 1 ) and η ln 2/T double . We also define 
If N * < 1 + T lag , then it is optimal to administer 1 + T lag fractions; otherwise it is optimal to administer either N * or N * fractions depending on which one of these two integers maximizes the objective function in (P single ). 
where χ(N ) = −1 + 1 + 4ρ 1 C 1 /N . Since σ 1 α 0 /β 0 > α 1 /β 1 , and χ(N ) + 1 = 1 + 4ρ 1 C 1 /N > 0, the above derivative is positive. This implies that f (N ) is strictly increasing over 1 ≤ N < 1 + T lag . Thus, it is not optimal to administer less than 1 + T lag fractions. We investigate the objective function in (P single ) for N ≥ 1 + T lag . Let δ = (1+T lag ) ln 2 T double
. Then, the objective function is given by 
Also, similar to (127), we get, 
Now recall that χ(N ) = 1 + 4ρ 1 C 1 /N − 1 and hence χ(N ) > 0. Moreover, dχ(N )/dN < 0. Therefore, d 2 g * (N )/dN 2 < 0 and hence g * (N ) is concave. Moreover, by Property 1 in Theorem 6.3, we know that g * (N ) has a stationary point. If g * (N ) has a stationary point that is at least 1 + T lag , then this stationary point maximizes the objective function in our problem over all real numbers N ≥ 1 + T lag . If, on the other hand, g * (N ) does not have such a stationary point (that is, the stationary point is smaller than 1 + T lag ), then N = 1 + T lag maximizes the objective function in our problem over all real numbers N ≥ 1 + T lag . Thus, we need to first find a stationary point of g * (N ). In particular, (134) implies that we need to solve the quadratic equation 
and since σ 1 α 0 /β 0 > α 1 /β 1 ,
is the unique positive solution. Moreover, since χ * (N ) = 1 + 4ρ 1 C 1 /N * − 1, where N * is the unique stationary point of g * (N ), Equation (138) implies that 
Finally, because g * (N ) is concave, and the optimal number of fractions must be an integer, we substitute N = N * and N = N * into g * (N ) and find which one of these two yields the higher biological effect. That is the optimal number of fractions.
Recall from Section 1 that Jones et al. did not prove that setting the derivative of biological effect to zero was sufficient for global optimality in their model. Moreover, they ignored the integer restriction on N . Lemma B.1 overcomes these limitations. Also recall that the optimality of an infinite number of fractions when σ 1 α 0 /β 0 > α 1 /β 1 was proven in Unkelbach et al. and Keller et al. However, those papers did not model tumor proliferation. In a special case of our model where there is no tumor proliferation, we have, τ (N ) = 0 for all N ; thus, the objective function in problem (P single ) is given simply by f (N ) and the above proof shows that it is strictly increasing over N for all N when σ 1 α 0 /β 0 > α 1 /β 1 . That is, an infinite number of fractions is optimal and hence Lemma B.1 recovers the result in Unkelbach et al. and Keller et al. Bortfeld et al. also independently proved strict concavity of tumor-BE using a second derivative similar to ours. One very minor difference between our result here and that of Bortfeld et al. is that we allow for a time-lag before proliferation begins; setting T lag = 0 thus correctly recovers their result.
