propose a unified method -coordinate-independent sparse estimation (CISE) -that is able to simultaneously achieve sparse sufficient dimension reduction and screen out irrelevant and redundant variables efficiently. However, its attractive features depend on appropriate choice of the tuning parameter. In this note, we re-examine the Bayesian information criterion (BIC) in sufficient dimension reduction and provide a heuristic derivation. Furthermore, the CISE with BIC is shown to be able to identify the true model consistently.
Introduction
Consider the regression of a univariate response y on p random predictors x = (x 1 , . . . , x p ) T ∈ R p , with the general goal of inferring about the conditional distribution of y|x. Sufficient dimension reduction (SDR) in regression, which reduces the dimension by replacing original predictors with a minimal set of their linear combinations without loss of information, is very helpful when the number of predictors is large (Cook, 1998) . Many SDR methods, including both moment-based and model-based, can be formulated as a generalized eigenvalue problem in the following form (Li, 2007; Chen et al., 2010) M n δ ni = λ ni N n δ ni , for i = 1, . . . , p,
where M n ≥ 0 is a method-specific symmetric kernel matrix; For example, the population versions of M n for principle component analysis and sliced inverse regression (SIR) are cov(x) and cov [E{x − E(x) |y}], respectively (see Table 1 in Chen et al., 2010 for more examples); N n > 0 is symmetric, often taking the form of the sample covariance matrix Σ n of x; δ n1 , . . . , δ np are eigenvectors such that δ T ni N n δ nj = 1 if i = j and 0 if i = j, and λ n1 ≥ . . . ≥ λ np are the corresponding eigenvalues. We use the subscript "n" to indicate that Σ n , M n , N n and λ ni are the sample versions of the corresponding population analogs Σ, M, N and λ i . Under certain conditions that are usually imposed only on the marginal distribution of x, the eigenvectors {δ n1 , . . . , δ nd } that correspond to the nonzero eigenvalues λ n1 ≥ . . . ≥ λ nd form a consistent estimator of a basis for the central subspace. The dimension d, usually far less than p, is assumed to be known in this article. We also assume throughout that n > p.
Based on (1), the standard sufficient dimension reduction estimation (SS-DRE) can be expressed as (Li, 2007) V = arg min
The SSDRE often suffers because the estimated linear combinations usually consist of all original predictors, making it difficult to interpret (Ni et al., 2005; Li, 2007) . By using the coordinate independent penalty function, Chen et al. (2010) proposed a unified method -coordinate-independent sparse estimation (CISE) -that can simultaneously achieve sparse sufficient dimension reduction and screen out irrelevant and redundant variables efficiently. Formally, the CISE is defined bỹ
where
is the ith row of V and θ i ≥ 0 are penalty parameters. This CISE is subspace oriented and thus findingṼ results in a Grassmann manifold optimization problem. A fast algorithm is suggested by Chen et al. (2010) . Under mild conditions, they also established the oracle property of CISE in the sense that it would perform asymptotically as well as if the true irrelevant predictors were known.
The above features of the CISE method rely on the proper choice of tuning parameters, or called regularization parameter, which is usually selected by some criteria, such as cross-validation, C p and generalized cross-validation (Fan and Li, 2001; Zhu and Zhu 2009 ). Chen et al. (2010) recommended using a Bayesian information criterion (BIC; Schwarz, 1978) to determine the tuning parameters by mimicking the classical BIC in the context of multiple regression. In this paper, we revisit the definition of BIC for the SDR methods and give a heuristic but formal Bayesian derivation. Then we prove that the CISE with the BIC identifies the true model consistently.
The BIC in SDR
We need the following notation and definition for ease of exposition. Define the Stiefel manifold
Denotes Γ as the subspace spanned by the columns of Γ, then Γ ∈ Gr (p, d) where Gr(p, d) stands for the Grassmann manifold. Define the matrix norm
Definition
Let s be a subset of {1, . . . , p}. Denote by V s the parameter V with those rows outside s being 0, that is, ∀i / ∈ s, v i = 0. Denote by
the SSDRE given model s, and by df s the effective number of parameters. The BIC criterion in SDR methods is presented in the following proposition. (Edelman et al., 1998) . In what follows, without loss of generality, we assume that only the first q < p predictors are relevant to the regression. Next we will give a formal derivation of this criterion.
A heuristic Bayesian derivation
In the Bayesian framework, model comparison is based on posterior probabilities. Consider a candidate model s ∈ S where S is the model space under consideration. Assume that model s has a prior probability π(s), and the prior density of its parameter α s is π(α s |s). Then the posterior probability of model s given data D satisfies The classical Schwarz's BIC is an approximation to the logarithm of the marginal likelihood, and there is a similar heuristic derivation for the generalized BIC in SDR. We consider a pseudo-likelihood (Wang 2009 )
where g(V s ; M n ) is the generalized eigenvalue loss function in (5) corresponding to model s. The main motivation for using (6) as a pseudo-likelihood is two-folded: on one hand, minimizing g(V s ; M n ) gives the SSDRE which works like maximizing a log-likelihood function (c.f., Li, 2007) ; on the other hand, g(V s ; M n )/2 happens to be the log-likelihood by ignoring some constants with respect to V s , under the PFC-model and the normality assumption (Cook and Forzani, 2008) .
indicates the sub-matrix which consists of all rows of K whose indices are in s. If K is p × p then the notation indicates the sub-matrix which consists of all rows and columns of K whose indices are in s.
Next, we consider approximate the integral pseudo-likelihood,
by using the Laplace method (Tierney & kadane, 1986 ). As we know, the basic idea of Laplace approximation is that in large samples, the integral is largely determined by the value of the integrand in a region close to
As mentioned before, the priors used for model s is typically the unit information prior (Raftery, 1996) . Hence, in such cases, we have V π ≈ V(s), the SSDRE defined in (1) with M n(s) and N n(s) instead. We will give an approximation of g (V s(s) ; M n(s) ) in a small neighborhood of V(s).
Following Proposition 2 in Chen et al. (2010) , we work under the following equivalent unitary constraints optimization problems which will facilitate our exposition, i.e., V(s) = N −1/2 n(s) Γ s , where
n(s) . For an arbitrary matrix W ∈ R ps×d and scaler δ ∈ R, the perturbed point around Γ s in Grassmann manifold can be expressed by R( Γ s + W) , where W can be uniquely decomposed as (Manton, 2002 ; Lemma 8)
is an arbitrary matrix, and C ∈ R d×d is a symmetric matrix. Let Chen et al. (2010) , the movement from Γ s in the near neighborhood only depends on the Γ s⊥ B. In other words, to obtain an expansion around Γ s , it suffices to only consider perturbed points like R( Γ s + δZ), where
where the first equality follows from Proposition 2 in Chen et al. (2010) , the second equality holds because tr(Z 
which follows from basic properties of trace operator for semi-positive definite matrix. Thus, it can be concluded thatΛ is a positive-definite matrix. Now, applying Laplace approximation we obtain exp{−ng(Γ; G n (s))/2}π( Γ|s)dΓ
We immediately obtain log exp{−ng(Γ; G n (s))/2}π( Γ|s)dΓ
If we ignore terms of O (1) order, finding the model that gives the highest posterior probability based on the pseudo-likelihood (6) leads to minimizing the generalized BIC defined in (5).
Consistency of the CISE with BIC
Schwarz's BIC is consistent in the sense that it selects the true model with probability approaching one if such a true model is in the class of candidate models. In practice, when p is large, we cannot afford to calculate the BIC values (5) for all possible s. Instead, we prefer to combine this criterion with the coordinate-independent penalized technique developed by Chen et al. (2010) , which leads to
whereṼ θ denotes the solution of (3) for V given θ = (θ 1 , . . . , θ p ) T and p θ denotes the number of non-zero rows ofṼ θ . The estimatorṼ θ naturally defines a candidate model s θ = {i :ṽ θi = 0}, whereṽ θi denotes the ith row ofṼ θ . Under some mild conditions, the BIC estimator (9) is consistent. Let a n = max{θ j , j ≤ q} and b n = min{θ j , j > q}, where the θ j 's are the penalty parameters defined in Section 1. The true model is indexed by s T . The proof of this theorem is given in the Appendix. The main idea of the proof is to compare the values between the considered model and the true model in two different cases according to whether the model is underfitted or overfitted. For penalized type estimators, and Wang and Leng (2007) respectively established the consistency of SCAD and adaptive lasso estimators with the tuning parameter chosen by a BICtype criterion. Unfortunately, their results were developed for the multiple regression model and thus are not directly applicable for (9) because the focus here is on subspaces rather than on coordinates. In practice, to avoid the p-dimensional tuning parameter selection (Chen et al., 2010) , we usually let
, where v i is the ith row vector of the SSDRE V defined in (2), θ is a scalar tuning parameter, and r > 0 is some pre-specified parameter. As demonstrated in Appendix C, with this choice of tuning parameters, the result in Theorem 1 still holds. In the next section, this strategy is considered and r = 0.5 is used for illustration.
As a referee pointed, the problem (3) can be recovered as the MAPsolution based on the Multi-Laplacian prior (Raman et al., 2009 ). Accordingly, it is possible to give a Bayesian treatment of the penalized SDR, allowing us to select the tuning parameters in a full Bayesian way (c.f., Park and Casella, 2008) . This is beyond the scope of this paper but should definitely be a subject of future research.
Simulation study
In the simulation studies, we generated 500 datasets with different sample sizes n using models stated as follows:
for 1 ≤ i, j ≤ 10, and x and are independent. The scale parameter σ controls the signal-to-noise ratio and the parameter ρ is used to control the correlation among x. In this model, the central subspace is spanned by the directions β 1 = (1, 0, . . . , 0) T . The scale parameter τ controls the signal-to-noise ratio and the parameter ω is used to control the correlation among x. In this model, the central subspace is the column space of Γ.
We used SIR (Li, 1991) and PFC (Cook and Forzani, 2008) to generate M n and N n for CISE. Six slices were used for the SIR method. We calculated M n in the PFC setting using fitted components (|y|, y, y 2 ) T for all simulation studies. Figures 1-3 show the rate curves of selecting the true model (against the sample size n) using BIC under different model settings. For comparison use, the corresponding rate curves with the AIC are also plotted in those figures. From Figures 1-3 , we can see the consistency of the CISE (PFC or SIR) with BIC in all settings, while the selection with AIC seems inconsistent for Model 2. 
These assumptions imposed here are all used for obtaining the oracle property of the CISEṼ. They are mild and typically hold in many SDR methods. We refer to Chen et al. (2010) for detailed discussions.
Appendix B: Lemmas
In order to prove Theorem 1, we firstly state two necessary lemmas.
Lemma 1. Under Assumptions 1-2, for any
Proof. Denote the solution of the minimization problem arg min
On the other hand, because min Proof. By the definition of the generalized eigenvalue problem, we have
Thus, we have Λ 1 (s) = Λ 1 . Since G is a symmetric matrix, it follows from the well-known Sturm-Theorem (Theorems 4.4.14; Marcus and Minc 1992) that
Appendix C: Proof of Theorem 1
According to whether the resulting model s θ is underfitted, correctly fitted, or overfitted, we can partition R p+ into the following three mutually exclusive regions:
Moreover, for the purpose of proof, we could readily define a reference tuning parameter sequence θ * ∈ R p+ which satisfies the conditions in Theorem 1. For instance, if we use Chen et al.'s (2010) recommendation, say the adaptive-LASSO-type penalty, we could set the ith component of θ * as
with a scalar sequence of tuning parameters β n satisfying √ nβ n → 0 and
β n → ∞, where r > 0 is some pre-specified parameter. By Theorem 2-(i) in Chen et al. (2010) , s θ * ∈ R p+ T with probability tending to 1. Thus, to prove the theorem, it suffices to show that Pr(inf θ∈R
The following proof consists of two steps.
Step 1. Let us firstly consider θ ∈ R p+ O . We then have p θ − p θ * ≥ 1. We shall show that with probability approaching one, the BIC favors s θ * . Before proceeding, to facilitate our proof we need another definition, the unpenalized SDRE under the model identified byṼ θ , say
By this definition, we must have g(
By using the similar arguments in Section 2.2, finding V s θ is equivalent to the minimization problem
Denote Γ * as an orthonormal basis matrix of the subspace spanned by the columns of N 1/2
Similar to the techniques in the proof of Theorem 1 in Chen et al. (2010) , it suffices to show, for any arbitrarily small ε > 0, there exits a sufficiently large constant C, such that lim n inf Pr inf Denote Γ 0 (s θ ) = N 1/2 (s θ ) V 0(s θ ) . Based on Lemma 1 and Assumption 2, using the similar arguments in the proof of Theorem 1 in Chen et al. (2010) , it can be verified that
As a consequence, by the Cauchy-Schwarz inequality for trace operator, ∆ 2 is uniformly bounded by ||B|| t ×|| √ n[G n (s θ )−G(s θ )]Γ 0 (s θ )|| t . Therefore, as long as the constant C is sufficiently large, ∆ 1 + ∆ 3 will always dominate ∆ 2 with arbitrarily large probabilities by Lemma 2. This implies the inequality (A.5), and as a consequence we will have n[g( V s θ ; M n ) − g(Ṽ θ * ; M n )] is of order O(1). As a result, Pr(BIC θ − BIC θ * > 0) → 1 for any θ ∈ R p+ O since the last term in (A.4) diverges to infinity as n → ∞.
Step 2. Now consider θ ∈ R ), whereV is defined in (A.2). Similar to the Step 1, we have BIC θ − BIC θ * ≥ g( V s θ ; M n ) − g(Ṽ θ * ; M n ) − dp θ * · log n/n = g( V s θ ; M) − g(V 0 ; M) − dp θ * · log n/n + O p (n Combining the two cases together implies that any θ failing to identify the true model cannot be selected as the optimal parameter. Say, the model associated with the optimal θ must be the true one which completes the proof.
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