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Resumen
Las tecnologías de web semántica han ganado atención en los últimos años, en su
mayoría explicada por la proliferación de dispositivos móviles y el acceso a Internet
de banda ancha. Tal como Tim Berners-Lee, creador de la World Wide Web, lo
avisoró a principios de siglo, las tecnologías de la web semántica han fomentado
el desarrollo de estándares que permiten, a su vez, la aparición de los motores de
búsqueda semánticos que dan a los usuarios la información que están buscando.
Este estudio de investigación presenta los resultados de una revisión sistemática
de la literatura que se centra en la comprensión de las propuestas y tendencias en
los motores de búsqueda semánticos desde el punto de vista de la arquitectura del
software. A partir de los resultados, es posible decir que la mayoría de los estudios
proponen una solución integral para sus usuarios, donde los requisitos, el contexto y
los módulos que componen el buscador desempeñan un gran rol. Las ontologías y el
conocimiento también juegan un papel importante en estas arquitecturas a medida
que evolucionan, permitiendo una gran cantidad de soluciones que responden de una
mejor manera a las expectativas de los usuarios.
La presente tesis es una extensión del artículo "Research on proposals and trends
in the architectures of semantic search engines: A systematic literature review", pub-
licado en "Proceedings of the 2017 Federated Conference on Computer Science and
Information Systems". Esta tesis expone mayores detalles con respecto al artículo
publicado, teniendo ambos en común el desarrollo y los resultados de la revisión
sistemática de la literatura.
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Semantic web technologies have gained spotlight in recent years, mostly explained by
the spread of mobile devices and broadband Internet access. As once envisioned by
Tim Berners-Lee, inventor of the World Wide Web, at the beginning of the century,
semantic web technologies have fostered the development of standards that enable, in
turn, the emergence of semantic search engines that give users the information they
are looking for. This research study presents the results of a systematic literature
review that focuses on understanding the proposals and trends on the semantic
search engines from the point of view of the software architecture. From the results
it is possible to say that most of the studies propose an integral solution for their
users where their requirements, the context and the modules that comprise the
search engine have a great role to play. Ontologies and knowledge also play an
important role in these architectures as they evolve, enabling a great myriad of
solutions that respond in a better way to the users’ expectations.
This thesis is an extension of the article "Research on proposals and trends in the
architectures of semantic search engines: A systematic literature review", which was
published in "Proceedings of the 2017 Federated Conference on Computer Science
and Information Systems". More details are exposed here regarding the published
article, having both in common the development and the results of the systematic
literature review.
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Semantic search is one of the hottest fields in recent years that have gained at-
traction. This is explained because search is one of the most used features in the
Internet1 and it is evolving in ways that can give users more meaningful data than
before. We have witnessed the arrival of digital assistants on smartphones, tablets
and computers; the presence of suggestions in social media, when buying online or
when interacting with other people. These are proofs that what we search for, what
our intentions are and how we like this information to be presented are becoming
more important every day.
This panorama was envisioned by Tim Berners-Lee in 2001 [1], when the web
was different and was starting to evolve from static contents to dynamic ones. Since
then the Word Wide Web Consortium (W3C) has developed a myriad of standards
in order to make that vision a reality. Several researches have been and are being
carried out which demonstrate that semantics can be applied to search so that
computer systems can understand the intentions, meanings and purpose of what
the users want, and deliver the results they expect.
Nowadays we can see how search engines have improved their algorithms to make
search results closer and useful to what users want to find. Google’s Hummingbird
algorithm, for instance, was developed to deal with the new needs of search, under-
standing the words typed by the user and returning back meaningful results2. This
1Pew Research Center, "Search and email still top the list of most popu-
lar online activities", available at: http://www.pewinternet.org/2011/08/09/
search-and-email-still-top-the-list-of-most-popular-online-activities/. [Online;
accessed 18-July-2016]
2Danny Sullivan, "FAQ: All About The New Google "Hummingbird" Algorithm", available at:
http://searchengineland.com/google-hummingbird-172816. [Online; accessed 10-December-
2016]
1
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kind of optimizations are also implemented in other search engines and products
(e.g. Microsoft’s Bing and Cortana digital assistant), and even traditional relational
databases like SQL Server have some sort of semantic search capabilities built-in3.
In the light of this current situation, it is important to know how these new
applications are built, how they connect each other, and how the new search engines
work in order to deliver what users are looking for. That’s the main motivation for
this research: to know and understand the architectures of these semantic search
engines, how they look like and how they are changing our present.
This thesis is organized as follows. Chapter 2 talks about the main concepts
that are important to know and understand to have a context about where this
research is carried out. Chapter 3 presents the literature review methodology and
the identification of the need for conducting this study. Then chapter 4 presents the
review protocol that this study followed. The results obtained after the execution
of the review protocol are presented in chapter 5. Chapter 6 discusses the findings
of this study in order to give answer to the research questions. Finally, in chapter 7
the conclusions and future work are discussed.
3Microsoft Developer Network, "Semantic Search (SQL Server)", available at: https://msdn.
microsoft.com/en-us/library/gg492075.aspx. [Online; accessed 10-December-2016]
Chapter 2
Conceptual framework
The conceptual framework, as stated by Leshem and Trafford [2], constitutes a way
to structure ideas in order to bring a sense of coherence to a research. It is also a
way to build a system of concepts, assumptions, expectations, beliefs and theories
that supports and informs a research [3]. In that way the main concepts that are
related to semantic search engines are presented in the following sections, so that a
context can be given to the research questions that this research is meant to resolve.
2.1 Software architecture
There are several ways to define what software architecture is about. For instance,
Kruchten mentions that a software architecture can be seen as a set of significant
decisions about the organization of a software system including the selection of the
structural elements and their interfaces by which the system is composed [4]. In
the same line, Bass et al. state that the software architecture of a program or com-
puting system is the structure or structures of the system, which comprise software
elements, the externally visible properties of those elements, and the relationships
among them [5].
What these definitions have in common is the stress they put on the structure
that an architecture gives to the elements that comprises it. It’s worth noticing that
Kruchten mentions that an architecture is a set of decisions, that is, choices that
are made and that can affect how the system behaves and how it links with other
components or systems. It acts as a blueprint that have an effect on system quality
attributes such as performance, modifiability, and security, which can be achieved
3
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under a unifying vision1.
On the other hand, an architecture should take its stakeholders’ needs into ac-
count. Identifying and evaluating those requirements at an early stage will allow the
architect to reflect such needs in the architecture. Thus the architect, or the devel-
opment team, should identify and actively engage stakeholders to solicit their needs
and expectations, so that they are reflected in the architecture and the developed
system can satisfy those needs [5].
2.2 Semantic Web
The term "Semantic Web" was coined by Tim Berners-Lee, the inventor of the World
Wide Web and director of the World Wide Web Consortium (W3C), which oversees
the development of proposed Semantic Web standards. He defines the Semantic Web
as "a web of data that can be processed directly and indirectly by machines"[1].
The Semantic Web provides a common framework that allows data to be shared
and reused across application, enterprise, and community boundaries. It is a collab-
orative effort led by the W3C with participation from a large number of researchers
and industrial partners, in order to apply the principles of the Web of documents
to the Web of data2 where users can get information from different resources in a
way that makes sense for them. For this to be feasible, this Web of data needs to
be built from relations between those resources.
In order to make that web of data a reality it is needed that this data is available
through a standard format defined by the semantic web tools (such as Resource
Definition Framework or Uniform Resource Identifiers)3. This enables automated
agents to access the Web more intelligently, as mentioned by Berners-Lee [1].
1Software Engineering Institute, "Defining Software Architecture", available at: http://www.
sei.cmu.edu/architecture/. [Online; accessed 14-February-2017]
2W3C Semantic Web Activity Homepage: https://www.w3.org/2001/sw/. [Online; accessed
21-February-2016]
3Sean B. Palmer, "The Semantic Web: An Introduction", available at: http://infomesh.net/
2001/swintro/. [Online; accessed 21-February-2016]
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2.3 Semantic Search
Semantic search is the process to improve search accuracy in order to get more rel-
evant results from the terms typed by the user4, regardless of whether this search
is carried out in the web or in a closed system. Semantic search systems consider
various points including context of search, location, intent, variation of words, syn-
onyms, generalized and specialized queries, concept matching and natural language
queries to provide better search results5.
Guha et al. proposed categorization to understand the differences between two
kinds of search: navigational and research searches [6]. The former is carried out
when the user provides a combination of words that she/he expects to find in docu-
ments, whereas by the latter the user specifies a phrase which denotes an object the
user is trying to get information about. In a research search, the objective is not to
get a particular document but to get information based on several documents. It is
in this type of searches where semantic search can help improving the results based
on the context around the search phrase.
In order to get those relevant search results, semantics needs to be applied. This
can be seen as the application of natural language processing to support information
retrieval, analytics and data-integration that span both numerical and unstructured
information6. Some of the approaches mentioned by Grimes that unites semantics
with search are, for instance, related searches where the system proposes searches
similar to the entered search. A more complex approach is natural language search,
where the user can specify a question such as "What’s the weather like in Paris?",
which is possible to accomplish nowadays in search engines like Google or Bing.
4Amanda DiSilvestro, "The Difference Between Semantic Search and
Semantic Web", available at: https://www.searchenginejournal.com/
the-difference-between-semantic-search-and-semantic-web/65488/. [Online; accessed
23-February-2016]
5Tony John, "What is Semantic Search and how it works with Google search", available
at: http://www.techulator.com/resources/5933-What-Semantic-Search.aspx. [Online; ac-
cessed 23-February-2016]
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2.4 Semantics
Semantics in a broad sense is the study of meaning. It allows the understanding of
the relationships between words, phrases, signs and symbols and what they stand
for. In Computer Science, this term refers to the interpretation of an expression. As
mentioned by Sheth, Ramakrishnan and Thomas in [7], several areas have handled
semantics in their own way, such as Information Retrieval, Information Extraction,
or Knowledge Representation in Artificial Intelligence. As a result, a classification
for semantics is proposed by [7] as follows:
• Implicit semantics: this refers to the analysis of unstructured texts as well
as document repositories that don’t have a formal structure. We could say
that in these kinds of data source the semantics are implicit. This applies to
techniques used in Information Retrieval or Information Extraction areas.
• Formal semantics: this refers to the usage of formal data representations using
well-defined structures and well-defined rules so that they can be processed by
computers. In this category we can find ontologies. This applies to techniques
used in Knowledge Representation or Artificial Intelligence.
• Powerful (or Soft) semantics: this refers to the usage of fuzzy or probabilistic
mechanisms that overcome the shortcomings present on well-defined repre-
sentation structures. As these formal representations rely on fixed and rigid
rules, those rules become impractical when dealing with huge amounts of data
or with many data sources. That’s why uncertainty, inconsistency and impre-
cision need to be handled by the techniques and the representation models;
this can be reached through the usage of probabilistic and fuzzy mechanisms.
For semantic search Sheth et al. state that it needs a combination of implicit, formal
and powerful semantics in order accomplish the goal of deliver better results to the
user [7].
2.5 Ontology
An ontology, as mentioned by Gruber in [8], is a formal representation and definition
of the types, properties and relationships that exist among a set of objects, concepts
or entities. These entities exist in a particular universe of discourse, that is, the set
of objects that can be represented in some area of interest. Formally, an ontology
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can be understood as an explicit specification of a conceptualization that uses a
defined vocabulary; this conceptualization is the set of objects and their relationships
mentioned before that we are interested to deal with [8].
Gruber mentions that an ontology is designed for the purpose of sharing knowl-
edge and reuse so that definitions can be used among knowledge-based applications.
With the usage of an ontology comes along an ontological commitment which can
be seen as an agreement to use the formal vocabulary defined in the ontology. We
build agents or systems that commit to ontologies and, as a result, the knowledge
sharing among these agents and applications can be carried out [8].
In [9], Guarino proposed a way to classify ontologies based to their level of
dependence on a particular task or point of view. He identified the following types
of ontologies:
• Top-level ontologies which describe general concepts such as space, time, ob-
ject, matter, etc. As these are independent of a particular context or domain,
then they can be unified on top-level ontologies to be shared across large com-
munities of users.
• Domain and task ontologies which describe, respectively, the vocabulary used
in a generic domain (e.g. medicine, engineering or the automobile industry), or
in a generic task or activity (e.g. selling, diagnosing or writing). In these kinds
of ontology, the terms introduced in the top-level ontology are specialized.
• Application ontologies describe concepts depending on both a particular do-
main and a particular task; therefore, they can be seen as a specialization
of the vocabulary of the related domain and task ontologies. These concepts
often correspond to roles played by domain entities while performing a certain
activity.
The Semantic Web and Semantic Search make use of ontologies to limit com-
plexity and to help organizing the information present in the resources.
In order to build an ontology, we can make use of several ontology languages to
represent the concepts and knowledge about a specific domain. Some examples of
these languages are CycL, Web Ontology Language (OWL), Resource Description
Framework (RDF) and RDF Schema (RDFS).
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2.6 Resource Definition Framework
It is a set of W3C specifications originally designed as a metadata data model. It
defines a standard model for data exchange on the Web allowing interoperability
between applications [10]. RDF extends the linking structure of the Web to use
URIs to name the relationship between one resource to another and, as a result, it
allows structured and semi-structured data to be mixed, exposed and shared across
different applications7.
As stated in [10], the broad goal of RDF is to define a mechanism for describing
resources that makes no assumptions about a particular application domain, nor
defines (a priori) the semantics of any application domain. The definition of the
mechanism should be domain neutral, yet the mechanism should be suitable for
describing information about any domain.
A RDF data model is similar to other modeling approaches such as Entity Rela-
tionship Model or a class diagram, using statements in the form of subject-predicate-
object expressions. These expressions are called triples in the RDF specification and
can be depicted using directed labeled graphs [10]. Subjects, predicates and objects
in RDF can be represented by a Uniform Resource Identifier (URI) which indicates
the resources involved in the triple.
To represent these models, there are several notations available for RDF, such
as RDF/XML, RDFa or JSON-LD. On the other hand, to retrieve data from RDF
graphs and triples we have SPARQL as a query language which is also a WC3
recommendation. There are other query languages for RDF, such as Versa, RQL,
SeRQL and XUL.
2.7 Inferences
In the context of the Semantic Web, inference can be understood as the process to
discover new relationships between resources. To do so automatic processes exist
that generate new relationships based on the data and based on some additional
information in the form of a vocabulary, that is, a set of rules [11]. One of the ways
to specify a vocabulary is by using ontologies.
As stated by the W3C [11], inference on the Semantic Web is one of the tools
of choice to improve the quality of data integration on the Web, by discovering
7RDF Working Group, "RDF - Semantic Web Standards", available at: https://www.w3.org/
RDF/. [Online; accessed 26-March-2016]
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new relationships, automatically analyzing the content of the data, or managing
knowledge on the Web in general. Inference based techniques are also important in
discovering possible inconsistencies in the integrated data.
2.8 Word-sense disambiguation
Word-sense disambiguation (WSD) is an open problem of natural language process-
ing. Its purpose is to identify which sense of a word is used in a sentence or phrase,
when that word has multiple meanings. This problem has been of interest since the
earliest days of computer treatment of language in the 1950s and it is essential for
language understanding applications [12]. Some of these applications are machine
translation, information retrieval and hypertext navigation or content and thematic
analysis [12].
The best performing WSD systems are those based on supervised learning but
they need large amounts of data. However, those approaches suffer from some
problems such as sparseness and corpus mismatch [13]. To avoid these problems,
knowledge-based WSD methods stand as a better alternative because they use a
lexical knowledge base to exploit information and thus WSD can be carried out.
Although these approaches have lower performance on general data but the same or
better performance in domain-specific data, they could be combined with supervised
methods and increase the overall performance [13].
2.9 Linked Data
The W3C states that Linked Data (LD) is the collection of interrelated datasets on
the Web. These datasets are the results of the application of standard formats on
the data available on the Web, as well as the implementation of relationships among
that data. These formats and these relationships are reachable and manageable by
Semantic Web tools such as RDF, OWL or SPARQL8.
Tim Berners-Lee outlined in [14] four principles for linked data as follows:
1. Use URIs as names for things.
2. Use HTTP URIs so that people can look up those names.
8W3C, "Data - W3C", available at: https://www.w3.org/standards/semanticweb/data.
[Online; accessed 31-March-2016]
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3. When someone looks up a URI, provide useful information, using standards
such as RDF and SPARQL.
4. Include links to other URIs so that they can discover more things.
Also Berners-Lee proposed another related term, linked open data (LOD), to identify
those linked data sets that comply with the previous four principles and are released
under an open license which does not impede its reuse for free [14]. There’s even a
star scheme to determine the level of openness reached by the data set, where the
maximum level (5 stars) indicates that the data set uses open standards (e.g. RDF
and SPARQL) as well as is linked to other people’s data to provide context [14].
2.10 Knowledge representation and reasoning
Knowledge representation is a field of study where the main concern is about using
formal symbols to represent a collection of propositions believed by an agent [15].
Usually knowledge representation is cited as "knowledge representation and reason-
ing" because representation formalisms are not useful without reasoning about them
[16]. Likewise, knowledge representation and reasoning are a part of the Artificial
Intelligence field that studies how an agent uses what it knows in deciding what to
do [15].
Brachman and Levesque give a great explanation of what knowledge, represen-
tation and reasoning are [15]. These three concepts are explained as follows:
• Knowledge can be seen as a relation between a knower, that is, the person or
agent, and a proposition, which can be understood as the idea expressed by
a simple sentence. This implies that the knower expects the world to be the
way specified by the proposition and not another.
• Representation is the relationship between two domains where the first is
meant to "stand for" or take the place of the second. The first domain,
the representor, is more concrete and accessible than the other. The kind
of representor that is studied the most is the formal symbol.
• Reasoning is the formal manipulation of the symbols representing a collection
of believed propositions to produce representations of new ones. Symbols
must be concrete enough to be manipulated in such a way as to construct
representations of new propositions.
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On the other hand, there are five principles or roles, outlined by Davis, Schrobe
and Szolovits [17], that allow us to understand knowledge representation in a better
way. Those roles are as follows:
1. A knowledge representation is most fundamentally a surrogate, a substitute for
the real thing itself. Operations and reasoning are applied over this surrogate
inside the agent, not in the real world.
2. It is a set of ontological commitments. These commitments are set by means
of ontologies, which can be seen as a strong pair of glasses that determine what
we can see, bringing some part of the world into sharp focus at the expense of
blurring other parts.
3. It is a fragmentary theory of intelligent reasoning, expressed in terms of three
components: (a) the representation’s fundamental conception of intelligent
reasoning; (b) the set of inferences the representation sanctions; and (c) the
set of inferences it recommends.
4. It is a medium for pragmatically efficient computation, i.e., the computa-
tional environment in which thinking is accomplished. One contribution to
this pragmatic efficiency is supplied by the guidance a representation provides
for organizing information so as to facilitate making the recommended infer-
ences.
5. It is a medium of human expression, that is, a language in which we say things
about the world.
2.11 Information retrieval
Information retrieval (IR) is an activity that deals with the representation, storage,
organization of and access to information items [18]. That representation and or-
ganization should allow the user to access to the information he/she is interested
in. This intention must be translated by the user to a query which in turn can be
processed by an IR system, which typically is a Web search engine. From this set
of keywords the search engine can retrieve the information that is useful or relevant
to the user [18].
A visionary of this activity was Vannevar Bush, as mentioned by Singhal in [19].
In 1945 Bush published an article titled "As We May Think" that brought the idea
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of automatic access to large amounts of stored knowledge. In later years this idea




3.1 Systematic literature review
A systematic literature review is conducted as the methodology for this research
to obtain the evidence needed to understand how the architectures of semantic
search engines are formulated and how they work, which is the main objective of
this research. As mentioned by Kitchenham in [20], "a systematic literature review
(often referred to as a systematic review) is a means of identifying, evaluating and
interpreting all available research relevant to a particular research question, or topic
area, or phenomenon of interest".
A systematic literature review, as mentioned by Kitchenham, has three main
stages: planning the review, conducting the review and reporting the review. Those
phases are presented in a greater detail in the following list, which was adapted from
the one presented in [20]:
1. Planning the review
(a) Identification of the need for a review
(b) Commissioning a review
(c) Specifying the research question(s)
(d) Developing a review protocol
(e) Evaluating the review protocol
2. Conducting the review
(a) Identification of research
13
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(b) Selection of primary studies
(c) Study quality assessment
(d) Data extraction and monitoring
(e) Data synthesis
3. Reporting the review
(a) Specifying dissemination mechanisms
(b) Formatting the main report
(c) Evaluating the report
There are several activities inside of those phases that involve iteration, specially
those regarding the developing of the review protocol in the planning phase, or when
conducting the review.
3.2 Identification of the need for a review
As stated in the introduction of this research, the main purpose is to identify how
the architectures of semantic search engines are being proposed and, as a result, a
background will be constructed in order to summarize existing knowledge in this
field and future research activities can be proposed [20]. As a result, conducting a
systematic literature review is a good way to build that background.
There were no previous researches in the architecture of semantic search engines,




One of the most important steps in any systematic literature review is the develop-
ment of the review protocol. This protocol specifies the context of the review, the
research questions, the criteria to use in the study selection, the quality assessment
of the studies, the data extraction strategy, as well as the strategy to use when
reporting the results.
4.1 Research questions
As stated by Kitchenham [20] the research questions are subject to change while
the review protocol is being developed. As a result, the following questions went
through several changes during the development of this systematic review.
These research questions are proposed to cover the main point of interest: to
understand how a semantic search engine works and what the main building blocks
are that allow them to work. With this in mind, the research questions are as
follows:
• RQ1: What modules of the architecture of a semantic search engine are the
most used across implementations?
• RQ2: What are the evaluation methods for validating and/or verifying the
architecture of a semantic search engine?
• RQ3: What are requirements that an architecture of a semantic search engine
needs to comply with?
15
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• RQ4: What role do ontologies play in the architecture of a semantic search
engine?
• RQ5: What role does knowledge play in the architecture of a semantic search
engine?
4.2 Search strategy
This section details the steps that encompasses the search strategy so that the
search process can be carried out and documented. As it is expected from this kind
of research, the search process for a systematic literature review should be rigorous
and be possible of replication.
First a preliminary search was carried out, its purpose and results are presented
here. Then the search terms are listed, as well as the query strings to be used. The
search resources and the search process are explained afterwards. Finally the search
process documentation is mentioned.
4.2.1 Preliminary search
An initial, preliminary search was carried out in order to identify whether a previous
systematic literature research existed and to know what kind of studies exist that
can help identify any new research question, new search terms or synonyms that can
useful for the research.
Firstly Google Scholar was queried to identify whether a previous systematic
literature review in the main point of interest of this research existed. The search
string was as follows: architecture systematic literature review "semantic search".
This search was carried out on June 2016, and there was no previous systematic
review found in the results. This procedure was carried out again in July 2017 and
December 2017 with no changes, that is, there were no systematic reviews about
this subject.
After that, a second preliminary search was carried out in Scopus to identify
what the current studies looked like, what subjects they were talking about, and
if there was any new point of interest that can be added to the research. The
search string was as follows: TITLE-ABS-KEY (architecture) AND TITLE-ABS-
KEY("semantic search"). This search was carried out on June 2016, and 219 articles
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were found. Abstracts, titles and keywords were retrieved in CSV file from Scopus,
and then exported to Microsoft Excel to be easily read and analyzed.
The articles retrieved from that second preliminary search spanned the period
from 1996 to 2016. Abstracts, titles and keywords were revised for the first 100
articles, ordered by publication year. These articles spanned from 2011 to 2016.
From these 100 articles, 55 of them were found to be related to the main subject
of this research, whereas 36 were somewhat related. The other 9 articles were
not related to the main subject at all. In order to classify the articles as related,
somewhat related or not related, titles, abstracts and keywords were analyzed and
compared to the main subject and the research questions proposed in section 4.1.
From those 55 articles found to be related to the main subject of this research,
the following concepts were found to be mentioned constantly in their abstracts:
• Ontologies, either as part of the architecture of a semantic search engine or
as the core of the proposed engine. 23 articles were found to be related to
ontologies.
• Knowledge, either as part of the architecture as a knowledge base or as a
knowledge technique to be use in the proposed semantic search engine. 25
articles were found to be related to knowledge.
It is not strange that ontologies and knowledge are present in these studies
because these two concepts are related, as previously seen in section 2.10. As a
result, these two concepts were added to the research questions, in order to identify
what role these concepts play in the architecture of a semantic search engine. This
is already presented in in section 4.1.
4.2.2 Deriving search terms
As a first step, the search terms to use in the research are derived from the research
questions. In table 4.1 the main keywords are listed per each question.
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RQ1
module, architecture, semantic search engine, im-
plementation
RQ2
evaluation, method, validation, verification, archi-
tecture, semantic search engine
RQ3 requirement, architecture, semantic search engine
RQ4 role, ontology, architecture, semantic search engine
RQ5
role, knowledge, architecture, semantic search en-
gine
Table 4.1: Keywords identified from research questions
In table 4.2 the synonyms for the keywords found in table 4.1 are presented.
These synonyms are derived from the Thesaurus of the Oxford Dictionaries 1. There
were also added words that are related to the first keywords - these words were
identified in an exploratory search that was explained in section 4.2.1.
module layer, component
evaluation assessment, appraisal




semantic search system, semantic
search platform, semantic search tool
implementation implantation, application, approach
requirement need, requisite
Table 4.2: Synonyms and related words identified for keywords in table 4.1
The expressions to use for querying the studies per each question are as stated
in table 4.3.
1Thesaurus of the Oxford Dictionaries: http://www.oxforddictionaries.com/thesaurus/.
[Online; accessed 6-July-2016]
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RQ1
(module OR layer OR component) AND (archi-
tecture OR system architecture) AND (semantic
search AND (engine OR system OR platform OR
tool)) AND (implementation OR application OR
approach)
RQ2
(evaluation OR assessment OR appraisal) AND
(method OR procedure OR technique OR ap-
proach) AND (validation OR verification) AND
(architecture OR system architecture) AND (se-
mantic search AND (engine OR system OR plat-
form OR tool))
RQ3
(requirement OR need OR requisite) AND (archi-
tecture OR system architecture) AND (semantic
search AND (engine OR system OR platform OR
tool))
RQ4
role AND ontology AND (architecture OR system
architecture) AND (semantic search AND (engine
OR system OR platform OR tool))
RQ5
role AND knowledge AND (architecture OR sys-
tem architecture) AND (semantic search AND (en-
gine OR system OR platform OR tool))
Table 4.3: Expressions to use for queries
These expressions are then customized according to the databases where the
studies will be queried. This is demonstrated in later sub-sections.
4.2.3 Search resources
The sources that are used for this research are the following:
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4.2.4 Search process
Firstly an initial, preliminary search was carried out in order to identify potential
new terms that can enrich the keywords derived from the research questions. This
also allows the identification of any new research question that can be of interest.
This was presented and discussed in section 4.2.1.
After that, a primary search phase is proposed to filter the articles found in the
search resources. For this phase duplicate articles are identified, and the inclusion
and exclusion criteria is applied to the studies. This criteria will be applied to the
title, abstract and keywords of each study. The criteria to be used for this phase
is presented in section 4.3.1. In case of ambiguity, the full text of the article is
retrieved.
Lastly a secondary search phase is proposed in order to identify the final articles
that can answer the research questions. The full text of each article will be retrieved,
the quality assessment criteria will be checked again, applying the inclusion and ex-
clusion criteria as well as the quality assessment checklist presented in section 4.3.2,
paying special attention to the introduction, the architecture modules if applied,
and the conclusions of each study. After this phase, the final articles will have been
identified, ready to answer the research questions.
4.2.5 Search process documentation
Documenting the search process provides transparency, helps prevent bias effect,
provides details of thoroughness, and enables replication of the search process. The
systematic review will follow the documentation procedures provided by Kitchenham
in [20], adapted to the resources that will be used for this systematic review. The
details captured by data source are listed below:
• Digital libraries: Name of database, search strategy for the database, date of
search, and years covered by search.
• Other sources: Date Searched/Contacted, URL, any specific conditions per-
taining to the search
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4.3 Study quality assessment criteria
The intention behind assessing study quality is to identify the primary studies that
provide direct evidence about the research questions [20]. This quality assessment
will be carried out to determine the relevance and identify reliable evidence of the
selected studies to answer those questions.
In that way the inclusion and exclusion criteria are presented in this chapter,
as well as the quality assessment checklist to be used when selecting the studies in
the search process. If the quality of a study doesn’t satisfy the quality assessment
criteria, it will be removed from the analysis given its weak evidence.
4.3.1 Inclusion/exclusion criteria for study selection
The inclusion and exclusion criteria, which can be refined during the search process,
are defined in the systematic review protocol to minimize the bias effect which is
likely to appear while conducting the review. For a study to be included in the
systematic review, it will have to satisfy the first condition, and either second, third
or fourth conditions. In the case of studies for research questions 4 and 5, either
fifth or sixth condition must be fulfilled:
1. The study must be written in English.
2. The study proposes an architecture for a semantic search engine as a solution
for a problem.
3. The study discusses about an architecture for a semantic search engine either
in a conceptual or implemented way.
4. The study explains in greater or lesser detail the layers or modules the archi-
tecture includes.
5. In the case of a study which needs to answer RQ4, the study must provide an
explanation of the role of the ontology within the architecture.
6. In the case of a study which needs to answer RQ5, the study must provide an
explanation of the role of knowledge within the architecture.
The following exclusion criteria is meant to identify those studies that won’t be
included in the systematic review:
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1. Those that don’t focus on proposing an architecture of a semantic search
engine, or where the semantic search engine is not the main subject in the
study.
2. Those that don’t include an explanation of the layers or modules that the
architecture of the semantic search engine should have.
3. Those that are either books, conference proceedings, or secondary or tertiary
studies.
4.3.2 Quality assessment checklist
Checklists are a way to assess the quality of the studies and therefore their impor-
tance as evidence to answer the research questions. They are also useful in order
to decrease the effect of bias when reviewing the studies [21]. Note that this assess-
ment is in terms of relevance of evidence to answer the research questions and not
to criticize the work of any researcher [21].
The questions for the following checklist are based on the ones presented in
Zarour et al. [22] for their systematic review. Those were rephrased according to
the needs of this research.
• QA1: Is the main subject of the research well defined?
• QA2: Is the presented architecture in the study clearly explained?
• QA3: Is the context where the study was carried out well described?
• QA4: Are the presented conclusions clearly stated?
QA1 is stated like this to identify whether the aims of the study are clearly
defined. In QA2 the architecture of the semantic search engine explained by the
study is analyzed to determine whether its purpose and components are presented
clearly. QA3 is concerned with the background where the semantic search engine
is working, so the architecture makes sense to the problem or situation that tries
to solve or improve. Finally, QA4 takes into account the previous answers so the
conclusions of the study are presented clearly and in line with the architecture and
its context. Future work is also taken into account.
Each of the questions given in the checklist will be answered according to the
following scale: Yes (1), No (0), Partially (0.5). In order to select a study it needs to
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have a score greater than or equal to 3. This checklist will be applied to the results
obtained after the primary search is carried out.
It is worth mentioning that the third question proposed by Zarour et al. about
the threats to validity was not included because, from the preliminary search carried
out before, there was no evidence of experimental or quantitative studies.
4.4 Data extraction strategy
After the primary studies have been selected and their quality assessed, the data
will be extracted. The data extraction forms and the strategy to be adopted for
recording the data are given in the sections below.
4.4.1 Data extraction form
Data extraction forms are meant to contain all the information that is necessary for
answering the review questions and addressing the study quality criteria. The data
extraction form for this systematic review is presented in table 4.4.
Field Description RQ


















Brief description of the main problem




Whether is conceptual or concrete General
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Field Description RQ
Application field
Field where the architecture has been
































Brief description of the role the ontolo-
gies play within the architecture
RQ4
Knowledge role
Brief description of the role that knowl-
edge plays within the architecture
RQ5
Table 4.4: Data extraction form
4.4.2 Data extraction procedures
In order to have a centralized storage for the execution of the review protocol and
the extracted articles, a specialized software for systematic reviews was used. The
name of this tool is StArt (State of the Art through Systematic Review), developed
and maintained by the Laboratory of Research on Software Engineering (LaPES)
that belongs to the Computing Department of the Federal University of São Carlos
(DC/UFSCar) in Brazil2. It allows the management of the steps needed for carrying
out a systematic review, giving a great support when executing the review protocol
and searching for the articles.
StArt allows the management of the articles found when retrieving them from the
2StArt (State of the Art through Systematic Review), available at: http://lapes.dc.ufscar.
br/tools/start_tool/
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search resources. The review protocol is entered in this tool, including the inclusion
and exclusion criteria, quality assessment checklist and the data extraction form
fields provided in section 4.4.1. With this information, and after the primary phase
of the research is accomplished, the selected studies will be identified in the tool so
that the secondary search phase can be carried out.
For the secondary search phase, the selected studies from the primary search
phase are exported from StArt to an Excel file for further revision. As stated in
section 4.2.4, in this phase the inclusion/exclusion criteria and the quality assessment
are applied, completing the respective columns in the Excel file. The resulting
studies then will be used for answering the research questions. This way the data
collected from the studies is consolidated in one place, gathering both the extraction
form questions and the quality assessment checklist questions.
Chapter 5
Execution
As mentioned in section 4.2.4 about the search process, the first search phase com-
prises the identification of duplicates, as well as determine whether the articles found
using the search queries presented in section 4.2.2 can fulfill the inclusion and exclu-
sion criteria. In this chapter the documentation of the search process is presented,
as well as any incidence or change that came up when executing the review protocol.
5.1 Searches in the search resources
The searches in each of the search resources were carried out from September 17th
to October 4th 2016. Table 5.1 is a summary of the search resources that were used
for the searches with other information of interest.
Search
resource
Search strategy Dates of search Years covered
ACM
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Search
resource
Search strategy Dates of search Years covered
Scopus

























Table 5.1: Documentation of the searches
In table 5.2 the number of studies per each search resource and per each research







RQ1 3 5 24 4 36
RQ2 2 0 0 0 2
RQ3 11 22 48 3 84
RQ4 2 5 8 0 15
RQ5 0 2 8 0 10
Total 18 34 88 7 147
Table 5.2: Number of studies found per research question and digital source
147 studies were found in the search resources as a result of applying the search
query strings. The results obtained were exported in the BibTeX format, taking
special attention to the authors, title, abstract and keywords fields when exporting
the results. Other data, such as journal title or country, were selected if available in
the search resource. In figure 5.1 there is an overview of the overall search process.
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Figure 5.1: Workflow of the search process
5.2 Primary search
In this phase the studies found from the search resources are filtered based on the
inclusion and exclusion criteria detailed in section 4.3.1.
After being obtained from the search resources, the BibTeX files were imported
into StArt where they grouped by search resource. Each search resource was added
in the protocol that StArt requires to be filled before importing the BibTeX files. For
importing the files, a search session needs to be created. StArt requires to specify
the query string used, so the results can be linked to a query string easily.
When a BibTeX file is imported, each of the studies specified in the file are
analyzed by StArt in order to identify possible duplicates. Each duplicate found
is then highlighted in blue across all of the previous results already imported in
StArt. It’s also possible to specify duplicates manually. This option was used
after all BibTeX files were imported, ordered by title. 54 studies were found to be
duplicates.
The next step after identifying duplicates was to read carefully the title, abstract
and keywords of each of the studies, and apply the inclusion and exclusion criteria.
This step took a while to accomplish because of the number of studies considered for
the systematic review. 43 articles were rejected after applying the selection criteria.
Table 5.3 summarizes the previous steps:
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Search resource Duplicates Rejected Accepted Total found
ACM 5 9 4 18
IEEE 8 7 19 34
ScienceDirect 6 1 0 7
Scopus 35 26 27 88
Total 54 43 50 147
Table 5.3: Summary of the primary search
Figure 5.2 shows the main window of StArt, with the final studies selected of the
primary search phase.
Figure 5.2: StArt’s main window
5.3 Secondary search
In this phase the studies selected from the primary search phase are filtered out based
on the inclusion and exclusion criteria detailed in section 4.3.1 and also applying
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the quality assessment checklist presented on section 4.3.2. This phase also helped
modify the data extraction form fields in order to add or update them accordingly
to any new point of interest that can help answer the research questions.
The 50 accepted studies found in the primary search were exported to the Mi-
crosoft Excel format from StArt in order to continue with the secondary search
phase. The duplicated and rejected studies were also exported; the duplicates were
used to help identify the research question those studies had assigned, so that the
selected studies can answer those research questions as well.
This phase took long to complete, starting from November 23th 2016 to January
22nd 2017. This is because each study was reviewed thoroughly. Some studies
were not available when this phase started until the authors kindly answered back
with the full text of their studies, as a result of contacting them via email. Those
studies are listed in appendix B. Some authors were not available to contact and, as
a result, their studies were not considered as part of this research. Also there were
some medical injuries that affected the author’s health; this also affected the hours
spent on reading, analyzing and categorizing the studies.
The results of this phase are presented in table 5.4:
Search resource Accepted Rejected Unavailable Total
ACM 3 1 4
IEEE 10 9 19
Scopus 16 5 6 27
Total 29 15 6 50
Table 5.4: Summary of the secondary search
The studies accepted after concluding the secondary search are presented in table
5.5. Each study is presented with the search resource where it was found, as well as
the research questions it needs to answer.
Study Research Questions Search resource Year
[23] RQ1 ACM 2006
[24] RQ1, RQ3, RQ4 ACM 2008
[25] RQ3 ACM 2008
[26] RQ4, RQ5 IEEE 2015
[27] RQ1, RQ3 IEEE 2014
[28] RQ4 IEEE 2011
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Study Research Questions Search resource Year
[29] RQ3 IEEE 2013
[30] RQ3 IEEE 2012
[31] RQ3, RQ4, RQ5 IEEE 2013
[32] RQ3 IEEE 2010
[33] RQ3 IEEE 2008
[34] RQ3 IEEE 2014
[35] RQ3 IEEE 2015
[36] RQ1 Scopus 2011
[37] RQ5 Scopus 2008
[38] RQ1 Scopus 2013
[39] RQ4, RQ5 Scopus 2007
[40] RQ1 Scopus 2011
[41] RQ4, RQ5 Scopus 2015
[42] RQ1 Scopus 2007
[43] RQ1, RQ3 Scopus 2013
[44] RQ1, RQ3 Scopus 2005
[45] RQ1, RQ4 Scopus 2009
[46] RQ3 Scopus 2014
[47] RQ3 Scopus 2014
[48] RQ3 Scopus 2014
[49] RQ3 Scopus 2011
[50] RQ3 Scopus 2011
[51] RQ3 Scopus 2015
Table 5.5: Selected studies found at the end of the sec-
ondary search
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Figure 5.3: Studies aggregated by year
From the previous table it can be seen that the studies cover the years from 2005
to 2015, and the majority of them comes from the Scopus search resource. Figure
5.3 shows the aggregated view per year. In the next chapter these studies are going
to be analyzed in order to answer the research questions formulated before.
Chapter 6
Synthesis and analysis of data
The following sections present the most relevant data obtained from the selected
studies. First the general facts are analyzed, and then the research questions are
answered.
6.1 General facts from selected studies
6.1.1 Quality assessment checklist results
The quality assessment checklist results are presented in table 6.1. These show
that the main subject of each study was found to be clearly stated. The second
question tries to identified if the architecture was clearly presented and explained
in the study; in this case 8 studies were found to have gaps while explaining the
architecture of the semantic search engine, or whether the architecture’s modules
were not explained thoroughly.
Third quality question tries to check whether the context is clearly presented
and described, so that the semantic search engine can be a solution or propose a
solution to resolve the problem identified. 7 studies were found that gave some light
on the context for their architecture proposal, without making a deeply explanation
of it. For the last quality question, it can be seen that a high number of studies pre-
sented not so well defined conclusions, mostly due to simple or obvious statements,
mentioning previous concepts or lacking future works recommendations.
33
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Id Quality question Yes No Partially
QA1 Is the main subject of the research welldefined? 29 0 0
QA2 Is the presented architecture in the studyclearly explained? 21 0 8
QA3 Is the context where the study was carriedout well described? 22 0 7
QA4 Are the presented conclusions clearlystated? 18 0 11
Table 6.1: Quality assessment checklist results
6.1.2 Countries and research institutions
From table 6.2 it’s possible to identify that most of the studies have been carried out
in European countries and also on developing countries such as Tunisia or Pakistan.
It is also worth mentioning that there are six studies whose authors come from
different countries and from different institutions, that’s the case of Khattak et al.
[29]. This shows that collaborative work is also present on this kind of study fields.
About the research institutions it is worth mentioning that they are diverse, so
















Russia, Germany, Finland 1







United States, South Korea 1
Netherlands 1
Pakistan 1
Table 6.2: Studies by country
6.1.3 Application fields and problems to be solved
From table 6.3 it can be concluded that most of the semantic search engines revised
were proposed as a general purpose engines, that is, they can be applied to any field.
There are several other specialized fields such as digital documents, medicine, bio-
mechanics and even for Russian museums. As it will be seen in later sections, these
semantic search engine diversity can be explained by the usage of domain ontologies,
as previously mentioned in section 2.5.
Regarding the problems to be solved by the proposed semantic search engines,
it can be mentioned, as the application fields, they are diverse in nature and they
could not be categorized without discarding important details from them. However
most of the studies try to propose a solution for a previous unresolved problem, to























Government to government cooperation 1
Table 6.3: Studies by application field
6.1.4 Architecture types
The architecture type field was intended to identify whether the proposed architec-
ture is conceptual or concrete. The former refers to the studies which formulates
an architecture without implementing the actual semantic search engine whereas
the latter refers to actual search engines implemented following the proposed ar-
chitecture. Sometimes these implemented search engines were presented along with
comparison results or with performance benchmarks.
From table 6.4 it can be seen that 21 studies proposed a concrete semantic search




Table 6.4: Studies by architecture type
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6.2 Answering research questions
In the next subsections the research questions are answered, as well as some dis-
cussing is added where needed. The fields used in the data extraction form, pre-
sented in table 5.1, are explained better, according to the results obtained during
the secondary search phase.
6.2.1 RQ1: Modules most used by semantic search engines
implementations
The aim of this research question is to identify what modules are the most used in the
proposed architectures of semantic search engines. Although the word "implemen-
tations" can be understood as something that needs to be built or constructed, for
this research is also covering conceptual architectures and, as a result, all proposals
available are taken into account.
For this question, two fields were proposed in order to retrieve the data from the
studies:
a Architecture’s modules: this field aims to get the list of modules, compo-
nents or tiers that the architecture has. If the study has an explanation of
what the module is about, that is also taken into account.
b Architecture’s patterns applied: this field aims to identify what architec-
tural patterns are presented in the proposed architecture.
There are 10 studies found to answer this question. A very brief summary of each






- Distributed hash table for storing indexes
- Dictionary to map queries to keys
- Ranking layer
- Web service for queries and documents
- N tier architecture
- Peer to peer or dis-
tributed architecture






- Filter of source code files
- Indexer
- Analyzer (Semantic Code Analyzer)
- Reasoner (Semantic Query Reasoner)
- Searcher
- Retriever
- N tier architecture




- Mapping module (from collection records
to ontology entities)
- Web interface






- Query processing component
- User interface component
- N tier architecture
[38]
- Extractor (i.e. crawler)
- Indexing
- Ontology based semantic matching module
- User interface
- N tier architecture
[40]
- Course material browsing agent
- Inference Engine
- Ontology knowledge base
- Distance Education database
- User interface
- N tier architecture
[42]
- Semantic Web (including a crawler)
- Data layer (databases and index)
- Application layer (to process and filter
data)
- User interface
- N tier architecture





- Data Layer (Content based Database,
Search Engine database)
- Application Layer (Authenticator, provider
agents)
- Presentation Layer (web)
- N tier architecture
[44]
- Interface and data abstraction layer (e.g.
knowledge models such as ontologies, con-
trolled vocabularies and thesauri)
- Business layer
- Presentation layer
- N tier architecture
[45]
- Recommendation layer (contains the Rec-
ommendation Manager and the Search En-
gine; depends on the Domain Ontology)
- Dialogue layer for analyzing user input and
selecting the appropriate continuation
- Interface layer for managing the virtual
character which communicates with the user
- N tier architecture
Table 6.5: Studies selected for RQ1
From the summaries presented in table 6.5, it can be said that there are several
modules that are common across the proposed architectures. These are listed as
follows:
• Extractor components, such as crawlers or extraction systems [36] which
navigates within raw data and store it for further processing. These can also
make some sort of filtering, based on system’s needs or requirements [24].
• Storage support, such as a database [42], an indexer [24] or tables [23], that
can store the data and knowledge of the system. These storage elements are
related to other key components, such as ontologies.
• Reasoning components, such as ontologies or inference engines. These are
responsible for generating the answers based on the user queries and the knowl-
edge stored in the systems. As it can be seen, usually the ontologies are cus-
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tomized for the field or domain where they will be applied (e.g. [27]). It’s worth
mentioning here the work of Çelik et al. [40] where inference rules based on
ontologies are proposed for the reasoning component of their semantic search
engine.
• User interfaces, usually as web forms where users formulates their search
query. Some architectures [45] proposed a guided user interface, whereas others
are plugins which needs to be installed in another application in order to be
available to the user [24].
In the case of the architecture patterns identified, the majority of the studies
reported that an N tier architecture was applied in the proposed solution. This
leads to design the modules as layers that are loosely coupled, customized for a
specific functionality. There are two specialized cases: in [23] a peer to peer design
is proposed because of the distributed nature of the engine, where each node has its
indexer and processes documents which are available for other nodes through web
services. In [24], a client application (i.e. a plugin for a developer’s IDE) is designed
to be used by users which displays the search results (basically source code files).
6.2.2 RQ2: Evaluation methods for validating and/or verify-
ing the architecture of a semantic search engine
The aim of this research question is to identify what evaluation methods exist for
validation and verifying an architecture. In this case, validation is related to whether
the system fulfills its requirements; verification is related to whether the system was
developed right [52].
For this question, two fields were proposed in order to retrieve the data from the
studies:
a Verification method: this field aims to get any verification method proposed
by the study.
b Validation method: this field aims to get any validation method proposed
by the study.
For this research question unfortunately there was no study found that fulfilled
the inclusion and exclusion criteria as well as the quality assessment checklist. Even
though there was no study identified, it can be said that not finding studies for this
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research question constitutes an opportunity for a future work. This is discussed
further in the conclusions.
6.2.3 RQ3: Requirements an architecture of a semantic search
engine complies with
The aim of this research question is to identify what kind of requirements an ar-
chitecture needs to comply with. Although requirements are closed to the field or
domain where the semantic search engine is working, the purpose of this research
question is to identify any common underlying requirement that an architecture of
a semantic search engine needs to fulfil independent of that field or domain.
For this question, one field was proposed in order to retrieve the data from the
studies:
a Requirements: this field aims to get the list of requirements that the archi-
tecture of a semantic search engines needs to comply with. From the study
the requirements or needs were identified, whether they were explicitly or im-
plicitly mentioned.
This field is meant to gather both functional and non-functional requirements.
This was done this way in order to understand the requirements in their context,
and taking into account that usually requirements are not classified and presented
in these two categories. That implied to read the full text of the selected studies
thoroughly.
There are 18 studies found to answer this question. A summary of each study is
shown in table 6.6, with the most relevant requirements identified per each study.
Study Architecture’s requirements
[24]
- Existence of a domain ontology, which is constructed with in-
frastructure terms handled by source codes
- Search by semantic terms, users need to select one of the seman-
tic terms to give context to their queries
- Source code analysis and classification within the domain ontol-
ogy
- High precision and recall
- Reusability, i.e. components can be reused
- Usability
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Study Architecture’s requirements
[25]
- Precision of results increased by precision of search terms
- Evolution of knowledge for new concepts/relationships based on
new documents
- Convert from unstructured and heterogeneous data formats to
standard formats
[27]
- Retrieve relevant and meaningful information intelligently
- Results with better precision and recall
- Integrate with data from different and independent data sources
[29]
- Techniques that can retrieve information from online digital doc-
uments, with heterogeneous structures
- Maintain changes in ontologies in a consistent and coherent man-
ner, as information in documents evolves
- Increase the precision of search results
[30]
- With the help of Semantic Web-based agents, identify suitable
educational methods and material to support education specialists
- User interface easy to use
- Find and propose semantically relevant suitable educational ac-
tivities to carry out and material for use by children with pervasive
developmental disorders
[31]
- Search for relevant information in a knowledge base previously
validated by a healthcare specialist, presenting it to users in a
structured form
- Target group of users who follow and support the system devel-
opment and final evaluation
- Includes ontology navigation in the classes and relations of the
entity to guide queries
- Use of the most frequent domain classes in the documents relat-
ing to a search to provide additional ways of navigation
[32]
- Assist users to target the search domain and integrate both do-
main evolutions and users’ profile
- Ontologies are used to represent search domain and users’ char-
acteristics, they are able to adapt to domain evolution, and serve
for query enrichment and ranking purposes
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Study Architecture’s requirements
[33]
- Use domain knowledge to guide users to refine their search queries
- Have access to encoded domain knowledge that can be used to
guide users to refine their search queries
- The interface client can suggest additional terms to the user to
add to the search query in order to get better search results
[34]
- Query the report management system in natural language
- The search query is analyzed using natural language processing
and transformed in a semantic query language, SPARQL, that is
executed on a metadata semantic repository
- All the reports are indexed, using a domain specific ontology
- If the question contains more parameters than there are available
in the results, a new report is made in real time, using data from
the metadata repository and from the report database
[35]
- Accept informal user requirements (using natural language)
- Improve web services discovery in service oriented systems
- Faster and more accurate matching
[43]
- Make available useful, reliable, structured and good-quality in-
formation of musculoskeletal system of the human body
- More accurate and reliable human musculoskeletal resources re-
lated to learning (education and training) and medical processes
(diagnosis, treatment, monitoring), pathological knowledge and
expertise
- A semantics-based PageRank score was defined to obtain the
most suitable results for a specific query
- A questionnaire-based guide allows the end user to perform a
semantic-rich query set up with more detailed request information
according to his (her) specific need
Chapter 6. Synthesis and analysis of data 44
Study Architecture’s requirements
[44]
- Use of existing content, no need for reformatting or transforming
existing content
- Wherever possible, standards and interface layers are used to
keep the core of the system independent of the underlying data
and knowledge layer
- Have to support a wide range of user scenarios in the business
to business (B2B) and business to consumer (B2C) area
- Adaptability and extensibility: The system will be adaptable and
extensible to various domain knowledge models
[46]
- Analyze and determine the semantic feature of the content by
means of semantic annotation
- Analyze the user’s query and extend it to semantic query using
link extraction, ontology and thesaurus
- Match the semantic query with the semantic content using a
semantic indexing structure
- Arrange the retrieved results in the order of their relevancy to
the query
[47]
- Obtain more objective results to a given user query
- Guided search has the advantage of helping the user during the
construction process
- Finding correct answers for what the user is looking for
- Satisfaction, on the other side, is achieved making easier the
interaction between the user and the engine
[48]
- Achieve a high level of understandability between human and
machine through having information on the user’s background and
interests to be able to meet his needs
- Fuzzy set theory integrated in ontologies in order to obtain fuzzy
ontologies able of representing efficiently uncertain information
- Guide the user’s search toward relevant results based on his pref-
erences and desires
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Study Architecture’s requirements
[49]
- Link structured information in databases with unstructured in-
formation contained in documents
- Consider keyword-based search because it’s the most favored
method for information search
- To integrate responses of query-based subsystems into the search
results, text-to-query approaches need to be integrated
[50]
- Use of domain ontologies or specialized databases, analyze doc-
uments of different origin and format
- It needs to be scalable with respect to the volumes of data and
a variety of usage patterns
- Our ultimate goal is to allow querying the system in a semi-
natural language, e.g., with a use of a controlled vocabulary
[51]
- Build the overall Russian Linked Culture Cloud by integrating
data from many providers like museums and other institutions
- Have a powerful user interface and a set of practical tools for
data acquisition, modification and publishing
- The system is meant to deliver benefits to two different target
groups: the museum art experts and museum visitors
- Flexibility of data presentation
- Richer representation
Table 6.6: Studies selected for RQ3
After checking the summaries of the selected studies for this research question,
some common requirements can be identified from them as follows:
a Precision on results, mentioned by [24], [25], [27], [29], and in some way it’s
also mentioned by [35], [43], [47], [48]. This requirement is related to find the
most relevant results based on the user’s search query. As it is mentioned in
section 2.3, the purpose of the semantic search is to improve results based on
the user’s intention and the context of the search query, so it does not come as
a surprise that an architecture of a semantic search engine must have precision
on results as one of its requirements.
b Existence and maintenance of ontologies, mentioned by [24], [29]. Al-
though this is explicitly mentioned by few articles, it has a great impact be-
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cause of the important role that ontologies play in an architecture (as it is
described in section 6.2.4). Almost all selected studies rely on ontologies to
make the search engine work. Ontologies are the base to learn new concepts
and share knowledge and make possible that search agents can retrieve infor-
mation even when new concepts were not previously defined [53].
c Usability, mentioned by [24], [30], [47], [51]. This is concerned with how
user friendly users find the search engine, how easy it is to use and if it is
accessible through common ways, such as smartphones and tablets. In the
case of [51], richer representation takes a special meaning because of data the
search engines needs to display, i.e. Russian museum art collections.
d Evolution of knowledge base as new documents appears, mentioned by
[25], [29]. This is pretty close to the previous ontology-related requirement, as
knowledge and ontologies are related, something that it is already mentioned
in section 2.10. In this case, a knowledge base needs to accept new concepts
as new information becomes available.
e Handle structured, unstructured and heterogeneous data sources,
mentioned by [25], [27], [29], [49], [50], [51]. This requirement is related to the
diverse sources a semantic search needs to deal with. As shown in the work of
Fernandez et al. [54], heterogeneous sources, heterogeneous knowledge bases
and heterogeneous ontologies can help getting answers for natural language
queries, which is used in [50]. For structured and unstructured data, such as
what we can find in the Web, crawlers and annotation mechanisms help coping
with those, so semantic search can be done on those kinds of data [54].
f Use of ontologies for suggesting or guiding the user search, mentioned
by [31], [32], [33], [43], [46], [47], [48]. This requirement is about having the help
of ontologies while the user writes his/her query. This help can be presented as
suggestions of additional or related terms [33], or it can use user’s preferences
in order to retrieve relevant results, as proposed by [48] or [32].
g Use of natural language, mentioned by [34], [35], [50]. This requirement
is related to the usage of natural language queries that can express users’
intentions in a much freer way. This implies that the search engine needs to
process and translate the user’s query properly, using techniques such as word-
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sense disambiguation, defined in section 2.8. Then the query can be consumed
by the domain ontologies so a match can be found against the knowledge base.
h Handle large amount of data, mentioned by [50]. This requirement, al-
though mentioned by one study, is worth to be pointed out because new search
engines will need to have a broader action range, such as in the Internet of
Things as proposed in the work of Wang et al. [55]. However, the search
engine proposed by Śle¸zak et al. is oriented to the biomedical literature field
which is small compared to other broader Internet-based solutions.
6.2.4 RQ4: The role of ontologies in the architecture of a
semantic search engine
The aim of this research question is to identify what role ontologies play within the
architecture of a semantic search engine. As it was seen in RQ1 and RQ3, ontologies
have a strong presence in the proposed architectures. With this research question
what is sought is to unveil the functionalities ontologies perform.
For this question, two fields were proposed in order to retrieve the data from the
studies:
a Ontologies used: this field aims to identify what kind of ontologies are pro-
posed in the study.
b Ontology role: this field aims to get any description of the role that the
ontologies perform within the proposed architecture.
There are 7 studies found to answer this question. A very brief summary of each
study is shown in table 6.7, with the ontologies used and the ontology role identified
per each study.
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found in source code or
associated with it
A component, called Semantic
Query Reasoner, contextualizes the
user query with domain terms re-
lated to the keyword through an
ontology reasoning process. In or-
der to provide appropriate domain
terms, the component reasons over
a domain ontology while the ordi-
nary keyword search is performed.
As a consequence, in addition to
the source codes returned, related
domain terms are suggested for




developed with the classes and
subclasses needed for the li-
brary domain
User enters a natural language
query which is parsed. Then ontol-
ogy is used for building ontotriples
from which a SPARQL query is pre-
pared and send to the knowledge
base. After that, the relevant in-
formation is retrieved.
[28]
The search engine allows the
search of services provided by
people. The Service Ontology
has the definition of each ser-
vice as a tuple, where each ser-
vice is defined by its name and
description
The purpose of a service knowl-
edge base is to store service ontol-
ogy and SDE (service description
entity) metadata, in which the se-
mantically related (actual) ontolog-
ical concepts and SDE metadata
are linked by referencing their URIs
to each other.
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Study Ontologies used Ontology role
[31]
Domain ontology related to
neurological diseases
The development of a new ontology
joined with others already created
is useful to better satisfy the needs
of a user, giving the possibility to
explore by himself the information
presented by the platform.
[39]
General purpose ontologies,
stored in an ontology reposi-
tory
The ontology reference is a concept
identifier in an ontology which con-
tains the concept. WordNet is em-
ployed as a general upper ontology
and several domain specific ontolo-
gies such as places, restaurants, and
wine can be linked and used to rep-
resent user concepts.
[41]
Domain ontologies for innova-
tion processes
- Definition of kinds of documents
that should be stored in the data
gathering module
- Definition of attributes of innova-
tion processes in a way that ensures
they can be classified by the mod-
ule of analysis and data extraction
- Definition of key parameters of in-
novation process planning in a way
they could be extracted from doc-
uments relevant to particular class
of innovation process
- Definition of parameters and at-
tributes of innovation process plan-
ning according to the users’ needs
- Describing relations between in-
novation processes and their pa-
rameters.
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Study Ontologies used Ontology role
[45]
In the prototype presented,
there are several ontologies
used for a specific domain
(Palazzo Chiablese): topolog-
ical ontology, historical on-
tology, ontology of objects,
chronological ontology, sym-
bolic ontology
Resources are classified according
to different ontologies, that way the
same domain can be conceptual-
ized in different ways. Therefore
an item is normally related to dif-
ferent nodes and its content is for-
mally described as a tuple of nodes,
corresponding to the different on-
tologies.
Table 6.7: Studies selected for RQ4
After checking the summaries of the selected studies for this research question,
the ontologies used and the ontology roles identified are as follows:
a Domain ontologies are mostly used, which seems to be a pattern across
architectures. That’s an expected scenario because a domain ontology can give
specialized results and further customization, satisfying users’ need in a better
way. Even those that make use of general purpose ontologies (e.g. WordNet),
as mentioned by Kerschberg et al. [39], at the end they resort to use domain
ontologies in order to represent better user concepts.
b Ontology roles are diverse, but most of the selected architecture use them
as a way to classify and express relationships among key concepts - that’s the
case of [28], [31], [39] and [41]. Two cases are special: in [24], Durão et al.
mention that the domain ontology is used for reasoning processing, in order to
identify relevant source code documents and suggest related terms to improve
future user queries. In [26], although it is not further discussed, Jamgade and
Karale mention that the domain ontology is used for building ontotriples (or
ontology triples), a way to express concepts by a subject, a property and an
object [56]. These ontotriples are then used for queried the knowledge base to
retrieve the relevant documents.
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6.2.5 RQ5: The role of knowledge in the architecture of a
semantic search engine
The aim of this research question is to identify what role knowledge plays within
the architecture of a semantic search engine. As it was seen in RQ1, RQ3 and RQ4,
knowledge has a relevant role in the proposed architecture, mostly by means of a
knowledge base. As it is shown later in table 6.8, most of the studies have already
answered RQ4 before.
For this question, one field was proposed in order to retrieve the data from the
studies:
a Knowledge role: this field aims to get any description of the role that knowl-
edge performs within the proposed architecture.
There are 5 studies found to answer this question. A very brief summary of each




The knowledge base of this proposed system is domain specific.
This knowledge base interacts with the domain ontology in order
to get the relevant and correct answers for the user query.
[31]
The knowledge base is essential to provide a set of semantic anno-
tators for the search platform and constitutes an easy and faster
way to annotate documents. This knowledge is the support of
the interface in the search platform allowing access to verify the
relevance of the input and the connection between information im-
portant to explore complex queries, and help users in their queries.
[37]
This semantic search engine implements a pseudo-P2P architec-
ture where heterogeneous documents are shared by peers respect-
ing access policies. Intelligent documents (through a document
ontology) are the preferred way in this engine to share knowledge.
[39]
The system coordinates the search for knowledge in heteroge-
neous sources, such as the Web, semi-structured data, relational
databases and others. The Knowledge Management Layer com-
prises a ranking agent, a query formulation agent, and ontology
agent and an imaginary domain model.
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Study Knowledge role
[41]
Knowledge sharing is one of the most important feature of this
system which should be implemented as a platform for collabora-
tive work so it would be possible to develop the document base
collectively by its stakeholders such as companies, organizations,
research institutes. The innovation process ontology plays a key
role allowing knowledge sharing.
Table 6.8: Studies selected for RQ5
After checking the summaries of the selected studies for this research question,
it can be seen that:
a Knowledge sharing should be a key feature, so that the semantic search
engines proposed in these studies should allow knowledge sharing by means
of the domain ontology they have implemented, such as a document ontology
[37] or an innovation process ontology [41].
b Knowledge bases help getting better search results, and in doing so
ontologies play an important role. As it is already noted in section 2.10,
knowledge and ontologies usually work together in order to retrieve better
and relevant results [26]. On the other hand, in [31], Mendonça et al. use
a knowledge base to help on the document annotation process, so that those
documents can be queried by users, and also it can be used to help users
creating their queries which leads to get better search results.
c Knowledge is gathered from heterogeneous sources, which enriches the
results a user can get. In order to accomplish this, a set of agents were proposed
by Kerschberg et al. so that those diverse sources can be queried [39]. This
takes into account the set of general and domain specific ontologies the system
uses, as already mentioned by that study.
Chapter 7
Conclusions and future work
In this research the most important topics of an architecture of a semantic search
engine were presented and discussed.
Most of the studies, as depicted previously, propose a concrete implementation of
their architectures, so those systems were and are working now. On the other hand,
those studies have a well-defined main subject and well-detailed architectures, and
they mention what the context is for the search engine to be developed. However
they have a pending work regarding their conclusions and future work recommen-
dations, which constitutes a weak aspect.
It’s also worth mentioning the diversity on countries of origin which shows that
the interest in semantic search engine is not restricted to a handful of countries -
even developing countries are investing time and resources in these engines. Besides,
some of the selected studies, and also in rejected studies, show a collaborative work
among people of different institutions and countries which can be understood that
a broader interest exists in proposing semantic search engines to resolve problems.
Regarding the research questions, they were proposed to get the most relevant
points of interest of the architecture of a semantic search engine. For RQ1, it was
sought what modules are used the most and what architecture patterns are present.
Out of the most used modules listed in subsection 6.2.1, it can be highlighted, for
instance, the extractor components that are responsible for extracting data and
discover new data; reasoning components, such as ontologies or inference engines;
and user interfaces, showing that usability is a must in a semantic search engine.
Additionally, these engines follow the N tier architecture pattern where the layers
are loosely coupled which fosters portability and reuse.
In RQ2 it was sought to know what kind of validation and verification methods
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the architectures of semantic search engines were using. As already mentioned in
subsection 6.2.2, there were no studies found while executing the primary search
phase. However this situation constitutes an opportunity for future work by propos-
ing validation and verification mechanisms already in use in other software engi-
neering application fields. As mentioned by Abowd et al. in [57], there are many
benefits of using architectural evaluation methods, such as a better understanding
and documentation of the system, clarification and prioritization of requirements,
and early detection of problems in the architecture, which boosts architecture qual-
ity. There are also several evaluation methods for architecture quality attributes,
such as the ones identified by Mattsson et al. [58].
Regarding RQ3, the main reason behind it was to identify what kind of require-
ments the architectures of semantic search engines were trying to fulfill. As already
stated in subsection 6.2.3, there are several common set of requirements present
across search engines. For instance, having a high precision on results is one of most
recurring requirements among the selected studies, which shows a very high expec-
tation from final users. In the same sense usability is mentioned as a requirement,
confirming once again the very high impact that it has on a semantic search engine,
specially when there’s a need such as with the work of Mouromtsev et al. [51], where
Russian art collections are involved.
For RQ4, it can be said that most of the studies propose the use of domain
ontologies as a fundamental piece in a semantic search engine. Even when the search
engine relies on a general purpose ontology such as WordNet, domain ontologies are
needed to address, in a specialized way, the needs of a specific domain and user
requirements [39]. In the same line, ontologies are mostly used to classify and
represent relationships among concepts that users need to find and retrieve. And
also this fosters reusability, as new concepts are identified and added to the ontology,
making its maintenance crucial as it evolves over time [56].
The last research question is RQ5, related to the role that knowledge has on
the architecture of a semantic search engine. One of the key roles is knowledge
sharing that is achievable through the implementation of the ontologies that search
engines rely on. Knowledge sharing is mentioned by Gruber [8], which seems to be a
recurring aspect of ontologies and knowledge. And in doing so search results benefit,
improving their precision and recall. Finally, gathering heterogeneous sources leads
to implement and maintain a set of components that retrieve the knowledge stored
on those sources, improving search results as well.
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Lastly, it can be seen that most of the studies try to propose a solution for a
previous unresolved problem, to propose a new alternative for users, or to improve
search results. In order to determine whether this new solution is better than the
existing one, sometimes the studies presented, besides the architecture, comparison
results or performance benchmarks, mostly to identify the degree of precision and
recall that the semantic search offers. Some examples of these results are shown in
the work of Amanqui et al. [27], Thangaraj and Sujatha [46] or Dong et al. [28].
However, as the purpose of this systematic review is not related to that kind of
experiments, this can be considered as a good starting point for a future work, in
order to understand how implementers are analyzing their engines’ results against
previous existing solutions.
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+(module layer component) +(architecture
"system architecture") +("semantic search")
+(engine system platform tool) +(implementa-
tion application approach)
RQ2
+(evaluation assessment appraisal) +(method
procedure technique approach) +(validation
verification) +(architecture "system architec-
ture") +("semantic search") +(engine system
platform tool)
RQ3
+(requirement need requisite) +(architecture
"system architecture") +("semantic search")
+(engine system platform tool)
RQ4
+(role) +(ontology) +(architecture "system
architecture") +("semantic search") +(engine
system platform tool)
RQ5
+(role) +(knowledge) +(architecture "system
architecture") +("semantic search") +(engine
system platform tool)
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(module OR layer OR component) AND (archi-
tecture OR "system architecture") AND ("se-
mantic search" AND (engine OR system OR
platform OR tool)) AND (implementation OR
application OR approach)
RQ2
(evaluation OR assessment OR appraisal) AND
(method OR procedure OR technique OR ap-
proach) AND (validation OR verification) AND
(architecture OR "system architecture") AND
("semantic search" AND (engine OR system
OR platform OR tool))
RQ3
(requirement OR need OR requisite) AND
(architecture OR "system architecture") AND
("semantic search" AND (engine OR system
OR platform OR tool))
RQ4
role AND ontology AND (architecture OR "sys-
tem architecture") AND ("semantic search"
AND (engine OR system OR platform OR
tool))
RQ5
role AND knowledge AND (architecture
OR "system architecture") AND ("semantic
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AND TITLE-ABS-KEY ( implementation OR
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OR appraisal) AND TITLE-ABS-KEY(method
OR procedure OR technique OR approach)
AND TITLE-ABS-KEY(validation OR veri-
fication) AND TITLE-ABS-KEY(architecture
OR "system architecture") AND TITLE-ABS-
KEY("semantic search" AND (engine OR sys-
tem OR platform OR tool))
RQ3
TITLE-ABS-KEY(requirement OR need OR
requisite) AND TITLE-ABS-KEY(architecture
OR "system architecture") AND TITLE-ABS-
KEY("semantic search" AND (engine OR sys-




KEY(architecture OR "system architecture")
AND TITLE-ABS-KEY("semantic search"





KEY(architecture OR "system architecture")
AND TITLE-ABS-KEY("semantic search"




tak((module OR layer OR component) AND
(architecture OR "system architecture") AND
("semantic search" AND (engine OR system
OR platform OR tool)) AND (implementation
OR application OR approach))







tak((evaluation OR assessment OR appraisal)
AND (method OR procedure OR technique OR
approach) AND (validation OR verification)
AND (architecture OR "system architecture")
AND ("semantic search" AND (engine OR sys-
tem OR platform OR tool)))
RQ3
tak((requirement OR need OR requisite) AND
(architecture OR "system architecture") AND
("semantic search" AND (engine OR system
OR platform OR tool)))
RQ4
tak(role AND ontology AND (architecture
OR "system architecture") AND ("semantic
search" AND (engine OR system OR platform
OR tool)))
RQ5
tak(role AND knowledge AND (architecture
OR "system architecture") AND ("semantic
search" AND (engine OR system OR platform
OR tool)))
Table A.1: List of queries used for each digital library
Appendix B
List of articles requested
Table B.1 shows the list of articles whose authors were contacted because their work
were not available in the digital sources. Besides, other articles were purchased
because they look promising when starting the secondary phase. Only articles that









[24] RQ1, RQ3, RQ4 Purchased 26th Dec 2016 ACM
[47] RQ3 Requested 12th Dec 2016 Scopus
[48] RQ3 Requested 10th Dec 2016 Scopus
[37] RQ5 Requested 13th Dec 2016 Scopus
Table B.1: List of articles requested or purchased for the research
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