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ABSTRACT
Graph neural networks (GNNs) have generalized deep learning
methods into graph-structured data with promising performance
on graph mining tasks. However, existing GNNs often meet com-
plex graph structures with scarce labeled nodes and suffer from the
limitations of non-robustness [51, 53], over-smoothing [8, 29, 30],
and overfitting [19, 30]. To address these issues, we propose a sim-
ple yet effective GNN framework—Graph Random Neural Network
(Grand). Different from the deterministic propagation in existing
GNNs, Grand adopts a random propagation strategy to enhance
model robustness. This strategy also naturally enables Grand to
decouple the propagation from feature transformation, reducing the
risks of over-smoothing and overfitting. Moreover, random prop-
agation acts as an efficient method for graph data augmentation.
Based on this, we propose the consistency regularization forGrand
by leveraging the distributional consistency of unlabeled nodes in
multiple augmentations, improving the generalization capacity of
the model. Extensive experiments on graph benchmark datasets
suggest that Grand significantly outperforms state-of-the-art GNN
baselines on semi-supervised graph learning tasks. Finally, we show
that Grand mitigates the issues of over-smoothing and overfitting,
and its performance is married with robustness.
1 INTRODUCTION
The success of deep learning has provoked interest to generalize
neural networks to structured data, marking the emergence of
graph neural networks (GNNs) [6, 17, 20]. Over the course of its
development, GNNs have been shifting the paradigm of graph
mining from structural explorations to representation learning. A
wide variety of graph applications have benefited from this shift,
such as node classification [10, 27], link prediction [45, 48, 50], and
graph classification [32, 46].
The essential procedure in GNNs is the feature propagation,
which is usually performed by some deterministic propagation
rules derived from the graph structures. For example, the graph
convolutional network (GCN) [27] propagates information based
on the normalized Laplacian of the input graph, which is coupled
with the feature transformation process. Such a propagation can be
also viewed as modeling each node’s neighborhood as a receptive
field and enabling a recursive neighborhood propagation process
by stacking multiple GCN layers. Further, this process can be also
unified into the neural message passing framework [17].
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Recent attempts to advance the propagation based architecture
include adding self-attention (GAT) [42], integrating with graphical
models (GMNN) [36], and neighborhood mixing (MixHop) [2], etc.
However, while the propagation procedure can enable GNNs to
achieve attractive performance, it also brings some inherent issues
that have been recognized recently, including non-robustness [51,
53], over-smoothing [8, 29, 30], and overfitting [19, 30].
Non-robustness. The deterministic propagation in most GNNs
naturally makes each node to be highly dependent with its (multi-
hop) neighborhoods. This leaves the nodes to be easily misguided
by potential data noise, making GNNs non-robust [51]. For example,
it has been shown that GNNs are very susceptible to adversarial
attacks, and the attacker can indirectly attack the target node by
manipulating long-distance neighbors [53].
Overfitting. To make the node representations more expressive,
it is often desirable to increase GNNs’ layers so that information
can be captured from high-order neighbors. However, in each GNN
layer, the propagation process is coupled with the non-linear trans-
formation. Therefore, stacking many layers for GNNs can bring
more parameters to learn and thus easily cause overfitting [19, 30].
Over-smoothing. In addition, recent studies show that the con-
volution operation is essentially a special form of Laplacian smooth-
ing [29], which propagates neighbors’ features into the central node.
As a result, directly stacking many layers tend to make nodes’ fea-
tures over-smoothed [8, 30]. In other words, each node incorporates
too much information from others but loses the specific information
of itself, making them indistinguishable after the propagation.
These challenges are further amplified under the semi-supervised
setting, wherein the supervision information is scarce [7]. Though
several efforts have been devoted, such as DropEdge [37], these
problems remain largely unexplored and, in particular, unresolved
in a systemic way. In this work, we propose to systemically address
all these fundamental issues for graph neural networks. We achieve
this by questioning and re-designing GNNs’ core procedure—the
(deterministic) graph propagation. Specifically, we present the
Graph Random Neural Networks (Grand) for semi-supervised
learning on graphs. Grand comprises two major components: ran-
dom propagation (RP) and consistency regularization (CR).
First, we introduce a simple yet effective message passing
strategy—random propagation—which allows each node to ran-
domly drop the entire features of some (multi-hop) neighbors dur-
ing each training epoch. As such, each node is enabled to be not
sensitive to specific neighborhoods, increasing the robustness of
Grand. Second, the design of random propagation can naturally
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(b) Robustness under random attack
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(d) Generalization improvement
Figure 1: Grand’s performance, robustness, and mitigation of over-smoothing & overfitting demonstrated.
separate feature propagation and transformation, which are com-
monly coupled with each other in most GNNs. This empowers
Grand to safely perform higher-order feature propagation with-
out increasing the complexity, reducing the risk of over-smoothing
and overfitting. Finally, we demonstrate that random propagation
is an economic data augmentation method on graphs, based on
which we propose the consistency regularized training for Grand.
This strategy enforces the model to output similar predictions on
different data augmentations of the same data, further improving
Grand’s generalization capability under the semi-supervised setting.
To demonstrate the performance of Grand, we conduct exten-
sive experiments for semi-supervised graph learning on three GNN
benchmark datasets, as well as six publicly available large datasets
(Cf. Appendix A.3). In addition, we also provide theoretical analyses
to understand the effects of the proposed random propagation and
consistency regularization strategies on GNNs.
Figure 1 illustrates the Grand’s advantages in terms of perfor-
mance, robustness, and mitigation of over-smoothing and over-
fitting. (a) Performance: Grand achieves a 3.9% improvement
(absolute accuracy gap) over GCN on Cora, while the margins lifted
by GAT and DropEdge were only 1.5% and 1.3%, respectively. (b)
Robustness: As more random edges injected into the data, Grand
experiences a weak accuracy-declining trend, while the decline of
GCN and GAT is quite sharp. (c) Over-smoothing: As more layers
stacked, the accuracies of GCN and GAT decrease dramatically—
from 0.75 to 0.2—due to over-smoothing, while Grand actually
benefits from more propagation steps. (d) Overfitting: Empow-
ered by the random propagation and consistency regularization,
Grand’s training and validation cross-entropy losses converge
close to each other, while a significant gap between the losses can
be observed when RP and CR are removed.
In summary, Grand outperforms state-of-the-art GNNs in terms
of effectiveness and robustness, and mitigates the over-smoothing
and overfitting issues that are commonly faced in existing GNNs.
2 PROBLEM AND RELATEDWORK
LetG = (V ,E) denote a graph, whereV is a set of |V | = n nodes and
E ⊆ V ×V is a set of |E | edges between nodes.A ∈ {0, 1}n×n denotes
GâĂŹs adjacency matrix, with each element Ai j = 1 indicating
there exists an edge between vi and vj , otherwise Ai j = 0.
This work focuses on semi-supervised graph learning, in which
each node vi is associated with 1) a feature vector Xi ∈ X ∈ Rn×d
and 2) a label vector Yi ∈ Y ∈ {0, 1}n×C with C representing
the number of classes. For semi-supervised classification,m nodes
(0 < m ≪ n) have observed their labels YL and the labels YU of the
remaining n −m nodes are missing.
Semi-Supervised Node Classification. Given a partially labeled
graph G = (V ,E) with the node feature matrix X, and observed
labels YL , the objective is to learn a predictive function f :
G,X,YL → YU to infer the missing labels YU for unlabeled nodes.
Recently, a significant line of related work has been devoted into
this task, which is reviewed in the following section.
Graph Neural Networks. Graph neural networks (GNNs) [20, 27,
38] generalize neural techniques into graph-structured data. The
core operation in GNNs is graph propagation, in which information
is propagated from each node to its neighborhoods with some de-
terministic propagation rules. For example, the graph convolutional
network (GCN) [27] adopts the following propagation rule:
H(l+1) = σ (AˆH(l )W(l )), (1)
where Aˆ is the symmetric normalized adjacency matrix,W(l ) is the
weight matrix of the lth layer, and σ (.) denotes ReLU function. H(l )
is the hidden node representation in the lth layer with H(0) = X.
The propagation in Eq. 1 could be explained via 1) an approxima-
tion of the spectral graph convolutional operations [6, 12, 23], 2)
neural message passing [17], and 3) convolutions on direct neigh-
borhoods [22, 34]. Recent attempts to advance this architecture
include GAT [42], GMNN [36], MixHop [2], GraphNAS [16], and
so on. Often, these models face the challenges of overfitting and
over-smoothing due to the deterministic graph propagation pro-
cess [8, 29, 30]. Differently, we propose random propagation for
GNNs, which decouples feature propagation and non-linear trans-
formation in Eq. 1, reducing the risk of over-smoothing and overfit-
ting. Recent efforts have also been devoted to performing node sam-
pling for fast and scalable GNN training, such as GraphSAGE [22],
FastGCN [9], AS-GCN [24], and LADIES [52]. Different from these
work, in this paper, a new sampling strategy DropNode, is pro-
posed for improving the robustness and generalization of GNNs for
semi-supervised learning. Compared with GraphSAGE’s node-wise
sampling, DropNode 1) enables the decoupling of feature propa-
gation and transformation, and 2) is more efficient as it does not
require recursive sampling of neighborhoods for every node. Finally,
it drops each node based an i.i.d. Bernoulli distribution, differing
from the importance sampling in FastGCN, AS-GCN, and LADIES.
Regularization Methods for GCNs. Broadly, a popular regular-
ization method in deep learning is data augmentation, which ex-
pands the training samples by applying some transformations or
Graph Random Neural Network Conference ’20, ,
injecting noise into input data [14, 19, 44]. Based on data augmen-
tation, we can further leverage consistency regularization [3, 28]
for semi-supervised learning, which enforces the model to output
the same distribution on different augmentations of an example.
Following this idea, a line of work has aimed to design powerful
regularization methods for GNNs, such as VBAT [13], G3NN [31],
GraphMix [43], and DropEdge [37]. For example, GraphMix [43] in-
troduces the MixUp [49] for training GCNs. Different from Grand,
GraphMix augments graph data by performing linear interpolation
between two samples in hidden space, and regularizes the GCNs
by encouraging the model to predict the same interpolation of cor-
responding labels. DropEdge [37] aims to militate over-smoothing
by randomly removing some edges during training but does not
bring significant performance gains for semi-supervised learning
task. However, DropNode is designed to 1) enable the separation of
feature propagation and transformation for random feature prop-
agation and 2) further augment graph data augmentations and
facilitate the consistency regularized training.
3 GRAPH RANDOM NETWORKS
In this section, we present the Graph Random Neural Networks
(Grand) for semi-supervised learning on graphs. Its idea is to en-
able each node to randomly propagate with different subsets of
neighbors in different training epochs. This random propagation
strategy is demonstrated as an economic way for stochastic graph
data augmentation, based on which we design a consistency regu-
larized training for improving Grand’s generalization capacity.
Figure 2 illustrates the full architecture of Grand. Given an input
graph, Grand generates multiple data augmentations by perform-
ing random propagation (DropNode + propagation) multiple times
at each epoch. In addition to the classification loss, Grand also
leverages a consistency regularization loss to enforce the models
to give similar predictions across different augmentations.
3.1 Random Propagation
Given an input graph with its associated feature matrix, Grand
first conducts the random propagation process and then makes the
prediction by using the simple multilayer perceptron (MLP) model.
The motivation for random propagation is to address the non-
robustness issue faced by existing GNNs [11, 53, 54]. This process
is coupled with the DropNode and propagation steps. In doing so,
Grand naturally separates the feature propagation and non-linear
transformation operations in standard GNNs, enabling Grand to
reduce the risk of the overfitting and over-smoothing issues.
DropNode. In random propagation, we aim to perform message
passing in a randomway during model training such that each node
is not sensitive to specific neighborhoods. To achieve this, we design
a simple yet effective node sampling operation—DropNode—before
the propagation layer.
DropNode is designed to randomly remove some nodes’ all fea-
tures. In specific, at each training epoch, the entire feature vector
of each node is randomly discarded with a pre-defined probability,
i.e., some rows of X are set to ®0. The resultant perturbed feature
matrix X˜ is then fed into the propagation layer.
The formal DropNode operation is shown in Algorithm 1. First,
we randomly sample a binary mask ϵi ∼ Bernoulli(1 − δ ) for each
nodevi . Second, we obtain the perturbed feature matrix X˜ by multi-
plying each node’s feature vector with its corresponding mask, i.e.,
X˜i = ϵi ·Xi . Finally, we scale X˜ with the factor of 11−δ to guarantee
the perturbed feature matrix is in expectation equal to X. Note that
the sampling procedure is only performed during training. During
inference, we directly set X˜ with the original feature matrix X.
Algorithm 1 DropNode
Input:
Feature matrix X ∈ Rn×d , DropNode probability δ ∈ (0, 1).
Output:
Perturbed feature matrix X˜ ∈ Rn×d .
1: Randomly sample n masks: {ϵi ∼ Bernoull i(1 − δ )}n−1i=0 .
2: Obtain deformity feature matrix by multiplying each node’s feature
vector with the corresponding mask: X˜i = ϵi · Xi .
3: Scale the deformity features: X˜ = X˜1−δ .
After DropNode, the perturbed feature matrix X˜ is fed into the
propagation layer to perform message passing. Here we adopt
mixed-order propagation, i.e., X = AX˜, where A =
∑K
k=0
1
K+1 Aˆ
k—
the average of the power series of Aˆ from order 0 to order K .
This kind of propagation rule enables the model to incorporate
the multi-order neighborhood information, reducing the risk of
over-smoothing when compared with using AˆK only. Similar ideas
have been adopted in recent GNN studies [1, 2].
Prediction Module. After the random propagation module, the
augmented feature matrix X can be then fed into any neural net-
works for predicting nodes labels. InGrand, we employ a two-layer
MLP as the classifier, that is:
P (Y |X;Θ) = σ2(σ1(XW(1))W(2)) (2)
where σ1(.) is the ReLU function, σ2(.) is the softmax function, and
Θ = {W(1) ∈ Rd×dh ,W(2) ∈ Rdh×C } is the model parameters.
The MLP classification model can be also replaced with more
complex and advanced GNN models, including GCN and GAT. The
experimental results show that the replacements result in consistent
performance drop across different datasets due to GNNs’ over-
smoothing problem (Cf. Appendix A.5.3 for details).
With this data flow, it can be realized that Grand actually sep-
arates the feature propagation (i.e., X = AX˜ in random propaga-
tion) and transformation (i.e., σ (XW) in prediction) steps, which
are coupled with each other in standard GNNs (i.e., σ (AXW)).
This allows us to perform the high-order feature propagation
A = 1K+1
∑K
k=0 Aˆ
k without increasing the complexity of neural
networks, reducing the risk of overfitting and over-smoothing.
3.2 Consistency Regularized Training
We show that random propagation can be seen as an efficient
method for stochastic data augmentation. As such, it is natural
to design a consistency regularized training algorithm for Grand.
Random Propagation as Stochastic Data Augmentation. Ran-
dom propagation randomly drops some nodes’ entire features be-
fore propagation. As a result, each node only aggregates informa-
tion from a random subset of its (multi-hop) neighborhood. In doing
so, we are able to stochastically generate different representations
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Figure 2: Illustration of Grand. Grand consists of twomechanisms—random propagation and consistency regularized training. In random propagation,
some nodes’ feature vectors are randomly dropped with DropNode. The resultant perturbed feature matrix X˜ is then used to perform propagation without
parameters to learn. Further, random propagation is used for stochastic graph data augmentation. After that, the augmented feature matrices are fed into
a two-layer MLP model for prediction. With applying consistency regularized training, Grand generates S data augmentations by performing random
propagation S times, and leverages both supervised classification loss Lsup and consistency regularization loss Lcon in optimization.
for each node, which can be considered as a stochastic graph aug-
mentation method. In addition, random propagation can be seen as
injecting random noise into the propagation procedure.
To empirically examine this data augmentation idea, we generate
a set of augmented node representations X with different drop
rates in random propagation and use each X to train a GCN for
node classification on commonly used datasets—Cora, Citeseer, and
Pubmed. The results show that the decrease in GCN’s classification
accuracy is less than 3% even when the drop rate is set to 0.5.
In other words, with half of rows in the input X removed (set to
®0), random propagation is capable of generating augmented node
representations that are sufficient for prediction.
Though one single X is relatively inferior to the original X in
performance, in practice, multiple augmentations—each per epoch—
are utilized for training the Grand model. Similar to bagging [5],
Grand’s random data augmentation scheme makes the final pre-
diction model implicitly assemble models on exponentially many
augmentations, yielding much better performance than the deter-
ministic propagation used in GCN and GAT.
S−augmentation. Inspired by the above observation, we propose
to generate S different data augmentations for the input graph data
X. In specific, we perform the random propagation operation for S
times to generate S augmented feature matrices {X(s) |1 ≤ s ≤ S}.
Each of these augmented feature matrices is fed into the MLP
prediction module to get the corresponding output:
Z˜(s ) = P (Y |X(s );Θ), (3)
where Z˜(s) ∈ [0, 1]n×C denotes the classification probabilities on
the sth augmented data X(s).
Classification Loss. With m labeled nodes among n nodes, the
supervised objective of the graph node classification task in each
Algorithm 2 Consistency Regularized Training for Grand
Input:
Adjacency matrix Aˆ, feature matrix X ∈ Rn×d , times of augmentations
in each epoch S , DropNode probability δ .
Output:
Prediction Z.
1: while not convergence do
2: for s = 1 : S do
3: Apply DropNode via Algorithm 1: X˜(s ) ∼ DropNode(X, δ ).
4: Perform propagation: X(s ) = 1K+1
∑K
k=0 Aˆ
k X˜(s ).
5: Predict class distribution using MLP: Z˜(s ) = P (Y |X(s );Θ).
6: end for
7: Compute supervised classification loss Lsup via Eq. 4 and consis-
tency regularization loss via Eq. 6.
8: Update the parameters Θ by gradients descending:
∇ΘLsup + λLcon
9: end while
10: Output prediction Z via Eq. 8.
epoch is the average cross-entropy loss over S augmentations:
Lsup = − 1S
S∑
s=1
m−1∑
i=0
Yi · log Z˜(s )i , (4)
where Z˜(s)i is the i
th row vector of Z˜(s). Optimizing this loss en-
forces the model to output the same predictions for (only) labeled
nodes on different augmentations. However, labeled data is often
very rare in the semi-supervised setting, in which we would like to
also make full use of unlabeled data.
Consistency Regularization Loss. In the semi-supervised set-
ting, we propose to optimize the consistency among S augmen-
tations for unlabeled data. Considering a simple case of S = 2,
we can minimize the distributional distance between the two
outputs, i.e., min
∑n−1
i=0 D(Z˜(1)i , Z˜
(2)
i ), where D(·, ·) is the distance
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function. To extend this idea into multiple-augmentation situ-
ation, we first calculate the label distribution center by taking
the average of all distributions, i.e., Zi = 1S
∑S
s=1 Z˜
(s)
i . Then we
minimize the distributional distance between Z˜(s)i and Zi , i.e.,
min
∑S
s=1
∑n−1
i=0 D(Zi , Z˜(s)i ). However, the distribution center cal-
culated in this way is always inclined to have higher entropy values,
indicating greater “uncertainty”. Consequently, it will bring extra
uncertainty into the model’s predictions. To avoid this problem,
we utilize the label sharpening trick here. Specifically, we apply a
sharpening function onto the averaged label distribution to reduce
its entropy [3], i.e.,
Z
′
ik = Z
1
T
ik
/ C−1∑
j=0
Z
1
T
i j , (5)
where 0 < T ≤ 1 acts as the “temperature” that controls the sharp-
ness of the categorical distribution. As T → 0, the sharpened label
distribution will approach a one-hot distribution. To substitute Zi
with Z
′
i , we minimize the distance between Z˜i and Z
′
i in Grand:
Lcon = 1S
S∑
s=1
n−1∑
i=0
D(Z
′
i , Z˜
(s )
i ). (6)
Therefore, by settingT as a small value, we can enforce themodel
to output low-entropy predictions. This can be viewed as adding an
extra entropy minimization regularization into the model, which
assumes that the classifier’s decision boundary should not pass
through high-density regions of the marginal data distribution [21].
As for the distance functionD(·, ·), we adopt the squared L2 loss
D(a, b) = ∥a−b∥2 in our model. Recent studies have demonstrated
that it is less sensitive to incorrect predictions [3] and thus is more
suitable for the semi-supervised setting than cross-entropy.
Semi-supervised Training and Inference. In each epoch, we
employ both the supervised classification loss in Eq. 4 and the
consistency regularization loss in Eq. 6 on S augmentations. Hence,
the final loss of Grand is:
L = Lsup + λLcon, (7)
where λ is a hyper-parameter that controls the balance between
the supervised classification and consistency regularization losses.
During inference, as mentioned in Section 3.1, we directly use
the original feature X without DropNode for propagation. This is
justified because we scaled the perturbed feature matrix X˜ dur-
ing training to guarantee its expectation to match X. Hence the
inference formula is:
Z = P
(
Y
 1K + 1 K∑
k=0
AˆkX; Θˆ
)
, (8)
where Θˆ denotes the optimized parameters after training. Algorithm
2 outlines Grand’s training process.
3.3 Complexity Analysis
Grand comprises of random propagation and consistency regular-
ized training. For random propagation, we computeX by iteratively
calculating the product of Aˆk and X˜, and its time complexity is
O(Kd(n + |E |)). The complexity of its prediction module (2-layer
MLP) is O(ndh (d + C)), where dh denotes its hidden size. By ap-
plying consistency regularized training, the total computational
complexity of Grand is O(S(Kd(n + |E |) + ndh (d +C)), which is
linear with the sum of node and edge counts.
4 THEORETICAL ANALYSIS
We discuss how random propagation and consistency regulariza-
tion can help enhance Grand’s generalization. The key idea is to
explore the additional effects that DropNode brings on the model
optimization. The main theoretical conclusions include:
• The DropNode regularization with consistency regularization
(or supervised classification) loss can enforce the consistency of
the classification confidence between each node and its all (or
labeled) multi-hop neighborhoods.
• Dropout is actually an adaptive L2 regularization forW in GNNs,
and its regularization term is the upper bound of DropNode’s.
By minimizing this term, dropout can be regarded as an approxi-
mation of DropNode.
4.1 Consistency Regularization Loss
DropNode can be viewed as injecting perturbations to each node by
multiplying the scaled Bernoulli random variable with its feature
vector, i.e., X˜i = ϵi1−δ · Xi , with ϵi drew from Bernoulli(1 − δ ). For
analytical simplicity, we assume that the MLP used in Grand has
one single output layer, and the task is binary classification.
Thus Grand’s output Z˜ ∈ Rn in Eq. 2 can be rewritten as:
Z˜ = sigmoid(AX˜ ·W), where A = 1K+1
∑K
k=0 Aˆ
k and W ∈ Rd is
the learnable parameter matrix. For the ith node, the correspond-
ing conditional distribution is P(yi |A,X,W) = z˜yii (1 − z˜i )1−yi , in
which z˜i ∈ Z˜ = sigmoid(Ai X˜ · W) and yi ∈ {0, 1} denotes the
corresponding label.
As for the consistency regularization loss, without loss of gener-
ality, we consider the case of performing the random propagation
twice, i.e., S = 2, and adopt the squared L2 loss as the distance
function D(·, ·). Then the consistency regularization loss can be
rewritten as:
Lcon = 12
n−1∑
i=0
(
z˜(1)i − z˜(2)i
)2
, (9)
where z˜(1)i and z˜
(2)
i represent the model’s two outputs on node i
corresponding to the two augmentations. With these assumptions,
we can prove that:
Theorem 1. In expectation, optimizing the unsupervised consis-
tency loss Lcon is approximate to optimize a regularization term:
Eϵ (Lcon ) ≈ Rc (W) = ∑n−1i=0 z2i (1 − zi )2Varϵ (Ai X˜ ·W) .
The proof details can be found in Appendix A.4.1. For DropNode
with the drop rate δ , we can easily check that
Varϵ (Ai X˜ ·W) = δ1 − δ
n−1∑
j=0
(Xj ·W)2(Ai j )2 . (10)
Then the regularization term Rc can be expressed as:
Rc (W) = δ1 − δ
n−1∑
j=0
[
(Xj ·W)2
n−1∑
i=0
(Ai j )2z2i (1 − zi )2
]
. (11)
Note that zi (1 − zi ) (or its square) is an indicator of the classi-
fication uncertainty for the ith node, as zi (1 − zi ) (or its square)
reaches its maximum at zi = 0.5 and minimum at zi = 0 or 1. Thus
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∑m−1
i=0 (Ai j )2z2i (1− zi )2 can be viewed as the weighted average clas-
sification uncertainty over the jth node’s multi-hop neighborhoods
with the weights as the square values of A’s elements, which is
related to graph structure. On the other hand, (Xj ·W)2—as the
square of the input of sigmoid—indicates the classification confi-
dence for the jth node. In optimization, in order for a node to earn
a higher classification confidence (Xj ·W)2, it is required that the
node’s neighborhoods have lower classification uncertainty scores.
Hence, the dropnode regularization with the consistency regular-
ization loss can enforce the consistency of the classification confidence
between each node and its all multi-hop neighborhoods.
4.2 Supervised Classification Loss
We discuss the regularization of dropnode w.r.t the superivised
classification loss. We follow the assumption settings expressed in
Section 4.1. Then the supervised classification loss is:
Lsup =
m−1∑
i=0
−yi log(z˜i ) − (1 − yi ) log(1 − z˜i ). (12)
Lsup refers to the perturbed classification loss with DropNode
on the node features. By contrast, the original (non-perturbed)
classification loss is defined as
Lorд =
m−1∑
i=0
−yi log(zi ) − (1 − yi ) log(1 − zi ), (13)
where zi = sigmoid(AiX ·W) is the output with the original fea-
ture matrix X. Then we have the following theorem with proof in
Appendix A.4.2.
Theorem 2. In expectation, optimizing the perturbed classification
loss Lsup is equivalent to optimize the original loss Lorд with an ex-
tra regularization term R(W), which has a quadratic approximation
form R(W) ≈ Rq (W) = 12
∑m−1
i=0 zi (1 − zi )Varϵ
(
Ai X˜ ·W
)
.
This theorem suggests that DropNode brings an extra regulariza-
tion loss to the optimization objective. Based on Eq. 10, this extra
quadratic regularization loss can be expressed as:
Rq (W) = 12
δ
1 − δ
n−1∑
j=0
[
(Xj ·W)2
m−1∑
i=0
(Ai j )2 zi (1 − zi )
]
. (14)
Different from Rc in Eq. 11, the inside summation term in Eq.
14 only incorporates the firstm nodes, i.e, the labeled nodes.
Thus, the dropnode regularization with supervised classification
loss can enforce the consistency of the classification confidence between
each node and its labeled multi-hop neighborhoods.
4.3 DropNode vs. Dropout
Dropout [40] is a general regularization method for preventing
overfitting in deep learning. It removes each element of X inde-
pendently, while DropNode drops a node’s entire feature if it is
selected. Figure 3 shows their difference.
Formally, dropout perturbs the feature matrix by randomly set-
ting some elements of X to 0, i.e., X˜i j =
ϵ˜i j
1−δ Xi j , where ϵ˜i j draws
from Bernoulli(1 − δ ). With this, both Theorems 1 and 2 hold for
dropout as well with Varϵ˜ (Ai X˜ ·W) as:
DropN
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Figure 3: Difference between dropnode and dropout.Dropout
drops each element in X independently, while DropNode drops the
entire features of selected nodes, i.e., the row vectors ofX, randomly.
Table 1: Benchmark Dataset statistics.
Dataset Nodes Edges Train/Valid/Test Nodes Classes Features
Cora 2,708 5,429 140/500/1,000 7 1,433
Citeseer 3,327 4,732 120/500/1,000 6 3,703
Pubmed 19,717 44,338 60/500/1,000 3 500
Varϵ˜ (Ai X˜ ·W) = δ1 − δ
n−1∑
j=0
d−1∑
k=0
X2jkW
2
k (Ai j )2 . (15)
Without loss of generality, we focus on the consistency regulariza-
tion loss and the corresponding regularization is:
R˜c (W) = δ1 − δ
d−1∑
h=0
W2h
n−1∑
j=0
[
X2jh
n−1∑
i=0
z2i (1 − zi )2(Ai j )2
]
. (16)
Similar to DropNode, this extra regularization term also includes
the classification uncertainty zi (1 − zi ) of neighborhoods. How-
ever, we can observe that different from the DropNode regularization,
dropout is actually an adaptive L2 regularization forW, where the reg-
ularization coefficient is associated with unlabeled data, classification
uncertainty, and the graph structure.
By applying the Cauchy-Schwarz Inequality to Eq. 16, we have:
R˜c (W) ≥ δ1 − δ
n−1∑
j=0
[
(Xj ·W)2
n−1∑
i=0
(Ai j )2z2i (1 − zi )2
]
= Rc (W) (17)
That is to say, dropout’s regularization term is the upper bound of
DropNode’s. By minimizing this term, dropout can be regarded as
an approximation of DropNode.
5 EXPERIMENTS
5.1 Experimental Setup
Datasets.We conduct experiments on three benchmark graphs [27,
42, 47]—Cora, Citeseer, and Pubmed—and also report results on six
publicly available and relatively large datasets in Appendix A.3.
Tables 1 and 5 summarize the dataset statistics, respectively. We
use exactly the same experimental settings—such as features and
data splits—on the three benchmark datasets as literature on semi-
supervised graph mining [27, 42, 47].
Baselines. To comprehensively evaluate the Grand model1, we
compare it with 12 state-of-the-art GNNs and 3 Grand variants.
• GCN [27] uses the propagation rule described in Eq. 1.
1The code has been published in https://github.com/Grand20/grand.
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• GAT [42] propagates information based on self-attention.
• Graph U-Net [15] proposes the graph pooling operations.
• MixHop [2] employs the mixed-order propagation.
• GMNN [36] combines GNNs with probabilistic graphical models.
• GraphNAS [16] automatically generates GNN architectures us-
ing reinforcement learning.
• VBAT [13] applies virtual adversarial training [33] into GCNs.
• G3NN [31] regularizes GNNs with an extra link prediction task.
• GraphMix [43] adopts MixUp [49] for regularizing GNNs.
• DropEdge [37] randomly drops some edges in GNNs training.
• GraphSAGE [22] proposes node-wise neighborhoods sampling.
• FastGCN [9] using importance sampling for fast GCNs training.
• Grand_GCN. Note that the prediction module in Grand is the
simple MLP model. In Grand_GCN, we replace MLP with GCN.
• Grand_GAT replaces the MLP component in Grandwith GAT.
• Grand_dropout substitutes our DropNode technique with the
dropout operation in Grand’s random propagation.
5.2 Overall Results
Table 2 summarizes the prediction accuracies of node classification.
Following the community convention [27, 36, 42], the results of
baseline models are taken from the corresponding works [2, 13, 15,
16, 27, 31, 37, 42, 43]. The accuracy results of our methods in Table
2 are averaged over 100 runs with random weight initializations.
From Table 2, we can observe that Grand consistently achieves
large-margin outperformance over all baselines across all datasets.
Specifically, Grand improves upon GCN by a margin of 3.9%, 5.1%,
and 3.7% (absolute differences) on Cora, Citeseer, and Pubmed, while
the margins improved by GAT upon GCN were 1.5%, 2.2%, and 0%,
respectively. When compared to the very recent regularization
based model—DropEdge, the proposed model achieves 2.6%, 3.1%,
and 3.1% improvements, while DropEdge’s improvements over GCN
were only 1.3%, 2.0%, and 0.6%, respectively.
We interpret the performance of Grand_GAT,Grand_GCN, and
Grand_dropout from three perspectives. First, both Grand_GAT
and Grand_GCN outperform the original GCN and GAT models,
demonstrating the positive effects of the proposed random propa-
gation and consistency regularized training methods. Second, both
of them are inferior to Grand with the simple MLP model, suggest-
ing GCN and GAT are relatively easier to over-smooth than MLP.
Detailed analyses on this can be found in Appendix A.5.3. Finally,
we observe a clear performance drop when replacing DropNode
with dropout (Grand_dropout vs. Grand), demonstrating that the
DropNode technique is more suitable than dropout for graph data.
Detailed experiments to compare DropNode and dropout under
different propagation steps K are shown in Appendix A.5.1.
5.3 Ablation Study
In addition to analyze Grand_GAT, Grand_GCN, and
Grand_dropout, we conduct an ablation study to examine
the contribution of different components by removing them:
• Without CR: Remove consistency regularization (CR), i.e., λ =
0, meaning that we only use supervised classification loss.
2We report the results of these methods with GCN as the backbone model.
3The experiments of FastGCN and GraphSAGE are conducted by ourselves under
transductive semi-supervised setting with 100 trials.
Table 2: Summary of classification accuracy (%).
Category Method Cora Citeseer Pubmed
Graph
Convolution
GCN [27] 81.5 70.3 79.0
GAT [42] 83.0±0.7 72.5±0.7 79.0 ±0.3
Graph U-Net [15] 84.4±0.6 73.2±0.5 79.6±0.2
MixHop [2] 81.9 ± 0.4 71.4±0.8 80.8±0.6
GMNN [36] 83.7 72.9 81.8
GraphNAS [16] 84.2±1.0 73.1±0.9 79.6±0.4
Regularization
based GCNs2
VBAT [13] 83.6 ± 0.5 74.0 ± 0.6 79.9 ± 0.4
G3NN [31] 82.5 ±0.2 74.4±0.3 77.9 ± 0.4
GraphMix [43] 83.9 ± 0.6 74.5 ±0.6 81.0 ± 0.6
DropEdge [37] 82.8 72.3 79.6
Sampling
based GCNs3
GraphSAGE [22] 78.9±0.8 67.4±0.7 77.8±0.6
FastGCN [9] 81.4±0.5 68.8±0.9 77.6±0.5
Our
methods
Grand 85.4±0.4 75.4±0.4 82.7±0.6
Grand_GCN 84.5±0.3 74.2±0.3 80.0±0.3
Grand_GAT 84.3±0.4 73.2± 0.4 79.2±0.6
Grand_dropout 84.9±0.4 75.0±0.3 81.7±1.0
Table 3: Ablation study results (%).
Model Cora Citeseer Pubmed
Grand 85.4±0.4 75.4±0.4 82.7±0.6
without CR 84.4 ±0.5 73.1 ±0.6 80.9 ±0.8
without multiple DropNode 84.7 ±0.4 74.8±0.4 81.0±1.1
without sharpening 84.6 ±0.4 72.2±0.6 81.6 ± 0.8
without CR and DropNode 83.2 ± 0.5 70.3 ± 0.6 78.5± 1.4
• Without multiple DropNode: Do DropNode once at each
epoch, i.e., S = 1, meaning that CR only enforces the model
to give low-entropy predictions for unlabeled nodes.
• Without sharpening:Do not use the label sharpening trick (Cf.
Eq. 5) in calculating the distribution center for CR, i.e., T = 1.
• Without DropNode (and CR): Remove DropNode (as a result,
the CR loss is also removed), i.e., δ = 0, λ = 0. In this way,Grand
becomes the combination of deterministic propagation and MLP.
Table 3 summarizes the results of the ablation study, from which
we have the following two observations. First, all Grand variants
with some components removed witness clear performance drops
when comparing to the full model, suggesting that each of the de-
signed components contributes to the success of Grand. Second,
Grand without consistency regularization outperforms almost all
six non-regularization based GCNs in all three datasets, demonstrat-
ing the significance of the proposed random propagation technique
for semi-supervised graph learning.
5.4 Addressing Non-robutness,
Over-smoothing and Overfitting
Robustness Analysis.We study the robustness of the proposed
Grand model. Specifically, we utilize the following adversarial
attack methods to generate perturbed graphs, and then examine
the model’s classification accuracies on them.
• Random. Perturbing the structure by randomly adding fake edges.
• Metattack [54]. Attacking the graph structure by removing or adding
edges based on meta learning.
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Figure 4: Robustness: results under attacks on Cora.
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Figure 5: Over-smoothing: Grand vs. GCN & GAT on Cora.
Figure 4 presents the classification accuracies of different methods
with respect to different perturbation rates on the Cora dataset.
We observe that Grand consistently outperforms GCN and GAT
across all perturbation rates on both attacks. When adding 10% new
random edges into Cora, we observe only a 7% drop in classification
accuracy for Grand, while 12% for GCN and 37% for GAT. Under
Metattack, the gap between Grand and GCN/GAT also enlarges
with the increase of the perturbation rate. This study suggests
the robustness advantage of the Grand model (with or without)
consistency regularization over GCN and GAT.
Relieving Over-smoothing. Many GNNs face the over-
smoothing issue—nodes with different labels become indistinguish-
able—when enlarging the feature propagation step [8, 29]. We
quantitatively study how Grand is vulnerable to this issue by
using MADGap [8]. MADGap measures the over-smoothness of
node representations—the cosine distance between the remote
and neighboring nodes, wherein the remote nodes are defined as
those with different labels, and the neighboring nodes are those
with the same labels. A smaller MADGap value indicates the more
indistinguishable node representations and thus a more severe
over-smoothing issue. Figure 5 shows both the MADGap values
of the last layer’s representations and classification results of
each GNN model with respect to different propagation steps. In
Grand, the propagation step is controlled by the hyperparameter
K , while for GCN and GAT, we adjust the propagation step by
stacking different hidden layers. The plots suggest that as the
propagation step increases, both metrics of GCN and GAT decrease
dramatically—MADGap drops from ∼0.5 to 0 and accuracy drops
from 0.75 to 0.2—due to the over-smoothing issue. However,
Grand behaves completely different: both the performance and
MADGap benefit from more propagation steps. This indicates that
Grand is much more powerful to relieve over-smoothing, when
existing representative GNNs are very vulnerable to it.
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Figure 6: Generalization: Training/validation losses onCora.
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Figure 7: Efficiency Analysis for Grand.
Generalization Improvement. We examine how the proposed
techniques—random propagation and consistency regularization—
improve the model’s generalization capacity. To achieve this, we
analyze the model’s cross-entropy losses on both training and vali-
dation sets on Cora. A small gap between the two losses indicates
a model with good generalization. Figure 6 reports the results for
Grand and its two variants. We can observe the significant gap
between the validation and training losses when without both con-
sistency regularization (CR) and random propagation (RP), indicat-
ing an obvious overfitting issue. When applying only the random
propagation (without CR), the gap becomes much smaller. Finally,
when further adding the CR loss to make it the full Grand model,
the validation loss becomes much closer to the training loss and
both of them are also more stable. This observation demonstrates
both the random propagation and consistency regularization can
significantly improve Grand’s generalization capability.
5.5 Efficiency and Parameter Analysis
EfficiencyAnalysis. The efficiency of Grand is mainly influenced
by two hyperparameters: the propagation step K and augmentation
times S . Figure 7 reports the average per-epoch training time and
classification accuracy of Grand on Cora under different values
of K and S with #training epochs fixed to 1000. It also includes the
results of the two-layer GCN and two-layer GAT with the same
learning rate, #training epochs and hidden layer size as Grand.
From Figure 7, we can see that whenK = 2, S = 1,Grand outper-
forms GCN and GAT in terms of both efficiency and effectiveness.
In addition, we observe that increasing K or S can significantly
improve the model’s classification accuracy at the cost of its train-
ing efficiency. In practice, we can adjust the values of K and S to
balance the trade-off between performance and efficiency.
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Figure 8: Parameter sensitivity of λ and δ on Cora.
Parameter Sensitivity. We investigate the sensitivity of consis-
tency regularization (CR) loss coefficient λ and DropNode probabil-
ity δ inGrand and its variants on Cora. The results are shown in Fig-
ure 8. We observe that their performance increase when enlarging
the value of λ. As for DropNode probability, Grand, Grand_GCN
and Grand_GAT reach their peak performance at δ = 0.5. This
is because the augmentations produced by random propagation
in that case are more stochastic and thus make Grandgeneralize
better with the help of consistency regularization.
6 CONCLUSIONS
In this work, we propose the Graph Random Neural Networks
(Grand) for semi-supervised learning on graphs. Unlike traditional
GNNs that follow a recursive deterministic neighborhood aggre-
gation process, we propose the DropNode technique for random
propagation. This operation enables Grand to generate data aug-
mentations efficiently, which further facilitates the consistency
regularization training for semi-supervised graph learning. We
demonstrate its significant outperformance over twelve state-of-the-
art GNN baselines on benchmark datasets. More importantly, we
theoretically illustrate its properties and empirically demonstrate
its advantages over conventional GNNs in terms of robustness,
resistance to over-smoothing and overfitting, and generalization.
A APPENDIX
A.1 Implementation Details
We make use of PyTorch to implement Grand and its variants.
The random propagation procedure is efficiently implemented
with sparse-dense matrix multiplication. The codes of GCN and
Grand_GCN are implemented referring to the PyTorch version of
GCN 4. As for Grand_GAT and GAT, we adopt the implementation
of GAT layer from the PyTorch-Geometric library 5 in our experi-
ments. The weight matrices of classifier are initialized with Glorot
normal initializer [18]. We employ Adam [26] to optimize parame-
ters of the proposed methods and adopt early stopping to control
the training epochs based on validation loss. Apart from DropNode
used in random propagation, we also apply dropout [40] on the in-
put layer and hidden layer of the prediction module used in Grand
and its variants as a common practice of preventing overfitting in
optimizing neural network. For the experiments on Pubmed, we
also use batch normalization [25] to stabilize the training procedure.
All the experiments in this paper are conducted on a single NVIDIA
GeForce RTX 2080 Ti with 11 GB memory size. Server operating
4https://github.com/tkipf/pygcn
5https://pytorch-geometric.readthedocs.io
system is Unbuntu 18.04. As for software versions, we use Python
3.7.3, PyTorch 1.2.0, NumPy 1.16.4, SciPy 1.3.0, CUDA 10.0.
A.2 Hyperparameter Details
Overall Results in Section 5.2. Grand introduces five additional
hyperparameters, that is the DropNode probability δ , propaga-
tion step K in random propagation, data augmentation times S at
each training epoch, sharpening temperature T when calculating
consistency regularization loss and the coefficient of consistency
regularization loss λ trading-off the balance between Lsup and
Lcon . In practice, δ is always set to 0.5 across all experiments. As
for other hyperparameters, we perform hyperparameter search for
each dataset. Specifically, we first searchK from { 2,4,5,6,8}. With the
best selection of K , we then search S from {2,3,4}. Finally, we fix K
and S to the best values and take a grid search forT and λ from {0.1,
0.2, 0.3,0.5} and {0.5, 0.7, 1.0} respectively. For each search of hyper-
parameter configuration, we run the experiments with 20 random
seeds and select the best configuration of hyperparameters based
on average accuracy on validation set. Other hyperparameters used
in our experiments includes learning rate of Adam, early stopping
patience, L2 weight decay rate, hidden layer size, dropout rates of
input layer and hidden layer. We didn’t spend much effort to tune
these hyperparameters in practice, as we observe that Grand is not
very sensitive with those. Table 4 reports the best hyperparameters
of Grand we used for the results reported in Table 2.
Table 4: Hyperparameters of Grand for results in Table 2.
Hyperparameter Cora Citeseer Pubmed
DropNode probability δ 0.5 0.5 0.5
Propagation step K 8 2 5
Data augmentation times S 4 2 4
CR loss coefficient λ 1.0 0.7 1.0
Sharpening temperature T 0.5 0.3 0.2
Learning rate 0.01 0.01 0.2
Early stopping patience 200 200 100
Hidden layer size 32 32 32
L2 weight decay rate 5e-4 5e-4 5e-4
Dropout rate in input layer 0.5 0.0 0.6
Dropout rate in hidden layer 0.5 0.2 0.8
Robustness Analysis in Section 5.4. For random attack, we im-
plement the attack method with Python and NumPy library. The
propagation step K of Grand (with or without CR) is set to 5. And
the other hyperparameters are set to the values in Table 4. As for
Metattack [54], we use the publicly available implementation6 pub-
lished by the authors with the same hyperparameters used in the
original paper. We observe Grand (with or without CR) is sensitive
to the propagation step K under different perturbation rates. Thus
we search K from {5,6,7,8} for each perturbation rate. The other
hyperparameters are fixed to the values reported in Table 4.
Other Experiments. For the other results reported in Section
5.3 -5.5, the hyperparameters used in Grand are set to the values
reported in Table 4 with one or two changed for the corresponding
analysis.
6https://github.com/danielzuegner/gnn-meta-attack
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Baseline Methods. For the results of GCN or GAT reported in
Section 5.4-5.5, the learning rate is set to 0.01, early stopping pa-
tience is 100, L2 weight decay rate is 5e-4, dropout rate is 0.5. The
hidden layer size of GCN is 32. For GAT, the hidden layer consists
8 attention heads and each head consists 8 hidden units.
A.3 Datasets Details
There are totally nine datasets used in this paper, that is, Cora, Cite-
seer, Pubmed, Cora-Full, Coauthor CS, Coauthor Physics, Amazon
Computers, Amazon Photo and Aminer CS. The statistics of Cora,
Citeseer and Pubmed have been presented in Table 1. Our prepro-
cessing scripts for Cora, Citeseer and Pubmed is implemented with
reference to the codes of Planetoid7. Following the experimental
setup used in [27, 42, 47], we run 100 trials with 100 random seeds
for all results on Cora, Citeseer and Pubmed reported in Section 5.
Table 5: Statistics of Large Datasets.
Classes Features Nodes Edges
Cora-Full 67 8,710 18,703 62,421
Coauthor CS 15 6,805 18,333 81,894
Coauthor Physics 5 8,415 34,493 247,962
Amazon Computers 10 767 13,381 245,778
Amazon Photo 8 745 7,487 119,043
AMiner CS 18 100 593,486 6,217,004
We also evaluate our methods on six relatively large datasets, i.e.,
Cora-Full, Coauthor CS, Coauthor Physics, Amazon Computers,
Amazon Photo and Aminer CS. The statistics of these datasets are
given in Table 5. Cora-Full is proposed in [4]. Coauthor CS, Coau-
thor Physics, Amazon Computers and Amazon Photo are proposed
in [39]. We download the processed versions of the five datasets
here8. AMiner CS is conducted by ourselves based on AMiner cita-
tion network[41]. In AMiner CS, each node corresponds to a paper
in computer science, and edges represent citation relations between
papers. These papers are manually categorized into 18 topics based
on their publication venues. We use averaged GLOVE-100 [35]
word vector of paper abstract as the node feature vector. Our goal
is to predict the corresponding topic of each paper based on feature
matrix and citation graph structure. The corresponding results on
the six datasets are introduced in Appendix A.3.
A.4 Theorem Proofs
A.4.1 Proof for Theorem 1 .
Proof. The expectation of Lcon is:
1
2
n−1∑
i=0
E
[
(z˜(1)i − z˜(2)i )2
]
=
1
2
n−1∑
i=0
E
[(
(z˜(1)i − zi ) − (z˜(2)i − zi )
)2]
. (18)
Here zi = sigmoid(AiX·W), z˜i = sigmoid(Ai X˜·W). For the term of
z˜i − zi , we can approximate it with its first-order Taylor expansion
around AiX ·W, i.e., z˜i − zi ≈ zi (1 − zi )(Ai (X˜ −X) ·W). Applying
7https://github.com/kimiyoung/planetoid
8https://github.com/shchur/gnn-benchmark
this rule to the above equation, we have:
1
2
n−1∑
i=0
E
[
(z˜(1)i − z˜(2)i )2
]
≈ 12
n−1∑
i=0
z2i (1 − zi )2E
[
(Ai (X˜(1) − X˜(2)) ·W)2
]
=
n−1∑
i=0
z2i (1 − zi )2Varϵ
(
Ai X˜ ·W
)
.
(19)
□
A.4.2 Proof for Theorem 2.
Proof. Expanding the logistic function, Lorд is rewritten as:
Lorд =
m−1∑
i=0
[
−yiAiX ·W + A(Ai , X)
]
, (20)
whereA(Ai ,X) = − log
(
exp(−AiX·W)
1+exp(−AiX·W)
)
. Then the expectation of
perturbed classification loss can be rewritten as:
Eϵ (Lsup ) = Lorд + R(W), (21)
where R(W) = ∑m−1i=0 Eϵ [A(Ai , X˜) − A(Ai ,X)] . Here R(W) acts
as a regularization term forW. To demonstrate that, we can take a
second-order Taylor expansion of A(Ai , X˜) around AiX ·W:
Eϵ
[
A(Ai , X˜) − A(Ai , X)
]
≈ 12A
′′ (Ai , X)Varϵ
(
AiX ·W
)
. (22)
Note that the first-order term Eϵ
[
A′(Ai ,X)(X˜ − X)
]
vanishes
since Eϵ (X˜) = X. We can easily check that A′′(Ai ,X) = zi (1 − zi ).
Applying this quadratic approximation to R(W) , we get the qua-
dratic approximation form of R(W):
R(W) ≈ Rq (W) = 12
m−1∑
i=0
zi (1 − zi )Varϵ (AiX ·W). (23)
□
A.5 Additional Experiments
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Figure 9: Grand vs. Grand_dropout.
A.5.1 DropNode vs Dropout. We compare Grand and
Grand_dropout under different values of propagation step
K . The results on Cora, Citeseer and Pubmed are illustrated in
Figure 9. We observe Grand always achieve better performance
than Grand_dropout, suggesting DropNode is much more suitable
for graph data.
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Figure 10: Over-smoothing: Grand vs. its variants on Cora.
A.5.2 Results on Large Datasets. To test Grand’s scalability, we
evaluate Grand on Cora-Full, Coauthor CS, Coauthor Physics,
Amazon Computer, Amazon Photo and Aminer CS. Following the
evaluation protocol used in [39], we run each model on 100 random
train/validation/test splits and 20 random initializations for each
split (with 2000 runs on each dataset in total). For each trial, we
choose 20 samples for training, 30 samples for validation and the
remaining samples for test. We ignore 3 classes with less than 50
nodes in Cora-Full dataset as done in [39]. The results are presented
in Table 6. The results of GCN and GAT on the first five datasets
are taken from [39]. We can observe that Grand significantly out-
performs GCN and GAT on all these datasets.
Table 6: Results on large datasets.
Method CoraFull
Coauthor
CS
Coauthor
Physics
Amazon
Computer
Amazon
Photo
AMiner
CS
GCN 62.2 ± 0.6 91.1 ± 0.5 92.8 ± 1.0 82.6 ± 2.4 91.2 ± 1.2 49.9 ± 2.0
GAT 51.9 ± 1.5 90.5 ± 0.6 92.5 ± 0.9 78.0 ± 19.0 85.7 ± 20.3 49.6 ± 1.7
Grand 63.5 ±0.6 92.9 ± 0.5 94.6 ± 0.5 85.7 ± 1.8 92.5 ± 1.7 52.8 ± 1.2
A.5.3 Grand vs. Grand_GCN and Grand_GAT. As shown in Table
2, Grand_GCN and Grand_GAT get worse performances than
Grand, indicating GCN and GAT perform worse than MLP un-
der the framework of Grand. Here we conduct a series of exper-
iments to analyze the underlying reasons. Specifically, we com-
pare the MADGap values and accuracies Grand, Grand_GCN and
Grand_GAT under different values of propagation step K with
other parameters fixed. The results are shown in Figure 10. We find
that the MADGap and classification accuracy of Grand increase
significantly when enlarging the value of K . However, both the
metrics of Grand_GCN and Grand_GAT have little improvements
or even decrease. This indicates that GCN and GAT have higher
over-smoothing risk than MLP.
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