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D le disque unité ouvert du plan complexe C.
D le disque unité fermé du plan complexe C.
T le cercle unité.
Ĉ = C ∪ {∞}.
A . B signifie qu’il existe une constante C absolue que A ≤ CB.
A  B signifie que A . B et B . A.
dm la mesure de Lebesgue normalisée sur le cercle unité.
dA la mesure planaire de Lebesgue normalisé sur le disque unité D.
dAα(z) = (1 + α)(1− |z|2)αdA(z).
µα mesure de Clark sur T.
W (ζ, δ) L’ensemble de Carleson sur D
Eϕ(s) = {ζ ∈ T : |ϕ(ζ)| ≥ s}, l’ensemble de niveau du symbole ϕ.
K l’ensemble de Cantor généralisé associée à la suite (an)n.
L(E,F ) l’ensemble des opérateurs linéaires borné de E dans F .
L(E) l’ensemble des opérateurs linéaires borné sur l’espace E.
L2(T) l’espace de Lebesgue usuel.
L∞(T) l’espace des fonctions bornées sur T.
〈, 〉 produit scalaire de L2(T).
Hol(D) espace des fonctions holomorphe sur D.
H2 l’espace de Hardy.
H∞ l’espace des fonctions analytiques bornées.
u fonction intérieure.
Ku l’espace modèle.
K∞u = Ku ∩H∞ est dense dans Ku.
Dα l’espace de Dirichlet.
D l’espace de Dirichlet classique.
span{xi, i ∈ I ⊆ N} le sous-espace vectoriel fermé engendré par xi.
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P projection orthogonale de L2 sur H2.
Pu projection orthogonale de L2 sur Ku.
f̂(n) n-ème coefficient de Fourier de f .
f ∗ la limite radiale de f sur T.
kλ noyau reproduisant de H2.
kuλ noyau reproduisant de Ku.
ADC dérivée angulaire au sens de Carathéodory.
Nϕ,1 fonction de comptage de Nevanlinna de H2.
Nϕ,α fonction de comptage de Nevanlinna de Dα.




S opérateur de Shift sur H2.
Su opérateur de Shift sur Ku.
Sαu opérateur de Shift généralisé sur Ku, pour α ∈ D.
Uα opérateur unitaire de Clark sur Ku, pour α ∈ T.
Mϕ opérateur de multiplication de symbole ϕ.
Tϕ opérateur de Toeplitz sur H2 de symbole ϕ.
Cϕ opérateur de composition de symbole ϕ.
Auϕ opérateur de Toeplitz tronqué sur Ku de symbole ϕ.
ϕ
A≡ ψ ⇔ Auϕ = Auψ.
C opérateur de conjugaison sur un espace de Hilbert.
f˜ = Cf .
f ⊗ g opérateur de de rang 1 sur un espace de Hilbert (produit tensoriel).
Tα la transformation de Crofoot pour α ∈ D.
Sp(H) la classe de Schatten sur H.
Sp(H1,H2) la classe de Schatten sur H1 dans H2.
S2(H) la classe des opérateurs de Hilbert Schmidt sur H.
B(H) l’algèbre de Banach des opérateurs linéaires bornés dans H.
R(λ,A) la résolvante de l’opérateur linéaire A.
{en}n base orthonormée du espace de Hilbert.
Tu l’ensemble de tous les opérateurs de Toeplitz tronqués bornés sur Ku.
Bαu l’ensemble de tous les opérateurs de Toeplitz tronqués de type α sur Ku.
ρ(A) l’ensemble résolvant de l’opérateur A.
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Introduction.
Cette thèse s’inscrit dans le domaine de la théorie des opérateurs qui consiste en l’étude
des quelques propriétés spectrales et algébriques d’opérateurs sur divers espaces de fonc-
tions analytiques. Cette étude comporte deux parties, partie sur les opérateurs de Toeplitz
tronqués, et l’autre sur les opérateurs de composition.
Soit L2(T) l’espace de Lebesgue de fonctions carrées intégrables sur le cercle unité T et
soient H2, H∞ les espaces de Hardy classiques sur le disque unité D. Les espaces modèles
sont les sous-espaces fermés invariants par l’adjoint du shift, S∗ : f 7→ f−f(0)
z
sur H2. D’après
le théorème de Beurling [12], ces espaces sont de la forme Ku = (uH2)⊥ = H2 	 uH2, où u
est une fonction intérieure (pour plus de détails voir [27, 29, 39, 51]). Chaque espace modèle
est équipé d’un opérateur de conjugaison C défini par C[f ](ζ) = u(ζ)ζf(ζ) := f˜ , pour tout
f ∈ Ku et ζ ∈ T (voir [27, 28, 30]), et possède un noyau reproduisant kuλ(z) = 1−u(λ)u(z)(1−λz) , λ ∈
D, z ∈ T (voir [29, 39]). Les opérateurs de Toeplitz tronqués sont des compressions des opé-
rateurs de multiplication sur l’espace modèle Ku. Soit Pu la projection orthogonale de L2(T)
sur Ku. L’opérateur de Toeplitz tronqué de symbole ϕ, noté Auϕ est défini sur le sous-espace
dense Ku ∩H∞ de Ku par
Auϕ(f) = Pu(ϕf).
Le symbole ϕ n’est pas unique (c’est à dire : d’après [51], Auϕ1 = A
u
ϕ2
n’implique pas ϕ1 = ϕ2).
Une étude systématique des opérateurs Toeplitz tronqués avec des symboles dans L2(T) a
été commencée récemment par Sarason ([51]). Cet article a jeté les bases de la théorie et
inspiré une grande partie des travaux sur ces opérateurs, ainsi qu’un énorme intérêt pour
cette classe d’opérateurs (voir [6, 10, 14, 49, 50]).
Le but de ce travail est consacré aux semi-groupes d’opérateurs de Toeplitz tronqués et
leurs générateurs. Notre intérêt pour ce sujet vient des travaux de Suárez ([61]), Seu-
bert ([58, 57, 56]) et Sarason ([54, 55]). Soit Su la compression de shift sur Ku défini par
Su(f) = Pu(zf). Dans [61], Suárez a caractérisé les opérateurs fermés densément définis dans
Ku qui commute avec S∗u. Sarason a complété le résultat de Suárez dans [54], en montrant
8
TABLE DES MATIÈRES
que les opérateurs fermés densément définis sur Ku commutant avec Su sont les opérateurs
Toeplitz tronqués avec des symboles dans une certaine classe de Smirnov locale liée à u, N+u
(voir sous-chapitre 3.4).
Seubert a caractérisé dans [56], les opérateurs dissipatifs fermés et densément définis sur Ku
qui commutent avec S∗u. ces opérateurs sont les générateurs de semi-groupes de contractions
commutant avec S∗u qui sont également, en fait décrits par Seubert dans [56]. Il est montré
que tous ces opérateurs sont des opérateurs de Toeplitz tronqués.
Dans la présente thèse, nous donnons une condition nécessaire et suffisante pour qu’une
famille d’opérateurs de Toeplitz tronqués soit un semi-groupe, puis un semi-groupe unifor-
mément continu, et finalement un C0-semi-groupe de contractions ([62]). On pose T (Ku),Bαu
l’ensemble des opérateurs de Toeplitz tronqués bornés et leur algèbre de Banach, respecti-
vement. Soient (Tt)t≥0 ⊂ T (Ku). Les principaux résultats de la première partie de la thèse
sont les suivants :
1. {Tt}t≥0 est un semi-groupe sur Ku si et seulement s’il existe α ∈ Ĉ tel que Tt ∈
Bαu ,∀t ≥ 0, une des conditions suivantes est satisfaite
(a) Si α ∈ D, alors ∀t, s ≥ 0, Tt+sku0 = TtTsku0 et T0ku0 = ku0 .
(b) Si α ∈ Ĉ \ D, alors ∀t, s ≥ 0, Tt+sk˜u0 = TtTsk˜u0 et T0k˜u0 = k˜u0 .
2. Soient (Tt)t≥0 est un semi-groupe sur Ku, alors (Tt)t≥0 est uniformément continu si et
seulement s’il existe Ψ ∈ Ku et c ∈ C tel que A = Au
Ψ+αSuΨ˜+c
∈ Bαu , le générateur
infinitésimal de Tt, et l’une des conditions suivantes est satisfaite




= (1− αu(0))Ψ et c = 0.








, k˜u0 > .




= Ψ et c = limt→0+ <
Ttk˜u0−k˜u0
t
, k˜u0 > .
3. (Tt)t≥0 est un C0-semi-groupe d’opérateurs de Toeplitz tronqués de contraction si et
seulement s’il existe α ∈ Ĉ, tel qu’une des conditions suivantes est satisfaite
(a) |α| < 1 et il existe une fonction analytique C, avec Re(C(z)) ≤ 0,∀z ∈ D, tel
que Tt = AuetC
1−αu
.
(b) 1 < |α| < +∞ et il existe une fonction analytique C, avec Re(C(z)) ≤ 0,∀z ∈ D,




(c) α = ∞, et il existe une fonction analytique C, avec Re(C(z)) ≤ 0,∀z ∈ D, tel
que Tt = AuetC .
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(d) |α| = 1 et il existe une fonction mesurable q tel que esssup
ζ∈T
Re(q(ζ)) ≤ 0 et
Tt = e
tq(Sαu ).
Les démonstrations impliquent les classes de Sedlock, Bαu , introduites en 2010 dans
[49, 50], le résultat de Seubert cité plus haut et la transformée de Crofoot (un opérateur
unitaire entre différents espaces modèles [17]).
Ensuite, nous étudions les opérateurs de composition sur les espaces de Dirichlet.
Soit α ∈ [0, 1], l’espace de Dirichlet Dα, est l’ensemble des fonctions f ∈ H2, tel que∫
D
|f ′(z)|2(1− |z|2)αdA(z) <∞
Notons que D1 = H2 et D0 = D est l’espace de Dirichlet classique. L’opérateur de compo-
sition à symbole ϕ est donné par
Cϕ(f) = f ◦ ϕ, f ∈ Dα,
où ϕ : D −→ D est une fonction holomorphe.
Contrairement à l’espace de Hardy, où l’opérateur de composition est toujours borné, grâce
au théorème de Littlewood(1925 [36]), l’opérateur de composition n’est pas toujours borné
dons Dα, α ∈ (0, 1). Dons ce travail, nous nous intéressons à la bornitude, la compacité et à
l’appartenance de la classe de Schatten.
La fonction de comptage généralisée de Nevanlinna associée à Dα, d’un symbole holomorphe




(1− |w|)α, z ∈ D \ {ϕ(0)},
et Nϕ,α = 0 sur D \ϕ(D). Lorsque α = 1, Nϕ,1 est comparable à la fonction de comptage de
Nevanlinna classique, et lorsque α = 0, la fonction de comptage associée à Dirichlet classique
est donné par nϕ(z) = Nϕ,0(z) = card{w : ϕ(w) = z}.
Il y a une caractérisation complète pour la bornitude, la compacité et les classe de Schatten
en terme de la fonction de comptage, en-effet : soit la fonction holomorphe ϕ : D→ D
1) dans [60], Shapiro a été montré que
Cϕ est borné dans Dα ⇐⇒ Nϕ,1 = o(1− |z|), |z| → 1−.
2) en 2012, Kellay et Lefèvre ont montré dans leur article [33] que, pour 0 < α ≤ 1,
1. Cϕ est borné dans Dα ⇐⇒ Nϕ,α = O(1− |z|)α, |z| → 1−.
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2. Cϕ est compact dans Dα ⇐⇒ Nϕ,α = o(1− |z|)α, |z| → 1−.





(1− |z|2)2+αp/2dA(z) <∞ ⇐⇒ Cϕ dans la classe de Shatten, Sp(Dα).
L’estimation de Nϕ,α s’avère compliqué en général, dans ce travail nous donnons une majo-
ration de Nϕ,α par la norme des itérées du symbole ϕ ( [8]). Ensuite, on donne des exemples
de symbole tel que Cϕ, est borné ou compact. En-effet : on pose Dα(f) =
∫
D |f ′(z)|2dAα(z).
Soit la fonction holomorphe ϕ : D→ D. Ce qui nous permet d’avoir les résultats suivants :
1. Soit 0 < α ≤ 1,
Nϕ,α(z) . Dα(ϕn+1), 1
n
≤ 1− |z| ≤ 1








, m ≥ 2. (2)
Finalement, dans ce travail, nous étudions la propriété de certains opérateurs de composition
dans les espaces de Dirichlet aux classes de Schatten en fonction de la taille des ensembles
de niveau du symbole Eϕ(s), à l’aide des majorations (1) et (2) ([9]), tel que Eϕ(s) de ϕ est
donnée par
Eϕ(s) = {ζ ∈ T : |ϕ(ζ)| ≥ s}, s ∈ (0, 1).
Les principaux résultats sont les suivants : pour p ≥ 0
1. Soit ϕ est une fonction injective. Si l’une des deux conditions est satisfaite








alors Cϕ ∈ Sp(Dα).
2. Soit α ∈ (0, 1]. Si∑n (nβDβ(ϕn)1−α+β|Eϕ(1− 1n)|α−β)p/2 <∞ pour certains β ∈ [0, α]
et (α− β)p/2 ≤ 1, alors Cϕ ∈ Sp(Dα).
3. Soit p ≤ 2/(1− α), si ∑n (n|Eϕ(1− 1/3n)|) p2−1D(ϕn)n <∞, alors Cϕ ∈ Sp(Dα).
Cette approche permet de donner des résultats analogue pour l’opérateur de composition
Cϕ dans un espace de type Dirichlet Dα à un autre espace de type Dirichlet Dβ, avec α 6= β,
dans la classes de Schatten (Sp(Dα,Dβ)), et des exemples explicites de l’opérateur de com-
position appartenant à la classe Schatten.
La thèse est divisée en 5 chapitres.
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Nous commençons par rappeler les définitions et propriétés concernant l’espace de HardyH2,
les opérateurs de multiplication, opérateurs de Toeplitz sur l’espace de Hardy, Opérateurs
de composition sur l’espace de Hardy, et Lien entre opérateurs de Toeplitz et opérateurs
de composition dans le chapitre 1. Nous en profitons pour donner un Lien entre les trois
opérateurs multiplication, Toeplitz et composition.
Le chapitre 2 est entièrement consacré aux opérateurs de Toeplitz tronqués sur l’espace
modèle Ku. Dans ce chapitre, nous rappelons les outils de base nécessaires pour s’initier ‘à
notre sujet. On y définit les espaces modèles, et on y expose certaines propriétés qui nous
seront utiles pour la suite. Ensuite, on introduit les opérateurs de Toeplitz tronqués (Tu) et
les opérateurs de Toeplitz tronqués de type α ou du type Sedlock (Bαu ⊂ Tu), On terminera
ce chapitre par des exemples de représentation matricielle des opérateurs de Toeplitz tron-
qués pour u(z) = zn.
Dans le chapitre 3, ( les résultats de l’article [62]), on commence par un bref de théorie des
semi-groupes d’opérateurs linéaires bornés, ensuite nous donnons une condition nécessaire et
suffisante d’opérateurs de Toeplitz tronqués soit un semi-groupes avec un exemple matriciel,
et après on caractérisons les semi-groupes uniformément continus d’opérateurs de Toepliz
tronqués avec exemple. Dans le cas de semi-groupes fortement continus (C0−semi-groupes),
nous commençons par Préliminaires sur les espaces qui nous seront utiles, et les opérateurs
non-bornés, ensuite nous présenterons quelques conditions nécessaires pour qu’un opérateur
non-bornés commutes avec le Shift généralisé Sαu , condition nécessaire aux générateurs de
semi-groupe d’opérateurs de Toeplitz tronqués.
Le chapitre 4 présente les résultats de l’article [8], il est entièrement consacré aux opé-
rateurs de composition sur l’espace de Dirichlet. Dans ce chapitre, on va définir les espaces
de Dirichlet Dα, et les opérateurs de composition sur l’espace de Dirichlet Dα avec quelque
propriété élémentaire, et Nous étudions la relation entre la fonction de comptage de Ne-
vanlinna généralisée associée à ϕ et les normes de ϕn dans les espaces de Dirichlet. Nous
donnons des exemples d’opérateurs de composition de Hilbert-Schmidt sur les espaces de
Dirichlet.
Dans le dernier chapitre 5, (les résultats de l’article [9]), nous rappelons la définition les
classes des Schatten , et nous étudierons l’appartenance dans les classes de Schatten dans
l’espace Dα des opérateurs de composition en terme des ensembles de niveau et de la norme
de ϕn, enfin, on donne des exemples sur les principaux résultats obtenus dans ce chapitre.
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Chapitre 1
Opérateurs de Toeplitz et de
composition.
1.1 Espace de Hardy.
Soient D = {z ∈ C, |z| < 1} le disque unité du plan complexe C, T = ∂D = {z ∈
C, |z| = 1} le cercle unité, dm := dm(θ) = dθ
2pi
la mesure de Lebesgue normalisée sur le cercle
unité, dA(z) = dxdy/pi = rdrdθ/pi, avec z = x + iy = reiθ, la mesure planaire de Lebesgue
normalisé sur le disque unité D et par L2(T) := L2(T, dm), L∞(T) := L∞(T, dm) les espaces





On désigne par Hol(D) l’ensemble de toutes les fonctions holomorphes dans D.
L’espace de Hardy H2 est l’ensemble des fonctions f ∈ L2(T) tel le coefficient de Fourier
négatives sont nulles.
H2 = {f ∈ L2(T), f̂(n) = 0, n < 0}.
et








, n ∈ Z,
est le n-ème coefficient de Fourier de f .
On identifie H2 sur T à sous espace des fonctions holomorphes f ∈ Hol(D) sur D par
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H∞ = {f ∈ Hol(D), sup
z∈D
|f(z)| <∞}.
L’identité classique de Littlewood-Paley (voir[60]), donne par
‖f − f(0)‖2H2 = 2
∫
D
|f ′(z)|2 log 1|z|dA(z) <∞.
Le théorème de Fatou donne que toute fonction f ∈ H2 admet une unique limite radiale :
f ∗(ζ) = lim
r−→1−
f(rζ), m− p.p, ζ ∈ T.
Aussi puisque f ∈ H2 on a f ∗ ∈ L2(T) et f̂ ∗(n) = 0, ∀n < 0 et log |f ∗| ∈ L1(T) (voir [18],
Theorem 2.7).
Un espace de Hilbert H des fonctions analytiques sur un domaine Ω ⊂ C, est un espace de
Hilbert à noyau reproduisant si pour chaque λ ∈ Ω, il existe une fonction kλ ∈ H tel que
f(λ) =< f, kλ >H pour tout f ∈ H. Touts les espaces classiques de Hilbert des fonctions
analytiques sur le disque (par exemple Hardy, Bergman, et Dirichlet.) admettent le noyau
reproduisant (pour plus de détails voir [1, 4, 43]).
L’espace de Hardy H2 admet le noyau reproduisant donné par la formule :
kλ(z) =
1
1− λz , λ, z ∈ D,
et
f(z) = 〈f, kz〉, f ∈ H2.
Donc la projection orthogonale P de L2 sur H2 est donnée par :
Pf = 〈f, kλ〉, f ∈ L2(T), λ ∈ D.





1− ζz dm(ζ), z ∈ D, f ∈ L
2(T).






inθ. Clairement, ‖Pf‖ ≤ ‖f‖ pour tout f ∈ L2(T).
L’opérateur de shift sur H2 est défini par :
S[f ](z) = zf(z), f ∈ H2,
14
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, f ∈ H2.
Soit M ∈ H2, M est dit sous-espace invariant par S, lorsque M fermé et SM ⊂M , et il dit
que M non trivial lorsque {0}  M  H2.
Une fonction u ∈ H∞ est dit intérieure lorsque |u∗| = 1, sur T.
Le théorème classique de Beurling (voir [18]) donne une caractérisée complète des sous-
espaces invariants non triviaux , sont tous de la forme M = uH2, où u est une fonction
intérieure (Pour plus d’informations, voir Sous-section 2.1.1).
Factorisation dans H2.



















ζ − z dσ(ζ)
)
est une fonction intérieure singulière, qui ne s’annulent pas dans D, avec σ est une mesure
de Borel positive finie sur T, singulière par rapport à la mesure de Lebesgue. Notons que
BS est intérieure. Et







ζ − z logϕ(ζ)|dζ|
)
une fonction éxtérieure, où ϕ est une fonction positive mésurable tel que logϕ ∈ L1(T).
Il existe une description complète des fonctions intérieures. En effet, toute fonction intérieure
u (la réciproque restante vraie) peut se mettre sous la forme
u(z) = cB(z)S(z)
où c est un nombre complexe de module 1. Cette écriture permet notamment d’en déduire
que tout produit de Blaschke est une fonction intérieure.
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1.2 Opérateurs de multiplication.
Définition 1.1. Soient E et F deux espaces de Hilbert. Soient L(E,F ) l’ensemble des
opérateurs linéaires borné de E dans F , et L(E) l’ensemble des opérateurs linéaires borné
sur l’espace E.
(a) U ∈ L(E,F ) est appelé unitaire si U∗U = IE et UU∗ = IF .
(b) U ∈ L(E,F ) est appelé isométrique (co-isométrique) si U∗U = IE (UU∗ = IF ).
(c) N ∈ L(E) est appelé normal si NN∗ = N∗N .
(d) U ∈ L(E) est appelé hermitien ou auto-adjoint si U∗ = U .
(e) P ∈ L(E) est appelé positif (notation : P ≥ 0) si P est auto-adjoint et si pour tout
x ∈ E, 〈P (x), x〉 ≥ 0.
(f) Deux opérateurs A : E → E et B : F → F sont unitairement équivalents s’il existe un
opérateur unitaire U : E → F tel que A = U∗BU .
(g) U ∈ L(E) est appelé opérateur cyclique s’il existe x ∈ E (appelée vecteur cyclique pour
U) tel que E = span{Unx, n ≥ 0}.
Définition 1.2. Soient ϕ ∈ L2(T) et D(Mϕ) = {f ∈ L2(T) : ϕf ∈ L2(T)}. On appelle
opérateur de multiplication, de symbole ϕ sur L2(T) l’opérateur défini par
Mϕ : D(Mϕ) ⊆ L2(T) −→ L2(T)
f 7−→ Mϕf = ϕf.
Il est clair que D(Mϕ) est dense dans L2(T) puisqu’il contient l’espace des fonctions
continues à support compact sur T qui lui est dense dans L2(T). De plus, si ϕ ∈ L∞(T)
alors Mϕ est borné et ‖Mϕ‖ ≤ ‖ϕ‖∞ en fait le théorème suivant, exposé par Arlen Brown
et P. R. Halmos dans [13], montre que les seuls symboles ϕ pour lesquels Mϕ est borné sont
les fonctions bornées sur T.
Théorème 1.1. [13] Soient ϕ ∈ L2(T) et Mϕ opérateur de multiplication. Alors les asser-
tions suivantes sont satisfaites
(i) Les assertions suivantes sont équivalentes
(a) ϕ ∈ L∞(T)
(b) D(Mϕ) = L
2(T)
(c) Mϕ est borné sur L2(T), et ‖Mϕ‖ = ‖ϕ‖∞.
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(ii) M∗ϕ = Mϕ.
(iii) Mϕ est normal.
Le théorème suivant donne la première caractérisation de l’opérateur de multiplication.
Théorème 1.2 (Brown, Halmos [13]). Un opérateur borné sur L2(T) est un opérateur de
multiplication si et seulement s’il commute avec l’opérateur shift bilatère ( l’opérateur de
multiplication de symbole z).
Matrices de l’opérateur de multiplication.
Chaque opérateur linéaire borné sur un espace de Hilbert séparable a une représentation
matricielle par rapport à chaque base orthonormée de l’espace.
Définition 1.3. [5] Si A est un opérateur linéaire borné sur un espace de Hilbert H, et
{en}n est une base orthonormée pour H, alors la matrice de A par rapport à la base donnée
est la matrice dont la position (m,n), est 〈Aen, em〉.








, n ∈ Z,




alors la matrice de Mϕ par rapport à la base orthonormée {einθ}+∞n=−∞ de L2(T) est :
. . . . . . . . .
. . . ϕ̂(0) ϕ̂(−1) ϕ̂(−2)
. . . ϕ̂(1) ϕ̂(0) ϕ̂(−1) ϕ̂(−2)
. . . ϕ̂(2) ϕ̂(1) ϕ̂(0) ϕ̂(−1) . . .
ϕ̂(2) ϕ̂(1) ϕ̂(0) ϕ̂(−1)
. . . . . . . . .

,














Par conséquent, la matrice de Mϕ en position (m,n) est ϕ̂(m− n).
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Une deuxième caractérisation des opérateurs de multiplication à l’aide de leurs matrices,
est donnée par le théorème suivent
Théorème 1.4 (Brown, Halmos [13]). Un opérateur bornéM de L2(T) dans lui-même est un
opérateur de multiplication si et seulement si sa matrice relativement à la base orthonormée
de L2(T) est une matrice de multiplication.
1.3 Opérateurs de Toeplitz sur l’espace de Hardy.
Les opérateurs de Toeplitz sont les compressions des opérateurs de multiplication au
l’espace de Hardy H2, définie comme suit.




f 7−→ Tϕf = P (ϕf),
où P est la projection orthogonale de L2(T) sur H2.
L’opérateur de shift S ( resp. adjoint de shift S∗) est un opérateur de Toeplitz de sym-
bole z ( resp. z), S = Tz ( resp. S∗ = Tz).
Le théorème suivant donne une caractérisation des opérateurs de Toeplitz à l’aide de l’opé-
rateur shift
Théorème 1.5. [13]. Soit T un opérateur borné sur H2, alors T est un opérateur de Toeplitz
si est seulement si S∗TS = T .
Le résultat suivant indique qu’il n’y a pas d’opérateur de Toeplitz compact sur l’espace
Hardy sauf le cas trivial. Ceci est l’une des principales différences entre les opérateurs de
Toeplitz et les opérateurs de Toeplitz tronqués (voir chapitre 2).
Proposition. 1.1. Soit ϕ ∈ L∞(T). Alors Tϕ est compact si et seulement si ϕ = 0.
Quelques propriétés des opérateurs de Toeplitz qui nous seront utiles sont regroupées
dans la proposition suivante :
Proposition. 1.2. Soient ϕ, ψ ∈ L∞(T). Alors,
1. Pour tout α, β ∈ C, on a : Tαϕ+βψ = αTϕ + βTψ.
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2. Tϕ = 0 si et seulement si ϕ = 0.
3. L’opérateur identité I de H2 est l’opérateur de Toeplitz de symbole ϕ = 1, et l’opérateur
nul est l’opérateur de Toeplitz de symbole 0.
4. T ∗ϕ = Tϕ.
5. Pour tous f, g ∈ H2, on a : 〈Mϕf, g〉 = 〈Tϕf, g〉.
6. Tϕ est positif si et seulement si Mϕ est positif.
7. Tϕ est auto-adjoint si et seulement si son symbole est à valeur réelle presque partout
sur T.
1.3.1 Produit d’opérateurs de Toeplitz dans l’espace de Hardy.
Dans cette section, nous allons donner quelque résultat sur le produit de deux opérateurs
de Toeplitz. Le problème sur le produit d’opérateurs de Toeplitz a été étudié par A. Brown
et P. R. Halmos dans [13].
Définition 1.5. On dit qu’un opérateur de Toeplitz Tϕ est analytique (respectivement anti-
analytique) si ϕ est analytique bornée (respectivement anti-analytique bornée) dans D.
Théorème 1.6. Soit Tϕ est un opérateur de Toeplitz sur H2. Tϕ est analytique (respective-
ment anti-analytique) si et seulement s’il commute avec S (respectivement S∗).
Le théorème suivant dû à A. Brown et P. R. Halmos dans [13], donne une condition
nécessaire et suffisante pour que le produit de deux opérateurs de Toeplitz sur H2 soit un
opérateur de Toeplitz.
Théorème 1.7. Soient ϕ et ψ deux fonctions bornées sur T. Le produit TϕTψ est un opé-
rateur de Toeplitz si et seulement si ϕ est anti-analytique ou si ψ est analytique. Si cette
condition est satisfaite alors TϕTψ = Tϕψ.
Quelques propriétés qui nous seront utiles sont regroupées dans la proposition suivante :
Proposition. 1.3. Soient ϕ et ψ deux fonctions bornées sur T. Alors,
1. Le produit de deux opérateurs de Toeplitz sur H2, est nul si et seulement si l’un des
facteurs est nul.
2. Si Tϕ est un opérateur de Toeplitz inversible sur H2, alors son inverse est un opérateur
de Toeplitz si et seulement si ϕ est anti-analytique ou si ϕ est analytique.
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3. Tϕ est un opérateur de Toeplitz isométrie si et seulement si ϕ est analytique et de
module 1.
4. Les seuls opérateurs de Toeplitz unitaires sont les opérateurs de multiplication par un
scalaire de module 1.
Le théorème suivant résume les résultats sur la commutativité de deux opérateurs de
Toeplitz dans H2.
Théorème 1.8. [5]. Soient ϕ, ψ ∈ L∞(T). Alors TϕTψ = TψTϕ si et seulement si l’une des
trois conditions suivantes est vraie :
1. ϕ et ψ sont toutes les deux analytiques,
2. ϕ et ψ sont toutes les deux anti-analytiques,
3. il existe deux constantes a et b, non tous nuls tels que aϕ + bψ est une fonction
constante.
Le corollaire suivant donne une condition nécessaire et suffisante pour les opérateurs
normaux sur H2.
Corollaire 1.4. Les seuls opérateurs de Toeplitz normaux sont les combinaisons linéaires
finies d’opérateurs de Toeplitz auto-adjoints.
1.3.2 Matrices de Toeplitz.
Théorème 1.9. [5]. La matrice de l’opérateur de Toeplitz avec le symbole ϕ par rapport à
la base orthonormée {einθ}+∞n=0 de H2 est :
ϕ̂(0) ϕ̂(−1) ϕ̂(−2) . . .
ϕ̂(1) ϕ̂(0) ϕ̂(−1) . . .
ϕ̂(2) ϕ̂(1) ϕ̂(0) . . .
...
...
... . . .
 ,
Le théorème suivant [13] montre que si la matrice d’un opérateur borné sur H2 est une
matrice de Toeplitz alors nécessairement cet opérateur est un opérateur de Toeplitz.
Théorème 1.10. Tout opérateur borné sur H2, dont la matrice dans la base orthonormée
de H2 est une matrice de Toeplitz, est un opérateur de Toeplitz.
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Exemple 1.1. . La matrice de l’opérateur de Toeplitz analytique par rapport à la base
orthonormée {einθ}+∞n=0 de H2 donné par :
ϕ̂(0) 0 0 . . .
ϕ̂(1) ϕ̂(0) 0 . . .
ϕ̂(2) ϕ̂(1) ϕ̂(0) . . .
...
...
... . . .
 .
Et pour le symbole est anti-analytique :
ϕ̂(0) ϕ̂(−1) ϕ̂(−2) . . .
0 ϕ̂(0) ϕ̂(−1) . . .
0 0 ϕ̂(0) . . .
...
...
... . . .
 .
1.4 Opérateurs de composition sur l’espace de Hardy.
Pour une fonction holomorphe ϕ à partir de disque unité de lui-même, ϕ : D −→ D, que
nous appelons le symbole, on définit l’opérateur de composition sur H2 par :
Cϕ : H
2 −→ H2
f 7−→ f ◦ ϕ.
Dans cette partie nous rappelons quelques résultats sur les opérateurs de composition
sur l’espace de Hardy H2. Le résultat suivant est de Littlewood (1925 [36]).






pour tout f ∈ H2.




log(1/|w|), z ∈ D \ {ϕ(0)}.
Nous avons le lemme suivant.
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transforme de Möbius de D , pour tout s ∈ D, on a
Nϕ,1(Υs(w)) = NΥs◦ϕ,1(w)
pour tout w ∈ D.
La fonction de comptage classique Nϕ,1 vérifie l’inégalité de la moyenne ( voir [60]), plus
précisément, nous avons :






Démonstration. Supposons f une fonction holomorphe dans D avec f(0) 6= 0. Soit (an) la










log |f(reiθ)|dθ − log |f(0)|, 0 ≤ r < 1.





D’où si w ∈ D, alors pour f(z) = z − w l’inégalité précédente devient




log |reiθ − w|dθ,
pour tout 0 ≤ r < 1. Par intégration sur l’intervalle [0, R] par rapport à la mesure 2R−2rdr,
on obtient











pour tout 0 ≤ r < 1, avec {zj} est l’ensemble des zéros de ψ. Ensuite, la formule de Jensen






log |ψ(reiθ)|dθ − log |ψ(0)|, 0 ≤ r < 1.
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dθ − log |ψ(0)|,









log |ψ(reiθ)|dθ − log |ψ(0)|
= Nψ,r,1(0)
La preuve est terminée en remarquant que, pour tout w ∈ D
Nψ,r,1(w)→ Nψ,1(w) quand r → 1.






pour tout disque D(z,R) de centre z et de rayon R et telle que D(z,R) ⊂ D \D(0, 1
2
).
Démonstration. D’après le lemme 2.13 et le lemme 1.5 on a















1− zϕ(0) = z
et 0 < R < |Υz(ϕ(0))| = |z| < 1.
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On va donner le théorème de Shapiro ([60]) qui donne la condition nécessaire et suffisante
sur la compacité de l’opérateur de composition sur H2.















Soit (fn) une suite des fonctions dans H2 qui converge uniformément vers 0 sur tout
compact de D. Il suffit de montrer que ‖Cϕfn‖ → 0.
Soit ε > 0, on a lim|w|→1−
Nϕ,1(w)
log 1|w|
= 0 alors il existe 0 < r < 1 tel que
Nϕ,1(w) < εlog
1
|w| , r ≤ |w| < 1.
Comme fn → 0 uniformément sur tout compact de D, on peut choisir nε tel que
|fn| <
√
ε sur rD ∪ {ϕ(0)}, chaque fois que ∀n > nε. Ainsi, pour chaque n, par la
formule de changement de variable sur H2 suivante :
‖Cϕf‖2H2 = |f(ϕ(0))|2 + 2
∫
D
|f ′(ϕ(z))|2|ϕ′(z))|2 log 1|z|dA(z)
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Donc ‖Cϕfn‖ → 0 qui montrent la compacité de Cϕ sur H2.
2) On suppose que Cϕ est compact sur H2, et on montre que Nϕ,1(w) = o(log 1/|w|)




1− |w| = 0.





le noyau reproduisant normalisé deH2, comme ‖fs‖ = 1, ∀s, et fs → 0 uniformément




Appliquant la formule de changement de variable sur l’espace H2 et l’inégalité de la





































Appliquant l’inégalité de la moyenne, avec ψ = Υs ◦ ϕ et on utilise le lemme 1.5 pour
terminer l’éstimation :









1.5. Lien entre opérateurs de Toeplitz et opérateurs de composition.
On notera que dans la première ligne de l’équation précédente, l’application de l’inéga-
lité de la moyenne le disque nécessite que |Υs(ϕ(0))| > 1
2
. Mais |Υs(ϕ(0)| → 1 qaund
|s| → 1−,alors cela reste vrai pour tout s Par conséquent, pour toutes ces s,
‖Cϕfs‖2 ≥ const.Nϕ,1(s)
1− |s| .
Comme la compacité de Cϕ implique que ‖Cϕfs‖ → 0 quand |s| → 1−, alors la dernière
inégalité donne l’estimation souhaitée de la fonction Nϕ,1.
1.5 Lien entre opérateurs de Toeplitz et opérateurs de
composition.
Pour avoir un lien entre les opérateurs de composition et les opérateurs de Toeplitz sur
H2, nous avons besoin de la notion de mesures pull-back ( voir par exemple [7, 38]).
Soit µ est une mesure de Borel sur D, et soit ϕ : D → D est une fonction analytique. alors





Nϕ,1(z)dA(z), E ⊂ D.
On note cette nouvelle mesure ν par µ ◦ ϕ−1 et on appelle la mesure pull-back de µ induite
par ϕ.























Opérateurs de Toeplitz tronqués.
2.1 Préliminaires.
2.1.1 Espaces modèles.
Le but premier de cette section est de rappeler la définition et les propriétés de l’espace
modèle (voir par exemple [39, 29]). On utilise ce théorème de Beurling (en 1948 dans [12])
pour décrire les sous-espaces invariants par le shift S, et l’adjoint de shift S∗.
Théorème 2.1. 1. Un sous-espace fermé M de H2 tels que M $ H2 est invariant par
le shift S si et seulement si M est de la forme :
M := uH2 = {uf, f ∈ H2}.
où u est une fonction intérieure.
2. Les sous-espaces fermés Y de H2 tels que Y $ H2 invariants par S∗ sont de la forme
Y = (uH2)⊥ = H2 	 uH2 = {f ∈ H2, 〈f, ug〉, ∀g ∈ H2} (2.1)
où u est une fonction intérieure. Réciproquement tous les espaces de la forme (2.1) sont
S∗−invariants.
Dans la suite de cette thèse on désignera par Ku le sous espace modèle H2 	 uH2.
Proposition. 2.1. Pour chaque fonction intérieure u, l’espace modèle Ku c’est l’ensemble
des fonctions f ∈ H2 telles que f = uzg presque partout sur T, pour quelque g ∈ H2.
Autrement dit, on a :
Ku = H
2 ∩ uzH2. (2.2)
où le côté droit est considéré comme un ensemble de fonctions sur T .
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Démonstration. Soit f ∈ H2, alors
f ∈ H2 	 uH2 ⇔ f ⊥ uH2
⇔ uf ⊥ H2 car |u| = 1, p.p sur T
⇔ zuf ⊥ zH2
⇔ zuf ∈ H2
⇔ f ∈ uzH2,
donc, il existe une fonction g ∈ H2 tel que f = uzg.
Lemme 2.2. [39] Soit u une fonction intérieure, alors dimKu < ∞ si est seulement si u
est un produit de Blaschke d’ordre fini.
2.1.2 Noyau reproduisant de Ku.
L’espace modèle est un sous-espace fermé de l’espace de Hilbert à noyau reproduisant
H2 pour chaque fonction intérieure u non constante, l’espace modèle Ku possède un noyau
reproduisant. Dans cette section, nous allons identifier ces noyaux et leurs propriétés de
base. Dans [29, 39] contient plus d’informations sur le noyau reproduisant de Ku.
Rappelons que les noyaux kλ = (1−λz)−1 sont les noyaux reproduisant de l’espace de Hardy
(voir chapitre 1).
Si f = uh dans uH2, alors
f(λ) = u(λ)h(λ) = u(λ)〈h, kλ〉 = u(λ)〈fu, kλ〉 = 〈f, u(λ)ukλ〉
d’où il résulte que le noyau reproduisant pour uH2 donné par
u(λ)ukλ(z) =
u(λ)u(z)
(1− λz) , λ ∈ D, z ∈ T.
Si f ∈ Ku, alors nous avons
f(λ) = 〈f, kλ〉
= 〈f, kλ〉 − u(λ)〈f, ukλ〉
= 〈f, (1− u(λ)u)kλ〉.
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De plus, la fonction (1− u(λ)u)kλ dans Ku, puisque
〈uh, (1− u(λ)u)kλ〉 = u(λ)h(λ)− u(λ)〈uh, ukλ〉
= u(λ)h(λ)− u(λ)〈h, kλ〉
= u(λ)h(λ)− u(λ)h(λ)
= 0,
pour toute h ∈ H2, donc il existe dans Ku une unique fonction, notée kuλ telle que :




(1− λz) , λ ∈ D, z ∈ T. (2.3)








En-effet : soit λ ∈ D, on a











Exemple 2.1. Si u(z) = zn, alors
kuλ(z) =
1− λnzn
1− λz = 1 + λz + λ
2
z2 + ...+ λ
n−1
zn−1.
SoientMu etMu les opérateurs de multiplication par u et u respectivement, la projection
orthogonale de L2(T) sur K2u, Pu donné par
Pu = P −MuPMu. (2.5)
Proposition. 2.3. Soit f ∈ L2(T), alors
Puf(λ) = 〈f, kuλ〉, λ ∈ D. (2.6)
Démonstration. Nous avons Pu est un auto-adjoint, alors
〈f, kuλ〉 = 〈f, Pukuλ〉 = 〈Puf, kuλ〉 = Puf(λ).






1− ζλ dm(ζ), z ∈ D, f ∈ L
2(T),
qui utilisé pour estimer ou à contrôler le comportement de Pu.
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Figure 2.1 – Limites non-
tangentielles.
Définition 2.1. 1. (Théorème de convergence non-
tangentielle de Fatou [25]). Une fonction f ana-
lytique sur D admet une limite non-tangentielle l
au point ω ∈ T si pour tout θ > 0, f(z) → l
quand z → ω sur toute région non-tangentielle
Γθ(ω) = {z ∈ D : |z − ω| < θ(1 − |θ|)}, on note
cette limite par z non−tangentielle−−−−−−−−−−→ ω (voir figure 2.1).
2. Pour une fonction intérieure u et un point η ∈ T,
on dit que u admet une dérivée angulaire au sens
de Carathéodory ( ADC) en η, si les limites non-
tangentielles de u et u′ existe en η, et |u(η)| = 1.
Le théorème suivant donne plusieurs caractérisations utiles de ADCs.
Théorème 2.2 (Ahern-Clark [2]). Pour une fonction intérieure u = bΛsµ, avec bΛ est un
produit de Blaschke avec des zéros Λ = {λn}∞n=1, répété selon multiplicité, sµ est une fonction
intérieure singulière avec mesure singulière correspondante µ, et η ∈ T, alors les assertions
suivantes sont équivalentes :
1. Tout f ∈ Ku a une limite non-tangentielle en η.
2. Pour tout f ∈ Ku, f(λ) est borné en λ→ η non-tangentielle.




1− ηz , (2.7)
dans H2.
5. L’assertion suivante est satisfaite∑
n≥1
1− |λn|2




|ξ − η|2 <∞. (2.8)
2.1.3 Opérateurs complexes symétriques.




Définition 2.2 (Conjugaison). On dit qu’un opérateur C sur H est un opérateur de conju-
gaison (ou simplement une conjugaison) si les conditions suivantes sont satisfaites :
1. C est opérateur antilinéaire, c’est-à-dire
C(αf + βg) = αCf + βCg
pour tout α, β ∈ C et f, g ∈ H.
2. 〈Cf,Cg〉 = 〈g, f〉, pour tout f, g ∈ H.
3. C est involutif, c’est-à-dire C2 = Id.
Définition 2.3 (Opérateur complexe symétrique). Soit C un opérateur de conjugaison sur
H.
1. On dit qu’un opérateur linéaire A sur H est C-symétrique (resp. C-antisymétrique) si
A = CA∗C ( resp. −A = CA∗C ).
2. On dit qu’un opérateur linéaire A sur H est complexe-symétrique s’il existe une conju-
gaison C sur H telle que A est C-symétrique.
L’espace modèle Ku possède une conjugaison naturelle C définie en terme de fonction
au bord, c’est-à-dire C : Ku −→ Ku tel que
[Cf ](ζ) := f(ζ)ζu(ζ). (2.9)
On note f˜ le conjugué de f sur Ku, c’est-à-dire f˜ = Cf .
Proposition. 2.4. 1. Pour chaque λ ∈ D et z ∈ T, on a
k˜uλ(z) =
u(z)− u(λ)






2. Si u admet une ADC en un point η ∈ T, alors
k˜uη (z) =
u(z)− u(η)
z − η . (2.11)









z − λ .
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(2). Soit u admet une ADC au point η ∈ T, d’après Théorème 2.2, k˜uλ admet une limite
non-tangentielle en η, donc pour λ non−tangentielle−−−−−−−−−−→ η, on peut replacer λ par η dans la relation
(2.10).
Exemple 2.2. 1. Si u(z) = zn alors




k, ak ∈ C}.






n−1 + a1zn−2 + ...+ an−1.














: aj ∈ C
}
. (2.12)














Nous allons rappeler la définition et les propriétés élémentaires du produit tensoriel.
Définition 2.4. Soient H un espace de Hilbert séparable, f, g ∈ H/{0} alors on définit
l’opérateur borné de rang 1, f ⊗ g par :
f ⊗ g : H −→ H
h 7−→ f ⊗ g(h) = 〈h, g〉f.
L’image de f ⊗ g est le sous-espace de dimension 1, Cf .
On peut voir réciproquement que tout opérateur A de rang 1 a la forme f ⊗ g pour
certains vecteurs f, g ∈ H. En effet, comme ImA est de dimension 1, pour f ∈ ImA non
nul, ImA = Cf . Pour tout h ∈ H, il existe ch ∈ C tel que Ah = chf et la forme linéaire
h ∈ H 7→ ch est continue, par continuité de f ⊗ g. Le Théorème de Riesz assure l’existence
de g ∈ H tel que ch = 〈h, g〉, et alors pour h ∈ H, Ah = 〈h, g〉f = f ⊗ g(h).
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Proposition. 2.5. On a les propriétés suivantes : pour tout f, f1, g, g1 ∈ H éventuellement
non nuls, α, β ∈ C et A ∈ L(H),
1. A(f ⊗ g) = (Af ⊗ g) et (f ⊗ g)A = (f ⊗ A∗g).
2. (f ⊗ g)(f1 ⊗ g1) = 〈f1, g〉(f ⊗ g1).
3. (αf + βf1)⊗ g = α(f ⊗ g) + β(f1 ⊗ g) et f ⊗ (αg + βg1) = α(f ⊗ g) + β(f ⊗ g1).
4. Ker(f ⊗ g) = (Cg)⊥ et Im(f ⊗ g) = Cf .
5. (f ⊗ g)∗ = (g ⊗ f).
6. (f ⊗ g) = (f1 ⊗ g1) avec f, f1, g, g1 tous non nuls, si et seulement si il existe γ, λ ∈ C
tel que f = γf1, g = λg1 et λγ = 1.
2.1.5 Calcul fonctionnel pour opérateurs bornés.
Soit H un espace de Hilbert complexe et B(H) l’algèbre des opérateurs linéaires bornés






avec le rayon de convergence R, et A ∈ L(H), puisque L(H) est complète par rapport à la






La transformation f 7→ f(A), est appelle un calcul fonctionnel, induise un homomorphisme
d’algèbre de l’algèbre des fonctions entières à l’algèbre L(H). L’opérateur f(A) défini pré-
cédemment possède les propriétés dans le théorème suivant :
Théorème 2.3. Soit A ∈ L(H)
1. f(A) = f(A)∗.
2. 1(A) = I et (z)(A) = A.
3. l’opérateur f(A) commute avec A, de plus il commute avec tout opérateur linéaire
borné sur H qui commute avec A.
4. (af + bg)(A) = af(A) + bg(T ) pour a, b réels.
5. (fg)(A) = f(A)g(A) = g(A)f(A).
6. pour tout U ∈ L(H) unitaire, on a f(UAU−1) = Uf(A)U−1.
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2.2 Opérateurs de Toeplitz tronqués sur l’espace modèle.
Nous allons maintenant rappeler de nombreux résultats classiques sur les opérateurs de
Toeplitz tronqués. Ils sont des compressions des opérateurs de multiplication sur l’espace
modèle Ku. Les opérateurs de Toeplitz tronqués ont été formellement introduits par Sarason
dans [51]. Récemment il y a deux thèses, F. Korrichi [34] et F. R. Randriamahaleo [48],
concerne ces opérateurs. Dans toute la suite, on fixe u comme étant une fonction intérieure.
les compressions de S et S∗ sur K2u sont notées respectivement par Su et S∗u c’est-à-dire.
Su = S|Ku , S∗u = S∗|Ku .
Ces deux opérateurs jouent des rôles cruciaux dans la théorie des opérateurs de Toeplitz
tronqués. Comme chaque noyau reproduisant de (2.3 ) est analytique borné et span{kuλ, λ ∈
D} (le sous-espace vectoriel fermé engendré par kuλ) est dense dans Ku, il s’ensuit que
Ku ∩H∞ := K∞u est dense dans Ku.





f 7−→ Auϕ(f) = Pu(ϕf),
avec Pu est la projection orthogonale de L2(T) sur Ku.
Pour ϕ ∈ L2(T) et f ∈ Ku , on définit par la densité Auϕf = Pu(ϕf) (ou peut-être
prolongé en un opérateur borné sur Ku), c’est-à-dire si f ∈ Ku, on peut trouver (fn)n ⊂ K∞u
tel que fn
n→∞−−−→ f et Pu(ϕf) = limn→∞ Pu(ϕfn).
Exemple 2.3. Les opérateurs Su et S∗u sont des opérateurs de Toeplitz tronqués de symbole








Définition 2.6. Tu l’ensemble de tous les opérateurs de Toeplitz tronqués bornés sur Ku.
Les opérateurs de Toeplitz tronqués vérifient les propriétés immédiates suivantes.
Proposition. 2.6. Soient ϕ, ψ ∈ L2(T) telles que Auϕ, Auψ ∈ Tu. Alors
1. Pour tous nombres complexes a et b, Auaϕ+bψ = aAuϕ + bAuψ.
2. (Auϕ)∗ = Auϕ.
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Le résultat suivant montre que les opérateurs de Toeplitz tronqués bornés (∈ Tu) sont
C-symétriques.
Lemme 2.7. [30]. Les opérateurs dans Tu sont C-symétriques.
Démonstration. Soit ϕ ∈ L2(T) avec Auϕ est borné. Pour f ∈ K∞u et g ∈ Ku on a











Puisque K∞u est dense dans Ku, on a le résultat.
La réciproque de ce résultat est fausse en général. Par exemple, Sarason a montré dans
[51] que si dimKu > 2 , il y a des opérateurs de rang 1 sur Ku qui sont C-symétriques mais
qui ne sont pas des opérateurs de Toeplitz tronqués.
Lemme 2.8. [51].





λ − u(λ)k˜u0 , Suk˜uλ = λk˜uλ − u(λ)ku0 . (2.13)






(kuλ − ku0 ), S∗uk˜uλ =
1
λ
(k˜uλ − k˜u0 ). (2.14)
3. Si u admet une ADC au point η ∈ T, les relations (2.13) et (2.14) sont vraies si on
replace λ par η.







= (1− u(λ)u)S∗kλ + kλ(0)S∗(1− u(λ)u),
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λ = λ(1− u(λ)u)kλ(z)− u(λ)S∗u
= λkuλ(z)− u(λ)k˜u0 .
Comme Su ∈ Tu est C-symétrique, donc nous obtenons la deuxième égalité en appliquant









= λk˜uλ − u(λ)ku0 .
























Pu(kλ(z)− 1) = 1
λ
(kuλ − ku0 ).








(k˜uλ − k˜u0 ).
(3). Soit u admet une ADC au point η ∈ T, d’après Théorème 2.2, kuλ admet une limite non-
tangentielle en η, donc pour λ non−tangentielle−−−−−−−−−−→ η, on peut replacer λ par η dans les relations
(2.13) et (2.14).
Lemme 2.9. [51].
I − SuS∗u = ku0 ⊗ ku0 , (2.15)
et
I − S∗uSu = k˜u0 ⊗ k˜u0 (2.16)
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Démonstration. Pour la première égalité, soit f ∈ Ku∩(ku0 )⊥, c’est-à-dire 〈f, ku0 〉 = f(0) = 0,
nous avons S∗u = S∗/Ku, donc




d’où I −SuS∗u est un opérateur de rang 1 ((I −SuS∗u)g = cku0 ,∀g ∈ Ku), et comme I −SuS∗u
est un opérateur auto-adjoint alors I − SuS∗u = c(ku0 ⊗ ku0 ). Pour déterminer le scalaire, on
va appliquer le lemme 2.8 (avec λ = 0) :
(I − SuS∗u)ku0 = ku0 + u(0)Suk˜u0
= (1− |u(0)|2)ku0
= ‖ku0‖2ku0
= 〈ku0 , ku0 〉ku0
= (ku0 ⊗ ku0 )ku0 .
D’où le scalaire est 1.
Nous obtenons la deuxième égalité en appliquant l’opérateur C à la première égalité :
C(I − SuS∗u)C = ku0 ⊗ ku0 ⇔ C2 − CSuS∗uC = Cku0 ⊗ C∗ku0
⇔ I − CSuCCS∗uC = k˜u0 ⊗ k˜u0
⇔ I − S∗uSu = k˜u0 ⊗ k˜u0 .
En contraste avec l’opérateur de Toeplitz défini sur l’espace de Hardy, le symbole d’un
opérateur de Toeplitz tronqué n’est pas unique. Dans le théorème suivant nous donnons un
opérateur de Toeplitz tronqué qui a plus qu’un seul symbole.
Théorème 2.4. [51]. Si ϕ ∈ L2(T), alors Auϕ = 0 si et seulement si ϕ ∈ uH2 + uH2.
nous donnons un exemple très simple suivent, pour un opérateur de Toeplitz tronqué
n’a pas un symbole unique.




En effet, soit f ∈ Ku. Alors Au1f = Puf = f . Et Au1−Auku0 = Auu(0)u = 0 car u(0)u ∈ uH2,




Le théorème suivant donne une condition nécessaire et suffisante pour qu’un opérateur
borné sur Ku est un opérateur de Toeplitz tronqué.
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Théorème 2.5. [51].
Un opérateur A borné sur Ku appartient à Tu si, et seulement si, il existe ϕ1, ϕ2 ∈ Ku tels
que :
A− SuAS∗u = ϕ1 ⊗ ku0 + ku0 ⊗ ϕ2. (2.17)
Dans ce cas, A = Auϕ1+ϕ2.
Remarque 2.1. En appliquant l’opérateur de conjugaison C à la relation (2.17), on a
la caractérisation équivalente : un opérateur A borné sur Ku est un opérateur de Toeplitz
tronqué si et seulement s’il existe deux fonctions ϕ1, ϕ2 ∈ Ku tels que
A− S∗uASu = ϕ1 ⊗ k˜u0 + k˜u0 ⊗ ϕ2. (2.18)
Dans ce cas, A = Au
ϕ˜2+ϕ˜1
.
Le lemme suivant donne les résultats sur la commutativité avec les opérateurs de Toeplitz
tronqués et les shifts sur Ku.
Lemme 2.10. Si ϕ ∈ Ku, alors Auϕ commute avec Su et Auϕ commute avec S∗u.
Démonstration. Remarquons que l’opérateur de Toeplitz tronqué Auϕ est la compression sur
Ku de l’opérateur de Toeplitz usuel Tϕ. On a deux cas à considérer :
1. Si Tϕ est borné sur H2, d’après le Théorème 1.6, Tϕ commute avec S car ϕ ∈ Ku ⊂ H2,
donc Auϕ commute avec Su. Et en passant aux opérateurs adjoints, on vérifie de la même
manière que Auϕ commute avec S∗u.
2. Si Tϕ n’est pas borné sur H2, on peut avoir la commutativité sur les noyaux reprodui-
sant qui sont denses dans H2.
Définition 2.7. Pour deux fonctions ϕ, ψ ∈ L2(T), on note ϕ A≡ ψ si Auϕ = Auψ.
Proposition. 2.11. Soient ϕ1 et ϕ2 dans Ku. Alors Auϕ2+ϕ1 = 0 si et seulement si ϕ1 = ck
u
0
et ϕ2 = −cku0 avec c ∈ C.








Comme c(u(0)u+ u(0)u) ∈ uH2 + uH2 , d’après le théorème (2.4) on a Auϕ2+ϕ1 = 0.
Supposons maintenant Auϕ2+ϕ1 = 0, d’après la relation (2.17), on a
Auϕ2+ϕ1 − SuAuϕ2+ϕ1S∗u = 0 = ϕ1 ⊗ ku0 + ku0 ⊗ ϕ2.
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C’est-à-dire ϕ1 ⊗ ku0 = −ku0 ⊗ ϕ2. Et par le (6). de la proposition (2.5), il existe c ∈ C tel
que ϕ1 = cku0 et ϕ2 = −cku0 .
Théorème 2.6. [51]. Si dimKu = n, alors
(i) dim Tu = 2n− 1.
(ii) Si λ1, ..., λ2n−1 sont des points distincts de D, alors les opérateurs kuλj ⊗ k˜uλj , j =
1, ..., 2n− 1 est une base de Tu.
2.2.1 Opérateurs de Toeplitz tronqués de rang fini.
Le théorème suivant de Sarason [51], donne la caractérisation d’opérateurs de Toeplitz
tronqué de rang 1.
Théorème 2.7. (i) Pour tout λ ∈ D, les opérateurs kuλ⊗k˜uλ et k˜uλ⊗kuλ sont des opérateurs




(ii) Si η ∈ T et u admet une dérivée angulaire au sens de Carathéodory en η, l’opérateur
kuη ⊗ kuη est un opérateur de Toeplitz tronqué de symbole kuη + kuη + 1.
(iii) Les seuls opérateurs de Toeplitz tronqués non nul de rang 1 sont des multiples des
opérateurs dans (i) et (ii).
Pour n ∈ N, Sarason ([51] ) et Bessonov ([10] ) ont donnés la caractérisation d’opérateurs
de Toeplitz tronqué de rang n.
















































et son adjoint sont des opérateurs de Toeplitz tronqués de rang n.
(iii) [10]. Tout opérateur de Toeplitz tronqué de rang n est une combinaison linéaire finie
des opérateurs définis dans (2.19) et (2.20).
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2.2.2 Opérateurs et mesures de Clark.
En 1972, Clark [16] a introduit les opérateurs unitaires de Clark et mesures de Clark.
Définition 2.8. Soit α ∈ T. L’opérateur de Clark sur Ku est défini par




0 ⊗ k˜u0 . (2.22)
Un résultat de Clark [16] affirme que Uα est un opérateur cyclique unitaire. Réciproque-
ment, chaque opérateur unitaire Su qui perturbe par un opérateur de rang 1, est de la forme
(2.22).
Mesures de Clark.




est une fonction harmonique positive sur D et ainsi, par le théorème Herglotz [[18], p. 2], il








La famille de mesures {µα, α ∈ T} obtenu de cette manière sont appelés les mesures de
Clark pour u. La théorie de Clark donne aussi une représentation spectrale pour Uα via la
mesure de Clark µα suivante.
Théorème 2.9. (Clark [16]). Pour une fonction intérieure u avec u(0) = 0, Soit µα a











est un opérateur unitaire de L2(µα) vers Ku. En outre, si
Zα : L





Remarque 2.2. Si u(0) 6= 0, d’après Clark ([16]), on a
VαZαV
−1




2.3. Opérateurs de Toeplitz tronqués de type Sedlock.
2.3 Opérateurs de Toeplitz tronqués de type Sedlock.
Nous allons maintenant rappeler de nombreux résultats d’opérateur de Toeplitz tronqué
de type α qui introduit par Sedlock [50, 49] en 2010. On pose Ĉ = C ∪ {∞}.
Définition 2.9. Soit α ∈ Ĉ. Un opérateur de Toeplitz tronqué A est dit de type α (ou de





si α ∈ C,
Auϕ si α = 0,
Auϕ si α =∞.
Définition 2.10. 1. On note par Bαu l’ensemble des opérateurs de Toeplitz tronqués de
type α.
2. Dans le cas où α = 0, on dit que Auϕ est un opérateur du type analytique, et si α =∞
on dit que Auϕ est du type anti-analytique.
3. On note par {A}′ l’ensemble des opérateurs bornés sur Ku qui commutent avec A.
Remarque 2.3.
Bαu ⊂ Tu.
Proposition. 2.12. [50]. Si Auϕ est de type α, alors il existe ϕ0 ∈ K2u et c ∈ C telle que
ϕ0(0) = 0 et Auϕ = Auϕ0+αSuϕ˜0+c.
Démonstration. Par définition AuΦ est de type α si Φ
A≡ ϕ + αSuϕ˜ + c1 avec ϕ ∈ Ku et
c1 ∈ C. Soit la fonction ϕ0 = ϕ− c2ku0 , avec c2 = ϕ(0)‖ku0 ‖2 , alors
ϕ0 + αSuϕ˜0 + c
A≡ (ϕ− c2ku0 ) + αSu ˜(ϕ− c2ku0 ) + c
A≡ ϕ+ αSuϕ˜+ c− (c2ku0 + c2αSuk˜u0 )
A≡ ϕ+ αSuϕ˜+ c− c2(ku0 − αu(0)ku0 ), (car, Suk˜u0 = −u(0)ku0 )
A≡ ϕ+ αSuϕ˜+ c− c2(1− αu(0)), (car, ku0
A≡ ku0
A≡ 1).
En prenant c = c1 +c2(1−αu(0)), on a ϕ0 +αSuϕ˜0 +c A≡ ϕ+αSuϕ˜+c1, avec ϕ0(0) = 0.
définissons la notion d’un opérateur de shift généralisé.
Définition 2.11. Soit α ∈ D, l’opérateur de shift généralisé est défini par




0 ⊗ k˜u0 . (2.23)
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Les opérateurs de shifts généralisés ont été définis par Sarason ([51]), ils sont la somme
deux opérateurs de Toeplitz tronqués. Si α = 0, alors S0u = Su, et si α ∈ T, alors Sαu = Uα
est un opérateur unitaire de Clark. L’hypothèse |α| ≤ 1 assure que 1− u(0)α 6= 0.
Dans le lemme suivant, on a un exemple d’opérateurs de Toeplitz tronqués de type α.









Le lemme suivant caractérise les opérateurs de Toeplitz tronqués de rang 1 de type α.
Lemme 2.14. (Sedlock [50])
1. Si λ ∈ D, l’opérateur k˜uλ ⊗ kuλ est un opérateur de Toeplitz tronqué de type α, où
α = u(λ), son symbole de la forme k˜uλ + u(λ)Sukuλ
2. Si η ∈ T et u admet une dérivée angulaire au sens de Carathéodory en η, l’opérateur




Proposition. 2.15. Soit α ∈ Ĉ. Alors
A ∈ Bαu ⇐⇒ A∗ ∈ B1/αu . (2.24)
Démonstration. Si α = 0 ou α =∞ c’est évident car (Auϕ)∗ = Auϕ.
Supposons que α ∈ C∗ et soit A ∈ Bαu . Alors d’après la proposition 2.12, il existe ϕ ∈ Ku
avec ϕ(0) = 0 tel que A = Au
ϕ+αSuϕ˜+c
, avec c ∈ C, on a
A∗ = Auϕ+c+αSuϕ˜.
Nous avons
Suα˜Suϕ˜ = αSuCSuCϕ = αSuS
∗
uϕ
= α(I − ku0 ⊗ ku0 )ϕ = αϕ− αϕ(0)ku0
= αϕ.
on pose ψ = αSuϕ˜, alors
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Quelques propriétés des opérateurs de Toeplitz tronqués de type α qui nous seront utiles
sont regroupées dans la proposition suivante :
Proposition. 2.16. Soit α ∈ Ĉ.
1. Soient α1, α2 ∈ Ĉ tel que α1 6= α2, alors Bα1u ∩ Bα2u = CI.
2. Si α ∈ D, et An ∈ Bαu tels que An converge vers A pour la topologie faible des opéra-
teurs. Alors A ∈ Bαu .
3. Soient α, αn ∈ C, αn → α, et An ∈ Bαnu tels que An converge vers A pour la topologie
faible des opérateurs. Alors A ∈ Bαu .
4. La classe Bαu est une sous-algèbre maximale de Tu.
Dans [50, 49], Sedlock donne plusieurs caractérisations d’un opérateur de Toeplitz tron-
qué de type α. On va résumer dans le lemme suivant :
Lemme 2.17. Soient A un opérateur borné et α ∈ Ĉ. Les assertions suivantes sont équi-
valentes :
1. A ∈ Bαu .
2. Il existe ϕ ∈ K2u telle que
A = Auϕ+αu(ϕ−ϕ(0)).
3. Il existe ϕ ∈ K2u telle que
A = Au ϕ
1−αu
.
2.3.1 Transformation de Crofoot.
Soit u une fonction intérieure. Pour α ∈ D, on définit un automorphisme du disque
uα : D→ D tel que
uα(z) =
u(z)− α
1− αu(z) α, z ∈ D,
où ua est une fonction intérieure. Maintenant, pour chaque α ∈ D, la transformation de
Crofoot est l’application
Tα : Ku −→ Kuα
f 7−→ Tα(f) = (1− |α|
2)1/2
1− αu f.
Tα est un opérateur unitaire ([17]). Il est prouvé dans [51], Theorem 13.2, que
TαTuT ∗α = Tuα
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avec
T ∗α = T
−1
α : Kuα −→ Ku
f 7−→ T ∗α(f) =
1− αu
(1− |α|2)1/2f.
Et il est prouvé dans [14] que, si α ∈ Ĉ, Alors
TαBαuT ∗α = Bβua , avec β =
α− a
1− aα.
2.3.2 Produit d’opérateurs de Toeplitz tronqués.
Dans cette section, nous étudions le produit de deux opérateurs de Toeplitz tronqués.
Bien que la somme de deux opérateurs de Toeplitz tronqués soit toujours un opérateur
de Toeplitz tronqué, le résultat n’est pas vrai pour le produit. Le problème sur le produit
d’opérateurs de Toeplitz a été étudié par N. Sedlock dans [49, 50].
Proposition. 2.18. Soient A et B deux opérateurs C-symétriques dans un espace de Hilbert.
Les conditions suivantes sont équivalentes :
1. AB est un opérateur C-symétrique.
2. AB = BA.
3. (AB)∗ = A∗B∗.
Démonstration. Pour 1.⇒ 2.) on a AB = CCABCC = C(AB)∗C = CB∗A∗C = BA.
2.⇒ 3.) on a (AB)∗ = (BA)∗ = A∗B∗.
3.⇒ 1.) on a C(AB)C = CACCBC = A∗B∗ = (AB)∗.
N. Sedlock [49, 50] donne une condition nécessaire et suffisante pour deux opérateurs de
Toeplitz tronqués soit un opérateur de Toeplitz tronqué.
Lemme 2.19 (Sedlock [50, 49]). Soient Φ = ϕ1 +ϕ2,Ψ = ψ1 +ψ2 avec ϕ1, ϕ2, ψ1, ψ2 ∈ Ku,
tels que AuΦ, AuΨ ∈ Tu. Alors AuΦAuΨ est un opérateur de Toeplitz tronqué si et seulement si
ϕ1 ⊗ ψ2 − Suϕ˜2 ⊗ Suψ˜1 = ϕ0 ⊗ ku0 + ku0 ⊗ ψ0, (2.25)
avec ϕ0, ψ0 ∈ Ku. Dans ce cas le symbole du produit donné par
AuΦψ1 − 〈ψ1, ϕ2〉ku0 + AuΨϕ2 + ϕ0 + ψ0. (2.26)
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Le théorème suivant donné par Sedlock qui montré dans [50, 49] que la seule classe d’opé-
rateurs de Toeplitz tronqués qui est stable par la multiplication est la classe d’opérateurs
de Toeplitz tronqués du type α.
Théorème 2.10. Soient ϕ, ψ ∈ L2(T), tel que Auϕ et Auψ sont des opérateurs de Toeplitz
tronqués. Alors AuϕAuψ est un opérateur de Toeplitz tronqué si et seulement si l’un des deux
cas suivants est vérifié :
1. cas trivial : Auϕ ou Auψ est égal à cI avec c ∈ C.
2. cas non trivial : il existe α ∈ Ĉ telle que Auϕ et Auψ sont tous les deux de type α. Dans
ce cas AuϕAuψ est aussi de type α.
Proposition. 2.20. Soit A un opérateur borné dans Ku et soit α ∈ D. Alors ASαu = SαuA
si et seulement si A est de type α, dans ce cas, A = Au
ϕ+αSuϕ˜




Démonstration. Soit α ∈ D. Si A est de type α et Sαu ∈ Bαu (Lemme (2.13)), d’après le
théorème (2.10), on a ASαu de type α. Par la proposition 2.18, on a A commute avec Sαu .
Réciproquement, supposons ASαu = SαuA . Alors le premier corollaire du théorème 10.1 [51]
implique que A est un opérateur de Toeplitz tronqué qui vérifier la relation (2.17). Comme




0 ⊗ k˜u0 ) et SαuA = SuA+ α1−u(0)α(ku0 ⊗ A∗k˜u0 ) on a




0 ⊗ A∗k˜u0 ))S∗u




0 ⊗ A˜ku0 ))S∗u (carASαu = SαuA,A∗C = CA)
= A− (ASu + α
1− u(0)α(Ak
u




0 ⊗ A˜ku0 ))S∗u








0 ⊗ SuA˜ku0 )








0 ⊗ SuA˜ku0 )
=
Aku0










D’après le théorème 2.5, A = Au
ϕ+αSuϕ˜
, avec ϕ = Ak
u
0
1−u(0)α . D’où A est de type α.
Présentons maintenant la proposition suivante
Proposition. 2.21. Soit A un opérateur borné dans Ku. Alors
1. Si α ∈ D, si A ∈ {Sαu}′ alors A ∈ Tu et ϕ + αSuϕ˜ son symbole, avec ϕ = (1 −
αu(0))−1Aku0 .
45
2.3. Opérateurs de Toeplitz tronqués de type Sedlock.











3. Si α = ∞, si A ∈ {(S0u)∗}′ alors A ∈ Tu et Suϕ˜ + c son symbole, avec ϕ = SuAk˜u0 et





(2) If α ∈ C \ D. Par proposition 2.15 A∗ ∈ B1/αu et a donc le symbole ψ + (1/α)Suψ˜
avec ψ = (1− (1/α)u(0))−1A∗ku0 . Par conséquent : A a le symbole (1/α)Suψ˜ + ψ. On pose





uψ = (1/α)(ψ− < ψ, ku0 > ku0 )
d’où il vient :
ψ = αSuϕ˜+ < k
u
0 , ψ > k
u
0 .
Finalement on voit que
ϕ+ αSuϕ˜+ < k
u
0 , ψ > k
u
0 = ϕ+ αSuϕ˜+ < k
u
0 , (1− (1/α)u(0))−1A∗ku0 > ku0
= ϕ+ αSuϕ˜+
α
















= ϕ+ αSuϕ˜+ ck
u
0 .
Avec ϕ = 1
(α−u(0))SuAk˜
u







(3) Pour α =∞. Nous avons A = AA∗ku0 alors
A∗ku0 ≡A SuS˜uA˜∗ku0 + < ku0 , Aku0 > ku0
par suite, on a
A∗ku0 ≡A SuS˜uAk˜u0 + < Aku0 , ku0 > ku0
≡A Suϕ˜+ cku0 .
Avec ϕ = SuAk˜u0 et c =< Ak˜u0 , k˜u0 >.
Présentons maintenant la condition nécessaire et suffisante pour deux opérateurs de
Toeplitz tronqués de classes Sedlock sont égaux.
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Corollaire 2.22. Soient A,B ∈ Bαu , α ∈ Ĉ. Alors
1. Si α ∈ D, alors A = B si est seulement si Aku0 = Bku0 .
2. Si α ∈ Ĉ \ D, alors A = B si est seulement si Ak˜u0 = Bk˜u0 .
Démonstration. Soient A,B ∈ Bαu , α ∈ Ĉ. Alors
1. Si α ∈ D. Soit Aku0 = Bku0 , par proposition 2.21, A = Aϕ+αSuϕ˜, B = Aψ+αSuψ˜ avec
ϕ = (1− αu(0))−1Aku0 = (1− αu(0))−1Bku0 = ψ
d’où : A = B. L’autre direction est évidente.
2. Le deuxième point résulte du premier et de la proposition 2.21.
On va donner une méthode pour déterminer le symbole de produit de deux opérateurs
de Toeplitz tronqués de type α.
Corollaire 2.23. Soient A,B ∈ Bαu , α ∈ Ĉ. Alors
1. Si α ∈ D, et A = Aϕ1+αSuϕ˜1 , B = Aϕ2+αSuϕ˜2 alors AB = Aϕ3+αSuϕ˜3 avec ϕ3 =
(1− αu(0))−1ABku0 = Aϕ2 = Bϕ1.




3. Si α =∞, alors AB = ASuϕ˜+c avec ϕ = SuABk˜u0 et c =< ABk˜u0 , k˜u0 >.
Démonstration. Soient A,B ∈ Bαu , α ∈ Ĉ. Alors
(1) Si α ∈ D, et A = Aϕ1+αSuϕ˜1 , B = Aϕ2+αSuϕ˜2 donc A,B commutes avec Sαu , par
Théorème 2.10 et Proposition 2.21, nous avons AB = Aϕ3+αSuϕ˜3 ∈ Bαu , where ϕ3 =
(1− αu(0))−1ABku0 = Aϕ2 = Bϕ1.
Les troisième et deuxième points résulte du premier et de la proposition 2.21.
Proposition. 2.24. Soit A ∈ Tu est inversible. A−1 ∈ Tu si est seulement si A ∈ Bαu . De
plus si A−1 ∈ Tu alors A−1 ∈ Bαu .
47
2.3. Opérateurs de Toeplitz tronqués de type Sedlock.
2.3.3 Symboles bornés de Bαu .
Dans ce paragraphe, on va montrer que tout opérateur de type α a un symbole borné,
Sarason [52] a donné la caractérisation suivante du commutant de Su = S0u.
Théorème 2.11. Soit A un opérateur borné qui commute avec Su. Alors il existe une
fonction ϕ ∈ H∞ telle que A = Auϕ et ‖A‖ = ‖ϕ‖∞.
Donc chaque opérateur de Toeplitz tronqué borné de type 0 a un symbole borné.
Sedlock ([50, 49]) a été généralisé le résultat pour α ∈ Ĉ.
Nous avons besoin du lemme suivant
Lemme 2.25. Soient ϕ ∈ H2 et α ∈ D. Alors
T−1α A
uα













De plus, Auαϕ et Au ϕ
1−αu
(resp. Auαϕ et Au ϕ
1−uα





⇔ (ϕ− ψ) ∈ uαH2 + uαH2.



















D’autre part, pour la transformation de Crofoot Tα = (1−|α|
2)1/2




(1−|α|2)1/2 , et uα =
u−α
1−αu , on a
T−1α A
uα






























1− αu ∈ H
2
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Par la densité de K∞u , on a l’égalité.

















D’après les égalités (2.27), (2.28), et Tα unitaire, on a Auαϕ et Au ϕ
1−αu
(resp. Auαϕ et Au ϕ
1−uα
)





⇔ Auαϕ = Auαψ
⇔ Auα(ϕ−ψ) = 0
⇔ (ϕ− ψ) ∈ uαH2 + uαH2, d’après théorème 2.4.
Le théorème suivant donne l’existence d’un symbole borné dans le cas α ∈ D.
Théorème 2.12. Soit A un opérateur borné dans Ku et soit α ∈ D. Alors A est de type α
si et seulement s’il existe une fonction ϕ ∈ H2 telle que A = Au ϕ
1−αu
. Dans ce cas, il existe
une fonction ψ ∈ H∞ telle que A = Au ψ
1−αu








Démonstration. Soient A un opérateur borné dans Ku, et B = TαAT−1α . D’après la propo-
sition 2.20 , on a
A ∈ Bαu ⇔ ASαu = SαuA



















Mais cela est vrai si et seulement s’il existe une fonction ϕ ∈ H2 telle que B = Auαϕ ce qui est
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on appliquons le théorème 2.11 sur l’opérateur Auαϕ on a il existe une fonction ψ ∈ H∞ telle
que Auαϕ = A
uα
ψ et ‖Auαψ ‖ = ‖ψ‖∞. Par égalité 2.27, il vient alors
A = T−1α A
uα









Comme Tα est unitaire, ‖A‖ = ‖ψ‖∞.
















Remarque 2.4. Si |α| > 1 et A est de type α, alors A∗ est de type 1/α ∈ D. Donc les
résultats ci-dessus s’appliquent à A∗ pour obtenir des résultats similaires pour A. D’où pour
tout α ∈ Ĉ, |α| 6= 1, tout opérateur de type α a un symbole borné.
Si |α| = 1. Rappelons qu’un opérateur borné est de type α si et seulement s’il commute
avec Uα. Uα est unitairement équivalent à Zα dans l’espace L2(µα) avec µα est la mesure de
Clark associée avec Uα (voir Théorème 2.9). Le commutant de Zα est l’espace des opérateurs
de multiplication MΦ induit par L∞(µα) ( comme le théorème 1.2), et ainsi, en utilisant
unitairement équivalence, par le calcul fonctionnel continu, chaque opérateur de type α est
égal à Φ(Sαu ) avec Φ ∈ L∞(µα).
Finalement, d’après le théorème 3.2 et la remarque 2.4, on a chaque opérateur de type
α a un symbole borné.
Exemple d’un opérateur de Toeplitz tronqué borné a un symbole
non borné.
Dans [6], sous certaines conditions sur la fonction intérieure u, il existe des opérateurs
de Toeplitz tronqués bornés de rang un n’ont aucun symbole borné.
Théorème 2.13. Supposons que u admet une ADC au point η ∈ T. Soit p ∈ (2,∞). Alors
les assertions suivantes sont équivalentes :
1. L’opérateur de Toeplitz tronqué borné kuη ⊗ kuη a un symbole borné ψ ∈ Lp,
2. kuη ∈ Lp.
En particulier, si kuη 6∈ Lp pour p ∈ (2,∞), alors kuη⊗kuη est un opérateur de Toeplitz tronqué
borné a un symbole non borné.
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2.3.4 Calcul fonctionnel pour Bαu .
Comme les algèbres Bαu sont les commutant de shift généralisé Sαu (proposition 3.10),
Sedlock a donné en [49, 50], une description plus concrète à l’aide de calcul fonctionnel.
Dans ce paragraphe, nous présentons ci-dessous un bref résumé des résultats qui s’y trouve.
Il existe essentiellement deux types distincts de classes Sedlock, selon que |α| = 1 ou non,
et le cas |α| > 1 est réduit à |α| < 1 en prenant l’adjoint.
1. Si |α| = 1, alors Sαu est un opérateur unitaire de la multiplicité une, avec mesure
spectrale singulière µα ( la mesure de Clark associé à Sαu ). Ainsi Bαu = {Sαu}′ est
une sous-algèbre maximale de L(Ku), et ses éléments peuvent être décrits comme des
fonctions Φ(Sαu ) avec Φ ∈ L∞(µα).
2. Si |α| < 1, alors Sαu est une contraction totalement non-unitaire, qui a un calcul
fonctionnel avec des fonctions de H∞ [47]. Il est commutant Bαu est une algèbre faible-
ment fermée non auto-adjoint, ses éléments sont les fonctions Ψ(Sαu ) avec Ψ ∈ H∞, et
nous pouvons identifier leurs symboles comme opérateurs de Toeplitz tronqués par la
formule





3. Si |α| > 1, Alors S1/αu est une contraction totalement non-unitaire, et en utilisant la




, Ψ ∈ H∞,
avec Ψ∗(z) = Ψ(z).
Récemment, Chalendar et Timotin ont continué l’étude des opérateurs de Toeplitz tron-
qués de type α ([14]).
Théorème 2.14. Soit Auϕ ∈ Tu. Alors les assertions suivantes sont équivalentes :
1. Auϕ est unitaire.
2. Auϕ est isométrie.
3. Auϕ est co-isométrie.
4. (Auϕ)∗Auϕ − I ∈ Tu.
5. Auϕ(Auϕ)∗ − I ∈ Tu.
6. Il existe α ∈ T, tel que Auϕ ∈ Bαu et Auϕ = Φ(Sαu ) avec |Φ| = 1 µα-presque partout.
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2.4 Exemples : représentation matricielle des opérateurs
de Toeplitz tronqués pour u(z) = zn.
L’espace modèle Ku est de dimension finie si et seulement si u est un produit de Blaschke
d’ordre fini. Si u(z) = zn alors




















Dans ce cas, les opérateurs de Toeplitz tronqués sont bornés si et seulement si ils ont
un symbole borné, et ils avoir une représentation matricielle naturelle comme : soit Φ ∈
L∞(T), et soit Φ̂(n) les coefficients de Fourier de la fonction Φ, alors MAznΦ la représentation
matricielle de AznΦ par rapport à la base {1, z, z2, ..., zn−1} est
MAznΦ =

Φ̂(0) Φ̂(−1) · · · · · · Φ̂(−n+ 2) Φ̂(−n+ 1)
Φ̂(1) Φ̂(0) Φ̂(−1) . . . Φ̂(n− 1)
Φ̂(2) Φ̂(1)
. . . . . . . . . ...
... . . . . . . . . . . . .
...
... . . . . . . Φ̂(0) Φ̂(−1)
Φ̂(n− 1) · · · · · · Φ̂(2) Φ̂(1) Φ̂(0)

Remarque 2.5. La représentation matricielle des opérateurs de Toeplitz tronqués de sym-
bole holomorphe sont des matrices triangulaires inférieurs, et la représentation matricielle
des opérateurs de Toeplitz tronqués de symbole antiholomorphe sont des matrices triangu-
laires supérieures.
Matrice de type Sedlock.





















donc MA la représentation matricielle de Az
n
ϕ+αSzn ϕ˜




ϕ̂(0) αϕ̂(n− 1) · · · · · · αϕ̂(2) αϕ̂(1)
ϕ̂(1) ϕ̂(0) αϕ̂(n− 1) . . . αϕ̂(2)
ϕ̂(2) ϕ̂(1)
. . . . . . . . . ...
... . . . . . . . . . . . .
...
... . . . . . . ϕ̂(0) αϕ̂(n− 1)
ϕ̂(n− 1) · · · · · · ϕ̂(2) ϕ̂(1) ϕ̂(0)

.
Pour α =∞, on a
MA =

0 ϕ̂(n− 1) · · · · · · ϕ̂(2) ϕ̂(1)
0 0 ϕ̂(n− 1) . . . ϕ̂(2)
0 0
. . . . . . . . . ...
... . . . . . . . . . . . .
...
... . . . . . . 0 ϕ̂(n− 1)




Semi-groupes d’opérateurs de Toeplitz
tronqués.
Dans ce chapitre, nous nous intéressons aux semi-groupes d’opérateurs de Toeplitz tron-
qués
3.1 Semi-groupes d’opérateurs linéaires bornés.
Dans la suite, nous présenterons quelques problèmes concernant les semi-groupes unifor-
mément continus et semi-groupe fortement continu (C0−semi-groupe) d’opérateurs linéaires
bornés sur un espace de Hilbert complexe H. Nous noterons par B(H) l’algèbre de Banach
des opérateurs linéaires bornés dans H. Pour un opérateur linéaire A : D(A) ⊂ H → H
nous noterons par
ρ(A) = {λ ∈ C, λI − A est inversible dans B(H)}
l’ensemble résolvant de A et par
R(., A) : ρ(A) −→ B(H)
R(λ,A) = (λI − A)−1,
la résolvante de l’opérateur linéaire A.
Définition 3.1. [44] On appelle semi-groupe d’opérateurs linéaires bornés sur H une famille
{Tt}t≥0 ⊂ B(H) vérifiant les propriétés suivantes :
1. T0 = I, où I est l’opérateur d’identité de H.
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2. Tt+s = TtTs, ∀t, s ∈ [0,∞).
Un semi-groupe d’opérateurs linéaires bornés, Tt est uniformément continu si
lim
t→0+
‖Tt − I‖ = 0.
Un semi-groupe d’opérateurs linéaires bornés, Tt est fortement continu (C0−semi-groupe) si
lim
t→0+
Ttf = f ∀f ∈ H.
L’opérateur linéaire A défini par













|t=0 f ∈ D(A)
est un générateur infinitésimal du semi-groupe Tt, D(A) est le domaine de A.
Remarque 3.1. 1. Les semi-groupes uniformément continus sont C0−semi-groupes. Puisque :
‖Tt(f)− f‖ ≤ ‖Tt − I‖‖f‖
pour tout f ∈ H et tout t ≥ 0.
2. Un semi-groupe d’opérateurs linéaires bornés, Tt est scalaire si ∀t ≥ 0, Tt = ctI, ct ∈ C.
Théorème 3.1. [44] Soit {Tt}t≥0 est un C0−semi-groupe. Alors
1. il existe ω ≥ 0 et M ≥ 1 tel que ‖Tt‖ ≤Metω, pour tout t ≥ 0.
2. ‖Tt‖ ≤ etω si est seulement si ‖St‖ ≤ 1, avec
St = e
−tωTt
est un semi-groupe avec son générateur A− ωI, et A est un générateur de Tt.
Théorème 3.2. [44] Un opérateur A : H → H est le générateur infinitésimal d’un semi-









Une caractérisation très intéressante des C0-semi-groupes de contractions est donnée par
le fameux théorème de Lumer-Phillips, dans lequel interviennent les opérateursm-dissipatifs.
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Définition 3.2. Soit A : D(A) ⊂ H → H un opérateur linéaire.
1. L’opérateur A est dissipatif sur un espace de Hilbert complexe H si
Im〈Af, f〉 ≥ 0 (ou Re〈Af, f〉 ≤ 0), pour tout f ∈ D(A).
2. L’opérateur A est m-dissipatifs si
(a) A est dissipatif.
(b) ∀g ∈ H, ∀λ > 0, ∃f ∈ D(A) tel que λf − Af = g.
Théorème 3.3. (Lumer-Phillips 1961). Soit A un opérateur linéaire tel que D(A) = H.
Les assertions suivantes sont équivalentes :
1. L’opérateur A est le générateur infinitésimal d’un C0-semi-groupe de contraction (Tt)t≥0
sur H.
2. A est un opérateur m-dissipatif.
Théorème 3.4. Soit A un opérateur dissipatif et de domaine dense dans H. Alors A est
m-dissipatif si et seulement si A est fermé et A∗ est dissipatif.
3.2 Semi-groupes d’opérateurs de Toeplitz tronqués.
Nous donnons le cas trivial de semi-groupes scalaire.
Proposition. 3.1. Soit (Tt)t≥0 ⊂ Tu(Ku). Alors
Tt = ctI est un semi-groupe uniformément continu (C0-semi-groupes) sur Ku si et seulement
si ct est un semi-groupe uniformément continu (C0-semi-groupes) sur C. Dans ce cas A = aI,
avec A et a sont les générateurs de Tt et ct, respectivement.
Démonstration. Évidant, puisque ‖Ttf − f‖ = |ct − 1|‖f‖.
Le théorème suivant donne la première caractérisation de semi-groupes d’opérateurs de
Toeplitz tronqués.
Théorème 3.5. Soient Tt ∈ T (Ku),∀t ≥ 0. Alors {Tt}t≥0 est un semi-groupe d’opérateurs
linéaires bornés sur Ku si et seulement s’il existe α ∈ Ĉ tel que Tt ∈ Bαu ,∀t ≥ 0, l’une des
conditions suivantes est satisfaite
1. Si |α| = 1, alors Tt = Φt(Sαu ), t ≥ 0, avec Φt ∈ L∞(µα) et ΦtΦs = Φt+s, µα − p.p et
Φ0 = 1, µα − p.p.
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2. si |α| < 1, alors Tt = Φt(Sαu ), t ≥ 0, avec Φt ∈ H∞ et la fonction intérieure uα divise
ΦtΦs − Φt+s et Φ0 − 1.
3. Si |α| > 1, alors Tt = Ψ∗t (S1/αu )∗, t ≥ 0 avec Φt ∈ H∞ et la fonction intérieure
u1/α =
1−αu
u−α divise ΦtΦs − Φt+s et Φ0 − 1.
Démonstration. Soit {Tt}t≥0 ⊂ T (Ku) une famille de semi-groupe, alors, pour tous t, s ≥ 0,
TtTs = Tt+s ∈ T (Ku),
d’après le théorème 2.10, il existe α ∈ Ĉ, tel que pour chaque t ≥ 0, Tt ∈ Bαu . Nous avons
les cas suivants :(voir la partie calcul fonctionnel pour Bαu du chapitre 2)
1. Si |α| = 1, alors Tt = Φt(Sαu ), t ≥ 0, avec Φt ∈ L∞(µα) et
ΦtΦs(S
α




u ) = Φt+s(S
α
u )
ce qui signifie que ΦtΦs = Φt+s, µα − p.p, aussi T0 = Φ0(Sαu ) = I implique que Φ0 =
1, µα − p.p.
2. Si |α| < 1, on a
Tt = Φt(S
α
u ), t ≥ 0,
avec Φt ∈ H∞, et on a
(ΦtΦs − Φt+s)(Sαu ) = 0
avec (ΦtΦs − Φt+s) ∈ H∞, si et seulement si uα divise ΦtΦs − Φt+s, aussi
T0 − I = (Φ0 − 1)(Sαu ) = 0
implique que uα divise Φ0 − 1.
3. |α| > 1, alors Tt = Ψ∗t (S1/αu )∗,Ψt ∈ H∞, avec Ψ∗t (z) = Ψt(z). De même, comme le
point 2, u1/α = 1−αuu−α divise ΦtΦs − Φt+s et Φ0 − 1.
L’autre direction est évidant.
Nous avons le théorème suivant
Théorème 3.6. Soient (Tt)t≥0 ⊂ T (Ku). Alors {Tt}t≥0 est un semi-groupe d’opérateurs
linéaires bornés sur Ku si et seulement s’il existe α ∈ Ĉ tel que Tt ∈ Bαu ,∀t ≥ 0, une des
conditions suivantes est satisfaite
1. Si α ∈ D, alors ∀t, s ≥ 0, Tt+sku0 = TtTsku0 et T0ku0 = ku0 .
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2. Si α ∈ Ĉ \ D, alors ∀t, s ≥ 0, Tt+sk˜u0 = TtTsk˜u0 et T0k˜u0 = k˜u0 .
Démonstration. Soient (Tt)t≥0 ⊂ T (Ku). Supposons que (Tt)t≥0 est un semi-groupe alors
∀t, s ≥ 0, Tt+s = TtTs est un opérateur de Toeplitz tronqué, aussi par théorème 2.10, il
existe α ∈ Ĉ, tel que pour chaque t ≥ 0, Tt ∈ Bαu , et par corollaire 2.22 les conditions (1) et
(2) sont clairement satisfaites.
Pour l’autre direction, supposons qu’il existe α ∈ Ĉ tel que Tt ∈ Bαu ,∀t ≥ 0 d’après le
théorème 2.10 (TtTs) ∈ Bαu . Supposons aussi la condition (1) est satisfait, par corollaire
2.22, on a
Tt+s = TtTs = TsTt.
De même, si la condition (2) est satisfaite, on obtient pour corollaire 2.22 que Tt+s = TtTs =
TsTt.
Exemple 3.1. Soit u(z) = zn. Soient (Tt)t≥0 ⊂ Tzn(Kzn). alors {Tt}t≥0 est un semi-groupe
d’opérateurs linéaires bornés sur Kzn si et seulement s’il existe α ∈ Ĉ tel que Tt ∈ Bαzn ,∀t ≥
0. D’où d’après la matrice de Sedlock (voir section 2.4), MTt la représentation matricielle
de Tt = Az
n
ϕt+αSzn ϕ˜t
par rapport à la base {1, z, z2, ..., zn−1} est
MTt =

ϕ̂t(0) αϕ̂t(n− 1) · · · · · · αϕ̂t(2) αϕ̂t(1)
ϕ̂t(1) ϕ̂t(0) αϕ̂t(n− 1) . . . αϕ̂t(2)
ϕ̂t(2) ϕ̂t(1)
. . . . . . . . . ...
... . . . . . . . . . . . .
...
... . . . . . . ϕ̂t(0) αϕ̂t(n− 1)
ϕ̂t(n− 1) · · · · · · ϕ̂t(2) ϕ̂t(1) ϕ̂t(0)

avec l’une des conditions suivantes sont satisfaites





































ϕ̂t(m)ϕ̂s(k −m) + α
n−1∑
l=k+1
ϕ̂t(l)ϕ̂s(n− l + k), k ∈ {0, 1, ..., n− 1}.
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ϕ̂t(m)ϕ̂s(k −m) + α
n−1∑
l=k+1
ϕ̂t(l)ϕ̂s(n− l + k), k ∈ {0, 1, ..., n− 1}.





alors MA la représentation matricielle de Az
n
Szn ϕ˜t
par rapport à la base {1, z, z2, ..., zn−1} est
MA =

0 ϕ̂t(n− 1) ϕ̂t(n− 2) · · · ϕ̂t(1)
0 0 ϕ̂t(n− 1) ϕ̂t(2)
... . . . . . .
...
... . . . 0 ϕ̂t(n− 1)
0 · · · · · · 0 0






































ϕ̂t(l)ϕ̂s(n− l + k), k ∈ {1, 2, ..., n− 2}, ϕ̂t+s(n− 1) = 0.
3.3 Semi-groupes uniformément continus d’opérateurs de
Toeplitz tronqués.
Nous commençons cette section avec un résultat élémentaire qui caractérise le générateur
d’un semi-groupe de d’opérateurs de Toepliz tronqués.
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Proposition. 3.2. Un opérateur A borné sur Ku, est un générateur infinitésimal d’un
semi-groupe uniformément continu si et seulement si A ∈ Bαu , pour certain α ∈ Ĉ.
Démonstration. Soient (Tt)t≥0 ⊂ T (Ku) est un semi-groupe uniformément continu d’opé-
rateurs linéaires bornés sur Ku, et A son générateur. Alors il existe α ∈ Ĉ tel que (Tt) ∈






dans la norme de opérateur, alors A ∈ Bαu .
Pour l’autre direction. Supposons que A ∈ Bαu pour certain α ∈ Ĉ. Encore, puisque Bαu est
une algèbre fermé, etA ∈ Bαu , ∀t ≥ 0, donc A est générateur infinitésimal de etA.
Le théorème suivant caractérise les semi-groupe uniformément continus d’opérateurs de
Toepliz tronqués. Il donne aussi la relation entre les symboles des éléments du semi-groupe
et le symbole de son générateur.
Théorème 3.7. Soit (Tt)t≥0 ⊂ T (Ku) est un semi-groupe d’opérateurs linéaires bornés
sur Ku. alors (Tt)t≥0 est uniformément continu si et seulement s’il existe α ∈ Ĉ tel que
(Tt) ∈ Bαu ,∀t ≥ 0, et l’une des conditions suivantes est satisfaite








existe dans la norme de Ku et l’opérateur A = Au
Ψ+αSuΨ˜
est borné.











(α− u(0)) limt→0+ <
Ttk˜u0 − k˜u0
t
, k˜u0 > .













, k˜u0 > .
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Dans tous les cas A est le générateur de (Tt)t≥0.
Démonstration. Soient (Tt)t≥0 ⊂ T (Ku) est un semi-groupe d’opérateurs linéaires bornés
sur Ku. Alors par théorème 2.10 (Tt) ∈ Bαu ,∀t ≥ 0. Supposons que (Tt)t≥0 est uniformément






dans la norme de opérateur, alors A ∈ Bαu borné. D’après la propositions 2.21, nous avons
les cas suivants
(1) si α ∈ D, alors il existe Ψ ∈ Ku tel que A = Au
Ψ+αSuΨ˜













































(α− u(0)) limt→0+ <
Ttk˜u0 − k˜u0
t
, k˜u0 > .
(3) Le troisième point résulte du seconde et Proposition 2.21.
Pour l’autre direction. Supposons que (1) est satisfait et A = Au
Ψ+αSuΨ˜
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et aussi ∀f ∈ K∞u ,
Tt − I
t












CommeK∞u est dense dansKu, alose Au
Ψ+αSuΨ˜
est le générateur infinitésimal du semi-groupe
Tt. Comme ce générateur est borné, alors Tt est uniformément continu.
Pour les points deuxième et troisième suit du premier.
Présentons maintenant la condition nécessaire et suffisante pour qu’un opérateur soit
le générateur infinitésimal d’un semi-groupe uniformément continu d’opérateurs de Toepliz
tronqués, dans les deux proposition suivantes
Proposition. 3.3. Soit A ∈ Bαu est le générateur infinitésimal d’un semi-groupe uniformé-
ment continu d’opérateurs linéaires bornés (T (t))t≥0. Alors






De plus, l’une des conditions suivantes est satisfaite
1. α ∈ D, Tt = Auϕt+αSuϕ˜t avec
ϕt = (1− αu(0))−1etAku0 .
2. α ∈ C \ D, Tt = Auϕt+αSuϕ˜t+ct avec
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Démonstration. Soit A ∈ Bαu générateur de (T (t)), par théorème 3.2 nous avons






Si α ∈ D, et A = Au
Ψ+αSuΨ˜
avec Ψ = (1 − αu(0))−1Aku0 , par corollaire 2.23 nous avons
An = Au
Ψn+αSuΨ˜n
























































avec ϕt = (1− αu(0))−1etAku0 .
Pour les deuxième et troisième points résultent de premier et Proposition 2.21.
Proposition. 3.4. Soit A ∈ Bαu est le générateur infinitésimal d’un semi-groupe uniformé-
ment continu d’opérateurs linéaires bornés (T (t))t≥0. Alors (Tt)t≥0 est défini comme suit
1. Si |α| = 1, et A = Φ(Sαu ), avec Φ ∈ L∞(µα) alors
Tt = e
tΦ(Sαu ), t ≥ 0.
2. Si |α| < 1, et A = Ψ(Sαu ) = Au Ψ
1−αu
avec Ψ ∈ H∞, alors
Tt = e




3. |α| > 1, et A = Ψ∗(S1/αu )∗ = AuαΨ
α−u







Démonstration. Soit A ∈ Bαu générateur de (T (t)).













(Φ)k(Sαu ) = e
tΦ(Sαu ).
Pour les deuxième et troisième points résultent de premier et calcul fonctionnel pour Bαu
(voir chapitre 2) .
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Exemple 3.2. (1) Soit λ ∈ D et soit A = k˜uλ ⊗ kuλ l’opérateur de Toeplitz tronqué de rang
1. Par [50], Example 4.2.12, A est opérateur de Toeplitz tronqué de type u(λ),
k˜uλ ⊗ kuλ = Auk˜uλ+u(λ)Sukuλ .
Alors par proposition 3.3, A générateur infinitésimal d’un semi-groupe uniformément continu
d’opérateurs linéaires bornés (etA)t≥0. Nous avons
etA = I + t(k˜uλ ⊗ kuλ) +
t2
2!
(k˜uλ ⊗ kuλ)2 +
t3
3!
(k˜uλ ⊗ kuλ)3 + . . .
= I + t(k˜uλ ⊗ kuλ) +
t2
2!
u′(λ)(k˜uλ ⊗ kuλ) +
t3
3!
u′(λ)2(k˜uλ ⊗ kuλ) + . . .
Si u′(λ) = 0, alors
etA = I + t(k˜uλ ⊗ kuλ),
et si u′(λ) 6= 0, alors





(2) Puisque l’opérateur kuλ ⊗ k˜uλ est l’opérateur adjoint de k˜uλ ⊗ kuλ. D’où il résulte que
(kuλ⊗k˜uλ) est le générateur infinitésimal d’un semi-groupe uniformément continu d’opérateurs
de Toeplitz tronqué Tt donné par
Tt = I + t(k
u
λ ⊗ k˜uλ) si u′(λ) = 0.




(kuλ ⊗ k˜uλ) si u′(λ) 6= 0.
(3) Supposons u admet une ADC en point ζ ∈ T, c’est-à-dire la Limite non-tangentielle
de u et u′ existe en ζ avec la limite de u en ζ du module 1. Soit A = kuζ ⊗ kuζ . Par
[50], Example 4.2.12, A est opérateur de Toeplitz tronqué de type u(ζ), avec symbole kuζ +
u(ζ)Suk˜uζ . Nous avons
A2 = kuζ (ζ)(kuζ ⊗ kuζ ) = |u′(ζ)|(kuζ ⊗ kuζ ),
puisque |u′(ζ)| 6= 0, on déduit, d’après le point (1), que
Tt = e





ζ ⊗ kuζ ).
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, avec les aj sont des nombres complexes. Notez que si u est un produit
de Blaschke d’ordre fini de n, alors {k˜uλj , 1 ≤ j ≤ n} est une base de Ku, (voir [29]), et



















aj k˜uλj ⊗ kuλj .
























avec M = {j, u′(λj) = 0} et N = {j, u′(λj) 6= 0}. Depuis
(k˜uλi ⊗ kuλi)(k˜uλj ⊗ kuλj) = k˜uλj(λi)(k˜uλi ⊗ kuλj) = 0 si i 6= j,
alors
Tt = I + t
∑
j∈M










(5) Soit u est un produit de Blaschke d’ordre fini de n et |α| = 1. En utilisant le fait que
u′ 6= 0 dans T, l’équation u(ζ) = α a n solutions distinguées, ζ1, ζ2, . . . , ζn, qui dans le cercle
unité. La famille
{
kuζj , 1 ≤ j ≤ n
}






, avec aj =
ϕ(ζj)
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et puisque (kuζi ⊗ kuζi)(kuζj ⊗ kuζj) = 0, si i 6= j,












Théorème 3.8. Soient u(z) = zn et ω = e
2pii
n . Les semi-groupes uniformément continus
d’opérateurs de Toeplitz tronqués sur Ku sont :













ωj(etcj − 1)kureiθωj ⊗ k˜ureiθωj ,





(etcj − 1)(kueiθωj ⊗ kueiθωj),
Tt = A
u
etϕ et Tt = A
u
etϕ ,
avec 0 < r < 1, θ ∈ R, (cj)n−1j=0 ∈ Cn et ϕ ∈ Ku.
Démonstration. Soit (Tt)t≥0 est un semi-groupe uniformément continu d’opérateurs de Toe-
plitz tronqués sur Ku et soit A son générateur infinitésimal. Il existe α ∈ Ĉ tel que tous les
opérateurs Tt et A sont dans Bαu . Nous avons l’un des cas suivants :
1. 0 < |α| < 1 : notons que α = (reiθ)n, avec 0 < r < 1 et θ ∈ R. Les solutions de
l’équation u(z) = α sont λj = reiθωj−1, j = 1, . . . , n. La famille {k˜uλj , j = 1, . . . , n}





, avec (aj)nj=1 ∈
Cn. D’après l’exemple 3.2, point (4),





















Pour des nombres complexes c0, . . . , cn−1.
2. 1 < |α| <∞ : on applique le point (1) sur l’opérateur adjoint (T ∗t )t≥0, nous avons








| < 1, alors














ωj(etcj − 1)kureiθωj ⊗ k˜ureiθωj .
3. |α| = 1 : soit α = einθ. Les solutions de l’équation u(z) = α sont ζj = eiθωj−1,
j = 1, . . . , n. D’après l’exemple 3.2, (5),


















(etcj − 1)(kueiθωj ⊗ kueiθωj),
pour des nombres complexes c0, . . . , cn−1.
4. α = 0 : Il existe ϕ ∈ Ku tel que A = Auϕ. Notez que ϕ est une fonction holomorphie
bornée. Donc
Tt = e
tAuϕ = Auetϕ .




D’autre part, toutes les familles (Tt)t≥0 dans le théorème sont des semi-groupes unifor-
mément continus.
3.4 Semi-groupes fortement continus (C0−semi-groupes).
Dans le cadre de ce paragraphe, nous introduisons une classe plus générale que la classe




Pour ϕ dans L2(T). Soit Tϕ, l’opérateur de Toeplitz surH2 avec symbole ϕ, avec domaine
D(Tϕ) = {f ∈ H2 : P (ϕf) ∈ H2}.
Espaces de De Branges-Rovnyak.
Soit b est une fonction non constante, b ∈ H∞, mais pas un point extrême. L’espace de
de Brange-Rovnyak H(b) est l’image de H2 par l’operator (I − TbTb)1/2, c’est à dir
H(b) = (I − TbTb)1/2(H2).
Dans le livre de Sarason [53], il y a plusieurs propriétés de ces espaces, on a si ‖b‖∞ < 1
alors H(b) = H2 et si b est une fonction intérieure, alors H(b) = H2 	 bH2.
Classes de Nevanlinna et Smirnov.
La classe de Nevanlinna N dans D est la classe de fonctions ϕ = ψ
χ
avec ψ, χ ∈ H∞ et
χ 6= 0 sur D,
N = {ϕ = ψ
χ
, ψ, χ ∈ H∞, χ 6= 0 sur D}.
La classe de Smirnov N+ ⊂ N se compose de tous ϕ = ψ
χ
∈ N par que χ est extérieure,
N+ = {ϕ = ψ
χ
, ψ, χ ∈ H∞, χ 6= 0 sur D, χ extérieure}.
Il est noté dans [55] que chaque fonction non nulle ϕ dans N+ a une expression unique qu’on
appelle représentation canonique, de la forme ϕ = b
a
, avec a et b sont dans H∞ , a est une
fonction extérieure, a(0) > 0 , et |a|2 + |b|2 = 1, p.p sur T,
N+ = {ϕ = b
a
, a, b ∈ H∞, a extérieure, |a|2 + |b|2 = 1, p.p sur T, a(0) > 0}.
La classe de Smirnov locale N+u , qui défini par Sarason dans [54], compose de tous ϕ =
ψ
χ
∈ N pour que u, χ sont relativement premiers (si les seuls fonctions diviseurs intérieures
de u et χ sont des fonctions constantes du module un). D’après [54], tout ϕ ∈ N+u a une
représentation canonique unique ϕ = b
va
, avec a, b ∈ H∞, a est une fonction extérieure, tel
que a(0) > 0, |a|2 + |b|2 = 1, pp sur T, v est intérieure, v, b et v, u sont relativement premiers,






∈ N+, v extérieure, v, b et v, u sont relativement premiers}.
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Opérateurs de Toeplitz non-bornés.
[54]. Soit ϕ est une fonction non nulle dans N+, avec représentation canonique ϕ =
b
a
. L’opérateur Tϕ, l’opérateur Toeplitz avec symbole ϕ, est par définition l’opérateur de
multiplication par ϕ sur le domaine
D(Tϕ) = {f ∈ H2 : ϕf ∈ H2} = aH2.
L’opérateur Tϕ est fermé et densément défini, et son adjoint fermé et densément défini T ∗ϕ.
Le domaine D(T ∗ϕ) = H(b), et le graphique
G(T ∗ϕ) = {f ⊕ g ∈ H2 ⊕H2 : Tbf = Tag}.
L’opérateur Tϕ , l’opérateur de Toeplitz avec symbole ϕ, est défini comme T ∗ϕ.
Opérateurs de Toeplitz tronqués non-bornés.
[54, 55]. L’opérateur Tϕ induit un opérateur sur Ku, désigné par Auϕ, et défini par
Auϕ = Tϕ/D(Tϕ) ∩Ku,
avec domaine
D(Auϕ) = H(b) ∩Ku.
Dans [54], Sarason a été défini l’opérateur Auϕ, on fonction de ϕ ∈ N+u , il utilise le calcul
fonctionnel pour définir ces opérateurs : pour ϕ ∈ N+u , avec la représentation canonique






où, pour une fonction ψ holomorphe dans D, ψ∗(z) = ψ(z). Alors Auϕ est opérateur fermé
densément défini dans Ku. L’espace Ku admet un opérateur de conjugaison naturelle C,
donc Auϕ est la transformée de Auϕ avec l’opérateur C, c’est-à-dire ,
D(Auϕ) = CD(A
u
ϕ) = {f : Cf ∈ H(b) ∩Ku}
AuϕCf = CAϕf, ∀f ∈ D(Auϕ).
Dans [54], Sarason prolonge les résultats de Suárez dans [61],dans le théorème suivant
Théorème 3.9. Un opérateur fermé A densément défini dans Ku commute avec Su si et
seulement si A = ϕ(Su) où ϕ ∈ N+u .
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Quelques propriétés intéressantes dans les articles de Sarason [54, 55], sont regroupées,
pour ϕ ∈ N+u :
(i) Les opérateurs Auϕ et Auϕ sont adjoints l’un de l’autre.
(ii)
G(Auϕ) = {f ⊕ g ∈ Ku ⊕Ku : Aub f = Auvag},
et
G(Auϕ) = {f ⊕ g ∈ Ku ⊕Ku : Aub f = Auvag}.











pour f dans D(Auϕ).





f pour f dans D(Auϕ).
(v) Soient ϕ1 et ϕ2 deux fonctions non nulles dans N+u . Alors Auϕ1 = Auϕ2 si et seulement
si u divise ϕ1 − ϕ2.
Semi-groupes similaires.
[19]. Soient (Tt)t≥0 est un semi-groupe fortement continu sur X, avec son générateur
infinitésimale A sur D(A), et V est un isomorphisme d’un espace Hilbert Y dans X, alors
(S(t))t≥0 est un semi-groupe fortement continu sur Y donné par
S(t) := V −1T (t)V,
et son générateur
B = V −1AV
avec le domaine
D(B) = {y ∈ Y : V y ∈ D(A)}.
et le résolvant de B est
R(λ,B) = V −1R(λ,A)V, λ ∈ ρ(A).




3.4.2 Opérateurs non-bornés commutes avec le Shift généralisé Sαu .
Dans la suite, nous présenterons quelques conditions nécessaires pour qu’un opérateur
non-bornés commutes avec le Shift généralisé Sαu .
Si α = 0, ou α =∞.
Si α = 0 alors Sαu = Su, si α = ∞ alors Sαu = S∗u. Par Sarason [54, 55], nous avons les
résultats suivants
Théorème 3.10. 1. Un opérateur fermé A densément défini dans Ku commute avec Su
si et seulement si A = ϕ(Su) où ϕ ∈ N+u .
2. Un opérateur fermé A densément défini dans Ku commute avec S∗u si et seulement si
A = ϕ∗(S∗u) où ϕ ∈ N+u et ϕ∗(z) = ϕ(z).
Si α ∈ D.
Rappelons que uα = u−α1−αu , pour α ∈ D et Tα = M(1−|α|2)−1/2(1−αu) est un opérateur
unitaire de Kuα dans Ku. Nous avons T−1α = M(1−|α|2)1/2(1−αu)−1 (voir sous-section transfor-
mation de Crofoot 2.3.1), par suite, on a
T−1α S
α
uTα = Suα .
Soient (Tt)t≥0 et (St)t≥0 sont des semi-groupes fortement continus avec des générateurs




alors Tt, St sont similaires, de plus
A = TαBT
−1
α avec domaine D(B) = {f ∈ Ku : T−1α f ∈ D(A)}.
Si ϕ est dans H∞ et Auαϕ est borné, on a d’après Théorème 2.12 TαAuαϕ T−1α coïncide avec
Au ϕ
1−αu
and TαAuαϕ T−1α coïncide avec Au ϕ
1−αu
. Ces formules donnent la définition suivante.




























f ∈ Ku : f





est fermé et densément défini commute avec Sαu , sur Ku.
Démonstration. Soit ϕ ∈ N+uα , par Théorème 3.9 Auαϕ est un opérateur fermé densément
défini sur Kuα commute avec Su sur D(Auαϕ ), et par [54]
G(Auαϕ ) = {f ⊕ g ∈ Kuα ⊕Kuα : Auαb f = Auαva g},
et nous avons Tα opérateur unitaire de Kuα dans Ku, alors Au ϕ
1−αu
, et Auαϕ Sont unitairement
équivalents. (Auαϕ est un opérateur fermé densément défini sur Kuα commute avec Su sur
D(Auαϕ ) if and only if Au ϕ
1−αu
est un opérateur fermé densément défini sur Ku commute avec
Sαu sur D(Au ϕ
1−αu
)).




sont adjoints l’un de
l’autre.










= {f ∈ Ku : T−1α f ∈ D(Auαϕ )},
= {f ∈ Ku : f
1− αu ∈ D(A
uα
ϕ )}.
Comme Tα est unitaire, d’après [54], Auαϕ et A
uα
ϕ sont adjoints l’un de l’autre, d’où
(Au ϕ
1−αu










Proposition. 3.7. (Interprétation de calcul fonctionnel de Au ϕ
1−αu
).
Un opérateur fermé A densément défini dans Ku commute avec Sαu si et seulement si
A = Au ϕ
1−αu









Démonstration. Par Théorème 3.9, un opérateur fermé A densément défini dans Kuα com-
mute avec Suα si et seulement si
Auαϕ = ϕ(Suα) = ((va)(Suα)
−1b(Suα)

















Si α ∈ C/D.
Les résultats ci-dessus,(le cas |α| < 1), s’appliquent à A∗ pour obtenir des résultats
similaires pour A. Dans ce cas, nous avons
Proposition. 3.8. 1. Un opérateur fermé A densément défini dans Ku commute avec
Sαu si et seulement si A = Auαϕ
α−u
avec ϕ ∈ N+u(1/α) , avec domaine D(Auαϕ
α−u






2. Un opérateur fermé A densément défini dans Ku commute avec (S
1/α





∗) = ((va)∗((S1/αu )
∗))−1b∗((S1/αu )
∗),
avec Φ ∈ N+u1/α, et Φ∗(z) = Φ(z).
Si α ∈ T.
Sαu est un opérateur unitairement équivalent à l’opérateur de multiplication Mz(f) = zf
sur L2(µα). En effet, pour f ∈ L2(µα), soit




alors Vα est un opérateur unitaire de L2(µα) dans Ku et nous avons Sαu = VαMzV −1α .
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Pour une fonction mesurable Φ : T→ C, l’opérateur de multiplication MΦ est défini par
D(Mϕ) = {f ∈ L2(µα) : ϕf ∈ L2(µα)}
Mϕf = ϕf, f ∈ D(Mϕ).
MΦ est un opérateur fermé et densément défini sur L2(µα) (voir [19], Proposition 4.10, pp.
31). Nous fixons Φ(Sαu ) = VαMΦV −1α avec domaine {f ∈ Ku, V −1α f ∈ D(MΦ)}. Dans ce cas
nous avons
Proposition. 3.9. Soit α ∈ T. Un opérateur fermé A densément défini dans Ku commute
avec Sαu si et seulement si A = Φ(Sαu ) pour certaines fonctions mesurables Φ : T→ C.
Démonstration. Soit B un opérateur densément fermé sur L2(µα) qui commute avec Mz
et Mz. Donc, B commute avec MP pour chaque polynôme trigonométrique P . Soit Ψ ∈
L2(µα). Il existe une suit uniformément borné de fonctions continues sur le support de
µα qui converge vers Ψ, µα − p.p. Voir théorème de Lusin. Par l’extension du Théorème
Tietze-Urysohn, ces fonctions sont des fonctions continues sur T. Par suit, il existe une suit
uniformément borné de polynôme trigonométrique (Pn)n qui convergent vers Ψ, µα − p.p.
Pour f ∈ D(B), on obtient en utilisant le théorème de convergence dominé
< MPnf,BMPnf >=< MPnf,MPnBf >→n→∞< MΨf,MΨBf > .
Comme B est fermé, on obtient que MΨf ∈ D(B) et que BMΨf = MΨBf , Ce qui signifie
que B commute avec MΨ. De l’autre côté par ([15], Corollaire 6.9, p. 279), l’algèbre de
multiplication A = {MΨ; Ψ ∈ L2(µα)}, et son commutateur coïncide. Il résulte de ([41],
Théorème 5.6.4, pp. 343-344) que B = MΦ Pour une fonction mesurable Φ : T → C.
Maintenant, on applique le résultat V −1α AVα Pour un opérateur A fermé densément défini
sur Ku commute Sαu .
3.4.3 C0−semi-groupes.
Nous obtenons alors le résultat suivant, qui donne la commutativité ente le générateur
infinitésimal du C0-semi-groupe et le Shift généralisé Sαu .
Proposition. 3.10. Soit α ∈ Ĉ. Le générateur infinitésimal A du C0−semi-groupe {Tt}t≥0 ⊂
Bαu est fermé avec domaine D(A) dense dans Ku. De plus,
(i) si α ∈ D, Sαu (D(A)) ⊆ D(A) et pour tout f dans D(A), SαuAf = ASαuf .
(ii) si α ∈ Ĉ|D , (S1|αu )∗(D(A)) ⊆ D(A) et pour tout f dans D(A), (S1|αu )∗Af = A(S1|αu )∗f .
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Démonstration. Soit α ∈ D. Soit f est un élément arbitraire du domaine D(A) de A. Donc,





− f0‖ = 0.
De plus, Af = f0. Depuis Sαu est un opérateur borné sur Ku et Tt commutes avec Sαu pour





u (f)− Sαu (f)
t
− Sαu (f0)‖ = 0.
Alors, Sαu (f) est dans D(A) et
ASαu (f) = S
α
u (f0) = S
α
uAf.
Par conséquent Sαu (D(A)) ⊆ D(A) et SαuAf = ASαuf pour tout f dans D(A).
Si α ∈ Ĉ|D, nous avons {Tt}t≥0 ⊂ Bαu , commutes avec (S1|αu )∗ qui résulte du premier.
Nous commençons par la commutativité ente les résolvants de A et Sαu .
Corollaire 3.11. Pour chaque λ ∈ C dans l’ensemble résolvant de Auϕ, il existe une fonction
ϕλ tel que l’une des conditions suivantes est satisfaite
1. Si |α| = 1, alors R(λ,Auϕ) = Φλ(Sαu ), avec Φλ ∈ L∞(µα).
2. Si |α| < 1, alors R(λ,Auϕ) = Φλ(Sαu ) = AuΦλ
1−αu
, avec Φλ ∈ H∞.
3. Si |α| > 1, alors R(λ,Auϕ) = Φλ(S1/αu )∗ = AuαΦλ
α−u
, avec Φλ ∈ H∞.
Démonstration. Soit f est une fonction dans le domaine D(A) de A. Puisque A commutes



























Alors l’une des conditions suivantes est satisfaite
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1. si |α| = 1, alors R(λ,Auϕ) = Φλ(Sαu ), avec Φλ ∈ L∞(µα).
2. Si |α| < 1, alors R(λ,Auϕ) = Φλ(Sαu ) = AuΦλ
1−αu
, avec Φλ ∈ H∞.
3. Si |α| > 1, alors R(λ,Auϕ) = Φλ(S1/αu )∗ = AuαΦλ
α−u
, avec Φλ ∈ H∞.
Le résultat suivant donne une condition nécessaire aux générateurs de semi-groupe d’opé-
rateurs de Toeplitz tronqués.
Proposition. 3.12. Si A est le générateur infinitésimal d’un C0-semi-groupe de semi-groupe
d’opérateurs de Toeplitz tronqués sur Ku. Alors l’une des l’une des formes suivantes :
1. A = Φ(Sαu ), pour certains α ∈ T et une fonction mesurable Φ.
2. A = Au Φ
1−αu
= Φ(Sαu ) = ((va)(S
α
u ))
−1b(Sαu ), pour certains α ∈ D et Φ ∈ N+uα.
3. A = Au
αΦ
α−u




u )∗), pour certains α ∈ C \ D et
Φ ∈ N+u1/α avec Φ∗(z) = Φ(z).
4. A = Au
Φ
, pour certains Φ ∈ N+u .
Démonstration. Soit A est le générateur infinitésimal d’un C0-semi-groupe (Tt)t≥0 d’opé-
rateurs de Toeplitz tronqués sur Ku. Il existe α ∈ Ĉ tel que tous les opérateurs Tt sont
dans Bαu . Les opérateurs Tt commute avec Sαu . Cela implique que A commute avec Sαu . Les
propositions 3.7, 3.8 et 3.9 et le théorème 3.10 donnent les cas (1),(2),(3), et (4).
Dans la suite nous présentons le théorème qui donne la caractérisation des C0-semi-
groupes de contractions sur Ku.
Théorème 3.11. Soit (Tt)t≥0 est une famille sur Ku. Alors (Tt)t≥0 est un C0-semi-groupe
d’opérateurs de Toeplitz tronqués de contraction si et seulement s’il existe α ∈ Ĉ, tel qu’une
des conditions suivantes est satisfaite
1. |α| < 1 et il existe une fonction C, analytique et ayant une partie réelle négative sur






2. 1 < |α| < +∞ et il existe une fonction C, analytique et ayant une partie réelle négative








3. α =∞, et il existe une fonction C, analytique et ayant une partie réelle négative sur





4. |α| = 1 et il existe une fonction mesurable q tel que esssup
ζ∈T
Re(q(ζ)) ≤ 0 et
Tt = e
tq(Sαu ).
Démonstration. Soit (Tt)t≥0 est un C0-semi-groupe sur Ku. Ensuite, il existe α ∈ Ĉ, de sorte
que pour chaque t ≥ 0, Tt ∈ Bαu . Nous avons les cas suivants :
1. |α| < 1. Alors (T−1α TtTα)t≥0 est un C0-semi-groupe sur Kuα commute avec Suα . Par
theorem 2 de [57], il en résulte une fonction analytique C sur D, avec une partie réelle
négative et telle que
T−1α TtTα = A
uα
etC










2. 1 < |α| ≤ +∞, Tt commutes avec Sαu , alors T ∗t commutes avec S1/αu , et donc le résultat











3. α ∈ T, (V −1α TtVα)t≥0 est un semi-groupe de multiplication sur L2(µα). Par proposition
4.11 of [47] il existe une fonction mesurable q sur T tel que esssup
ζ∈T
Re(q(ζ)) ≤ ∞, et
V −1α TtVα = Metq .










Estimation de la fonction de comptage
de Nevanlinna et opérateurs de
composition sur les espaces de Dirichlet.
4.1 Opérateurs de composition sur l’espace de Dirichlet.
4.1.1 Espace de Dirichlet.
On pose
dAα(z) = (1 + α)(1− |z|2)αdA(z).
Les espaces de Dirichlet dont donnés par :
Dα =
{








Ainsi lorsque α = 1, D1 = H2 est l’espace de Hardy classique et lorsque α = 0, D0 = D est
l’espace de Dirichlet classique.
La notation A . B signifie qu’il existe une constante C absolue que A 6 CB. Nous écrivons
A  B si A . B et B . A.
Nous avons la proposition suivante :
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Proposition. 4.1. Soit f =
∑∞
n=0 anz





Pour montre ce résultat nous avons besoin du lemme suivant :
Lemme 4.2. ∫ 1
0
rn(1− r2)αdr  1
n1+α
.












































rn(1− r2)αdr  1
n1+α
.




n. On écrit :












Par la formule de Parseval, pour chaque r ∈ (0, 1) on a













4.1. Opérateurs de composition sur l’espace de Dirichlet.
4.1.2 Opérateurs de composition sur l’espace Dα.
Pour une fonction holomorphe ϕ à partir de disque unité de lui-même, ϕ : D −→ D, on
défini l’opérateur de composition sur Dα par :
Cϕ : Dα −→ Dα
f 7−→ f ◦ ϕ.
Dans ce travail nous étudions certaines propriétés de cet opérateur lorsqu’il est bien dé-
fini tel la bornitude, la compacité ainsi que l’appartenance à la classe de Hilbert Schmidt.
Rappelons que Cϕ est toujours bien défini sur H2 mais ce n’est pas le cas dans Dα pour
0 ≤ α < 1, voir [7, 20, 35, 26, 64, 23].





z=ϕ(w),w∈D(1− |w|)α, z ∈ D \ {ϕ(0)},
0, z /∈ ϕ(D).
Notons que lorsque α = 1, Nϕ,1 est comparable a la fonction de comptage de Nevanlinna




log(1/|w|), w ∈ D \ {ϕ(0)}.
Notons que log 1/|w|  1− |w|, |w| → 1−.
On associé à l’opérateur de composition sur l’espace de Dirichlet classique D0 = D, (le
cas où α = 0), la fonction de comptage nϕ = Nϕ,0 donné par
nϕ(z) = card{w : ϕ(w) = z}
c’est le nombre de zéros de de la fonction ϕ− z.
La fonction de comptage généralisée de Nevanlinna joue un rôle essentiel dans l’étude
de l’opérateur de composition. L’estimation de Nϕ,α s’avère compliqué en générale. Dans ce
travail nous allons donner une majoration de la fonction de comptage généralisée de Nevan-
linna par la normes des itérées du symbole ϕ. Ceci va nous permettre de construire quelques
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exemple d’opérateur borné et compact dans Dα.
Nous avons besoins des résultats suivants, le premier lemme donne la formule de chan-
gement de variable en terme de la fonction de comptage voir [60].
Lemme 4.3. Soient 0 ≤ α ≤ 1, ϕ : D→ D une fonction holomorphe et soit f une fonction
mesurable sur D on a :∫
D




Démonstration. On suppose que ϕ n’est pas constante.
L’ensemble Z = {z ∈ D : ϕ′(z) = 0} est dénombrable et D\Z peut s’écrire comme une union
des rectangles disjoints Rj où sur chaqu’un ϕ est biholomorphe. On note par ψj l’inverse de
la restriction de ϕ sur Rj.
Par la formule de changement de variable usuel, avec z = ψj(w), pour tout j on a :∫
Rj




Par sommation sur j, on déduit que :∫
D\Z









Où χj est la fonction caractéristique de l’ensemble ϕ(Rj).









(1− |z|2)α = Nϕ,α(w).
Pour α > 0 la fonction de comptage géneralisé Nϕ,α vérifie l’inégalité de la moyenne (
voir[33]), plus précisément, nous avons :










4.2. Lien entre Nϕ,α et Dα(ϕn).
Démonstration. Soit w(z) = (1− |z|2)α, on a lim|z|→1− w(z) = 0, par le théorème de Green,




















Puisque w est concave et décroissant alors ∆(w(r)) = ∆(w(z)) = w′(r)/r+w′′(r) < 0, pour



















− log |γ−1z (λ)|)dA(z).







































4.2 Lien entre Nϕ,α et Dα(ϕn).
Nous avons besoins le théorème de Kellay–Lefèvre suivant,(Théorèmes 1.3 et 1.4 [33])
Théorème 4.1. Soit ϕ : D→ D une fonction holomorphe. Alors pour 0 < α ≤ 1,
1. Cϕ est borné dans Dα ⇐⇒ Nϕ,α = O(1− |z|)α, |z| → 1−.
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2. Cϕ est compact dans Dα ⇐⇒ Nϕ,α = o(1− |z|)α, |z| → 1−.
Démonstration. (i)
⇐) Soit Nϕ,α = O(1− |z|)α, |z| → 1−, d’après le changement de variable dans le lemme 4.3
on a
‖Cϕ(f)‖2α = |f(ϕ(0))|2 +
∫
D
|(f ′ ◦ ϕ)(z)|2|ϕ′(z)|2dAα(z)






















(1 + n)1−α|λ|2n)(1− |λ|2)2−α
 1.



































(1− |λ|2)α . supλ∈D ‖Cϕ(Fλ)‖
2
α . ‖Cϕ‖2 sup
λ∈D
‖Fλ‖2α . ‖Cϕ‖2 <∞.
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(ii)(⇐) Soit Nϕ,α = o(1 − |z|)α, |z| → 1−, Soit (fn)n est une suite dans Dα convergence
faiblement vers 0, Il suffit de montrer que ‖Cϕ(fn)‖α → 0, n→∞. La convergence faible de
fn à 0 implique que fn → 0 et f ′n → 0 uniformément sur tout compact de D. Soit ε > 0 il
existe ρε ∈ (12 , 1) tel que
Nϕ,α ≤ ε(1− |z|)α, pour ρε < |z| < 1.
Par changement variable on a
‖Cϕ(fn)‖α = |fn(ϕ(0))|2 +
∫
D
|(f ′n ◦ ϕ)(z)|2|ϕ′(z)|2dAα(z)














|f ′n(z)|2Nϕ,α(z)dA(z) + ε.
nous avons f ′n → 0 uniformément sur le disque fermé ρεD, donc ‖Cϕ(fn)‖α → 0, n→∞.
⇒) Supposons que pour β > 0 et la suite λn ∈ D tel que |λn| → 1− et
Nϕ,α(λn) ≥ β(1− |λn|)α.




, z ∈ D.
c’est une suit bornée dans Dα converge faiblement vers 0.En effet, elle est convergente
uniformément vers 0 sur les compacts,on a
(1− |λn|2)1−α2 ≤ 2(1− |λn|2)(1−α2 )/2
D’autre part, par le changement de variable et inégalité de la moyenne, nous obtenons





















4.2. Lien entre Nϕ,α et Dα(ϕn).
où c1, c2 sont indépendants de n. Donc Cϕ n’est pas compact, contradiction.
Nous avons maintenant le résultat principal de cette section.
Théorème 4.2. Soit ϕ : D → D une fonction holomorphe. Soit 0 < α ≤ 1, alors il existe






≤ 1− |z| ≤ 1
n− 1 .
Démonstration. Soit n1 ∈ N suffisamment grand de sorte que n ≥ n1 alorsD(1−1/n− 1, 1/2(n+ 1) ⊂
D \ D(0, 1
2
). Soit et suppose que n1 ∈ N 1/n ≤ 1 − |z| ≤ 1/(n− 1). Puisque Nϕ,α vérifie
l’inégalité de la moyenne Lemme 4.4 on a


















Maintenant, il est facile de voir qu’il existe n0 ≥ n1 suffisamment grand de sorte que


























≤ 1− |z| ≤ 1
n− 1 .
Le preuve est maintenant terminée.
En conséquence de cela, nous obtenons
Corollaire 4.5. Soit ϕ : D→ D une fonction holomorphe et soit 0 < α ≤ 1. Alors
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1. Si Dα(ϕn) = O(1/nα) alors Cϕ est borné sur Dα.
2. Si Dα(ϕn) = o(1/nα) alors Cϕ est compact sur Dα.
On se propose de donner une autre preuve comme celle qui a été donée par El-Fallah,
Kellay, Shabankhah et Youssfi dans [23], dans le cas de Dirichlet (α = 0) voir Corollaire 4.9.
On considère la fonction test donnée par
Fλ(z) =
(1− |λ|2)1−α2
(1− λz) , λ, z ∈ D.
Nous avons besoin du lemme suivant ([23]) pour redémontrer le corollaire 4.5.
Lemme 4.6. Soit ϕ ∈ Dα telle que ϕ(D) ⊂ D , 0 < α ≤ 1,alors
1. Cϕ est borné dans Dα ⇐⇒ supλ∈D ‖Fλ ◦ ϕ‖Dα <∞.
2. Cϕ est compact dans Dα ⇐⇒ lim|λ|→1− ‖Fλ ◦ ϕ‖Dα = 0.
Preuve du Corollaire 4.5.





























 o(1), |λ| → 1−.
Avec c1, c2, c3 et c4 sont des constantes positifs. Donc Cϕ est compact, pour la bornitude
c’est la même preuve.
4.3 Lien entre nϕ et D(ϕn).
Le lemme suivant nous donne une majoration de nϕ par la norme dans D des itérées de ϕ.
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, m ≥ 2.
Démonstration. Depuis Nϕ,0 = nϕ, par le Lemme 4.3 nous avons


























nϕ(w)dA(w), m ≥ 2,
Le preuve est maintenant terminée.
Nous obtenons le résultat suivant qui est le théorème principal dans cette section et
donne une relation entre le comportement moyen de nϕ et D0(ϕm)









D0(ϕm+1), m ≥ 2.












on a le preuve.
L’ensemble de Carleson est définit par
W (ζ, δ) = {z ∈ D : |z| > 1− δ; | arg(ζz)| < δ}, ζ ∈ T.
Pour ζ ∈ T et δ ∈ (0, 1), l’ensemble




Nous allons utiliser le lemme de Zorboska [64, 33] suivant
Lemme 4.8. Soit ϕ : D→ D une fonction holomorphe.
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1. Cϕ est borné dans D ⇐⇒ supζ∈TN (ζ, δ) = O(δ2) δ → 0.
2. Cϕ est compact dans D ⇐⇒ supζ∈TN (ζ, δ) = o(δ2) δ → 0.
Le corollaire suivant a été obtenu par El-Fallah-Kellay-Shabankah-Youssfi [23], ici la
preuve qui découle immédiatement du Théorème 4.3 et le Lemme 4.8
Corollaire 4.9. Soit ϕ : D→ D une fonction holomorphe. Alors
1. Si D0(ϕn) = O(1) alors Cϕ est borné dans D.
2. Si D0(ϕn) = o(1) alors Cϕ est compact dans D.
Démonstration. Supposons que D0(ϕn) = O(1) .Soit δ > 0 et soit m ≥ 1 telle que 1/(m +
1) ≤ δ ≤ 1/m. par Lemme 4.3 nous avons
sup
ζ∈T





nϕ(z)dA(z) = O(1/(1 +m)
2) = O(δ2).
Le lemme 4.8 donne le résultat. Une preuve similaire pour la compacité.
Li-Queffélec-Rodriguez-Piazza ont montré que ce résultat est essentiellement optimale
[37].
4.4 Exemples.
Rappelons que pour f ∈ H2, la limite radial f ∗ de f est donne par
f ∗(eit) := lim
r→1−
f(reit).
Par le théorème de Fatou, la limite radial f ∗ existe presque partout sur T. Noter que




log |f ∗(ζ)| |dζ|
2pi
.





ζ − z log |f
∗(ζ)| |dζ|
2pi
, z ∈ D.





La fonction de distance correspondant à Ω, K est la fonction extérieure ϕΩ,K satisfaisant









, z ∈ D.





Alors la fonction ϕΩ,K appartient à l’algèbre du disque [31, p105-106] et dans ce cas nous
avons |ϕ(z)| ≤ 1 et l’ensemble des point de contact de ϕω,K sur le cercle coincide avec K,ce
qui signifie que
|ϕΩ,K | = 1 sur K.
Rappelons d’abord la construction du Cantor généralisé sur T. Soit K0 = T et l0 = 2pi.
Soit (an)n≥1 une suite décroissante de réels positive avec a1 < 12 . Nous enlevons l’intervalle
de longueur a1 du milieu de K0 .On obtient deux intervalles de longueur l1 qu’on notera
K1.Puis encore nous enlevons deux intervalles centrés de longueur a2 de chaque intervalle
de K1. Soit K2 l’union de 22 intervalles restent chacun de longueur l2. A la n’ième étape
nous aurons un ensemble Kn de 2n intervalles de longueur ln. Note que 2ln + an = ln−1. Le
compact K = ∩n≥1Kn est appelé le contor généralisé. Il est facile de voir que K a la mesure
de Lebesgue nulle si et seulement si
∑∞
n=1 2
n−1an = 2pi. L’ensemble de Cantor classique
correspond à ln = 13n .
Soit t > 0. Pour une partie fermée K de T, le t–voisinage de K est donné par
Kt = {ζ ∈ T : d(ζ,K) ≤ t} .
Pour les ensembles de Cantor généralisé nous avons une estimation de |Kt| donne par
[22].











|Kt| = O(tµK ) t→ 0 (4.3)
où µK = 1− log 2/log(1/λK).
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Démonstration. Soit t ∈ (0, a0], on choisit n tel que an < t ≤ an−1. alors

















|Kt| ≤ c(a0, λK)t1−log 2/log(1/λK).
L’ensemble de Cantor classique K correspond à µK = 1− log 2/log 3.
Nous avons besoin le théorème suivant que donné par [22] cas α ∈ (0, 1], et [21] le cas
α = 0.
Théorème 4.4. Soit α ∈ [0, 1]. Soit K est l’ensemble fermé de T vérifie (4.2), et soit
Ω : [0, 2pi] → R+ est une fonction croissante telle que t → Ω(tγ) est concave pour quelque
γ > 2/(1− α). Soit fΩ une fonction extérieure vérifie
|f ∗Ω(ζ)| = Ω(d(ζ,K) p.p sur T
alors











où NK(t) = 2
∑
j χ{|Ij |>2t}, 0 < t < pi, avec pi/K = ∪jIj.





|{d(ζ,K) < δ}| = |Kδ|.
En particulier δNK(δ) ≤ |Kδ|.




Lemme 4.12. Soit α ∈ [0, 1]. Soit K est l’ensemble fermé de T vérifie (4.2), et soit Ω :
[0, 2pi] → R+ est une fonction croissante telle que t → Ω(tγ) est concave pour quelque





avec c est constant positif.
Démonstration. Soit α ∈ [0, 1]. SoitK est l’ensemble de vérifie (4.2), et soit Ω : [0, 2pi]→ R+
est une fonction croissante telle que t→ Ω(tγ) est concave pour quelque γ > 2/(1− α). Soit
la fonction extérieure ϕΩ,K satisfaisant
|ϕΩ,K(ζ)| = e−Ω(d(ζ,K)) p.p sur T.










avec c est constant positif.
4.4.1 Exemples d’estimations de fonction de comptage de Nevan-
linna généralisé.
Nous allons donner une certaine estimation de fonction de comptage de Nevanlinna géné-
ralisée associée à la fonction de la distance donnée par (5.4). E nous allons donner quelques
exemples d’opérateurs de composition bornés et compacts sur les espaces de Dirichlet par
Corollaire 4.5.
Nous commençons par le cas de l’espace de Hardy (α = 1).
Lemme 4.13. Soit K est un ensemble fermé de T et soit Ω : [0, 2pi]→ R+ est une fonction





1−|z|}, |z| < 1.
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Théorème 4.5. Soit K un ensemble de Cantor généralisé associé à la suite (an)n vérifie
(4.2) et soit Ω(t) = tβ tel que β > µK, alors
Nϕ,1(z) = O((1− |z|)µK/β(log 1/(1− |z|))µK/β), |z| → 1−
Démonstration. Par (5.6) et Lemme 4.13 nous obtenons
Nϕ,1(z) . inf
ε>0
{εµK + e− 2ε
β
1−|z|}, |z| < 1.
Il suffit de choisir εβ = (1− |z|)(log 1/(1− |z|)µK/β).
Maintenant, nous considérons l’espace de Dirichlet Dα où 0 < α < 1.
Théorème 4.6. Soit 0 < α < 1. Soit K l’ensemble de Cantor généralisé associé à la suite
(an)n vérifie (4.2) tel que α+µK ≥ 1. Soit Ω(t) = tβ tel que β < min{(1−α)/2, α+µK−1}.
Let ϕ = ϕΩ,K, alors
Nϕ,α(z) = O((1− |z|)(α+µK−1)/β)(z → 1−),
Démonstration. Depuis β < (1 − α)/2, il existe γ > 2/(1 − α) tel que Ω(tγ) est concave.
Note que
Dα(ϕnΩ,K) = Dα(ϕnΩ,K)




















On termine par le théorème 4.2.
4.4.2 Exemples d’opérateurs de composition de Hilbert-Schmidt.
Maintenant, nous allons donner quelques exemples d’opérateurs dans la classe de Hilbert
Schmidt. Soit H est un espace. On note S2(H) la classe des opérateurs de Hilbert Schmidt.
Nous avons besoin du lemme suivant.
Lemme 4.14. Soit 0 ≤ α < 1, et soit ϕ est une fonction holomorphe de D dans D. Les
assertions suivantes sont équivalentes

















Démonstration. Nous montrons d’abord l’équivalence (i) et (ii). Let en = zn/(1 + n)
1−α
2 .
Depuis (en)∞n=0 est une base orthonormée de Dα et Cϕ(en) = ϕn/(1 + n)
1−α
2 , alors Cϕ ∈





































Enfin, l’équivalence (iii) et (iv) suit le changement de variable de Lemme 4.3.
Le résultat suivant a été obtenu par [23] pour l’espace de Dirichlet , α = 0.
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Théorème 4.7. Soit 0 ≤ α < 1. Soit K l’ensemble de Cantor généralisé vérifier (4.2),
et soit Ω : [0, 2pi] → R+ est une fonction croissante telle que t → Ω(tγ) est concave pour




tα|Kt|dt < ∞, (4.4)
alors CϕΩ,K ∈ S2(Dα).




Ω′(t)2 e−2Ω(t) tα|Kt| dt.
Depuis ϕnΩ,K = ϕnΩ,K , on obtient∫
D
|ϕ′Ω,K(z)|2


















avec c1 et c2 sont constants positifs. En notant que
1− e−2Ω(t)  Ω(t),
nous obtenons le résultat.
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Chapitre 5
Opérateurs de composition dans les
classes de Schatten.
5.1 Définitions.
Dans ce paragraphe nous définissons les valeurs singulières d’un opérateur compact,
agissant sur un espace de Hilbert séparable H, et nous introduisons les classes de Schatten
Sp.
Définition 5.1. Soient H1 et H2 deux espaces de Hilbert et T un opérateur compact défini de
H1 dans H2. Les valeurs singulières λn, n ∈ N∗, de T sont les valeurs propres de l’opérateur
(TT ∗)1/2, (est un opérateur compact défini positif), listées par ordre décroissant en module.
Définition 5.2. On dit qu’un opérateur compact T défini sur un espace de Hilbert H1 dans
H2, est de Schatten de classe p, 0 < p < ∞, autrement dit T ∈ Sp(H1,H2), si la suite des
valeurs singulières qui lui est associée (λn)n est dans lp (i.e
∑
n |λn|p < ∞). Si H1 = H2,
on pose Sp(H1,H1) := Sp(H1).
Dans ce chapitre, nous étudions la propriété de certains opérateurs de composition dans
les espaces de Dirichlet aux classes de Schatten en fonction de la taille des ensembles de
niveau du symbole. Pour s ∈ (0, 1), l’ensemble de niveau Eϕ(s) de ϕ est donnée par.
Eϕ(s) = {ζ ∈ T : |ϕ(ζ)| ≥ s},
et nous avons Eϕ := Eϕ(1) l’ensemble des points de contact du symbole ϕ avec le cercle unité.
Cette approche permet de donner des exemples explicites de l’opérateur de composition
appartenant à la classe Schatten.
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(1− |z|2)2+αp/2dA(z) <∞ ⇐⇒ Cϕ ∈ Sp(Dα).
Pour plus d’informations sur les classes de Schatten voir par exemple [63].
5.2 Classes de Schatten Sp(Dα).
Dans cette section on s’intéresse aux opérateurs de compositions associées à des fonctions
holomorphes définies sur D dans lui même. Nous étudierons l’appartenance dans les classes
de Schatten dans l’espace Dα de ces opérateurs en terme de les ensembles de niveau et de
la norme de ϕn. Nous avons besoin les lemmes suivants





(1− |z|2)2+αp/2dA(z) <∞ ⇐⇒ Cϕ ∈ Sp(Dα).









2. Nϕ(z) . |Eϕ(|z| − (1− |z|)/2)| pour tout z ∈ D tel que |z| > 2/3.





























5.2. Classes de Schatten Sp(Dα).
(2). Comme Nϕ vérifie l’inegalité de la moyenne (voir [60]), nous avons pour tout disque
































(1− |z|+ ρ)|E(|z| − ρ).
On pose ρ = (1− |z|)/2, on a
Nϕ(z) ≤ 12|Eϕ(|z| − (1− |z|)/2)|
pour |z| − ρ > 1/2, c’est-à-dire |z| > 2/3.
Théorème 5.1. Soit ϕ est une fonction injective. Si l’une des deux conditions est satisfaite
1. Si αp/2 ≤ 1 et ∫ 1
0
|Eϕ(r)|αp/2
(1− r)2 dr <∞




alors Cϕ ∈ Sp(Dα).





































5.2. Classes de Schatten Sp(Dα).









































En utilisant le Lemme 5.1 pour terminer la démonstration.
Nous avons le résultat suivant








pour certains β ∈ [0, α] et (α− β)p/2 ≤ 1, alors Cϕ ∈ Sp(Dα).
Démonstration. D’après l’inégalité de Hölder, nous avons pour 0 ≤ β ≤ α
Nϕ,α(z) ≤ N1−α+βϕ, β
1−α+β
(z)Nα−βϕ (z).




d’après Théorème 4.2, on a il existe n0 ∈ N tel que pour tout n ≥ n0
Nϕ,β(z) . Dβ(ϕn), 1
n
≤ 1− |z| < 1
n− 1 .











































5.2. Classes de Schatten Sp(Dα).
Le Lemme 5.1 donne le résultat.
Remarque 5.1.








alors Cϕ ∈ Sp(Dα).
Nous avons le théorème suivant









alors Cϕ ∈ Sp(Dα).
Pour la démonstration nous avons besoin de quelques lemmes




















par le lemme de Schwarz, nous avons |z = ϕ(w)| ≤ |w| et αp/(p− 2) ≥ 1, De plus, on a∑
ϕ(w)=z




 (1− |z|2)α pp−2−1Nϕ(z). (5.3)
D’après Lemme 5.2 (2), les inégalités (5.2) et (5.3), nous trouvons le résultat.
Lemme 5.1 et Lemme 5.3 donnent le résultat suivant
Lemme 5.4. Soit p ≤ 2/(1− α). Si∫
D
|Eϕ(|z| − (1− |z|)/2)| p2−1
(1− |z|2)1+ p2 nϕ(z)dA(z) <∞
alors Cϕ ∈ Sp(Dα)
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|Eϕ(|z| − (1− |z|)/2)| p2−1
(1− |z|2)1+ p2 nϕ(z)dA(z) <∞,
Le Lemme 5.1 donne le résultat.
Nous avons vu dans le Lemme 4.3 que, pour ϕ : D → D une fonction holomorphe, il








Démonstration de Théorème 5.3.
Supposons que (5.1) est satisfaite, alors∫
D
|Eϕ(|z| − (1− |z|)/2)| p2−1









|Eϕ(|z| − (1− |z|)/2)| p2−1


















































Par le Lemme 5.4, nous obtenons notre résultat. 
5.3 Classes de Schatten Sp(Dα,Dβ).
Dans ce paragraphe, seront présentées des résultats analogue comme sous-chaitre de
classes de Schatten Sp(Dα.) On peut aussi considérer l’opérateur de composition Cϕ dans
un espace de type Dirichlet Dα à un autre espace de type Dirichlet Dβ avec α 6= β. J. Pau
et P.A. Pérez a été obtenu en [42] une caractérisation pour un opérateur de composition Cϕ
dans Sp(Dα,Dβ). Nous avons le théorème suivant.
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Théorème 5.4. [42]. Soit ϕ : D → D holomorphe. Soit α ≥ 0 et β > 0. Soit 0 < p < ∞.






Nous avons une caractérisation analogue pour théorèmes 5.1, 5.2 et 5.3 dans le théorème
suivant
Théorème 5.5. 1. Soit ϕ fonction injective. Si l’une des deux conditions est satisfaite
















pour certaine γ ∈ [0, β] et (β − γ)p/2 ≤ 1, alors Cϕ ∈ Sp(Dα,Dβ).










alors Cϕ ∈ Sp(Dα,Dβ).
Démonstration. 1. La preuve résulte du théorème 5.1 et théorème 5.4.
2. La preuve résulte du théorème 5.2 et théorème 5.4.
3. La preuve résulte du théorème 5.3 et théorème 5.4.
5.4 Examples.





La fonction de distance correspondant à Ω, K est la fonction extérieure ϕΩ,K satisfaisant









, z ∈ D.
Soit une partie fermée Kt = {ζ ∈ T : d(ζ,K) ≤ t} de T, t ≥ 0.
Soit K est l’ensemble de Cantor généralisé associée à la suite (an)n (voir [22] ou chapitre










|Kt| = O(tµK ) t→ 0 (5.6)
avec µK = 1− log 2/| log λK |.
Maintenant, nous avons besoin du lemme suivant, c’est un rappelle du théorème 4.6.
Lemme 5.5. Soit 0 ≤ β < 1. Soit K l’ensemble de Cantor généralisé associé à la suite
(an)n vérifie (5.5) tel que β+µK ≥ 1. Soit Ω(t) = tδ tel que δ < min{(1−β)/2, β+µK−1}.
Alors
Dβ(ϕnΩ,K) . 1/n(β+µK−1)/δ.
Nous avons le corollaire suivant
Corollaire 5.6. Soit 0 < β 6 α < 1. Soit K l’ensemble de Cantor généralisé associé à la
suite (an)n vérifie (5.5) tel que β + µK ≥ 1. Soit Ω(t) = tδ tel que δ < min{(1 − β)/2, β +
µK − 1}. Si
µK + α + β
2 − αβ − δβ − 1 > 2δ/p
et (α− β)p/2 ≤ 1, alors CϕΩ,K ∈ Sp(Dα).
Démonstration. On pose ϕΩ,K = ϕ, par Lemme 5.5, nous avons
Dβ(ϕnΩ,K) . 1/n(β+µK−1)/δ.
Comme
|EϕΩ,K (1− 1/n)| = |
{
ζ ∈ T : e−Ω(d(ζ,K)) ≥ (1− 1/n)} |



















Le résultat résulte alors par le théorème 5.2.
Nous avons le corollaire suivant pour Sp(Dα,Dβ).
Corollaire 5.7. Soit 0 < γ 6 β < 1. Soit K l’ensemble de Cantor généralisé associé à la
suite (an)n vérifie (5.5) tel que γ + µK ≥ 1. Soit Ω(t) = tδ tel que δ < min{(1 − γ)/2, γ +
µK − 1}. Si
µK + β + γ
2 − γβ − αδ + βδ − γδ − 1 > 2δ/p
et (β − γ)p/2 ≤ 1, alors CϕΩ,K ∈ Sp(Dα,Dβ).
Démonstration. La preuve résulte du Corollaire 5.6 et Théorème 5.5 (2).
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Résumé.
Cette thèse s’inscrit dans le domaine de la théorie des opérateurs. Dans la première partie
de la thèse, on s’intéresse aux semi-groupes d’opérateurs de Toeplitz tronqués sur l’espace
modèle et leurs générateurs. Nous donnons une condition nécessaire et suffisante pour qu’une
famille d’opérateurs de Toeplitz tronqués soit un semi-groupe, puis un semi-groupe unifor-
mément continu, et finalement un semi-groupe fortement continu de contractions. Dans la
deuxième partie de la thèse nous avons étudier les opérateurs de composition sur l’espace
de Dirichlet. Nous nous intéressons à la bornitude, la compacité et à l’appartenance de la
classe de Schatten dans les espaces de Dirichlet de ces opérateurs en terme de les ensembles
de niveau et la fonction de comptage généralisée de Nevanlinna.
Mots clés :
Espaces de Hardy, espaces de Dirichlet, espace modèle, opérateurs de Toeplitz, opérateurs
de Toeplitz tronqués et composition, semi-groupes.
Abstract.
This thesis joins in the field of operator theory. In the first part of the thesis, we are in-
terested in the truncated Toeplitz operators on the model space. We give a necessary and
sufficient condition for a family of truncated Toeplitz operators to be a semigroup, then a
uniformly continuous semigroup, and finally a strongly continuous semi-group of contrac-
tions. In the second part of the thesis, we studied the composition operators on the Dirichlet
space. We are interested in the boundedness, compactness and belonging of the Schatten
class in the Dirichlet spaces of these operators in terms of the level sets and the generalized
counting Nevanlinna function.
Key words :
Hardy spaces, Dirichlet spaces, modèle spaces, Toeplitz operators, truncated Toeplitz ope-
rators and composition, semigroups.
