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ABSTRACT 
Semiconductor quantum dot (QD) structures, with atom-like discrete energy 
states, hold the promise of novel electronic and photonic device applications. As an 
alternative to lithographic methods, QDs can be fabricated by the process of 
spontaneous self-assembled island formation, known as Stranski-Krastanow (SK) 
growth mode, driven by lattice mismatch induced strain between the QD material 
and the substrate. Such self-assembled QD formation is now well established in 
group III-V semiconductors, both by molecular beam epitaxy (MBE) and 
metal-organic vapor phase epitaxy (MOVPE) growth techniques. While there is 
considerable phenomenological experience in the growth of such QDs, many aspects 
of the mechanisms responsible for their formation still remains unclear, such as 
issues associated with the control of size, density, and shape of the islands. 
In this work, the growth and annealing of self-assembled InAs 3D islands on 
GaAs(OOl) substrate were studied. The islands were prepared by a low-pressure 
metal-organic vapor-phase epitaxy (LP-MOVPE) system using N2 as carrier gas. 
This study concentrated on the effect that the growth parameters of temperature, 
growth rate, deposited InAs thickness, and buffer layer material, have on the 
structural properties of InAs islands under N2 carrier gas ambient, and that the 
suitability of N2 as carrier gas for the growth of InAs QDs. As we optimize the QD 
ensemble for laser application, the formation trends were studied as a function of 
i 
growth conditions. It is found that achieving a high island density, high size 
uniformity ensemble requires a balance between the adatom surface migration and 
the nucleation process. Under optimized growth conditions, high quality ensembles 
demonstrated RT photoluminescence at 义〉1.3/xm. Also, the effects of post-growth 
annealing under dissimilar anion fluxes on InAs islands have been studied. It is 
found that InAs islands annealed under different ambient fluxes exhibit different 
ripening processes. Islands annealed under DMHy flux exhibit dissolution of the 3D 
islands morphology; while in contrast, for InAs islands annealed under TMSb flux, 
the 3D island morphology is enhanced with an increased island density compared to 
the samples with no additional anneal. The result is discussed in terms of the critical 
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Chapter 1 Introduction 
CHAPTER 1 
INTRODUCTION 
1.1 Motivation behind This Study 
Quantum dots (QDs) have unique properties that make them particularly 
beneficial for novel electronic and photonic devices 【[，】.However, no 
commercialized QD-based devices exist yet because of the lack of sufficient and 
concrete knowledge about their formation and growth mechanisms. Without this 
knowledge, it is difficult to control their growth for fabricating devices with 
predictable characteristics. Motivation for studying the growth and evolution of InAs 
islands on GaAs substrate is to help contribute to the understanding in this field. The 
InAs QDs on GaAs substrate combination promises superior devices, such as laser 
diodes, infrared photodetectors, optical amplifiers, single electron transistors, and et 
al. [4-9�.Yet the mechanism of the formation of these 3D islands, which lies at the 
heart for their unusual properties, is not fully understood. Issues such as the control 
of the density, size, and shape of the islands still remain unclear. In fact, the 
discussion is highly controversial [ � �a n d more effort is clearly needed. 
The purpose of this study was, on one hand, to offer insight into these issues 
by studying the growth and annealing of InAs islands on the GaAs(OOl) surface. On 
the other hand, all the ever reported MOVPE growth of InAs QDs use H2 as carrier 
gas and the use of N2 as carrier gas has never been reported yet. The replacement of 
commonly-used H2 by N2 as carrier gas with respect to both safety concerns and 
reaction kinetics certainly justifies the need to conduct research on this topic. 
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1.2 Concept of Quantum Dots 
1.2.1 Introduction to Semiconductors 
Before discussing what QDs are, it is worth discussing some basic 
principles behind semiconductors. As we know, solid-state materials can be 
categorized into three classes - insulators, semiconductors, and conductors, by their 
ability to conduct electricity. The conductivity of a material is a measure of how easy 
it is for a current to flow. Figure 1.1 shows the electrical conductivities o 
associated with some important material in each of the three classes. Semiconductors 
have a conductivity of about 10 < o <10 ^ S/cm, although rough limits, between 
those of insulators and conductors. 
insulators semiconductors metals 
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Figure 1.1 The entire range of conductivities of solids spans roughly 30 orders of 
magnitude. (From A Material Science Companion, Figure 7.7) 
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The band theory of materials explains qualitatively the difference between 
these types of materials. Electrons occupy energy levels from the lowest energies 
upwards. However, some energy levels are forbidden because of the wave-like 
properties of electrons in the material. The allowed energy levels tend to form bands. 
The highest filled band at T=0 K is known as the valence band . Electrons in the 
valence band do not participate in the conduction process. The first unfilled band 
above the valence band is known as the conduction band . An energy band gap, Eg, 
lies between the bottom of the conduction band and the top of the valence band of 
the material. The diagram below shows the differences in insulators, semiconductors, 
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Figure 1.2 Schematic energy band representations for insulators, semiconductors, 
and metals. The conduction band and valence band of a metal actually overlap in 
energy, resulting in a bandgap energy of essentially zero. (From A Material Science 
Companion, Figure 7.14) 
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When the band gap energy is greater than about 3 eV, very few electrons 
can be thermally excited from the valence band into the conduction band at room 
temperature, and the material is an insulator. For band gap energies less than about 3 
eV, some electrons can be thermally excited across the band gap, and the material is 
a semiconductor. A metal can be thought of as having a band gap of essentially zero, 
allowing free electrons to participate in the conduction process. 
One of the reasons semiconductors are so important for applications in 
electronic and optoelectronic devices is that their electrical properties can be easily 
controlled. It is possible to replace the atoms in a semiconductor with other atoms 
having more or fewer valence electrons, which will lead to the addition of mobile 
electrons or holes, respectively. This process is called doping. For example, 
replacement of silicon atoms with phosphorus atoms increases the mobile electron 
concentration and creates what is known as an n-type semiconductor (more mobile 
electrons than holes). Conversely, substitution of silicon atoms with aluminum atoms 
increases the mobile hole concentration and creates a p-type semiconductor (more 
mobile holes than electrons). Even substitution at parts per million level can cause 
million-fold enhancements in conductivity. 
Semiconductors are very versatile materials for electronic applications. 
Until the 1960s, semiconductor devices consisted essentially of bulk materials, 
functionalized by introducing a doping profile. However, it was recognized that there 
would be' considerable advantages in making semiconductor heterostructures 
consisting of layers of different semiconductors where each layer is defect free and 
possibly just a few tens of nanometers thick. The fundamental idea is to exploit 
electron quantization: when an electron is confined between two potential barriers, 
the continuous energy spectrum breaks up into discrete levels. 
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A whole family of structures exists within heterostructures with nanoscale 
dimensions. This allows the confinement of electrons in one-, two-, or 
three-dimensions. These structures are called quantum wells (QWs), quantum wires 
(QWr), and quantum dots (QDs) respectively. In this study, the structures of interest 
are quantum dots made of islands of a particular semiconductor (InAs) surrounded 
by another semiconductor with a higher energy bandgap (GaAs). 
1.2.2 From Bulk Semiconductor to Quantum Dots 
A semiconductor quantum dot (QD) is a nanometer-scale coherent insertion 
of a narrower-bandgap semiconductor into a wider-bandgap semiconductor. As 
Figure 1.3 illustrates, it is formed when a small 3D island of a semiconductor with 
bandgap, Eg�, is grown on the surface of another semiconductor with bandgap, 
Eg2>Eg]. Usually, a second layer of the semiconductor with bandgap, Eg2, is grown 
on top of the quantum dot so it is encapsulated in the higher bandgap semiconductor. 
A typical size of such a dot is lOnm and it may still contain lO* or more atoms. The 
result is a three-dimensional potential well structure that confines the electron in all 
three dimensions. Because of this confinement, quantum mechanics must be used to 
describe the islands and their interaction with electrons. 
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• Lower bandgap, higher lattice constant semiconductor (i.e. InAs) 
• Higher bandgap, lower lattice constant semiconductor (i.e. GaAs) 
Figure 1.3 Conceptual illustration of quantum dots 
Modern physics has taught us that every particle has an associated 
wavelength, the de Broglie wavelength, given by: 
• A = h/p (1.1) 
where h is Planck's constant 6.625 X lO'^ '^ Js and p is the particle's momentum. For 
those physical systems conventionally described by Newtonian mechanics, this 
wavelength will be vanishingly small, so that the dual wave-particle nature of matter 
can be ignored. However, once we get down to atomic scale, the de Broglie 
wavelength of particles can no longer be ignored. If the carrier motion in a solid is 
restricted in one or more directions in the order of the carrier's de Broglie 
wavelength or smaller (typically tens of nanometers), one will observe effects of size 
quantization that the energy spectrum along the direction perpendicular to the 
restriction(s) becomes discrete, as a direct consequence of quantum mechanics 
(Figure 1.4). 
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Figure 1.4 Schematic comparison of typical dimensions of bulk material, 
waveguides for visible light, quantum dots, and atoms. 
In bulk semiconductor crystals the electrons from the conduction band and 
the holes from the valence band are allowed to move around freely in all three spatial 
directions. The electronic structure can be considered as an electron in the presence 
of a potential with the periodicity of the underlying Bravais lattice. This leads to a 
description of the electron energy levels as a set of continuous functions having the 
periodicity of the reciprocal lattice [川.It can be shown [i2-i4� that the number of 
available electron states per unit volume, i.e. the density of states D{E), is zero for 
the lowest-energy state in a 3D crystal and that D{E) increases as the square root of 
the energy, as shown in Figure 1.5(a). 
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Figure 1.5 Density of states for ideal structures with different dimensions: (a) bulk, 
(b) quantum well, (c) quantum wire, and (d) quantum dot. The upper drawings show 
structures in real space. 
When the dimensionality is reduced to a two-dimensional (2D) crystal, known as a 
quantum well (QW), the electronic structure of the free charges is highly influenced. D(E) is 
changed from a continuous to a step-like function, as presented in Figure 1.5(b). Energy 
quantization in quantum wells is exploited in the quantum well laser, where, for 
example, the quantum well is formed by a 5-lOnm layer of GaAs sandwiched 
between two layers of AlGaAs. Because there are fewer energy states to pump 
electrons into, and fewer states between which transitions can occur, the 
quantum-well laser combines the twin advantages of high efficiency and spectral 
purity. -
Given the performance improvement of the two-dimensional quantum well, 
there are clear advantage in achieving further quantization of the electron energy 
states by further restricting the available degrees of freedom. In a quantum well, the 
electrons are free to move within a two-dimensional lamina. The logical 
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development of the quantum well is thus the one-dimensional quantum wire (QWr) 
with a D(E) that shows peak functions with a high energy tail that has a E—们 
dependence (Figure 1.5(c)). 
In a zero-dimensional (OD) structure or quantum dot (QD) the ultimate 
charge confinement is reached where localization in all three spatial directions is 
imposed. The 3D band structure completely disappears and discrete 5-function like energy 
levels arise with an energy difference depending on the size of the QD (Figure 1.5(d)). A 
QD combines in a unique way the properties of a single atom with those of 
semiconductor, such as a discrete energy spectrum for charge carriers (Figure 1.6). 
For an ideal ensemble of dots uniform in size, all electrons (and holes) in the ground 
state have the same energy, and even thermal broadening cannot be present, which is 
an advantageous property for lasers in terms of threshold current density and gain. 
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Figure 1.6 Schematic representation of energy diagrams in case of (left) a single 
atom, (center) a bulk semiconductor crystal and (right) a quantum dot (QD). The 
width of the energy bands containing electrons and holes is close to kT, where k is 
Boltzmann's constant, and 7is the temperature. 
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1.3 Device Applications of Quantum Dots 
Semiconductor quantum dot nanostructures are interesting objects for 
fundamental as well practical reasons. Fundamentally, they can form the basis of 
systems in which to study the quantum mechanics of electrons confined in 
zero-dimensional space. In practice, the dots can be embedded in the active regions 
of a new class of electronic and optoelectronic devices. Because of the ability to 
confine individual charge carriers, quantum dots have been proposed for a wide 
variety of applications. Possible uses include devices for applications in quantum 
computing 川，devices for biological applications and devices for emission 
and absorption of light in optoelectronic applications [83-86】，which is the application 
of interest here. 
Most uses of quantum dots are based on the 6-function like density of states 
inherent to the systems, which makes them particularly beneficial for applications 
involving the emission or detection of light. The discrete energy levels that exist in 
the QD allow only electrons of certain discrete energies to exist. This means that 
lasers with very fine spectral linewidth can be fabricated. Similarly, this also means 
that photodetectors can theoretically be fabricated using QDs that will be sensitive to 
a very narrow linewidth of light. 
1.3.1 Laser Diodes 
The development of laser diode over the past three decades has been a 
success story. Through improvements in material quality and processing techniques, 
the threshold currents have gradually decreased. Significantly, a reduction in the 
effective dimensionality of the active layer, from three to two, has made 
considerable improvements in device performance. It was shown that if the number 
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of the translational degrees of freedom of charge carriers is decreased to under two, a 
singularity occurs in the density of states. This singularity increases light adsorption 
or light amplification (gain). 
Among the anticipated advantages of QD lasers are [i5-i7】： 
• Increased material gain, which is an exponential increase in the 
intensity of amplified emission when the propagation medium is 
uniform; 
• Large characteristic temperature To (up to 385K [i8])’ which 
characterizes the stability of the threshold current with increasing 
temperature; the higher the characteristic temperature, the higher the 
temperature stability of the threshold current; 
• Increased differential gain; and 
• Decreased a factor (spectral shift of the lasing wavelength with current) 
and chirp. 
參 Their extended tunability of emission wavelength by QD size and 
composition on a given substrate allows lasing wavelengths in the 
I3xx-jum spectral range to be realized�i9-20】，while lasing in the 
1.4 XX - jLim and 1.5 xx - jum spectral ranges, important for 
telecommunications and free-space applications, can be also potentially 
achieved using GaAs substrates � � . 
• Very low threshold-current densities (< 10-20A/cm^ per QD sheet) and, 
simultaneously, very low internal losses (1 �3cm-i) and high quantum 
efficiencies (> 80-96%) were demonstrated [22�. 
• Carrier confinement in narrow-gap QDs placed in a wide-gap matrix 
can prevent non-equilibrium carrier spreading and non-radiative 
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recombination. 
1.3.2 Infrared Photodetectors 
Another potential application of QDs is infrared photodetectors, particular 
those sensitive to the far-infrared range desired for applications such as chemical 
analysis, night vision, environmental monitoring, thermal measurement imaging, and 
space applications. Optically induced transitions in photodetectors, based on 
quantum-confinement structures, involve subband to subband or subband to 
continuum absorption (Figure 1.7). The 3-D carrier confinement and the near discrete 
nature of bound states in QDs are ideal for the implementation of infrared detectors 
(in the range of 1.5 -15 microns, depending on material system, dot size and shape). 
V I - 卜 ‘ • 卜 F � 
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(a) (b) 
Figure 1.7 Conduction band diagram for two modes of photodetector operation: (a) 
bound-state to bound-state transition and (b) bound-state to continuum transition. 
In recent several years the quantum dot infrared photodetectors (QDIPs) 
emerged at the forefront of light detector research. In comparison with conventional 
quantum well infrared photodetectors (QWIPs), the quantum dot detectors offer 
important advantages [23�in regard to the performance parameters such as 
- 1 2 -
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responsivity and detectivity. Another advantage of QDIP is the possibility of normal 
incidence operation due to the selection rules. Theoretical studies indicates that 
intraband relaxation rate of electrons, in quantum dots are small and may exhibits a 
"phonon bottleneck" which results potentially high temperature operation, and low 
dark currents. By controlling material composition and QD sizes it is possible to 
control the spectral response of QDIP in broad range through IR. What is more, most 
of the realizations of QDIP are using III-V materials which have the advantages of 
mature epitaxial and fabrication technologies and a generally lower cost. 
- 1 3 -
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CHAPTER 2 
METAL-ORGANIC VAPOUR PHASE EPITAXY 
2.1 Introduction in Epitaxial Growth 
2.1.1 What is "Epitaxy" 
Epitaxy means the oriented overgrowth of one crystalline material upon the 
surface of another. It is a process in which a thin crystalline layer is grown on a 
crystalline substrate. In epitaxial growth, the substrate acts as a seed crystal and the 
epitaxial film duplicates the structure (orientation) of the substrate. When the thin 
film is grown on a material of the same kind it is called homoepitaxy, and if it is 
‘ g r o w n on a different material it is called heteroepitaxy. It is a very important process 
in semiconductor technology which is used to control doping profiles as well as to 
form heterostructures, that is, layers of different semiconductor materials, which are 
both essential in modern semiconductor devices. Epitaxy is now widely used for 
preparing thin single crystal layers of semiconductors, both as part of the 
manufacturing process for semiconductor devices and for providing samples for 
basic measurements of electronic properties. 
2.1.2 Heteroepitaxy Techniques 
Heteroepitaxy can be achieved by many techniques 關’ such as liquid phase 
epitaxy (LPE), hydride vapor phase epitaxy (HVPE), metalorganic vapor phase 
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epitaxy (MOVPE), molecular beam epitaxy (MBE), organometallic molecular beam 
epitaxy (OMMBE) and chemical beam epitaxy (CBE). OMMBE and CBE are 
hybrid techniques combining the features of MOVPE and MBE. Among these 
techniques, past experience shows that MOVPE, MBE and their hybrids are capable 
of fabricating high quality epilayers with atomically abrupt interfaces. MBE has the 
advantage of allowing in-situ monitoring and analysis. Supported with other 
analytical techniques, many atomic processes on the growth surface can be studied. 
However, the need for ultra-high vacuum (UHV) in MBE is expensive in terms of 
both capital outlay and operating expense, and thus it has severe limitations in 
commercial applications. On the other hand, MOVPE can work in a wide pressure 
range (0.1 to 760 torr), and the composition of the epilayer can be well controlled by 
precisely controlling the flow rates of source materials. It has the advantage of 
allowing large-scale production and is therefore suitable for industrial production. 
Furthermore, it is possible to achieve selected area growth, which makes possible the 
integration of discrete devices and enables the fabrication of novel advanced devices. 
2.2 MOVPE Growth System and Principles 
2.2.1 What is "MOVPE” 
MOVPE, metalorganic vapor phase epitaxy, also known as organometallic 
vapor phase epitaxy (OMVPE), metalorganic chemical vapor deposition (MOCVD), 
and organometallic chemical vapor deposition (OMCVD), is a vapor phase epitaxial 
crystal growth technique using metal-organic precursors as reacting gases which are 
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transported in a carrier gas (usually purified H2) to the vicinity of a hot substrate 
where a thermally driven growth action takes place. It is capable of producing high 
quality compound crystalline material in thick and/or thin layers with abrupt 
junctions, precisely controlled thickness, doping and composition, and excellent 
areal uniformity. Material systems to which MOVPE has been successfully applied 
in terms of both bulk material and device structures include III-V and II-VI 
compound semiconductors and IV-VI lead salts. Structures successfully produced by 
MOVPE include high electron mobility transistors (HEMTs), heterostructure bipolar 
transistors (HBTs), strained-layer superlattices and double heterostructures, laser 
diodes, photodetectors and solar cells [之斗川.it is also now clear that MOVPE will be 
the technique for the production of the AlGaInN materials for blue- and 
green-emitting LEDs and injection lasers. 
2.2.2 MOVPE Chemistry and Basic Concepts 
As a vapor phase epitaxial growth technique, most MOVPE growth of III-V 
compound semiconductors and alloys involves the use of hydrides, such as arsine 
(AsHs) or phosphine (PH3), for group V species; and organometallic alkyls, such as 
trimethylgallium (TMGa), trimethylindium (TMIn), for group III species. Table 1 is 
a selection of common alkyl and hydride sources used for MOVPE growth. There 
are also other sources and many different combinations that can be used to form a 
wide variety of III-V and II-VI semiconductor compounds and alloys. 
The growth of semiconductor alloys by MOVPE is easily accomplished by 
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mixing the vapors of the different alloy constituents in the appropriate vapor phase 
ratio to form the desired composition. A general equation for a ternary alloy can be 
given by: 
xR„A + (1 — x)R„B 十 D//„ + nRH (2.1) 
which applies, for example, to ternary InGaAs 
x{CH, >3 In + (l- x){CH^ )3Ga + AsH, lnfia,_^As + 3CH, (2.2) 
A simplified diagram showing the essential components of an MOVPE 
reactor is given in Figure 2.1. Gaseous precursors are contained in high pressure gas 
cylinders, and metal alkyl sources are contained in special cylinders called bubblers 
that allow source vapors to be transported by a carrier gas, typically ultrapure 
hydrogen. Computer control is often used to ensure precise and reproducible control 
over all process parameters. The source gases are then mixed inside the reactor and 
transferred to the deposition area where a thermally driven growth reaction takes 
place. The substrate lies on a graphite susceptor heated by RF-coil or IR lamps. 
By-product gases flow away from the reactor into the vacuum pump and scrubbing 
system. • 
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Table 1 Typical Group III and V Sources. 
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Figure 2.1 Simplified schematic setup of the MOVPE system, (a) Gas inlet, (b) 
Susceptor, (c) Substrate, (d) Thermocouple. 
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Figure 2.2 Growth mechanism of the MOVPE process 
Figure 2.2 shows the details of the growth mechanism: group III and group 
V sources are injected into the reactor from the gas blending system and then mixed. 
As the gas flows over the hot substrate, a stagnant boundary layer is formed which 
acts as a virtual barrier through which reactants must diffuse in order to reach the 
substrate. High temperature of the substrate results in the pyrolysis of the gas sources, 
forming the film precursors. Film precursors are transported, by diffusion, and 
adsorbed on the growth surface. Adsorbed adatoms diffuse to the growth sites and 
incorporate to form a solid film through surface reactions. By-product hydrocarbons 
of the surface reaction desorb from the surface and are then transported to the main 
gas flow region also through diffusion towards the reactor outlet. 
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Figure 2.3 Growth rate as a function of temperature showing the three distinct 
growth-rate regimes. 
2.23 Growth Regimes 
In MOVPE process, two main factors determine the growth rate, as can be 
seen from Figure 2.2 which outlines the various steps leading to growth. One is 
given by the gas phase transport (mass transport) of the precursors or their reaction 
products, containing the growth relevant atoms, to the interface. The other is 
determined by the reactions near or at the interface converting the precursor 
molecules into group III or V atoms, and their incorporation into the lattice structure 
of the solid. Both can be recognized by their very different temperature dependencies. 
As shown schematically in Figure 2.3，three distinct growth-rate regimes can be 
defined according to the growth kinetics [32]. 
The first of these three regimes, at relatively low temperatures, is a region of 
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reaction-rate limited growth, which is limited essentially by the independent 
pyrolysis of the reactants. This situation occurs at low temperatures and large partial 
pressure of the precursors where the transport is fast. Just the temperature then 
determines the growth rate which displays exponential behavior with temperature. 
At high temperatures and low partial pressures the reactions are fast and the 
mass transport is then the limiting factor. Once unity pyrolysis efficiency is reached, 
generally for all temperatures greater than 500�C or so, a regime of mass transport 
limited growth is established [33-35】，in which essentially all the reactants that reaches 
the substrate decomposes to be incorporated into the solid. Hence, the term mass 
transport limited 一 increase of the mass transport increases the growth rate. This is 
the most ideal growth region since uniformity and composit ion are controlled 
primarily by the mass transported to the surface and the distribution of this 
transported material. At some still higher temperature, the temperature of the gas 
becomes high enough far enough above the surface that gas-phase pyrolysis of 
hydrides becomes important and solid particulate can form without depositing on the 
substrate. This parasitic spontaneous nucleation [36】，along with increased desorption 
of the reactant species, takes place at the expense of the desired deposition and leads 
to a reduced growth rate, as shown in Figure 2.3. 
The MOVPE growth process, whether involving group V sublattice alloy or 
not, generally is performed under conditions of nonstoichoimetric, excess, and 
usually uninterrupted group V species gas flows. This compensates for the somewhat 
lower pyrolysis efficiencies and greater temperature dependence of pyrolysis 
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efficiency at typical growth temperatures. Also, it compensates for the much greater 
volatility of the group V atoms in the desired solid films. Thus, if we limit the 
discussion to the region of mass transport limited growth and under unity alkyl 
pyrolysis efficiency, the growth rate of MOVPE epitaxial layers is only defined by 
the group III alkyl constituents supplied to the reactor. Nearly all III-V 
semiconductor compounds are usually grown under these conditions. Using the 
conservation of matter and the gas law, it is possible to establish functionalities for 
both the growth rate and composition of III-V semiconductor compounds and alloys 
by MOVPE. We will discuss this in Chapter 4 in detail. 
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CHAPTER 3 
SELF-ASSEMBLED QUANTUM DOT GROWTH THEORY 
3.1 Strained Layer Heteroepitaxy 
In heteroepitaxy, the lattice constant of the deposited semiconductor is often 
different from that of the substrate, which is said to be lattice mismatched. If the 
deposited semiconductor is slightly lattice mismatched to the substrate the deposited 
film will be strained (i.e., stretched or compressed) to the same interatomic spacing 
as the substrate and no defects are generated at the interface. Growth will continue 
pseudomorphically until the accumulated elastic strain energy is high enough to form 
dislocations. The thickness at which dislocations are formed is essentially determined 
by the extent of lattice mismatch. An illustration of how strain affects the interface of 
lattice mismatched layers is shown in Figure 3.1. As a higher lattice constant material 
B (e.g., InAs) is deposited on a lower lattice constant material A (e.g., GaAs), the 
material B with the higher lattice constant tries to conform to the lower lattice 
constant material A. This induces strain in the material being deposited. For thin 
layers, this system may not need to relieve strain. However, as the strained layer 
thickens, the strain increases and must be alleviated. One way strain can be relieved 
is by forming a dislocation at the interface, as can be seen clearly in the illustration of 
Figure 3.1. The partial strain relaxation for systems with epitaxial lattice misfit can 
also take place through reorganization of the epilayer material, as we will see in next 
section with discussion of the various epitaxial growth modes. 
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Figure 3.1 Illustration of how strained heteroepitaxial layers cause dislocations at the 
interface, (a) material B has a larger lattice constant than that of material A; (b) the 
epitaxially deposited material B is compressively strained to fit material A template; 
and (c) continued growth of a thick material B layer causes the relief of strain though 
the formation of misfit dislocations. 
,3 .2 Epitaxial Growth Modes 
3.2.1 Introduction 
If material B is deposited on material A it is not all clear in which way the 
growth will occur. Additionally, for a given material system the mode of growth 
depends on external parameters like temperature and pressure. 
For strained layer heteroepitaxy, the growth can be categorized into three 
different modes: 1) Frank-van der Merwe (FM) mode, which is a 2D layer-by-layer 
growth; 2) Stranski-Krastanow (SK) mode, which is a 2D layer growth followed by 
3D island growth; and 3) Volmer Weber (VW) mode, where the deposited material 
forms 3D islands directly on the surface. Which one of these growth modes will 
dominate depends on what material system is being used and the growth conditions 
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used to deposit the material. 
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Figure 3.2 Diagrams showing the three different growth modes in heteroepitaxy: a) 
Frank-van der Merwe mode; b) Stranski-Krastanow mode; c) Volmer-Weber mode. 
3.2.2 Frank-van der Merwe mode 
In Frank-van der Merwe (FM) growth, deposited layers grow layer-by-layer 
two dimensionally. In this system, the strain caused by the lattice mismatch is 
relieved in the first few layers of deposited material. The first layer is bound together 
tightly since its lattice spacing is being forced to become equal to the lattice constant 
of the substrate. However, for subsequent layers, the compression of atoms becomes 
smaller until'eventually the deposited material is at its bulk lattice constant. At this 
point, 2D growth is able to continue without the further need to relieve strain. This 
growth mode tends to dominate when the materials are lattice-matched or the 
lattice-mismatch (and therefore the strain) is initially small. 
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3.2.3 Stranski-Kmstanow mode 
The formation of Stranski-Krastanow (SK) islands is closely related to an 
epitaxial misfit and the accumulation of elastic strain energy in the epilayer. Strain 
relaxation takes place through the rearrangement of the deposited material when 3D 
islands are formed. The formation of 3D islands changes the strain situation 
completely. This growth mode occurs for InAs deposited on GaAs, so a proper 
understanding of it is very important for this study [^刀.Figure 3.3 shows the various 
stages of SK growth in more detail. The first stage involves epitaxially depositing a 
material with a lattice constant, a�, onto a substrate with a lattice constant, ao<a,. The 
deposited material forms a single strained layer and continues to grow until some 
critical thickness, tc. The material that makes up the critical thickness is commonly 
referred to as the "wetting layer." At the critical thickness, strain becomes too great 
for 2D growth to continue. To relieve strain, the deposited material "buckles" to form 
a 3D island. Strain is released at the edges of the resulting island. 
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Figure 3.3 Stranski-Krastanow growth mode, (a) Initial deposition of material onto 
substrate; (b) Strained monolayer formed; (c) Continued 2D growth until some 
critical thickness tc； (d) Transition to 3D (or 3D island) growth. 
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Figure 3.4 shows the strain energy as a function of the amount of material 
deposited in monolayers for the Frank-Van der Merwe and the Stranski-Krastanow 
modes Deposition starts with complete wetting of the substrate. The total energy 
of the system decreases until the substrate is covered by one monolayer of deposit. 
This wetting is due to the energy contribution from the substrate/epilayer interface. 
Further deposition will form a uniformly strained film on a rigid substrate, and the 
elastic strain energy, Es— will increase linearly with the layer thickness, t. If 
deposition continues either of two processes can take place. 
/. 2D growth is maintained until the activation energy for the creation of 
dislocations is reached. This happens at a critical thickness, L. The 
strain energy decreases abruptly when dislocations are formed. 
II. The strain energy can be lowered by the formation of 
Stranski-Krastanow islands at a smaller thickness, tsk. The creation of 
new facets during the formation of islands increases the surface energy 
and an energy minimum will therefore be expected for low-energy, 
low-index facets. The energy gain arises from the decrease in the elastic 
strain energy of the film. 
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Figure 3.4 Total energy versus amount of deposited material for the FM and SK 
growth modes. 4 is the critical thickness when island formation in the SK growth 
mode starts. 
The formation of Stranski-Krastanow islands can be understood as a phase 
,transition. In this concept we start with a metastable, supercritical, thick 2D wetting 
layer and end up with a more stable configuration of Stranski-Krastanow islands 
surrounded by a thin wetting layer. It is important to note that this transition can take 
place without any further deposition of material. The islands are formed simply by 
collecting material from the wetting layer. 
3.2.4 Volmer- Weber mode 
In Volmer-Weber (VW) growth mode, the deposited material does not form 
2D layers at all but immediately forms 3D islands or clusters on an unwetted 
substrate surface. This occurs because deposited atoms are more tightly bound to 
each other than the substrate [38]. This type of growth usually occurs for highly 
mismatched combinations of semiconductor materials, or when a material is 
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deposited on a completely different type of material (such as metals deposited on 
oxides). 
3.3 Self-assembly of Quantum Dots 
Some combinations of considerably lattice-mismatched semiconductors can 
exhibit, under specific growth conditions, a sharp transition from a layer-by-layer 
growth to the formation of 3D islands — the Stranski-Krastanow (SK) growth 
mode which allows the relaxation of highly strained 2D layers through the free 
surfaces of 3D islands instead of generating misfit dislocations. These islands are 
expected to be dislocation free and thus of high structural quality. Usually their 
typical sizes are on the scale of a few nanometers, so that these self-assembled 
quantum dots (SAQDs) are attractive nanostructures for both fundamental physics 
.(interplays of quantum confinement effects, Coulomb blockade effects, etc.) and 
device applications (QD lasers, infrared photodetectors, single electron transistors, 
etc.). It is now well established that self-assembled QDs by the Stranski-Krastanow 
(SK) growth mode can be produced for a number of material combinations. The 
most studied example is the InAs on GaAs (with a lattice mismatch of � 7 % ) where 
high quality quantum dots can be grown with both molecular beam epitaxy (MBE) 
and metal-organic vapor phase epitaxy (MOVPE) 
3.4 Current Issues and Problems 
In the past decade, self-assembled quantum dots (QDs) grown by the 
Stranski-Krastnow mode have been intensively studied due to their unique properties 
and potential applications 丨丨―3’ A variety of device applications of quantum dots 
have been demonstrated [4-9’ 80-86] particular, it is of great interest that QDs can be 
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applied to the GaAs-based optical devices at wavelengths of 1.3 and 1.55jLtm, which 
is suitable for fiber-optic communication systems�i9-2i� This is particularly important 
for VCSELs where high quality monolithic AlAs-GaAs Bragg reflectors and 
developed oxide technology are available only on GaAs substrates. In As quantum 
dots have been pointed out as promising candidate for this intent. Continuous-wave 
laser action of the QD laser diode has been achieved around Ifim. To extend the 
emission wavelength into between 1.3/xm and 1.55/im, several kinds of approaches, 
such as stacking [4547]，alternating deposition [87】，and strain reducing by a capping 
layer [88’ 89】，h^ ve been proposed. 1.3)[tm GaAs-based QD lasers at room temperature 
and continuous-wave operation, with a very low threshold current of 19A/cm^ ^^^^  or 
a very high characteristic temperature (To) of 196K [59】，have been demonstrated. 
Recently, some reports demonstrated the elongation of the emission wavelength up 
to approximately 1.5jLim using strain reducing layer which prevent the band-gap 
enlargement due to strain and an increase in QD size [20�. 
However, despite the exciting progresses achieved above, two crucial 
problems exist in currently employed methodologies for single or multiply stacked 
self-assembled QDs for commercial applications. One is the large size 
inhomogeneity[90-93] of -10% that severely limits the advantages of the 3D 
confinement due to the inhomogeneous detuning of QDs. For QDs to be beneficial 
for device use, a method to grow dots with uniform size is required. Thus far, 
quantum dots in the InAs/GaAs material system have not been grown with a small 
enough size distribution so that their quantum properties can be utilized. The size 
distributions are large enough (at least 10%) so that the discrete energy levels differ 
from dot to dot. A device such as a laser diode or photodetector based on samples of 
these dots will actually have a wider linewidth than quantum well lasers and 
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detectors in similar material systems. This has been observed with PL measurements 
in which the sample contained both the quantum dot structure and a reference 
quantum well structure [94�.In these cases, the broad PL peak was attributed to the 
large size distribution of the dots. 
The other problem yet to be solved is the low effective QD density in active 
region�39�and the interdependent nature of the QD density and size, which limits 
their independent control. For many applications, the number of available exciton 
states in quantum dots is limited by the number of quantum dots per area, whereas in 
a quantum well there is a two dimensional continuum of available states. The 
resulting gain saturation in quantum dots is the main problem in the realization of, 
e.g., quantum dot lasers. Moreover, under most growth conditions the formation of 
3D islands is surface migration controlled which makes the island size and density 
interdependent. It has been difficult to increase the QD density while keeping the 
emission wavelength long (the most direct way to tune the InAs-QD emission 
towards longer wavelength would be to grow larger islands) because of the trade-off 
relation of growth characteristics between the dot density and dot size. For this 
problem, stacked QDs structures have been suggested to increase the QDs density. 
However, the strain is stored in the stacking process since the host material used for 
burying QDs is generally the same as substrate. In stacking of In(Ga)As/GaAs QDs, 
it is commonly observed that the QD average size increases gradually from one QD 
layer to the next 丨95-99�.Furthermore, the use of multiple stacks of QD layers may also 
enhance the generation of the nonradiative recombination centers. Hence, to improve 
the effective island density in every single layer comes to be the more basic issue. 
Therefore, to solve these problems, it is imperative that more studies of how 
to control the size and density of these islands be completed if we intend to benefit 
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from the use of QDs in commercial products. In this thesis, the issues of island size 
and number density were addressed. By studying the growth and annealing of InAs 
islands on the GaAs(OOl) surface, we investigated the effects of growth parameters 
on the structural properties of InAs islands under N2 carrier gas ambient. As we 
optimize the QD ensemble for 1.3/xm wavelength laser application, the formation 
trends were studied as functions of growth conditions. It was found that the island 
size uniformity can be improved by optimization of growth conditions, and also a 
new method of controlling the size and density of InAs islands by post-annealing 
under different ambient fluxes was suggested. It was hoped that this work would 
contribute to a further understanding of the mechanisms responsible for the quantum 
dot formation, and how the quantum dot morphology can be controlled through the 
choice of growth conditions. 
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The equipment used in this study is the low-pressure metalorganic vapor 
phase epitaxy (LP-MOVPE) system (AIX202 RD) at the Electronic Engineering 
Department of the Chinese University of Hong Kong. TMGa, TMIn are used as 
group-Ill gallium and indium sources; DMHy, TBAs, TMSb are used as group-V 
nitrogen, arsenic and antimony sources respectively. All the sources are kept in 
thermostatic bathes for temperature stabilization. Gas-foil rotation of the susceptor 
and IR heating were engaged for the MOVPE system. Chemically gettered high 
purity nitrogen gas is used as carrier gas which bubbled through the metalorganic 
sources to carry out the vapor into the reactor. By adjusting the flow rate of the 
carrier gas through mass flow controllers, the partial pressure of precursors in the 
reactor can be controlled. 
4.2 Preparation of Sample 
The substrate material used was pre-manufactured, epi-ready, 
semi-insulating (S.I.) GaAs(OOl) wafers from American Crystal Technology. Before 
mounting the substrate into the reactor, it was first degreased in organic solutions 
and then chemically etched with H2SO4 ： H2O2 ： H2O (5:1:1) solution. Before every 
growth run, the GaAs substrate was degassed in situ at 200�C for 10 min under pure 
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N2 gas flow, then the temperature was increased for oxide decomposition at 700°C 
for 5min. After the deoxidization, the temperature was then lowered down to 650°C 
for GaAs buffer layer growth. After the 200nm-thick GaAs buffer layer growth, the 
temperature was then lowered down and stabilized for active region growth at 
4 7 0 � C�5 3 0 ° C . All the temperatures mentioned here are thermocouple readings. The 
reactor pressure was kept at lOOmbar during the growth. Detailed growth condition 
setup will be addressed in Chapter 5. 
4.3 Growth Rate and Composition Determination 
Because of the lack of in situ monitoring technique in our MOVPE system, 
we have to use a series of growth of InxGai.xAs/GaAs MQW structures to calibrate 
the growth rate and composition control. If we limit the discussion to the region of 
mass transport limited growth, it is possible to use the conservation of matter and the 
gas law to establish functions for both the growth rate and composition of III-V 
semiconductor compounds by MOVPE 丨48�.Under conditions of excess group V 
constituent and unity group III alkyl pyrolysis efficiency, all of the alkyl molecules 
supplied to the system are expected to yield solid material. As long as there are no 
large changes in carrier gas flow rate and growth temperature, the growth rate for a 
binary compound (e.g. GaAs) can be given by [49.53]: 
r - k n - — ™Ga } 
一 . P I v ^ ' ^ ^ v 1 / 3 ( 4 . 1 ) 
where r refers to the growth rate, Ptmcc to the TMGa partial pressure, v to the gas 
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velocity, P如 to the reactor pressure, M, to the molecular weight, V/ to the molecular 
volume in the fluid phase, c to the carrier. 
If we keep T,尸她 v unchanged, the growth rate of binary compound GaAs 
and InAs will become a linear function of the partial pressure of corresponding 
group III precursor in the reactor. 
^GaAs = ^GoAs PTMGq 
= k (4.2) 
^InAs _ ^InAsPrMln 
The same conditions hold for a semiconductor group III sublattice ternary 
alloy, so the growth rate for the alloy is given simply by the sum of the binary 
growth rates (Eq. 4.3), where is a constant due to the lattice constant difference 
of InAs and GaAs. 
, ^InGoAs = ^GoAs + 众 ^InAs ~ ^GaAsPrMGa + 灸 ^InAsPrMIn (4.3) 
The unity pyrolysis efficiencies of the alkyl constituents imply that the solid phase 
composition will be identical to the ratio of the growth rate of the substituting 
constituent to the total growth rate [54�.Thus, e.g., in case of IiixGai.xAs, the solid 
composition jc is given by: 
— k\nAs _ 1  A — — 
^GoAs + k ’ r^^As 1 + jt ” P™Ga (4.4) 
, PlMIn 
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GaAs buffer layer 
S.I. GaAs (001) 
Figure 4.1 Schematic diagram of the InxGai.xAs/GaAs 
MQW structures 
Here, to establish the functions for both the growth rate and composition of 
InxGai-xAs epilayers in our MOVPE growth, we grew a series of InxGai.xAs/GaAs 
• MQW structures as shown in Figure 4.1. The growth conditions of the 
InxGai.xAs/GaAs MQW structures are shown in Table 4.1 and the Double-crystal 
X-ray Diffraction (DC-XRD) results are listed in Table 4.2. 
Sample # well# pTMGa pTMIn Xy V/III V/III T(°C) 
(Pa) (Pa) (%) (InGaAs) (GaAs) 
#011 4 1.99 1.57 44.1 18.0 32.2 510 
#012 5 1.99 1.10 35.6 20.8 32.2 510 
#013 5 1.99 0.787 28.3 23.1 32.2 510 
#014 5 1.99 0.472 19.2 26.1 32.2 ~~510 
Table 4.1 Growth conditions for IrixGai—xAs/GaAs MQW 
- 3 7 -
Chapter 4 Experimental Methods 
Sample A Well Gr. Rate In Cone, in Barrier Gr. Rate 
# (A) Thickness (A/s) well Thickness (A/s) 
I (A) I ( X ) (A)  
#011 81.88 42 4.2 0.35 41 2.1 
#012 77.29 36 3.6 0.27 41 2.1 
#013 72.85 31 3.1 0.22 42 2.1 
#014 69.55 27 2.7 0.13 42 2.1 
Table 4.2 DC-XRD results of InxGai.xAs/GaAs MQW 
Figure 4.2 shows the InGaAs growth rate as a function of the TMIn partial 
pressure, where we fixed the TMGa partial pressure as a constant. Figure 4.3 shows 
the solid composition a: of InxGai.xAs layer. The solid lines in Figure 4.2 and 
, F i g u r e 4.3 correspond to Eq. (4.3) and Eq. (4.4)，respectively, while experimental 
data points are shown as solid squares. The empirical functions of the growth rate 
and In composition of the InxGa^xAs epilayer are obtained as follows: 
^InGoAs = 1 . 0 4 4 * PTMGa + 1 . 3 5 1 * 厂 驗 (4.5) 
1 
1 + 1 .447 Ptmgci � 6 ) 
‘ PTMIH 
Complete characterization of an MOVPE apparatus generally involves verifying 
these curves for specific desired compositions and specific growth temperatures. 
Source or chamber replacement usually implies reverification, and recalibration if 
necessary. 
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Figure 4.2 Growth rate as a function of TMIn partial pressure 
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Figure 4.3 The solid composition x of InxGai.xAs as a function of the vapor phase 
ratio of TMIn 
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4.4 Characterization Techniques 
4.4.1 Atomic Force Microscopy (AFM) 
Since the QDs studied during this research are so small in comparison to 
most structures studied in similar areas, a scanning probe microscopy method must 
be used to allow the most accurate imaging possible. Atomic force microscopy 
(AFM) is a type of scanning probe microscopy with atomic resolution that maps the 
topography of an interface by scanning a force sensor over the interface. AFM is 
based on the measurement of the inter-atomic forces between the probing tip and the 
sample. 
Photodiode 
Laserdio^e Mirror 身 ^ 
_ 輪 Feedback 
11 
XYZ Piezo-Scanner 
. Figure 4.4 Schematic diagram of AFM 
Figure 4.4 is a schematic diagram of AFM. The AFM sharp tip is attached at 
the free end of a flexible cantilever, of which the spring constant is very small. The 
cantilever is attached to a piezoelectric ceramic scanner system. When the tip is 
engaged, the features on the sample cause the cantilever to bend or deflect. The 
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deflection of the cantilever is monitored by an optical sensing system. In this system, 
a light beam from a laser diode is allowed to fall on the tip and reflected from the 
back of the cantilever free end and pass into a position-sensitive photodiode detector 
(PSPD). When the tip is scanning over the sample, the cantilever bends and the 
position of the laser beam fallen on the detector shifts. The PSPD itself can measure 
displacements as small as Inm. The ratio of the path length between the cantilever 
and the detector to the length of the cantilever itself produces a mechanical 
amplification. As a result, the system can detect sub-angstron vertical movement of 
the cantilever tip. Several forces typically contribute to the deflection of the AFM 
cantilever. The force most commonly associated with atomic force microscopy is 
interatomic force called van der Waals force. Figure 4.5 shows the interatomic force 
vs. distance curve, which illustrates the force between atoms on a cantilever tip and 
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Figure 4.5 Interatomic force vs. distance curve 
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In this work, the contact-mode AFM is engaged to investigate the surface 
morphology of the surface quantum dots using a Nano III Scanning Probe 
Microscope system from Digital Instruments, Inc. For comparison, each group of 
images is taken by using the same probing tip. The experiments were performed at 
room temperature and in air. 
4.4.2 Photoluminescence (PL) 
For optical characterization of the InAs quantum dots, photoluminescence 
(PL) measurement was used. This is a non-destructive characterization technique for 
assessing the optical quality of semiconductors and is particularly useful for the 
study of minority-carrier properties. When electron-hole pairs are created in the 
semiconductor by optical excitation, the resulting radiative recombination is called 
photoluminescence. At least three processes are involved in the physics of the 
photoluminescence, that is (i) e-h excitation, (ii) e-h thermalization and diffusion, 
and (iii) e-h recombination [55�. 
Argon ion laser  
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Figure 4.6 Schematic diagram of the PL system 
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Here we are concerned with conventional continuous-wave measurements 
(CW-PL). The emission wavelength, peak intensity, and full-width at half-maximum 
(FWHM) are most important for characterizing the quality of samples. Figure 4.6 
depicts the schematic of the PL measurement system. The exciting source is an 
Argon ion laser tuned at 514nm. The samples are kept in a helium cryostat which 
provides temperature control between low (12K) and room temperatures. The 
excitation laser is focused by a lens and the resulting luminescence is collected into 
the input slit of the spectrometer using a second lens. Liquid nitrogen (LN) cooled 
Ge photodetector is used for light detection. To improve the signal-over-noise ratio, 
lock-in detection techniques is employed. The whole system is fully integrated and 
controlled by a personal computer. 
4.4.3 Other Techniques 
Other characterization techniques used in this work include: double-crystal 
X-ray diffraction (DCXRD) and X-ray photoelectron Spectroscopy (XPS). As 
discussed in section 4.3, X-ray diffraction was used to characterize the 
lOxGai-xAs/GaAs MQW samples for the calibration of the growth rate and 
composition control of our MOVPE system. The measurements were carried out in a 
Bede Scientific Double Crystal Diffractometer with Cu Ka as the radiation source 
and a standard GaAs (004) crystal as the reference crystal, under a non-dispersive 
(+,-) (004)' symmetry. XPS was performed to determine the surface composition of 
the annealed samples and details of the characterization results are discussed in 
Chapter 5. 
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CHAPTER 5 
RESULTS AND DISCUSSION 
5.1 Introduction 
Self-assembled quantum dots (QDs) formed by the Stranski-Krastanow (SK) 
growth mode have been extensively studied in recent years because of both their 
fundamental properties and potential applications to optoelectronics [56�.in particular, 
GaAs-based semiconductor lasers using InAs QDs as active material have attracted 
more attention since these structures offer the prospect of high characteristic 
temperature, low threshold current density and light emission at 1.3|im [57-591. To 
realize such device applications, it is necessary to control the size, density and shape 
of InAs islands which are extremely sensitive to growth conditions, namely, growth 
temperature, growth rate, deposited InAs thickness, V/III ratio and growth 
interruption after the deposition of InAs�60-62�.However, the mechanism of formation 
of these 3D islands, which lies at the heart for their unusual properties, is not fully 
understood yet. In fact, the discussion is highly controversial [63�and more effort is 
clearly needed. 
The formation trend of InAs QDs on GaAs substrates in both MBE and 
MOCVD has been studied in detail [64 66�.However all the reported MOCVD growth 
of InAs QDs use H2 as carrier gas and the use of N2 as carrier gas has never been 
reported before. The replacement of commonly-used H2 by N2 as carrier gas with 
respect to both safety concerns and reaction kinetic aspects certainly justifies the 
need to conduct research on this topic. Excellent growth results and improved layer 
homogeneity for ternary materials have been obtained under N2 carrier�67,681. Also, 
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significant enhancement of [N] incorporation into both GaAsN and InGaAsN 
materials has been observed with N2 ambient gas�69�. 
5.2 Formation Trends of InAs QDs 
In this section we report the preparation of InAs quantum dots on GaAs 
(001) substrates by MOVPE using N2 as carrier gas. This is the first report of InAs 
QDs formation under N2 carrier ambient. The effects of growth parameters, such as 
growth temperature, growth rate, InAs coverage and buffer layer materials on the 
properties of InAs QDs have been investigated. 1.35|im wavelength emission with a 
FWHM of 102nm from the InAs QDs grown on GaAso.gSbo.i buffer layer has been 
demonstrated. 
5.2.2 Experimental Procedures 
t 
The samples were prepared on semi-insulating GaAs (001) substrates in a 
horizontal MOVPE reactor (AIX 202RD) at lOOmbar using TMGa, TMIn, TBAs 
and TMSb as source materials for gallium, indium, arsenic and antimony 
respectively. Gas-foil rotation of the susceptor and IR heating were engaged for the 
MOVPE system. Chemically gettered N2 was used as carrier gas which bubbled 
through the metalorganic sources to carry out the vapor into the reactor. Before 
growth, GaAs substrates were deoxidized at 700�C for 5 min. A 200nm GaAs buffer 
layer was grown at 650°C, then the temperature was lowered down and stabilized for 
active region growth at 470°C-530°C. All active regions consist of a buffer layer 
(GaAs, Ino.12Gao.88As, or GaAso.gSbo.i) and an InAs dot layer. The nominal growth 
parameters are: growth temperature of 490°C, growth rate of 0.87ML/s, InAs 
coverage of 2.6ML on GaAs buffer, and V/III ratio of 62. For the study of effects of 
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different growth parameters, one parameter varies with all the others fixed in every 
group of samples. For capped islands, an additional 50nm GaAs cap layer was 
grown at the same temperature as the active region. All the temperatures mentioned 
here are thermocouple readings. Densities and sizes of islands were evaluated by 
contact-mode atomic force microscopy (AFM) measurements. In order to avoid 
tip-convolution effects, only the measured height values of InAs islands were used as 
the representative "size" values. The standard deviations of the island height values 
were used as the representatives of size uniformity. Optical properties of surface and 
capped islands were studied by low temperature and room temperature PL 
measurements using an Ar+ laser tuned at 514.4nm for excitation source. Signals 
were detected with a LN2-cooled Ge detector. 
5.2.2 Results and Discussions 
t 
The driving force behind QD nucleation and formation is the reduction of 
total energy in the strained substrate/epilayer system. The resulting ensemble 
characteristics depend on the rate of nucleation and the extent of surface adatom 
diffusion. The nucleation rate is determined by deposition rate and surface coverage. 
Surface migration is determined by temperature and V/III ratio. Increasing 
temperature provides increased surface adatom energy while V/III ratio affects the 
incorporation of surface adatom into the growth surface. The relative nucleation rate 
and adatom surface diffusion determine the nucleation sites and site density 口。, 
Once nucleation begins, surface material migrates towards the existing sites. The 
extent of adatom surface diffusion during and just after nucleation defines the QD 
uniformity and defect concentration. In this section, we discuss the specific effects of 
each individual growth parameters on the QD ensemble formation [65,72]-
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5.2.2.1 Effect of Growth Temperature 
For a given material volume, the kinetics that determine the QD density and 
size are not fully understood, the two features are interrelated and strongly 
temperature dependent. At low temperature (T<510�C)’ high density QDs are formed 
due to shorter diffusion length. The existing surface material distributes over a large 
number of QDs forming smaller islands. At higher temperature, a greater migration 
distance leads to a lower QD density of large islands. 
Figure 5.1(a)-5.1(d) show the AFM images of surface QD ensembles grown 
directly on GaAs buffer at temperatures ranging from 470°C to 530°C. The QD size 
increases with temperature while the QD density shows a maximum at 490°C and 
then decreases. These trends can be well explained by the increase in surface adatom 
mobility with temperature. While for low temperature T=470°C, large irregular dots 
coexist with small regular dots, which is different with the case under H2 carrier gas 
This may be due to the lower pyrolysis efficiency of metalorganic precursors 
under N2 carrier gas ambient (because of the poor heat conductivity of N2) and the 
cracking and reaction of the sources become difficult, large metalorganic particles 
are then formed at the growth front and In adatoms are more easily incorporated into 
these particles to form dislocated In-rich clusters. From AFM scans, we measure an 
average QD height of 5.3nm for the small regular QDs with a density of 7.3xl0^cm"^ 
at 470�C; A maximum density of l.lxlO^^cm"^ with an average islands height of 
7.8nm is obtained at T=490�C. For T>490°C, the density decreases (4.2x1 O c^m"^ ) as 
the QD height increases (9.1nm) at 510°C. As the temperature increases, higher 
mobility of adatoms favors the formation of polycrystalline coalesced QDs and 
dislocation defects, as shown in Figure 5.1(c) and 5.1(d). At high temperatures 
(T>510�C)，the In evaporation is another factor for the island density decrease. The 
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resulting QD height and density data are plotted as functions of growth temperature 
in Figure 5.2 and Figure 5.3 respectively. 
國 
• H l ^ j B R H H i r 
M K g M l 
B I H S I 
Figure 5.1 InAs QDs grown on GaAs at different temperatures with nominal growth 
rate of 0.87ML/s, InAs coverage of 2.6ML. V/III=62. Scan size: 1 u mX 1 u m, 
height scale: 15nm, 15nm, 30nm, 30nm respectively. 
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Figure 5.2 Growth temperature dependence of the height of InAs islands on GaAs 
estimated from AFM images. 
1 5 0 
120 -
f • 
" b 9 0 - Z \ 
L. \ 
<D 60 - \ 
1 . \ 
i5 
丑 3 0 -
- 0 1 ‘ 1 1 1 1 1 I I • I • • 
4 7 0 4 8 0 4 9 0 5 0 0 5 1 0 5 2 0 5 3 0 
Growth Temperature (°C) 
Figure 5.3 Growth temperature dependence of the density of InAs islands on GaAs 
estimated from AFM images. 
- 4 9 -
Chapter 5 Results and Discussion 
5.2.2.2 Effect of Growth Rate 
In this section, we describe the effect of growth rate on the QD nucleation. 
Figure 5.4(a)-5.4(d) show the AFM images of samples grown at 490°C, InAs 
coverage of 2.6ML with a nominal growth rate of 0.5ML/S, 0.8ML/s, l.OML/s, and 
1.5ML/S respectively. As the growth rate increases, the QD size exhibits a first 
decrease and then increase trend while the density exhibits a first increase and then 
decrease trend, which is different from the trend under H2 carrier gas where 
complete suppression of dot formation is observed at very low deposition rate [65�. 
High deposition rate can lead to polycrystalline coalesced QDs, which form more 
quickly than the crystallographically selective QDs. For conditions of Figure 5.4(c) 
and 5.4(d), a bimodal size distribution occurs due to very fast nucleation. Under 
moderate condition of growth rate, the nucleation process occurs over a sufficient 
time span to allow a more uniform distribution of crystallographic QDs. The 
corresponding AFM image shows a high density of fully developed dot size with 
only several coalesced islands, as in Figure 5.4(b). 
The data suggest that beyond the 2D-3D transition, the main effect of the 
growth rate is to increase the QDs density and to reduce the average dot size, as 
plotted in Figure 5.5 and Figure 5.6. On the other hand, high deposition rate favors 
the formation of polycrystalline coalesced QDs which ripen with unlimited sizes at 
the expense of small coherent islands. 
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Figure 5.4 InAs QDs grown on GaAs at 490�C with different growth rate. Nominal 
InAs coverage is 2.6ML, V/III=62. Scan size: 1 u mX 1 u m, height scale: 30nm, 
15nm, 15nm, 30nm respectively. 
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Figure 5.5 Growth rate dependence of the height of InAs islands on GaAs estimated 
from AFM images. 
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Figure 5.6 Growth rate dependence of the density of InAs islands on GaAs estimated 
from AFM images. 
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5.2.2.3 Effect of InAs Coverage 
A similar increase of the dot density with increasing the InAs coverage has 
been observed as the effect of growth rate [73’ 74] Figure 5.7(a)-5.7(d) show the AFM 
images of samples grown at 490°C, nominal growth rate of 0.87ML/s with a total 
InAs coverage of l.OML, 1.7ML, 2.6ML, 3.0ML and 4.0ML respectively. 
At the first stages of the growth, a smooth surface is observed, as shown in 
Figure 5.7(a) that complete suppression of dot formation due to insufficient InAs 
coverage. Intermediate InAs coverage near 1.7ML produces self-assembled QDs, as 
seen in Figure 5.7(b) and 5.7(c). A slight reduction in the average size of the islands 
is associated with the increase in density of the islands, with InAs coverage increases. 
Figure 5.7 shows that the most uniform islands are observed at approximately 2.6ML, 
but not at the initial stages of their formation [75�.As InAs growth is continued to a 
coverage well beyond 2.6ML，dislocated islands will form, as shown in Figure 5.7(d). 
I 
Once formed, these dislocated islands will grow in size without restriction, as the 
newly arrived adatoms are energetically preferred to incorporate into these relaxed 
islands. Growth of these larger islands is concurrent with the dissolution of the 
smaller coherent islands, indicating that these relaxed islands act as sinks for the 
surface mobile cations [76】，as shown in Figure 5.7(e). The mass transport of In 
adatoms from coherent small islands into relaxed large islands indicates a dynamic 
growing surface, with a large cation surface mobility and a high rate of adatoms 
attachment and detachment to islands. When InAs growth continues, the relaxed 
islands will then coalesce to produce a continuous thick film. The resulting island 
height and density data are plotted as functions of InAs coverage in Figure 5.8 and 
Figure 5.9 respectively. 
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It is rather unexpected that after the initial nucleation, further InAs coverage 
produces not larger islands, but increasing numbers of islands. This suggests an 
energy barrier for QD growth. This energy barrier to continued QD growth may 
simply be the energy barrier for the formation of misfit dislocation [77�.The 
dependence of InAs island density and size on growth parameters such as substrate 
temperature and growth rate have been discussed in previous sections, however, we 
have found that the most significant changes in the islands are associated with the 
total InAs coverage. As plotted in Figure 5.9，the island density is essentially zero 
until a certain critical coverage (about 1.6ML for InAs on GaAs), at which the 
density of the InAs islands abruptly increases to a value of about IxlO^^cm'^. We 
therefore deduce that the strain, induced by increasing the total amount of deposited 
InAs, is a more critical growth parameter for the tuning of the island size and density. 
In the following sections, we will further discuss the effect of strain between the 
substrate/epilayer on the tuning of the island properties. 
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Figure 5.7 QDs grown on GaAs with different InAs coverage at 490°C with a 
nominal growth rate of 0.87Ml/s, V/III=62. Scan size: 1 u mX 1 u m, height scale: 
5nm, 15nm, 15nm, 15nm, 30nm respectively. 
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Figure 5.8 InAs coverage dependence of the height of InAs islands on GaAs 
estimated from AFM images. 
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Figure 5.9 InAs coverage dependence of the density of InAs islands on GaAs 
estimated from AFM images. 
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5.2.2.4 Effect of Buffer Layer Material 
Figures 5.10(a)-5.10(i) show AFM images of InAs surface dots grown on a 
GaAs buffer, an Ino.12Gao.88As buffer layer and a GaAso.gSbo.i buffer layer 
respectively, at growth temperatures ranging from 470°C to 530°C. The nominal 
growth rate of InAs is 0.87ML/s，3 sec for InAs dot layer growth and without 
postgrowth annealing. Figures 5.10(a)-5.10(c) correspond to InAs islands grown 
directly on GaAs buffer at 470°C, 490�C，and 510°C respectively. Figures 
5.10(d)-5.10(f) correspond to InAs islands grown on a 6nm-thick Ino.12Gao.88As 
buffer layer at 490�C，510�C，and 530�C respectively. Figures 5.10(g)-5.10(i) 
correspond to InAs islands grown on a 6nm-thick GaAso.gSbo.i buffer layer at 490°C, 
510°C，and 530°C respectively. The growth temperature dependence of the height 
and density of InAs islands estimated from AFM images are shown in Figure 5.11. 
It appears that InAs QDs on GaAs form within a narrow range from 470°C 
to 490°C, and islands size uniformity is rather low due to fast nucleation caused by 
large lattice mismatch between InAs and GaAs. Comparing with QDs grown on the 
GaAs buffer, the additional In in the Ino.12Gao.88As buffer layer causes faster 
nucleation and a reduced migration distance of adatoms during island formation�78】， 
which results in higher QDs density and smaller QDs size, as plotted in Figures 
5.11(b) and 5.11(d). The maximum islands density of about with an 
average islands height of 6nm is obtained at T=490°C. Islands density decreases and 
size increases with temperature, which shows a similar formation trend as islands on 
GaAs. As shown in Figure 5.10(e), faster nucleation is due to the additional In in the 
buffer layer, which also causes a bimodal size distribution with small islands and 
larger, "fully developed" islands. 
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國 • 國 •Mi • M 
Figure 5.10 AFM images of InAs QDs grown on GaAs at (a) 470�C，(b) 490�C，and 
(c) 510�C; on 6nm Ino.12Gao.88As at (d) 490�C，(e) 510°C, and (f) 530°C; and on 6nm 
GaAso.9Sbo.i at (g) 490�C，(h) 510°C, and (i) 530°C. The scan size is 1/xm x Ijtxm. 
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Figure 5.11 Growth temperature dependence of the height of InAs islands on 
(a)GaAs, (b)6nm Ino.12Gao.88As buffer, (c)6nm GaAso.gSbo.i buffer, and (d)the 
density of InAs islands on different buffer layer compositions estimated from AFM 
images, respectively. 
- 6 0 -
Chapter 5 Results and Discussion 
To maintain a high density of islands and improve the islands size 
uniformity, we use GaAsSb as the buffer layer. A GaAsi.xSbx buffer layer with Sb 
concentration of x=0.1 gives nearly the same strain reducing effect as a 
Ino.12Gao.88As buffer layer. Comparing with islands grown on Ino.12Gao.88A buffer 
layer, the islands on GaAso.gSbo.i exhibit nearly the same island density but with an 
increased average island height and improved size uniformity, which is supported by 
the PL result shown in Figure 5.12. As plotted in Figures 5.11(c) and 5.11(d), at 
T=490°C the island density is about with a average height of 6.2nm. 
For T>490°C, the density decreases from at 510°C to l.OxlO^W^ at 
530°C, as the QD average height increases from about 7nm at 510°C to lOnm at 
530°C. The improved size uniformity and increased average island height can be 
explained as follows. GaAsSb buffer layer reduces the lattice mismatch between 
InAs and GaAs, and suppresses the fast nucleation of InAs QDs which actually 
» 
happens in the cases of GaAs buffer and InGaAs buffer. As a result, this improves 
the islands size uniformity. On the other hand, slower nucleation rate of islands 
favors a larger island size. By "fine tuning" the GaAsSb buffer layer composition 
and thickness, higher islands density and size uniformity can be expected. 
Figure 5.12 shows LT-PL spectra from surface InAs QDs grown directly on 
GaAs, on a 6nm-thick Ino.12Gao.88As buffer, and on a 6nm-thick GaAso.gSbo.i buffer 
as shown in Figures 5.10(b), 5.10(e), and 5.10(h) respectively. 
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Figure 5.12 Low-temperature PL spectra from surface InAs QDs grown on GaAs at 
490°C (dash dot), 6nm Ino.12Gao.88As buffer at 510°C (dash), 6nm GaAso.gSbo.i buffer 
at 510°C (solid), respectively. 
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Figure 5.13 Room-temperature PL spectra at different excitation intensities from 
caped InAs QDs grown on 6nm-thick GaAso.gSbo.i buffer layer at 510°C 
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The peak wavelength of InAs QD ensembles directly grown on GaAs is 
1.63jLim with a very wide full width at half maximum (FWHM) of about 420nm, 
which is due to the nonuniformity of the InAs islands. For dot assembles on InGaAs 
buffer, two peaks appear at 1.49jLim and 1.61/xm, indicating the coexistence of fully 
developed large islands and non-fully developed small islands. While the reduced 
FWHM of 320nm still shows the reduced size variation of the QD ensemble on 
InGaAs buffer than directly on GaAs. For QDs grown on GaAsSb buffer, a peak 
wavelength at 1.51/>im with a FWHM of 280nm indicates improved size uniformity. 
This PL result is consistent with the AFM scans that QDs grown on GaAsSb buffer 
layer exhibits higher size uniformity than that of QDs on InGaAs. The significantly 
long wavelength and broad FWHM of surface QDs result from the combined effects 
of large island size and the free surface which allows the strained InAs islands to 
completely relax, thereby increases the wavelengths [65�.Figure 5.13 shows RT-PL 
spectra at different excitation intensities from capped InAs QDs grown under the 
same conditions as in Figure 5.10(h) with an extra 50nm GaAs cap layer. The peak 
wavelength is observed at 1.35/m with a FWHM of 102nm. The PL spectra show a 
band filling dynamics that only one peak was observed at low excitation power 
(bottom curve) and a second peak appeared on the left shoulder of the first peak at 
high excitation (upper curve), which indicates that the first and second peaks were 
originated from the ground and the first excited states of QDs. 
5.2.3 Summary 
We have discussed the preparation of InAs QDs on GaAs substrates by 
MOVPE using N2 as carrier gas. The effects of growth parameters, such as growth 
temperature, growth rate, InAs coverage and buffer layer materials on the structural 
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and optical properties of InAs QDs have been investigated. The effect of growth 
temperature under N2 carrier is similar to that under H2 carrier, i.e., islands size 
increases and density decreases with temperature. For the effect of growth rate, 
beyond the 2D-3D transition, its main effect is to increase the QDs density and to 
reduce the average dot size, while too high growth rate favors the formation of 
coalesced islands and dislocation defects. As for the InAs coverage, we found that 
after the initial nucleation, further InAs coverage produces not larger islands, but 
increasing numbers of islands. This suggests an energy barrier to QD growth, which 
is believed to be the energy barrier for the formation of misfit dislocation. Also, we 
have found that the most significant changes in the islands are associated with the 
total InAs coverage and thus deduced that the strain, induced by increasing the total 
amount of deposited InAs, is a more critical growth parameter for the tuning of the 
island size and density. To investigate the effect of different buffer layer materials on 
which the InAs islands grows, we prepared islands grown on GaAs, InGaAs and 
GaAsSb buffer layer respectively. We found, by using GaAsSb as QD buffer layer, 
the islands show an improved size uniformity comparing with islands grown on 
GaAs and InGaAs while maintaining a high island density. These results indicate 
that controlling the growth parameters and buffer layer material make it possible to 
control the size and density of InAs islands. For demonstration, InAs islands grown 
on a 6nm-thick GaAso.gSbo.i buffer layer shown a room temperature emission 
wavelength at 1.35|im with a FWHM of 102nm were produced, indicating the 
suitability of N2 as carrier gas for the growth of InAs QDs emitting at 1.3^m region. 
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5.3 Annealing of InAs QDs under Dissimilar Ambient Flux 
In this section, in order to obtain detailed knowledge of the island formation 
and evolution, effects of post-growth annealing under dissimilar ambient fluxes on 
InAs islands grown on GaAs (001) surfaces have been studied using atomic force 
microscopy (AFM) and X-ray photoelectron spectroscopy (XPS). It is found that 
InAs islands annealed under different ambient fluxes exhibit different ripening 
processes. Islands annealed under DMHy flux exhibit dissolving of the 3D island 
morphology. In contrast, for islands annealed under TMSb flux, the 3D island 
morphology is enhanced with an increased island density comparing to the samples 
with no additional anneal. The result will be discussed in terms of the critical nuclei 
radius in heterogeneous nucleation. 
5.3. J Experimental Procedures 
The samples were prepared on semi-insulating GaAs (001) substrates in a 
horizontal MOVPE reactor (AIX 202RD) at lOOmbar using TMGa, TMIn, TBAs, 
DMHy and TMSb as source materials for gallium, indium, arsenic, nitrogen and 
antimony respectively. Gas-foil rotation of the susceptor and IR heating were 
engaged for the MOVPE system. Chemically gettered N2 was used as carrier gas. 
Metalorganic vapor was introduced into the reactor by passing the N2 carrier gas 
through the source bubblers. Before growth, GaAs substrates were deoxidized at 
700°C for 5 min. A 200nm GaAs buffer layer was grown at 650°C, then the 
temperature was lowered to 490°C for InAs deposition. All the temperatures 
mentioned here are thermocouple readings. An equivalent coverage of 2.6ML InAs 
was then deposited. A V/III flux ratio of 28 was used during the growth of quantum 
dots and the nominal growth rate was 0.87ML/s, which was found to give a 
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maximum island density. After the growth of InAs quantum dots, the temperature of 
the first sample, which was used as a reference, was reduced immediately in order to 
minimize the possible influence of high temperature on the surface morphology of 
quantum dots. Three more samples were grown under the same conditions, and then 
further annealed at the island growth temperature for 10 min under TBAs, DMHy, 
and TMSb flux respectively. The surface morphology of the islands was observed by 
contact-mode atomic force microscopy (AFM). X-ray photoelectron spectroscopy 
(XPS) was used to determine the composition at the sample surface. 
5.3.2 Results and Discussion 
Figure 5.14(a) shows the AFM image of InAs QDs grown on GaAs (001) 
with no anneal. Figure 5.14(c)-5.14(d) correspond to InAs islands with a post-growth 
annealing of 10 min at InAs growth temperature (T=490°C) under TBAs, DMHy, 
and TMSb flux respectively. From the AFM images, it can be seen that the 
post-annealing under different ambient fluxes results in a significant change in the 
density and size of the islands. For the first sample with no anneal, the average 
diameter of the InAs islands was 35nm with an average island height of 7.8nm, and 
the island density was about With a post-growth annealing in TBAs 
flux, Ostwald ripening of the quantum dots was observed. The average diameter of 
the islands increased to 49nm and the density was reduced to 
Interestingly, the island density was drastically decreased after annealing in DMHy 
flux; while in contrast, an increase of the island density was observed after annealing 
in TMSb flux. As shown in Figure 5.14(c) and 5.14(d), the island density was 
decreased to O.lxlO^^cm"^ with an average island diameter of about 39nm under 
DMHy flux annealing; while the island density increased to 2.4xl0^°cm"^ with an 
- 6 6 -
Chapter 5 Results and Discussion 
average island diameter of about 32nm under TMSb flux. This result indicates that 
the 3D morphology of InAs islands is constrained under DMHy flux annealing, 
while enhanced under TMSb flux. ••I  _ 
Figure 5.14 InAs quantum dots (a) with no anneal; (b) with TBAs flux anneal; (c) 
with DMHy flux anneal; and (d) with TMSb flux anneal at 490°C. 
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In order to better understand the mechanism that drives these transitions, we 
varied the substrate temperature during the annealing process. After the growth of 
the InAs islands, two groups of samples were annealed under DMHy and TMSb 
respectively, for 5 min at three different temperatures: 490°C, 520°C, and 550°C. 
Figures 5.15(a) - 5.15(c) show the AFM images of the InAs islands annealed under 
DMHy flux, while Figures 5.15(d) — 5.15(f) are for under TMSb flux. It can be seen 
that the two post-growth annealing procedures result in a similar ripening trend, i.e., 
the samples annealed under DMHy flux and under TMSb flux both exhibit increase 
in island size and decrease in density with increasing annealing temperature, as 
shown in Figure 5.16 and Figure 5.17. However, the influence of ambient flux on the 
morphology of the QDs becomes more apparent when we studied the density and 
size variations between samples. If we kept the annealing temperature constant, the 
samples annealed under TMSb flux exhibit a higher island density and smaller island 
size than those of islands annealed under DMHy flux. One point we need to mention 
is that the lack of island density and small island size observed in Figures 5.15(c) 
and 5.15(f) is due to In desorption from the surface at too high an annealing 
temperature (T=550°C). X-ray photoelectron spectroscopy (XPS) was used to 
determine the composition at the surface of the samples. XPS results showed that N 
and Sb contents were present in the annealed samples and the substituted anion 
content increased with increasing annealing temperature. 
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薩圃 
• • I 
Figure 5.15 InAs quantum dots with a TMSb flux anneal at (a) 490�C，(b) 520�C，and (c) 
550�C; and InAs quantum dots with a DMHy flux anneal at (d) 490�C，(e) 520�C，and (f) 
550°C. 
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Figure 5.17 Annealing temperature effect on the island height under different 
ambient fluxes 
- 7 0 -
Chapter 5 Results and Discussion 
XPS and surface morphology studies revealed that some arsenic in the 
surfaces of the samples was substituted by nitrogen (or antimony) during annealing 
and the composition of surface changed from InAs to InAsi.xNx (or InAsi.xSbx). It is 
known that the driving force for the formation of InAs quantum dots on the GaAs 
substrate is the lattice mismatch between InAs and GaAs. The formation of 
InAsi-xNx (or InAsi.xSbx) causes the reduction (or increase) of strain on the surface, 
and so the 3D island morphology of the samples is constrained (or enhanced). This 
island density change can be explained in terms of critical nuclei radius in 
heterogeneous nucleation [？今】. 
/ ' - Retarding energy 
A « surface free-energy chftrtge 
/ = 4wr*y 
+ 辦 / 
‘ / / ^ A</r frte-^ nerjy chwige 
fe I ‘‘ \ Radiut of pArtkk. r • 
i 
Driving enerfy "V G^^  - volume free^enw^ ch&nge 
\ 小 AG, 
Figure 5.18 Dependence of droplet radius of the Gibbs free energy change AG 
connected with the formation of nuclei from a supersaturated vapor phase 
Considering a heterogeneous nucleation on a single crystal substrate from a 
vapor phase, the change of the Gibbs free energy (Figure 5.18) upon the formation of 
the nuclei can be expressed as [了今’糊 
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= (5.1) 
where the three terms on the right hand side are respectively, a bulk term coming 
from energy gain upon crystallization from a vapor, a surface term due to energy cost 
upon creating the surfaces of nuclei (surface energy), and an elastic strain energy 
term. As the first approximation, the third term is neglected since the elastic strain is 
somewhat relaxed after the nucleation has taken place�1叫.With increasing the size 
of the nuclei, A G increases initially since the surface energy cost of small nuclei 
exceeds the bulk energy gain. Beyond a certain radius of the nuclei, so called the 
critical radius, A G decreases with the increase of the nuclei size. As a result, nuclei 
larger than the critical nucleus should grow further, while nuclei smaller than the 
critical nucleus should become smaller and smaller and finally dissolve into the 
wetting layer. As in the post-growth annealing process where the wetting layer acts 
as a source of material, the existing nuclei will continue to grow and ripen. This 
phase can be viewed as a further nucleation process where 3D islands nucleate from 
the wetting layer, followed by a ripening process [ � �B y analogy with the 
heterogeneous nucleation process from a vapor phase, there is also a critical radius 
exist in the 2D-3D transition and further ripening process, and in this case the 
wetting layer is the original phase and the 3D island is the new phase. 
Under annealing in DMHy flux, as the nitrogen incorporated into the 
wetting layer surface to form a very thin layer InAsi.xNx through surface exchange, 
the large compressive strain energy in the InAs wetting layer caused by lattice 
mismatch between InAs and GaAs can be somewhat reduced, causing the chemical 
potential of InAs in the wetting layer ( u wet) to decrease �102� .From 
Thomson-Gibbs equation [？今]: 
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* _ 2(TL>2 
‘ ( 5 . 2 ) 
where = Mi 'is the supersaturation, Vj is the surface tension 
and molecular volume of the new phase respectively, the critical radius (/"DMHy) in the 
DMHy-flux annealing process becomes larger than that during InAs QDs growth 
(rTBAs). This means that islands smaller than (roMHy) will be redissolved into the 
wetting layer under the DMHy flux, and islands larger than (roMHy) will grow further 
at the expense of the wetting layer material. This explains the island density decrease 
in the DMHy case. 
(a) 、、 
？ ’ 辦 - 潘 . f e 德H丄‘纷 4 
. (b) “ � 、： � W r 狐 
( 0 ， ‘ 托 " . I 
- 一 — —-…、……- •… --
Figure 5.19 Schematic illustration of effect of critical nuclei radius on island density. 
厂DMHy， rTBAs, and rxMSb correspond to the critical nuclei radius in the DMHy-, T B A s -， 
and TMSb-flux anneal process respectively 
In contrast, for the TMSb case, the antimony incorporated into the wetting 
layer surface to form a very thin layer of InAsi.xSbx, which enhances the 
compressive strain energy in the InAs wetting layer. The chemical potential (we t ) 
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of InAs in the wetting layer will then increase, so the critical radius (riMSb) in the 
TMSb case becomes smaller than that during the InAs QDs growth ( r rW- The 
islands smaller than (rpMSb) will be redissolved into the wetting layer and islands 
larger than (rpMSb) will grow further. Since (rpMSb) becomes smaller than ( k t b a s ) , 
more nuclei will remain in exist and grow larger, and the island density after 
annealing in TMSb flux will become larger than that after annealing in TBAs flux, as 
shown in Figures 5.14(b) and 5.14(d). Therefore, we conclude that InAs islanding 
can be described as a critical nucleation process from the wetting layer material. The 
schematic illustration of effect of critical nuclei radius on island density is shown in 
Figure 5.19. The present result suggests a possibility of controlling the size and 
density of InAs islands by post-growth annealing under different ambient fluxes. 
5.3.3 Summary 
Effects of post-growth annealing on InAs quantum dots grown on GaAs 
(001) by MOVPE under different ambient fluxes have been investigated. It is found 
that after the InAs quantum dots formation, a post-growth annealing under DMHy 
flux causes suppressing of the 3D quantum dot morphology with the 3D island 
density decreases. In contrast, for InAs islands annealed under TMSb flux, the 
post-growth annealing enhances the 3D quantum dot morphology with the 3D island 
density increases. This phenomenon suggests a new method of controlling the size 
and density of InAs islands by post-growth annealing under different ambient fluxes. 
The result has been explained in terms of a critical nucleus radius in heterogeneous 
nucleation. 
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The purpose of this study was to gain further understanding on the growth 
and evolution of InAs QDs on GaAs, in terms of the size, density, and ripening 
characteristics of the islands. Using strained layer heteroepitaxy, self-assembled 3D 
islands of InAs were grown on GaAs(OOl) surface and annealed under dissimilar 
ambient fluxes. 
The islands were prepared by low-pressure metalorganic vapor-phase 
epitaxy (LP-MOVPE) and characterized by atomic force microscopy (AFM), 
photoluminescence (PL), and X-ray photoelectron spectroscopy (XPS). In the 
MOVPE process, we use N2 instead of H2 as carrier gas for the InAs islands growth. 
It is a valuable trial for answering the suitability of using N2 as carrier gas for the 
growth of QD structure by MOVPE, with respect to both safety concerns and 
reaction kinetics. 
In this thesis, we discussed the results of a growth matrix designed to 
produce high density, defect-free QD ensembles which emit light at around 1.3/xm. 
The formation trends were studied as functions of growth temperature, growth rate, 
InAs coverage, and buffer layer material. 
The effect of growth temperature under N2 carrier is similar to that under H2 
carrier, i.e., islands size increases and density decreases with temperature. For 
growth rate, beyond the 2D-3D transition, its main effect is to increase the QDs 
density and to reduce the average dot size; while too high a growth rate favors the 
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formation of coalesced islands and dislocation defects. As for the effect of InAs 
coverage, it is found that after the initial nucleation, further InAs coverage does not 
produce larger islands, but rather leads increasing numbers of islands. This suggests 
an energy barrier to QD growth, which is believed to be the energy barrier for the 
nucleation of misfit dislocation. Also, we have found that the most significant 
changes in the islands are associated with the total InAs coverage and thus deduced 
that the strain, induced by increasing the total amount of deposited InAs, is a more 
critical growth parameter for the tuning of the island size and density. Also we 
investigated the effect of different buffer layer materials on which the InAs islands 
grows, we found that by using GaAsSb as QD buffer layer, the islands show an 
improved size uniformity comparing with islands grown on GaAs and InGaAs when 
maintaining a high island density. From the obtained results, it is found the QD 
formation is affected by changes in surface atom mobility relative to the QD 
nucleation rate and it is possible to tune the size and density of InAs islands by 
controlling of the growth parameters and buffer layer materials. For demonstration, 
InAs islands grown on a 6nm-thick GaAso.gSbo.i buffer layer shown a room 
temperature emission wavelength at 1.35|a,m with a FWHM of 102nm were produced, 
indicating high quality of the islands and suitability of N2 as carrier gas for the 
growth of InAs QDs emitting at 1.3|im region. 
Post-growth annealing effects on InAs QDs under dissimilar ambient fluxes 
have also been investigated. It is found that after the InAs islands formation, a 
post-growth annealing under DMHy flux causes suppression of the 3D quantum dot 
morphology. In contrast, for InAs islands annealed under TMSb flux, the 
post-growth annealing enhances the 3D quantum dot morphology. The phenomenon 
is explained in terms of critical nuclei radius in heterogeneous nucleation process. 
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The result suggests that we can further tune the size and density of InAs islands by 
annealing under different ambient fluxes and this method can also be expected to 
extend to other material systems for QDs growth. 
6.2 Future Work 
There is still much that needs to be learned before we truly understand the 
formation, growth, and ripening of InAs QDs on GaAs(OOl) and use them in 
commercial devices. Future work should involve a detailed study of the island 
shapes which is not addressed in this study, since for device applications the energy 
levels in QDs is not only controlled by island size, but also impacted by the island 
shape. 
More study could also be done about the island density and size uniformity, 
as have been discussed in Chapter 5, and the effect of buffer layer material on the 
formation of the islands. By "fine tuning" of the buffer layer composition and 
thickness, higher islands density and size uniformity can be expected. Also, for 
capped islands, different capping layer material will impose different strain state on 
the islands, and thus affect their optical properties. This should also be involved in 
future work. 
Lastly, device fabrication using InAs QDs grown by our equipment would 
be very interesting and exciting. Further work may include laser and/or 
photodetector fabrication using QD structures, as highlighted earlier in this thesis. 
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APPENDIX: Abbreviations 
OD Zero-Dimensional 
I D One-Dimensional 
2D Two-Dimensional 
3D Three-Dimensional 
AFM Atomic Force Microscopy 
CB Conduction Band 
Eg Energy Bandgap 
FM Frank-van-der-Merwe 
HBT Heterobipolar Transistor 
MBE Molecular Beam Epitaxy 
MOVPE Metal-organic Vapor Phase Epitaxy 
OMVPE Organo-metallic Vapor Phase Epitaxy 
MOCVD Metal-organic Chemical Vapor Deposition 
OMCVD Organo-metallic Chemical Vapor Deposition 
ML Monolayer 
OR Ostwald Ripening 
PL Photoluminescence 
QD Quantum Dot 
QDIP Quantum Dot Infrared Photodetector 
QW Quantum Well 
QWIP Quantum Well Infrared Photodetector 
SET Single Electron Transistor 
SK Stranski-Krastanow 
VB Valence Band 
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VCSEL Vertical-cavity Surface-emitting Laser 
VM Volmer-Weber 
XPS X-ray photoelectron spectroscopy 
XRD X-ray Diffraction 
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