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Abstract
Coupled nonlinear integrable systems are generated from usual zero curvature equation. The relevant
Maurer-Cartan forms are constructed by combining suitably chosen matrices (nilpotent, Hadamard, idem-
potent and k-idempotent) and Lie algebraic elements via Kronecker product. In each case a closure type
property among the matrices chosen is found to be playing a key role to produce both the coupling and
nonlinearity present in the system of equations obtained. The method is highly flexible and can be used
to construct general systems containing ’p’ number of equations. It is also shown that these new equations
can be written in the Hamiltonian form (with a preassigned symplectic operator) with the trace identity
introduced by Tu. Since the Lax operator is known one can obtain the hereditary operators signifying the
complete integrability. Various properties of Kronecker product are found to be useful in our construction.
PACS Number(s): 05.45.Pq, 05.45.Ac, 05.45.-a.
Keywords: Lax pair, Kro¨necker product, Nilpotent matrix, Hadamard matrix, idempotent and k-
idempotent matrix, trace identity, Liouville integrability.
1 Introduction
Extending the class of integrable equations[1],[2],[3] is one of the most important areas of research in the field
of solitonic equations. Among various avenues those have been explored to obtain continuous and discrete
types of flow one can mention the so called symmetric space construction[4], extension of underlying Lie
algebra though direct sum[5], construction of new loop algebra[6] to name a few. In this context it may
be mentioned that it was B. Fucssteiner[7] who first demonstrated how one can generate coupled integrable
systems by starting with the original nonlinear equation and its linearized forms. Use has also been made of
the hereditary operator and Lie symmetry of the equation[8]. Extension of such a method was done by Zang
et. al. [9]. The situation involving infinite dimensional case was treated by Bacocai and Zhuquan [10]. Later
it was found that by coupling of commutator pairs coupled solitonic system can be manufactured as described
by Zhang and Tau[11]. It was also observed that by decoupling of a Lie algebra in its various subalgebras one
can achieve such a goal[12]. Of course one should not forget the method of Whalquist and Estabrook for the
derivation of a Lax pair from a given nonlinear system[12],[13],[14],[15]. These methods often lead to coupled
integrable equations that keep intact the property of integrability. The best way to ascertain the property of
integrability is to assure the existence of Lax pairs understood through zero curvature equation that involves
derivations in relation to space and time variables. In a recent communication we have shown how a Lax
pair can be formed for typical (1+1) dimensional systems with the help of Kronecker product[16] between
various projection type operators in one hand and suitably chosen Lie algebraic elements on the other. As a
consequence the basic zero curvature equation leads us to a series of underlying coupled equations at least
to within a sense of sufficient condition.
In the present communication what has been constructed is the basic 1-forms by combining four dis-
tinct types of matrices (nilpotent, Hadamard, idempotent and k-idempotent matrices) with iso-spectral Lie
algebraic elements relating to AKNS or KN type systems[17]. This helps us to appreciate our method in
at least two different loop algebraic contexts. One of the interesting observations regarding the use of such
matrices is that they are found to hold a kind of closure type relation among themselves: a crucial fact that
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we have demonstrated in tabular form for the k-idempotent case. This fact along with several other algebraic
properties of these matrices greatly influence the nature of coupling present in the nonlinear equations thus
obtained. As an example in our first case with nilpotent matrix we find as many nonlinear equations as
the index of nilpotency. Entries of the relevant recursion matrices leading to so called hierarchy of nonlin-
ear equation have been enlisted in the appendix for at least two such cases (Hadamard and k-idempotent)
discussed.
The integrability property of the equations so obtained has been envisaged through the construction
of Hamiltonian and by demonstrating equations of motions in the sense of Liouville, each case admitting a
distinct symplectic operator. The relevant trace identity[18] leading to the Hamiltonians and the variety of
symplectic operators associated with them demands the use of the properties of Kronecker product and the
contribution of various matrices that we have brought into use. In fact the very presence of expressions in
the form of Kronecker product lead us to introduce a new form of inner product in the nilpotent case. It
has been appreciated in literature [5],[17],[18] that various types of such inner product provide one of the key
points leading to the formulation of relevant Hamiltonians.
2 Formulation
2.1 Enlarging Maurer-Cartan form
Given n differential i-form θj , j = 1 . . . n with Lie algebraic coefficients one can construct the following
expression
θ =
n∑
j=1
Mj ⊗ θj (1)
where θj = Ujdx + Vjdt with Uj and Vj belongs to a chosen Lie algebra. With this the corresponding
Maurer-Cartan form dθ− θ∧ θ = 0(zero curvature equation) leads to a series of nonlinear equations. In fact
this is equivalent to considering a Lax pair U, V with the following demand
U =
n∑
j=1
Mj ⊗ Uj (2)
V =
n∑
j=1
Mj ⊗ Vj (3)
and
Ut − Vx + [U, V ] = 0 (4)
2.2 Coupling by nilpotent matrix
To start with let us consider a set of x-part of Lax matrices {Uj | j = 1 . . . p+ 1} and construct
U = 1⊗ U1 +
p∑
j=1
N j ⊗ Uj+1 (5)
where {N j 6= 0 | j = 1 . . . p} and Np+1 = 0 Here, N is a nilpotent matrix. Similarly for the time part we
take
V = 1⊗ V1 +
p∑
j=1
N j ⊗ Vj+1 (6)
We demand the zero curvature condition which leads to
U1t − V1x + [U1, V1] = 0
Un+1t − Vn+1x +
n+1∑
j=1
[Uj, Vn−j+2] = 0 (7)
2
for {n = 1 . . . p}.
On the other hand a slightly different form can be taken as
U = 1⊗ U1 +
p∑
j=1
(−1)jN j ⊗ Uj+1
V = 1⊗ V1 +
p∑
j=1
(−1)jN j ⊗ Vj+1 (8)
Whence the resultant equations are
U1t − V1x + [U1, V1] = 0
Un+1t − Vn+1x + (−1)n
n+1∑
j=1
[Uj , Vn−j+2] = 0 (9)
for {n = 1 . . . p}
So in a sense two classes of integrable systems can be manufactured. To be more explicit we consider
Kaup-Newell system; for which
Uk = −2iα(2)δ1k + qkβ1(1) + rkβ2(1)
(10)
Vk =
∑
l
[Alkα(−2l) +Blkβ1(−2l − 1) + Clkβ2(−2l − 1)]
(11)
where {k = 1 . . . p+ 1} and {αi, βi} are generators of an infinite dimensional Lie algebra
[α(µ), β1(ν)] = β1(µ+ ν)
(12)
[α(µ), β2(ν)] = −β2(µ+ ν)
(13)
[β1(µ), β2(ν)] = 2α(µ+ ν) (14)
From the Lax equation equating similar powers of λ we get
A
(N)
n+1x = 2
n+1∑
ν=1
[qνCn−ν+2]
B
(N)
n+1x = −2iB(N+1)n+1 −
n+1∑
ν=1
qνAn−ν+2
C
(N)
n+1x = 2iC
(N+1)
n+1 +
n+1∑
ν=1
rνAn−ν+2 (15)
for {n = 1 . . . p} This leads to a recursion relation relation of the following form;
B
(N+1)
n+1 =
1
2
n+1∑
ν=1
[iδν,n+1B
(N)
n+1x +
ν∑
σ=1
Θqr(νσ)B
(N)
σx ]
+
1
2
n+1∑
ν=1
ν∑
σ=1
Θqq(νσ)C
(N)
σx (16)
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C
(N+1)
n+1 =
1
2
n+1∑
ν=1
[−iδν,n+1C(N)n+1x +
ν∑
σ=1
Θrq(νσ)C
(N)
σx ]
+
1
2
n+1∑
ν=1
ν∑
σ=1
Θrr(νσ)B
(N)
σx (17)
where Θ stands for integral operator
Θxy(νσ) = Xn−ν+2∂
−1Yn−σ+2 = Θn−ν+2,n−σ+2 (18)
In order to get explicit equations from the above we set
Bk+1 = (2δ1,k+1 − 1)rk+1
Ck+1 = (2δ1,k+1 − 1)qk+1 (19)
qn+1t =
i
2
(2δ1,n+1 − 1)rn+1xx + 1
2
n+1∑
ν=1
ν∑
σ=1
[qn−ν+2∂−1(qn−σ+2qσx + rn−σ+2rσx)(2δ1σ − 1)]x (20)
rn+1t = − i
2
(2δ1,n+1 − 1)qn+1xx + 1
2
n+1∑
ν=1
ν∑
σ=1
[rn−ν+2∂−1(qn−σ+2qσx + rn−σ+2rσx)(2δ1σ − 1)]x (21)
where {n = 1 . . . p}
For example when p = 2 we get
q1t =
i
2
r1xx +
1
4
[q1(r
2
1 + q
2
1)]x (22)
r1t = − i
2
q1xx +
1
4
[r1(r
2
1 + q
2
1)]x (23)
q2t = − i
2
r2xx +
1
2
[q1{∂−1(q2q1x − q1q2x + r2r1x − r1r2x)} + 1
2
q2(q
2
1 + r
2
1)]x (24)
r2t =
i
2
q2xx +
1
2
[r1{∂−1(q2q1x − q1q2x + r2r1x − r1r2x)}+ 1
2
r2(q
2
1 + r
2
1)]x (25)
q3t = − i
2
r3xx +
1
2
[q1{∂−1(q3q1x − q1q3x + r3r1x − r1r3x)} + 1
2
q3(q
2
1 + r
2
1)]x
+
1
2
[q2{∂−1(q2q1x − q1q2x + r2r1x − r1r2x)} − 1
2
q1(q
2
2 + r
2
2)]x (26)
r3t = − i
2
q3xx +
1
2
[r1{∂−1(q3q1x − q1q3x + r3r1x − r1r3x)} + 1
2
r3(q
2
1 + r
2
1)]x
+
1
2
[r2{∂−1(q2q1x − q1q2x + r2r1x − r1r2x)} − 1
2
r1(q
2
2 + r
2
2)]x (27)
2.2.1 Hamiltonian Structure
From the inception of study of integrable systems it has been observed that they can be deduced from a
Hamiltonian and a symplectic operator. Actually many of them are found to be bi-Hamiltonian. An elegant
method for the derivation of the Hamiltonian form was proposed by Tu. In this method a Lie algebra and
its corresponding loop algebra G˜ = G
⊗
C(λ, λ−1) is a Laurent polynomial in λ. Then one introduces the
isospectral problem ψx = Uψ and ψt = V ψ where U = R+
∑p
i=1 uiei where R stands for a pseudo-regular
element in G˜ and {ei | i = 1 . . . p} is a basis in G˜. {ui(x, t) | i = 1 . . . p} are functions called potential
4
functions. One usually assign a degree to every element deg(X
⊗
λn) = n, X ∈ G, deg(R) = α and
deg(ei) = εi. If α ≥ ǫ then one can solve
Vx = [U, V ] (28)
for V as done in previous section. The next step is to choose a modified term ∆n ∈ G˜ so that
−V (n)x + [U, V (n)] = −V (n)+x + [U, V (n)+ ]− (∆n)x (29)
where
−V (n)+ = (λnV )+ (30)
is the positive part of λnV .
The forth step is to use the full Lax equation to get the nonlinear system with corresponding Vn. Finally
we seek the Hamiltonian structure by using the trace identity
δ
δu
〈V, ∂U
∂λ
〉 =
(
λ−γ
∂
∂λ
λγ
)
〈V, ∂U
∂ui
〉 (31)
in order to determine the value of γ.
Here define a form of scalar product. Our two main assumptions are
(i) N is strictly upper triangular of order p+ 1 with
Nij = 0∀i ≥ j
Nij = 1∀ < j (32)
(ii) If P and Q are defined respectively as
P =M ⊗N
Q = A⊗B (33)
with the inner product
〈P,Q〉 = tr(MTA⊗NB) (34)
where MT is the transpose of M .
Considering
d(A ⊗B) = dA⊗B +A⊗ dB (35)
we get
∂U
∂λ
= 1⊗ ∂U1
∂λ
p∑
j=1
N j ⊗ ∂Uj+1
∂λ
∂U
∂qm+1
= Nm ⊗ ∂Um+1
∂qm+1
∂U
∂rm+1
= Nm ⊗ ∂Um+1
∂rm+1
(36)
So we get
〈V, ∂U
∂λ
〉 = (p+ 1)[−4iλA1 + C1q1 +B1r1]
+
p∑
j+1
p∑
k+1
ωjk(Cj+1qk+1 + Bj+1rk+1) (37)
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where ωjk stands for ωjk =
1
2 (p − j + 1)(p − j + 2) for j ≥ k and ωjk = 12 (p− k + 1)(p − k + 2) for j ≤ k.
Obviously ωjk = ωkj . Hence we get
〈V, ∂U
∂ql+1
〉 =
p∑
j=1
λωjlCj+1
〈V, ∂U
∂rl+1
〉 =
p∑
j=1
λωjlBj+1 (38)
Now using the fact that ωjl is symmetric and the trace identity
δ
δql+1
〈V, ∂U
∂λ
〉 = λ−γ ∂
∂λ
λγ〈V, ∂U
∂ql+1
〉 (39)
for l = 1 . . . p we get γ = −2. So, one arrives at the Hamiltonian
HM =
1
2m+ 2
[(p+ 1)(4iA
(M+1)
1 − C(M)1 q1 −B(M)1 r1)
−
p∑
j=1
p∑
k=1
ωjk(C
(M)
j+1 qk+1 +B
(M)
j+1 rk+1)] (40)
which ultimately leads to Liouville integrability of our system; which has the variational form
(q1t, r1t . . . qp+1t, rp+1t)
t = J(
δ
δq1
,
δ
δr1
. . .
δ
δqp+1
,
δ
δrp+1
)tHM (41)
Here J is the symplectic operator equal to W−1∂ and W takes the following form
W =


0 −1 0 0 0 0 0 0 . . . 0 0
−1 0 0 0 0 0 0 0 . . . 0 0
0 0 0 −ω12 0 −ω22 0 −ω32 . . . 0 −ωp2
0 0 −ω12 0 −ω22 0 −ω32 0 . . . −ωp2 0
0 0 0 −ω13 0 −ω23 0 −ω33 . . . 0 −ωp3
0 0 −ω13 0 −ω23 0 −ω33 0 . . . −ωp3 0
...
...
...
...
...
...
...
...
...
...
0 0 0 −ω1p 0 −ω2p 0 −ω3p . . . 0 −ωpp
0 0 −ω1p 0 −ω2p 0 −ω3p 0 . . . −ωpp 0


(42)
2.3 Coupling by Hadamard matrix
As we described before, the coupled set of integrable systems can also be generated with the help of Hadamard
matrices. A Hadamrd matrix is defined by an n× n matrix Γ such that
ΓTΓ = n (43)
with mutually orthogonal rows and columns. Here we have taken a 2× 2 Hadamard matrix
Γ(1) =
(
1 −1
1 1
)
(44)
along with other matrices like Γ(2) = Γ(1)
T
and Γ(3) = 12 (Γ
(1) − Γ(2))
With these we construct
U = 1⊗ U1 +
3∑
j=1
Γ(j) ⊗ Uj+1
V = 1⊗ V1 +
3∑
j=1
Γ(j) ⊗ Vj+1 (45)
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The zero curvature equation leads to
Ut − Vx + [U, V ] = 0 (46)
Hence
U1t − V1x + [U1, V1] + 2[U2, V3] + 2[U3, V2]− [U4, V4] = 0
U2t − V2x + [U1, V2] + [U2, V1] + [U3, V4]− [U4, V3] = 0
U3t − V3x + [U1, V3]− [U2, V4] + [U3, V1]− [U4, V2] = 0
U4t − V4x + [U1, V4] + 2[U2, V2]− 2[U3, V3] + [U4, V1] = 0 (47)
Taking
Uk = −2δ1kα(1) + qkβ1(0) + rkβ2(0)
Vk =
∑
[A
(j)
k α(−j) +B(j)k β1(−j) + C(j)k β2(−j)] (48)
where k = 1, 2, 3, 4.
Equating the coefficients of α, β1, β2 we get
A
(m)
1x = 2q1C
(m)
1 − 2r1B(m)1 + 2(2q2C(m)3 − 2r2B(m)3 ) + 4q3C(m)2 − 4r3B(m)2 − (2q4C(m)4 − 2r4B(m)4 )
B
(m)
1x = −2B(m+1)1 − q1A(m)1 − 2q2A(m)3 − 2q3A(m)2 + q4A(m)4
C
(m)
1x = 2C
(m+1)
1 + r1A
(m)
1 + 2r2A
(m)
3 + 2r3A
(m)
2 − r4A(m)4 (49)
along with
A
(m)
2x = 2q1C
(m)
2 − 2r1B(m)2 + 2(2q2C(m)1 − 2r2B(m)1 ) + 2q3C(m)4 − 2r3B(m)4 + (2q4C(m)3 − 2r4B(m)3 )
B
(m)
1x = −2B(m+1)2 − q1A(m)2 − q2A(m)1 − q3A(m)4 − q4A(m)3
C
(m)
1x = 2C
(m+1)
2 + r1A
(m)
2 + r2A
(m)
1 + r3A
(m)
4 + r4A
(m)
3
(50)
A
(m)
3x = 2q1C
(m)
3 − 2r1B(m)3 + (2q3C(m)1 − 2r3B(m)1 )− 2q2C(m)4 + 2r4B(m)4 − (2q4C(m)2 + 2r4B(m)2 )
B
(m)
3x = −2B(m+1)3 − q1A(m)3 − q3A(m)1 + q2A(m)4 + q4A(m)2
C
(m)
3x = 2C
(m+1)
3 + r1A
(m)
3 + r3A
(m)
1 − r2A(m)4 − r4A(m)2 (51)
A
(m)
4x = 2q1C
(m)
4 − 2r1B(m)4 + 2(2q2C(m)2 − 2r2B(m)2 )− 4q3C(m)3 + 4r3B(m)3 + (2q4C(m)1 − 2r4B(m)1 )
B
(m)
4x = −2B(m+1)4 − q1A(m)4 − 2q2A(m)2 + 2q3A(m)3 − q4A(m)1
C
(m)
4x = 2C
(m+1)
4 + r1A
(m)
4 + 2r2A
(m)
2 − 2r3A(m)3 + r4A(m)1 (52)
leading to a recursion matrix
Ω(i) = (B
(i)
1 , C
(i)
1 , B
(i)
2 , C
(i)
2 , B
(i)
3 , C
(i)
3 , B
(i)
4 C
(i)
4 ) (53)
Ω(m+1) =MΩ(m) (54)
The explicit forms of the elements of recursion matrix M is enlisted in the appendix. With the help of this
recursion relation we can get the following nonlinear equations.
q1t = −1
2
q1xx + r1(q
2
1 − q24) + 2r4(q23 − q22) + 4(q1q2r3 + q1q3r2 + q2q3r1 − q4q2r2 + q3q4r3)− 2q1q4r4 (55)
r1t =
1
2
r1xx + q1(r
2
4 − r21) + 2q4(r22 − r23) + 4(q2r2r4 − r1q2r3 − r2q3r1 − q1r2r3 − q3r4r3) + 2r1q4r4 (56)
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q2t = −1
2
q2xx + r2(q
2
1 − q24) + 2r3(q22 − q23) + 2(q1q2r1 + q1q3r4 + q1q4r3 − q4q2r4 + q3q4r1) + 4q3q2r2 (57)
r2t =
1
2
r2xx + q2(r
2
4 − r21) + 2q3(r23 − r22) + 2(q4r2r4 − q1r1r2 − r4q3r1 − q4r3r1 − q1r4r3) + 4q2r32r3 (58)
q3t = −1
2
q3xx + r3(q
2
1 − q24) + 2r2(q23 − q22) + 2(q1q3r1 − q1q2r4 − q1q4r2 − q4q3r4 − q2q4r1) + 4q2q3r3 (59)
r3t =
1
2
r3xx + r1(r
2
4 − r21) + 2q2(r22 − r23) + 2(r1q2r4 − q1r3r1 + r2q4r1 + q4r3r4 + q1r4r2)− 4q3r2r3 (60)
q4t = −1
2
q4xx + r4(q
2
1 − q24) + 2r1(q22 − q23) + 4(q1q2r2 − q1q3r3 + q2q3r4 + q4q2r3 + q2q4r2) + 2q1q4r1 (61)
r4t =
1
2
r4xx + q4(r
2
4 − r21) + 2q1(r23 − r22) + 4(−q2r2r1 + r1q3r3 − r2q3r4 − q4r3r2 − q2r4r3)− 2q1r1r4 (62)
2.3.1 Hamiltonian Structure
We can construct various relevant traces as inner products we find
〈V, ∂U
∂λ
〉 = −4(A1 +A2 +A3)
〈V, ∂U
∂q1
〉 = 2(C1 + C2 + C3)
〈V, ∂U
∂q2
〉 = 2(C1 + 2C3 − C4)
〈V, ∂U
∂q3
〉 = 2(C1 + 2C2 − C4)
〈V, ∂U
∂q4
〉 = 2(C3 − C2 + C4) (63)
Similar expressions can be obtained for 〈V, ∂U
∂ri
〉 for i = 1, 2, 3, 4. Using trace identity as usual we obtain
γ = −2 leading to an expression Hamiltonians
Hm =
4
m+ 2
3∑
j=1
A
(m+1)
j (64)
The so called Liouville integrability can be ensured by observing the following equation of motion
J(
δ
δqi
,
δ
δri
| i = 1, 2, 3, 4)tHm = (qit, rit | i = 1, 2, 3, 4) (65)
Where J is a symplectic operator given by J =W−1 with
J =


0 1 0 1 0 1 0 0
−1 0 −1 0 −1 0 0 0
0 1 0 0 0 2 0 −1
−1 0 0 0 −2 0 1 0
0 1 0 2 0 0 0 −1
−1 0 −2 0 0 0 1 0
0 0 0 −1 0 1 0 −1
0 0 1 0 −1 0 1 0


(66)
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2.4 Coupling by idempotent matrices
A matrix P is said to be idempotent iff P 2 = P . For our present purpose we take a collection of n idempotent
matrices with the following structure
(Pj)µν = 1∀µ = ν ≤ j
(Pj)µν = 0otherwise (67)
Defining the time and space parts of the Lax operator
U =
n∑
1
Pj ⊗ Uj
V =
n∑
1
Pj ⊗ Vj (68)
Hence the zero curvature equations involving U and V leads to
Ult − Vlt + [Ul,
n−1∑
m=0
Vm+l] + [
n−l−1∑
m=0
Ul+m+1, Vl] = 0
(69)
where l = 1 . . . n The generalized recursion relations can be written as
A
(j)
lx = 2ql
n−l∑
m=0
C
(j)
l+m − 2rl
n−l∑
m=0
B
(j)
l+m + 2
n−l−1∑
m=0
ql+m+1C
(j)
l − 2
n−l−1∑
m=0
rl+m+1B
(j)
l
B
(j)
lx = −ql
n−l∑
m=0
A
(j)
l+m −A(j)l
n−l−1∑
m=0
ql+m+1 − 2B(j+1)l
C
(j)
lx = rl
n−l∑
m=0
A
(j)
l+m +A
(j)
l
n−l−1∑
m=0
rl+m+1 + 2C
(j+1)
l (70)
Again choosing
Ul = −2α(1)δln + qlβ1(0) + rlβ2(0)
Vl =
∑
[A
(j)
l α(−j) +B(j)l β1(−j) + C(j)l β2(−j)] (71)
which gives rise to the recursion relation for {Bj , Cj | j = 1 . . . n}. For example
B
(j+1)
l = −
1
2
B
(j)
lx −
n−l∑
m=0
n−l−m∑
µ=0
(Θqql,l+mC
(j)
l+µ+m −Θqrl,l+mB(j)l+µ+m)
−
n−l∑
m=0
n−l−m−1∑
µ=0
(Θqql,l+m+µ+1C
(j)
l+µ+m −Θqrl,l+m+µ+1B(j)l+µ+m)
−
n−l−1∑
m=0
n−l∑
µ=0
(Θqql+m+1,lC
(j)
l+µ −Θqrl+m+1,lB(j)l+µ)
−
n−l−1∑
m=0
n−l−1∑
µ=0
(Θqql+m+1,l+µ+1C
(j)
l −Θqrl+m+1,l+µ+1B(j)l )
(72)
Similar recursion relation for C
(j+1)
l can be obtained by replacing B
(j)
l with −C(j)l , B(j+1)l with C(j+1)l and
Θqqµν with Θ
rq
µν where as Θ
qr
µν with Θ
rr
µν . Here Θ
xy
µν is defined as
Θxyµν = Xµ∂
−1Yν (73)
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The corresponding nonlinear equations are
qlt = −2B(j+1)l
rlt = 2C
(j+1)
l (74)
where {l = 1 . . . n} and j being the index of hierarchy. Now letting
B
(0)
l = ql
C
(0)
l = rl (75)
and Al = 0 we can obtain a specific hierarchy
2.4.1 Hamiltonian structure
〈V, ∂U
∂λ
〉 = −2
n∑
j=1
jAj
〈V, ∂U
∂qν
〉 =
ν−1∑
j=1
jCj + ν
n∑
k=ν
Ck
〈V, ∂U
∂rν
〉 =
ν−1∑
j=1
jBj + ν
n∑
k=ν
Bk
(76)
where ν = 1 . . . n along with
Hm =
2
m+ 2
n∑
j=1
jA
(m+1)
j (77)
and the corresponding Liouville integrability can be demonstrated as
(qlt, rlt | l = 1 . . . n)T = J( δ
δql
,
δ
δrl
| l = 1 . . . n)THm (78)
with
J =W−1 (79)
and
W =
1
2


0 1 0 1 0 1 0 1 . . . 0 1 0 1
−1 0 −1 0 −1 0 −1 0 . . . −1 0 −1 0
0 1 0 2 0 1 0 1 . . . 0 2 0 2
−1 0 −2 0 −2 0 −2 0 . . . −2 0 −2 0
0 1 0 2 0 3 0 3 . . . 0 3 0 3
−1 0 −2 0 −3 0 −3 0 . . . −3 0 −3 0
...
...
...
...
...
...
...
...
...
...
...
...
0 1 0 2 0 3 0 4 . . . 0 ν 0 ν
−1 0 −2 0 −3 0 −4 0 . . . −ν 0 −ν 0
...
...
...
...
...
...
...
...
...
...
...
...
0 1 0 2 0 3 0 4 . . . 0 n 0 n
−1 0 −2 0 −3 0 −4 0 . . . −n 0 −n 0


(80)
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2.5 Coupling by K-idempotent matrix
A matrix P is said to be K-idempotent if there exists K such that KP 2K = P , K being an associated
permutation matrix. The basic properties of such P are
KPK = P 2
KP = P 2K,KP 2 = PK
P 3K = KP 3,KP 3K = P 3
P 3 = (KP )2 = (PK)2 (81)
Following table decodes product table of powers of P
P P 2 P 3
P P 2 P 3 P
P 2 P 3 P P 2
P 3 P P 2 P 3
There are many choices of P . We have chosen P as
P = −1
2
1+
i
2
√
7σ3 + σ2
K = σ1 (82)
with
σ1 =
(
0 1
1 0
)
(83)
σ2 =
(
0 −i
i 0
)
(84)
σ3 =
(
1 0
0 −1
)
(85)
For time and space part of the relevant Lax operator we take
U =
3∑
j=1
P j ⊗ U4−j
V =
3∑
j=1
P j ⊗ V4−j
(86)
Using Lax condition
Ut − Vx + [U, V ] = 0 (87)
U1t − V1x + [U1, V1] + [U2, V3] + [U3, V2] = 0
U2t − V2x + [U1, V2] + [U2, V1] + [U3, V3] = 0
U3t − V3x + [U1, V3] + [U2, V2] + [U3, V1] = 0
(88)
As a choice we take
Uk = −2α(1)δ1k + qkβ1(0) + rkβ2(0)
Vk =
∑
j
[A
(j)
k α(−j) +B(j)k β1(−j) + C(j)k β2(−j)] (89)
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The consistency condition leads to the recursion relation
A
(m)
1x = 2q1C
(m)
1 − 2r1B(m)1 + 2q2C(m)3 − 2r2B(m)3 + 2q3C(m)2 − 2r3B(m)2
B
(m)
1x = −2B(m+1)1 − q1A(m)1 − q2A(m)3 − q3A(m)2
C
(m)
1x = 2C
m+1
1 + r1A
(m)
1 + r2A
(m)
3 + r3A
(m)
2 (90)
with similar relations for A2, B2, C2 and A3, B3, C3. In matrix form we can write
Πm+1 = NΠm (91)
where
Πm = (B
(m)
j , C
(m)
j | j = 1, 2, 3) (92)
2.5.1 Hamiltonian structure
For the Hamiltonian structure of such equations we note that TrP = −1 = TrP 2 and TrP 3 = 2.
〈V, ∂U
∂λ
〉 = −2(2A1 −A2 −A3)
〈V, ∂U
∂q1
〉 = 2C1 − C2 − C3
〈V, ∂U
∂q2
〉 = 2C3 − C1 − C2
〈V, ∂U
∂q3
〉 = 2C2 − C1 − C3
〈V, ∂U
∂r1
〉 = 2B1 −B2 −B3
〈V, ∂U
∂r2
〉 = 2B3 −B1 −B2
〈V, ∂U
∂r3
〉 = 2B2 −B1 −B3
(93)
Applying trace identity the hamiltonian becomes
Hm =
2
m+ 2
(2A
(m+1)
1 −A(m+1)2 −A(m+1)3 ) (94)
so that the nonlinear system can be written as
(qlt, rlt | l = 1 . . . 3)T = J( δ
δql
,
δ
δrl
| l = 1 . . . 3)THm (95)
where J =W−1 and
W =
1
2


0 2 0 −1 0 −1
−2 0 1 0 1 0
0 −1 0 −1 0 2
1 0 1 0 −2 0
0 −1 0 2 0 −1
1 0 −2 0 1 0


(96)
3 Conclusion
The novelty of the method discussed above in various cases lies in the choice of matrices with which various
loop algebraic elements are combined via Kronecker product. The coupling and nonlinearity thus obtained
raises apprehension of the existence of various other such matrices leading to several other nonlinear coupled
12
equations not yet known. Those equations are also expected to carry several manifestly important signatures
of algebraic properties of the matrices used. Though the fundamental zero curvature equation is always at
the starting point of our formulation the Liouville integrability through Hamiltonian structure of all such
equation is almost ensured to within a choice of inner product. Possible extension of this method can be
suggested in (2+1) or even in (n+1) dimensions and for both continuous and discrete types of flow. An
associated problem in non-isospectral regime can also be envisaged.
4 Appendix
I. Elements of matrix M in equation(51)
M11 = −1
2
∂ +Θqr11 + 2(Θ
qr
23 +Θ
qr
32)−Θqr44
M12 = −Θqq11 − 2(Θqq23 +Θqq32) + Θqq44
M13 = 2(Θ
qr
13 +Θ
qr
31 −Θqr24 −Θqr42)
M14 = 2(Θ
qq
24 +Θ
qq
42 −Θqq13 −Θqq31)
M15 = 2(Θ
qr
12 +Θ
qr
21 +Θ
qr
34 +Θ
qr
43)
M16 = −2(Θqq12 +Θqq21 +Θqq34 +Θqq43)
M17 = −Θqr14 − 2(Θqr22 −Θqr33)−Θqr41
M18 = Θ
qq
14 + 2(Θ
qq
22 −Θqq33) + Θqq44
M21 = Θ
rr
11 + 2(Θ
rr
23 +Θ
rr
32)−Θrr44
M22 =
1
2
∂ −Θrq11 − 2(Θrq23 +Θrq32) + Θrq44
M23 = 2(Θ
rr
13 −Θrr24 +Θrr31 −Θrr42)
M24 = −2(Θrq13 −Θrq24 +Θrq31 −Θrq42)
M25 = 2(Θ
rr
12 +Θ
rr
21 +Θ
rr
34 +Θ
rr
43)
M26 = −2(Θrq12 +Θrq21 +Θrq34 +Θrq43)
M27 = −Θrr14 − 2(Θrr22 −Θrr33)−Θrr41
M28 = Θ
rq
14 + 2(Θ
rq
22 −Θrq33) + Θrq41
M31 = (Θ
qr
12 + Θ
qr
21 +Θ
qr
34 +Θ
qr
43)
M32 = −(Θqq12 +Θqq21 +Θqq34 +Θqq43)
M33 = −1
2
∂ +Θqr11 + 2(Θ
qr
23 +Θ
rq
32)−Θqr44
M34 = −Θqq11 − 2(Θqq23 +Θqq32) + Θqq44
M35 = Θ
qr
14 + 2(Θ
qr
22 −Θqr33) + Θqr41
M36 = −Θqq14 − 2(Θqq24 −Θqq33)−Θqq41
M37 = (Θ
qr
13 − Θqr21 +Θqr31 −Θqr42)
M38 = −(Θqq13 +Θqq24 −Θqq31 +Θqq42)
M41 = (Θ
rr
12 + Θ
rr
21 +Θ
rr
34 +Θ
rr
43)
M42 = −(Θrq12 +Θrq21 +Θrq34 +Θrq43)
M43 = (Θ
rr
11 + 2Θ
rr
23 + 2Θ
rr
32 −Θrr44)
M44 =
1
2
∂ − (Θrq11 − 2Θrq23 − 2Θrq32 +Θrq44)
M45 = (Θ
rr
14 + 2Θ
rr
22 + 2Θ
rr
33 +Θ
rr
41)
M46 = −(Θrq14 + 2Θrq22 + 2Θrq33 −Θrq41)
M47 = (Θ
rr
13 − Θrr24 +Θrr31 −Θrq42)
M48 = −(Θrq13 −Θrq24 +Θrq31 −Θrq42)
M51 = (Θ
qr
13 + Θ
qr
31 −Θqr24 −Θqr42)
M52 = (Θ
qq
24 + Θ
qq
42 −Θqq13 −Θqq31)
M53 = (−Θqr14 + 2Θqr33 − 2Θqr22 −Θqr41)
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M54 = (Θ
qq
14 + Θ
qq
41 − 2Θqq33 + 2Θqq22)
M55 = −1
2
∂ + (Θqr11 + 2Θ
qr
32 +Θ
qr
23 −Θqr44)
M56 = (−Θqq11 − 2Θqq32 − 2Θqq23 +Θqq44)
M57 = −(Θqr12 +Θqr34 +Θqr21 +Θqr43)
M58 = (Θ
qq
12 + Θ
qq
34 +Θ
qq
21 +Θ
qq
43)
M61 = (Θ
rr
13 + Θ
rr
31 +Θ
rr
24 +Θ
rr
42)
M62 = (−Θrq13 −Θrq31 −Θrq24 +Θrq42)
M63 = (−Θrr14 + 2Θrr33 + 2Θqr22 −Θrr41)
M64 = (Θ
rq
14 − 2Θrq33 − 2Θrq22 +Θrq41)
M65 = (Θ
rr
11 + 2Θ
rr
32 − 2Θrr23 −Θrr44)
M66 =
1
2
∂ − (Θrq11 − 2Θrq32 + 2Θrq23 +Θqr44)
M67 = (−Θrr12 −Θrr34 +Θrr21 −Θrr43)
M68 = (Θ
rq
12 + Θ
rq
34 −Θrq21 +Θrq43)
M71 = (Θ
qr
14 + 2Θ
qr
22 − 2Θqr33 +Θqr41)
M72 = (−Θqq14 − 2Θqq22 + 2Θqq33 −Θqq41)
M73 = 2(Θ
qr
12 +Θ
qr
21 +Θ
qr
34 +Θ
qr
43)
M74 = −2(Θqq12 +Θqq21 +Θqq34 +Θqq43)
M75 = −2(Θqr13 −Θqr24 +Θqr31 −Θqr42)
M76 = 2(Θ
qq
13 −Θqq24 +Θqq31 −Θqq42)
M77 = −1
2
∂ + (Θqr11 + 2Θ
qr
23 − 2Θqr32 −Θqr44)
M78 = −(Θqq11 + 2Θqq23 + 2Θqq32 −Θqq44)
M81 = (Θ
rr
14 + 2Θ
rr
22 − 2Θrr33 −Θrr41)
M82 = −(Θrq14 + 2Θrq22 − 2Θrq33 +Θrq41)
M83 = 2(Θ
rr
12 +Θ
rr
21 +Θ
qr
34 +Θ
qr
43)
M84 = −2(Θrq12 +Θrq21 +Θrq34 +Θrq43)
M85 = −2(Θrr13 −Θrr24 +Θrr31 −Θrr42)
M86 = 2(Θ
rq
13 −Θrq24 +Θrq31 −Θrq42)
M87 = (Θ
rr
11 − Θrr44 + 2Θrr23 + 2Θrr32)
M88 =
1
2
∂ − (Θrq11 + 2Θrq23 +Θrq32 −Θrq44)
II. Elements of matrix N in equation(88)
N11 = −1
2
∂ + (Θqr11 +Θ
qr
23 +Θ
qr
32)
N12 = −(Θqq11 +Θqq23 +Θqq32)
N13 = (Θ
qr
13 +Θ
qr
22 +Θ
qr
31)
N14 = −(Θqq13 +Θqq22 +Θqq31)
N15 = (Θ
qr
12 +Θ
qr
21 +Θ
qr
33)
N16 = −(Θqq12 +Θqq21 +Θqq33)
N21 = (Θ
rr
11 +Θ
rr
23 +Θ
rr
32)
N22 =
1
2
∂ − (Θrq11 +Θqr23 +Θqr32)
N23 = (Θ
rr
13 +Θ
rr
22 +Θ
rr
31)
N24 = −(Θrq13 +Θrq22 +Θrq31)
N25 = (Θ
rr
12 +Θ
rr
21 +Θ
rr
33)
N26 = −(Θrq12 +Θrq21 +Θrq33)
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N31 = (Θ
qr
12 +Θ
qr
21 +Θ
qr
33)
N32 = −(Θqq12 +Θqq21 +Θqq33)
N33 = −1
2
∂ + (Θqr11 +Θ
qr
23 +Θ
qr
32)
N34 = −(Θqq11 +Θqq23 +Θqq32)
N35 = (Θ
qr
13 +Θ
qr
22 +Θ
qr
31)
N36 = −(Θqq13 +Θqq22 +Θqq31)
N41 = (Θ
rr
12 +Θ
rr
21 +Θ
rr
33)
N42 = −(Θrq12 +Θrq21 +Θrq33)
N43 = (Θ
rr
11 +Θ
rr
23 +Θ
rr
32)
N44 =
1
2
∂ − (Θrq11 +Θrq23 +Θrq32)
N45 = (Θ
rr
13 +Θ
rr
22 +Θ
rr
31)
N46 = −(Θrq13 +Θrq22 +Θrq31)
N51 = (Θ
qr
13 +Θ
qr
22 +Θ
qr
31)
N52 = −(Θqq13 +Θqq22 +Θqq31)
N53 = (Θ
qr
12 +Θ
qr
21 +Θ
qr
33)
N54 = −(Θqq12 +Θqq21 +Θqq33)
N55 = −1
2
∂ + (Θqr11 +Θ
qr
23 +Θ
qr
32)
N56 = −(Θqq11 +Θqq23 +Θqq32)
N61 = (Θ
rr
13 +Θ
rr
22 +Θ
rr
31)
N62 = −(Θrq13 +Θrq22 +Θrq31)
N63 = (Θ
rr
12 +Θ
rr
21 +Θ
rr
33)
N64 = −(Θrq12 +Θrq21 +Θrq33)
N65 = (Θ
qr
12 +Θ
qr
21 +Θ
qr
33)
N66 =
1
2
∂ − (Θrq11 +Θrq23 +Θrq32) (97)
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