Introduction
The JVT (Joint Video Team) introduced a number of advanced features in H.264 or MPEG-4 AVC. These improvements achieve significant gains in encoder and decoder performances [1] [2] [3] . One of the new features is multi-mode selection, which is the subject of this paper. In the H.264 coding algorithm, blockmatching motion estimation is an essential part of the encoder to reduce the temporal redundancy between frames. H.264 supports motion estimation and compensation using different block sizes ranging from 16 × 16 to 4 × 4 luminance samples, which is shown in Figure 1 , with many options between the two. The luminance component of each macroblock can be split by four ways: 16 × 16, 16 × 
where J mode is the rate-distortion cost (RD cost) and J mode is the Lagrangian multiplier; D is the distortion measurement between original macroblock and reconstructed macroblock located in the previous coded frame, and R reflects the number of bits associated with choosing the mode and macroblock quantizer value, Qp, including the bits for the macroblock header, the motion vector(s) and all the DCT residue blocks [4, 5] . The computational complexity required by motion estimation, however, increases linearly with the number of used block types because block matching needs to be performed for each of them. In JVT reference software JM75C [6] , it adopts full search method for each block type and selects the optimal block type as the final coding mode based on the RD cost function. Though it provides the best coding efficiency, the computational complexity is obviously much too high. In order to reduce the intensive computational requirement, Andy Cbang etc. proposed fast multi-block motion estimation [7] . They adopt an approach of early termination by skipping searching for mode 16 × 8 and mode 8 × 16, if the performance of mode 16 × 16 is "good enough", otherwise all coding modes will be performed. This method only considers three coding modes which are 16 × 16, 16 × 8 and 8 × 16 inter coding modes. Another approach, proposed by Andy C. Yu, is based on estimating block detail complexity [8] . It is an effective way judging by his simulation results, but there is more a critical factor, texture direction, which he does not think about but also can be useful to significantly improve coding efficiency.
In this paper, we propose a effective method to eliminate some redundant coding modes in mode selection. The paper will be organized as follows. The proposed algorithm will be described in detail in Section 2. Section 3 shows the simulation and the results. Finally, a conclusion will be given in Section 4. Table 1 shows the observations on how selected modes relate sequence characteristics. The choice of partition size has a significant impact on compression performance. In general, according to Table  1 , large partition sizes are appropriate for homogeneous areas of the frame and small partition sizes may be beneficial for detailed areas.
Proposed Algorithm

Block details
We derive an approach based on summing the total energy of the AC coefficients to estimate the block detail. The AC coefficients can be obtained from the DCT coefficients of each block. The definition is:
From (2), E AC , the total energy of the AC components of an M × N block is the sum of all the DCT coefficients, F(u,v), except for the DC component, u = 0 and v = 0.
where,
According to the energy conservation principle, the total energy of an M × N block is equal to the accumulated energy of its DCT coefficients. Thus, (3) can be further simplified as
where the first term is the total energy of the image intensities within an M × N block, and the second term represents the mean square intensity. Equation (5) clearly shows that the energy of the AC components of a macroblock can be represented by the variance.
Evaluating the maximum sum of the AC components is the next target. By definition, the largest variance is obtained from the block comprising checkerboard pattern in which every adjacent pixel is the permissible maximum and minimum value. Thus, E max , the maximum sum of AC components of an M×N block is
Note that E max can be calculated in advance. Then the criterion to assess the complexity of a macroblock detail is max ln( ) ln( )
In total, 7 different block sizes are recommended by H.264 for P-frames, namely, 16 × 16, 16 × The proposed algorithm provides a recursive way to decide the complexity of each macroblock. Firstly, a macroblock of 16 × 16 pixels is examined with the first (7) is greater than 0.7, and it is decomposed into four 4 × 4 block, and 2) one of its four decomposed 4 × 4 blocks is highdetailed as well. If an 8 × 8 block satisfies the first condition but not the second, it is still recognized as low-detailed. After checking all the 8 × 8 blocks, an MDB category is given to a macroblock which possesses more than two high-detailed blocks, otherwise the HDB category is assigned. Table 2 displays the relationship between the three categories in the proposed algorithm and the 9 inter-frame prediction modes. It is observed that the LDB category covers the least number of prediction modes, whereas the HDB category contains all the available modes. The table further indicates that the higher detailed the macroblocks are, the more prediction modes the proposed algorithm has to check. The function of the natural logarithm is to linearize both E max and E AC such that the range of r d can be uniformly split into 10 subgroups. In our evaluation, a macroblock that has the r d >0.7, is considered to be a high-detailed block.
Object Movement
More than one object is contained in a macroblock and is moving in different directions. This included objects moving over a background with different velocity. For example, in Figure 2 the object is moving against a static background. In this case, the current block should be divided into two 8 × 16 sub-blocks whereas sub-block 0 should have a zero motion vector and sub-block 1 should have a motion vector such that the cost function can be minimized.
Texture Regions
When the edge of texture aligned perfectly with the sensor boundaries at a particular time instant, the texture edge is clear and sharp. We will describe this texture as having "integer-pixel location". When the texture undergoes an integer-pixel translational motion, the texture will look exactly the same in the two consecutive frames except that one is a translation to another. And the moved texture can be predicted perfectly by integer-pixel motion estimation.
If the edges of texture have a half-pixel offset relative to the senor, the edges may be blurred as shown in Figure  3 (b) and said to have "half-pixel location". The original zero-pixel-wide (sharp) edge now becomes one pixelwide (blurred). The pixel at the blurred edges may have only half the intensity of the original one, which can lead to difficulty in motion estimation.
Similarly, if the edges have a quarter-pixel offset it may 
Figure 2. Example of an object moving on a static background
be blurred as shown in Figure 3 (c). We will describe this texture as having "quarter-pixel location". The zeropixel-wide (sharp) object edge becomes one pixel-wide (blurred). The pixels at the blurred edges may have 3/4 or 1/4 of the intensity. The use of sub-pixel motion estimation algorithm, like half-pixel or quarter-pixel estimation, uses interpolation to predict the sub-pixel shift of texture relative to the sampling grid. Different type of texture (integer, half or quarter) has a different response to fractional motion estimation. For example, the texture in Figure 3 (b) (half) can be predicted perfectly by the texture in Figure 3 (a) (integer) using half-pixel motion estimation but not vice verse. Since it is possible for a macroblock to contain more than one kind of texture, using only one integer, half or quarter pixel motion vector will not be sufficient to describe the texture content. For example, a macroblock may contain two 8 × 16 sub-blocks where sub-block 0 contains "half-pixel" texture and sub-block 1 contains "integer-pixel" texture. In this case, the current macroblock should be divided into two 8 × 16 sub-blocks in which half-pixel motion vector should be used for sub-block 0 and integer-pixel motion vector for sub-block 1.
Algorithm
Former results [9] show that, often, about 70% of the macroblocks will choose mode 1 (16 × 16) as their final block type. In the proposed algorithm it determines the macroblock detail-level and analysis the information obtained from 8 × 8 block size ME to predict the mode 1 macroblock in advance, if possible, the optimal motion vector. If the macroblock is predicted to be mode 1 macroblock, searching will be stopped immediately.
As a result, computation can be saved for mode 2 and mode 3 block size ME and in some situation mode 1 as well. Three decisions are set up in handling different The reason for all the 8 × 8 motion vector having the same direction in decision C3 can be illustrated using Figure 4(a) . Suppose a macroblock is undergoing small rotational motion as shown in Figure 4(a) . The motion vector at the left size of macroblock will be downward and the right side will be upward. As a result, there is a high potential for the current macroblock segmented vertically even the magnitude of motion vector is very small. Figure 5 shows the performance of C1 + C2 + C3 + C4. We can see the hit rate increase for the fast panning part of foreman sequence which is much closer to the optimal one.
Simulation Results
The proposed algorithm was implemented in the reference JVT software.JM75C. We have tested our proposed method over a series of testing sequence with different resolution.
In this paper, two QCIF (176 × 144) sequences, "Foreman" and "Stefan" are selected to show the result. In the simulation, the sequences are encoded at 30 fps with qp = 10 to 20 with step size of two. The PSNR and bitrate comparison between proposed algorithm and full search is shown in Table 3 . The complexity is shown in Table 3 . The proposed algorithm can reduce computational cost by 58% on average (equivalent complexity of performing motion estimation on 1.7 block types instead of 4 block types) with negligibly small PSNR degradation (0.013dB) and slightincrease in bit rate (0.57%).
Conclusions
In this paper, we propose a method to eliminate some redundant coding modes, which speeds up the process of multi-mode selection. The simulation results show that the algorithm can remarkably decrease the complexity at the encoder while keeping satisfying coding efficiency.
