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Abstract
We study the transport of inertial particles in water flow in porous media. Our
interest lies in understanding the accumulation of particles including the possibility of
clogging. We propose that accumulation can be a result of hydrodynamic effects: the
tortuous paths of the porous medium generate regions of dominating strain/vorticity,
which favour the accumulation/dispersion of the inertial particles. Numerical simula-
tions show that essentially two accumulation regimes are identified: for low and for high
flow velocities. When particles accumulate in high-velocity regions, at the entrance of
a pore throat, a clog is formed. The formation of a clog significantly modifies the
flow, as the partial blockage of the pore causes a local redistribution of pressure. This
redistribution can divert the upstream water flow into neighbouring pores. Moreover,
we show that accumulation in high velocity regions occurs in heterogeneous media,
but not in homogeneous media, where we refer to homogeneity with respect to the
distribution of the pore throat diameters.
1 Introduction
The transport of particles in porous media emerge in many problems of interest, such as
spillage of contaminants in soils [1, 2], water filtration systems [3], fines migration [4, 5], en-
hanced oil recovery [6, 7], to name a few. For enhanced oil recovery methods (EOR), injection
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Table 1: Nomenclature
dp particle diameter α, β constants of the Gumbel distribution
l characteristic pore length η, σ constants of the bimodal fit
m mixture probability λ dimensionless value of edge length
p pressure µ viscosity of water
t time ξ dimensionless pore throat diameter
u velocity of water ρ mass density
v velocity of particles τ stress tensor
x, y spatial coordinates ϕ volumetric occupation of particles
of nanoparticles along with water has shown to recover initially trapped oil [8, 9, 10]. The
enhancement can be an effect of a favourable change on the relative permeability curves [10]
or improved mobility ratio [11], for example. For the particular case when the nanoparticles
are polymer particles, successful field trials, with increased oil recovery and lower water pro-
duction were conducted for reservoirs with highly heterogeneous permeabilities [6]. However,
the driving mechanism behind this EOR technique is still unclear.
To clarify the underlying physical mechanism of EOR through polymer particles injec-
tion, experiments at the laboratory scale were performed using reservoir sandstone cores.
Results from coreflood experiments show that the enhancement in oil recovery is signifi-
cantly stronger in porous media with a heterogeneous pore-size distribution, compared to
recovery in microscopically homogeneous media [12]. Moreover, for polymer particles in
sandstone cores, particles and rock have the same surface charge [13, 14]. Deposition due to
electrostatic attraction is thus unlikely. Based on these experimental findings, a mechanism
of log-jamming and microscopic flow diversion was proposed as responsible for EOR [12, 15].
This effect is believed to take place when particle-carrying water flows from a large to a nar-
row pore channel. The water then accelerates, and particles are left behind at the entrance
of the pore due to inertia. Particles may thus accumulate, eventually leading to clogging
of the pore, and diversion of the upstream flow into neighbouring channels. If the flow is
diverted into a channel which contains that was trapped in the initial stages of waterflood,
the water flow can mobilize this oil. Porous media with heterogeneous distributions of pore
throat radii present high frequency of transitions from large to narrow pores compared to ho-
mogeneous media. Hence log-jamming and microscopic flow diversion as governing processes
is consistent with the observed enhancement in recovery in heterogeneous media.
To further probe the hypothesized mechanism, the flow process can be studied by numer-
ical simulations. These can be carried out either on the core scale, where comparison with
the laboratory measurements are feasible, or on finer scales where the flow dynamics can be
represented in more detail. On the core scale, simulations of oil-water flow in porous media
with injection of polymer particles were carried out by Kokubun et al. [16], with log-jamming
represented by an ad hoc non-equilibrium reaction rate that accounted for core heterogeneity
The results showed that the simple core-scale model is able to qualitatively reproduce the
oil recovery and pressure drop across the core observed in laboratory experiments. However,
the lack of a proper model for the entrapment rate of particles through log-jamming made
it difficult to conclude on the fundamental driving mechanism behind increased recovery. A
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finer scale approach for analysing pore-scale physics of multiphase flow in porous media is
through the use of pore network models [17]. This method is able to extract useful relations,
such as capillary pressure and relative permeabilities [18]. Still the representation of flow
within pore network models is simplified compared to the real pore-scale flow. Simulations of
polymer particle transport, for example, rely on postulated entrapment rates, e.g. through
a condition derived from breakthrough curves [19]. Moreover, the pore network model for
polymer particles transport developed by Bolandtaba et al. [19] does not take into account
the difference in velocities of water and particles at the entrance of the narrow pore.
In this work, we aim to perform a preliminarily investigation of the log-jamming mech-
anism by modeling from first principles, based on a computational fluid dynamics (CFD)
approach. The starting point to construct a proper mathematical model is to identify the
relevant physical mechanisms that must be taken into account, while simultaneously trying
to limit the model complexity to simplify later numerical treatment. With this in mind, to
model accumulation of particles due to inertia, water and particles should be allowed to have
different velocities. Conversely, the injection of polymer particles along with water in EOR
usually occurs when the oil is no longer mobilized by water alone. Thus, the initial dynamics
of particles transport and accumulation in narrow channels will happen in water-accessible
channels. That is, the process is locally a water flow regime, and we therefore chose to
neglect the oil phase in our model, and include only the flow of water with particles.
This paper has three main contributions relevant to the study of particle accumulation,
clogging and flow diversion. First, based on the above assumptions we derive a multiphase
flow model that considers the particles as a dispersed phase in the water phase, using an
Euler-Euler formulation. Secondly, by numerical simulations of the model in random media
we show that the derived model has a tendency to produce particle accumulation, clogging
and flow diversion at the transition from wide to narrow pores. This effect is however nat-
urally dependent not only on geometry, but also on dynamic factors such as the local flow
direction and velocity. The third contribution is therefore to develop an indicator, based
on water velocity strain rates, that identifies regions in the pore-space where accumulation
takes place. This measure is computed from simulations of water flow only, with no particles
included, and is thus computationally relatively cheap. The observed correlation between
regions of strain and particle accumulation, and conversely vorticity and particle dispersion,
is consistent with previous observations in the transport of inertial particles by turbulent
flows [20, 21, 22]. In non-confined flow, the cause of regions of large strain or vorticity, and
consequently particle accumulation and dispersion, is turbulence. Conversely, while flows in
porous media is well below the turbulent regime, the flow is still highly heterogeneous on
the pore-scale due to the tortuous paths of the porous medium [23]. This creates regions of
dominating strain and vorticity even in the laminar regime. We identify distinct accumula-
tion scenarios, not all leading to the formation of clogs, but all related to strain-dominated
regions. We emphasise on the fact that the clogging is understood here as the result of
particle accumulation, where the particles take a non-negligible part of the fluid. We do not
account for other clogging mechanisms, like precipitation or dissolution/adsorption [24, 25],
or the growth of biofilm [26, 27].
We begin by introducing the multiphase flow model and present its dimensionless formula-
tion. For the numerical simulations, we consider porous media consisting of non-overlapping
solid circles distributed in a 2D rectangular box. We evaluate the influence of the parame-
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ters of interest: Stokes number, Reynolds number and particle-to-water mass densities ratio.
Also, we show that the accumulation pattern is distinct if we consider a heterogeneous or
a homogeneous media. In particular, the initial formation of clogs (accumulation in narrow
pore throats that may lead to flow diversion) only occurs in heterogeneous media.
2 Model formulation
We follow a general derivation based on the classical mixture theory. For details on the
derivation of the model, see the Appendix. We consider that the particulate phase is
dispersed in the water phase, and hence, it can be described by a continuous field. The
fractional volumetric occupation of the particles is given by ϕ ∈ [0, 1], whereas the water
phase occupies a volumetric fraction of 1− ϕ. We assume that the only internal interaction
between the dispersed and the water phase is the Stokes drag. Additionally, if we model
the mass densities of water and particles, ρ and ρp, respectively, as constant, we have the
following set of governing equations
∂(1− ϕ)
∂t
+∇ · ((1− ϕ)u) = 0, (1)
∂ϕ
∂t
+∇ · (ϕv) = 0, (2)
ρ(1− ϕ)Du
Dt
= −(1− ϕ)∇p+∇ · ((1− ϕ)τw)− ϕρp
ts
(u− v), (3)
ρpϕ
dv
dt
= −ϕ∇p+ ϕρp
ts
(u− v), (4)
where u and v are the velocities of water and particles, respectively and ts = ρpd
2
p/(18µ) is
the Stokes time, or the characteristic response time of the particles with respect to changes
in the flow field, with dp the particle diameter [28]. The stress tensor τw of the water phase
is given by
τw = µ
(∇u+∇uT )− 2
3
µI∇ · u, (5)
where µ is the dynamic viscosity of pure water. Moreover, we use the notation
D
Dt
=
∂
∂t
+ u · ∇, d
dt
=
∂
∂t
+ v · ∇, (6)
which are the material derivatives along the water and particle streamlines, respectively.
Boundary and initial conditions are added further ahead to complete the model.
The model given by Eqs. (1)–(4) assumes that the particles are small enough not to
disturb the water flow locally by forming vortices, and potentially turbulence, behind them.
Formally, we assume that the particles diameter is such that the flow around the particles
is in the Stokes regime. That is, the particle-based Reynolds number, Rep = ρucdp/µ is less
than unity, where uc is a characteristic flow velocity. The flow velocities in porous media
exhibit a variation of several orders of magnitude, typically from 1− 100 µm/s [29]. We are
interested in inertial particles in the colloidal scale, i.e., dp ∼ 10−4m, such that for water
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properties evaluated at 300K, we have Rep ∼ 10−6− 10−4, typically. Hence, the assumption
of Stokes flow around the particles is justified for these conditions. We emphasize that the
background flow does not have such restrictions.
The no-slip flow condition is considered for the water at the surface of the solid grains
forming the porous medium. The boundary conditions of the particles velocity at the wall are
more intricate, as the no-slip and no-flow conditions are not necessary true for particulate
flow. For example, a perfect elastic collision between particle and wall implies specular
reflection, i.e., [v·n] = −2(v·n)n and [v·t] = 0, where n and t are the unitary vectors normal
and tangential to the solid boundaries, respectively. We consider the limit of asymptotically
small Stokes number, such that an explicit expression for v is used instead of Eq. (4). In
this case, the particles velocity at the wall is prescribed. The error in the calculation of the
particles velocity at the wall introduced by this approximation is only relevant close to the
wall.
2.1 Non-dimensionalization
We consider the following non-dimensional variables for a 2D geometry in the (x, y) Cartesian
coordinates
tˆ = t/tc, xˆ = x/l, yˆ = y/l,
uˆ = u/uc, vˆ = v/uc, pˆ = p/pc, (7)
where uc and l are characteristic values for velocity and pore length, with the characteristic
time given by tc = l/uc, and pc = µuc/l a characteristic pressure. The non-dimensional
governing equations are then given by (we remove the hats for simplicity)
∇ · ((1− ϕ)u+ ϕv) = 0, (8)
∂ϕ
∂t
+∇ · (ϕv) = 0, (9)
(1− ϕ)Du
Dt
= − 1
Re
(1− ϕ)∇p+ 1
Re
∇ ·
(
(1− ϕ)
(
∇u+∇uT − 2
3
I∇ · u
))
− ϕρ˜
St
(u− v),
(10)
ρ˜
dv
dt
= − 1
Re
∇p+ ρ˜
St
(u− v), (11)
where Eq. (8) is obtained by adding the dimensionless form of Eqs. (1) and (2) and we
introduce the following dimensionless numbers
Re =
ρucl
µ
, St =
ts
tc
, ρ˜ =
ρp
ρ
, (12)
which are the Reynolds number, the Stokes number and the ratio of pure mass densities,
respectively. For typical values of uc ≈ 10−4 m/s, l ≈ 10−3 m, ρ ≈ 103 kg/m3 and µ ≈
10−3 Pa · s, we have Re ∼ O(1) and St  1. For the mass densities ratio, we consider
particles heavier than water, i.e., ρ˜ > 1.
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As mentioned previously, the model is limited by the constraint of a Stokes flow regime
around the particles, i.e., Rep = ρucdp/µ = Re(dp/l) < 1. Therefore, the Stokes regime
around the particles is obeyed for dp/l < Re
−1. Since ts = ρpd2p/(18µ), we can write the
Stokes number as St = ρ˜(Re/18)(dp/l)
2. Then, we write the constraint of Stokes regime
around the spheres as
St <
ρ˜
18Re
. (13)
2.2 Asymptotic limit of St 1
We can simplify the momentum equation for the particles, Eq. (11), by considering the
asymptotic limit of small Stokes numbers, i.e., St  1. The objective of such simplifica-
tion is two-fold: first, the asymptotic limit provides an explicit expression for v, minimizing
computational costs, and second, it provides a framework for quantifying preferential ac-
cumulation/dispersion regions, as will be shown further. This limit represents a small
response time of the particles with respect to changes in the surrounding flow field. In other
words, the inertia effects are limited.
In this limit, we expand the particles velocity in powers of St as
v = v0 + Stv1 + o(St), (14)
where o(St) is interpreted as a Landau symbol. Using (14) into Eq. (11), which yields
d/dt = D/Dt + o(1), and equating the terms of order 0 and 1 in St gives the following
asymptotic expression for v
v = u− St
(
1
ρ˜Re
∇p+ ∂u
∂t
+ u · ∇u
)
+ o(St), (15)
where it is required that ρ˜Re > o(St). Equation (15) is a modified version of the expression
first obtained by Maxey [30] and used recently to study particle-laden turbulent flows [22, 21,
31, 32]. In the present case, we consider an additional contribution due to the pressure, and
this difference is important for the near-wall treatment of the particles velocity. Moreover,
using d/dt instead of D/Dt, that is, material derivatives along v instead of u allows for an
explicit expression for v, which facilitates the problem analysis, as shown ahead.
Using (15) up to the order of St we have the following system of governing equations
∇ · ((1− ϕ)u+ ϕv) = 0, (16)
∂ϕ
∂t
+∇ · (ϕv) = 0, (17)
(1− ϕ)Du
Dt
= − 1
Re
(1− ϕ)∇p+ 1
Re
∇ ·
(
(1− ϕ)
(
∇u+∇uT − 2
3
I∇ · u
))
− ϕρ˜
St
(u− v),
(18)
v = u− St
(
1
ρ˜Re
∇p+ ∂u
∂t
+ u · ∇u
)
. (19)
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We can rewrite Eq. (17) as
1
ϕ
dϕ
dt
= −∇ · v. (20)
Therefore, accumulation or dispersion of particles along its streamlines is characterized by
the quantity
∇ · v = ∇ · u− St
(
1
ρ˜Re
∇2p+ ∂
∂t
∇ · u+∇ · (u · ∇u)
)
. (21)
According to Eqs. (20) and (21), when ∇ · v < 0, accumulation is favoured, whereas
dispersion is favoured for ∇ · v > 0. Note that ∇ ·u 6= 0 may happen in certain areas of the
domain due to the inherent compressibility, see Eq. (16).
We consider no-slip flow for the water at the solid boundaries, i.e., |u| = 0, at these
boundaries. Therefore, Eq. (19) determines v = −St(ρ˜Re)−1∇p as the particles velocity at
solid boundaries. This condition implies slip flow and reflection of particles at the wall. The
error introduced depends on the original boundary condition for the particles. For example,
if we had specular reflection, the slip flow at the wall is unrealistic, but the reflection is not.
Nevertheless, the error is restricted to the vicinity of solid boundaries. We will show that
due to vorticity these regions are characterized by dispersion of particles, such that this error
is not expected to be relevant.
3 Numerical results
Figure 1: Illustrative porous medium. The nodes of the Delaunay triangulation provide the
coordinates of the centres of the solid grains as well as the basis for calculating the pore
throat diameters. The numerical domain comprises the void space between the solid grains
(the mesh is not shown here). The axis are shown in dimensionless form and the x/y aspect
ratio of the porous medium is 0.2.
In this Section, the model for pore-scale transport of water and particles, given by Eqs.
(16)–(19), is solved in artificially generated two-dimensional porous media. Motivated by the
observations from core flooding experiments that EOR rates are most prominent in media
with heterogeneous pore throat distributions, our intention is to quantify the behaviour of the
model in random media with given pore throat diameter distributions (PTDD). Moreover,
the heterogeneous reservoir sandstone cores utilized in the experiments in [12] have a bimodal
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distribution. Therefore, we investigate both media with homogeneous PTDD, and media
with heterogeneous PTDD which are represented by bimodal distributions. To generate the
media, we first generate a random set of points in the simulation domain, which we take as
a rectangle; the points will become centres of solid grains. Nearby points are next connected
by edges, where the edges are defined so as to form a Delaunay triangulation of the domain.
The points are then moved around, and the connecting edges updated, to make the edge
lengths meet a target distribution. Specifically, we target a sum of two Gumbel distributions
[33]
fe(λ) =
2∑
i=1
1
βi
exp
(−si(λ) + e−si(λ)) , (22)
where λ are the edge lengths and si(λ) = (λ − αi)/βi, with αi and βi given constants. We
target Gumbel distributions because they are highly localized, thus avoiding tail values for
the edges. The procedure is implemented as a modified version of the distmesh algorithm
for mesh generation, originally proposed in [34]. Then, we draw circles centred at each node
of the triangles, making sure that the circles do not overlap. Each pore throat diameter
is then given by subtracting from the length of the original triangle edge the radii of the
circles located in its associated nodes. We construct the medium such that we fit a bimodal
distribution for the PTDD as a sum of two normal distributions
fr(ξ) =
m
σ1
√
2pi
exp
(
−(ξ − η1)
2
2σ21
)
+
1−m
σ2
√
2pi
exp
(
−(ξ − η2)
2
2σ22
)
, (23)
where ξ = λ − r1 − r2 is the pore throat diameter length (with r1 and r2 the radii of the
solid grains centred at the nodes of the edges λ), ηi and σi are the distribution parameters,
with i = 1, 2, and 0 < m < 1 the mixture probability. For convention, η1 and σ1 refer to the
normal distribution around the smaller pores, whereas η2 and σ2 refer to the larger pores.
The procedure is similar to the one described in [23].
We also define a parameter γ as
γ =
(1−m)η2
m η1
, (24)
which is a measurement of the large-to-narrow pore throat diameter ratio. For γ  1, there
is a predominance of small pores, whereas for γ  1 there is a predominance of large pores.
For both limiting cases γ → 0 and γ → ∞, the medium is homogeneous, i.e., there is a
predominance of same-size pores.
We implement Eqs. (16)–(19) in COMSOL, thus numerically solving them using a fully
coupled, standard Galerkin finite element method. The water velocity u is discretized using
quadratic Lagrange elements, whereas the pressure p and the volumetric fraction of parti-
cles ϕ are discretized using linear Lagrange elements. The system of equations is solved
implicitly in a domain meshed by a Delaunay tesselation, see Figure 1 for an example of the
computational domain and mesh. We consider a parabolic injection profile for the water as
u = (4uinj(y − ymin)(ymax − y)/(ymax − ymin)2, 0). The numerical domain will extend from
x ∈ [−1, 26] and y ∈ [0.5, 4.5], but the solid grains fill the box (1 ≤ x ≤ 21)∪(0.5 ≤ y ≤ 4.5).
Thus, x/y = 0.2 is the aspect ratio of our porous domain. Considering a typical value of
pore length of l ∼ 10−3 m, we are considering a porous domain of the order of 10−2 m.
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For numerical stability, we introduce an artificial diffusion term in Eq. (17), such that
we essentially solve
∂ϕ
∂t
+∇ ·
(
ϕv − 1
Pe
∇ϕ
)
= 0, (25)
and we consider Pe = 20. It is worth noting that the artificial diffusion can be interpreted
as particle diffusion in the water phase. Moreover, since Pe > 0, it tends to lower ϕ,
i.e., disperse particles concentration (see Eq. (21)). Nevertheless, as long as the advection
transport is of unitary-order or lower, the influence of Pe is very small, such that the role of
diffusion is restricted to numerical stabilization.
3.1 Particle accumulation in heterogeneous domain
Figure 2: Histogram and bimodal fit for the distribution of pore throat diameters of the
medium shown in Fig. 1. The value of the diameters is given in dimensionless form.
We begin by performing numerical simulations in the medium show in Fig. 1. This ran-
dom medium is composed coincidently by 181 circles and 181 pore throats. The parameters
used for the initial edge length distribution are shown in Tab. 2.
α1 = 0.5 β1 = 0.05
α2 = 0.8 β2 = 0.10
Table 2: Parameters for the Gumbel distributions used to generate the Delaunay triangula-
tion of the rectangular domain shown in Fig. 1.
This medium represents a heterogeneous porous medium with a PTDD shown in Fig.
2, where we plot the distribution of the pore throat diameters and its bimodal fit. For the
distribution shown in Fig. 2, we have the fitting parameters shown in Tab. 3. We consider
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uinj = 1.2, Re = 5, St = 0.1 and ρ˜ = 10. Note that according to (13) we must have St < 0.11
for the considered parameters. A value of ρ˜ = 10 represent particles with a high mass density
when compared to water, silver, for example.
p = 0.1834 γ = 22.3662
η1 = 0.0842 η2 = 0.4232
σ1 = 0.0277 σ2 = 0.2191
Table 3: Fitting parameters for the heterogeneous media shown in Fig. 1
Figure 3: Flow pattern without particles (ϕ = 0). Top: Water phase velocity (dimensionless).
Bottom: pressure drop along the domain (dimensionless). The flow is from left to right and
shown for t = 10. Red colour indicates larger values of velocity and pressure, whereas blue
indicates lower values.
3.1.1 Indicators of accumulation based on pure water flow
We first consider simulations with injection of pure water, with an aim of studying the
flow pattern, and identify regions that are likely to experience accumulation of particles
when these are injected. In Fig. 3 we show a stationary water velocity field (top) and the
corresponding pressure drop (bottom) for the case of flow without particles, i.e., for ϕ = 0
everywhere and in dimensionless form. The steady state was reached before t = 10. We
see that the flow pattern is heterogeneous due to the tortuous paths of the porous medium.
This heterogeneity in the velocity field is determinant for the accumulation and dispersion
of particles. In fact, it is possible to predict regions where accumulation and dispersion are
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predominant. To do so, we consider Eq. (21) with ∇ · u = 0, which happens when ϕ = 0,
∇ · v = −St
(
1
ρ˜Re
∇2p+∇ · (u · ∇u)
)
. (26)
Moreover, from the bottom Fig. 3 one can see that the pressure drop ∇p along the domain
is nearly linear, such that ∇2p  1. Hence, we expect that, quantitatively, the first term
in the right-hand side of Eq. (26) is much smaller than the second term, such that we can
approximate
∇ · v ≈ −St (∇ · (u · ∇u)) = −St(s
2 − w2)
2
, (27)
where s = ∂yux + ∂xuy and w = ∂yux − ∂xuy are the local strain and vorticity of the flow,
respectively. Of course, as particles tend to accumulate, compressibility effects will take
place and (27) must be replaced by (21). Nevertheless, possible locations of accumulation
and dispersion of particles can be estimated by analyzing (27) in the domain [22, 35, 36, 37].
It is worth to note that for 3D media we have δ = −(|S|2 − |W |2)/2, where |S| and |W |
are the modulus of the local strain and vorticity.
Figure 4: Top: surface plot of δ. Regions where δ < 0 (blue colour) favour accumulation
of particles, whereas regions where δ > 0 (red colour) favour dispersion. Bottom: particle
concentration for injection at ϕ = 0.1. Accumulation is shown in red, whereas dispersion is
shown in blue. Plots are shown for t = 80 (stationary regime).
We define
δ =
1
St
∇ · v = −(s
2 − w2)
2
, (28)
and plot this quantity in the top of Fig. 4. For strain-dominated regions, δ < 0, whereas
δ > 0 for vorticity-dominated regions. One can see that vorticity is induced near the solid
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boundaries of the circular grains, making particles disperse from it (positive, red regions in
the top Fig. 4). On the other hand, regions with dominating strain favour accumulation,
according to (27) and (20) (negative, blue regions in the top Fig. 4).
3.1.2 Spatial distribution of particle accumulation
Next, particles are introduced, by injection with ϕ = 0.1. The resulting pattern of accu-
mulation and dispersion is shown in the bottom of Fig. 4. Large rates of strain are caused
by an abrupt change in the water velocity. In this scenario, one can recognize four differ-
ent characteristic regions where accumulation is favoured: in the wake behind solid grains,
at stagnation points, in no-flow regions near high-velocity regions and at the entrance of
narrow pore throats. In Fig. 5 we show four zoomed-in regions from Fig. 4, each with a
different characteristic pattern of particle accumulation. We also plot the water streamlines
as solid black lines and particles velocity as yellow arrows. Note that due to inertia, water
and particles trajectories are not parallel.
Of the four accumulation scenarios, only accumulation at the pore entrance, Fig. 5(d),
can significantly alter the water flow. While in the other three cases the particles accumulate
in low-velocity regions, at the pore entrance accumulation occurs in a high-velocity region.
Therefore, if accumulation is large at the pore entrance, the channel may experience a partial
or total clogging, which causes a local redistribution of the pressure in the upstream side of
the flow. If the clogging is intense enough, the local pressure redistribution can divert the
upstream water flow into neighbouring channels.
In Fig. 6 we show pnp−pp, the pressure difference between the flow without particles and
the flow with particles. The arrows in the domain point to existing clogs. One can see that
in some regions of intense accumulation at the pore-entrance, the pressure decreased (larger
positive values in Fig. 6), thereby causing the local pressure behind the channel to increase
(negative values in Fig. 6). This is more clearly seen in Fig. 7, where we show a zoomed-in
region with the pressure difference and the difference between water fluxes divided by the
average water flux in the case without particles, i.e., (Ψnp −Ψp)/Ψnp, where Ψ = (1− ϕ)|u|
and Ψ = Ω−1
∫
Ω
ΨdΩ is the average water flux in the domain Ω. Note that at the entrance
of the partially clogged channel, there is a pressure decrease. This happens because of the
particle accumulation at the pore entrance, which decreases the water flow in the channel.
Total clogging is not observed because in our model we do not consider particle attachment
at the wall. Therefore, the region near the solid grain, which is dominated by vorticity,
favours particle dispersion.
The occurrence of a clog can be identified by a pore throat presenting a significant de-
crease in the pressure at its entrance and a consequent decrease in its water flux. Since
clogging is usually not complete, the near-wall regions of the partially clogged pore experi-
ence a faster flow, as discussed previously. Nevertheless, the overall water flux in the pore
decreases, as we can see in Fig. 8, where we show the time variation of the water flux for
the partially clogged channel and a nearby channel, both indicated in Fig. 7. Note that the
decrease of the water flux in the partially clogged channel occurs at the same time scale as
the increase in the water flux in the diverted channel. This indicates that these changes are
correlated.
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(a) (b)
(c) (d)
Figure 5: Particle concentrations ϕ (surface plot), water streamlines (solid black lines) and
particles streamlines (yellow arrows) for four different regions of the domain: (a) behind a
solid grain, (b) at a stagnation point, (c) in a no-flow region and (d) at the entrance of a
narrow pore throat. Red colour indicate intense accumulation of particles.
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Figure 6: Pressure difference between the flow without and with particles, pnp−pp. Positive,
red regions means that the pressure decreased, whereas negative, blue regions means that
the pressure increased. The arrows point existing clogs.
(a) (b)
Figure 7: Surface plot of the (a) pressure and (b) water flux differences between the cases
without and with particles near a partially clogged channel.
3.2 Impact of pore throat heterogeneity
Since accumulation in a high velocity region is an effect of flow acceleration when going from
a large to a narrow pore, it is expected that in a homogeneous medium this accumulation
pattern is minimal, as most of the pores have the same size. To test this hypothesis, we
consider a flow through the homogeneous medium shown in Fig. 10. For the initial edge
lengths distribution, we use the same values shown in Tab. 2, only changing α1 = 0.7. This
change is done to obtain a more homogeneous distribution of edges. After we construct the
solid grains, the homogeneous medium have a PTDD shown in Fig. 9. We fit the PTDD
through a bimodal distribution, with parameters given in Tab. 4.
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Figure 8: Time variation of the water flux Ψ = (1−ϕ)|u| in the clogged and a nearby pore.
Corresponding channels are indicated in Fig. 7(a).
p = 0.7289 γ = 0.9235
η1 = 0.1350 η2 = 0.3352
σ1 = 0.0557 σ2 = 0.1400
Table 4: Fitting parameters for the homogeneous medium shown in Fig. 9
Figure 9: Pore throat diameter distribution of the homogeneous medium and its bimodal
fit.
As discussed previously, it is expected that only significant accumulation in low-velocity
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regions will occur. Here, we consider the same parameters as before (Re = 5, St = 0.1 and
ρ˜ = 10), but now with injection of water occurring at uinj = 0.6. This modification on the
injection condition is done in order to have values of δ at the same order of magnitude as
in the heterogeneous case, see upper part of Fig. 10. In Fig. 10 we show surface plots for
δ and ϕ. Note that we still have regions of predominant strain, δ < 0, and vorticity, δ > 0.
However, differently from what is observed for the heterogeneous medium (see Fig 4), the
regions of dominating strain are mostly located in low-velocity regions. Therefore, intense
accumulation of particles occurs only in low-velocity regions, such that the flow pattern is
not strongly modified by the accumulation of particles. This feature can be seen in Fig. 11,
where, as before, we plot the pressure difference for the cases without and with particles.
Figure 10: Top part: surface plot of δ. Bottom part: particles concentration for injection at
ϕ = 0.1.
Figure 11: Pressure difference between the cases without and with particles. The linear
decrease in the pressure is caused by the presence of particles in the flow and is not associated
with partial blockage of pore channels.
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The lack of accumulation in high-velocity regions means that blockage of pores, with
a consequent pressure redistribution in the upstream side and possible flow diversion, is
much less likely than in the heterogeneous case presented in the previous section. This
is expected, as the heterogeneous media present more paths connecting large to narrow
pores, which is a key ingredient to accumulation in high-velocity regions, when compared
to homogeneous media. In the context of enhanced oil recovery through polymer particles
injection, experimental results indicate that heterogeneous cores show increased rates of
recovery compared to homogeneous cores [12]. These results are consistent with the proposed
mechanism of particle accumulation and flow diversion leading to EOR.
Note that the predominance of same-size pores will exist no matter which homogeneous
medium we consider. Therefore, the lack of significant accumulation in high-velocity regions
is a feature of every homogeneous media, such that the conclusions drawn in this section are
quite general. Formally, from our definition, homogeneous media are characterized by γ ≈ 0
and γ  1. It is important to point, however, that not only the pore throats distribution
is relevant to the formation of clogs, but connectivity also plays a significant role. If the
connection between a large and a narrow pore is not aligned with the flow direction, accumu-
lation will occur in a low-velocity region. For example, the accumulation pattern shown in
Fig. 5(c) occurs in a narrow pore connected to a large pore. However, since the connection
between the large and the narrow pore is perpendicular to the flow direction, accumulation
occurs in a low-velocity region, such that the flow structure is not affected. Therefore, the
rate of clog formation present in a heterogeneous cores depends on the connectivity between
large and narrow pores. A proper quantification of this requires establishing a link between
pore scale geometry, connectivity and pore scale flow. Nevertheless, our results serve to
highlight the difference between the accumulation patterns that arise in heterogeneous and
homogeneous media.
3.3 Influence of uinj, Re and ρ˜
As discussed in the previous section, accumulation and dispersion patterns can be analysed
through the quantity δ = St−1∇ · v. It is possible to evaluate δ in a flow scenario without
particles in order to have an approximate relation between strain-dominated regions δ < 0
and accumulation, and between vorticity-dominated regions δ > 0 and dispersion. In our
approach, the maximum accumulation will occur in the region where δ achieves its minimal
value. Therefore, we can study the accumulation behaviour by analyzing the variation in
δmin with the problem parameters. We do so by considering the heterogeneous medium
shown in Fig. 1.
For increasing values of the injection velocity uinj, the rates of strain and vorticity in
the medium increase. This leads to a decrease in δmin, as seen in Fig. 12(a), where we
plot δmin for a fixed value of Re = 5. Therefore, for increasing injection velocities it is
expected an increase in accumulation. For a fixed value of uinj, the variation of δmin with
Re is non-monotonous, as shown in Fig. 12(b), where we consider uinj = {1.0; 1.2; 1.4}. For
small values of Re, an increase in the Reynolds number leads to an increase in δmin, thus
lowering accumulation of particles. However, after a critical value of Re, an increase in the
Reynolds number leads to a decrease on δmin, thus enhancing accumulation of particles. An
increase in Re means a decrease on the thickness of the viscous boundary layer at the solid
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(a) (b)
Figure 12: (a) δmin × uinj for Re = 5 and (b) δmin ×Re for uinj = {1.0, 1.2, 1.4}. Increasing
values of the injection velocity leads to a decrease on δmin and, consequently, on the accu-
mulation rate. The variation with Re presents two characteristic regimes: a Stokes regime
(left branch) and a convection-dominated regime (right branch).
grains surface. Since the injection velocity uinj is constant, an increase in Re means that the
overall flow velocity increases. Therefore, for the left branch, an increase in the velocity leads
to a decrease on the accumulation of particles, whereas for the right branch it leads to an
increase on the accumulation. We refer to the left branch as Stokes regime and to the right
branch as convection-dominated regime. Since v ∼ −u · ∇ · u and δmin ∼ −∇ · (u · ∇u),
accumulation and dispersion of particles are generally favoured by an increase in velocity.
This is the case for the convective-dominated regime. However, in the Stokes regime the
convective transport is of higher-order with respect to the viscous and pressure forces, such
that the left-hand side of Eq. (18) is very small in comparison to the right-hand side. Thus,
when Re is small the velocity of particles approximates as
v = u− St
(
1
ρ˜Re
∇p+ ∂u
∂t
+ u · ∇u
)
≈ u− St
ρ˜Re
∇p, (29)
such that ∇ · v ≈ ∇ ·u. Thus, in the Stokes regime an increase on the overall flow velocity
does not enhance accumulation. Rather, it decreases it as particles are transported into the
downstream direction. As shown in Fig. 12(b), the Stokes regime shrinks for increasing
injection velocities, as expected.
As shown by (27), strain-dominated regions favour accumulation. However, as pointed
out by Eq. (20), this occurs along the streamlines of the particles. If the particles velocity
increases considerably, accumulation locations move further downstream inside the domain.
For accumulation in low velocity regions, this poses a minor difference, as the particles
streamlines are barely modified in such regions. On the other hand, for accumulation in
high velocity regions, this favours dispersion of particles, as they tend to move further
downstream, thus lowering local accumulation. In Fig. 13 we plot the pressure difference for
illustrative values of ρ˜ = 15, 10, 5. A decrease in the particle-to-water mass densities ratio
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(a)
(b)
(c)
Figure 13: Pressure difference for (a) ρ˜ = 15, (b) ρ˜ = 10 and (c) ρ˜ = 5. Decreasing values of
ρ˜ increase the particles velocity v and favour the disappearance of clogs (recalling that clogs
are characterized by an intense decrease on the pressure at the pore entrance).
leads to an increase in the particles velocity, according to Eq. (19). We see that the formation
of clogs is unfavoured for decreasing values of ρ˜ (recalling that a clog is characterized by a
significant decrease on the pressure at the pore entrance). Writing Eq. (20) in Eulerian
coordinates yields
1
ϕ
∂ϕ
∂t
= −∇ · v − 1
ϕ
v · ∇ϕ. (30)
Then, if we evaluate the local variation of ϕ, we see that particles with higher velocities tend
to disperse accumulation due to the convective transport (second term in the right-hand side
of Eq. (30)). This makes clogs dissipate if the particles velocity is high enough. This is seen
on the surface plot of the pressure differences, Fig. 13.
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4 Conclusions
We propose that accumulation of particles transported by water in porous media can be
explained by hydrodynamic effects. In order to test our hypothesis, we consider a simple
multiphase flow model for the transport of inertial particles by water at the pore-scale. The
tortuous paths of the random medium generate regions of dominating strain and vorticity,
which favour accumulation and dispersion of particles, respectively. The numerical results
show that heterogeneous media present significant accumulation in low and high-velocity re-
gions, whereas homogeneous media present only significant accumulation in low-velocity re-
gions. Accumulation in a high-velocity region leads to the formation of a clog, which causes
a redistribution of the pressure on the upstream side and consequently to flow diversion.
Thus, clog formation and microscopic flow diversion occur predominantly in heterogeneous
media.
Detailed knowledge of the water flow pattern in the porous medium without particles can
provide information as to where accumulation is favoured by identifying strain-dominated
regions. Near the surface of the solid grains vorticity dominates and particles tend to disperse
from it. The model presented in this paper can be upscaled to analyse inertia effects at the
Darcy scale. Usually, upscaled models for particle deposition consider that the particles are
advected with the same velocity as the water [38, 39]. Thus, inertia effects are not captured
in conventional upscaled models. Moreover, incorporating the effects of pore-scale geometry
into the upscaled equations is a challenge.
As particles begin to accumulate, interparticle interaction becomes relevant. In such sce-
nario, the specification of the type of particles under consideration is crucial. In particular,
it is known that polymer particles form gels at increasing concentrations [40, 41]. Therefore,
accumulation of particles at the entrance of a narrow pore throat can trigger the formation
of stronger gels, which can fully clog a channel. Extending the model to account for the
interactions of the particles requires specification of particle rheology.
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A Model formulation
The Eulerian description of the multiphase flow model is obtained by averaging local quan-
tities and considering immiscible phases [42, 43, 44]. The general momentum transport for
each phase accounts for the momentum exchange between phases. If ϕi, ρi and ui, represent
the volumetric occupation, mass density and velocity of phase i, respectively, the general
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conservation equations without external forces can be stated as
∂
∂t
(ρiϕi) +∇ · (ρiϕiui) = 0, (31)
∂
∂t
(ρiϕiui) +∇ · (ρiϕiuiui) = ∇ · Ti + Fi,I + fi, (32)
where Ti is the stress tensor, Fi,I the forces acting at the interface of the phases and fi is
the source of momentum due to the interaction between phases. For a closed system of N
components, it is required that
∑N
i=1 fi =
∑N
i=1 Fi = 0 and
∑N
i=1 ϕi = 1. In order to close
the formulation, one needs to specify the interaction terms fi, the interface forces Fi,I and
the constitutive expressions for Ti.
We consider a solid-liquid system, such that i = s, l. For simplicity, we consider only
Stokes drag as the interaction force between phases. Therefore, fl = −fs = φsρs(us−ul)/ts,
see Jackson [45]. The general expression for the stress tensor of a compressible phase is given
by [42, 43]
Ti = −ϕipiI + ϕiµi(∇ui +∇uTi )−
2
3
ϕiµiI∇ · ui. (33)
The viscosity of the solid particles µs is a measurement of the exchange of momentum
between solid particles in adjacent layers. If no collisions occur, we have µs = 0, such that
for the solid phase the stress tensor is given by
Ts = −ϕspsI. (34)
The averaged balance of momentum at the interface states that (neglecting the forces
due to surface tension) [44] ∑
i
Ti,I · ∇ϕi =
∑
i
Fi,I · ∇ϕi = 0. (35)
For each i component, we have Fi,I = Ti,I = −pi,II + τi,I . When we plug Fi,I in Eq. (32)
with i = l, s, the following terms appear
(pl − pl,I) · ∇ϕl, (τl − τl,I) · ∇ϕl. (36)
If we consider small and rigid particles (no deformation), the pressure inside a particle must
be equal to the pressure at the interface, i.e., ps = ps,I = pl,I , where the last equality is valid
due to the non-deformation of particles. Therefore, the momentum balance at the interface
(35) for the solid phase is
τs,I · ∇ϕs = 0, (37)
which implies τs,I = 0 and by continuity τl,I = 0. Thus, we arrive at the following system of
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governing equations
∂
∂t
(ρlϕl) +∇ · (ϕlul) = 0, (38)
∂
∂t
(ρsϕs) +∇ · (ϕsus) = 0, (39)
ρlϕl
(
∂ul
∂t
+ ul · ∇ul
)
= −ϕl∇p+∇ · (ϕlτl)− ϕsρs
ts
(ul − us), (40)
ρsϕs
(
∂us
∂t
+ us · ∇us
)
= −ϕs∇p+ ϕsρs
ts
(ul − us). (41)
In summary, the assumption of no collisionless, small, rigid particles eliminates the ne-
cessity of evaluating the interface dynamics from our model. To close, we chose pl = ps = p,
such that the pressure gradient contributes to the movement of each phase, only weighted
by its respective volumetric occupation. This is physically consistent with disregarding in-
terparticle interaction, as no extra pressure due to collisions will arise.
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