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Abstract— This paper investigates the use of time-frequency 
techniques to assist in the estimation of power system modes 
which are resolvable by a Digital Fourier Transform (DFT).   
The limitations of linear estimation techniques in the presence 
of large disturbances which excite system non-linearities, 
particularly the swing equation non-linearity are shown.  
Where a nonlinearity manifests itself as time varying modal 
frequencies the Wigner-Ville Distribution (WVD) is used to 
describe the variation in modal frequencies and construct a 
window over which standard linear estimation techniques can 
be used.  The error obtained even in the presence of multiple 
resolvable modes is better than 2%. 
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I.  INTRODUCTION  
The estimation of power system modes, in particular 
modeshapes and eigenvalues, is of importance in the design of  
controls such as power system stabilizers (PSS).  The use of 
eigenvalues to describe modes is derived from the concept of a 
linear model  for a power system.  A power system however, 
like many systems, is actually non-linear and so a linear model 
is at best only a good approximation when the system is not 
subjected to large disturbances. 
 
The estimation of the parameters of power system modes from 
disturbance records is a necessary step in the design of linear 
controllers.  Much work in recent years has focused on the 
estimation of these linear models, [1], [2], [3], [5],[6],[7] and 
[9].  Such estimation is typically determined from natural or 
imposed disturbances on the power system. The linear models 
become less reliable for describing system responses to larger 
disturbances which tend to manifest the non-linear nature of 
the power system.  Naturally when this occurs any attempt to 
fit a linear model to a data record containing such non-linear 
behaviour will yield an inaccurate and consequently unreliable 
model with which to design controllers. 
 
The effects of power system non-linearities on estimated  
linear models were considered in [10] and in the system and in 
the cases studied exciter saturation appeared to be the most 
significant non-linearity. 
 
This paper seeks to  
1. identify how this non-linear behaviour manifests 
2. derive and apply tools to estimate the level of such 
non-linear behaviour 
3. using the above tools identify a region in the data 
record which may be reliably used to estimate and 
accurate linear model. 
 
II. ESTIMATION OF LINEAR POWER SYSTEM MODELS 
 
In state space form the standard homogeneous linearised 
model of a power system is of the form  
Axx =      (1) 
where x is a state vector consisting of machine angles, 
velocities, and other machine related variables such as fluxes, 
and A is the state matrix.  The eigenvalues of A give 
information on the damping and frequency of each mode, 
while the eigenvectors give information related to the 
participation of each state in the various modes. The latter is 
usually expressed in terms of participation factors pki which 
represents the participation of the kth state in the ith mode.  
These are computed from the left and right eigenvectors of A 
as per [4], page 715.   
 
From the model in (1) the oscillatory time domain response of 
the linearised power system with  M  complex eigenvalues of 
the form iii fj πσλ 2±= is  
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The estimation of the eigenvalues involves the estimation of 
the damping factors iσ , modal frequencies if , amplitudes 
iA , and phase angles iφ .  The most commonly used method 
of estimation used by power system workers has been Prony’s 
method, [8]. 
 
The use of Prony’s method assumes a linear time invariant 
system and using  a linear prediction models fits a set of P 
complex exponential functions to a given data record.  The 
linear predictor model of a set of N data samples of a 
discretised signal ( )ny  is  
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which maybe written as 
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The discrete time eigenvalues kz are then found as the roots 
of the characteristic equation  
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The estimation procedure is detailed in [8].  Prony’s method is 
highly susceptible to the presence of noise, and this has been 
widely reported in the literature.  It would be expected that 
non-linearities would also limit the accuracy of Prony’s 
method, though this has not been thoroughly investigated to 
date. 
 
III. DETECTION OF POWER SYSTEM NON-LINEARITIES 
 
 Nonlinear effects should decrease following a power system 
event and that once a disturbance has decayed to the point 
where the system can be accurately represented by a linear 
model the non-linear effects will have effectively disappeared.   
It is from this point onwards until the disturbance has decayed 
beneath the noise floor that a data set suited to the fitting of a 
reliable linear model can be reliably constructed.  It is 
hypothesized that in the presence of non-linearities that time 
varying modal frequencies and damping factors will appear. 
 
A. Measurementof Time Varying Frequency 
In speaking about signals with time varying frequencies, so 
called  non-stationary signals,  the spectral variation of the 
signal is measured by the Instantaneous Frequency (IF). The 
IF is a measure of how the frequency of a non-stationary 
signal changes with time.   The IF fi is defined by equation (6). 
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where ( ) ( ) ( )tjetatz φ= is the analytic version of the 
measured signal y(t) computed by taking its Hilbert transform, 
see [11], chapter 1 and ( )tφ is known as the instantaneous 
phase. If the signal is a constant frequency tone then 
( ) ft πφ 2= .   
 
A time-frequency distribution seeks to display both temporal 
and spectral data on a three dimensional plot. There are a 
number of ways of dealing with such signals, however in this 
paper we use the Wigner-Ville Distribution defined by 
equation (7) which amongst other things gives a perfect 
representation of an IF  if that IF  is a linear function of time. 
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where w(t) is the time domain window applied to the signal.  
W(t,f) is basically the Fourier transform of the autocorrelation 
function of a signal in the lag variable. 
 
A discrete version of the WVD, W(n,k) where n is the time 
index, and k is the frequency index may be computed as  
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where w is an M point window centred at m=0.  Algorithms 
for determining the WVD can be found in [11], chapter 6. 
 
Where there is only one component it is straightforward to 
compute the instantaneous frequency as  
( ) ( )( ) ( )ftWtftWftf
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,max,: ==   (9) 
 
In the case of a recording of a power system disturbance 
containing more than one mode, cross terms will appear in the 
WVD.  There are a number of means of dealing with these and 
for a full treatment the reader is referred to [11], chapter 2.   
B. Measurement of Time Varying Damping 
This is a topic which has received little treatment in the 
literature apart from one method described in [12], chapter 4 
which relies on the use of the Hilbert Transform. 
We consider an analytic signal with time varying damping 
and frequency as given by (10) 
( ) ( ) ( )tjtetz φθ +−=     (10) 
where ( )tφ  is the instantaneous phase and ( )tθ is a time 
dependent decay function which can be modeled as  
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where ( )tα is the instantaneous damping coefficient (IDC).  
For a linear system the IDC will be a constant, like the IF.  
Therefore for the purposes of determining stationarity, i.e. 
where a linear model may be fitted, it suffices to simply 
determine when  both ( )tα and the IF  reach a constant value. 
In order to measure both the IF and the IDC the following 
algorithm is proposed. 
1. Take the Hilbert transform of the ringdown 
signal to obtain the analytic signal ( )tz  
2. Determine the IF, ( )tf i  using equation (9) 
3. Form the instantaneous phase function 
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where ( )[ ]0arg0 z=φ .  
4. Demodulate the analytic signal according to 
( ) ( ) ( ) ( )ttj eetztv θφ −− ==   (13) 
5. Differentiate the signal obtained in (13) to 
get ( ) ( ) ( ) ( ) ( )tvtettv t αθ θ =−= −  (14) 
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C. Proposed Algorithm 
It is proposed that a data set over which a linear model is to be 
fitted be formed by windowing the raw data.  The beginning 
of the window is where the IF and IDC have both attained 
constant values.  The other boundary of the proposed window 
is the point where the disturbance record falls below the noise 
floor; formed by machine velocity fluctuations resulting from 
random small events within the power system. 
 
IV. CASE STUDIES  
We consider two systems.  Firstly we consider a 21 bus six 
machine system described in Figure 1 and in [13] where the 
machines are represented by a 5th order model with manual 
excitation, and secondly the 4 machine system studied in [10] 
where the machines are equipped with thyristor based exciters 
with transient gain reduction (TGR) blocks and PSS’s. 
A. 21 Bus System 
In this case study we look at the multi-machine system shown 
in Figure 1 where each machine being modeled by a 5th order 
model with manual exciters used on each machine, so the only 
non-linearity is that of the swing equations. 
 
This system consists of 5 electro-mechanical modes as 
detailed in Table I below.  Three of these modes are fast local 
modes involving just two machines, and two are inter-area 
modes involving groups of machines.  The latter are generally 
less well damped than local modes and so are usually of 
greater concern. 
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Figure 1 21 Bus System 
 
TABLE I 
Eigenanalysis of Six Machine System 
Mode 
No. 
Description Eigenvalue
1 Machine 3 vs. 4 18.1625.1 j±−
2 Machine 1 vs. 2 82.1286.0 j±−
3 Machine 5 vs. 6 01.1233.1 j±−
 
4 Machines 1&2 vs. 3&4 89.1037.0 j±−
5 Machines 5&6 vs. rest 41.613.0 ±−
 
A disturbance in the form of a  three phase fault to ground is 
applied at bus 14 which excites inter-area modes 4 and 5 only.  
This means that components of both modes may be present in 
measured data depending on where the data is taken.  If the 
data is taken from machine 5 terminals only one mode  will be 
apparent, namely mode 5.  If data is taken at the terminals of 
machine 3 both modes 4 and 5 will be present in the data. 
 
If the fault is cleared quickly then this constitutes a small 
disturbance, while a pronlonged fault would constitute a large 
disturbance. 
 In the case of a small disturbance we would expect that 
nonlinear effects would be small and that the modal frequency 
would be constant.  In the case of a large disturbance this is not 
to be expected.  Using the WVD we can examine modal 
frequency variations in both cases. 
In the case of the small disturbance the WVD shows the modal 
frequency to be constant, see figure 2 indicating no significant 
non-linear effect as expected.  On the other hand the WVD for 
the large disturbance shows the modal frequency starting at 
around 0.6 Hz and rising to and settling about 1Hz indicative of 
a non-linearity, see figure 3.  This large disturbance modal 
frequency variation is even perceptible in the time domain plot 
of machine 5 angular velocity, see figure 4, where the 
frequency of the first few swings is perceptibly lower than later 
swings. 
 
Figure. 2  WVD of Machine 5 Angular Velocity – Small 
Disturbance ( Clearing Time = 0.1 seconds) 
 
 
 
 
Figure. 3  WVD of Machine 5 Angular Velocity – Large 
Disturbance ( Clearing Time = 0.85 seconds) 
 
 
 
Figure 4  Post-fault Machine 5 Angular Velocity – Large 
Disturbance 
The IF variations calculated from the WVD according to 
equation (9) are shown in Figure 5.   The IF  plot shows that 
the modal frequency rises from an initial value of about 0.6Hz 
and appears to settle down to a constant value of about 1Hz 
after 10 seconds. There is a very small effect at the beginning 
of the plot due to windowing effects but this is insignificant 
compared to the variable modal frequency which is significant 
for the first ten seconds of the data record. After ten seconds 
the IF remains at about 1Hz until the ringdown transient has 
become insignificant at about t=24 seconds.  IF computations 
from t=24 onwards are  meaningless and can be ignored in 
subsequent calculations of the IDC variations.  The IDC 
variations computed from the IF by equations (12)-(15) are 
shown in figure 6. 
Like the IF characteristic, the IDC variations display an initial 
transient before settling down to a constant value after about 
ten seconds. Both IDC and IF characteristics indicate a linear 
model is valid for the data record from t=10seconds onwards 
until t=24seconds when the ringdown characteristic has 
become negligible. 
 
If we window the data set over this range then apply a Prony 
analysis over this range we obtain a more accurate eigenvalue 
estimate, see Table II.  
 
 
Figure 5  Instantaneous Frequency, fi 
 
 
Figure 6  Instantaneous Damping Coefficient 
To examine the effect on modal accuracy of the starting point 
of the window define ( )
ss
i
pu f
tf
tf
)(
= to be the per unit 
instantaneous frequency relative to the steady state frequency 
fss. The percentage error in eigenvalue estimates for windows 
commencing at different values of fpu are depicted in Figure 6.   
 
TABLE II 
Windowed Eigenvalue Estimates 
True Eigenvalue Eigenvalue 
Estimate – 
Unwindowed 
Eigenvalue 
Estimate – 
Windowed 
41.613.0 j±−  35.519.0 j±−  33.613.0 j±−  
 
It can be seen from figure 6 that the error in eigenvalue 
estimates improves from about 15% if the whole data record 
prior to t=24 seconds is used to less than 2% when such 
windowing from t=10 seconds is employed.  In order to 
further illustrate the error associated with applying a Prony fit 
over the entire disturbance record, Figure 7 shows the 
prediction of such a Prony model estimated using the whole 
data record  superimposed on the actual time domain 
characteristic shown in figure 4.  As expected the Prony model 
fits well at the end of the transient when non-linear effects 
have become negligible but fits poorly over the initial portion 
of the transient.  This is consistent with non-linear effects 
being present at the start of the data record. 
 
 
Figure 6 Error in Eigenvalue Estimate vs  Per unit 
Instantaneous Frequency at the Start of the Window 
 
B. 4 Machine System with Excitation Saturation 
In this case study we look at the effect of excitation saturation 
to see if IF variations occur and if those IF variations are in 
any way different to the case of no exciter saturation.  The 
system under study here is documented in [4] and [10] and is 
only stable in the presence of Thyristor exciters with TGR 
blocks and PSS’s installed 
 
In the absence of exciter saturation the IF characteristic in the 
presence of a  large disturbance is shown in Figure 8.  The IF 
characteristic for the same system with exciter saturation 
added is shown in Figure 9 and is markedly different.  In both 
cases time varying IF characteristics appear and are indicative 
of non-linear behaviour. Furthermore the IF characteristic is 
different when exciter saturation is present.   
 
 
 
 
Figure 7 Prediction of Prony Model Based on Entire Data 
Record  
 
V. DISCUSSION  
The results of the previous section confirm that when a power 
system is subjected to a large disturbance the non-linear nature 
of the power system becomes obvious and can be modeled as 
time varying frequencies and damping factors.  This is true 
regardless of the source of the non-linearity. 
 
The cases considered here have concerned only one mode.  A 
power system is by nature multi-modal.  A disturbance will in 
general excite several modes and these will be apparent in the 
signal record depending upon the location of the measurement 
site. If we look at the WVD of the angular velocity of machine 
3 in the 21 bus system we see both inter-area modes as well as 
the expected cross-terms of the WVD, Figure 10.  
 
Figure 8  IF Characteristic for 4 Machine System without 
Exciter Saturation 
 
 
Figure 9  IF Characteristic for 4 Machine System with Exciter 
Saturation 
 
  
Figure  10  WVD - Machine 3 Angular Velocity – Multi-
Modal Example 
 
Here the beginning of the window used for Prony analysis 
should be defined as the point where both modes have left the 
non-linear region.  The cross-term effects may be removed 
using a reduced interference distribution, (RID) see [11], 
chapter 2.  This would be at the expense of decreased 
resolution as the WVD provides much better resolution than a 
RID.  
 
Work remains to improve the accuracy of IDC determination 
and also a method needs to be investigated that will deal with 
the multi-modal case.  Like the IF, the IDC also shows 
markedly different behaviour when the system is still in the 
non-linear region and so can also be used to assist in 
determining the start of the measurement window.   
 
A time varying IF is present with exciter saturation in case B 
indicating that the windowing method may be used to remove 
not just the swing equation non-linearity but others as well.   
 
VI. CONCLUSIONS  
The WVD has been shown to be useful in estimating the IF 
and IDC of a power system ringdown record.  This in turn can 
be used to create a window to be used in forming a truncated 
data set over which an  accurate linear model can be fitted.  
Work is continuing in three areas: 
1. dealing with multi-modal data records 
2. improving the estimation of the IDC 
3. investigation of the IF and IDC characteristics found 
with other non-linearies. 
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