Objectives Relationship between human resources for health and mortality remains inconclusive despite numerous studies published on the topic in the last decades. This paper investigates how and why methodological trade-offs implicitly made by researchers when using macro-data can in part explains this puzzling lack of agreement. Methods Using data from the Global Health Observatory, we build a model of the relationship between human resources and mortality, which we progressively alter by changing its scope, variables and analysis period. Then, we compare results among themselves to isolate the impact of methodological choices from other changes in the data. Results Results demonstrate how methodological choices linked to (1) the analysis period, (2) the definition of health inputs, health outcomes and control variables and (3) the choice of specific variables as proxy for human resources and health outcomes affects the relationship between human resources and health outputs. Conclusions Results presented highlights the need for complementing existing macro-analysis with other analytical strategies, for better documenting methodological choices in research studies, as well as for further supporting countries' efforts to produce reliable and consistent data.
Introduction
The relationship between health inputs and health outcomes has been extensively studied to understand-and ultimately justify-how investing in health systems can improve population health. From a health provider's perspective, the link between health inputs and health outcomes can be understood considering a health production function. The latter takes the form of a typical production function:
where health outcomes, H, are ''produced'' using a combination of inputs, such as capital, K (i.e., health infrastructure), labor, L (i.e., health human resources), and other health-related factors, E (e.g., environmental factors), for a given level of technology, h. The aim of most studies on this topic has been to empirically test this link. A long tradition of research tries to establish relationships between broad measures of health outcomes and inputs, such as life expectancy at birth and Gross Domestic Product (GDP), which may be affected by determinants beyond the health system (Pritchett and Summers 1996; Bloom and Canning 2000; Case et al. 2002; Deaton 2002; van den Berg et al. 2006; Weil 2007) . Other studies use narrower definitions of health outcomes, like child and maternal mortality, which seems particularly adequate, as they are known to be directly impacted by health care provision. For example, availability of skilled health staff is identified as the most important determinant of maternal and newborn health (Dickson et al. 2014 ). In parallel, many studies have focused on human resources in health on the basis that, although the variety of inputs needed to ''produce'' health outcomes may be extensive, human resources are not only crucial but also a prerequisite for any type of healthcare (Hertz et al. 1994; Robinson and Wharrad 2001; Anand and Bärnighausen 2004; Ananthakrishnan et al. 2010) .
However, despite numerous analyses on the relationship between human resources and health outcomes, no clear agreement emerges from the findings. Previous studies found positive effects of the number of primary care physicians on health outcomes (Franks and Fiscella 1998; Vogel and Ackerman 1998) . These results have been replicated for different settings, datasets and measures (James and Cossman 2006; Ananthakrishnan et al. 2010; Castillo-Laborde 2011) . Other investigations debate these results, both for primary care and specialist care (Gulliford 2002; Ricketts and Holmes 2007; Starfield et al. 2005) . For example, Gulliford (2002) finds no association between the availability of primary care doctors and a series of health outcomes in England. Similarly, using data from 19 OECD countries, Watson and McGrail (2009) find no association between medical supply and avoidable mortality.
The provision of health care services-for which human resources are a prerequisite-is generally considered a key determinant of population health. Many countries invest a significant part of their wealth to develop and maintain such services. Getting a better understanding of this relationship is crucial to ensure that human and financial resources are used in an effective and efficient way. In this context, the lack of agreement on the relationship between human resources and health outputs is puzzling.
The studies reviewed exhibit two common features: (1) the use of aggregate data for empirical work and, (2) the utilization of broad and general definitions of health inputs and health outputs (see Annex for a comparison of studies' main features). This paper assesses how methodological choices around data selection and treatment can impact results, to better interpret the diverse range of results found in the literature. Specifically, it investigates how the (1) the period selection (2) the selection and operationalization of health inputs, health outcomes and control variables, and (3) the choice of specific variables as proxy for human resources and mortality affect the relationship between human resources and health outputs. It focuses on two mechanisms: changes in sample size and changes in observations' values.
The number of observations is crucial to explain results. Many papers deal with this challenge using data quality and availability as criteria for sample selection. Choosing a particular year to estimate cross-section regressions is usually based on data availability for critical variables, completeness in terms of number of observations and how updated the dataset is.
On the other hand, when picking the variables to include in a model, researchers are implicitly deciding the sample's composition and size. This reflects a trade-off between the number of variables and the number of observations included in a model. This problem is especially relevant when dealing with low quality data, such is the case when using aggregated health datasets from different countries.
This trade-off between study period and model specifications will ultimately affect results through two channels: unintended changes in sample size or changes in the observations' values due to time shocks or omitted variable bias. While changes linked to observations' values may reflect the causal relationship between health inputs and health outputs, irrelevant changes such as sample size can obscure this true relationship, ultimately leading to spurious associations between variables.
While decisions regarding such trade-offs are implicitly made by researchers using macro-data, their impact on final results is seldom considered, e.g., when performing robustness checks. They are also rarely presented explicitly as a research limitation, which can prevent less experienced readers from considering them when using research for policy making. The aim of this study is to deliberately show the impact of such choices on a model's results.
Methods

Data sources
The analysis uses data from the Global Health Observatory data repository (GHO). The GHO is an openly available dataset from the World Health Organization (WHO), containing key health indicators, including mortality ratios, human resources and infrastructure for health and other country characteristics from 194 countries for the period 1990-2013. The GHO is the WHO's main health statistics repository, and as such includes the most recent or revised data from member countries, as well as WHO's best estimates to monitor global trends, using methodologies allowing for cross-country and cross-period comparison.
We selected the GHO for several reasons. First, it is the single most comprehensive dataset on health statistics, both in terms of indicators and countries. This increases homogeneity and allows work with similar definitions for the same variables. Second, it is the most reliable and consistent database available at global level. Although differences in data collection procedures and definitions at the country-level may remain, the WHO validation and triangulation process ensures a high level of standardization for each indicator in the database. Third, as the dataset is publicly available, it is often used by researchers, making our results directly relevant to the discussion on using macro-analysis for policy making. Finally, the use of a single dataset allows us to test the hypothesis that differences in results are explained mainly by the use of different datasets (Speybroeck et al. 2006; Anand and Bärnighausen 2007) .
Study design
A four-step approach is used. A simple model is built, using infant mortality rate (IMR) as the dependent variable, health personnel density (including physicians, nurses and midwives) as independent variable and gross national income (GNI) per capita as control. The health personnel density variable-which includes data on doctors' density and nurses and midwives density-is generated by adding both variables, taking missing values as zeros. This strategy permits: (1) use of a more comprehensive measure of human resources for health, avoiding the generation of new missing values; and (2) taking a conservative approach, since the values in this new variable are a lower bound of the real value. While this approach can introduce bias towards increasing a negative relationship between human resources for health and mortality, we consider this limitation acceptable, since the aim of the paper is not to estimate coefficients, but to illustrate how estimations vary when different samples and covariates are used.
Using this simple model, we estimate several Ordinal Least Squares (White-Huber) robust regressions. A first set of estimations are obtained by altering the years of the sample, with 2004, 2009 and 2010 used as examples, as they have the highest number of observations for the independent variable (health personnel density). It is worth noting infant mortality has no missing data for all years included in the dataset.
Second, using 2004 and 2005 as years of reference, we progressively include control variables in our model. Years were chosen based on data availability and as illustrations to highlight the effects previously presented. Control variables are selected based on what has previously been used in the literature, including poverty, health infrastructure, health expenditure, and sanitary conditions (Anand and Bärnighausen 2004; Bryce et al. 2003; Bhargava et al. 2005; Farahani et al. 2009 ). In a third stage, we compared our results with panel data regressions, using data from 1990 to 2013 to show the effect of exploiting a richer dataset.
Finally, the analysis is reproduced for four different ''proxies'' of health outcomes: maternal mortality, under five mortality, neonatal mortality and infant mortality. Coefficients are also estimated using three different measures of the independent variable: physician's density, personnel defined as physicians and nurses and midwives, and a broader definition containing physicians, nurses, midwives and community health workers. Results are compared at each step of the model to assess the extent to which choosing specific variables as ''proxies'' for health outcomes and human resources affects the relationship between them. As the results obtained are similar for the different specifications, only results for infant mortality rate and density of physicians and nurses and midwives are presented in this article.
Results
Initial explorations
A first exploration highlights how year and variable selection drastically affect sample size: while our simple model includes 94 This drastic attrition appears to be non-random: Table 1 shows the average value of several variables for subsamples of countries with and without information on health personnel, health infrastructure, and poverty, three of the most common variables used in previous studies. In general, countries with available information on health inputs (personnel and beds) have better economic and health conditions than those without data. This suggests that selection of variables in a dataset with information gaps is not innocuous, since data availability can be correlated with one or more variables in the model. Year selection: detangling the role of time shocks from sample selection Table 2 shows a set of estimations illustrating the effects of choosing a particular year, using our simple model for three different years (2004, 2009 and 2010) . We observe that although coefficients for human resource density are similar in terms of significance and sign, they show important differences in magnitude and overall goodness of fit (columns 1-3). These differences can be attributed to differences in the sample or differences in the variables' values.
To disentangle these effects, the regression is estimated using the same sample (countries) for different years (columns 4-6). These estimations are based on a sample of Examining the relationship between human resources and mortality: the effects of… 363 40 countries, which represents the ''greatest common sample'', i.e., all countries with non-missing values for the three selected years. These new estimations show the temporal effect (change in values) for this particular group of countries: in 2004 the relationship between health personnel and infant mortality rate seems particularly strong, although part of the effect can be attributable to the countries included in the sample (columns 1 and 4). For year 2009 the opposite effect is observed: when using the same sample, the coefficients for 2009 and 2010 are practically identical (columns 5 and 6), but the sample effect reduces the coefficient showing a weaker relationship between both variables (columns 2 and 5). On the other hand, the estimations for 2010 are not affected by differences in sample, even though the full sample is twice the reduced one.
In conclusion, while our initial comparison suggests time shocks may explain differences in coefficients between years, an analysis using the ''greatest common sample '' for 2004, 2009 and 2010 shows how changes in sample composition also partially drive results.
Variables selection: detangling the role of omitted variable bias from sample selection As discussed before, the addition of variables to the model has two effects in the context of this dataset: first, it allows controlling for confounders in the relationship between human resources and mortality; second, it changes the sample used to calculate these effects (coefficients).
The effects of changes in the sample are summarized in Table 3 . Again starting from a simple model including one Full sample includes all the countries with data for each year. Common sample includes only countries with data in all the three years (2004, 2009, 2010) *** p \ 0.01, ** p \ 0.05, * p \ 0.1 health input and one control (column 1), the addition of an extra control (poverty) (column 2) changes the coefficients and their interpretation. When moving from column 1 to column 2, it is clear that the new added variable is relevant; on the other hand, when adding poverty to the model the effect of health human resources on infant mortality rate becomes non-significant. The usual interpretation for this result is that health human resources act as a confounder in the relationship between poverty and mortality (omitted variable bias): the effect of human resources on mortality (column 1) would be considered spurious, because it simply reflects the influence of poverty. However, including poverty to the model not only adds a new source of variation, but also changes the sample. If the observations dropped when adding this new variable are not random, then the results can be explained not because of the covariation between independent and dependent variables, but simply by the change in the number and characteristic of the sample. Columns 2 and 3 show this. Column 3 exhibits the coefficient of health human resources in a regression without poverty as explanatory variable, but using only observations with values for poverty in that year, showing that adding poverty (column 2), does not lead to substantially different results when using the same sample (column 3). Although this subsequent result might not mean much in itself due to the small sample size used (18 observations), it still demonstrates how the change observed between column 1 and column 2 mostly results from a change in sample.
A second effect of changing the model's specification is that the addition of new variables can help in understanding the effect of health personnel on infant mortality rate. Table 4 shows the effect of adding new variables to the initial simple model (column 1). Column 2 shows the effect of adding an extra measure of health input: per capita health expenditure. This variable has data for every observation, which implies that changes in coefficients are not due to changes in the sample (as described before). The variable, however, proves to be not significant and the changes observed between columns 1 and 2 are negligible.
Column 3 adds another health input: health infrastructure, measured as number of beds available in the country, plus an interaction term (personnel and infrastructure). Unfortunately, when including this variable some observations are lost, which raise concerns about the effect of the change in the sample on the coefficients. Column 4 exhibits the same regression than column 2, but using the same sample used in column 3 (effect of sample selection). Despite some differences in the magnitude of the coefficient for health human resources, both columns (2 and 4) look very similar. After adding beds per 1000 people as explanatory variable, the effect of health personnel on mortality is more pronounced, with an important increase in the model's adjusted R 2 . These results imply that infrastructure has an independent effect on mortality, and this change is not simply due to changes in the sample.
Similarly, columns 5 and 6 show the effect of adding new controls: water and sanitation conditions. Again, the results of just changing the sample composition (column 6) are small, while adding the variables contributes to increasing the explanatory power of the model. Finally, columns 7 and 8 show the effect of including poverty as control. Unfortunately, adding this variable reduces the sample size considerably. As before, it shows to be not significant, and the effect of including poverty on the coefficient of health personnel can be interpreted as due to changes in the sample composition.
For all estimations, including new variables change the results because of the addition of a relevant (previously omitted) variable but also because of a potential change in Examining the relationship between human resources and mortality: the effects of… 365 the sample composition. Given the importance of both effects, they should be addressed separately.
Panel estimations
In a third step, to benefit from the rich dataset, a set of regressions is estimated using data from countries in several years. Panel data combines time series and cross-section, following the same units of observation throughout time. Given this feature, it has several advantages over cross-section studies: more accurate inference of parameters, greater capacity for capturing complexity, and simplifying computation and statistical inference (Hsiao 2007) . Table 5 shows the results of the fixed effects estimations using the panel data. Fixed effects estimations are estimated based on the results of the Hausman's test for both set of regressions.
Using this different method, coefficients shows no effect of health inputs on infant mortality. These results hold when using different measures of human resources for health and mortality.
Variable definition: choice of variables as proxy for human resources and mortality Finally, each step of both models is reproduced using different measures of human resources (combinations of physicians, nurses and midwives and community health workers density) and mortality (maternal, neonatal or under five mortality). Results do not change when using different measures of health, suggesting they are not driven by which variables are chosen as ''proxy'' for human resources and mortality. However, it also suggests that the challenges identified above hold true across all variables. For simplicity purposes, details of these different models are not presented here but are available upon demand.
Discussion
Results presented show the relevance of understanding several methodological choices when dealing with incomplete and low quality data. Several conclusions can be drawn from this experimentation: Robust standard errors in brackets *** p \ 0.01, ** p \ 0.05, * p \ 0.1
• Differences in coefficients observed for both simple and more complex models are in part driven by changes in sample composition, affected by selection of years and/or variables. The weights of these changes can and should be disentangled from changes related to time shocks or the inclusion of new variables dealing with omitted variable bias.
• Using panel data can help deal with these challenges, by limiting variations in sample composition-ultimately improving the results' robustness.
• Results do not change when using different measures of health human resources (different combinations of physicians, nurses and midwives and community health workers density) or mortality (maternal, neonatal or under five mortality), suggesting challenges with year and sample selection are consistent regardless of which variables are used to define what ''health outcomes'' and ''human resources'' mean.
These findings demonstrate how methodological choices affect the relationship between human resources and health. Most of these results comply with traditional ''robustness checks'' such as using alternatives measures for the independent variable (results are the same when using maternal mortality, neonatal mortality, and under five mortality) or the dependent variables (health personnel defined as physicians only or adding community health workers). However, our estimations showed to be sensitive to changes in specification and years used, highlighting how choices made during the analytical stage greatly affect the estimated relationship between human resources and mortality. This helps explaining the puzzling lack of agreement in earlier analyses regarding the link between human resources and health outcomes. Previous studies highlighted how combining different aggregated databases present methodological challenges (Speybroeck et al. 2006 ). This study shows how important challenges remain even when using a combined dataset.
These problems are inherent to the use of macro-data in health. But although their impact on results may be well understood by researchers, they are seldom reported as an explicit limitation, and their impact on results is rarely explored in depth-maybe because researchers consider them as the ''necessary evil'' of using macro-data.
Macro-data studies are often used by policy-makers to guide policy (see Annex). A simple citation count on Google scholar shows the combined eight studies reviewed for this exploration were quoted more than 1000 times since their publication, including in the World Health Report 2006, for advocacy purposes or as references in textbooks (Ricketts and Holmes 2007; Starfield et al. 2005; Anand and Bärnighausen 2004) . Increased access to macro-level databases provides a great opportunity for research which would be absurd to dismiss. But the weight that macro-data studies can have in policy making means we must better acknowledge their limitations and their implications in terms of drawing evidence. Besides, it is worth noting that while we chose human resources and health for our analysis, these challenges likely hold true for other disagreements in empirical health studies, such as the link between health infrastructure and health outcomes, or the relationship between economic growth and health. In the short-run, these shortcomings can be addressed by two alternative analytical strategies, illustrated in Fig. 1 : alternative (1) attempts to improve results by changing the inputs (move from Quadrant III to I or IV) or establishing closer causal relationships between variables; alternative (2) seeks to improve estimations with a given dataset (Quadrant III).
(i) use microdata and other econometric techniques, such as instrumental variables to deal with endogeneity and measurement problems (Strauss 1986; Deolalikar 1988; Thomas and Strauss 1997; Schultz and Tansel 1997; Croppenstedt and Muller 2000; Adams et al. 2003; Rivera and Currais 2005; Schultz 2002 Schultz , 2005 Cutler et al. 2006; Michaud and van Soest 2008) . This will address the fact that causality using aggregate data is frequently diffuse and potentially spurious (Easterlin 2013). The use of randomized experiments can also help with endogeneity problems (Thomas et al. 2006; Dillon et al. 2012 ) (ii) take advantage of richer datasets to estimate panel data regressions, as shown in this study. The dynamic nature of panel data can be useful in improving future estimations, to get more conclusive results (Hsiao 2007; Farahani et al. 2009 ).
In the long run these results also emphasize the need for systematic and standardized data collection, to improve completeness and comparability. International organizations such as WHO have a key role in developing standardized data gathering and control at international level, but also promoting the development of strong Monitoring and Evaluation (M&E) systems at countrylevel.
Finally, researchers also play a role, by more systematically reporting and documenting the impact of methodological choices on studies' results, including sample and variable selection, but also broader methodological issues not directly addressed in this exploration, such as the impact of variable categorization or the number of variables used for the analysis, etc.
Conclusion
Improved data collection and M&E processes in recent decades mean macro-analysis can now be performed using data across most countries in the world. This has led researchers to use aggregated databases to investigate the crucial relationships between human resources and health outcomes. As this study has shown, the lack of agreement found across published work can in part be explained by methodological choices made regarding study period and model specifications. While these challenges should not prevent researchers from using aggregated databases, this paper highlights the need to have an open discussion about their potential limitations. In addition, while overcoming these limitations might be a distant goal, it is essential to complement these macro-analysis with other strategies Fig. 1 Definition, measurement and association between variables such as microanalysis, panel data or the use of advanced econometric techniques (such as instrumental variables or quasi-experimental methods), as well as to support countries' efforts to produce reliable and consistent data.
