This paper examines the relationship between energy consumption and real gross domestic product (GDP) per capita for the 15 former Soviet Union countries during the period 1992-2009. These countries have been rarely investigated with regard to the related nexus in the literature despite the important role of these countries in energy markets as producers and consumers. Panel unit root tests, panel cointegration tests and panel vector error correction model in a dynamic panel framework are employed to infer the causal relationship. The empirical results show that there is a unidirectional causal relationship running from energy consumption to the real GDP per capita in the long run but not in the short-run for the former Soviet Union countries and Commonwealth Independent States countries regardless Russia is included or excluded. However, we discover a bidirectional relationship for oil importer and natural gas importer countries. Therefore, the findings of this study support the growth hypothesis for the former subsegments and feedback hypothesis for the latter subsegments.
Introduction
There are a number of studies that investigate the causality relationship between energy consumption and real GDP per capita. Researchers try to present the potential relationship and suggest energy policies for policy makers through their studies. In this paper, we aim to investigate the potential relationship between energy consumption and real GDP per capita for the former Soviet Union (hereafter FSU) countries for the period 1992-2009. This paper contributes to the existent literature on energy consumption-economic growth nexus in several ways. Firstly, this is the pioneering study that investigates energy consumption-economic growth nexus for the 15 FSU countries. 1 Secondly, we include †Principal author.
energy consumption as a whole rather than electric consumption, oil consumption or any other. Thirdly, we use recent panel methods including panel unit root tests, panel cointegration tests, panel vector error correction model rather than single equation methods. Fourthly, we classify the countries by seven subsegments to ensure homogeneity in the panel and to present more accurate policies. The rest of the study is as follows. Section 2 outlines of energy outlook of the countries. Section 3 introduces the literature and discusses the four hypotheses in the literature on energy consumption and economic growth nexus. Section 4 describes our data, and Section 5 explains methodology. Section 6 provides the results obtained. Section 7 concludes.
A brief energy outlook
After the collapse of the Soviet Union, 15 sovereign countries emerged who have significant energy reserves. These countries play an important role in world energy markets as producers, consumers and transit centres. Table 1 shows the composition of energy production and energy consumption in the FSU countries in 2009.
Russia is the major oil producer both in the region and in the world. Russia, Azerbaijan, Kazakhstan and Turkmenistan are net exporters of fossil fuel, whereas the rest is not. Besides Russia is the major natural gas producer in the world. Also Azerbaijan, Kazakhstan, Turkmenistan and Uzbekistan are net exporters of natural gas. Oil and natural gas exports of these countries have been substantially contributed to GDP growth and so their primary energy intensities 2 have rapidly decreased since 1992. In terms of coal reserves, Russia is the leading producer followed by Kazakhstan, Ukraine and Estonia. However, the carbon intensity 3 of Estonia is relatively high due to the share of coal in its gross electricity production.
The source of electricity production depends on the availability of domestic resources such as oil, natural gas, coal, hydropower, nuclear power and renewables as shown in Table 1 . According to the figures, these countries do not considerably use oil and renewable energy sources (excluding hydroelectricity) in electricity production. Tajikistan, Kyrgyzstan and Georgia take advantage of their geographical features as they produce electricity by hydropower. This characteristic has caused a reduction in the carbon intensities. The usage level of renewable energy sources is still low in FSU countries that require an expansion (Apergis and Payne, 2010a) . Finally, the nuclear power plants' contribution ranges from 74.11 per cent in Lithuania to 0.00 per cent in 11 countries of the FSU.
Primary energy intensity and carbon intensity can aid us in interpreting energy features of countries, because inequality in intensities across countries shows the variation in energy consumption and carbon emissions per capita (Duro and Padilla, 2011) . and 2 present both intensities 4 of the FSU countries and the group of seven (hereafter G7) countries in 1992 and 2009. We prefer this comparison in order to reveal the differences between developed and developing countries.
The intensities of the FSU countries are very high when we compare with G7 countries, even though rates of change of intensities in developing countries have been higher than developed countries. The main reasons of high decrease in intensities are rapid GDP growth, high energy prices, efficiency improvements, decline in heavy industry and expansion of service sector as so in Armenia (Energy Charter, 2005) , and enforcement of strict energy efficiency laws or vice versa so as in Belarus and Georgia, respectively (Winrock International, 2008; Gerasimov, 2010) . However, both intensities are still high.
Empirical literature
The empirical literature on energy consumption and economic growth starts with the study of Kraft and Kraft (1978) . The studies belonging to the large body of empirical literature on energy consumption and growth can be distinguished between studies focusing on the analysis of a particular country and of a group of countries. In Appendix 1, Tables A1 and  A2 show selected studies given chronologically (Ozturk, 2010; Payne, 2010b; Farhani and Rejeb, 2012) . Also, the authors, time period, methodology, subjected country(s) and results obtained are provided. As it can be observed from the provided tables, the widely studied causal relationship between energy consumption and economic growth reveals different results. Starting from this point, the direction of a causal relationship between energy consumption and economic growth can be put into four hypotheses that are neutrality, conservation, growth and feedback hypotheses (Ozturk, 2010) . The neutrality hypothesis postulates that energy consumption may have little or no impact on economic growth. The conservation hypothesis asserts that the causal relation runs from economic growth to energy consumption, hence, conservative policies have no adverse impact on economic growth. The growth hypothesis claims that energy consumption stimulates economic growth but shocks to energy supply can have a negative impact on economic growth and Energy consumption-economic growth nexus thus energy conservation policies are not recommended. The feedback hypothesis considers bidirectional causality relationship between energy consumption and economic growth. Reynolds and Kolodzieji (2008) employed Granger causality tests within a bivariate aspect in order to examine the relationship between oil, natural gas, coal and the GDP growth for the Soviet Union. As pointed out by the study, a fall in GDP occurs after oil production decline but not in the reverse direction. The evidence for natural gas and coal indicate that after the fall in GDP, both the production of natural gas and coal decline. In other words, Reynolds and Kolodzieji (2008) find a unidirectional causality from oil production to GDP that supports the growth hypothesis and unidirectional causality from GDP to natural gas production and coal production that supports the conservation hypothesis. Apergis and Payne (2010a) used error-correction models to examine the relevant relationship within a panel data framework for the countries of Eurasia during the period of 1992-2007. The results reveal bidirectional causality in renewable energy consumption and economic growth in both the short run and the long run, which supports the feedback hypothesis. Moreover, further use of the renewable energy reduces the dependence on fossil fuel energy sources and carbon emissions. In a panel study of 67 countries that includes the majority of the FSU countries (excluding Lithuania and Turkmenistan), Apergis and Payne (2010b) examine the causal relationship between natural gas consumption and economic growth by using the panel error-correction model and reveal similar result with Apergis and Payne (2010a) . They conclude that the feedback hypothesis is valid for the relationship between natural gas consumption and economic growth. Acaravci and Ozturk (2010) applied the Pedroni panel cointegration method to investigate the long-run causal relationship between electricity consumption and economic growth in 15 transition economies, and they found no cointegration for the aforementioned relationship in the long run that is supportive of the neutrality hypothesis. Apergis and Payne (2011) focused on the 1990-2006 period by employing panel vector error-correction models for 88 countries categorised into four panels based on the income classification to analyse the causal relationship between electricity consumption and economic growth. The empirical findings suggest that a bidirectional causal relationship between electricity consumption and economic growth exists for the high income, upper-middle income and lower middle income countries in the long run, but also the existence of bidirectional causality is stated for high income and upper-middle income countries in the short run. In addition, unidirectional causality from electricity consumption to economic growth exists for the lower middle and low-income countries in the short run, but unidirectional causality is specified for low income countries in the long run. Bildirici and Kayıkçı (2012) examined the relationship between electricity consumption and economic growth for 11 Commonwealth of Independent States countries in three groups of income levels. They found a unidirectional causality running from electricity consumption to GDP for all groups in the long run. Also, they stated that effect of electricity consumption on the GDP is negative for the group of middle-income countries, whereas it is positive for the highand low-income groups of countries.
Data
Our balanced panel data consist of annual state level data regarding real GDP per capita, energy consumption of the 15 FSU countries. These countries are Armenia, Azerbaijan, Belarus, Estonia, Georgia, Kazakhstan, Kyrgyz Republic, Latvia, Lithuania, Moldova, Russia, Tajikistan, Turkmenistan, Ukraine and Uzbekistan. We pool these countries due to their broadly shared geopolitical history and development pattern. Energy consumption is measured by energy use (henceforth EU) in kilograms of oil equivalent. Output is measured by real GDP per capita (henceforth Y) in constant US dollars. Figures 3 and 4 show time series for EU and Y, respectively. Annual data between 1992 and 2009 are obtained from US Energy Information Administration (EIA) and the World Bank Indicators (WBI). All variables are in per capita terms and in their natural logarithm.
Methodology
Researchers, who investigate the energy consumption-economic growth nexus, usually employ bivariate or multivariate models. If the investigation considers long periods, also shocks and economic regime shifts should be considered because of the existence of outliers and structural breaks. However, all parameters that are directly or indirectly related to the nexus cannot be taken into account due to possibility of poor understanding of countries' history and consideration long time periods. If the aim is to assess causality and bivariate models reveal causal relationship between energy consumption and economic growth, multivariate models are not needed; hence there is no reason to incorporate more variables (Acaravci and Ozturk, 2010; Fuinhas and Marques, 2012) . Besides, Clarke (2005) argues that the inclusion of additional control variables is not a remedy for omitted variable bias. Moreover, he demonstrates that the mathematical framework of regression analysis supports this conclusion. Regarding the existent literature, it can be seen that a considerable amount of the studies use only two variables. 5 Due to aforementioned reasons, we use a bivariate model. In addition, we ameliorate the analysis by classifying countries into seven subsegments and employing heterogeneous panel data techniques.
Firstly, we examined the time series properties of the data to test the degree of integration between EU and Y by employing different panel unit root tests following the works of Levin et al. (2002) (hereafter LLC), Im et al. (2003) (hereafter IPS), Pesaran (2007) (hereafter CIPS) and Lee and Strazicich (2004) (hereafter LS). After obtaining evidence in favour of non-stationarity, we further analyse cointegration to determine the long-run relationship between EU and Y by employing Pedroni (1999 Pedroni ( , 2001 and Westerlund (2007) tests with structural breaks and panel cointegration tests strengthen the results that based on panel data. Also, we classify the FSU countries in order to decrease heterogeneity. Thus, there are seven subsegments that are named as all-except Russia, Commonwealth of Independent States (hereafter CIS), CIS-except Russia, oil exporters, oil importers, natural gas exporters and natural gas importers. 6 Based on our evidence in favour of cointegration, we estimated the long-run relationship and obtained residuals. We used these residuals as error-correction term following Payne (2011), Mandal and Madheswaran (2010) , Mahadevan and Asafu-Adjaye (2007) for panel vector error correction-based panel causality tests in dynamic panel estimation framework to display the direction of causation in the short run and long run. Finally we estimated panel long-run elasticities using fully modified ordinary least squares (hereafter FMOLS). Hendry and Juselius (2000) note that if the level of any variable with a stochastic trend is connected with another variable, this related variable inherit non-stationarity from the variable with a stochastic trend and transmit it to other variables in turn. Therefore, links between variables lead to the propagation of the non-stationarity throughout the economy. When the effects of structural changes on macroeconomic oil market variables are taken into consideration, the stationarity properties of energy consumption have important implications in terms of economic policies (Narayan and Smyth, 2007) . Non-technically if energy consumption (or GDP) is non-stationary when it is exposed to a shock such as a sudden increase in energy prices (or technological shocks), it transmits this non-stationarity to other key macroeconomic variables. To illustrate, a disturbance in world oil market affects energy consumption permanently or an increase in total factor productivity affects GDP permanently. In other words, the failure in the rejection of the null of unit root for energy consumption (or GDP) series implies that the effects of shocks or innovations are permanent. On the other hand, the rejection of the null of unit root means that shocks to energy consumption (or GDP) series have transitory effects and both of our series return to their long-run equilibrium path after a short period of time.
Panel unit root tests
The unit root tests are the referred tools for the detection of unit roots. Since our study has a panel set up, we employ panel unit root tests. We examine non-stationarity of our data by the use of three well-known panel unit root tests: LLC, IPS and CIPS. These tests are included in different generations of panel unit root tests.
7 LLC assumes that autoregressive (AR) coefficient is common for all individual units. IPS test takes heterogeneity into account by permitting AR coefficient to change across individual members. The main difference of CIPS test from LLC and IPS is the allowance of cross-sectional dependency.
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For more precise analysis we further employ LS minimum Lagrange multiplier test with a structural break (hereafter LS). LS test investigates stationarity by considering breaks in constant and trend.
LLC panel unit root test examines the existence of unit root by testing the null hypothesis of non-stationarity against the alternative, that is, all series in panels are stationary. The panel unit root test does not permit correlation across individual units. In addition, LLC assumes that auto-regressive (AR) coefficient is common for all individual units. The specification is as follows:
In this specification, the AR coefficient is ρ, which is common for all individual units. The null and alternative hypothesis can be expressed as H0:ρ = 0 and H1:ρ < 0, respectively. The panel unit root test includes a three-step procedure. In the first step, the Augmented Dickey Fuller (hereafter ADF) test is performed in order to obtain the orthogonalised residuals. Subsequently for each individual unit, long run and short run ratio is calculated and finally t-statistics are obtained to test the null hypothesis.
When different economic conditions and stages of economic development exists between countries, IPS test of Im et al. (2003) is suggested to be used. IPS panel unit root test is more powerful than LLC test. IPS test takes heterogeneity into account by permitting AR coefficient to change across individual members. The null and alternative hypotheses for IPS panel unit root test can be presented all panels are non-stationary and at least one individual series is stationary. The data generation process for IPS can be specified as follows:
In this specification, the AR coefficient is ρi, and ρi is not common for all individual units. The null and alternative hypothesis can be expressed as H0:ρi = 0 and H1:ρ < 0 for at least one i, repectively.
Pesaran cross-sectional dependency augmented IPS test is expressed as one of the second-generation panel unit root tests. The main difference of CIPS test from LLC and IPS is the allowance of cross-sectional dependency. In the CIPS approach, cross-sectional averages of the lagged levels are obtained and included to the specification as a common factor. Following the calculation of cross-sectional ADF test statistics they are averaged to get CIPS test statistic. Pesaran (2007) proposes an ADF regression in the following form: 
We also consider structural breaks in order to obtain more robust evidence in favour of the existence of unit root and so we employ minimum Lagrange multiplier panel unit root test (hereafter LM) with one structural break suggested by Lee and Strazicich (2004) . LM tests with structural breaks are predicated on Lagrange multiplier unit root tests of Schimidt and Phillips (1992) . LM tests investigate stationarity by considering breaks in constant and trend according to Model A and Model C, which were undertaken in Perron (1989) . Model A is known as the crash model, and Model C is known as the crash-cumgrowth model. Model A allows for a one-time change in the intercept under the alternative hypothesis and is described as Zt = [1, t, Dt] ′ where Dt = t ≥ TB + 1 and zero otherwise. Model C allows for a shift in intercept and change in trend slope under the alternative hypothesis and is described as Zt = [1, t, Dt, DTt] ′ where DTt = t − TB t > TB + 1 and zero otherwise. The one break LM test statistics according to the LM (score) principle are obtained from the following regression:
where
and Zt is a vector of exogenous variables and defined by the data generating process; δ is the coefficient vector in the regression of Δyt on ΔZt, respectively. Δ is the difference operator; and ψ δ X y Z = − 1 1 , where y1 and Z1 are the first observations of yt and Zt, respectively. The null of unit root is represented by ϕ = 0 in equation (5) and the LM t-test is given by τ , which is the t-statistic for the null of ϕ = 0. Δ S t j − are the lag terms included to account for serial correlation. The value of k is determined by the general to specific search procedure. The determination of the location of the break (TB), the LM unit root procedure searches for all possible break points for the minimum unit root t-test statistic as follows:
Since Models A and C can suggest different results, the choice of the model is an obvious issue. According to Sen (2003) , Model C outperforms Model A when the break date is treated as unknown. Monte Carlo simulation results show that the estimates of Model C are more reliable than Model A (Sen, 2005) . Engle and Granger (1987) note that a linear combination of two or more non-stationary series may be stationary. In this case, we can define the series as cointegrated. Such a linear combination defines a cointegrating equation that characterise the long-run relationship between the variables. We employ cointegration tests in order to examine the existence of cointegration. Panel cointegration tests can be divided into two groups according to whether the test is residual based or not, namely first-generation and second-generation panel cointegration tests. Pedroni (1999 Pedroni ( , 2004 for the first generation panel cointegration tests and Westerlund (2007) error correction-based panel cointegration tests for the second generation tests are employed.
Panel cointegration tests
Since economic conditions and degree of development differ across countries, heterogeneity may arise. Thus, it is important to allow for heterogeneity among the individual members of the panel. Pedroni cointegration test examines the null of no cointegration by allowing both cross-sectional interdependence and heterogeneous individual effects. The specification is as follows:
Parameters αit and δi allow for country-specific effects and deterministic trends, respectively. The slope coefficients β1i that can be interpreted as elasticity estimates are also allowed to vary among individual members, so by this allowance the cointegrating vectors may become heterogeneous across members of the panel (Acaravci and Ozturk, 2010) . εit are the deviations from the long-run relationship. In Pedroni cointegration test, the null of no cointegration ρi = 1 is tested.
According to Pedroni (2001) , two groups of tests are proposed namely within dimension tests and between dimension tests. Within dimension tests include four statistics and the latter includes three statistics. Within dimension tests are conducted by pooling all individual autoregressive coefficients across individuals for the unit root tests on the estimated residuals. These tests consider common time factors and heterogeneity across individuals. Within dimension test statistics are namely panel v-stat, panel ρ-stat, panel pp-stat and panel adf-stat. Furthermore, between dimension approach depends on averaging individual autoregressive coefficients, and the test statistics are namely group ρ -stat, group pp-stat and group adf-stat.
Westerlund (2007) procedure employs structural dynamics to test whether cointegration is prevalent or not, rather than residual-based approach. In this procedure the presence of cointegration is tested by evaluating whether the error correction term in an error correction model is equal to zero or not. If the null hypothesis of no error correction is not accepted, then evidence in favour of cointegration is obtained. In addition, bootstrap method is employed to deal with cross-sectional dependence across units. Westerlund (2007) procedure allows for distinguishing groups and panel mean tests. While Gt, Gα denote group mean statistics; Pt, Pα denote panel mean statistics. The Gt, Gα group mean statistics do not use error correction information across the cross section units. However Pt, Pα panel mean statistics based on error correction and exploit error correction information across individual cross-sectional units. Data generation process is specified as follows:
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αi measures the return speed of the system after a sudden shock hits one of the system variables. For the presence of cointegration, the coefficient should have a negative sign. Unless the coefficient is different from zero, we obtain evidence against cointegration. Westerlund error correction-based panel cointegration tests aim to test the null of no cointegration, αi = 0, against the alternative of cointegration, αi < 0, at least some i. According to the alternative hypothesis, segregation is able to be made between group mean tests and panel tests.
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Panel VECM-based causality test
We performed panel causality test using two-step procedure from Engle and Granger (1987) 
The panel VECM structure for the second step can be summarised as follows:
Here i = 1, . . . , N; t = ρ + 2, . . . , T; the αks, βks and ϕks are parameters to be estimated, Δ is the difference operator, lnY and lnEU are real GDP per capita and energy use, both are in natural logarithm, respectively. ECTit−1 stands for the one period lagged error-term obtained from the cointegrating vector. The coefficients of ECT represent how fast deviations from the long-run equilibrium are eliminated. Finally, ε1 and ε2 represent serially independent error terms with mean zero and finite covariance matrix. According to the VAR structure, short-run Granger-causality can be obtained by the statistically significance of βks and long-run casuality by ϕks coefficients, respectively.
Since conventional ordinary least squares suffer from endogeneity and autocorrelation problems and thus tend to yield biased results, we adopt the Blundell Bond System Generalized Method of Moments approach rather than the Arellano-Bond approach, which has superior finite-sample properties for dynamic panel data framework (Blundell and Bond, 1998) . For testing the joint validity of the instruments, both the heteroscedasticity robust Hansen (1982) J test and Sargan (1958) tests were conducted. According to Roodman (2009a Roodman ( , 2009b , bounding the number of instruments for a maximum of cross sectional groups can be mentioned as a rule of thumb. Short-run Granger causality is achieved by the rejection of the null H0 : βik = 0 and long-run counterpart of Granger causality can be obtained by the rejection of the null H1: ϕi = 0. Besides a strong causality test may be executed by the examination of joint significance of the coefficients of the lagged right hand side variables, except the lagged dependent variable, and error correction term coefficients. Simple Wald tests enabled us to test the related hypothesis. In addition, we explore subsegments of the all panel data and check whether our findings for the whole set of 15 countries still hold for the subsegments as well.
Panel long-run elasticities
Following the establishment of long-run causality, we finally estimate the panel long-run elasticities. According to Pedroni (2000) , FMOLS approach that is preferable as it considers endogeneity problem can be used to make inference about heterogenous panel cointegration. Following Pedroni (2000), we estimate the FMOLS values for the heterogeneous cointegrated panel. This consideration enables FMOLS to outperform OLS and provides unbiased estimates of the regression coefficients, which can be interpreted as long-run coefficients.
Empirical results
Levels of the series are tested for the existence of unit root by allowing both intercept and time trend. Differences of the series, however, are tested by allowing only intercept term, because according to Canning and Pedroni (2008) , time trends in levels are eliminated by differencing leading the rejection of the null of unit root. Table 2 displays first-generation and second-generation panel unit root tests results.
According to IPS test results, we do not reject the null of unit root for either lnEU or lnY series for all countries. LLC test indicates that the result does not change for lnEU, but this time we do not reject the null of unit root for lnY. According to CIPS test results, we again achieved the result of non-stationarity for both series. Besides basing upon at least two of the panel unit root tests, we obtain evidence in favour of non-stationarity for the subsegments.
The minimum LM test results are given in Table 3 . According to the results, the null of unit root cannot be rejected whether or not there is a statistically significant structural break in model specification, except Georgia and Moldova for GDP series, Armenia and Turkmenistan for energy use series.
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If at least one of the parameters in the model changes at some date in the sample period, structural changes in economic and political variables occur. Although a structural change takes a period of time to take effect, immediate effects of structural breaks are focused for simplicity in the literature (Hansen, 2001 ). However, this simplification does not coincide with evolution of economic and political variables. Major economic and political shocks that provoke regime shifts in the FSU countries emerged after Asian economic crisis, signing of the Kyoto Protocol in 1997, Russian financial crisis in 1998, sharp drop in oil price (under $10 per barrel) in 1998, September 11 attacks and second Gulf War in 2003. Obviously, evolution always affects countries' energy performance. However, structural breaks in output, displayed in Table 3 , dominantly refer to the period between 1998 and Energy consumption-economic growth nexus Table 4 . According to the figures, the majority of the test stats enable us to reject the null of no cointegration except the subsegments that includes oil exporter and natural gas exporter countries. This consequence may be interpreted as evidence in favour of cointegration for the FSU countries as a whole and remaining subsegments. Thus, we can state that there is a long-run relationship between energy use and growth through Pedroni's heterogeneous panel cointegration test.
According to the Westerlund error correction-based panel cointegration test, we failed to reject the null of no cointegration with regard to group mean statistics and to one of panel mean statistics by the consideration of robust probability value figures summarised in Table 5 for the FSU countries as a whole. We also checked the subsegments, and the results are consistent with the former panel cointegration test.
According to the Table 6 , the coefficient of error-correction term is statistically significant for the panel of all countries for the specification where ΔlnYit is depended, and deviations from common stochastic trend are corrected in the next period by 0.882. In addition, joint significance of the coefficient of ΔlnEUit−1 and ECTit−1 terms indicate evidence in favour of strong causality. However, for the panel of all countries for the specification where ΔlnEUit is depended, error-correction term is not statistically significant revealing that there is no long-run causality running from EU to Y. Depending on the evidence shown in Table 6 , a unidirectional causality running from EU toY for the FSU countries is discovered in the long run but not in the short run. This evidence supports the growth hypothesis that claims that energy consumption stimulates economic growth.
Since EU and Y series for oil and natural gas exporting countries are not cointegrated, we did not check causality for these subsegments in an error correction framework. However, we checked causality for remaining subsegments basing upon the achievement of cointegration for these subsegments. According to our findings, a unidirectional causality running from energy use to output in the long run but not in the short run holds for CIS All reported values are distributed normally with respect to the null of no cointegration. Except v-stat all statistics' critical value is −1.64. For v-stat the critical value is 1.64 denoting significance at 5%. ** and *** denote statistical significance at the 5% and 1% levels, respectively.
countries regardless Russia is included or not. This evidence is consistent with our findings for the panel of all countries. However, the causality for oil importer and natural gas importer countries is bidirectional that supports the feedback hypothesis. Table 7 shows the panel long-run elasticities for all countries and the subsegments including all-except Russia, CIS and CIS-except Russia. The elasticities in Table 7 indicate that a 1 per cent increase in energy use causes an increase in output by 0.28 per cent for the FSU countries as a whole, 0.65 per cent for all-except Russia, 0.34 per cent for CIS and 0.42 per cent for CIS-except Russia, respectively. Table 8 shows the panel long-run elasticities for oil-importing and natural gasimporting countries. In the previous step, we obtained evidence in favour of unidirectional causality running from energy use to output for the 15 FSU countries and the subsegments including all-except Russia, CIS and CIS-except Russia. Therefore, FMOLS is estimated while only output is considered as dependent variable. We estimated equations to obtain elasticity of output with respect to energy use.
As we obtained evidence in favour of bidirectional causality for oil importer and natural gas importer countries, we estimated FMOLS considering both output and energy use as dependent variable. We estimated equations to obtain elasticities of output with respect to energy use and of energy use with respect to output. The elasticities of output with respect to energy use are 0.86 and 0.39 implying that a 1 per cent increase in energy use causes an increase in output by 0.86 per cent for oil-importing countries and 0.85 per cent for natural gas-importing countries, respectively. On the other hand, the elasticities of energy use with respect to output are 0.39 and 0.42 implying that a 1 per cent increase in energy use causes an increase in output by 0.39 per cent for oil importing countries and 0.42 per cent for natural gas importing countries, respectively. 
Conclusion
This paper examines the relationship between energy consumption and real GDP per capita for the 15 FSU countries. In order to allow for heterogeneity, we employed the most recent panel unit root tests, panel cointegration methods and panel vector error correctionbased panel causality tests. One of the originalities of the paper is its contribution to the literature on energy consumption-economic growth nexus by incorporating the FSU countries and using recent panel data techniques beyond the existing literature on these countries. And also it is apparent that the classification of countries into different subsegments provides a better understanding of causal relationship between energy consumption and economic growth. In the paper, our results suggest that energy use and output are cointegrated. This result is accepted as a stepping stone for a further analysis of panel causality to reach conclusions that may introduce new suggestions on energy conservation policies. The results of panel vector error correction-based panel causality tests reveal that there is a unidirectional causality running from energy use to output in the long run but not in the short run for the 15 FSU countries and CIS regardless whether Russia is included or excluded. However, the causalities for oil importer and natural gas importer countries are bidirectional. The impact of energy consumption on economic growth appears to be sensitive to the inclusion of the oil exporters and natural gas exporters in the subsegments. One of the important factors fostering rapid GDP growth in the FSU can be high energy prices due to their high export volumes. Therefore, GDP growth may not stimulate energy use in these countries unlike the oil importers and natural gas importers. Also, another source of economic growth in these countries can be the existence of energy-intensive industries.
Developing countries, which require more energy-using technologies and energyintensive consumption, aspire towards high rate of economic growth. Therefore, energy efficiency improvement is a priority for developing countries. The implementation of energy efficiency policies includes 25 fields of action across seven priority areas: crosssectoral activity, buildings, appliances, lighting, transport, industry and power utilities (International Energy Agency, 2009) . As stated by World Energy Council (2008) , in order to implement energy efficiency policies, decisive programmes should be put into action including establishment of appropriate institutional and regulatory frameworks, collaboration between public and private sector, quality control of appliances and equipment, promotion of innovation in energy sector, coordination at international level, integration of energy efficiency concerns in other policies, etc. However, emerging constraints on energy supply, which are brought about by international initiatives, may create disadvantages for the countries that are the members of these initiatives against other countries with respect to international competition. Therefore, alternative and cheaper energy sources such as renewable energy sources can be a crucial instrument for companies to improve their com-petitiveness. Renewable energy sources have some other advantages that can be specified as contributing to climate change mitigation and general environmental protection, encouragement for technological innovation, market and employment creation, leading to productivity, enhancing energy supply security through diversification, prevention of conflicts over natural resources and improving public health through reduced local air pollution. Thus, policy makers should consider improving renewable energy source, because energy efficiency choice is an investment decision that includes a tradeoff between higher initial capital costs and uncertain lower future energy operating costs. Global competitiveness is the overall case for increasing energy efficiency in industrial sector. Therefore, investment decisions, which affect global competitiveness through costs and prices, should be considered as a policy package that includes combining information and communication actions, regulations, subsidies, soft loans, training and certification (International Energy Agency, 2011) . Also, these policy instruments should be employed simultaneously to achieve success by considering countries' differences in energy structures and economic characteristics.
Natural gas exporters are Azerbaijan, Kazakhstan, Russia, Turkmenistan and Uzbekistan, whereas natural gas importers are the remaining countries. 7. Baltagi (2008) can be seen for detailed description of the LLC and IPS tests. 8. Autocorrelation tests such as AR (1) and AR(2) tests and test for overidentifying restriction tests such as Sargen and Hansen J tests revealed reasonable results. 9. It is worth to note that we failed to reject the null of unit root in model A for GDP series of Moldova, and energy use series of Armenia and Turkmenistan. 
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