Abstract. In this paper, we propose a notion of colored Motzkin paths and establish a bijection between the n-cell standard Young tableaux (SYT) of bounded height and the colored Motzkin paths of length n. This result not only gives a lattice path interpretation of the standard Young tableaux but also reveals an unexpected intrinsic relation between the set of SYTs with at most 2d + 1 rows and the set of SYTs with at most 2d rows.
1. Introduction 1.1. Standard Young tableaux with bounded height. Let λ = (λ 1 , λ 2 , . . . ) be a partition of n, where λ 1 ≥ λ 2 ≥ · · · ≥ 0. The shape of λ is a left-justified array of cells with λ i cells in the ith row. A standard Young tableaux (SYT) of shape λ is a filling of the array with {1, 2, . . . , n} such that every row and column is increasing. The concept of SYT is fundamental in combinatorics and representation theory. For example, the irreducible representation of the symmetric group S n is indexed by the SYTs of shape λ, whose dimension can be enumerated by the celebrated hook-length formulae [4] .
The enumeration of SYTs of bounded height is a difficult problem. Let T n is the nth Catalan number. Though explicit formulae are elusive for d ≥ 6, some generating functions for |T (d) n | are known. Gessel [5] proved that the exponential generating functions for |T (2d+1) n | and |T (2d) n 1.2. Motzkin paths. Note that |T (3) n | is a Motzkin number, which counts the number of Motzkin paths of length n . A Motzkin path of length n is a lattice path in the plane R 2 from the origin to the point (n, 0) never going below the x-axis, with the up steps (1, 1), down steps (1, −1) and level steps (1, 0) .
In previous work [3] , the first author established a bijection between the Motzkin paths of length n and the n-cell SYTs with at most three rows, which offers a combinatorial proof of Regev's result. Moreover, an extension of this connection was also considered in [3] . Let {ǫ 1 , . . . , ǫ d+1 } denote the standard basis of R d+1 . Combining analytic work of GrabinerMagyar [7] and Gessel [5] , the set T (2d+1) n is related to the following lattice path enumeration in R d+1 , which is equivalent to enumeration of Zeilberger's lazy walks (defined below). Theorem 1.1. Using the following steps as the admissible unit steps
the number of paths of length n from the origin to the point (n, 0, . . . , 0) staying within the nonnegative octant equals the number of n-cell SYTs with at most 2d + 1 rows.
For SYTs with at most 2d rows, the following refined enumeration was conjectured in [3] . Conjecture 1.2. If the steps ǫ 1 are confined to the hyperplane spanned by {ǫ 1 , . . . , ǫ d }, then the number of paths equals the number of n-cell SYTs with at most 2d rows.
For d = 1, this conjecture is supported by the fact that the number of Motzkin paths of length n with all level steps on the x-axis, which is the central binomial number n ⌊ n 2 ⌋ , equals the number of n-cell SYTs with at most two rows.
Motivated by this study, in the present work, we propose a notion of colored Motzkin paths in terms of shuffle of multiple parenthesis systems and give a combinatorial proof of Theorem 1.1 and Conjecture 1.2.
Our results not only establish a bijection between SYTs and colored Motzkin paths, but also reveal a link between the two sets T (2d+1) n and T (2d) n via a property of level steps of the paths (Theorem 1.3).
The d-Motzkin words and d-Motzkin paths.
A word π on a set X (called the alphabet) is a finite sequence of letters in X. The length of π, denoted by |π|, is the number of letters in π. For a letter x ∈ X, the number of occurrences of x in π is denoted by |π| x . A word π on the alphabet {x, x} is called a parenthesis system if |π| x = |π| x and for every prefix µ of π, |µ| x ≥ |µ| x .
Consider the alphabet X = {L} ∪ {U (i) Such a word can be visualized in terms of Motzkin paths with colored steps. We associate the letter U (i) (respectively, D (i) ) to an up step (1, 1) (respectively, down step (1, −1)) with the ith color, for 1 ≤ i ≤ d, and associate the letter L to a level step (1, 0) without any color. Then a d-Motzkin word of length n is associated to a lattice path from (0, 0) to (n, 0) never going below the x-axis, with these colored up and down steps and (uncolored) level steps. Such a path is called a d-Motzkin path of length n. When d = 1, it is an ordinary Motzkin path. When d ≥ 2, it is equivalent to a lattice path in R d+1 mentioned in Theorem 1. 
For a matching pair (x a , x b ) with i < a < b < j, we say that (x a , x b ) is nested in (x i , x j ). For a level step x c with i < c < j, we say that x c is enclosed in the matching pair (x i , x j ). Note that a level step x c of π is enclosed in a matching (
From (M1) and (M2), the d-Motzkin paths satisfy the following two conditions (N1) and (N2) necessarily.
(N1) The subword of π consisting of the steps U (k) and D (k) is a parenthesis system, for We partition the set M
n , where
n : no level steps of π are enclosed in a matching (
Note that the paths in M
consists of the unique path with n level step. On the other hand, let T
be the subset of SYTs with exactly d rows. Here is our main result. We shall construct the bijection φ d inductively on d. For the initial stage, a map φ 1 has been established in [3] . Using an approach of step-replacement, we give an alternative construction of φ 1 in section 2, which could be generalized to φ d . We describe briefly our strategy for the construction of φ d (d ≥ 2) in section 3. A precise algorithm for the construction of φ 2 is given in section 4, and a precise algorithm for the construction of φ d (d ≥ 3) is given in section 5. For illustrating the constructions, Figure 1 is for φ 1 (Example 2.1) and • Lazy walks. For 1 ≤ i ≤ d, if we associate the steps U (i) and D (i) to ǫ i and −ǫ i , respectively, and associate the level step to the zero vector, then the d-Motzkin words of length n correspond to Zeilberger's lattice walks of length n in the region 
The initial stage
We identify a tableau T ∈ T (d) n with its Yamanouchi word, a word of length n on the alphabet {1, 2, . . . , d} the jth letter of which is the row index of the cell of T containing the number j, for 1 ≤ j ≤ n. Note that the ith row of T contains the indices of the letters i in its Yamanouchi word.
In this section, we shall demonstrate a construction of the map φ 1 using an approach of step-replacement.
n , we shall construct a word φ 1 (π) of length n by the following procedures, replacing each step x i by a letter in {1, 2, 3}. Note that a level step is enclosed in a matching (U (1) , D (1) )-pair if and only if it is above the x-axis. So, if π ∈ M (1) n then π contains some level steps above the x-axis, and if π ∈ M (1) n then all of the level steps in π are on the x-axis. As the construction proceeds, π would become a sequence of steps {L, U (1) , D (1) } and letters {1, 2, 3}. By the path π we mean the path-part of π whose length is the number of its steps. Algorithm A.
n . Then find the first level step above the x-axis, say x a , and the first D (1) step after x a , say x b . Form a new sequence π ′ from π by replacing the pair (x a , x b ) by (D (1) , 3) . If π ′ contains a level step above the x-axis then go back to (A1) and proceed to process π ′ , otherwise go to (A2).
n . Then find the first U (1) step, say x a , and the first D (1) step after x a , say x b . Form a new sequence π ′ from π by replacing the pair (x a , x b ) by (L, 2). If π ′ contains a U (1) step then go back to (A2) and proceed to process π ′ , otherwise go to (A3). (A3) π consists of level steps. Then replace every step of π by a letter 1 and we are done.
Example 2.1. Take the Motzkin path π = x 1 · · · x 12 shown in Figure 1(a) , where the colors of the up and down steps are indicated on their top. For convenience, we follow the notations used in algorithm A. Since the level step x 3 is above the x-axis, we have π ∈ M (1) 12 . By (A1), we locate the steps (x a , x b ) = (x 3 , x 4 ) (iteratively, (x 5 , x 7 )). Then we replace (x a , x b ) by (D (1) , 3) . The resulting path is in M (1) 10 ; see Figure 1 (b). By (A2), we locate the steps (x a , x b ) = (x 1 , x 3 ) (iteratively, (x 2 , x 5 ), (x 6 , x 8 ), (x 9 , x 11 ) and (x 10 , x 12 )). For each one of these pairs, we replace (x a , x b ) by (L, 2). We obtain the path shown in Figure 1 (c). Replacing each one of the remaining level steps by a letter 1, we obtain the requested word φ 1 (π) = 112321321122 ∈ T 
(1) (1)
(1) (1) It is easy to see that the path-part of the new sequence π ′ formed in (A1) and (A2) remains to be a Motzkin path. Hence over iterations, we construct the word
n . For a word φ 1 (π) with more than one letter 3 (respectively, 2), we observe that the letters 3 (respectively, 2) appear in the order from left to right iteratively.
The map
n , we recover the Motzkin path φ
n by the following procedures. Algorithm B.
(B1) First, we replace every letter 1 of ω by a level step. Note that the construction of φ −1
1 is exactly the reverse operation of the construction of φ 1 .
12 . Replacing the letters 1 by level steps, we obtain the path shown in Figure 1 (c). By (B2), from right to left we replace the pair (x a , x b ) = (x 10 , x 12 ) (iteratively, (x 9 , x 11 ), (x 6 , x 8 ), (x 2 , x 5 ) and (x 1 , x 3 )) by (U (1) , D (1) ). The resulting path is shown in Figure 1 (b). By (B3), from right to left we replace the pair (
). Then we obtain the path φ
12 shown in Figure 1 (a).
We have established the bijection φ 1 of Theorem 1.3.
Critical up steps and exceeding up steps
In this section, we describe briefly our strategy for the construction of the map φ d , using the same approach as in algorithm A.
Critical up steps. For a d-Motzkin path
The critical up steps are important for the construction of
n ), we start from the first level step enclosed in a matching (
. . , x b 1 are located by certain greedy procedures (described below). Then we replace x a by D (d) (respectively, by L) and replace the sequence (
To determine To determine x b d−2 , we search for the nearest
, the critical U (d) steps afterwards would become 'illegal'. We turn the process of determining x b k into a loop that searches for the nearest D (k) after x b k+1 . If we encounter a critical U (k+1) on the way, we mark this U (k+1) and go in a loop that searches for the nearest D (k+1) afterwards.
For example, for the 3-Motzkin path π = x 1 x 2 · · · x 25 shown in Figure 2 (a), the steps x 4 , x 10 , x 13 , x 20 are the critical U (2) and the steps x 9 , x 15 are the critical U (3) . We start from x a = x 6 and determine a down-step sequence (x b 3 , x b 2 , x b 1 ), which will be (x 8 , x 12 , x 23 ) in our approach.
The step
To determine x b 2 , we search for the nearest D (2) after x b 3 and encounter a critical U (3) step, x 9 , on the way. We mark x 9 and the first D (3) step, x 11 , afterwards, then we get to a D (2) step, x 12 , which is x b 2 . By the end of this iteration, the pair (x 9 , x 11 ) will be degraded to (U (2) , D (2) ).
To determine x b 1 , we search for the nearest D (1) after x b 2 and encounter a critical U (2) step, x 13 . Then mark this U (2) and search for the nearest D (2) as above. On the way, we encounter a critical U (3) step, x 15 . The pairs (x 15 , x 17 ) and (x 13 , x 19 ) will be degraded to (U (2) , D (2) ) and (U (1) , D (1) ), respectively. Then before getting to the step x 23 = D (1) , which is x b 1 , we encounter another critical U (2) step, x 20 , and the pair (x 20 , x 21 ) will be degraded to (U (1) , D (1) ). The updated path is shown in Figure 2 (b).
(1) (3)
(1) 
(1)
Exceeding up steps. For a d-Motzkin path
For example, for the path π ′ = x 1 x 2 · · · x 25 (where x 23 = 7) shown in Figure 2 (b), the steps x 1 , x 13 , x 16 , x 20 are the exceeding U (1) and the steps x 3 , x 9 , x 15 are the exceeding U (2) . As one has noticed, the updated critical U (k) steps of the path π in Figure 2 (a) become exceeding U (k−1) steps of the path π ′ in Figure 2(b) .
The exceeding up steps are crucial for the construction of φ −1
d . The construction is devised as the reverse operation of the construction of φ d . Let us see how the exceeding up steps are used to recover the path π in Figure 2 (a) from the path π ′ in Figure 2(b) .
Starting from the letter x 23 = 7 and the nearest D (1) step, x 21 , to the left, we traverse from right to left and search the nearest D (2) . If we encounter an exceeding U (1) step on the way, we mark this U (1) and the nearest D (1) to the left. This process goes on until a D (2) is found. In Figure 2 (b), we mark the pair (x 19 , x 20 ) and get to x 17 = D (2) .
Then search for the nearest D (3) to the left. If we encounter an exceeding U (2) step on the way, we mark this U (2) and go in a loop that search for the nearest D (2) as above. In Figure 2 (b), to the left of x 17 we encounter an exceeding U (2) step, x 15 . Then mark this U (2) and search for the nearest D (2) to the left. On the way, we encounter an exceeding U (1) step, x 13 . We mark the pair (x 12 , x 13 ) and then locate a D (2) step, x 11 . Before we get to the D (3) step x a = x 6 , we encounter another exceeding U (2) step, x 9 . This time we locate a D (2) step, x 8 . Hence all of the updated steps of π are retrieved.
The bijection φ 2
In this section, we give precise constructions of φ 2 and φ
n . In the following algorithm, (C1) and (C2) are devised as an iteration for the construction of φ 2 . At the beginning of each iteration, the critical up steps of π are refreshed. We start from the first level step, say x a , enclosed in a matching (U (2) , D (2) )-pair (respectively, the first U (2) ) and traverse from left to right to determine down steps (x b 2 , x b 1 ) = (D (2) , D (1) ). Meanwhile, in the subword between x b 2 and x b 1 , we mark the critical U (2) steps and their nearest D (2) steps in a greedy way.
Likewise, over iterations π would become a sequence of steps {L, U (1) , U (2) , D (1) , D (2) } and letters {1, 2, . . . , 5}. By the path π we mean the path-part of π whose length is the number of its steps. Algorithm C.
n . Then find the first level step enclosed in a matching (U (2) , D (2) )-pair, say x a , and find the first D (2) after x a , say x b 2 . Searching for the nearest D (1) after x b 2 , if we encounter a critical U (2) before a D (1) then we mark this U (2) and the first D (2) afterwards, say x q . Searching for the nearest D (1) after x q , if we encounter a critical U (2) before a D (1) then we also mark this U (2) and the first D (2) afterwards. Repeat this process until a D (1) is found, say x b 1 . Then form a new sequence π ′ from π as follows. Replace (x a , x b 2 , x b 1 ) by (D (2) , D (1) , 5) and degrade every marked (U (2) , D (2) )-pair between x b 2 and x b 1 to (U (1) , D (1) ). If π ′ contains a level step enclosed in a matching (U (2) , D (2) )-pair then go back to (C1) and proceed to process π ′ , otherwise go to (C2).
n . Then find the first U (2) , say x a , and find the first D (2) (U (1) , D (1) ). If π ′ contains a U (2) step then go back to (C2) and proceed to process π ′ , otherwise go to (C3).
n . Then the word φ 2 (π) = φ 1 (π) can be obtained by algorithm A.
Example 4.1. Take the 2-Motzkin path π = x 1 x 2 · · · x 15 shown in Figure 3(a) . We follow the notations used in algorithm C. By (C1), we locate the steps (x a , x b 2 ) = (x 7 , x 8 ). Searching for the nearest D (1) after x b 2 , we encounter a critical U (2) step, x 11 . So mark x 11 and the first D (2) step, x 12 , afterwards. Then we locate a D (1) step, x 13 , which is our
, 5) and degrade the marked pair (x 11 , x 12 ) to (U (1) , D (1) ). The resulting path π ′ ∈ M (2) 14 is shown in Figure 3(b) . By (C2), we locate the steps (x a , x b 2 ) = (x 3 , x 4 ). Searching for the nearest D (1) after x b 2 , we encounter a critical U (2) step, x 6 . So mark x 6 and the first D (2) step, x 7 , afterwards. Then we locate a D (1) step, x 8 , which is our x b 1 . Replace (x a , x b 2 , x b 1 ) by (L, D (1) , 4) and degrade the marked pair (x 6 , x 7 ) to (U (1) , D (1) ). The resulting path π ′′ ∈ M (2) 13 is shown in Figure  3 (c). By (C2) once again, we replace (x a , x b 2 , x b 1 ) = (x 5 , x 9 , x 15 ) by (L, D (1) , 4) and degrade the pair (x 10 , x 14 ) to (U (1) , D (1) ). The resulting Motzkin path is shown in Figure 3(d) . The letters of the remaining steps can be determined by (A1)-(A3), as shown in Example 2.1. We obtain the corresponding word φ 2 (π) = 112321342112524 ∈ T (5) 15 .
We shall prove that the word φ 2 (π) constructed above is a Yamanouchi word in T
n , and let π ′ be the sequence obtained from π by (C1) in one iteration. First, we shall prove the following property.
CLAIM: π ′ is a 2-Motzkin path, i.e., π ′ ∈ M
n−1 . For the path π, let (x a , x b 2 , x b 1 ) be the triplet (L, D (2) , D (1) ) located in (C1), and let (x p 1 , x q 1 ), . . . , (x pm , x qm ) be the marked (U (2) , D (2) )-pairs from left to right between x b 2 and x b 1 , for some m ≥ 0. Note that x p i is the first critical U (2) after
The path π ′ is obtained from π by replacing (x a , x b 2 , x b 1 ) by (D (2) , D (1) , 5) and degrading each (x p i , x q i ) to (U (1) , D (1) ), 1 ≤ i ≤ m. We shall verify that the path π ′ satisfies the conditions (M1) and (M2) for 2-Motzkin paths.
(d) (2) (1)
(2) (2)
(2) (2) (1)
(1) (2) (1) (1)
(1) (1) (1) It is easy to see that π ′ satisfies (M1). Suppose that π ′ is against (M2). Let j be the least integer such that for the prefix
Then x j is either a U (2) or a D (1) . Let µ be the prefix of π with |µ| = |µ ′ |. Consider the following three cases. Case I. q i−1 < j < p i for some i. If x j is a D (1) then x j would be the D (1) we located, a contradiction. Otherwise, x j is a U (2) . Comparing µ and µ ′ (see Figure 4) , we observe that
, and hence x j is critical. This contradicts that x p i is the first critical U (2) after x q i−1 .
Case II. p i < j < q i for some i. Comparing µ and µ ′ , we obtain that |µ|
This contradicts that π is a 2-Motzkin path.
Case III. b 1 < j. Comparing µ and µ ′ , we obtain that |µ|
+1. This also contradicts that π is a 2-Motzkin path. The claim is proved.
Over iterations, we construct the word φ 2 (π). At a certain iteration, the step x a = D (2) of π ′ would be applied in (C2), getting a D (1) step, say x k with a < k ≤ b 2 , replaced by a letter 4 (note that there are no critical U (2) steps between x a and x b 2 ). Moreover, whenever a step gets replaced by a letter 5 there is always an accompanying pair (x a ′ , x b ′ 2 ) getting a
n . By a similar argument, one can prove the other case π ∈ M (2) n . The assertion follows.
5
(1) (1) (1) (1) (2) π : For a path π ∈ M (2) n with more than one step replaced by a letter 5 (respectively, 4), the following result shows that these steps got replaced in the order from left to right. Proposition 4.3. For j ≥ 2 and a word φ 2 (π) with j letters of 5 (respectively, 4), let x i 1 , . . . , x i j be the steps of π replaced by a letter 5 (respectively, 4) in iterative order. Then
Proof. With abuse of notation, let π and π ′ be the paths in two consecutive iterations of (C1). For π, let (x a , x b 2 , x b 1 ) be the triplet (L, D (2) , D (1) ) located in (C1), and let (x p 1 , x q 1 ), . . . , (x pm , x qm ) be the marked (U (2) , D (2) )-pairs between x b 2 and x b 1 , for some m ≥ 0. We assume (p 0 , q 0 ) = (a, b 2 ). The path π ′ is obtained from π by replacing (x a , x b 2 , x b 1 ) by (D (2) , D (1) , 5) and degrading each (
) located in (C1), and let (x s 1 , x t 1 ), . . . , (x sr , x tr ) be the marked (U (2) , D (2) )-pairs between x b ′ 2 and x b ′ 1 , for some r ≥ 0. We shall prove that b 1 < b ′ 1 . Since x b 1 is the nearest D (1) after x qm in the former iteration, it suffices to prove the following property.
CLAIM:
2 (since they are determined by the same operation as in (A1) of the map
and x p h in π ′ . (Note that there are no D (1) steps between x q h−1 and x p h in π, or otherwise we would locate a D (1) before x p h in the former iteration.)
Suppose to the contrary that b ′ 1 < q m . Then for the last marked pair (x sr , x tr ) of π ′ , we have q k−1 < t r < p k for some k ≤ m. Consider the relative order of x p k−1 , x q k−1 , x sr and x tr . Since x sr is a U (2) in π ′ , it did not get replaced in the former iteration. There are two cases. For some j (h ≤ j ≤ k), (i) p j−1 < s r < q j−1 and q k−1 < t r < p k . By (M2), we have |µ(
(ii) q j−1 < s r < p j and q k−1 < t r < p k (see Figure 5) . Then x sr is not critical in π and we have |µ(
In either case, it follows that |µ(t r )| U (2) (1) . Then there exists a U (2) , say x ℓ , between x tr and x p k such that
(since there are no D (1) steps between x q k−1 and x p k in π). Comparing µ(ℓ) and µ ′ (ℓ), we observe that This proves the assertion for the case φ 2 (π) ∈ T
n . By a similar argument, one can prove the assertion for the other case
π : 
The map
n , the Motzkin path corresponding to the subword of ω consisting of the letters {1, 2, 3} can be determined by the map φ −1 1 , using algorithm B. For the letters 4 (respectively, 5) of ω, we shall recover their steps in the order from right to left, using the reverse operation of algorithm C.
At the beginning of each iteration, the exceeding up steps of ω are refreshed. We start from the rightmost letter 4 (respectively, 5) of ω and the first D (1) step to the left. Traverse ω from right to left to locate a level step above the x-axis (respectively, a U (2) ). On the way, we mark the exceeding U (1) steps and their nearest D (1) to the left in a greedy way, managing to recover the steps that have been updated in (C1) and (C2). Algorithm D. , say x q . Searching for the nearest level step to the left of x q , if we encounter an exceeding U (1) then we mark this U (1) and the nearest D (1) on its left, say x q ′ . Searching for the nearest level step to the left of x q ′ , if we encounter an exceeding U (1) then we also mark this U (1) and the nearest D (1) on its left. Repeat this process until a level step is found, say x a . Then form a new sequence ω ′ from ω as follows. Replace (x a , x b ) by (U (2) , D (1) ) and upgrade every marked D (1) and U (1) between x a and x b to D (2) and U (2) , respectively. If ω ′ contains no letter 4 then go to (D3); otherwise, go back to (D2) and proceed to process ω ′ . (D3) If ω contains a letter 5 then find the rightmost letter 5, say x b , and from right to left find the nearest D (1) to the left of x b , say x q . Use the same procedure as in (D2) to search for the nearest D (2) to the left of x q . We end up with the located x a = D (2) and a number of marked D (1) and U (1) between x a and x b . Then form a new sequence ω ′ from ω as follows. Replace (x a , x b ) by (L, D (1) ) and upgrade every marked D (1) and U (1) between x a and x b to D (2) and U (2) , respectively. If ω ′ contains no letter 5 then we are done; otherwise, go back to (D3) and proceed to process ω ′ .
We remark that a U (1) step that rises from the x-axis to the line y = 1 is always exceeding, so the level step x a located in (D2) is always above the x-axis. 15 . Using algorithm B, we obtain the Motzkin path corresponding to the subword of ω consisting of the letters {1, 2, 3}, as shown in Figure 3(d) . By (D2), we start from the rightmost letter 4, i.e., x b = x 15 , and find the nearest D (1) step, x 14 , to the left. Searching for the nearest level step to the left of x 14 , we encounter an exceeding U (1) step, x 10 . So mark x 10 and the nearest D (1) to the left, i.e., x 9 . Then we get to the level step x a = x 5 . Replace (x a , x b ) by (U (2) , D (1) ) and upgrade (x 9 , x 10 , x 14 ) to (D (2) , U (2) , D (2) ). The resulting path ω ′ is shown in Figure 3(c) . By (D2) once again, we obtain a new path from ω ′ , which is shown in Figure 3(b) .
By (D3), we start from the rightmost letter 5, i.e., x b = x 13 , and find the nearest D (1) step, x 12 , to the left. Searching for the nearest D (2) to the left of x 12 , we encounter an exceeding U (1) step, x 11 . So mark x 11 and the nearest D (1) to the left, i.e., x 8 . Then we get to the Figure 3(a) .
The following proposition shows that the algorithm D is the reverse operation of the algorithm C. n , let π ′ be the path obtained from π by (C1) (respectively, (C2)) in one iteration. Then π can be recovered from π ′ by (D3) (respectively, (D2)). D (1) ) be the triplet of π located in (C1), and let (x p 1 , x q 1 ), . . . , (x pm , x qm ) be the marked (U (2) , D (2) )-pairs between x b 2 and x b 1 , for some m ≥ 0, where x p i is the first critical U (2) after x q i−1 , for 1 ≤ i ≤ m.
Proof. For a path
(We assume (p 0 , q 0 ) = (a, b 2 ) .) The path π ′ is obtained from π by replacing (x a , x b 2 , x b 1 ) by (D (2) , D (1) , 5) and degrading each (
To recover π from π ′ , we first restructure the subword from x b 1 to x b 2 . By (D3), we start from the letter x b 1 . Traversing π ′ from right to left, we observe that x qm is the nearest D (1) to the left of x b 1 and that each x q i−1 is the nearest D (1) 
CLAIM: each x p i is the nearest exceeding U (1) to the left of x q i in π ′ . Suppose it is not, let x j be an exceeding U (1) between x p i and x q i for some i (see Figure 6 ).
This contradicts that π is a 2-Motzkin path. The claim is proved, and the subword from x b 1 to x b 2 is recovered.
By (C1), there are no other D (2) steps between x a and x b 2 in π. Hence we can locate x a by finding the nearest D (2) step to the left of x b 2 in π ′ . This proves the assertion for π ∈ M (2) n . By a similar argument, one can prove the assertion for π ∈ M (2) n .
π : Figure 6 . Illustration for the proof of Proposition 4.5.
By Propositions 4.3 and 4.5, we can recover the steps of the letters 4 (respectively, 5) of the word ω in the order from right to left. Over iterations, we construct the path φ at the end of this paper.
The inductive stage
n . As described in section 3, we start from the first level step enclosed in a matching (U (d) , D (d) )-pair (respectively, start from the first U (d) ), say x a , and determine a down-step sequence ( We have the following observation for each iteration of the above algorithm.
Lemma 5.1. In (E1) and (E2), the updated steps of π are the step x a , the down-step sequence  (x b d , . . . , x b 1 ) = (D (d) , . . . , D (1) ) and a number of marked (U (k) , D (k) )-pairs in the subword between x b i and
Example 5.2. Let us revisit the path π = x 1 · · · x 25 shown in Figure 2 (a) in section 3. By (E1), we locate the steps (x a , x b 3 ) = (x 6 , x 8 ). Searching for the nearest D (2) after x b 3 , we encounter a critical U (3) step, x 9 . So mark x 9 and the first D (3) step, x 11 , afterwards. Then we locate a D (2) step, x 12 = x b 2 , and search for the nearest D (1) after x b 2 . On the way, we encounter a critical U (2) step, x 13 , and go in a loop that searches for the nearest D (2) after x 13 . Then we encounter a critical U (3) step, x 15 . So mark x 15 and the first D (3) step, x 17 , afterwards. Then we locate a D (2) step, x 19 . Before we get to the D (1) step x b 1 = x 23 , we encounter another critical U (2) step, x 20 , and locate a D (2) step, x 21 , afterwards. We form a new sequence π ′ from π as follows. Replace (
Moreover, degrade the marked pairs (x 9 , x 11 ) and (x 15 , x 17 ) to (U (2) , D (2) ), and degrade the marked pairs (x 13 , x 19 ) and (x 20 , x 21 ) to (U (1) , D (1) ). The resulting path π ′ ∈ M (3) 24 is shown in Figure 2 (b) in section 3.
In Figure 2 (b), by (E2), we locate the steps (x a , x b 3 ) = (x 5 , x 6 ) of π ′ , and then we get to a D (2) step, x 7 = x b 2 . Searching for the nearest D (1) after x b 2 , we encounter a critical U (2) step, x 10 , and go in a loop that searches for the nearest D (2) after x 10 . Then we locate a D (2) , step x 11 , and get to a D (1) step, x 12 = x b 1 . We form a new sequence π ′′ from π ′ as follows. Replace (x a , x b 3 , x b 2 , x b 1 ) by (L, D (2) , D (1) , 6) and degrade the marked pair (x 10 , x 11 ) to (U (1) , D (1) ). The resulting path π ′′ ∈ M (3) 23 is shown in Figure 7 (a). By (E2) once again, we get the steps (x 14 , x 22 , x 24 , x 25 ) = (U (3) 
and obtain the path shown in Figure 7 (b). (1) (1)
(1) 7 6 (a) (1) (1)
(1) (2) (1)
(2)
(1) (2) (1) Figure 7 . A 3-Motzkin path in M
23 and a 2-Motzkin path in M
22 .
this step. Set K = K − 1 and go to either of (i) and (ii). Otherwise, we locate a D (K) . Mark this D (K) and set x P to this step. There are two cases. If
and go back to (ii). (iii) Search for the nearest Λ step to the left of x P . If we encounter an exceeding U (d−1) before a Λ step then we mark this U (d−1) , set x P to this step and go to (ii), with K = d − 1 currently. Otherwise, we locate a Λ step, which is the requested x a , and we are done. When the above process stops, we form a new sequence ω ′ from ω as follows. Replace n , let π ′ be the path obtained from π by (E1) (respectively, (E2)) in one iteration. Then π can be recovered from π ′ by (F3) (respectively, (F2)).
. . , D (1) ) of π located in (E1) and let π ′ be the path obtained from π by (E1).
To recover π from π ′ , we first restructure the subword from x b 1 to x b 2 . By Lemma 5.1, in the subword between x b 2 and x b 1 of π, every marked (
These pairs are determined in a greedy way.
Let (x p 1 , x q 1 ), . . . , (x pm , x qm ) be the marked (U (k+1) , D (k+1) )-pairs nested in a marked (U (k) , D (k) )-pair (x s , x t ) between x b 2 and x b 1 in π, for some m and k. We shall prove that these pairs can be recovered by (F3). Traverse π ′ from right to left, we observe that x qm is the nearest D (k) to the left of x t , each x q i is the nearest D (k) to the left of x p i+1 , 1 ≤ i ≤ m − 1, and there are no D (k) between x s and x p 1 since otherwise we would get to a D (k) before x t in π. It suffices to prove that x p i can be located from right to left, starting from x q i in π ′ .
If there are no marked (U (k+2) , D (k+2) )-pairs nested in (x p i , x q i ) in π, then by an argument similar to the proof of Proposition 4.5, x p i is the nearest exceeding U (k) to the left of x q i . Otherwise, there are marked (U (k+2) , D (k+2) )-pairs nested in (x p i , x q i ) in π. Then by the same argument as above, we prove inductively that these pairs can be recovered and hence x p i is located. This recovers the subword from x b 1 to x b 2 . Proof. Let T = φ d (π). Let κ(π) (respectively, κ(T )) be the number of level steps of π (respectively, odd columns of T ). Let π ′ be the path obtained from π in one iteration of the algorithm E. Let T ′ = φ d (π ′ ). Note that the shape of T ′ differs from that of T by one cell.
By (E1), we convert a level step of π, x a , into a down step and replace a D (1) step by an odd entry. The other updated steps are modified with color only (no extra level steps are created). So a level step of π is associated with the last cell of an odd column of T . Hence κ(π ′ ) = κ(π) − 1 and κ(T ′ ) = κ(T ) − 1. By (E2), we convert an up step of π, x a , into a level step and replace a D (1) step by an even entry. Likewise, the other updated steps are modified with color only. Hence κ(π ′ ) = κ(π) + 1 and κ(T ′ ) = κ(T ) + 1.
These observations also hold for the algorithms C and A. Over iterations, we eventually arrive at a path, say π ′′ , consisting of ℓ level steps on the x-axis, for some ℓ > 0. By (A3), the corresponding SYT T ′′ = φ 1 (π ′′ ) consists of ℓ columns with one cell. Hence, we have
as required.
As shown in Figure 8 , the bijection φ 2 carries a path π ∈ M
5 with k level steps to an SYT φ 2 (π) ∈ T with k odd columns.
Concluding remarks
In this paper, the notion of colored Motzkin paths is introduced and a bijection with standard Young tableaux of bounded height is established. Moreover, the bijection reveals a link between the two sets T (2d+1) n and T (2d) n via a property of level steps of the paths. Using the bijection, we can investigate SYTs and other related objects in terms of lattice paths. Some interesting work is in progress. For example, it is also known that an SYT T with n cells corresponds to an involution σ on the set {1, . . . , n} by the RSK algorithm, with the number of odd columns of T equal to the number of fixed points of σ (e.g., see [10, Exercise 7, p.135]). It is interesting to establish a direct connection between colored Motzkin paths and involutions that carries the statistic level step to fixed point.
We hope the notion of colored Motzkin paths can shed some new light on the study of standard Young tableaux.
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