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A ROBUST INVERSE SCATTERING TRANSFORM FOR THE FOCUSING NONLINEAR
SCHRO¨DINGER EQUATION
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ABSTRACT. We propose a modification of the standard inverse scattering transform for the focus-
ing nonlinear Schro¨dinger equation (also other equations by natural generalization) formulated with
nonzero boundary conditions at infinity. The purpose is to deal with arbitrary-order poles and po-
tentially severe spectral singularities in a simple and unified way. As an application, we use the
modified transform to place the Peregrine solution and related higher-order “rogue wave” solutions
in an inverse-scattering context for the first time. This allows one to directly study properties of these
solutions such as their dynamical or structural stability, or their asymptotic behavior in the limit of
high order. The modified transform method also allows rogue waves to be generated on top of other
structures by elementary Darboux transformations, rather than the generalized Darboux transforma-
tions in the literature or other related limit processes.
1. INTRODUCTION
Consider the Cauchy initial-value problem for the focusing cubic nonlinear Schro¨dinger (NLS)
equation in one space dimension written in the form
(1) i
∂ψ
∂t
+
1
2
∂2ψ
∂x2
+ (|ψ|2 − 1)ψ = 0, x ∈ R, t > 0.
Here we have written the equation in a “rotating frame” by replacing the traditional nonlinear
term |ψ|2ψ with (|ψ|2 − 1)ψ which ensures that ψ(x, t) ≡ 1 is an exact solution, to which we
demand solutions decay for large |x| by imposing the boundary conditions
(2) lim
x→±∞ψ(x, t) = 1, t > 0.
The formulation of the Cauchy problem is complete (modulo technical details of the sense in
which (1) is satisfied and in which the side conditions are achieved, usually encoded in the choice
of an appropriate space) by specifying an initial condition
(3) ψ(x, 0) = ψ0(x), x ∈ R.
The equation (1) frequently arises in an asymptotic limit as an amplitude equation for weakly-
nonlinear, monochromatic, strongly dispersive waves in conservative systems. In this setting, the
exact solution ψ(x, t) ≡ 1 corresponds in the physical system to a uniform traveling wavetrain,
nearly sinusoidal due to weak nonlinearity. Such nearly sinusoidal waves were studied by G.
G. Stokes in the setting of surface water waves and the corresponding solution ψ(x, t) ≡ 1 of
(1) is sometimes called a Stokes wave. The Cauchy problem (1)–(3) is therefore a mathematical
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FIGURE 1. The modulus |ψP(x, t)| of the Peregrine breather solution ψP(x, t) (5) of
the focusing NLS equation (1) with its peak located at (x0, t0) = (0, 0).
formulation of the question of what becomes of a spatially-localized perturbation of the Stokes
wave. We will also follow convention and frequently refer to the solution ψ = ψbg(x, t) ≡ 1 as the
background.
One can check that the solution of the Cauchy problem (1)–(3) with initial data
(4) ψ0(x) := 1− 4 1− 2it01+ 4(x− x0)2 + 4t20
(here (x0, t0) ∈ R2 is a pair of parameters) is the Peregrine breather [33]
(5) ψ(x, t) = ψP(x, t) := 1− 4 1+ 2i(t− t0)1+ 4(x− x0)2 + 4(t− t0)2 .
This solution may be viewed as a model for a “rogue wave”: it converges uniformly to the back-
ground solution ψbg(x, t) ≡ 1 as t → ±∞, but has a peak at x = x0 that occurs at the time t = t0
in the sense that max(x,t)∈R2 |ψ(x, t)| = |ψ(x0, t0)| = 3. See Figure 1. In studies of surface water
waves, “rogue”, “extreme”, or “freak” waves are commonly defined as waves that are spatially
and temporally localized (hence coming out of nowhere and disappearing again without a trace)
disturbances of amplitudes exceeding that of the background by an order of magnitude. Rogue
waves are viewed as rare events (and the background amplitude is usually defined in the sense of
a statistical average) but they can cause damage to ships and fixed structures such as oil drilling
platforms and for these reasons they have attracted substantial scientific attention in recent years.
See [23, 27] for a review of these notions. Rogue waves have been produced in wave-tank exper-
iments [10]. A recent application of the focusing NLS equation (1) to model ocean surface rogue
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waves is the statistical, data-driven computational tool described in [12] (see also this online arti-
cle) which aims to give a warning of a few minutes for the appearance of a rogue wave.
Of course, as the focusing NLS equation (1) is a universal asymptotic model for weakly-nonlinear
waves, analogues of the Peregrine solution and of rogue waves more generally are expected to oc-
cur in a myriad of physical systems. One landmark in this direction was the experimental obser-
vation [28, 24] of extreme light waves well-modeled by the Peregrine solution in nonlinear optical
fibers. Some more recent experiments involving the generation and observation of Peregrine-like
rogue waves in nonlinear optics are described in [9, 34, 37]. The optical experiments in particular
are very interesting because they suggest some sort of robustness (if not proper dynamical stabil-
ity) of Peregrine rogue waves in the sense that the experiments are reliable and repeatable (and in
some cases the reported results are actually averages over many propagating pulses).
Another context in which the Peregrine breather solution (5) reliably appears is in the exami-
nation of solutions of the focusing NLS equation (1) with general initial data but in a certain semi-
classical limit. The semiclassical limit makes the characteristic length scale and duration of the
Peregrine solution small compared to the length scale in the initial data and the length of time
over which the solution is observed. Thus it becomes relatively unimportant exactly which kind
of boundary conditions are imposed at infinity. In [6] the semiclassical scaling for (1) was studied
under the assumption that the boundary condition (2) was replaced with
(6) lim
x→±∞ψ(x, t) = 0, t > 0,
and it was shown that for a large class of (implicitly-specified) initial data the solution of the
Cauchy problem develops a universal wave pattern in which numerous Peregrine breathers ap-
pear at predictable (via the pole distribution of the tritronque´e Painleve´-I transcendent) locations
(x0, t0) within a wedge-shaped domain in the (x, t)-plane opening from its vertex in the positive
t-direction. There are many Peregrine breathers centered at points (x0, t0) that, in the semiclassical
scaling, are very far from one another compared to the characteristic scales of the breathers them-
selves. All of these breathers rest upon a common nonzero background field that is asymptotically
constant on length scales that contain arbitrarily many breathers, although on larger spatial scales
this background has to decay to zero to match the mathematically-imposed boundary conditions.
This kind of pattern of waves might seem to be a strictly theoretical phenomenon, and yet it has
recently also been observed in optical experiments [36].
There are many papers that describe generalizations of the elementary Peregrine solution (5),
making use of the integrable structure behind the focusing NLS equation (1) to construct “higher-
order” versions of ψP(x, t) by mostly algebraic means such as the Hirota method or Darboux-like
transformations leading to determinantal or Wronskian formulae for exact solutions with inter-
esting properties. An interesting point that was observed from the beginning is that it is not
possible to generate ψP(x, t) or its higher-order analogues from the standard Darboux transforma-
tion method. Instead, one must take certain limits within the standard Darboux transformation
method as was done in [2] and put into the framework of a generalized Darboux scheme in [22].
See also [4, 16, 20, 21, 25]. The fact that limits are required at some level mirrors what is also
required to obtain these solutions via the inverse-scattering method as it is currently understood.
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Despite all of this activity, and all of the knowledge available to date on the Peregrine solu-
tion and its generalizations mentioned above, none of these solutions has been obtained directly as
the solution of a Cauchy problem of the form (1)–(3) via an inverse-scattering transform. This makes it
challenging to address questions that would seem natural from the point of view of soliton theory:
• Are rogue wave solutions stable to localized perturbations? If not, what kinds of perturba-
tions excite instabilities, and what is the long-term nonlinear saturation of the instabilities?
• Is it possible to make a prediction based on the computation of some relevant scattering
data as to how many Peregrine-like peaks will be generated from a localized perturbation
of the background? In other words, what kind of initial conditions generate rogue waves?
• How do rogue waves interact with other coherent structures, such as the time-periodic
Kuznetsov-Ma soliton [29, 31] and its Galilean-boosted generalization sometimes called
the Tajiri-Watanabe soliton [35]? How do they interact with more general waves that are
not in the realm of “exact solutions”?
• Since it is possible to define mathematically a “rogue wave of order N” for arbitrary N,
what can be said quantitatively about the asymptotics for large N?
In this paper, we aim to resolve this difficulty by generalizing the inverse-scattering solution for
the Cauchy problem (1)–(3) currently in the literature to capture rogue waves. As will be seen,
rogue waves correspond to a particular type of spectral singularity; the method we propose handles
these and other types of spectral singularities, as well as poles of arbitrary order, in a universal
framework. Moreover, the method also makes taking limits [2] or related constructions such as
the generalized form of the Darboux transformation [22] unnecessary in generating high-order
rogue waves from the background field, and it yields an analytical setting in which the large N
asymptotics of Nth order rogue wave solutions can be effectively studied.
Before we proceed, we give a remark on notational conventions used in this paper.
Remark 1.1 (Notational convention). We denote by a∗ the complex conjugate of a complex number
a. When used with a matrix, A∗ denotes the element-wise complex conjugate, without transposi-
tion. We use the “dagger” symbol A† to denote the conjugate transpose (Hermitian) of a matrix
A. In this paper, a¯ is not used used to denote the complex conjugate of a quantity a. With the
exception of the Pauli matrices defined by
(7) σ1 :=
[
0 1
1 0
]
, σ2 :=
[
0 −i
i 1
]
, σ3 :=
[
1 0
0 −1
]
,
and the identity matrix I, we use boldface capital letters to denote matrices and boldface lower-
case letters to denote column vectors.
1.1. Rogue waves and the known inverse-scattering transform for the Cauchy problem (1)–
(3). To show what goes wrong when rogue waves are considered in the inverse-scattering trans-
form, we begin by reviewing the method that is already in the literature. The existing method
was introduced by Ma [31], further elucidated by Faddeev and Takhtajan [17], and substantially
developed by Biondini and Kovacˇicˇ [7], where the inverse problem was formulated as a matrix
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Riemann-Hilbert problem. This method has subsequently been used to prove a remarkable re-
sult [8], namely that under some conditions the solution of the Cauchy problem (1)–(3) takes on a
universal form as t→ ∞ that is independent of the initial condition (3).
The focusing NLS equation in the form (1) is the λ-independent compatibility condition for the
simultaneous linear equations of a Lax pair [39]
(8) ux = X(λ; x, t)u, X(λ; x, t) :=
[
−iλ ψ
−ψ∗ iλ
]
,
and
(9) ut = T(λ; x, t)u, T(λ; x, t) :=
[
−iλ2 + i 12
(|ψ|2 − 1) λψ+ i 12ψx
−λψ∗ + i 12ψ∗x iλ2 − i 12
(|ψ|2 − 1)
]
,
governing an auxiliary vector u (or more generally, a column of a fundamental solution matrix)
depending on (x, t) ∈ R2 and the complex spectral parameter λ ∈ C. The existence of simulta-
neous solutions of this Lax pair constitutes the basis of of the inverse-scattering transform (IST)
method to solve the Cauchy initial-value problem (1)–(3).
1.1.1. Review of the inverse-scattering transform. We now describe the method as it was formulated
in [8], in which the inverse problem is set in the complex λ-plane rather than in terms of a uni-
formization map to the Riemann sphere [7].
Direct transform. The Zakharov-Shabat problem (8) with the background field ψ = ψbg(x, t) ≡ 1
is a constant-coefficient first-order system and hence can be solved by diagonalization (or the
eigenvalue method) to obtain a fundamental a matrix of solutions:
(10) Ubg(λ; x) := n(λ)
[
1 i(λ− ρ(λ))
i(λ− ρ(λ)) 1
]
e−iρ(λ)xσ3 =: E(λ) e−iρ(λ)xσ3 ,
where ρ(λ) is determined from the equation ρ2 = λ2 + 1 (the characteristic equation for eigenval-
ues iρ of the constant coefficient matrix in (8) with ψ ≡ 1). To be concrete, we suppose that ρ(λ)
is the function analytic for complex λ with the exception of a vertical branch cut Σc between the
branch points λ = ±i, whose square coincides with λ2 + 1 and that satisfies ρ(λ) = λ+O(λ−1) as
λ → ∞. The scalar complex-valued function n(λ) in (10) is well defined as the function analytic
for λ ∈ C \ Σc satisfying
(11) n(λ)2 =
λ+ ρ(λ)
2ρ(λ)
, lim
λ→∞
n(λ) = 1 .
The normalization factor n(λ) ensures that det(Ubg(λ; x)) = 1. Note that each matrix element
of the unimodular matrix E(λ) (and hence those of the fundamental matrix Ubg(λ; x)) has (mild)
singularities at the (branch) points λ = ±i, where all four matrix elements of blow up as |λ ∓
i|−1/4. We also observe that Ubg(λ; x) and E(λ) are well defined as analytic functions for λ ∈
C \ Σc, but we may consider them as taking two different values on Σc \ {−i, i}, corresponding to
evaluating ρ(λ) and n(λ) as boundary values taken on one side or the other.
Roughly speaking, the continuous spectrum Γ for the direct problem consists of those values of λ
for which ρ(λ) is real. Since ρ(λ) takes distinct real boundary values on the branch cut Σc, it will
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be more convenient to distinguish these boundary values by defining Γ as the union of the real
intervals (−∞, 0) and (0,+∞) with the boundary of the slit domain C \ Σc, which is topologically
a circle. So, as a set of points in the λ-plane, we might write Γ := R ∪ Σc, but with each λ ∈
Σc \ {−i, i} we actually associate two distinct points of Γ, corresponding to the two boundary
values of ρ(λ). From here onwards, when we define or discuss quantities for λ ∈ Γ∩ (Σc \ {−i, i}),
we are doing so with two distinct boundary values of ρ(λ) and n(λ) corresponding to distinct
points on the boundary of the slit domain C \ Σc.
Suppose that t is fixed and ∆ψ(x, t) := ψ(x, t)− 1 is an absolutely integrable complex-valued
function of x ∈ R. For λ ∈ Γ \ {−i, i}, the Jost matrix solutions U = J±(λ; x, t) of (8) are defined
uniquely1 by the boundary conditions
(12) J±(λ; x, t) eiρ(λ)xσ3 = E(λ) + o(1), x → ±∞,
and through the renormalization K±(λ; x, t) := J±(λ; x, t) eiρ(λ)xσ3 , they can be obtained from the
unique solutions of the Volterra integral equations
(13)
K±(λ; x, t) = E(λ) +
x∫
±∞
E(λ) e−iρ(λ)(x−y)σ3 E(λ)−1∆Ψ(y, t)K±(λ; y, t) eiρ(λ)(x−y)σ3 dy , ρ(λ) ∈ R ,
where
(14) ∆Ψ(x, t) :=
[
0 ∆ψ(x, t)
−∆ψ(x, t)∗ 0
]
.
Because eiρ(λ)xσ3 is a diagonal matrix, the following are consequences of standard analysis of the
iterates that (see, for example, [7] and the references therein).
• The first column j−,1(λ; x, t) of J−(λ; x, t) and the second column j+,2(λ; x, t) of J+(λ; x, t)
are the boundary values of vector-valued functions of λ analytic in the domain C+ \ Σc
(corresponding to Im{ρ(λ)} > 0). For λ ∈ Σc \ {−i, i} this is only relevant for Im{λ} ≥ 0,
in which case the statement refers to the columns of the Jost matrices associated with both
boundary values of ρ(λ) and E(λ) as are needed to traverse the boundary of the slit domain
C+ \ Σc.
• The first column j+,1(λ; x, t) of J+(λ; x, t) and the second column j−,2(λ; x, t) of J−(λ; x, t)
are the boundary values of vector-valued functions of λ analytic in the domain C− \ Σc
(corresponding to Im{ρ(λ)} < 0). For λ ∈ Σc \ {−i, i} this is only relevant for Im{λ} ≤ 0,
with a similar caveat.
Following an analogous argument given in [15] for the defocusing problem, one can show that if
also x2∆ψ(x) ∈ L1(R), then j−,1 and j+,2 are O((λ− i)−1/4) as λ→ i while j+,1 and j−,2 are O((λ+
i)−1/4) as λ → −i. Moreover, det(J±(λ; x, t)) = 1 for λ ∈ Γ \ {−i, i}, and J±(λ; x, t) are both
fundamental matrices of solutions of (8) with ψ = ψ(x, t) for λ ∈ Γ \ {−i, i}. Thus, they satisfy the
scattering relation J+(λ; x, t) = J−(λ; x, t)S(λ; t), where S(λ; t) is called the scattering matrix defined
for λ ∈ Γ \ {−i, i} (in the generalized sense of Γ described above), and det(S(λ; t)) = 1. We may
1modulo the interpretation of λ ∈ Γ ∩ (Σc \ {−i, i}) discussed above
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write the scattering matrix in the following form
(15) S(λ; t) =:
[
a¯(λ; t) b¯(λ; t)
−b(λ; t) a(λ; t)
]
with
(16)
a(λ; t) := det
([
j−,1(λ; x, t); j+,2(λ; x, t)
])
, a¯(λ; t) := det
([
j+,1(λ; x, t); j−,2(λ; x, t)
])
,
b(λ; t) := det
([
j+,1(λ; x, t); j−,1(λ; x, t)
])
, b¯(λ; t) := det
([
j+,2(λ; x, t); j−,2(λ; x, t)
])
,
and the fact that these determinants are independent of x can be seen another way as a conse-
quence of Abel’s theorem.
These Wronskian formulae show that a(λ; t) and a¯(λ; t) extend analytically to the domains
Im{ρ(λ)} > 0 and Im{ρ(λ)} < 0 respectively, but b(λ; t) and b¯(λ; t) do not necessarily enjoy
analytic continuation from Γ in any direction. Moreover, a(λ; t), a¯(λ; t) → 1 as λ → ∞ in C+, C−
respectively [7]. In fact, we have the following estimate for the rate at which a(λ)→ 1.
Lemma 1.2. Suppose that ∆ψ(·, t) := ψ(·, t)− 1 ∈ L1(R), and ∆ψx(·, t) ∈ L1(R). Then a(λ; t)− 1 =
O(λ−1) uniformly in C+, and moreover, |a(λ; t)| > 12 provided that |λ| ≥ r[∆ψ], where r[∆ψ] is defined
by (292).
We give the proof in Appendix B. If (1+ x2)∆ψ(x) ∈ L1(R), then it follows from the estimates
of the Jost solutions for λ ≈ i and the Wronskian formula (16) for a that a(λ) = O((λ − i)−1/2)
as λ → i. In the special case that λ = i is a “virtual level” [7, Appendix B], one can show under
a slightly stronger decay assumption on ∆ψ that a(λ) = O(1) as λ → i (this is the case for the
background potential, for instance, for which a(λ) ≡ 1). The ratio
(17) R(λ; t) := b(λ; t)/a(λ; t) , λ ∈ Γ \ {−i, i} ,
(for Γ interpreted in the generalized sense) is called the reflection coefficient and it does not neces-
sarily have any analytic extension from Γ. We also define R¯(λ; t) := b¯(λ; t)/a¯(λ; t) for λ ∈ Γ.
The coefficient matrix X(λ; x, t) in (8) satisfies the Schwarz symmetry
(18) σ2X(λ∗; x, t)∗σ2 = X(λ; x, t).
This implies that if u(λ; x, t) is a solution of (8) for λ ∈ Γ \ {−i, i}, then so is iσ2u(λ∗, x, t)∗. Since
the Jost matrices J±(λ; x, t) are uniquely determined by their boundary conditions (12) for λ ∈
Γ \ {−i, i}, it follows that
(19) J±(λ; x, t) = σ2J±(λ∗; x, t)∗σ2, λ ∈ Γ \ {−i, i},
where we used the property that ρ(λ) = ρ(λ∗)∗ along with E(λ) = σ2E(λ∗)∗σ2. Thus the
scattering matrix also enjoys the same Schwarz symmetry on its domain, which implies that
a¯(λ; t) = a(λ∗; t)∗ and b¯(λ; t) = b(λ∗; t)∗ for λ ∈ Γ \ {−i, i}. Moreover, the analytic continua-
tions admitted by the Jost column vector solutions of (8) also satisfy the following symmetries in
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the indicated domains:
j−,1(λ; x, t) = iσ2j−,2(λ∗; x, t)∗, λ ∈ C+ \ Σc ,(20)
j+,1(λ; x, t) = iσ2j+,2(λ∗; x, t)∗, λ ∈ C− \ Σc .(21)
These relations extend the symmetry a¯(λ; t) = a(λ∗; t)∗ to the values of λ ∈ C− \ Σc.
Assuming for convenience of exposition2 that a(λ; t) 6= 0 for all λ ∈ Γ \ {−i, i} and that its
analytic extension to C+ \ Σc has only finitely many simple zeros ξ1(t), . . . , ξN(t), the scattering
data associated with ψ(·, t) is
(22) S(ψ(·, t)) :=
{
R(λ; t) = b(λ; t)/a(λ; t) for λ ∈ Γ \ {−i, i} , {(ξ j(t),γj(t))}Nj=1
}
,
where the nonzero proportionality constants γ1(t), . . . ,γN(t) are defined in terms of the analytic
Jost columns by (cf., (16))
(23) j−,1(ξ j(t); x, t) = γj(t)j+,2(ξ j(t); x, t).
Time dependence. Because ψ(x, t) is a solution of (1) by assumption, it is easy to verify that the
unimodular matrices J±(λ; x, t) e−iρ(λ)λtσ3 are both fundamental matrices of simultaneous solutions
of the Lax pair (8)–(9) for λ ∈ Γ \ {−i, i} and from this follows the time evolution of the scattering
matrix:
(24) S(λ; t) = e−iρ(λ)λtσ3 S(λ; 0) eiρ(λ)λtσ3 , S(λ; 0) := J−(λ; x, 0)−1J+(λ; x, 0) .
From this formula, it follows that a(λ; t) = a(λ; 0) =: a(λ), and hence the number of zeros N is also
constant as are the zeros themselves: ξ j(t) = ξ j(0) =: ξ j, j = 1, . . . , N. It also follows that R(λ; t) =
R(λ; 0) e2iρ(λ)λt holds for λ ∈ Γ \ {−i, i}. Finally, it can be shown that γj(t) = γj(0) e2iρ(ξ j)ξ jt,
j = 1, . . . , N. Therefore, the scattering data S(ψ(·, t)) enjoys explicit and elementary dependence
on t when ψ(·, t) evolves in time according to the Cauchy problem (1)–(3).
Inverse transform. The Beals-Coifman simultaneous solution of (8)–(9) is the sectionally meromor-
phic matrix-valued function
(25) UBC(λ; x, t) :=

[
a(λ)−1j−,1(λ; x, t) e−iρ(λ)λt ; j+,2(λ; x, t) eiρ(λ)λt
]
, λ ∈ C+ \ Σc ,[
j+,1(λ; x, t) e−iρ(λ)λt ; a¯(λ)−1j−,2(λ; x, t) eiρ(λ)λt
]
, λ ∈ C− \ Σc ,
and it is convenient to introduce the related function3
(27) MBC(λ; x, t) := UBC(λ; x, t) eiρ(λ)(x+λt)σ3 , λ ∈ C \ Γ.
2This assumption can be removed; indeed the robust transform we shall introduce later renders it obsolete.
3By (20), (21), for λ ∈ C+ \ Σc with a(λ) 6= 0, the matrix function MBC(λ; x, t) is uniquely determined by fact that the
columns of the associated matrix UBC(λ; x, t) satisfy the differential equation (8) and that boundary conditions
(26)
MBC(λ; x, t)→ I , as x → +∞ ,
MBC(λ; x, t) is bounded as x → −∞ ,
hold. These conditions can be combined into an integral equation for MBC(λ; x, t) of Fredholm type (see, for example,
[5] for details).
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MBC(λ; x, t) has simple poles at the points {ξ1, . . . , ξN} and {ξ∗1 , . . . , ξ∗N}, the zeros of a(λ) and
a¯(λ) := a(λ∗)∗ respectively, and no other singularities in its domain of definition. It satisfies the
normalization condition
(28) lim
λ→∞
MBC(λ; x, t) = I,
and det(M(λ; x, t)) = 1 holds identically. It also satisfies the Schwarz symmetry condition
(29) MBC(λ∗; x, t) = σ2MBC(λ; x, t)∗σ2, λ ∈ C \ Γ.
The boundary values taken by MBC(λ; x, t) on Γ = R ∪ Σc from either side are related by the
following jump conditions. For λ ∈ R, λ 6= 0, MBC(·; x, t) has well-defined nontangential boundary
values MBC± (λ; x, t) := lime↓0 MBC(λ± ie; x, t), and from the scattering relation J+ = J−S and the
definition of MBC(λ; x, t) we have
(30) MBC+ (λ; x, t) = M
BC− (λ; x, t) e−iρ(λ)(x+λt)σ3 VR(λ) eiρ(λ)(x+λt)σ3 , λ ∈ R \ {0},
where
(31) VR(λ) :=
[
1+ |R(λ; 0)|2 R(λ; 0)∗
R(λ; 0) 1
]
, λ ∈ R \ {0}.
For λ = i Im{λ} with 0 < Im{λ} < 1, MBC(·; x, t) takes well-defined boundary values given by
MBC± (λ; x, t) := lime↓0 MBC(λ± e; x, t) related by
(32)
MBC+ (λ; x, t) = M
BC− (λ; x, t) e−iρ−(λ)(x+λt)σ3 V↓(λ) eiρ+(λ)(x+λt)σ3 , λ = i Im{λ}, 0 < Im{λ} < 1,
where
(33) V↓(λ) :=
[
iR¯−(λ; 0) −i
−i(1+ R−(λ; 0)R¯−(λ; 0)) iR−(λ; 0)
]
, λ = i Im{λ}, 0 < Im{λ} < 1.
Here, ρ±(λ) := lime↓0 ρ(λ± e), and R−(λ; 0) and R¯−(λ; 0) refer to the elements of the scattering
matrix constructed from Jost solutions defined using the boundary value ρ−(λ) as well as the
corresponding boundary value E−(λ) taken by E(·). Finally, for λ = i Im{λ}with−1 < Im{λ} <
0, MBC(·; x, t) takes boundary values MBC± (λ; x, t) := lime↓0 MBC(λ∓ e; x, t) related by
(34)
MBC+ (λ; x, t) = M
BC− (λ; x, t) e−iρ−(λ)(x+λt)σ3 V↑(λ) eiρ+(λ)(x+λt)σ3 , λ = i Im{λ}, −1 < Im{λ} < 0,
where
(35) V↑(λ) := V↓(λ∗)†, λ = i Im{λ}, −1 < Im{λ} < 0.
The simple poles of MBC(λ; x, t) are characterized by the following residue conditions:
Res
λ=ξ j
MBC(λ; x, t) = lim
λ→ξ j
MBC(λ; x, t) e−iρ(ξ j)(x+ξ jt)σ3 Nj eiρ(ξ j)(x+ξ jt)σ3 , j = 1, . . . , N,
Res
λ=ξ∗j
MBC(λ; x, t) = lim
λ→ξ∗j
MBC(λ; x, t) e−iρ(ξ
∗
j )(x+ξ
∗
j t)σ3σ2N∗j σ2 e
iρ(ξ∗j )(x+ξ
∗
j t)σ3 , j = 1, . . . , N,
(36)
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where
(37) Nj :=
[
0 0
a′(ξ j)−1γj(0) 0
]
, j = 1, . . . , N.
The analyticity of MBC(·; x, t) in the domain C \ (Γ ∪ {ξ1, . . . , ξN , ξ∗1 , . . . , ξ∗N}), the normaliza-
tion condition MBC(λ; x, t) → I as λ → ∞, the jump conditions (30), (32), and (34), and residue
conditions (36) are all conditions on MBC(λ; x, t) involving the scattering data at t = 0 that can be
computed from the initial condition (3) alone via the direct transform. Moreover, these Riemann-
Hilbert conditions are nearly enough to determine MBC(λ; x, t). The only missing piece of infor-
mation concerns the nature of the boundary values taken by MBC(·; x, t) on Γ. The direct trans-
form shows that these boundary values are continuous functions of λ with the exception of the
points {−i, i}. These points are singularities of MBC(λ; x, t), as must be the case because V↓(λ)
does not tend to the identity as λ → i. Moreover, in the simplest case of the background poten-
tial ψbg(x, 0) ≡ 1, the Beals-Coifman matrix is MBCbg (λ; x, t) = E(λ) which exhibits −1/4 power
singularities at λ = ±i. We therefore supplement the Riemann-Hilbert conditions with an addi-
tional growth condition to account for this singularity. Taking into account the behavior in the
background case, we impose the following growth condition:
(38) MBC(λ; x, t) = O((λ∓ i)−1/4), λ→ ±i.
Indeed, under the assumption that (1 + x2)∆ψ(x) ∈ L1(R) and that a(i) 6= 0 if λ = i is a “vir-
tual level” [7, Appendix B], this condition correctly4 estimates the growth rate of MBC(λ; x, t)
as λ → ±i. Another way to formulate (38) is simply to require that the boundary values of
MBC(·; x, t) lie in L2(Γ). The growth condition is not explicitly stated in [8] but it is necessary to
ensure uniqueness of the inverse problem.
Summary of the IST. The IST method to solve the Cauchy initial value problem (1)–(3) consists of
the following steps. Given suitable initial data ψ0(x) = ψ(x; 0), for λ ∈ Γ \ {−i, i} one calculates
the Jost matrices J±(λ; x, 0) and hence S(λ; 0). Assuming finitely many simple zeros ξ1, . . . , ξN of
a(·) = a(·; 0) in C+ \ Σc, one computes also the proportionality constants γ1(0), . . . ,γN(0) using
(23). This completes the calculation of the scattering data at t = 0 and constitutes the direct
transform.
Then one allows the scattering data to evolve explicitly in time t > 0, and uses it to formulate
the inverse problem, namely seeking MBC(λ; x, t) that satisfies the Riemann-Hilbert conditions
augmented with (38). Under some technical conditions that are not of concern here, this Riemann-
Hilbert problem has a unique solution, and thus MBC(λ; x, t) is constructed for all (x, t) ∈ R2 from
the scattering data obtained from the initial condition (3). Finally, from MBC(λ; x, t) one obtains a
function ψ(x, t) satisfying (1) by the limit
(39) ψ(x, t) = 2i lim
λ→∞
λMBC12 (λ; x, t) .
4It seems to us that it might be possible for λ = i to be a virtual level and also to have a(i) = 0 for some special potentials
∆ψ with (1 + x2)∆ψ(x) ∈ L1(R), in which case (38) is violated. The robust transform we introduce in Section 2 will
sidestep this difficulty as well.
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Under some additional assumptions that in particular exclude rogue waves, ψ(x, t) is then the
solution of the Cauchy initial-value problem (1)–(3).
1.1.2. Spectral singularities. Spectral singularities are points λ in the continuous spectrum Γ at which
MBC(·; x, t) fails to have a well-defined non-tangential limit from one side or the other. There are
potentially two kinds of spectral singularities in this problem.
One type of spectral singularity is a zero of the scattering coefficient a(·) (a¯(·) respectively) at
a point λ 6= i (λ 6= −i respectively) on the boundary of the domain C+ \ Σc (C− \ Σc respec-
tively). Since the Jost solutions j∓,1(·; x, t) and j±,2(·; x, t) are not only analytic in C± \ Σc but also
continuous up to the boundary except at λ = ±i, from (25) and (27) one sees that such zeros of
a(·) or a¯(·) are indeed spectral singularities and they are the only possible ones that can occur for
λ 6= ±i. From one point of view, zeros of a or a¯ in Γ \ {−i, i} are to be expected because two initial
conditions without such spectral singularities but with different values of n, the number of zeros
of a in C+ \ Σc weighted by multiplicity, can be connected by a suitable homotopy in which there
must be at least one point at which a zero of finite multiplicity is “born” from Γ. An even more
disturbing situation was described by Zhou [40] in the context of the simpler Cauchy problem for
(1) with zero boundary conditions (6). For the latter problem (see [39, 1, 5] for details of the IST
solution in this setting) it was shown by Beals and Coifman [5] that for an open dense subset of
initial conditions ψ0 ∈ L1(R) there are no spectral singularities and the analogue of the number n
is finite. On the other hand, as shown by Zhou [40, Example 3.3.16], the complement of this dense
open subset contains Schwartz-class functions ψ0 for which n = ∞ and infinitely many zeros of a
accumulate at certain points in the continuous spectrum Γ (for zero boundary conditions, Γ = R).
Moreover, there exist Schwartz-class ψ0 for which there are infinitely many of these accumulation
points, which themselves accumulate from within Γ at particularly severe spectral singularities.
In order to deal with spectral singularities in the zero boundary condition setting, Zhou [40] and
Deift and Zhou [13] developed a method based on combining the standard Beals-Coifman matrix
MBC(λ; x, t) for values of λ suitably large that the latter has no singularities with another simul-
taneous solution of the Lax pair (8)–(9) for smaller λ. This other solution matrix was constructed
as the product of the Beals-Coifman matrix taken for a sufficiently “cut-off” version of ψ0 that it
generates no singularities and evaluated for x equal to the cut-off point x = L with a transfer
matrix solution of (8) to obtain the solution at a general x ∈ R from that at x = L. This approach
leads to a Riemann-Hilbert problem for a sectionally holomorphic matrix (no poles at all) that
takes continuous boundary values on Γ = R as well as on a circle of large radius where the two
matrix solutions are related by a computable jump condition. To complete this brief discussion of
spectral singularities caused by zeros of a or a¯, we simply make the point that while the sort of
severe spectral singularities exhibited by Schwartz-class ψ0 in the zero boundary conditions case
have not yet been observed in the presence of non-zero boundary conditions, there is no reason to
assume that they cannot occur for certain ψ0 with ∆ψ0 := ψ0 − 1 Schwartz-class.
The other spectral singularities in the IST solution of the Cauchy problem (1)–(3) with nonzero
boundary conditions are those at λ = ±i. These are present due to the nonzero background
ψ ≡ 1, of which the initial condition ψ0 is a localized perturbation. We have already pointed
out that the matrix UBCbg (λ; x, t) := E(λ) e
−iρ(λ)(x+λt)σ3 , which is the Beals-Coifman simultaneous
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solution matrix of (8)–(9) for ψ0(x) ≡ 1 blows up like (λ∓ i)−1/4 as λ → ±i. These singularities
generally propagate into the Jost matrix solutions J±(λ; x, t) through the integral equations (13),
which involve E(λ), although from (13) alone it is generally (i.e., in absence of an extra condition
like (1 + x2)∆ψ(x) ∈ L1(R)) difficult to assess how the severity of the singularities induced at
λ = ±i relates to ∆ψ(x, t). We wish to point out that the cut-off potential approach of [41] and [13]
does not sidestep the issue, because these spectral singularities are features of the background potential
itself and the cut-off approach simply replaces one potential by another one that is sufficiently
close in L1(R) to the background.
The reason that the background potential ψ0(x) ≡ 1 produces spectral singularities at λ = ±i
in the Beals-Coifman solution UBCbg (λ; x, t) is simple: the constant coefficient matrices in the Lax
pair (8)–(9) fail to be diagonalizable at λ = ±i. Therefore, the eigenvalue method, on which the
construction of the matrix UBCbg (λ; x, t) is based, cannot produce a fundamental solution matrix
when λ = ±i. The spectral singularities thus appear upon normalizing the eigenvectors so that
det(UBCbg (λ; x, t)) = 1. Note however that the essence of the difficulty lies in the collapse in the
dimension of the eigenvector span, and this difficulty remains if one chooses to work with non-
unimodular solution matrices or attempts to regularize the branch points at λ = ±i by mapping
the slit domain C \ Σc to the Riemann sphere via the Joukowski mapping [7].
1.1.3. Attempting to capture rogue waves in the IST. The spectral singularities at λ = ±i are the rea-
son why the IST as described in Section 1.1.1 does not capture rogue waves. Here the example
of the Peregrine solution ψP(x, t) (5) is particularly instructive. Since ψP(·, t)− 1 ∈ L1(R) for all
t ∈ R, the direct transform applies. Rather than compute the Jost solutions via the Volterra equa-
tions (13), it is more convenient to appeal to algebraic methods such as the generalized Darboux
transformation [22] to construct a basis of simultaneous solutions of (8)–(9) for ψ = ψP(x, t) and
λ ∈ Γ \ {−i, i}. The result (see Corollary 3.7) is that S = SP(λ; 0) ≡ I for all λ ∈ Γ \ {−i, i}. There-
fore, there are no poles of MBCP (λ; x, t) in C \ Γ, and the reflection coefficient is R = RP(λ; 0) ≡ 0.
This implies that the Peregrine solution ψ = ψP(x, t) is indistinguishable from the background solution
ψbg(x, t) ≡ 1 at the level of the scattering data (22), i.e., the direct transform ψ 7→ S(ψ) is not injective.
Indeed, S(ψP) = S(ψbg). Although they share the same scattering data, the matrices UBCP (λ; x, t)
and UBCbg (λ; x, t) do not coincide; they are distinguished by the rate at which they blow up as
λ → ±i. The difficulty lies in working out how to take this asymptotic behavior of the matrix
MBC(λ; x, t) as λ → ±i into account in the formulation of the IST. If one begins with the initial
condition ψ0(x) = ψP(x, 0) and enforces the growth condition (38) in the inverse problem, the
IST returns instead the background solution ψbg(x, t) ≡ 1. However, if one simply replaces the
growth condition (38) with the estimate MBC(λ; x, t) = O((λ∓ i)−3/4) as λ→ ±i known to be cor-
rect for the matrix MBCP (λ; x, t) (see Remark 3.8), then one loses the uniqueness of the solution of
the inverse problem as MBCP (λ; x, t) and M
BC
bg (λ; x, t) are no longer distinguished by the Riemann-
Hilbert conditions augmented with the updated (weakened, really) growth condition. All of these
remarks apply to the higher-order rogue waves [4] (see Figures 8 and 11) as well, although as the
order increases, so does the rate at which MBC(λ; x, t) blows up as λ → ±i. Note that neither
the Peregrine solution nor its higher-order analogues satisfy the condition (1+ x2)∆ψ(x) ∈ L1(R)
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that, with some additional technical assumptions related to virtual levels at ±i, guarantees the
growth estimate on MBC(λ; x, t) in the form (38).
None of this is to say that exact rogue wave solutions cannot be obtained from the IST summa-
rized in Section 1.1.1 by a limiting process. Indeed, it is well known that they can be found by
first writing down the reflectionless multi-soliton solutions in which the parameters {ξ1, . . . , ξN}
and {γ1(0), . . . ,γN(0)} are retained as variables, and then subsequently taking a suitable limit in
which certain ξ j tend to i (and γj is suitably scaled). However, the above discussion makes clear
the fact that these solutions cannot be obtained directly. Moreover, the limiting techniques are
useful for exact (reflectionless) solutions, but they are not as useful if R(λ; 0) 6≡ 0.
The purpose of this paper is to introduce a new version of the IST for the Cauchy problem
(1)–(3) that is sufficiently robust to capture in an elementary way the missing information about
the rate of growth of the Beals-Coifman matrix as λ → ±i. In fact, as the reader will see, it is
never necessary to consider this rate of growth at all, as the information is encoded instead in the
analytic columns of the Jost solution matrices at a finite distance from these spectral singularities.
1.2. Outline of the paper. In Section 2 we formulate the robust IST for the Cauchy problem (1)–
(3). Then in Section 3 we show how the robust IST makes the application of iterated Darboux
transformations easier than in the traditional approach, and in particular how the robust IST
builds in automatically the missing generalized eigenvectors that have to be extracted by dif-
ferentiation with respect to λ in the generalized Darboux transformation method [22]. Thus rogue
waves of arbitrary order can be calculated from the robust IST using only standard Darboux meth-
ods. As a more analytical application, in Section 4 we begin to consider the question of dynamical
stability/instability of rogue waves by linearizing the robust IST about a solution of the Cauchy
problem (1)–(3). We present the solution of the linearized problem as a kind of spectral transform
involving squared eigenfunctions, which allows us to draw some preliminary conclusions about
the nature of instabilities and how they essentially arise from the background itself. Some of the
more technical calculations are relegated to the appendices of the paper.
1.3. Acknowledgements. The authors are grateful to Liming Ling for useful discussions. Both
authors were partially supported by the National Science Foundation under grant DMS-1513054.
In addition, D. B. was supported by an AMS-Simons Travel Grant.
2. THE ROBUST IST
As pointed out in Section 1.1.2, the “cut-off” approach of Deift and Zhou [13, 40] does not
apply in the case of nonzero boundary conditions. However, we may take from it the following
key ideas:
• Simultaneous solutions of the Lax pair (8)–(9) adapted to the boundary conditions at hand
(the Beals-Coifman solutions UBC(λ; x, t)) are essential to consider for large λ in order to
build in the correct asymptotic normalization condition for the Riemann-Hilbert problem
of inverse scattering.
• On the other hand, other simultaneous solutions of (8)–(9) can be useful for bounded λ.
In particular, solutions of initial-value problems for (8)–(9) have fantastic analytic properties
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with respect to λ although they fail to capture any information about boundary conditions
at infinity.
To define what we mean by a solution of an initial-value problem for (8)–(9) and demonstrate its
analytic features, we begin with the following proposition.
Proposition 2.1. Fix L ∈ R. Suppose that ψ(x, t) is a bounded classical solution of the focusing NLS
equation (1) defined for (x, t) in a simply-connected domainΩ ⊆ R2 that contains the point (L, 0). Then for
each λ ∈ C there exists a unique simultaneous fundamental solution matrix U = Uin(λ; x, t), (x, t) ∈ Ω,
of the Lax pair equations (8)–(9) together with the initial condition Uin(λ; L, 0) = I. Moreover, Uin(λ; x, t)
is an entire function of λ for each (x, t) ∈ Ω, and det(Uin(λ; x, t)) ≡ 1.
Proof. The proof is based on a standard Picard iteration argument for the system of simultaneous
linear differential equations (8)–(9) inΩ ⊂ R2 (see, for example, [11, Chapter 1] for a more detailed
construction). Let (x, t) ∈ Ω be fixed. Because ψ(x, t) is a solution of the focusing NLS equation (1)
in Ω, the linear differential equations (8)–(9) are compatible, i.e., the coefficient matrices X(λ; x, t)
and T(λ; x, t) satisfy the zero-curvature condition
(40) Xt − Tx + [X, T] = 0
and therefore since Ω is simply connected, we can setup a Picard iteration to integrate the si-
multaneous equations (8)–(9) along an arbitrary smooth path Π in Ω from (L, 0) to (x, t) and
be guaranteed that the result of the iteration will be independent of the choice of path. Let
the path Π be parametrized by x = X(u), t = T(u), 0 ≤ u ≤ 1, such that (X(0), T(0)) =
(L, 0) and (X(1), T(1)) = (x, t). The integral equation governing the restriction WΠ(λ; u) :=
Uin(λ; X(u), T(u)) of Uin(λ; x, t) to the path Π is then
(41)
WΠ(λ; u) = I+
∫ u
0
[
X(λ; X(v), T(v))X′(v) + T(λ; X(v), T(v))T′(v)
]
WΠ(λ; v) dv, 0 < u ≤ 1.
By assumption on the classical nature of the solution ψ(x, t) of (1), the expression in square brack-
ets in the integrand is continuous in v, and this guarantees uniform convergence of the Picard iter-
ates (possibly first chopping the interval [0, 1] into finitely-many subintervals and re-starting the
iteration after each). The expression in square brackets in the integrand is also a (quadratic) poly-
nomial in λ, so by an argument based on Morera’s Theorem and Fubini’s Theorem, the iterates are
all entire functions. As the iterates converge uniformly on compact subsets of λ ∈ C, the unique
solution of the initial-value problem is entire in λ. By compatibility, Uin(λ; x, t) := WΠ(λ; 1) is
well defined regardless of the choice of path Π. The fact that det(Uin(λ; x, t)) = 1 then follows
from det(Uin(L, 0)) = det(I) = 1 using Abel’s Theorem, because tr(X(λ; x, t)) = tr(T(λ; x, t)) = 0
holds for λ ∈ C and (x, t) ∈ Ω. 
Note that the Schwarz symmetry of the coefficient matrices X(λ; x, t) and T(λ; x, t) (see (18)
for X; the analogous result holds also for T) of the simultaneous differential equations (8) and (9)
implies that σ2Uin(λ∗; x, t)∗σ2 is also an entire simultaneous solution matrix for the system (8)–(9).
Since this solution matrix coincides with Uin(λ; L, 0) = I for (x, t) = (L, 0), by uniqueness we
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conclude that
(42) Uin(λ; x, t) = σ2Uin(λ∗; x, t)∗σ2.
Remark 2.2. In practice, Uin(λ; x, t) can also be obtained from any matrix U(λ; x, t) of simultaneous
solutions of (8)–(9) defined and fundamental for λ ∈ C with the possible exception of isolated
points or even curves and defining for some chosen L ∈ R
(43) Uin(λ; x, t) := U(λ; x, t)U(λ; L, 0)−1.
Regardless of whether U(λ; x, t) is analytic anywhere, by uniqueness of the solution of the initial-
value problem solved in the proof of Proposition 2.1 this formula produces the desired object for
all λ with the exception of removable singularities at the aforementioned isolated points or curves.
Recall from Lemma 1.2 that if ∆ψ0 and ∆ψ′0 are absolutely integrable on R, then |a(λ)| > 12
holds for |λ| ≥ r[∆ψ] > 1 and Im{λ} ≥ 0. Let Σ0 denote the circle of radius r = r[∆ψ] centered at
the origin in the λ-plane, and let D0 denote the open disk whose boundary is Σ0. Since r > 1, the
branch cut Σc is contained in D0. We also define the following related domains:
(44) D± := {λ ∈ C : |λ| > r[∆ψ] and Im{λ} ≷ 0},
and the following contours which divide the λ-plane into disjoint regions D0, D+, and D−:
(45)
Σ+ := {λ ∈ Σ0 : Im{λ} ≥ 0},
Σ− := {λ ∈ Σ0 : Im{λ} ≤ 0},
ΣL := {λ ∈ R : λ ∈ (−∞,−r[∆ψ]]},
ΣR := {λ ∈ R : λ ∈ [r[∆ψ],+∞)}.
Note that Σ0 = Σ+ ∪ Σ−. We orient both semicircular arcs Σ± in the direction from λ = −r[∆ψ] to
λ = r[∆ψ], ΣL from λ = −∞ to λ = −r[∆ψ], and ΣR from λ = r[∆ψ] to λ = +∞. See Figure 2. We
denote by Σ the union of all of these contours.
We now define for λ ∈ C \ Σ a simultaneous fundamental solution matrix for the Lax pair
(8)–(9) as follows:
(46) U(λ; x, t) :=
UBC(λ; x, t), λ ∈ D+ ∪ D−Uin(λ; x, t), λ ∈ D0,
where UBC(λ; x, t) is defined by (25) and Uin(λ; x, t) is defined in Proposition 2.1.
Assuming only that the initial condition ψ0 in (3) satisfies ∆ψ0 := ψ0 − 1 ∈ L1(R) and ∆ψ′0 ∈
L1(R) and generates a classical solution ψ(x, t) of the Cauchy problem (1)–(3), Lemma 1.2 and the
formula (25) show that U(λ; x, t) is analytic in D+ and D− and takes continuous boundary values
from these domains on Σ. Similarly, Proposition 2.1 guarantees that U(λ; x, t) is analytic in D0 and
takes continuous boundary values on Σ0 = ∂D0. Furthermore, det(U(λ; x, t)) = 1 holds for all
λ ∈ C \ Σ. Combining (27)–(29) and (42), we see that
(47) U(λ∗; x, t) = σ2U(λ; x, t)∗σ2, λ ∈ C \ Σ, (x, t) ∈ R2.
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Σ+
Σ−
Reλ
Imλ
D+
D−
ΣRΣL
Σ0 = Σ+ ∪ Σ−
D0
−ir•
ir•
r•−r•
FIGURE 2. Definitions of the regions D0, D±, and the contours Σ0, ΣL, and ΣR.
Now define the related matrix M(λ; x, t) by
(48) M(λ; x, t) := U(λ; x, t) eiρ(λ)(x+λt)σ3 , λ ∈ C \ (Σ ∪ Σc), (x, t) ∈ R2,
where U(λ; x, t) is defined by (46). The exponential factor eiρ(λ)(x+λt)σ3 introduces a new jump
discontinuity across Σc, but otherwise M(λ; x, t) is analytic where it is defined. Furthermore, from
(27) and (28) we see that for each fixed (x, t) ∈ R2, M(λ; x, t)→ I as λ→ ∞ in D±, uniformly with
respect to direction. It is easy to see that M(λ; x, t) takes continuous boundary values on Σ ∪ Σc,
including at the endpoints λ = ±i of Σc (since ρ(±i) = 0 unambiguously and Uin(λ; x, t) is analytic
at λ = ±i).
We now compute the jump conditions relating these boundary values. It will be convenient to
oppositely orient the parts of Σc in the upper and lower half-planes, so we define
(49) Σ+c := {λ ∈ Σc : Im{λ} ≥ 0} , Σ−c := {λ ∈ Σc : Im{λ} ≤ 0} ,
and orient both contours Σ±c in the direction toward the origin λ = 0. This makes Σ ∪ Σc a
Schwarz-symmetric contour (taking orientation into account). See Figure 3. We adopt the usual
convention that M+(λ; x, t) (respectively M−(λ; x, t)) denotes the boundary value taken at a reg-
ular (non-self-intersection) point of Σ ∪ Σc from the left (respectively right) side by orientation.
Proposition 2.3. The continuous boundary values taken by M(λ; x, t) satisfy the jump conditions
(50) M+(λ; x, t) =
M−(λ; x, t) e−iρ(λ)(x+λt)σ3 V(λ) eiρ(λ)(x+λt)σ3 , λ ∈ Σ ,M−(λ; x, t) e2iρ+(λ)(x+λt)σ3 , λ ∈ Σc ,
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Reλ
Imλ
D+
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Σ0 = Σ+ ∪ Σ−
D0
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Σ−c
−ir•
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FIGURE 3. Definitions of the regions D0, D±, and the contours Σ0, ΣL, and ΣR.
Σc = Σ+c ∪ Σ−c is the branch cut of the function ρ(λ).
with
(51) V(λ) :=

V+(λ) , λ ∈ Σ+ ,
V−(λ) , λ ∈ Σ− ,
VR(λ) , λ ∈ ΣL ∪ ΣR ,
where
V+(λ) :=
[
a(λ)−1j−,1(λ; L, 0); j+,2(λ; L, 0)
]
,(52)
V−(λ) :=
[
j+,1(λ; L, 0); a¯(λ)−1j−,2(λ; L, 0)
]−1
,(53)
and VR(λ) is defined by (31) in terms of the reflection coefficient associated with the initial data ψ0.
The main part of the proof is to establish the jump conditions across Σ±, and for this purpose
it is useful to think of Uin(λ; x, t) as a “transfer matrix” as illustrated in Figure 4. The sort of
reasoning illustrated in this figure is similar to that used to study mixed initial-boundary value
problems using the unified transform method; see [18, 19].
Proof. Since M(λ; x, t) = MBC(λ; x, t) for λ ∈ D+ ∪ D−, where the Beals-Coifman matrix function
is defined in (27), the jump condition on ΣL ∪ΣR ⊂ R is just a special case of the formula (30)–(31).
Next, fix λ ∈ Σ+. Observe that since j−,1(λ; x, t) e−iρ(λ)λt is a simultaneous solution of the Lax
pair (8)–(9) and since Uin(λ; x, t) is a fundamental solution matrix for the same system, there exists
a vector d+,1(λ) (independent of (x, t) ∈ R2) such that the first column of UBC(λ; x, t) satisfies
(54) a(λ)−1j−,1(λ; x, t) e−iρ(λ)λt = Uin(λ; x, t)d+,1(λ) , λ ∈ Σ+ .
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x
t
(L, 0)
•
•
(x, t) j+,2(λ; x, t) eiρ(λ)λtσ3
j+,2(λ; L, 0)
j−,1(λ; x, t) e−iρ(λ)λtσ3
j−,1(λ; L, 0)
Uin(λ; x, t)
FIGURE 4. The computation of the jump condition for λ ∈ Σ+. Thus
j−,1(λ; x, t) e−iρ(λ)λtσ3 = Uin(λ; x, t)j−,1(λ; L, 0) and j+,2(λ; x, t) eiρ(λ)λtσ3 =
Uin(λ; x, t)j+,2(λ; L, 0).
Taking (x, t) = (L, 0), the identity Uin(λ; L, 0) = I then determines d+,1(λ) = a(λ)−1j−,1(λ; L, 0).
Similarly, since j+,2(λ; x, t) eiρ(λ)λt is a simultaneous solution of the system (8)–(9), there exists a
vector d+,2(λ) such that the second column of UBC(λ; x, t) satisfies
(55) j+,2(λ; x, t) eiρ(λ)λt = Uin(λ; x, t)d+,2(λ) , λ ∈ Σ+ ,
and again taking (x, t) = (L, 0) we get d+,2(λ) = j+,2(λ; L, 0). Then (54) and (55) imply that for
λ ∈ Σ+, by the clockwise orientation of Σ+ we have
(56)
U+(λ; x, t) = U−(λ; x, t)
[
d+,1(λ) , d+,2(λ)
]
= U−(λ; x, t)
[
a(λ)−1j−,1(λ; L, 0) , j+,2(λ; L, 0)
]
,
because U+(λ; x, t) = Uin(λ; x, t) and U−(λ; x, t) = UBC(λ; x, t) for λ ∈ Σ+. Because ρ(λ) is
analytic on Σ0, this proves that the jump condition satisfied by M(λ; x, t) on Σ+ is
(57) M+(λ; x, t) = M−(λ; x, t) e−iρ(λ)(x+λt)σ3 V+(λ) eiρ(λ)(x+λt)σ3 , λ ∈ Σ+ ,
where V+(λ) is defined by (52). A completely analogous calculation shows that
(58) M+(λ; x, t) = M−(λ; x, t) e−iρ(λ)(x+λt)σ3 V−(λ) eiρ(λ)(x+λt)σ3 , λ ∈ Σ− ,
where V−(λ) is defined by (53).
Finally, to prove the jump condition of M(λ; x, t) across Σc = Σ+c ∪ Σ−c , observe that Σc is
contained in D0, where Uin(λ; x, t) is single-valued and analytic, and that ρ+(λ) = −ρ−(λ) for
λ ∈ Σc. Thus,
(59)
M+(λ; x, t) = Uin(λ; x, t) eiρ+(λ)(x+λt)σ3 = Uin(λ; x, t) eiρ−(λ)(x+λt)σ3
[
ei[ρ+(λ)−ρ−(λ)](x+λt)σ3
]
= M−(λ; x, t) e2iρ+(λ;x,t)σ3 , λ ∈ Σ±c ,
and this completes the proof. 
Note that a(λ) and a¯(λ) appearing in the jump matrices (52)–(53) respectively are defined by
(16), and as the relevant Wronskian determinants are independent of the variables (x, t) we may
choose (x, t) = (L, 0):
(60) a(λ) = det
([
j−,1(λ; L, 0); j+,2(λ; L, 0)
])
, a¯(λ) = det
([
j+,1(λ; L, 0); j+,2(λ; L, 0)
])
,
and thus it is obvious that det(V±(λ)) = 1.
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One can now see that the matrix M(λ; x, t) defined in (48) satisfies the conditions of the fol-
lowing Riemann-Hilbert problem, the data for which only involves the initial condition ψ0(x).
Even more significantly, we require no condition on ψ0 to guarantee any particular rate of growth of
MBC(λ; x, t) as λ → ±i. Indeed, there is no need for any growth condition like (38) to make the
following problem well-posed.
Riemann-Hilbert Problem 1. Seek a 2× 2 matrix function M(λ; x, t) that has the following properties:
• Analyticity: M(λ; x, t) is analytic for λ ∈ D+ ∪ D− and for λ ∈ D0 \ Σc .
• Jump Condition: M(λ; x, t) takes continuous boundary values M±(λ; x, t) on Σ ∪ Σc, and
they are related by the jump conditions described in Proposition 2.3.
• Normalization: limλ→∞ M(λ; x, t) = I.
This Riemann-Hilbert problem has many of the features that are expected and desirable in the
setting of inverse scattering. Indeed, the “core” jump matrix V(λ) in (51) depends solely on scat-
tering data (well-defined Jost solutions) associated with the initial data ψ0 for the Cauchy initial-
value problem (1)–(3), and all (x, t)-dependence in the problem enters via conjugation of the core
jump matrix by elementary diagonal exponential factors. Furthermore, we can show that this
problem has a unique solution for all (x, t) ∈ R2.
Theorem 2.4. Riemann-Hilbert Problem 1 has a unique solution for all (x, t) ∈ R2.
Proof. We will show that the jump conditions and the jump matrices in Riemann-Hilbert Prob-
lem 1 satisfy the hypotheses of Zhou’s Vanishing Lemma [41, Theorem 9.3]. Note that the jump
contour Σ ∪ Σc has the necessary invariance under Schwarz reflection with orientation. We first
show that for all λ ∈ (Σ ∪ Σc) \ R, the jump matrix V(λ; x, t) := M−(λ; x, t)−1M+(λ; x, t) sat-
isfies V(λ∗; x, t) = V(λ; x, t)†. Note that V+(λ) = UBC(λ; L, 0) for λ ∈ Σ+ while V−(λ) =
UBC(λ; L, 0)−1 for λ ∈ Σ−. Suppose that λ ∈ Σ+. Since the Schwarz symmetry (29) implies
that UBC(λ∗; x, t) = σ2UBC(λ; x, t)∗σ2 which can be re-written as UBC(λ∗; x, t)† = UBC(λ; x, t)−1
because det(UBC(λ; x, t)) = 1,
(61)
V(λ∗; x, t) = e−iρ(λ
∗)(x+λ∗t)σ3 V−(λ∗) eiρ(λ
∗)(x+λ∗t)σ3
= e−iρ(λ)
∗(x+λt)∗σ3 UBC(λ∗; x, t)−1 eiρ(λ)
∗(x+λt)∗σ3
=
[
eiρ(λ)(x+λt)σ3
]†
UBC(λ; x, t)†
[
e−iρ(λ)(x+λt)σ3
]†
=
[
e−iρ(λ)(x+λt)σ3 V+(λ) eiρ(λ)(x+λt)σ3
]†
= V(λ; x, t)†.
Supposing next that λ ∈ Σ+c , we have
(62)
V(λ∗; x, t) = e2iρ+(λ
∗)(x+λ∗t)σ3
= e2iρ−(λ)
∗(x+λ∗t)σ3 =
[
e2iρ+(λ)(x+λt)σ3
]†
= Vc(λ; x, t)† .
It remains to show that if λ ∈ ΣL ∪ ΣR (i.e., the part of the jump contour on the real axis), then
V(λ; x, t) + V(λ; x, t)† is positive definite. For such λ, ρ(λ) is real-valued and VR(λ) defined by
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(31) is hermitian, so we have
(63) V(λ; x, t) + V(λ; x, t)† = 2 e−iρ(λ)(x+λt)σ3 VR(λ) eiρ(λ)(x+λt)σ3 = H(λ; x, t)†H(λ; x, t),
where
(64) H(λ; x, t) :=
√
2
[
1 0
R(λ) eiρ(λ)(x+λt) 1
]
is an invertible matrix (det(H(λ)) = 2). Since every matrix of the form H†H with H invertible is
positive definite, the desired conclusion follows. With the normalization condition M(λ; x, t)→ I
as λ → ∞, we have confirmed all the hypotheses of Zhou’s Vanishing Lemma. Consequently,
Riemann-Hilbert Problem 1 is uniquely solvable. 
From the solution M(λ; x, t) of Riemann-Hilbert Problem 1 we recover the solution ψ(x, t) of
the Cauchy problem (1)–(3) via the limit
(65) ψ(x, t) = 2i lim
λ→∞
λM12(λ; x, t) = 2i lim
λ→∞
λMBC12 (λ; x, t).
A reasonable question to ask is: what happened to all of the poles and spectral singularities that
can be present for reasonable initial data in the traditional IST outlined in Section 1.1.1? The an-
swer is that this information is now encoded instead in the in the jump matrices V±(λ) supported
on the circle Σ0. These jump matrices are locally analytic on Σ0 and upon carrying out analytic con-
tinuation into D0 all of these singularities will re-emerge. We wish to emphasize that in order to
compute the jump matrices V±(λ) no analytic continuation away from the continuous spectrum
Γ is necessary, since the Volterra integral equations characterizing the Jost solutions appearing in
(52)–(53) can be solved by iteration for fixed λ on the corresponding jump contours. Finally, for
the purposes of the robust IST it is sufficient to assume that ∆ψ := ψ − 1 and ∆ψ′ lie in L1(R);
there is no need for any stronger decay condition such as (1 + x2)∆ψ(x) ∈ L1(R). Note that the
Peregrine solution ψP given by (5) and its higher-order generalizations satisfy ∆ψ,∆ψ′ ∈ L1(R),
but not (1+ x2)∆ψ(x) ∈ L1(R).
Remark 2.5. The proof of Theorem 2.4 relies on only basic properties of the jump matrix V(λ; x, t) =
e−iρ(λ)(x+λt)σ3 V(λ) eiρ(λ)(x+λt)σ3 defined for λ ∈ Σ, namely that V(λ∗) = V(λ)† holds for λ ∈
Σ0 ⊂ Σ and that V(λ) + V(λ)† is positive definite for λ ∈ ΣL ∪ ΣR ⊂ Σ. Hence, whenever
V(λ) has such properties (in additional to standard technical properties characterizing a function
space for V and the sense in which V → I as λ → ∞ from within ΣL ∪ ΣR ⊂ Σ), the conclusion
of Theorem 2.4 holds. Moreover, a standard dressing argument based on the the fact that the
matrix U(λ; x, t) = M(λ; x, t) e−iρ(λ)(x+λt)σ3 satisfies Riemann-Hilbert conditions independent of
(x, t) ∈ R2 shows that the function ψ(x, t) extracted from the unique solution of Riemann-Hilbert
Problem 1 via (65) is a global classical solution of the focusing NLS equation (1). Significantly, this
conclusion holds even in the generalized setting in which V need not originate via the (robust)
direct scattering transform for any Cauchy data (3).
Remark 2.6. Note that L ∈ R appears as an auxiliary parameter in the construction of Uin(λ; x, t)
by Proposition 2.1 (and hence in M(λ; x, t)). The parameter L then appears in the “core” jump
matrices V±(λ) on Σ± in Riemann-Hilbert Problem 1. Now suppose that Uin,j(λ; x, t) is matrix of
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Proposition 2.1 normalized at (x, t) = (Lj, 0) for j = 1, 2. Then
(66) Uin,2(λ; x, t) = Uin,1(λ; x, t)Uin,1(λ; L2, 0)−1
since Uin,1(λ; x, t) is a matrix of fundamental simultaneous solutions of (8)–(9). Thus, changing
the value of L manifests itself through the multiplication of Uin(λ; x, t) on the right by a matrix
that is constant in (x, t) and analytic in λ. This constant matrix can also be appropriately applied
to the jump condition on the circle Σ0, leaving UBC(λ; x, t) unchanged outside Σ0. Doing so, for
different values of L, we leave the residue of M(λ; x, t) at λ = ∞ (and hence the solution of the
NLS equation recovered via (65)) unchanged. As in [13, 40], the IST method we have here provides
a correspondence between a suitable solution of the NLS equation (1) and an equivalence class of
Riemann-Hilbert problems, or an equivalence class of jump matrices supported on the circle Σ0
augmented by the jump matrix on the real line.
Remark 2.7. The basic method described here for the case of nonzero boundary conditions (2) can
also be implemented in the case of zero boundary conditions (6) simply by replacing ρ(λ) with
λ, and hence E(λ) by the identity matrix I. Furthermore, the branch cut Σc is not present in the
latter case. Thus the robust IST provides an alternative approach in that case to the “cut-off”
method advanced in [13, 40], and the robust IST avoids the jump on the real axis in D0 that is
generally present in the “cut-off” method. The basic approach used to develop the robust IST
described in this section can also be applied to other integrable problems like the derivative non-
linear Schro¨dinger equation with minimal modifications.
3. DARBOUX TRANSFORMATIONS IN THE CONTEXT OF THE ROBUST IST
In this section, we develop a Darboux transformation scheme for Riemann-Hilbert Problem 1
and apply it to generate arbitrary-order rogue waves in such a way that they directly admit a
Riemann-Hilbert representation with no limit process required. A good general reference for Dar-
boux transformations in integrable systems is the book of Matveev and Salle [32].
3.1. Basic pole insertion. Let M(λ; x, t) be the matrix function characterized by the conditions
of Riemann-Hilbert Problem 1, and let U(λ; x, t) := M(λ; x, t) e−iρ(λ)(x+λt)σ3 . Choose any point
ξ ∈ D0. For a two-nilpotent matrix R(x, t) to be determined, consider the gauge transformation
(67) U˙(λ; x, t) :=
(
I+
R(x, t)
λ− ξ
)
U(λ; x, t), R(x, t)2 = 0.
This gauge transformation has the following effects.
• Because R(x, t) is 2-nilpotent, det(U(λ; x, t)) = 1 implies that also det(U˙(λ; x, t)) = 1.
• The normalization condition M(λ; x, t) → I as λ → ∞ implies that also M˙(λ; x, t) :=
U˙(λ; x, t) eiρ(λ)(x+λt)σ3 → I as λ→ ∞.
• At each non-self-intersection point of Σ, the jump condition U+(λ; x, t) = U−(λ; x, t)V(λ)
implies that also U˙+(λ; x, t) = U˙−(λ; x, t)V(λ).
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For the gauge transformation to be nontrivial, we assume that although R(x, t)2 = 0, R(x, t) 6= 0,
in which case R(x, t) necessarily has the form
(68) R(x, t) = v(x, t)v(x, t)>σ2
for a vector-valued function v(x, t) not identically zero. The vector v(x, t) is then to be determined
so that
(69) Res
λ=ξ
U˙(λ; x, t) = lim
λ→ξ
U˙(λ; x, t)C,
where C 6= 0 is a 2× 2 complex-valued constant two-nilpotent matrix: C2 = 0. By analogy with
(68), we may write C in the form
(70) C = cc>σ2, where c =
[
c1 c2
]>.
Here c1 and c2 are complex parameters, not both zero.
To see how the condition (69) determines v(x, t) (and hence U˙(λ; x, t)) in terms of the param-
eters ξ ∈ D0 and c ∈ C2 \ {0}, one starts from the Laurent expansion about the pole λ = ξ of
U˙(λ; x, t) defined by (67):
(71) U˙(λ; x, t) = R(x, t)U(ξ; x, t)(λ− ξ)−1 + U(ξ; x, t) + R(x, t)U′(ξ; x, t) +O(λ− ξ), λ→ ξ,
where the prime denotes differentiation with respect to λ. On this expansion we impose the con-
dition (69); the existence of the limit on the right-hand side requires that
(72) R(x, t)U(ξ; x, t)C = 0,
and then matching the residue on the left-hand side to the limit on the right,
(73) R(x, t)U(ξ; x, t) =
(
U(ξ; x, t) + R(x, t)U′(ξ; x, t)
)
C.
Using the representation (70) in (72), we see that (since c>σ2 6= 0), the vector U(ξ; x, t)c must lie
in the kernel of R(x, t). Given the form (68) of R(x, t), the vector v(x, t) must be proportional to
U(ξ; x, t)c, so (68) can be rewritten in the form
(74) R(x, t) = ϕ(x, t)U(ξ; x, t)cc>U(ξ; x, t)>σ2,
where the only ambiguity remaining is ϕ(x, t), a nonzero complex scalar. To determine ϕ(x, t),
we substitute (74) into (73); using (70) and the fact that for any 2× 2 matrix A with det(A) = 1,
A>σ2A = det(A)σ2 = σ2 we find
(75) U(ξ; x, t)c · ϕ(x, t) · c>σ2 = U(ξ; x, t)c ·
(
1+ ϕ(x, t)c>U(ξ; x, t)>σ2U′(ξ; x, t)c
)
· c>σ2.
Since c 6= 0 and U(ξ; x, t) is invertible, neither the column vector U(ξ; x, t)c nor the row vector
c>σ2 can vanish, so (75) is just a scalar linear equation which can be solved explicitly for ϕ(x, t):
(76) ϕ(x, t) = ϕ(ξ, c; x, t) :=
1
1− c>U(ξ; x, t)>σ2U′(ξ; x, t)c .
3.2. Darboux transformation for the robust IST. The insertion of a single pole breaks the Schwarz
symmetry (47) initially present in the matrix U(λ; x, t). This is obviously true if ξ 6∈ R, but even if
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one takes ξ ∈ D0 ∩R one finds that the condition R(x, t) 6= 0 is inconsistent with Schwarz sym-
metry of the Laurent expansion of U˙(λ; x, t) about λ = ξ. To maintain the Schwarz symmetry it
is necessary to insert a complex-conjugate pair of poles at points ξ and ξ∗ in D0 with ξ 6= ξ∗. The
insertion of the conjugate pair of poles is done in two consecutive steps, after which the poles are
removed in favor of a modified jump:
• A gauge transformation of the form (67) is applied with data (ξ, c) as described in Sec-
tion 3.1. This step generates U˙(λ; x, t) from U(λ; x, t).
• A second gauge transformation of the form (67) is applied with data (ξ∗, σ2c∗). This step
generates a matrix U¨(λ; x, t) from U˙(λ; x, t).
• The two new simple-pole singularities of U¨(λ; x, t) are removed and instead transferred to
the jump condition across the circle Σ0 by making an explicit renormalization for λ ∈ D0:
(77) U˜(λ; x, t) :=
U¨(λ; x, t), λ ∈ D+ ∪ D−U¨(λ; x, t)U¨(λ; L, 0)−1, λ ∈ D0.
We first construct U¨(λ; x, t) by explicitly composing the two pole insertions:
(78) U¨(λ; x, t) =
(
I+
ϕ˙(ξ∗, σ2c∗; x, t)U˙(ξ∗; x, t)σ2c∗c†σ>2 U˙(ξ∗; x, t)>σ2
λ− ξ∗
)
U˙(λ; x, t),
where
(79) U˙(λ; x, t) =
(
I+
ϕ(ξ, c; x, t)U(ξ; x, t)cc>U(ξ; x, t)>σ2
λ− ξ
)
U(λ; x, t),
and in (78), ϕ˙ is defined from (76) using the matrix function U˙(λ; x, t) in place of U(λ; x, t). In-
serting (79) into (78) and expanding the product of the parentheses in partial fractions gives
U¨(λ; x, t) = G(λ; x, t)U(λ; x, t), where the composite gauge transformation matrix G(λ; x, t) is
(80) G(λ; x, t) := I+
Y(x, t)
λ− ξ +
Z(x, t)
λ− ξ∗
with coefficients Y(x, t) and Z(x, t) described as follows. Set
(81)
β := Im(ξ),
s(x, t) := U(ξ; x, t)c,
N(x, t) := ‖s(x, t)‖2 = s(x, t)†s(x, t).
Then, by using the given Schwarz symmetry condition U(λ∗; x, t) = σ2U(λ; x, t)∗σ2 (cf., (47)),
along with the identity v>σ2v = 0 for all vectors v, we find
(82) Y(x, t) = ϕ(ξ, c; x, t)
(
1− ϕ(ξ, c; x, t)ϕ˙(ξ
∗, σ2c∗; x, t)N(x, t)2
4β2
)
s(x, t)s(x, t)>σ2
− ϕ(ξ, c; x, t)ϕ˙(ξ
∗, σ2c∗; x, t)N(x, t)
2iβ
σ2s(x, t)∗s(x, t)>σ2
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and
(83) Z(x, t) = −ϕ˙(ξ∗, σ2c∗; x, t)σ2s(x, t)∗s(x, t)†
+
ϕ˙(ξ∗, σ2c∗; x, t)ϕ(ξ, c; x, t)N(x, t)
2iβ
s(x, t)s(x, t)†.
We simplify the scalars ϕ(ξ, c; x, t), ϕ˙(ξ∗, σ2c; x, t), and ϕ˙(ξ∗, σ2c∗; x, t)ϕ(ξ, c; x, t) as follows. First
note that ϕ(ξ, c; x, t) can be expressed as:
(84) ϕ(ξ, c; x, t) =
1
1− w(x, t) =
1− w(x, t)∗
|1− w(x, t)|2 ,
where
(85) w(x, t) := c>U(ξ; x, t)>σ2U′(ξ; x, t)c = s(x, t)>σ2s′(x, t) and s′(x, t) := U′(ξ; x, t)c.
Next, note that
(86)
c†σ>2 U˙(ξ∗; x, t)>σ2U˙′(ξ∗; x, t)σ2c∗ = −
ϕ(ξ, c; x, t)N(x, t)2
4β2
− s(x, t)†σ2s′(x, t)∗
= − ϕ(ξ, c; x, t)N(x, t)
2
4β2
+ w(x, t)∗
and hence ϕ˙(ξ∗, σ2c∗; x, t) can be simplified to:
(87)
ϕ˙(ξ∗, σ2c∗; x, t) =
1
1− c†σ>2 U˙(ξ∗; x, t)>σ2U˙′(ξ∗; x, t)σ2c∗
= 4β2
|1− w(x, t)|2
(4β2|1− w(x, t)|2 + N(x, t)2)(1− w(x, t)∗) .
Combining (84) and (87) then gives
(88) ϕ(ξ, c; x, t)ϕ˙(ξ∗, σ2c∗; x, t) =
4β2
4β2|1− w(x, t)|2 + N(x, t)2 .
Using (84), (87), and (88) in (82) and (83) gives:
(89) Y(x, t) =
4β2(1− w(x, t)∗)
4β2|1− w(x, t)|2 + N(x, t)2 s(x, t)s(x, t)
>σ2
+
2iβN(x, t)
4β2|1− w(x, t)|2 + N(x, t)2σ2s(x, t)
∗s(x, t)>σ2
and
(90) Z(x, t) =
−4β2(1− w(x, t))
4β2|1− w(x, t)|2 + N(x, t)2σ2s(x, t)
∗s(x, t)†
+
−2iβN(x, t)
4β2|1− w(x, t)|2 + N(x, t)2 s(x, t)s(x, t)
†.
Note that
(91) 4β2|1− w(x, t)|2 + N(x, t)2 ≥ N(x, t)2,
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which can never vanish for any (x, t) ∈ R2 because c 6= 0 and N(x, t) is the squared length of
the vector s(x, t), a non-trivial linear combination of the columns of a matrix with unit determi-
nant. It is now completely obvious that Z(x, t) = σ2Y(x, t)∗σ2, which implies that G(λ∗; x, t) =
σ2G(λ; x, t)∗σ2 and hence U¨(λ; x, t) = G(λ; x, t)U(λ; x, t) maintains the Schwarz symmetry of the
original matrix function U(λ; x, t), namely U¨(λ∗; x, t) = σ2U¨(λ; x, t)∗σ2.
A “dressing” construction shows that for each λ ∈ C \ (Σ ∪ {ξ, ξ∗}), U¨(λ; x, t) simultaneously
satisfies Lax pair equations of the form (8)–(9) in which ψ(x, t) is replaced by a modified potential
ψ˜(x, t) given by (here M¨(λ; x, t) := U¨(λ; x, t) eiρ(λ)(x+λt)σ3 is a matrix satisfying M¨(λ; x, t) → I as
λ→ ∞)
ψ˜(x, t) = 2i lim
λ→∞
λM¨12(λ; x, t)
= 2iY12(x, t) + 2iZ12(x, t) + 2i lim
λ→∞
λM12(λ; x, t)
= ψ(x, t) + 2iY12(x, t) + 2iZ12(x, t)
= ψ(x, t) + 2i(Y12(x, t)−Y21(x, t)∗).
(92)
To see this, one notes that since each gauge transformation step U(λ; x, t)→ U˙(λ; x, t)→ U¨(λ; x, t)
involves multiplication on the left by a matrix that is analytic everywhere except at the pole to be
inserted, all pre-existant jump conditions and residue conditions of the form (69) are preserved.
Thus U¨(λ; x, t) is analytic for λ ∈ C \ (Σ∪ {ξ, ξ∗}) and it satisfies the jump condition U¨+(λ; x, t) =
U¨−(λ; x, t)V(λ) for λ ∈ Σ exactly as does U(λ; x, t) according to Riemann-Hilbert Problem 1.
Moreover the simple poles at ξ and ξ∗ are characterized by the related residue conditions
(93) Res
λ=ξ
U¨(λ; x, t) = lim
λ→ξ
U¨(λ; x, t)C and Res
λ=ξ∗
U¨(λ; x, t) = lim
λ→ξ∗
U¨(λ; x, t)σ2C∗σ2.
Because the “core” jump matrix V(λ) and the residue matrix C = cc>σ2 are independent of
(x, t) ∈ R2, U¨(λ; x, t) and its partial derivatives U¨x(λ; x, t) and U¨t(λ; x, t) are all analytic in the
same domain and satisfy the same jump and residue conditions, and it then follows that the ma-
trices
(94) X¨(λ; x, t) := U¨x(λ; x, t)U¨(λ; x, t)−1 and T¨(λ; x, t) := U¨t(λ; x, t)U¨(λ; x, t)−1
have only removable singularities, and hence are essentially entire functions of λ. Moreover, as-
suming that the asymptotic expansion
(95) M¨(λ; x, t) = I+
M¨(1)(x, t)
λ
+
M¨(2)(x, t)
λ2
+O(λ−3), λ→ ∞
is differentiable term-by-term with respect to (x, t), it follows that
X¨(λ; x, t) =
[
M¨(λ; x, t) e−iρ(λ)(x+λt)σ3
]
x
eiρ(λ)(x+λt)σ3 M¨(λ; x, t)−1
= −iρ(λ)M¨(λ; x, t)σ3M¨(λ; x, t)−1 + M¨x(λ; x, t)M¨(λ; x, t)−1
= −iλσ3 + i[σ3, M¨(1)(x, t)] +O(λ−1)
= −iλσ3 + i[σ3, M¨(1)(x, t)],
(96)
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and
T¨(λ; x, t) =
[
M¨(λ; x, t) e−iρ(λ)(x+λt)σ3
]
t
eiρ(λ)(x+λt)σ3 M¨(λ; x, t)−1
= −iρ(λ)λM¨(λ; x, t)σ3M¨(λ; x, t)−1 + M¨t(λ; x, t)M¨(λ; x, t)−1
= −iλ2σ3 + iλ[σ3, M¨(1)(x, t)]
+ i[σ3, M¨(2)(x, t)] + i[M¨(1)(x, t), σ3M¨(1)(x, t)]− i2σ3 +O(λ
−1)
= −iλ2σ3 + iλ[σ3, M¨(1)(x, t)] + i[σ3, M¨(2)(x, t)] + i[M¨(1)(x, t), σ3M¨(1)(x, t)]− i2σ3,
(97)
where the last equality in each case is a consequence of Liouville’s Theorem. The dependence on
M¨(2)(x, t) in (97) can be eliminated because the coefficient of λ−1 in the O(λ−1) error term on the
third line of (96) is
(98) i[σ3, M¨(2)(x, t)] + i[M¨(1)(x, t), σ3M¨(1)(x, t)] + M¨
(1)
x (x, t)− i2σ3
which must vanish (again by Liouville’s Theorem). Therefore T¨(λ; x, t) is the quadratic polyno-
mial
(99) T¨(λ; x, t) = −iλ2σ3 + iλ[σ3, M¨(1)(x, t)]− M¨(1)x (x, t)
and from the diagonal part of (98) we see that
(100) M¨(1)11,x(x, t) = 2iM¨
(1)
12 (x, t)M¨
(1)
21 (x, t) +
i
2
and M¨(1)22,x(x, t) = −2iM¨(1)12 (x, t)M¨(1)21 (x, t)−
i
2
.
It then follows from the fact that M¨(λ∗; x, t) = σ2M¨(λ; x, t)∗σ2 and the definition (92) that X¨(λ; x, t)
and T¨(λ; x, t) have exactly the form (8) and (9) respectively, in which ψ(x, t) is merely replaced
with ψ˜(x, t). Rewriting (94) in the form U¨x = X¨U¨ and U¨t = T¨U¨ shows that U¨(λ; x, t) is indeed
a simultaneous solution matrix for the Lax pair (8)–(9) for the modified potential ψ˜(x, t). This
Lax pair is therefore also compatible, and it follows that ψ˜(x, t) is a solution of the focusing NLS
equation (1). The bound (89) and the formula (92) together imply that since by hypothesis (cf.,
Theorem 2.4) ψ(x, t) is a global solution of the focusing NLS equation (1), so is the transformed
potential ψ˜(x, t). Therefore, (92) constitutes the Ba¨cklund transformation that corresponds to the
twice-iterated gauge transformation U 7→ U¨.
Having constructed U¨(λ; x, t), it remains only to implement the final step by defining U˜(λ; x, t)
from U¨(λ; x, t) using (77). For this, we observe that for λ ∈ D0, the original matrix U(λ; x, t) is
the solution Uin(λ; x, t) of an initial-value problem for the simultaneous equations of the Lax pair
(8)–(9) (cf., Proposition 2.1) and therefore U(λ; L, 0) = I holds for all λ ∈ D0. Consequently, (77)
can be explicitly written in terms of the composite gauge transformation matrix G(λ; x, t) as
(101) U˜(λ; x, t) :=
G(λ; x, t)U(λ; x, t), λ ∈ D+ ∪ D−G(λ; x, t)U(λ; x, t)G(λ; L, 0)−1, λ ∈ D0.
Since the multiplication of U¨(λ; x, t) on the right by G(λ; L, 0)−1 for λ ∈ D0 preserves the Lax
pair equations (8)–(9) for the modified potential ψ˜(x, t), it follows that for all λ ∈ D0 with the
possible exception of ξ, ξ∗, U˜(λ; x, t) is a simultaneous solution matrix for the modified Lax pair
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that satisfies also U˜(λ; L, 0) = I. Therefore by the uniqueness asserted in Proposition 2.1, for
λ ∈ D0, U˜(λ; L, 0) has removable singularities at ξ and ξ∗ and therefore is analytic within D0
(actually it can be continued to λ ∈ C as the entire function U¨in(λ; x, t) for the modified potential
ψ˜(x, t)). Since ξ, ξ∗ ∈ D0, it is also obvious that U˜(λ; x, t) is analytic for λ ∈ D+ ∪ D− and since
G(λ; x, t) → I as λ → ∞, the related matrix M˜(λ; x, t) := U˜(λ; x, t) eiρ(λ)(x+λt)σ3 satisfies the
conditions of Riemann-Hilbert Problem 1 in which the only change is that for λ ∈ Σ0 ⊂ Σ, the
“core” jump matrix V(λ) is replaced by
(102) V˜(λ) :=
G(λ; L, 0)V(λ), λ ∈ Σ+V(λ)G(λ; L, 0)−1, λ ∈ Σ−.
A crucial fact is that since G(λ∗; x, t) = σ2G(λ; x, t)∗σ2, the modified jump matrix satisfies exactly
the same Schwarz symmetry condition as does the original jump matrix, and hence the proof
of Theorem 2.4 applies once again to guarantee unique solvability of the transformed Riemann-
Hilbert problem for all (x, t) ∈ R2.
Remark 3.1. The use of nilpotent residue matrices C in (93) that are not necessarily triangular
matrices may seem unusual to some readers used to applying Darboux transformations to Beals-
Coifman solutions in order to introduce poles specifically into one column or the other. Here the
generalization is necessary because ξ ∈ D0 and in this domain U(λ; x, t) differs from UBC(λ; x, t)
by a right-multiplication by a matrix depending on λ only. This matrix factor conjugates triangular
nilpotent residue matrices into general two-nilpotent form.
Remark 3.2. Since after multiplying on the right by eiρ(λ)(x+λt)σ3 the result of the Darboux trans-
formation U(λ; x, t) 7→ U˜(λ; x, t) described above also satisfies Riemann-Hilbert Problem 1 with
only a modified jump matrix on the circle Σ0, it is obvious that the transformation may be iterated
any number of times. In each iteration it makes no difference whether the points ξ, ξ∗ at which the
poles are first introduced and then transferred to a jump on Σ0 vary from iteration to iteration or
whether they are fixed once and for all.
Remark 3.3. In each iteration, the poles may be placed at any non-real conjugate pair of points
within D0. Although the matrix M˜(λ; x, t) = U˜(λ; x, t) eiρ(λ)(x+λt)σ3 satisfies the conditions of
Riemann-Hilbert Problem 1 for a modified “core” jump matrix V˜(λ) on Σ0, it need not be the
case that the resulting potential ψ˜(x, t) satisfies the boundary condition (2) initially satisfied by
ψ(x, t). For instance, if one starts with the Riemann-Hilbert problem for the background solution
and applies a Darboux transformation in which ξ is taken to lie on the imaginary axis between the
origin and ±i, then for some choices of the auxiliary parameters c the resulting solution ψ˜(x, t) is
an Akhmediev breather [3], a solution that is periodic in x for fixed t, and hence does not decay to the
background as x → ±∞. The deciding factor in whether the boundary conditions are preserved is
whether the gauge transformation matrix G(λ; x, t) decays to the identity as x → +∞ and remains
bounded as x → −∞. In many cases, this decay can be verified directly.
Remark 3.4. The composite gauge transformation matrix G(λ; x, t) taking U(λ; x, t) into U¨(λ; x, t)
also makes sense in a limiting case where ξ ∈ D0 \R is fixed and c is taken in the form e−1c∞ for
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a fixed vector c∞ ∈ C2 \ {0} and e ∈ C, after which the limit e→ 0 is taken in the matrices Y(x, t)
and Z(x, t) given in (89) and (90) respectively. If we denote by s∞(x, t), s′∞(x, t), N∞(x, t), and
w∞(x, t) the quantities defined in (81) and (85) where c is simply replaced with c∞, then s(x, t) =
e−1s∞(x, t) and s′(x, t) = e−1s′∞(x, t) while N(x, t) = |e|−2N∞(x, t) and w(x, t) = e−2w∞(x, t), so
it follows easily that in this situation
(103) Y∞(x, t) := lim
e→0
Y(x, t) = − 4β
2w∞(x, t)∗
4β2|w∞(x, t)|2 + N∞(x, t)2 s∞(x, t)s∞(x, t)
>σ2
+
2iβN∞(x, t)
4β2|w∞(x, t)|2 + N∞(x, t)2σ2s∞(x, t)
∗s∞(x, t)>σ2
and
(104) Z∞(x, t) := lim
e→0
Z(x, t) =
4β2w∞(x, t)
4β2|w∞(x, t)|2 + N∞(x, t)2σ2s∞(x, t)
∗s∞(x, t)†
− 2iβN∞(x, t)
4β2|w∞(x, t)|2 + N∞(x, t)2 s∞(x, t)s∞(x, t)
†.
The corresponding composite gauge transformation G∞(λ; x, t) := I+ (λ− ξ)−1Y∞(x, t) + (λ−
ξ∗)−1Z∞(x, t) can then be used in place of G(λ; x, t) whenever desired. This limiting case is es-
pecially useful for locating rogue wave solutions at the normalization point (x, t) = (L, 0) as will
be seen shortly. It is also obvious from the formulae (103)–(104) that G∞(λ; x, t) only depends
on c∞ ∈ C2 \ {0} up to a nonzero complex multiple; in other words, the parameter space of the
limiting Darboux transformation for fixed ξ is complex projective space: c∞ ∈ CP1.
We summarize this description of the Darboux transformation for the robust IST in the follow-
ing theorem.
Theorem 3.5. Let U(λ; x, t) := M(λ; x, t) e−iρ(λ)(x+λt)σ3 correspond to the unique solution M(λ; x, t) of
Riemann-Hilbert Problem 1 formulated with “core” jump matrices VR(λ) defined on ΣL ∪ ΣR and V±(λ)
defined on Σ±, and generating a solution ψ(x, t) of the focusing nonlinear Schro¨dinger equation (1) via
the formula (65). Given Darboux transformation data ξ ∈ D0 \R and c ∈ C2 \ {0}, define the gauge
transformation matrix G(λ; x, t) by (80) in terms of the coefficient matrices Y(x, t) and Z(x, t) given by
(89) and (90) respectively, using (81) and (85). Then
• M˜(λ; x, t) := U˜(λ; x, t) eiρ(λ)(x+λt)σ3 , where U˜(λ; x, t) is defined explicitly in terms of G(λ; x, t)
and U(λ; x, t) by (101), is the unique solution of another Riemann-Hilbert problem of the form
of Riemann-Hilbert Problem 1 with the same jump contour and “core” jump matrices V˜R(λ) :=
VR(λ) for λ ∈ ΣL ∪ ΣR and V˜(λ) is defined in terms of V(λ) for λ ∈ Σ0 = Σ+ ∪ Σ− by (102).
• The transformed Riemann-Hilbert problem generates a new solution ψ˜(x, t) of (1) by the formula
(65) in which M(λ; x, t) is replaced by M˜(λ; x, t) on the right-hand side. Equivalently, ψ˜(x, t)
is given in terms of ψ(x, t) and the Darboux transformation data by the Ba¨cklund transformation
(92).
All of these statements also apply for transformation data (ξ, c) with c = ∞ in the sense of Remark 3.4, i.e.,
c is replaced by c∞ ∈ CP1 and Y(x, t) and Z(x, t) are replaced by Y∞(x, t) and Z∞(x, t) given by (103)
and (104) respectively.
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3.3. The simplest case: Darboux/Ba¨cklund transformation of the background potential in the
setting of the robust IST. As mentioned in Section 1.1.1, the background potential ψ = ψbg(x, t) ≡
1 has the simultaneous fundamental solution matrix Ubg(λ; x, t) = E(λ) e−iρ(λ)(x+λt)σ3 for the cor-
responding linear equations of the Lax pair (8)–(9). Here E(λ) is the matrix function defined in
(10). Taking t = 0 and λ ∈ Γ, we may normalize this solution in the limits x → ±∞ to obtain the
Jost solution matrices J±bg(λ; x). It is easy to confirm that in fact J
+
bg(λ; x) = J
−
bg(λ; x) = Ubg(λ; x, 0),
so:
• The scattering matrix satisfies Sbg(λ; t) = I for all λ ∈ Γ and t ∈ R.
• The Beals-Coifman matrix is analytic for λ ∈ C \Σc and is given explicitly by UBCbg (λ; x, t) =
Ubg(λ; x, t).
Therefore, the scattering data for the background solution ψ = ψbg(x, t) ≡ 1 in the setting of the
robust transform described in Section 2 consists of:
• the “core” jump matrix VRbg(λ) ≡ I for λ ∈ ΣL ∪ ΣR,
• the “core” jump matrix V+bg(λ) = E(λ) for λ ∈ Σ+, and
• the “core” jump matrix V−bg(λ) = E(λ)−1 for λ ∈ Σ−.
Here the radius r = rbg of Σ0 can be taken to be any number larger than 1. It will also be useful to
have an explicit expression for the matrix Uinbg(λ; x, t) described by Proposition 2.1 for the case of
ψ = ψbg(x, t) ≡ 1. It can be found by normalizing5 the matrix Ubg(λ; x, t) at (x, t) = (0, 0) to the
identity:
(105) Uinbg(λ; x, t) = Ubg(λ; x, t)Ubg(λ; 0, 0)
−1 = E(λ) e−iρ(λ)(x+λt)σ3 E(λ)−1.
As pointed out in Remark 2.2, this formula can have only removable singularities for λ ∈ C,
and we can see it explicitly by using the definition of E(λ) given in (10)–(11). Thus, (105) can be
rewritten as
(106) Uinbg(λ; x, t) = (x + λt)
sin(θ)
θ
[
−iλ 1
−1 iλ
]
+ cos(θ)I, θ := ρ(λ)(x + λt),
and since sin(θ)/θ and cos(θ) are both even entire functions of θ, the desired analyticity for λ ∈ C
is now obvious because ρ(λ)2 = λ2 + 1.
Now we choose an arbitrary point ξ ∈ C\R and assume that the radius r of the circle Σ0 exceeds
|ξ| so that ξ ∈ D0. We also select a vector c ∈ C2 \ {0}. To apply the Darboux transformation we
need to calculate the vectors s(x, t) := Ubg(ξ; x, t)c = Uinbg(ξ; x, t)c and s
′(x, t) := U′bg(ξ; x, t)c =
Uin′bg(ξ; x, t)c. In general,
(107) s(x, t) = −iξS (ξ; x, t)σ3c + iS (ξ; x, t)σ2c + C (ξ; x, t)c,
where
(108) S (ξ; x, t) :=
sin(ρ(ξ)(x + ξt))
ρ(ξ)
and C (ξ; x, t) := cos(ρ(ξ)(x + ξt))
5For convenience, for the rest of Section 3 we choose the normalization point of the robust IST to be L = 0.
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are well defined and analytic for ξ ∈ D0. Differentiating with respect to ξ gives
(109) s′(x, t) = −iξS ′(ξ; x, t)σ3c− iS (ξ; x, t)σ3c + iS ′(ξ; x, t)σ2c + C ′(ξ; x, t)c.
From (107) and (109) we calculate N(x, t) := s(x, t)†s(x, t) as
(110) N(x, t) = (c†c)
[
(1+ |ξ|2)|S (ξ; x, t)|2 + |C (ξ; x, t)|2]+ 2β(c†σ1c)|S (ξ; x, t)|2
+ 2(c†σ3c) Im{ξS (ξ; x, t)C (ξ; x, t)∗} − 2(c†σ2c) Im{S (ξ; x, t)C (ξ; x, t)∗}
and w(x, t) := s(x, t)>σ2s′(x, t) as
(111) w(x, t) = −(c>σ3c)S (ξ; x, t)2 + (c>σ1c)S (ξ; x, t)C (ξ; x, t)
+ (c>[iI+ ξσ1]c)(C (ξ; x, t)S ′(ξ; x, t)−S (ξ; x, t)C ′(ξ; x, t)).
In terms of these, the Ba¨cklund transformation (92) takes the form (ψ(x, t) = ψbg(x, t) ≡ 1 here)
(112) ψ˜(x, t) = ψ(x, t)
+ 8β
βs1(x, t)2(1− w(x, t)∗)− βs2(x, t)∗2(1− w(x, t)) + s1(x, t)s2(x, t)∗N(x, t)
4β2|1− w(x, t)|2 + N(x, t)2 .
3.3.1. Properties of the solutions obtained for ξ 6= ±i. Suppose that ξ 6= ±i. Given such a value of
ξ, if c is chosen such that c>[iI+ ξσ1]c = 0, the solution obtained from the Ba¨cklund transfor-
mation exhibits quite a different character than for c in general position. Indeed, this condition
removes the terms on the second line of (111), with the result being that all dependence on (x, t)
in ψ˜(x, t)− ψ(x, t) enters through the functionsS (ξ; x, t) and C (ξ; x, t). In the general case, how-
ever, derivatives of these functions with respect to ξ appear, and these produce additional de-
pendence on (x, t) via polynomial factors. For convenience, we illustrate the difference between
the special and general case for the Kuznetsov-Ma family of solutions [29, 31], corresponding
to choosing ξ = (1 + δ)i for some δ > 0. For such ξ, the condition c>[iI + ξσ1]c = 0 reads
c21 + c
2
2 + 2(1 + δ)c1c2 = 0, which implies c2 = c1(−(1 + δ)±
√
(1+ δ)2 − 1). Figure 5 compares
the solutions ψ˜(x, t) obtained for ξ = 2i with c1 = 1 + i and c2 = c1(−2 +
√
3) (the special case,
on the left) and with c1 = 1 and c2 = 1 + i (the general case, on the right). The reader may be
familiar with the fact that in the context of the traditional IST for the Cauchy problem (1)–(3), the
application of a single Darboux transformation inserting poles at a conjugate pair λ = ±i(1 + δ)
for δ > 0 always produces a solution periodic in t and exponentially localized in x as in the special
case shown in the plot in the left-hand panel of Figure 5. The reason that the special case is se-
lected in that setting is that the Darboux transformation is applied to the Beals-Coifman solution
UBC(λ; x, t) rather than to Uin(λ; x, t), and then the parameters (c1, c2) are chosen to make sure
that the pole is inserted into one column only of the simultaneous solution matrix (that is, the
Darboux transformation is designed to introduce an additional Blaschke factor (λ− ξ)/(λ− ξ∗)
into the function a(λ)). Recalling that working with Uin(λ; x, t) rather than UBC(λ; x, t) introduces
a rotation in the parameter space, the condition c>[iI+ ξσ1]c = 0 is seen as the analogue for the
Darboux transformation of the robust IST of the latter choice. Moreover, we see that for c in gen-
eral position, the solution obtained (see the right-hand panel of Figure 5) is what one would expect
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FIGURE 5. Left: |ψ˜(x, t)| for ξ = 2i, c1 = 1+ i, and c2 = c1(−2+
√
3) for which the
solution is periodic in t and exponential in x. Right: |ψ˜(x, t)| for ξ = 2i, c1 = 1, and
c2 = 1+ i for which the solution formula includes additional terms polynomial in
(x, t).
in the context of the traditional IST from a solution in which UBC(λ; x, t) has a conjugate pair of
double poles; the solution resembles a non-ballistic collision of identical Kuznetsov-Ma solutions.
Under the special condition that c>[iI+ ξσ1]c = 0, all (x, t)-dependence in the solution enters
via the functions S (ξ; x, t) and C (ξ; x, t). These functions are periodic and bounded in the real
part of ρ(ξ)(x + ξt), but they grow exponentially in all directions for which Im{ρ(ξ)(x + ξt)} is
unbounded. The only values of ξ ∈ D0 \ R for which ρ(ξ) is real and nonzero are the values
ξ = iδ with δ ∈ (−1, 0) ∪ (0, 1) and only for these values is the solution periodic rather than
exhibiting exponential decay to the background in the x-direction. This case corresponds to the
so-called Akhmediev breather solutions [3], and such solutions clearly do not satisfy the boundary
condition (2). Nonetheless, they have a Riemann-Hilbert representation obtained by modifying
the jump matrices V±bg(λ) = E(λ)
±1 for λ ∈ Σ0 by the gauge transformation matrix G(λ; 0, 0) as
indicated in (102). Although the solution is no longer periodic in the x-direction for ξ = iδ with
δ ∈ (−1, 0) ∪ (0, 1) if c is in general position (c>[iI+ ξσ1]c = i(c21 + c22 + 2δc1c2) 6= 0), still the
boundary condition (2) is not satisfied. See Figure 6.
3.3.2. Properties of the solutions obtained for ξ = i. Now we return to the previously-excluded case
that ξ = ±i (we take ξ = i to be precise). The reason for considering this case separately is not
that the Darboux transformation method described in Section 3.2 requires any modification6, but
rather that the nature of the resulting solution is quite different from the general case. The reason
for the difference emerges upon evaluation of the analytic functions S (ξ; x, t) and C (ξ; x, t) and
6This is a key property of the Darboux transformation in the setting of the robust IST that distinguishes it from other
methods in the literature.
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FIGURE 6. Left: |ψ˜(x, t)| for ξ = 12 i, c1 = 1, and c2 = c1(− 12 + 12 i
√
3) for which the
solution is periodic in x and exponential in t. Right: |ψ˜(x, t)| for ξ = 12 i, c1 = 1, and
c2 = 0 for which the solution formula includes additional terms polynomial in
(x, t).
their derivatives at ξ = i which requires some version of l’Hoˆpital’s rule. Equivalently, by Taylor
expansion of sin(θ) and cos(θ) about θ = 0 one finds
(113) S (i; x, t) = x+ it, S ′(i; x, t) = t− 1
3
i(x+ it)3, C (i; x, t) = 1, C ′(i; x, t) = −i(x+ it)2.
Therefore, in the special case that ξ = i, the formulae (107) and (109) become
(114) s(x, t) =
[
c1 + (c1 + c2)(x + it)
c2 − (c1 + c2)(x + it)
]
, ξ = i
and
(115) s′(x, t) =
[
(t− 13 i(x + it)3)(c1 + c2)− i(x + it)c1 − i(x + it)2c1
−(t− 13 i(x + it)3)(c1 + c2) + i(x + it)c2 − i(x + it)2c2
]
, ξ = i.
Therefore, N(x, t) = s(x, t)†s(x, t) is
(116) N(x, t) = |c1|2 + |c2|2 + 2 Re{(c1 − c2)∗(c1 + c2)(x + it)}+ 2|c1 + c2|2|x + it|2, ξ = i,
and w(x, t) = s(x, t)>σ2s′(x, t) is
(117) w(x, t) = −2
3
(c1 + c2)2(x + it)3 − (c21 − c22)(x + it)2 + 2c1c2(x + it) + it(c1 + c2)2, ξ = i.
Noting that for large (x, t), the dominant terms in s(x, t), s′(x, t), N(x, t), and w(x, t) are all pro-
portional to c1 + c2, it is clear that the solution ψ˜(x, t) obtained from the Ba¨cklund transformation
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(112) has a different character if c1 + c2 = 0 than otherwise. Indeed, if c1 = −c2 = c, then
(118) s(x, t) =
[
c
−c
]
, N(x, t) = 2|c|2, and w(x, t) = −2c2(x + it), ξ = i, c1 = −c2 = c.
Using these formulae in (112) (also with β = Im{ξ} = 1) then yields the Peregrine breather
solution [33] ψ˜(x, t) = ψP(x, t) (5) (see Figure 1) with parameters
(119) x0 = −Re{c
2}
2|c|4 and t0 =
Im{c2}
2|c|4 .
For finite c, the peak of the breather can be placed anywhere except the origin (this coincides with
the normalization point in Proposition 2.1). If it is desired to place the breather exactly at the
origin, we simply use the limiting case of the Darboux transformation described in Remark 3.4
with homogeneous coordinates c∞ = [c : −c]> ∈ CP1.
If c1 + c2 6= 0, the solution for ξ = i is more complicated. We may introduce complex parameters
c and δ such that c1 = c+ 12δ and c2 = −c+ 12δ so that δ = c1 + c2 measures the deviation from the
Peregrine case. Taking c ∈ C \ {0} fixed and δ small, examination of the expressions (116)–(117)
suggests that a natural scaling of (x, t) ∈ R2 is to set x = x¯/|δ| and t = t¯/|δ|. If (x¯, t¯) ∈ R2 is also
fixed, then as δ→ 0,
(120) N(x, t) = 2|c|2 + 4 Re{c∗ ei arg(δ)(x¯ + it¯)}+ 2(x¯2 + t¯2) +O(δ),
and
(121) w(x, t) = |δ|−1
[
−2
3
e2i arg(δ)(x¯ + it¯)3 − 2c ei arg(δ)(x¯ + it¯)2 − 2c2(x¯ + it¯)
]
+O(1).
Also,
(122) s(x, t) =
[
c + ei arg(δ)(x¯ + it¯)
−c− ei arg(δ)(x¯ + it¯)
]
+O(δ).
From the Ba¨cklund transformation formula (112) we then see that ψ˜(x, t) ≈ 1 unless the leading
term in w(x, t) proportional to |δ|−1 is cancelled. These terms constitute a cubic equation for x¯+ it¯,
one root of which is x¯ + it¯ = 0 and the other two of which are
(123) x¯ + it¯ =
1
2
c e−i arg(δ)(−1± i
√
3).
Therefore, when δ is small, the solution ψ˜(x, t) is very close to the background solution unless (x, t)
lies in O(1) neighborhoods of the three points x0 + it0 = 0, 12 cδ
−1(−1± i√3), which are easily seen
to be the vertices of a large equilateral triangle of side length |c|√3/(3|δ|). Near each of these three
points, the solution resembles the Peregrine solution (5) located near (x0, t0). See Figure 7. Another
interesting limit corresponds to holding c = (c1 − c2)/2 fixed and letting δ = c1 + c2 become
large. This brings the three vertices of the equilateral triangle, where the (approximate) Peregrine
breathers are placed, in toward the origin, and suggests that the limit may result in the fusion
of the three peaks into a single structure. This limit is another application of the generalization
described in Remark 3.4, in which the parameter is given by the homogeneous coordinates c∞ =
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FIGURE 7. |ψ˜(x, t)| for a solution obtained by a single application of the Darboux
transformation with the parameters c1 = e−ipi/12 and c2 = −1. The red lines indi-
cate asymptotically valid (in the limit of large separation) predictions for the loca-
tions of the three peaks.
[1 : 1]> ∈ CP1. The corresponding solution is given by
(124) ψ˜(x, t) = 1
+ 12
−32it5 − 80t4 − 16it3(4x2 + 1)− 24t2(4x2 + 3)− 2it(16x4 − 24x2 − 15)− 16x4 − 24x2 + 3
64t6 + 48t4(4x2 + 9) + 12t2(16x4 − 24x2 + 33) + 64x6 + 48x4 + 108x2 + 9
and it is plotted in Figure 8. It is an example of a “higher-order” rogue wave solution of (1).
A useful property of the matrix coefficient Y(x, t) in the partial fraction expansion of the com-
posite gauge transformation matrix G(λ; x, t) constructed from the background solution Ubg(λ; x, t)
for ξ = i is the following.
Lemma 3.6. Let Y(x, t) be defined by (89) for β = 1 with s(x, t), N(x, t), and w(x, t) being given by
(114), (116), and (117) respectively. Then for each t ∈ R,
(125) Y(x, t) =
iτ
x
[
−1 −1
1 1
]
+O(x−2), x → ±∞
where τ = 14 if c1 + c2 = 0 and τ =
3
2 otherwise. The same conclusion holds for Y∞(x, t) defined by (103)
where τ = 14 if c∞ = [c : −c]> ∈ CP1 and τ = 32 otherwise.
Proof. If c1 + c2 6= 0, then s(x, t) = (c1 + c2)x[1;−1]> + O(1), N(x, t) = 2|c1 + c2|2x2 + O(x),
and w(x, t) = − 23 (c1 + c2)2x3 + O(x2) as x → ±∞. On the other hand, if c1 + c2 = 0, then
s(x, t) = [c;−c]>, N(x, t) = 2|c|2, and w(x, t) = −2c2x + O(1) as x → ±∞. Using these in (89)
and (103) completes the proof. 
This lemma has two related consequences. First, for any c ∈ C2,
(126) Y12(x, t)−Y21(x, t)∗ = O
(
x−2
)
, x → ±∞.
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FIGURE 8. |ψ˜(x, t)| corresponding to a single application of the Darboux trans-
formation to the background with parameters ξ = i and “c = ∞” in the sense
described in Remark 3.4 with parameter c∞ = [1 : 1]> ∈ CP1.
Thus, according to (92), the transformed potential ψ˜(x, t) is an L1-perturbation of the background
field ψ(x, t) = ψbg(x, t) ≡ 1. Second, for any c ∈ C2, the gauge transformation matrix G(λ; x, t)
defined by (80) for ξ = i tends to the identity matrix as x → ±∞ and hence it preserves the leading
order behavior in the asymptotic expansion as x → ±∞ when applied as a prefactor to a matrix
function of x. This implies that for all λ ∈ Γ, G(λ; x, 0)J±bg(λ; x, 0) are precisely the Jost solu-
tion matrices associated with the transformed potential ψ˜(x, 0). Since J+bg(λ; x, 0) = J
−
bg(λ; x, 0) =
Ubg(λ; x, 0), we therefore arrive at the following result.
Corollary 3.7. All solutions obtained from the background from a single application of the Darboux trans-
formation described in Section 3.2 for ξ = i have the same scattering matrix as the background potential:
S(λ; t) = I for all λ ∈ Γ \ {i,−i}.
In particular, this holds for the Peregrine solution ψP(x, t) defined in (5). On the other hand,
such a result is not true for ξ 6= ±i, and the Akhmediev breather case shows that it may not even
be possible to define the scattering matrix after the application of a Darboux transformation.
Remark 3.8. By definition (see (89)), Y(x, t) always annihilates s(x, t). According to (118), in the
case that c1 + c2 = 0 giving rise to the Peregrine solution, the kernel of Y(x, t) contains the span of
[1;−1]>. Now, the Beals-Coifman matrix for the background solution is defined by UBCbg (λ; x, t) =
E(λ) e−iρ(x+λt)σ3 (cf., (10)) and it satisfies
(127) UBCbg (λ; x, t) = n(λ)
([
1 −1
−1 1
]
− iρ(λ)(σ1 + (x + it)σ3) +O(λ− i)
)
, λ→ i.
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Therefore, applying the gauge transformation G(λ; x, t) to map UBCbg (λ; x, t) into its Peregrine ana-
logue UBCP (λ; x, t), the leading term is explicitly cancelled:
UBCP (λ; x, t) = G(λ; x, t)U
BC
bg (λ; x, t)
=
(
Y(x, t)(λ− i)−1 +O(1)
)
UBCbg (λ; x, t)
= −in(λ)ρ(λ)(λ− i)−1Y(x, t)(σ1 + (x + it)σ3) +O(n(λ)), λ→ i.
(128)
Since n(λ)ρ(λ) = O((λ − i)1/4) we see that for the Peregrine solution, the Beals-Coifman fun-
damental solution matrix exhibits a (λ − i)−3/4 singularity in all four matrix entries as λ → i.
Without the condition c1 + c2 = 0, the cancellation does not occur, and therefore more gener-
ally the Beals-Coifman matrix has a (λ− i)−5/4 singularity after one application of the Darboux
transformation to the background solution. The same growth rate estimates apply to MBC(λ; x, t);
in the above expansions one need only omit the term (x + it)σ3 that comes from expanding the
exponential factor e−iρ(λ)(x+λt)σ3 .
3.4. Iteration. Riemann-Hilbert representations for high-order rogue waves. Since, according
to Theorem 3.5 the result of applying a Darboux transformation in the setting of the robust IST
is to transform one Riemann-Hilbert problem into another one of the same form and at the same
time to transform the solution of the first problem into that of the second, the procedure can be
repeated. The data (ξ, c) associated with each iteration can be related or unrelated to that of the
previous step, and the basic procedure remains the same. In this section, we show how to iterate
the Darboux transformation an arbitrary number of times for certain data chosen to produce in-
teresting solutions of the focusing NLS equation (1) and also for which the resulting jump matrix
after multiple iterations can be explicitly determined in closed form.
The solutions we wish to obtain are those commonly referred to as the higher-order rogue wave
solutions. The simplest such solutions have already been obtained in Section 3.3 (and in particu-
lar subsection 3.3.2), namely the Peregrine solution (5) (a “first-order” rogue wave, see Figure 1)
and another solution obtained by choosing parameters so as to fuse together three copies of the
elementary Peregrine solution at a single point (a “second-order” rogue wave, see Figure 8). Let
us denote these solutions respectively as ψP1(x, t) and ψP2(x, t).
Both of these solutions were obtained by a single iteration of the Darboux transformation ap-
plied to the background solution Ubg(λ; x, t) with pole location ξ = i and different auxiliary
data taken in the limiting sense of Remark 3.4. Namely, ψP1(x, t) was generated from the data
c∞ = [1 : −1]> ∈ CP1 while ψP2(x, t) was generated from c∞ = [1 : 1]> ∈ CP1. To generate
rogue wave solutions of arbitrary order, we simply apply these basic Darboux transformations
iteratively.
Definition 3.9. Let Do denote the Darboux transformation associated with the data (ξ = i, c∞ =
[1 : −1]>) and letDe denote the Darboux transformation associated with the data (ξ = i, c∞ = [1 :
1]>). Then the rogue wave solution of order 2n− 1 (respectively 2n) is the solution ψ = ψP2n−1(x, t)
(respectively ψ = ψP2n(x, t)) obtained from the iterated Darboux/Ba¨cklund transformation Dno
(respectively Dne ) applied to the background.
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Qualitatively speaking, ψPk(x, t) represents a fusion or nonlinear superposition of 2k− 1 copies
of the elementary Peregrine solution ψP(x, t) at the same point, namely (x, t) = (0, 0). It has
recently been proven [38] that for any value of k, the maximum amplitude of this solution is
max(x,t)∈R2 |ψPk(x, t)| = |ψPk(0, 0)| = 2k + 1.
According to Theorem 3.5, the effect of each application ofDo orDe is to produce a new factor in
the jump matrix on the upper/lower semicircles Σ+/Σ− of the jump contour, and at each iteration
the factor is calculated by evaluating the gauge transformation G(λ; x, t) = I+(λ− i)−1Y∞(x, t)+
(λ + i)−1Z∞(x, t) at (x, t) = (0, 0) after computing Y∞(x, t) and Z∞(x, t) from the fundamental
solution matrix obtained from the previous iteration. Let M[n]o (λ; x, t) and M
[n]
e (λ; x, t) denote the
solution matrices of Riemann-Hilbert Problem 1 after n applications of Do and De respectively.
Thus M[0]o (λ; x, t) = M
[0]
e (λ; x, t) is the solution of Riemann-Hilbert Problem 1 formulated for
the background solution ψ = ψbg(x, t) ≡ 1. Let G[n]o (λ; x, t) and G[n]e (λ; x, t) denote the gauge
matrices calculated for the application of Do to U[n]o (λ; x, t) := M[n]o (λ; x, t) e−iρ(λ)(x+λ)tσ3 and of
De to U[n]e (λ; x, t) := M[n]e (λ; x, t) e−iρ(λ)(x+λt)σ3 respectively. Thus,
(129) U[n]o/e(λ; x, t)
=
G
[n−1]
o/e (λ; x, t) · · ·G[0]o/e(λ; x, t)Ubg(λ; x, t), λ ∈ D+ ∪ D−
G[n−1]o/e (λ; x, t) · · ·G[0]o/e(λ; x, t)Ubg(λ; x, t)G[0]o/e(λ; 0, 0)−1 · · ·G[n−1]o/e (λ; 0, 0)−1, λ ∈ D0
and M[n]o/e(λ; x, t) = U
[n]
o/e(λ; x, t) e
iρ(λ)(x+λt)σ3 . The Riemann-Hilbert problem whose unique solu-
tion is M[n]o/e(λ; x, t) is then the following.
Riemann-Hilbert Problem 2. Let n = 0, 1, 2, 3, . . . , and seek a 2 × 2 matrix function M(λ; x, t) =
M[n]o/e(λ; x, t) that has the following properties:
• Analyticity: M(λ; x, t) is analytic for λ in the exterior of the disk D0 and for λ ∈ D0 \ Σc .
• Jump Condition: M(λ; x, t) takes continuous boundary values M±(λ; x, t) on Σ0 ∪Σc, and
they are related by a jump condition of the form M+(λ; x, t) = M−(λ; x, t)V
[n]
o/e(λ; x, t) for
λ ∈ Σ ∪ Σc, where
(130) V[n]o/e(λ; x, t) := e
2iρ+(λ)(x+λt)σ3 , λ ∈ Σc,
(131) V[n]o/e(λ; x, t) := e
−iρ(λ)(x+λt)σ3 G[n−1]o/e (λ; 0, 0) · · ·G[0]o/e(λ; 0, 0)E(λ) eiρ(λ)(x+λt)σ3 , λ ∈ Σ+,
and
(132) V[n]o/e(λ; x, t) := e
−iρ(λ)(x+λt)σ3 E(λ)−1G[0]o/e(λ; 0, 0)
−1 · · ·G[n−1]o/e (λ; 0, 0)−1 eiρ(λ)(x+λt)σ3 ,
λ ∈ Σ−.
• Normalization: limλ→∞ M(λ; x, t) = I.
Note that this Riemann-Hilbert problem, like that for the background solution ψbg(x, t) ≡ 1,
has no jump across the real axis. The rogue waves themselves are obtained from the solution in
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the usual way:
(133)
ψP2n−1(x, t) = 2i lim
λ→∞
λM[n]o,12(λ; x, t) and ψP2n(x, t) = 2i limλ→∞
λM[n]e,12(λ; x, t), n = 1, 2, 3, . . . .
Although the gauge transformation matrix G[k]o/e(λ; x, t) is not generally equal to its predecessor
G[k−1]o/e (λ; x, t) because the former has to be calculated using the values of the latter near ξ = i, a
remarkable simplification occurs for (x, t) = (0, 0), and this is enough to make the evaluation of
the jump matrix in Riemann-Hilbert Problem 2 completely explicit.
Proposition 3.10. For any integer n ≥ 0, G[n]o/e(λ; 0, 0) = G[0]o/e(λ; 0, 0).
Proof. Let Y[n]∞,o/e(x, t) denote the matrix defined by (103) for the data ξ = i and c∞ = [1 : −1] ∈
CP1 (for Y[n]∞,o(x, t)) or c∞ = [1 : 1] ∈ CP1 (for Y[n]∞,e(x, t)). For any integer n ≥ 0, the (x, t)-
dependence of Y[n]∞,o/e(λ; x, t) is encoded only via the quantities
(134)
s∞(i; x, t) = U
[n]
o/e(i; x, t)c∞
N∞(x, t) = ‖s(i; x, t)‖2 = c†∞U[n]o/e(i; x, t)†U[n]o/e(i; x, t)c∞,
w∞(x, t) = c>∞U
[n]
o/e(i; x, t)
>σ2U
[n]′
o/e(i; x, t)c∞.
Recall that by definition U[n]o/e(λ; 0, 0) = I for all λ ∈ D0, and therefore also U[n]′o/e(i; 0, 0) = 0. Thus,
evaluating the quantities above at (x, t) = (0, 0) gives
(135)
s∞(i; 0, 0) = c∞,
N∞(0, 0) = c†∞c∞,
w∞(0, 0) = 0,
independent of n, and these coincide with the values of s∞(i; 0, 0), N∞(0, 0), and w∞(0, 0) for the
gauge transformation matrix G[0]o/e(λ; x, t) built from the Riemann-Hilbert matrix U
[0]
o/e(λ; x, t) =
Ubg(λ; x, t) for the background field. This proves the claim. 
Corollary 3.11. The product of factors appearing in the jump matrices in (131)–(132) is given by
(136) G[n−1]o/e (λ; 0, 0) · · ·G[0]o/e(λ; 0, 0) = G[0]o/e(λ; 0, 0)n,
where
(137) G[0]o/e(λ; 0, 0) = I+
Y[0]∞,o/e(0, 0)
λ− i +
Z[0]∞,o/e(0, 0)
λ+ i
in which
(138) Y[0]∞,o(0, 0) = −Z[0]∞,e(0, 0) = H := i
[
1 1
1 1
]
and
(139) Y[0]∞,e(0, 0) = −Z[0]∞,o(0, 0) = K := i
[
1 −1
−1 1
]
.
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Proof. The identity (136) follows from Proposition 3.10. It only remains to prove the formulae
(138)–(139); but these follow from the definitions (103)–(104) together with (135) and the values of
c∞ = [1 : −1] (for case o) and c∞ = [1 : 1] (for case e). 
Remark 3.12. The rogue wave solutions of (1) of arbitrary order have thus been encoded in the
solution of a simple Riemann-Hilbert problem with a jump matrix depending explicitly on (x, t) ∈
R2 and the order k proportional to n, which appears as an exponent. This kind of problem is likely
well-suited to asymptotic analysis by the Deift-Zhou steepest descent method [14] to determine
asymptotic properties of rogue waves in the limit of large order. For instance, the plots in Figures 9,
10, and 11 (see [16, 20, 21, 25] for similar plots) suggest the following questions:
• Can one describe the asymptotic properties of the peaks and zeros of ψk(x, t) for large k?
In particular, what are the asymptotics of the extreme zeros?
• Can one describe the spatio-temporal pattern of rapid oscillations of ψk(x, t) in the limit
of large k by a proper multiple-scale formula accounting for a slowly-varying envelope
modulating a rapidly-varying carrier wave? What is the nature of the carrier wave? Is it
trigonometric, elliptic, or characterized by some other special function in the limit k→ ∞?
This is work in progress.
3.5. From analytic to algebraic representations of high-order rogue waves. Although Riemann-
Hilbert Problem 2 is an analytical characterization of arbitrary-order rogue waves, it yields an
algebraic representation as well, which is more in line with what is in the literature [2, 4, 20, 21, 22],
and which can lead to compact formulae for solutions in terms of determinants. While perhaps
less useful for determining properties of high-order rogue waves due to combinatorial complexity,
such formulae are effective for the calculation of rogue wave solutions of low order. Fix a value
of n = 1, 2, 3, . . . (everything below depends on n but we will not systematically indicate this
dependence when making new definitions going forward). To convert Riemann-Hilbert Problem 2
into a finite-dimensional linear algebraic system, first observe that for λ ∈ C \ D0, M[n]o/e(λ; x, t) =
Πo/e(λ; x, t)M[0](λ; x, t) = Πo/e(λ; x, t)E(λ), where Πo/e(λ; x, t) denotes the ordered product of
the gauge transformation matrices:
(140) Πo/e(λ; x, t) := G
[n−1]
o/e (λ; x, t) · · ·G[1]o/e(λ; x, t)G[0]o/e(λ; x, t).
As a product of n matrix factors, each having simple poles at ±i as its only singularities and
decaying to I as λ → ∞, Πo/e(λ; x, t) also decays to I for large λ and has poles of order n at ±i
and is otherwise analytic. Hence, it necessarily has a finite partial fraction expansion of the form
(141) Πo/e(λ; x, t) = I+
n
∑
k=1
A+o/e,k(x, t)
(λ− i)k +
A−o/e,k(x, t)
(λ+ i)k
.
Next, taking into account Corollary 3.11, the jump conditions of Riemann-Hilbert Problem 2 to-
gether imply that
(142) Πo/e(λ; x, t)E(λ) = U
[n],in
o/e (λ; x, t)G
[0]
o/e(λ; 0, 0)
nE(λ) eiρ(λ)(x+λt)σ3
holds for |λ| = r, where U[n],ino/e (λ; x, t) = M[n],ino/e (λ; x, t) e−iρ(λ)(x+λt)σ3 is a matrix function analytic
for λ ∈ D0. Therefore (142) can be recast as the identity (the exponent −n indicates the nth power
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of the inverse matrix)
(143) Πo/e(λ; x, t) ·
(
E(λ) e−iρ(λ)(x+λt)σ3 E(λ)−1
)
·G[0]o/e(λ; 0, 0)−n = U[n],ino/e (λ; x, t), |λ| = r.
The expression in parentheses on the left-hand side is precisely the matrix Uinbg(λ; x, t) defined in
(105); it is an entire function of λ that is written in explicit form in (106). Since the right-hand side
of (143) admits analytic continuation to the domain D0, the same must be true of the left-hand side.
But Uinbg(λ; x, t) is a known entire function, and G
[0]
o/e(λ; 0, 0)
−n can be regarded as known using
Corollary 3.11 and will be shortly shown to have poles of order n at λ = ±i. Therefore, demanding
analyticity of the left-hand side at λ = ±i imposes conditions on the unknown coefficients in the
partial fraction expansion (141). These conditions constitute an algebraic representation of the
rogue wave solution.
To make these observations into an effective procedure, first note that according to (138)–(139),
the following identities are obvious:
(144) HK = KH = 0
and
(145) H2 = 2iH and K2 = 2iK.
The nth power on the right-hand side of (136) can now be explicitly computed from the represen-
tation (137). Indeed (144) eliminates all mixed products and (145) reduces all matrix powers to
scalar multiples:
(146)
G[0]o (λ; 0, 0)n = I+
n
∑
k=1
(
n
k
)[
Hk
(λ− i)k +
(−K)k
(λ+ i)k
]
= I+
n
∑
k=1
(
n
k
)
(2i)k−1
[
H
(λ− i)k +
(−1)kK
(λ+ i)k
]
,
(147)
G[0]e (λ; 0, 0)n = I+
n
∑
k=1
(
n
k
)[
Kk
(λ− i)k +
(−H)k
(λ+ i)k
]
= I+
n
∑
k=1
(
n
k
)
(2i)k−1
[
K
(λ− i)k +
(−1)kH
(λ+ i)k
]
,
Moreover, (144) and (145) together imply the identity
(148) G[0]o (λ; 0, 0)−1 = G
[0]
e (λ; 0, 0),
which further implies G[0]o/e(λ; 0, 0)
−n = G[0]e/o(λ; 0, 0)
n. Thus the final factor on the left-hand side
of the relation (143) is given by either (146) or (147) and is therefore an explicit meromorphic
function with poles of order n at λ = ±i, written in partial fraction expansion form.
Remark 3.13. The relation (148) has an interesting consequence. If an application of Do is followed
by an application of De or vice versa, then the factors introduced in the jump matrix on Σ0 by
these transformations are inverses of each other. Therefore, the Riemann-Hilbert problem remains
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unchanged. By uniqueness, we conclude that Do ◦ De = I and the corresponding Ba¨cklund
transformations are inverses of each other.
We use this information to obtain the coefficients in the partial fraction expansion (141) in two
steps:
• Denote by Po/e(λ; x, t) the product of the first two factors on the left-hand side of (143):
Po/e(λ; x, t) := Πo/e(λ; x, t)Uinbg(λ; x, t). This function has poles of order n at λ = ±i and
hence has convergent Laurent expansions of the form:
(149) Po/e(λ; x, t) =
∞
∑
j=−n
P±o/e,j(x, t)(λ∓ i)j, |λ∓ i| < 2.
Then the condition that the left-hand side of (143) have removable singularities at λ = i
and λ = −i implies the following 4n necessary vector-valued conditions on the coefficient
functions of the series (149):
(150) P+o/e,j(x, t)c∞,o/e = 0 and P
−
o/e,j(x, t)σ3c∞,o/e = 0, −n ≤ j ≤ n− 1,
where c∞,o = [1 : −1]> ∈ CP1 and c∞,e = [1 : 1]> ∈ CP1. In each case, the first n equations
are obvious, but to derive the second n equations one makes repeated use of the identities
(144) and (145).
• Now substitute into (150) the Laurent coefficients of Po/e(λ; x, t) = Πo/e(λ; x, t)Uinbg(λ; x, t),
which can be explicitly written in terms of the unknown coefficients in the partial frac-
tion expansion (141) and the Taylor coefficients of the known analytic function Uinbg(λ; x, t)
about λ = ±i:
(151) Uinbg(λ; x, t) =
∞
∑
j=0
D±j (x, t)(λ∓ i)j.
Defining associated vectors by
(152) w+o/e,k(x, t) := D
+
k (x, t)c∞,o/e and w
−
o/e,k(x, t) := D
−
k (x, t)σ3c∞,e/o, k = 0, 1, 2, 3, . . . ,
the equations (150) for indices −n ≤ j ≤ −1 imply the 2n vector equations
j
∑
k=0
A+o/e,n−j+k(x, t)w
+
o/e,k(x, t) = 0, 0 ≤ j ≤ n− 1,(153)
j
∑
k=0
A−o/e,n−j+k(x, t)w
−
o/e,k(x, t) = 0, 0 ≤ j ≤ n− 1.(154)
To express the remaining equations in (150), first set
(155) γkm :=
(−1)k
(2i)m+k
(
m + k− 1
k
)
, m = 1, 2, 3, . . . , k = 0, 1, 2, 3, . . . ,
so that
(156)
1
(λ+ i)m
=
∞
∑
k=0
γkm(λ− i)k , 1(λ− i)m =
∞
∑
k=0
(−1)m+kγkm(λ+ i)k .
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Introducing the auxiliary unknown matrices
(157) Γ+o/e,k(x, t) :=
n
∑
m=1
γkmA−o/e,m(x, t), Γ
−
o/e,k(x, t) :=
n
∑
m=1
(−1)m+kγkmA+o/e,m(x, t),
the equations (150) for indices 0 ≤ j ≤ n− 1 take the form
j
∑
k=0
Γ+o/e,j−k(x, t)w
+
o/e,k(x, t) +
n
∑
k=1
A+o/e,k(x, t)w
+
o/e,j+k(x, t) = −w+o/e,j(x, t), 0 ≤ j ≤ n− 1(158)
j
∑
k=0
Γ−o/e,j−k(x, t)w
−
o/e,k(x, t) +
n
∑
k=1
A−o/e,k(x, t)w
−
o/e,j+k(x, t) = −w−o/e,j(x, t), 0 ≤ j ≤ n− 1.(159)
Eliminating Γ+o/e(x, t) and Γ
−
o/e(x, t) using (157), it is clear that equations (153), (154), (158),
and (159) constitute a square inhomogeneous linear system of dimension 8n× 8n govern-
ing the 8n entries of the matrix coefficients in the partial fraction expansion (141).
According to (65) the solution of the NLS equation (1) stemming from Riemann-Hilbert Prob-
lem 2 is
ψ(x, t) = 2i lim
λ→∞
λM[n]o/e,12(λ; x, t)
= 2i lim
λ→∞
λ
(
Πo/e(λ; x, t)M[0](λ; x, t)
)
12
= 1+ 2i
(
A+o/e,1(x, t) + A
−
o/e,1(x, t)
)
12
(160)
where we have used that the second column of M[0](λ; x, t) = E(λ) has the expansion [0; 1]> +
λ−1[2i; 0]> +O(λ−2) as λ → ∞. Therefore it is sufficient to solve for the first row of the matrices
in (141), so we introduce row vectors
(161)
[ro/e,k(x, t) uo/e,k(x, t)] := [1 0]A
+
o/e,k(x, t), [so/e,k(x, t) vo/e,k(x, t)] := [1 0]A
−
o/e,k(x, t)
for 1 ≤ k ≤ n, and the system of equations (153), (154), (158), and (159) results in a square inho-
mogeneous linear system for the vector unknown
(162) y = [ro/e,n so/e,n uo/e,n vo/e,n · · · ro/e,1 so/e,1 uo/e,1 vo/e,1]> ∈ C4n,
with a coefficient matrix that consists of 2n 2× 2 blocks:
(163) Ro/e :=

F[1]0 F
[2]
0 0 0 ··· ··· ··· 0
F[1]1 F
[2]
1 F
[0]
1 F
[2]
0 0 ··· ··· 0
...
...
F[1]n−1 F
[2]
n−1 F
[1]
n−2 F
[2]
n−2 ··· ··· F[1]0 F[2]0
F[1]n +H
[1]
0,n F
[2]
n +H
[2]
0,n F
[1]
n−1+H
[1]
0,n−1 F
[2]
n−1+H
[2]
0,n−1 ··· ··· F[1]1 +H[1]0,1 F[2]1 +H[2]0,1
F[1]n+1+H
[1]
1,n F
[2]
n+1+H
[2]
1,n F
[1]
n +H
[1]
1,n−1 F
[2]
n +H
[2]
1,n−1 ··· ··· F[1]2 +H[1]1,1 F[2]2 +H[2]1,1
F[1]n+2+H
[1]
2,n F
[2]
n+2+H
[2]
2,n F
[1]
n+1+H
[1]
2,n−1 F
[2]
n+1+H
[2]
2,n−1 ··· ··· F[1]n−1+H[1]2,1 F[2]n−1+H[2]2,1
...
...
F[1]2n−1+H
[1]
n−1,n F
[2]
2n−1+H
[2]
n−1,n−1 F
[1]
2n−2+H
[1]
n−1,n−1 F
[2]
2n−2+H
[2]
n−1,n−1 ··· ··· F[1]n +H[1]n−1,1 F[2]n +H[2]n−1,1

,
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where we momentarily suppressed the subscript o/e for the block elements. The blocks of R =
R(x, t) are defined in terms of the following 2× 2 matrices:
F[j]k = F
[j]
k (x, t) :=

(
w+e/o,k(x, t)
)
j
0
0
(
w−e/o,k(x, t)
)
j
 =: [ f [j]+e/o,k(x, t) 0
0 f [j]−e/o,k(x, t)
]
, j = 1, 2,
(164)
H[j]m,k = H
[j]
m,k(x, t) :=
 0
m
∑
`=0
γ`m f
[j]+
e/o,m−`(x, t)
m
∑
`=0
(−1)`+mγ`m f [j]−e/o,m−`(x, t) 0
, j = 1, 2.
(165)
Thus, the first row of the solution of Riemann-Hilbert problem 2 can be obtained by solving the
linear system
(166) Re/o(x, t)y(x, t) =

0
...
0
− f [1]+e/o,0(x, t)
− f [1]−o/e,0(x, t)
− f [1]+e/o,1(x, t)
− f [1]−e/o,1(x, t)
...
− f [1]+e/o,n−1(x, t)
− f [1]−e/o,n−1(x, t)

,
and consequently the rogue wave solutions of arbitrary order are recovered by Cramer’s rule:
ψP2n−1(x, t) = 1+ 2i(uo,1(x, t) + vo,1(x, t)) = 1+ 2i
det(Ro,2(x, t)) + det(Ro,1(x, t))
det(Ro(x, t))
,(167)
ψP2n(x, t) = 1+ 2i(ue,1(x, t) + ve,1(x, t)) = 1+ 2i
det(Re,2(x, t)) + det(Re,1(x, t))
det(Re(x, t))
.(168)
Here Ro/e,k(x, t) stands for the matrix Ro/e(x, t) with its kth column replaced by the right-hand
side vector in (166). For n = 1, the system (166) is 4× 4 and it can be solved by hand to obtain the
Peregrine breather with its peak located at (0, 0). As n grows, the complexity of the system grows
rapidly and we solve both of the systems Ro/e,k symbolically by computer for n = 1, 2, 3, 4. See
Figure 9 for the “odd-order” rogue-wave solutions ψP2n−1(x, t) of the NLS equation obtained by
solving the linear system of (166) with R(x, t) = Ro(x, t) and see Figure 10 for the “even-order”
rogue wave solutions ψP2n(x, t) of the NLS equation in the case R(x, t) = Re(x, t). See Figure 11 for
a surface plot of |ψ8(x, t)| (corresponding to the linear system with n = 4 and R(x, t) = Re(x, t)).
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FIGURE 9. Moduli of the first four “odd-order” rogue waves: |ψP1(x, 0)| (blue),|ψP3(x, 0)| (orange), |ψP5(x, 0)| (green), and |ψP7(x, 0)| (red).
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FIGURE 10. Moduli of the first four “even-order” rogue waves: |ψP2(x, 0)| (blue),|ψP4(x, 0)| (orange), |ψP6(x, 0)| (green), and |ψP8(x, 0)| (red).
4. LINEARIZATION OF THE DIRECT AND INVERSE SCATTERING TRANSFORMS AND
APPLICATION TO THE PEREGRINE SOLUTION
4.1. Complex NLS and linearization preliminaries. Consider the complex nonlinear Schro¨dinger
(cNLS) for the scalar unknown functions (ψ, φ)
(169)
iψt +
1
2
ψxx + (−ψφ− 1)ψ = 0
iφt − 12φxx − (−ψφ− 1)φ = 0
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FIGURE 11. Modulus of the 8th order rogue wave: |ψP8(x, t)|, obtained from the
solution of Riemann-Hilbert problem 2 with n = 4. The pattern evident in the den-
sity plot (right-hand panel) is reminiscent of the wave patterns typical in solutions
of the focusing NLS equation in the semiclassical limit [30].
In case the focusing symmetry φ = −ψ∗ holds, (169) reduces to the focusing nonlinear Schro¨dinger
(NLS) equation (1). Consider the formal linearization of (169) around a solution (ψ0, φ0) by con-
sidering solutions (ψ, φ) that are of the form:
(170)
ψ = ψ0 + εψ1 + o(ε),
φ = φ0 + εφ1 + o(ε), 0 < ε 1.
Enforcing (170) to solve (169) and retaining O(ε) terms yields the following linear partial differen-
tial equations for the perturbation functions (ψ1, φ1):
(171)
iψ1t +
1
2
ψ1xx + (−2ψ0φ0 − 1)ψ1 − ψ20φ1 = 0
iφ1t − 12φ1xx − (−2ψ0φ0 − 1)φ1 + φ
2
0ψ1 = 0,
which we will refer to as the linearized complex NLS equation (lcNLS), and in case the focusing
symmetry holds for the unperturbed fields (φ0 = −ψ∗0 ) and first-order perturbations (φ1 = −ψ∗1 )
(171) reduces to the linearized NLS (lNLS) equation:
(172) iψ1t +
1
2
ψ1xx + (2|ψ0|2 − 1)ψ1 + ψ20ψ∗1 = 0.
4.2. Squared eigenfunctions. Let ζ be an arbitrary complex number, and let u = u[a](ζ; x, t) and
u = u[b](ζ; x, t) be any two (not necessarily independent or distinct) 2× 1 column vector simul-
taneous solutions of the Lax pair associated with with the solutions (ψ0, φ0) of the cNLS equation
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for the same value of the spectral parameter λ = ζ:
(173)
ux =
[
−iλ ψ0
φ0 iλ
]
u
ut =
[
−iλ2 + i2 (−ψ0φ0 − 1) λψ0 + i2ψ0x
λφ0 − i2φ0x iλ2 − i2 (−ψ0φ0 − 1)
]
u.
Define the corresponding squared eigenfunctions
(174)
µ
[ab]
1 (ζ; x, t) := u
[a]
1 (ζ; x, t)u
[b]
1 (ζ; x, t)
µ
[ab]
2 (ζ; x, t) := u
[a]
1 (ζ; x, t)u
[b]
2 (ζ; x, t) + u
[a]
2 (ζ; x, t)u
[b]
1 (ζ; x, t)
µ
[ab]
3 (ζ; x, t) := u
[a]
2 (ζ; x, t)u
[b]
2 (ζ; x, t).
These squared eigenfunctions µj = µ
[ab]
j , j = 1, 2, 3, satisfy the 3× 3 Lax pair:
(175)
∂
∂x
µ1µ2
µ3
 =
−2iλ ψ0 02φ0 0 2ψ0
0 φ0 2iλ

µ1µ2
µ3

∂
∂t
µ1µ2
µ3
 =
−2iλ2 + i(−ψ0φ0 − 1) λψ0 +
i
2ψ0x 0
2λφ0 − iφ0x 0 2λψ0 + iψ0x
0 λφ0 − i2φ0x 2iλ2 − i(−ψ0φ0 − 1)

µ1µ2
µ3

for the spectral parameter evaluated at λ = ζ. Using the differential equations (175) it follows that
for any ζ ∈ C the squared eigenfunctions (µ[ab]1 (ζ; x, t), µ[ab]3 (ζ; x, t)) satisfy the following partial
differential equations in which the spectral parameter does not appear explicitly:
(176)
iµ[ab]1t +
1
2
µ
[ab]
1xx + (−2ψ0φ0 − 1)µ[ab]1 − ψ20µ[ab]3 = 0
iµ[ab]3t −
1
2
µ
[ab]
3xx − (−2ψ0φ0 − 1)µ[ab]3 + φ20µ[ab]1 = 0,
which is precisely the lcNLS given in (171) with ψ1 := µ
[ab]
1 (ζ; x, t) and φ1 := µ
[ab]
3 (ζ; x, t). Explic-
itly, we have the lcNLS written as the linear system:
(177)
[
i ∂∂t +
1
2
∂2
∂x2 − 2ψ0φ0 − 1 −ψ20
φ20 i
∂
∂t − 12 ∂
2
∂x2 + 2ψ0φ0 + 1
][
µ
[ab]
1 (ζ; x, t)
µ
[ab]
3 (ζ; x, t)
]
=
[
0
0
]
.
Now suppose that φ0(x, t) = −ψ0(x, t)∗. Unfortunately, the ordered pair of squared eigen-
functions (ψ1(x, t), φ1(x, t)) = (µ
[ab]
1 (ζ; x, t), µ
[ab]
3 (ζ; x, t)) does not necessarily satisfy the focusing
symmetry: µ[ab]3 (ζ; x, t) = −µ[ab]1 (ζ; x, t)∗ needed to reduce (171) to (172), but this can be remedied
by applying the superposition principle making use of different values of the spectral parameter.
Indeed, the focusing symmetry φ0(x, t) = −ψ0(x, t)∗ of the unperturbed problem implies that the
vectors
(178) u[j](ζ∗; x, t) :=
[
−u[j]2 (ζ; x, t)∗
u[j]1 (ζ; x, t)
∗
]
, j = a, b,
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are simultaneous solutions of (173) for the spectral parameter λ = ζ∗. Denoting the corresponding
squared eigenfunctions defined via (174) from these two vectors as µ[ab]k (ζ
∗; x, t), k = 1, 2, 3, it
follows easily that
(179) µ[ab]1 (ζ
∗; x, t) = µ[ab]3 (ζ; x, t)
∗ and µ[ab]3 (ζ
∗; x, t) = µ[ab]1 (ζ; x, t)
∗.
Now since the spectral parameter does not appear explicitly in the linear system (171), it is solved
by both (ψ1, φ1) = (µ
[ab]
1 (ζ; x, t), µ
[ab]
3 (ζ; x, t)) and (ψ1, φ1) = (µ
[ab]
1 (ζ
∗; x, t), µ[ab]3 (ζ
∗; x, t)), and
hence by superposition
(ψ1(x, t), φ1(x, t)) :=
(
µ
[ab]
1 (ζ; x, t)− µ[ab]1 (ζ∗; x, t), µ[ab]3 (ζ; x, t)− µ[ab]3 (ζ∗; x, t)
)
=
(
µ
[ab]
1 (ζ; x, t)− µ[ab]3 (ζ; x, t)∗, µ[ab]3 (ζ; x, t)− µ[ab]1 (ζ; x, t)∗
)(180)
is a solution of the system (171) for each ζ ∈ C that satisfies the focusing symmetry φ1(x, t) =
−ψ1(x, t)∗. Therefore
ψ1 := µ[ab](ζ; x, t) := µ
[ab]
1 (ζ; x, t)− µ[ab]3 (ζ; x, t)∗
= u[a]1 (ζ; x, t)u
[b]
1 (ζ; x, t)− u[a]2 (ζ; x, t)∗u[b]2 (ζ; x, t)∗
(181)
solves the linearized focusing NLS equation (172) whenever u[j](ζ; x, t), j = a, b, are any two
simultaneous solutions of (173) with φ0(x, t) = −ψ0(x, t)∗ for the same arbitrary value ζ of the
spectral parameter. Note that if the vectors u[j](ζ; x, t), j = a, b, are multiplied by scalar factors
c[j](ζ), j = a, b, whose product is C(ζ) = c[a](ζ)c[b](ζ), then the formula (181) is transformed into
(182) ψ1(x, t) = C(ζ)u
[a]
1 (ζ; x, t)u
[b]
1 (ζ; x, t)− C(ζ)∗u[a]2 (ζ; x, t)∗u[b]2 (ζ; x, t)∗,
which again is a solution of the linearized focusing NLS equation (172) regardless of the value of
C(ζ) ∈ C. Writing C(ζ) = α(ζ) + iβ(ζ) for real numbers α(ζ) and β(ζ), the solution (182) can be
written as the real linear combination α(ζ)µ[ab](ζ; x, t) + β(ζ)ν[ab](ζ; x, t) where µ(ζ; x, t) is defined
by (181) and where
(183) ν[ab](ζ; x, t) := iu[a]1 (ζ; x, t)u
[b]
1 (ζ; x, t) + iu
[a]
2 (ζ; x, t)
∗u[b]2 (ζ; x, t)
∗.
Further solutions of the linearized NLS equation (172) can be obtained by taking real linear com-
binations of µ[ab](ζ; x, t) and ν[ab](ζ; x, t) for different complex values of ζ.
A natural question that arises is that of completeness of the set of particular solutions of (172) of
the type indicated above in which ζ is allowed to range over some subset of the complex numbers.
What class of solutions of (172) can be represented as suitable finite or infinite superpositions of
them?
4.3. Formal linearization of the inverse-scattering transform. A systematic way to address the
completeness issue is to analyze the solution of the nonlinear problem with initial data ψ(x, 0) =
ψ0(x, 0) + εψ1(x, 0) obtained via the inverse-scattering transform. This approach was used by
Kaup [26] to study localized perturbations of solutions decaying to the zero background. Here
we use the robust inverse-scattering transform introduced in Section 2 and consider localized
perturbations of solutions decaying to the nonzero background value ψ ≡ 1.
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4.3.1. Linearizing the direct transform. Let ψ0(x, t) be a solution of (1) for which ψ0− 1 ∈ L1(R) as a
function of x for each t ∈ R. Suppose that ψ1(x) is a sufficiently-localized perturbation. For ε > 0
small, we consider the initial data ψ(x, 0; ε) = ψ0(x, 0) + εψ1(x). For sufficiently large radius r > 0
(independent of ε) we calculate the “core” jump matrices
(184) V+(λ; ε) :=
[
a(λ; ε)−1j−,1(λ; 0, 0; ε); j+,2(λ; 0, 0; ε)
]
, Im{λ} > 0, |λ| = r,
(185) V−(λ; ε) :=
[
j+,1(λ; 0, 0; ε); a(λ∗; ε)−∗j−,2(λ; 0, 0; ε)
]
, Im{λ} < 0, |λ| = r,
and
(186) Vout(λ; ε) :=
[
1+ |R(λ; ε)|2 R(λ; ε)∗
R(λ; ε) 1
]
, R(λ; ε) :=
b(λ; ε)
a(λ; ε)
, λ ∈ R, |λ| > r,
where j±,k(λ; 0, 0; ε) denote the columns of the Jost matrices for the potential ψ(x, 0; ε) = ψ0(x, 0)+
εψ1(x) evaluated at x = t = 0 and where a(λ; ε) and b(λ; ε) refer to the associated scattering ma-
trix. More to the point, the Jost column vectors are the unique solutions of the following Volterra
integral equations: j±,1(λ; x, 0; ε) = e−iρ(λ)xk±,1(λ; x, 0; ε), where
(187) k±,1(λ; x, 0; ε)− V ±,1[ψ0(·, 0)− 1]k±,1(λ; x, 0; ε) = e1(λ) + εV ±,1[ψ1]k±,1(λ; x, 0; ε),
∓ Im{ρ(λ)} ≥ 0,
where V ±,1[ψ] denote Volterra integral operators
(188)
V ±,1[ψ]f(x) :=
∫ x
±∞
E(λ)
[
1 0
0 e2iρ(λ)(x−y)
]
E(λ)−1
[
0 ψ(y)
−ψ(y)∗ 0
]
f(y)dy, ∓ Im{ρ(λ)} ≥ 0,
and j±,2(λ; x, 0; ε) = eiρ(λ)xk±,2(λ; x, 0; ε), where
(189) k±,2(λ; x, 0; ε)− V ±,2[ψ0(·, 0)− 1]k±,2(λ; x, 0; ε) = e2(λ) + εV ±,2[ψ1]k±,2(λ; x, 0; ε),
± Im{ρ(λ)} ≥ 0,
where V ±,2[ψ] denote Volterra operators
(190)
V ±,2[ψ]f(x) :=
∫ x
±∞
E(λ)
[
e−2iρ(λ)(x−y) 0
0 1
]
E(λ)−1
[
0 ψ(y)
−ψ(y)∗ 0
]
f(y)dy, ± Im{ρ(λ)} ≥ 0.
Under the assumption that ψ ∈ L1(R) and the indicated conditions on Im{ρ(λ)}, the operators
V ±,j[ψ], j = 1, 2, are bounded on L∞(R), and also I − V ±,j[ψ], j = 1, 2, have bounded inverses
on L∞(R). The corresponding operator norms ‖V ±,j[ψ]‖ and ‖(I − V ±,j[ψ])−1‖, j = 1, 2, are
uniformly bounded with respect to λ under the indicated conditions on Im{ρ(λ)}. Thus, (187)
can be rewritten in the form
(191) k±,1(λ; x, 0; ε)− ε(I − V ±,1[ψ0(·, 0)− 1])−1 ◦ V ±,1[ψ1]k±,1(λ; x, 0; ε) = k±,10 (λ; x, 0),
∓ Im{ρ(λ)} ≥ 0,
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where
(192) k±,10 (λ; x, 0) := (I − V ±,1[ψ0(·, 0)− 1])−1e1(λ), ∓ Im{ρ(λ)} ≥ 0, ρ(λ) 6= 0.
Similarly, (189) can be rewritten as
(193) k±,2(λ; x, 0; ε)− ε(I − V ±,2[ψ0(·, 0)− 1])−1 ◦ V ±,2[ψ1]k±,2(λ; x, 0; ε) = k±,20 (λ; x, 0),
± Im{ρ(λ)} ≥ 0,
where
(194) k±,20 (λ; x, 0) := (I − V ±,2[ψ0(·, 0)− 1])−1e2(λ), ± Im{ρ(λ)} ≥ 0, ρ(λ) 6= 0.
In both cases, the inhomogeneous terms k±,j0 (λ; x, 0), j = 1, 2, lie in L
∞(R) (the additional con-
dition ρ(λ) 6= 0 is required because otherwise ej(λ) does not exist), and if ρ(λ) is bounded
away from zero, their norms are bounded uniformly with respect to λ. It then follows that if
ε‖(I − V ±,1[ψ0(·, 0) − 1])−1‖ · ‖V ±,1[ψ1]‖ < 1, then (191) can be solved by a Neumann series
convergent in L∞(R), which takes the form of a power series in ε. A similar result holds for (193)
under the condition ε‖(I − V ±,2[ψ0(·, 0)− 1])−1‖ · ‖V ±,2[ψ1]‖ < 1. This implies that the unique
solutions furnished by the sums of the convergent Neumann series are analytic functions of ε to
L∞(R) at ε = 0.
Note that the inhomogeneous terms defined in (192) and (194) if also ρ(λ) 6= 0 are simply
the solutions of the integral equations (187) and (189) respectively for ε = 0, and therefore are
proportional via the exponential factors e±iρ(λ)x to the Jost solutions of the unperturbed problem.
We therefore have series representations:
(195) j±,1(λ; x, 0; ε) =
∞
∑
n=0
εnj±,1n (λ; x, 0), j±,1n (λ; x, 0) = e−iρ(λ)xk±,1n (λ; x, 0),
∓ Im{ρ(λ)} ≥ 0, ρ(λ) 6= 0,
and
(196) j±,2(λ; x, 0; ε) =
∞
∑
n=0
εnj±,2n (λ; x, 0), j±,2n (λ; x, 0) = eiρ(λ)xk±,2n (λ; x, 0),
± Im{ρ(λ)} ≥ 0, ρ(λ) 6= 0,
both convergent for sufficiently small |ε|, with the convergence interpreted in a weighted L∞(R)
space corresponding to unweighted L∞(R) convergence for k±,j(λ; x, 0; ε), j = 1, 2.
We may now solve explicitly for the first-order correction terms j±,j1 (λ; x, 0). These are given at
first by the expressions
(197) k±,11 (λ; x, 0) = (I − V ±,1[ψ0(·, 0)− 1])−1 ◦ V ±,1[ψ1]k±,10 (λ; x, 0),
∓ Im{ρ(λ)} ≥ 0, ρ(λ) 6= 0
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and
(198) k±,21 (λ; x, 0) = (I − V ±,2[ψ0(·, 0)− 1])−1 ◦ V ±,2[ψ1]k±,20 (λ; x, 0),
± Im{ρ(λ)} ≥ 0, ρ(λ) 6= 0.
Multiplying these through by e−iρ(λ)x(I − V ±,1[ψ0(·, 0)− 1]) and eiρ(λ)x(I − V ±,2[ψ0(·, 0)− 1])
respectively, eliminating k±,jn (λ; x, 0) in favor of j
±,j
n (λ; x, 0), j = 1, 2, and combining the resulting
equations with their derivatives with respect to x yields in all cases the same differential equation
(199)
∂j±,j1
∂x
(λ; x, 0) =
[
−iλ ψ0(x, 0)
−ψ0(x, 0)∗ iλ
]
j±,j1 (λ; x, 0) +
[
0 ψ1(x)
−ψ1(x)∗ 0
]
j±,j0 (λ; x, 0),
j = 1, 2.
The general solution of this equation may be obtained from a fundamental matrix for the homo-
geneous problem and variation of parameters. To obtain j−,11 (λ; x, 0) and j
+,2
1 (λ; x, 0) for |λ| = r
with Im{λ} > 0, we use the fundamental matrix UBC0 (λ; x, 0) = MBC0 (λ; x, 0) e−iρ(λ)xσ3 which is
given explicitly in terms of the Jost solutions of the unperturbed problem by
(200) UBC0 (λ; x, 0) =
[
a0(λ)−1j−,10 (λ; x, 0); j
+,2
0 (λ; x, 0)
]
, |λ| = r, Im{λ} > 0,
where a0(λ) is the Wronskian determinant that ensures that det(UBC0 (λ; x, 0)) = 1; note that
a0(λ) 6= 0 by choice of sufficiently large radius r. We observe also that V+(λ; 0) = UBC0 (λ; 0, 0).
Thus, the variation of parameters formula gives, if |λ| = r and Im{λ} > 0,
(201) j−,11 (λ; x, 0) = U
BC
0 (λ; x, 0)
∫ x
−∞
UBC0 (λ; y, 0)
−1
[
0 ψ1(y)
−ψ1(y)∗ 0
]
j−,10 (λ; y, 0) dy,
where the lower limit of integration is fixed by the requirement that k−,11 (λ; x, 0)→ 0 as x → −∞,
and
(202) j+,21 (λ; x, 0) = U
BC
0 (λ; x, 0)
∫ x
+∞
UBC0 (λ; y, 0)
−1
[
0 ψ1(y)
−ψ1(y)∗ 0
]
j+,20 (λ; y, 0) dy
where the lower limit of integration is fixed by the requirement that k+,21 (λ; x, 0) → 0 as x →
+∞. With the squared eigenfunctions µ[jk]1 (λ; x, t) := U
BC
0,1j(λ; x, t)U
BC
0,1k(λ; x, t) and µ
[jk]
3 (λ; x, t) :=
UBC0,2j(λ; x, t)U
BC
0,2k(λ; x, t), these formulae become
(203) j−,11 (λ; x, 0) = a0(λ)U
BC
0 (λ; x, 0)
∫ x
−∞
[
ψ1(y)µ
[12]
3 (λ; y, 0) + ψ1(y)
∗µ[12]1 (λ; y, 0)
−ψ1(y)µ[11]3 (λ; y, 0)− ψ1(y)∗µ[11]1 (λ; y, 0)
]
dy
and
(204) j+,21 (λ; x, 0) = U
BC
0 (λ; x, 0)
∫ x
+∞
[
ψ1(y)µ
[22]
3 (λ; y, 0) + ψ1(y)
∗µ[22]1 (λ; y, 0)
−ψ1(y)µ[12]3 (λ; y, 0)− ψ1(y)∗µ[12]1 (λ; y, 0)
]
dy.
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Since a(λ; ε) := det(j−,1(λ; x, t; ε), j+,2(λ; x, t; ε)), from the convergent series (195)–(196) we get
that
(205) a(λ; ε) = a0(λ) + εa1(λ) +O(ε2), ε→ 0
holds uniformly for |λ| = r with Im{λ} ≥ 0 as well as for λ ∈ R, |λ| > r, where for any x ∈ R,
a1(λ) = det
[
j−,10 (λ; x, 0); j
+,2
1 (λ; x, 0)
]
+ det
[
j−,11 (λ; x, 0); j
+,2
0 (λ; x, 0)
]
= a0(λ)
∫ +∞
−∞
(ψ1(y)µ
[12]
3 (λ; y, 0) + ψ1(y)
∗µ[12]1 (λ; y, 0)) dy.
(206)
Now, the formula (184) admits a convergent expansion in powers of ε of the form V+(λ; ε) =
V+0 (λ) + εV
+
1 (λ) + O(ε
2), and combining the explicit expansion of (184) with (203)–(204) evalu-
ated at x = 0 with UBC0 (λ; 0, 0) = V
+
0 (λ), as well as (206) gives
(207) V+1 (λ) =
[
a0(λ)−1j−,11 (λ; 0, 0)− a0(λ)−2a1(λ)j−,10 (λ; 0, 0); j+,21 (λ; 0, 0)
]
= V+0 (λ)T(λ)σ3σ1,
where T(λ) is a matrix of transforms given by
(208) T(λ) :=
−
∫ +∞
0
(
ψ1µ
[22]
3 + ψ
∗
1µ
[22]
1
)
dy
∫ +∞
0
(
ψ1µ
[12]
3 + ψ
∗
1µ
[12]
1
)
dy∫ +∞
0
(
ψ1µ
[12]
3 + ψ
∗
1µ
[12]
1
)
dy
∫ 0
−∞
(
ψ1µ
[11]
3 + ψ
∗
1µ
[11]
1
)
dy
,
and in the integrands we use the abbreviated notation ψ1 = ψ1(y), ψ∗1 = ψ1(y)
∗, and µ[jk]1,3 =
µ
[jk]
1,3 (λ; y, 0). From the exact symmetry V
−(λ; ε) = V+(λ∗; ε)† that holds for all ε ∈ R, we deduce
that the coefficients of the convergent power series in ε of both sides are also related: V−n (λ) =
V+n (λ∗)†, and therefore if |λ| = r and Im{λ} < 0,
(209) V−1 (λ) = V
+
1 (λ
∗)† = σ1σ3T(λ∗)†V+0 (λ
∗)† = σ1σ3T(λ∗)†V−0 (λ).
Finally, to calculate the expansion of the matrix VR(λ; e) = VR0 (λ) + εV
R
1 (λ) + O(ε
2) for λ ∈
ΣL ∪ ΣR, we recall that the jump matrices V±(λ; ε) make sense not only on the curves Σ± but also
(via analytic continuation) in the part of the closed half-planes C± exterior to these curves, and
that in terms of these the jump matrix on ΣL ∪ ΣR can be written in factored form as VR(λ; ε) =
V−(λ; ε)V+(λ; ε). Therefore, combining (207) and (209) shows that
VR1 (λ) = V
−
0 (λ)V
+
0 (λ)T(λ)σ3σ1 + σ1σ3T(λ)
†V−0 (λ)V
+
0 (λ)
= VR0 (λ)T(λ)σ3σ1 + σ1σ3T(λ)
†VR0 (λ).
(210)
Finally, we make the observation that, whether T(λ) is evaluated for λ ∈ Σ+ or for λ ∈ ΣL ∪ ΣR
(by analytic continuation), its elements can be expressed in terms of half-line L2 inner products of
ψ1 with squared eigenfunction solutions of the linearized NLS equation (172) evaluated at t = 0.
Indeed, taking the squared eigenfunctions µ[jk](λ; x, t) and ν[jk](λ; x, t) to be defined from the two
columns u[1](λ; x, t) and u[2](λ; x, t) of the matrix U0+(λ; x, t) = UBC0 (λ; x, t) (evaluated as a limit
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from C+ for λ ∈ ΣL ∪ ΣR) as indicated in (181) and (183), we see that
T11(λ) = Im
{∫ +∞
0
ψ1(y)ν[22](λ; y, 0)∗ dy
}
+ i Im
{∫ +∞
0
ψ1(y)µ[22](λ; y, 0)∗ dy
}
,
T12(λ) = T21(λ) = − Im
{∫ +∞
0
ψ1(y)ν[12](λ; y, 0)∗ dy
}
− i Im
{∫ +∞
0
ψ1(y)µ[12](λ; y, 0)∗ dy
}
,
T22(λ) = − Im
{∫ 0
−∞
ψ1(y)ν[11](λ; y, 0)∗ dy
}
− i Im
{∫ 0
−∞
ψ1(y)µ[11](λ; y, 0)∗ dy
}
.
(211)
4.3.2. Linearizing the inverse transform. The jump matrix for Riemann-Hilbert Problem 1 has been
shown to have a convergent power series expansion in ε, and we here assume that the convergence
holds in the sense of L∞(Σ) ∩ L2(Σ). Note that the jump matrix on the branch cut Σc of ρ(λ) is
independent of ε. For ε  1 we use the solution M0(λ; x, t) for ε = 0 as a global parametrix; we
therefore define a new unknown E(λ; x, t) to take the place of M(λ; x, t) by
(212) E(λ; x, t) := M(λ; x, t)M0(λ; x, t)−1.
It is easy to check that since M(λ; x, t) and M0(λ; x, t) both take continuous boundary values on
Σc and satisfy the same jump condition there, E(λ; x, t) is analytic in the domain C \ Σ′, where
Σ′ := Σ+ ∪ Σ− ∪ ΣL ∪ ΣR = Σ \ Σc. Since both factors in (212) tend to the identity matrix I
as λ → ∞ in each half-plane, the same is true of E(λ; x, t). Finally, we may compute the jump
conditions satisfied by E(λ; x, t) on its jump contour:
E+(λ; x, t) = E−(λ; x, t)M0−(λ; x, t) e−iρ(λ)(x+λt)σ3 V(λ; ε)V0(λ)−1 eiρ(λ)(x+λt)σ3 M0−(λ; x, t)−1
= E−(λ; x, t)U0−(λ; x, t)V(λ; ε)V0(λ)−1U0−(λ; x, t)−1, λ ∈ Σ′.
(213)
Now observe that since V(λ; ε) = V0(λ) + εV1(λ) +O(ε2), the jump matrix for E(λ; x, t) is a small
(in L∞(Σ) ∩ L2(Σ)) perturbation of the identity matrix when ε 1. We may write it in the form
(214) U0−(λ; x, t)V(λ; ε)V0(λ)−1U0−(λ; x, t)−1 = I+ εW(λ; x, t; ε),
where
(215) W(λ; x, t; ε) = U0−(λ; x, t)V1(λ)V0(λ)−1U0−(λ; x, t)−1 +O(ε).
This means that E(λ; x, t) satisfies the conditions of a Riemann-Hilbert problem of small-norm type.
To solve for E(λ; x, t), we subtract E−(λ; x, t) from both sides of (213) and use the Plemelj for-
mula:
(216) E(λ; x, t) = I+
ε
2pii
∫
Σ′
E−(z; x, t)W(z; x, t; ε) dz
z− λ .
Letting λ tend to the jump contour from the right yields a closed singular integral equation for the
boundary value E−(λ; x, t); we write this equation in the form:
(217) F(λ; x, t)− εC−[F(·; x, t)W(·; x, t; ε)](λ) = εC−[W(·; x, t; ε)](λ),
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where F(λ; x, t) := E−(λ; x, t)− I and where the Cauchy projection operator C− is defined by
(218) C−[H(·)](λ) := 12pii
∫
Σ′
H(z) dz
z− λ− , λ ∈ Σ
′,
where the subscript on λ indicates the nontangential boundary value taken from the right side
of Σ′ by orientation. Once (217) is solved, E−(λ; x, t) = I+ F(λ; x, t) holds on Σ′, and then (216)
gives the solution of the Riemann-Hilbert problem. It is well-known that C− is bounded on L2(Σ′)
with norm independent of ε (the norm only has to do with the geometry of Σ′), so the fact that
‖W(·; x, t; ε)‖2 and ‖W(·; x, t; ε)‖∞ are both bounded independent of ε  1 means that (217) can
be solved by Neumann series with the result that ‖F(·; x, t)‖2 = O(ε). Using this result in (216)
gives
(219) E(λ; x, t) = I+
ε
2pii
∫
Σ
W(z; x, t; 0) dz
z− λ +O(ε
2λ−1).
The solution ψ(x, t; ε) of the focusing NLS equation corresponding to the jump matrix V(λ; x, t; ε)
and hence to the initial data ψ(x, 0; ε) = ψ0(x) + εψ1(x) is (cf., (65))
ψ(x, t; ε) = 2i lim
λ→∞
λM12(λ; x, t)
= 2i lim
λ→∞
λ[E(λ; x, t)M0(λ; x, t)]12
= 2i lim
λ→∞
λ[E11(λ; x, t)M0,12(λ; x, t) + E12(λ; x, t)M0,22(λ; x, t)]
= ψ0(x, t) + 2i lim
λ→∞
λE12(λ; x, t)
= ψ0(x, t) + εψ1(x, t) +O(ε2),
(220)
where
(221) ψ1(x, t) := − 1
pi
∫
Σ′
W12(λ; x, t; 0) dλ.
We now display this formula as a superposition of squared eigenfunction solutions of the lNLS
equation (172) linearized about the solution ψ0(x, t) of the NLS equation. First we consider λ ∈
ΣL ∪ ΣR ⊂ R. Then, using (210) and U0+(λ; x, t) = U0−(λ; x, t)VR0 (λ),
W12(λ; x, t; 0) =
[
U0−(λ; x, t)VR1 (λ)V
R
0 (λ)
−1U0−(λ; x, t)−1
]
12
=
[
U0+(λ; x, t)T(λ)σ3σ1U0+(λ; x, t)−1
]
12
+
[
U0−(λ; x, t)σ1σ3T(λ)†U0−(λ; x, t)−1
]
12
.
(222)
Recall also the symmetry M(λ∗; x, t)† = M(λ; x, t), which implies that U0(λ∗; x, t)† = U0(λ; x, t),
so letting λ tend to ΣL ∪ ΣR ⊂ R from either side we see that U0−(λ; x, t) = U0+(λ; x, t)−† holds
for λ ∈ ΣL ∪ ΣR. Therefore
(223) W12(λ; x, t; 0) =
[
U0+(λ; x, t)T(λ)σ3σ1U0+(λ; x, t)−1
]
12
+
[
U0+(λ; x, t)−†σ1σ3T(λ)†U0+(λ; x, t)†
]
12
.
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Letting u[k](λ; x, t), k = 1, 2, denote the columns of the matrix U0+(λ; x, t), and using the fact that
U0+(λ; x, t) has unit determinant,
W12(λ; x, t; 0) =
[
u[1]1 (λ; x, t) u
[2]
1 (λ; x, t)
]
T(λ)
[
u[1]1 (λ; x, t)
u[2]1 (λ; x, t)
]
−
[
u[1]2 (λ; x, t)
∗ u[2]2 (λ; x, t)
∗
]
T(λ)†
[
u[1]2 (λ; x, t)
∗
u[2]2 (λ; x, t)
∗
]
=
[
u[1]1 (λ; x, t) u
[2]
1 (λ; x, t)
]
T(λ)
[
u[1]1 (λ; x, t)
u[2]1 (λ; x, t)
]
−
[
u[1]2 (λ; x, t)
∗ u[2]2 (λ; x, t)
∗
]
T(λ)∗
[
u[1]2 (λ; x, t)
∗
u[2]2 (λ; x, t)
∗
]
.
(224)
Writing T(λ) = A(λ) + iB(λ) with the elements of the matrix functions A and B being real, we
arrive at
(225) W12(λ; x, t; 0) =
2
∑
j,k=1
Ajk(λ)µ[jk](λ; x, t) +
2
∑
j,k=1
Bjk(λ)ν[jk](λ; x, t),
where µ[jk](λ; x, t) and ν[jk](λ; x, t) are precisely the squared eigenfunction solutions of the lin-
earized NLS equation (172) defined respectively by (181) and (183) in terms of the two columns
u[1](λ; x, t) and u[2](λ; x, t) of the boundary value U0+(λ; x, t) taken by the matrix U0(λ; x, t) from
the left on ΣL ∪ ΣR. Since µ[jk](λ; x, t) and ν[jk](λ; x, t) satisfy (172) for each λ ∈ ΣL ∪ ΣR, and
since the space of solutions is closed under taking real linear combinations, it follows that the
contributions from λ ∈ ΣL ∪ ΣR ⊂ R to ψ1(x, t) given by the formula (221) formally satisfy (172).
Next consider the contributions to (221) from Σ+ ∪ Σ−. We parametrize Σ+ by λ = Λ(u),
u < u < u, and by Schwarz symmetry we similarly parametrize Σ− by λ = Λ(u)∗, u < u < u.
Therefore
(226)
∫
Σ+∪Σ−
W12(λ; x, t; 0) dλ =
∫ u
u
[
W12(Λ(u); x, t; 0)Λ′(u) +W12(Λ(u)∗; x, t; 0)Λ′(u)∗
]
du.
Substituting from (207), (209), and (215), and using U0+(λ; x, t) = U0−(λ; x, t)V0(λ) gives
(227) W12(Λ(u); x, t; 0)Λ′(u) +W12(Λ(u)∗; x, t; 0)Λ′(u)∗
=
[
U0+(Λ(u); x, t)T˜(u)σ3σ1U0+(Λ(u); x, t)−1
]
12
+
[
U0−(Λ(u)∗; x, t)σ1σ3T˜(u)†U0−(Λ(u)∗; x, t)−1
]
12
=
[
U0+(Λ(u); x, t)T˜(u)σ3σ1U0+(Λ(u); x, t)−1
]
12
+
[
U0+(Λ(u); x, t)−†σ1σ3T˜(u)†U0+(Λ(u); x, t)†
]
12
,
where T˜(u) := T(Λ(u))Λ′(u), and where in the second line we used the Schwarz symmetry
U(λ∗; x, t) = U(λ; x, t)−†, which also has the effect of switching the boundary value from the right
of Σ− to the left of Σ+. Comparing now with (223) we see that the rest of the argument employed
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in the case of λ ∈ ΣL ∪ ΣR goes through essentially unchanged, with the result that
(228) W12(Λ(u); x, t; 0)Λ′(u) +W12(Λ(u)∗; x, t; 0)Λ′(u)∗
=
2
∑
j,k=1
A+jk(u)µ
[jk](Λ(u); x, t) +
2
∑
j,k=1
B+jk(u)ν
[jk](Λ(u); x, t)
where T˜(u) = A+(u) + iB+(u) with A+(·) and B+(·) being real matrix-valued functions on
(0, 1), and where µ[jk](λ; x, t) and ν[jk](λ; x, t) are again solutions of (172) constructed via (181)
and (183) respectively, but now using the columns u[1](λ; x, t) and u[2](λ; x, t) of the boundary
value U0+(λ; x, t) taken from the left by the matrix U0(λ; x, t) on the arc Σ+. It therefore follows
that again the contributions to (221) from Σ+ ∪ Σ− taken together formally satisfy the focusing
linearized NLS equation (172).
4.3.3. Summary. The Cauchy problem for the linearized NLS equation (172) (based on the solu-
tion ψ0(x, t) of the NLS equation (1) for which ψ0 − 1 ∈ L1(R)) with initial data ψ1(x) having
sufficiently rapid decay can be obtained formally as follows.
• For λ ∈ ΣL ∪ Σ+ ∪ ΣR, let M0+(λ; x, t) denote the boundary value taken from the left
of the simultaneous solution of the direct/inverse problem for the solution ψ0(x, t) of
(1). Taking (u[1](λ; x, t), u[2](λ; x, t)) = U0+(λ; x, t) = M0+(λ; x, t) e−iρ(λ)(x+λt)σ3 , construct
from the columns u[j](λ; x, t), j = 1, 2, the squared eigenfunction solutions µ[11](λ; x, t),
µ[12](λ; x, t) = µ[21](λ; x, t), and µ[22](λ; x, t) from (181) and ν[11](λ; x, t), ν[12](λ; x, t) =
ν[21](λ; x, t), and ν[22](λ; x, t) from (183) for λ ∈ ΣL ∪ Σ+ ∪ ΣL.
• Evaluating the squared eigenfunction solutions at t = 0, compute the inner products with
the Cauchy data ψ1 for the linearized problem necessary to obtain the transform matrix
T(λ) from (211) for λ ∈ ΣL ∪ Σ+ ∪ ΣR.
• The solution ψ1(x, t) of the linearized Cauchy problem is then ψ1(x, t) = ψR1 (x, t)+ψ+1 (x, t),
where we have the explicit integral representations
ψR1 (x, t) := −
1
pi
2
∑
j,k=1
∫
ΣL∪ΣR
(
Re{Tjk(λ)}µ[jk](λ; x, t) + Im{Tjk(λ)}ν[jk](λ; x, t)
)
dλ
ψ+1 (x, t) := −
1
pi
2
∑
j,k=1
∫ u
u
(
Re{Tjk(Λ(u))Λ′(u)}µ[jk](Λ(u); x, t)
+ Im{Tjk(Λ(u))Λ′(u)}ν[jk](Λ(u); x, t)
)
du
(229)
with Λ : (u, u)→ Σ+ being a piecewise-smooth parametrization of Σ+.
4.3.4. Simplification of ψR1 (x, t) using Schwarz symmetry. When λ ∈ R, the six squared eigenfunc-
tions µ[11](λ; x, t), µ[12](λ; x, t) = µ[21](λ; x, t), µ[22](λ; x, t), ν[11](λ; x, t), ν[12](λ; x, t) = ν[21](λ; x, t),
and ν[22](λ; x, t), are not linearly independent over the real numbers, leading to some simplifi-
cations in the formula for ψR1 (x, t). To obtain the relations among the solutions, we eliminate
U0−(λ; x, t) between the jump condition U0+(λ; x, t) = U0−(λ; x, t)VR0 (λ) and the Schwarz sym-
metry condition U0+(λ; x, t)† = U0−(λ; x, t)−1, both of which hold for λ ∈ ΣL ∪ ΣR. Expressing
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VR0 (λ) in terms of the reflection coefficient R0(λ) for the unperturbed initial condition ψ0(x, 0) by
(230) VR0 (λ) =
[
1+ |R0(λ)|2 R0(λ)∗
R0(λ) 1
]
,
we systematically write all six of the squared eigenfunction solutions for a given λ ∈ ΣL ∪ ΣR in
terms of the others, obtaining a 6× 6 real-linear homogeneous system. A tedious but straightfor-
ward row reduction shows that the rank of this system is exactly 3, containing only the following
three independent relations:
µ[11](λ; x, t) = 2 Re{R0(λ)}µ[12](λ; x, t)− (1+ |R0(λ)|2)µ[22](λ; x, t)
ν[11](λ; x, t) = −2 Im{R0(λ)}µ[12](λ; x, t) + (1+ |R0(λ)|2)ν[22](λ; x, t)
ν[12](λ; x, t) = − Im{R0(λ)}µ[22](λ; x, t) + Re{R0(λ)}ν[22](λ; x, t).
(231)
It follows that for λ ∈ ΣL ∪ ΣR,
(232)
2
∑
j,k=1
(
Re{Tjk(λ)}µ[jk](λ; x, t) + Im{Tjk(λ)}ν[jk](λ; x, t)
)
=
[
(1+ |R0(λ)|2) Im{T11(λ)}+ 2 Re{R0(λ)} Im{T12(λ)}+ Im{T22(λ)}
]
ν[22](λ; x, t)
+ [2 Re{R0(λ)}Re{T11(λ)} − 2 Im{R0(λ)} Im{T11(λ)}+ 2 Re{T12(λ)}]µ[12](λ; x, t)
+
[−(1+ |R0(λ)|2)Re{T11(λ)} − 2 Im{R0(λ)} Im{T12(λ)}+ Re{T22(λ)}]µ[22](λ; x, t),
where we have also used T21 = T12, µ[jk] = µ[kj], and ν[jk] = ν[kj]. Now combining the relations
(231) with (211), we observe the following identities:
(233) (1+ |R0(λ)|2) Im{T11(λ)}+ 2 Re{R0(λ)} Im{T12(λ)}+ Im{T22(λ)}
= − Im
{∫
R
ψ1(y)µ[11](λ; y, 0)∗ dy
}
,
(234) 2 Re{R0(λ)}Re{T11(λ)} − 2 Im{R0(λ)} Im{T11(λ)}+ 2 Re{T12(λ)} = 0,
and
(235) − (1+ |R0(λ)|2)Re{T11(λ)} − 2 Im{R0(λ)} Im{T12(λ)}+ Re{T22(λ)}
= − Im
{∫
R
ψ1(y)ν[11](λ; y, 0)∗ dy
}
.
Therefore, from the definition (229) we see that ψR1 (x, t) takes a simpler form:
(236) ψR1 (x, t) =
∫
ΣL∪ΣR
(
Cµ(λ)µ[22](λ; x, t) + Cν(λ)ν[22](λ; x, t)
)
dλ,
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where the real-valued coefficients Cµ(λ) and Cν(λ) are now given by explicit whole-line spectral
transforms:
Cµ(λ) :=
1
pi
Im
{∫
R
ψ1(y)ν[11](λ; y, 0)∗ dy
}
Cν(λ) :=
1
pi
Im
{∫
R
ψ1(y)µ[11](λ; y, 0)∗ dy
}
.
(237)
4.4. Solution of the linearized equation for the Peregrine solution. Consider the case that the
base solution of the NLS equation (1) about which we will linearize is the Peregrine breather
(238) ψ0(x, t) = ψP(x, t) := 1− 4 1+ 2i(t− t0)1+ 4(x− x0)2 + 4(t− t0)2
centered at (x0, t0) in the (x, t)-plane. Without loss of generality, we will take x0 = 0 but let t0 be
arbitrary. We write t˜ := t− t0 below. As we have seen in Section 3.3 this solution can be obtained
in the setting of the robust IST by applying a standard Darboux transformation with suitable
parameters to the Riemann-Hilbert matrix that represents the background state ψ(x, t) ≡ 1. The
Darboux transformation also supplies the matrix U0(λ; x, t) = M0(λ; x, t) e−iρ(λ)(x+λt)σ3 associated
with the solution (238) for x0 = 0. For λ in the domain D+, the matrix U0(λ; x, t) takes the form
(239) U0(λ; x, t)
=
n(λ)
ρ(λ)(1+ 4x2 + 4t˜2)
[
2iλ(2t˜− i) + ρ(λ)(2t˜− i)2 + 4x(ρ(λ)x− i)
4ρ(λ)(λ− ρ(λ))t˜2 − 4it˜ + (λ− ρ(λ))(ρ(λ) + 4x(ρ(λ)x− i)) + 2
4ρ(λ)(λ− ρ(λ))t˜2 + 4it˜ + (λ− ρ(λ))(ρ(λ) + 2x(ρ(λ)x + i)) + 2
−2iλ(2t˜ + i) + ρ(λ)(2t˜ + i)2 + 4x(ρ(λ)x + i)
]
eiρ(λ)(x+λt)σ3 .
We observe that this formula admits analytic continuation to the whole complex plane with the
branch cut Σc of ρ and n omitted. This implies that, provided εψ1(x) is such that it introduces no
further singularities in the solution for the perturbed potential ψ0(x) + εψ1(x), we may replace
the contour Σ+ ∪ Σ− with a “dogbone” contour that lies against the two sides of the branch cut Σc
except near the endpoints λ = ±i where it is augmented by small circles of radius δ 1.
Such a deformation of Σ± also results in ΣL being extended to (−∞, 0) and ΣR being extended
to (0,+∞). The contribution ψR1 (x, t) therefore takes the form
(240) ψR1 (x, t) =
∫
R
(
Cµ(λ)µ[22](λ; x, t) + Cν(λ)ν[22](λ; x, t)
)
dλ,
where, applying (231) with R0(λ) = 0 for all λ ∈ R \ {0},
Cµ(λ) =
1
pi
Im
{∫
R
ψ1(y)ν[22](λ; y, 0)∗ dy
}
Cν(λ) = − 1
pi
Im
{∫
R
ψ1(y)µ[22](λ; y, 0)∗ dy
}
.
(241)
In this situation, we therefore have a very compelling representation of ψR1 (x, t) involving L
2(R)
projections onto the functions µ[22](λ; x, 0) and ν[22](λ; x, 0) followed by superposition with the
very same solutions now evaluated at t 6= 0.
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Now Σ+ has been deformed to consist of three parts joined end-to-end: the vertical contour
connecting λ = 0 with λ = i(1− δ) and lying on the left side of Σc, followed by the negatively-
oriented circle of radius δ centered at λ = i, followed by the vertical contour connecting λ =
i(1 − δ) with λ = 0 and lying on the right side of Σc. Let us call the contributions to ψ+1 (x, t)
arising from integration on the circle ψ◦1(x, t) and set ψ
‖
1(x, t) := ψ
+
1 (x, t) − ψ◦1(x, t). We also
adopt the subscript notation +/− for the boundary values of U0(λ; x, t) and the corresponding
squared eigenfunctions taken on Σc from the left/right half-plane. Then we have the jump con-
dition U0+(is; x, t) = U0−(is; x, t)iσ1 for 0 < s < 1, and it follows that the squared eigenfunctions
satisfy
(242)
µ
[11]
± (is; x, t) = −µ[22]∓ (is; x, t); µ[12]+ (is; x, t) = −µ[12]− (is; x, t);
ν
[11]
± (is; x, t) = −ν[22]∓ (is; x, t); ν[12]+ (is; x, t) = −ν[12]− (is; x, t)
for 0 < s < 1. TakingΛ(u) = iu, 0 < u < 1− δ for the parametrization of the upward contribution
to ψ‖1(x, t) and Λ(u) = i(1 − δ − u), 0 < u < 1 − δ for the parametrization of the downward
contribution to ψ‖1(x, t), combining (211), (229), and (242) gives
(243) ψ‖1(x, t) =
∫ 1−δ
0
(
D[11]µ (u)µ
[11]
+ (iu; x, t) + D
[22]
µ (u)µ
[22]
+ (iu; x, t)
+D[11]ν (u)ν
[11]
+ (iu; x, t) + D
[22]
ν (u)ν
[22]
+ (iu; x, t)
)
du,
where for 0 < u < 1− δ,
D[11]µ (u) :=
1
pi
Im
{∫
R
ψ1(y)µ
[22]
+ (iu; y, 0)
∗ dy
}
D[22]µ (u) := − 1
pi
Im
{∫
R
ψ1(y)µ
[11]
+ (iu; y, 0)
∗ dy
}
D[11]ν (u) := − 1
pi
Im
{∫
R
ψ1(y)ν
[22]
+ (iu; y, 0)
∗ dy
}
D[22]ν (u) :=
1
pi
Im
{∫
R
ψ1(y)ν
[11]
+ (iu; y, 0)
∗ dy
}
.
(244)
Therefore, the contribution ψ‖1(x, t) is represented also as a real linear combination of squared
eigenfunction solutions of the linearized problem with spectral transform coefficients written in
terms of L2(R) inner products of the initial condition ψ1 with the same solutions at t = 0. The
only part of the solution formula ψ1(x, t) = ψR1 (x, t) + ψ
‖
1(x, t) + ψ
◦
1(x, t) left in terms of transform
integrals of ψ1 integrated against the squared eigenfunctions on the half line is ψ◦1(x, t). Taking
the limit δ ↓ 0 is generally not feasible, because from the factor n(λ)/ρ(λ) in (239) we see that
the quadratic forms µ[jk](λ; x, t) and ν[jk](λ; x, t) formed from the elements of the matrix U0(λ; x, t)
blow up proportional to |λ− i|−3/2, and hence ψ◦1(x, t) = O(δ−2) as δ ↓ 0.
We can furthermore observe that, due to the simple exponential dependence of the columns of
the matrix U0(λ; x, t) given in (239), for fixed t ∈ R the quadratic forms µ[jk](λ; x, t) and ν[jk](λ; x, t)
are uniformly bounded for x ∈ R whenever ρ(λ) ∈ R. The same quadratic forms are uniformly
bounded for (x, t) ∈ R2 whenever both ρ(λ) ∈ R and λ ∈ R. On the other hand, if ρ(λ) ∈ R but
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Im{λ} 6= 0, then the quadratic forms are bounded with respect to x but grow exponentially in t.
Moreover, the above bounds also hold uniformly as λ → ∞. These results imply that under rea-
sonable conditions the component ψR1 (x, t) of the solution ψ1(x, t) of the linearized NLS equation
(172) is uniformly bounded for all time.
Theorem 4.1. Suppose that the initial condition ψ1(·) is such that Cµ(·) and Cν(·) defined by (241) are in
L1(R). Then ψR1 (x, t) is uniformly bounded for (x, t) ∈ R2.
Proof. This is a straightforward estimate, using the fact that λ ∈ R implies ρ(λ) ∈ R:
(245)
|ψR1 (x, t)| ≤
∫
R
(
|Cµ(λ)||µ[22](λ; x, t)|+ |Cν(λ)||ν[22](λ; x, t)|
)
dλ ≤ K
∫
R
(|Cµ(λ)|+ |Cν(λ)|) dλ,
where K is a uniform upper bound for |µ[22](λ; x, t)| and |ν[22](λ; x, t)|. 
On the other hand, the component ψ‖1(x, t) can grow exponentially in t. This is for exactly the
same reason that the solution of the linearized problem for the background solution ψ0(x, t) ≡ 1 typi-
cally grows exponentially. The squared eigenfunctions µ[11]+ (iu; x, t), µ
[22]
+ (iu; x, t), ν
[11]
+ (iu; x, t), and
ν
[22]
+ (iu; x, t), while bounded in x for 0 < u < 1 because ρ+(iu) = −
√
1− u2, exhibit exponen-
tial growth in t because ρ+(iu)λ = −iu
√
1− u2; the exponential factors that appear are pre-
cisely the same ones as in the case of linearization about ψ0(x, t) ≡ 1 for which the analogue
of (239) is simply U0(λ; x, t) = E(λ) eiρ(λ)(x+λt)σ3 . The linearization about the Peregrine solution
ψ0(x, t) = ψP(x, t) therefore predicts instability of exactly the same sort as in the case ψ0(x, t) ≡ 1,
namely the (modulational) instability of the background field on which the Peregrine solution
rests. However, Theorem 4.1 predicts linearized stability for suitable perturbations of the Pere-
grine solution ψ0(x, t) = ψP(x, t) for which the components ψ
‖
1(x, t) and ψ
◦
1(x, t) vanish identically
(due to the vanishing of the corresponding integral transforms in the integrand).
APPENDIX A. A PRIORI ESTIMATES OF JOST SOLUTIONS
Lemma A.1 (A priori estimates). Suppose that ψ(x) is defined for all x ∈ R with ∆ψ = ψ− 1 ∈ L1(R)
and let |λ| ≥ s > 1. Then we have the following a priori bounds for the indicated columns of K±(λ; x)
given in (13):
sup
x∈R
‖k−,1(λ; x)‖`1 ≤
(
1+
1√
s2 − 1
)
ec(s)‖∆ψ‖1 ,(246)
sup
x∈R
‖k+,2(λ; x)‖`1 ≤
(
1+
1√
s2 − 1
)
ec(s)‖∆ψ‖1 .(247)
where ‖v‖`1 denotes the `1-norm of a vector v ∈ C2 and
(248) c(s) =
1
2
(
1+
s√
s2 − 1
)
+
1√
s2 − 1 +
1
2(s2 − 1) .
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Proof. Fix |λ| ≥ s for some s > 1 with Im{λ} ≥ 0. Then from (13) it is seen that
k−,1(λ; x) = e1(λ) +
x∫
−∞
E(λ)
[
1 0
0 e2iρ(λ)(x−y)
]
E(λ)−1∆Ψ(y)k−,1(λ; y) dy(249)
k+,2(λ; x) = e2(λ) +
x∫
+∞
E(λ)
[
e−2iρ(λ)(x−y) 0
0 1
]
E(λ)−1∆Ψ(y)k+,2(λ; y) dy(250)
To solve the integral equation (249), we set C[1](λ; x, y) = E(λ)diag
(
1, e2iρ(λ)(x−y)
)
E(λ)−1∆Ψ(y)
and introduce the Neumann series
(251) k−,1(λ; x) =
∞
∑
n=0
ω
[1]
n (λ; x, t),
where
(252) ω[1]0 := e
1(λ), ω[1]n+1(λ; x) :=
x∫
−∞
C[1](λ; x, y)ω[1]n (λ; y) dy.
First, observe that if λ = |λ| eiθ , θ ∈ R, then |ρ(λ)| = (|λ|4 + 2|λ|2 cos(2θ) + 1)1/4 which implies
that
(253)
√
|λ|2 − 1 ≤ |ρ(λ)| ≤
√
|λ|2 + 1.
Then since x 7→ x/√x2 − 1 is a monotone decreasing map for x > 1 we have
(254)
|λ|
|ρ(λ)| ≤
s√
s2 − 1.
Now let ‖ · ‖ denote the (subordinate) matrix norm induced by the `1-norm on C2 and observe
that
(255)
‖E(λ)‖‖E(λ)−1‖ = |λ+ ρ(λ)|
2|ρ(λ)| (1+ |λ− ρ(λ)|)
2 =
1
|ρ(λ)| +
|λ− ρ(λ)|+ |λ+ ρ(λ)|
2|ρ(λ)|
≤ 1
ρ(λ)
+
|λ|
2|ρ(λ)| +
1
2
+
1
2|ρ(λ)|2
≤ 1
2
(
1+
s√
s2 − 1
)
+
1√
s2 − 1 +
1
2(s2 − 1) =: c(s).
This uniform bound implies
(256) ‖C[1](λ; x, y)‖ ≤ c(s)max{1, e−2 Im{ρ(λ)}(x−y)}|∆ψ(y)|,
which for −∞ < y < x becomes
(257) ‖C[1](λ; x, y)‖ ≤ c(s)|∆ψ(y)|.
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Then for the nth iterate in the Neumann series we have
(258) ‖ω[1]n (λ; x)‖`1
≤ ‖e1(λ)‖`1
x∫
±∞
x1∫
±∞
· · ·
xn−1∫
±∞
‖C[1](λ; x, x1)‖ · · · ‖C[1](λ; xn−1, xn)‖ dxn dxn−1 · · · dx1
≤ ‖e1(λ)‖`1
x∫
±∞
x1∫
±∞
· · ·
xn−1∫
±∞
|∆ψ(x1)||∆ψ(x2)| · · · |∆ψ(xn)| · c(s)n dxn · · · dx1.
Setting
(259) τ(xn) = c(s)
xn∫
±∞
|∆ψ(xn−1)| dxn−1, x0 = x
and τn := τ(xn) gives
‖ω[1]n (λ; x)‖`1 ≤ ‖e1(λ)‖`1
τ(x)∫
±∞
τ1∫
±∞
· · ·
τn−1∫
±∞
dτn dτn−1 · · · dτ1
= ‖e1(λ)‖`1
τ(x)n
n!
≤ ‖e1(λ)‖`1
c(s)n‖∆ψ‖n1
n!
.
(260)
Therefore the Neumann series converges absolutely and uniformly in x for |λ| > s restricted to
Im{λ} ≥ 0, and we obtain
(261) sup
x∈R
‖k−,1(λ; x)‖`1 ≤
(
1+
1√
s2 − 1
)
ec(s)‖∆ψ‖1 .
Similarly, because ‖e2(λ)‖`1 = ‖e1(λ)‖`1 and ‖diag( e−2iρ(x−y), 1)‖ ≤ 1 on x < y < +∞, we have
(262) sup
x∈R
‖k+,2(λ; x)‖`1 ≤
(
1+
1√
s2 − 1
)
ec(s)‖∆ψ‖1 .

APPENDIX B. ASYMPTOTIC PROPERTIES OF a(λ) FOR LARGE λ
Proof of Lemma 1.2. Since a(λ; t) = a(λ; 0) =: a(λ), we omit the time-dependence of the quantities
involved in the proof. We suppose that ψ(x; 0) is not identically 1 since otherwise a(λ) ≡ 1, and
we also a priori assume that |λ| ≥ 2, and hence c(s) defined in (255) satisfies
(263) c(s) < 2, for s > 2.
With his assumption Lemma A.1 implies the following a priori bounds
(264) sup
x∈R
‖k−,1(λ; x)‖`1 ≤ 2 e2‖∆ψ‖1 , sup
x∈R
‖k+,2(λ; x)‖`1 ≤ 2 e2‖∆ψ‖1 .
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Note that E(λ) = I+ i(λ− ρ(λ))σ1. We write k−,1(λ; x) =: [u1(λ; x); v1(λ; x) e2iρ(λ)x]>. Then the
second component of (249) reads
(265) e2iρ(λ)xv1(λ; x) = i(λ− ρ(λ)) + n(λ)2
{
−
x∫
−∞
e2iρ(λ)(x−y)∆ψ(y)∗u1(λ; y) dy
+ i(λ− ρ(λ))
x∫
−∞
(
1− e2iρ(λ)(x−y)
)
∆ψ(y) e2iρ(λ)yv1(λ; y) dy− (λ− ρ(λ))2
x∫
−∞
∆ψ(y)∗u1(λ; y)
}
.
Note that since ∆ψ, ψ′ ∈ L1(R), we have ψ,∆ψ ∈ L∞(R). Using this together with the bounded-
ness of u1(λ; y) for −∞ < y ≤ x, Im ρ(λ) > 0, integrating by parts in the first integral and using
the differential equation (8) gives
(266)
e2iρ(λ)xv1(λ; x) = n(λ)2i(λ− ρ(λ)) + n(λ)2
{
∆ψ(x)∗u1(λ; x)
2iρ(λ)
+
1
2iρ(λ)
T1[∆ψ] e2iρ(λ)xv1(λ; x)
− 1
2iρ(λ)
x∫
−∞
e2iρ(λ)(x−y)
(
ψ′(y)∗ + i(ρ(λ)− λ)∆ψ(y)∗)u1(λ; y) dy
− (λ− ρ(λ))2
x∫
−∞
∆ψ(y)∗u1(λ; y) dy
}
,
where T1[∆ψ] denotes the following Volterra integral operator on L∞(R):
(267) T1[∆ψ]h(x) := −
x∫
−∞
e2iρ(λ)(x−y)∆ψ(y)∗ψ(y)h(y) dy
− 2ρ(λ)(λ− ρ(λ))
x∫
−∞
(
1− e2iρ(λ)(x−y)
)
∆ψ(y)h(y) dy.
The assumption |λ| ≥ 2 implies that |λ− ρ(λ)||ρ(λ)| < 1 and hence the bound
(268) ‖T1[∆ψ]‖∞ ≤ ‖∆ψ‖1(‖ψ‖∞ + 4)
on the operator norm of T1[∆ψ] on L∞(R). Thus, with the uniform bounds (264), if 2|ρ(λ)| >
‖∆ψ‖1(‖ψ‖∞ + 4) then we have
(269)
‖ e2iρ(λ)·v1(λ; ·)‖∞ ≤
∥∥∥∥(I − 12iρ(λ)T1[∆ψ])−1∥∥∥∥
∞
· 1|ρ(λ)|
(
2+
[
‖∆ψ‖∞ + ‖ψ′‖1 + 2‖∆ψ‖1|ρ(λ)|
]
2 e2‖∆ψ‖1
)
≤
(
1− ‖∆ψ‖1(‖ψ‖∞ + 4)
2|ρ(λ)|
)−1
· 1|ρ(λ)|
(
2+
[
‖∆ψ‖∞ + ‖ψ′‖1 + 2‖∆ψ‖1|ρ(λ)|
]
2 e2‖∆ψ‖1
)
,
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where we have again used the bound |λ − ρ(λ)||ρ(λ)| < 1, together with |λ − ρ(λ)|2|ρ(λ)|2 <
1/2, and |n(λ)2| < 2 for |λ| ≥ 2. Similarly, the first component of (249) reads
(270) u1(λ; x) = n(λ)2 + n(λ)2
{ x∫
−∞
∆ψ(x) e2iρ(λ)yv1(y) dy
− i(λ− ρ(λ))
x∫
−∞
∆ψ(y)∗( e2iρ(λ)(x−y) − 1)u1(λ; y) dy
+ (λ− ρ(λ))2
x∫
−∞
e2iρ(λ)(x−y)∆ψ(y) e2iρ(λ)yv1(λ; y) dy
}
,
from which we directly obtain the bound
(271) ‖u1(λ; ·)− 1‖∞ ≤ 12|ρ(λ)|2
+ 2
(
‖ e2iρ(λ)·v1(λ; ·)‖∞
(
1+
1
2|ρ(λ)|2
)
‖∆ψ‖1 + 2|ρ(λ)| ‖∆ψ‖12 e
2‖∆ψ‖1
)
.
We now proceed with getting the analogous estimates for the elements of the other column
(272) k+,2(λ; x) =: [ e−2iρ(λ)xu2(x); v2(x)]>.
The first component of (250) reads:
(273) e−2iρ(λ)xu2(x) = n(λ)2i(λ− ρ(λ)) + n(λ)2
{ x∫
+∞
e−2iρ(λ)(x−y)∆ψ(y)v1(λ; y) dy
− i(λ− ρ(λ))
x∫
+∞
(1− e−2iρ(λ)(x−y))∆ψ(y)∗ e−2iρ(λ)xu1(λ; y) dy
+ (λ− ρ(λ))2
x∫
+∞
∆ψ(y)v2(λ; y) dy
}
.
As before, integrating by parts in the first integral and using the differential equation (8) to elimi-
nate v1y(λ; y) gives
(274) e−2iρ(λ)xu2(x) = n(λ)2i(λ− ρ(λ)) + n(λ)2
{
∆ψ(x)v2(λ; x)
2iρ(λ)
+
1
2iρ(λ)
T2[∆ψ] e2iρ(x)u2(λ;x)
− 1
2iρ(λ)
x∫
+∞
e−2iρ(λ)(x−y)
(
ψ′(y) + ∆ψ(y)i(λ− ρ(λ)))v2(λ; y) dy
+ (λ− ρ(λ))2
x∫
+∞
∆ψ(y)v2(λ; y) dy
}
,
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where
(275) T2[∆ψ]h(x) :=
x∫
+∞
e−2iρ(λ)(x−y)∆ψ(y)ψ(y)∗h(y) dy
+ 2ρ(λ)(λ− ρ(λ))
x∫
+∞
(
1− e−2iρ(λ)(x−y)
)
∆ψ(y)∗h(y) dy.
Again the assumption |λ| ≥ 2 the bound
(276) ‖T2[∆ψ]‖∞ ≤ ‖∆ψ‖1(‖ψ‖∞ + 4)
on the operator norm of T2[∆ψ] on L∞(R). Thus, if 2|ρ(λ)| > ‖∆ψ‖1(‖ψ‖∞ + 4) then we obtain
(277) ‖ e−2iρ(λ)·u2(λ; ·)‖∞ ≤
(
1− ‖∆ψ‖1(‖ψ‖∞ + 4)
2|ρ(λ)|
)−1
· 1|ρ(λ)|
(
2+
[
‖∆ψ‖∞ + ‖ψ′‖1 + 2‖∆ψ‖1|ρ(λ)|
]
2 e2‖∆ψ‖1
)
,
for |λ| ≥ 2. Similarly, for the second component of (250) we have
(278) v2(λ; x) = n(λ)2 + n(λ)2
{ x∫
+∞
−∆ψ(y)∗ e−2iρ(λ)yu1(λ; y) dy
+ i(λ− ρ(λ))
x∫
+∞
( e−2iρ(λ)(x−y) − 1)∆ψ(y)v2(λ; y)
− (λ− ρ(λ))2
x∫
+∞
e−2iρ(λ)(x−y)∆ψ(y)∗ e−2iρ(λ)yu2(λ; y) dy
from which we can directly obtain the estimate
(279) ‖v2(λ; ·)− 1‖∞ ≤ 12|ρ(λ)|2
+ 2
(
‖ e−2iρ(λ)·u1(λ; ·)‖∞
(
2|ρ(λ)|2 + 1
2|ρ(λ)|2
)
‖∆ψ‖1 + 2|ρ(λ)| ‖∆ψ‖12 e
2‖∆ψ‖1
)
.
For convenience we denote the (identical) bound in the estimates (271) and (279) by m(λ), namely
(280) max{‖ e−2iρ(λ)·u2(λ; ·)‖∞, ‖ e2iρ(λ)·v1(λ; ·)‖∞} ≤ m(λ),
where
(281)
m(λ) :=
(
1− ‖∆ψ‖1(‖ψ‖∞ + 4)
2|ρ(λ)|
)−1
· 1|ρ(λ)|
(
2+
[
‖∆ψ‖∞ + ‖ψ′‖1 + 2‖∆ψ‖1|ρ(λ)|
]
2 e2‖∆ψ‖1
)
,
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which is well-defined for 2|ρ(λ)| > ‖∆ψ‖1(‖ψ‖∞ + 4) and m(λ) > 0, with m(λ) = O(λ−1) as
λ→ ∞ since ρ(λ) = O(λ) as λ→ ∞. Then from (271) and (279) we obtain:
(282) max{‖u1(λ; ·)− 1‖∞, ‖v2(λ; · − 1)‖∞} ≤ 12|ρ(λ)|2 + 2m(λ)‖∆ψ‖1 +
m(λ)‖∆ψ‖1
|ρ(λ)|2
+
8‖∆ψ‖1 e2‖∆ψ‖1
|ρ(λ)| =: q(λ),
where clearly q(λ) > 0 and q(λ) = O(λ−1) as λ → ∞. Then from the definition (16) of a(λ) and
the estimates (280) and (282) it follows that
(283) |a(λ)− 1| ≤ 2q(λ) + q(λ)2 + m(λ)2 = O(λ), λ→ ∞, Im{ρ(λ)} > 0,
which proves the first claim. To guarantee that |a(λ)| > 12 outside a disk centered at the origin in
the λ-plane, it suffices to ensure that |q(λ)| ≤ 18 and m(λ) ≤ 14 by the inequality in (283). First,
from (282) it is seen that if
(284) |ρ(λ)| ≥ max
{
4, 256‖∆ψ‖1 e2‖∆ψ‖1
}
and
(285) m(λ) ≤ min
{
1
4
,
1
64‖∆ψ‖1
}
,
then q(λ) ≤ 18 . Note also that we have the condition
(286) |ρ(λ)| > 1
2
‖∆ψ‖1(‖ψ‖∞ + 4)
for m(λ) to be well-defined and it remains to obtain a lower bound on |ρ(λ)| to guarantee (285).
We first strengthen (286) and demand
(287) |ρ(λ)| ≥ 2‖∆ψ‖1(‖ψ′‖1 + 5) ≥ 2‖∆ψ‖1(‖ψ‖∞ + 4).
Then using (287) we obtain:
(288) m(λ) ≤ 4
3|ρ(λ)|
(
2+
1
64
+ 2
(‖∆ψ‖∞ + ‖ψ′‖1) e2‖∆ψ‖1).
Thus, to ensure (285), one needs to choose λ such that
(289) |ρ(λ)| ≥ 1
3
max{16, 256‖∆ψ‖1} ·
(
2+
1
64
+ 4‖ψ′‖1 e2‖∆ψ‖1
)
since ‖∆ψ‖∞ ≤ ‖ψ′‖1. Now, to guarantee all of the conditions (284), (287), and (289) simultane-
ously, ρ(λ) needs to satisfy
(290) |ρ(λ)| ≥ max
{
4, 256‖∆ψ‖1 e2‖∆ψ‖1 , 2‖∆ψ‖1(‖ψ′‖1 + 5), 13 h(λ), 256‖∆ψ‖1h(λ)
}
,
where
(291) h(λ) :=
(
2+ 2−6 + 4‖ψ′‖1 e2‖∆ψ‖1
)
.
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Note that the initial assumption |λ| ≥ 2 is absorbed in this condition. Using (253), it is enough to
choose:
(292)
|λ| ≥
√
1+max
{
4, 256‖∆ψ‖1 e2‖∆ψ‖1 , 2‖∆ψ‖1(‖ψ′‖1 + 5), 13 h(λ), 256‖∆ψ‖1h(λ)
}2
:= r[∆ψ] .
to guarantee (290). With this choice m(λ) ≤ 14 and q(λ) ≤ 18 , and hence
(293) |a(λ)− 1| ≤ 21
64
<
1
2
,
which implies the second claim. 
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