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Экспертные процедуры является эффективным, а в ряде случаев и единственным способом получения информации, необ-
ходимой для решения широкого круга  задач в сфере защиты информации. В  статье анализируются точностные аспекты 
обработки данных групповой экспертизы, в частности, возможности реализации оптимальной обработки этих данных. 
Показано, что попытка формулировки и решения  задачи оптимизации в максимально полной постановке приводит к 
возникновению конфликтной ситуации, обусловленной с отсутствием необходимых априорных сведений для корректного 
решения задачи в этой постановке. Выходом является применение адаптивного подхода к организации обработке данных, 
суть которого состоит в извлечении недостающей информации непосредственно из обрабатываемой совокупности данных. 
Полученная дополнительная информация в той или иной степени восполняет дефицит априорных сведений, обеспечивая 
совершенствование структуры и функций элементов процедуры обработки. Совершенствование процедуры обработки 
повышает ее эффективности и позволяет еще больше расширить объем получаемых дополнительных сведений, обуслав-
ливая реализацию нового шага адаптации. В итоге формируется итеративно-процессная схема адаптивной обработки 
данных, вводится понятие уровня адаптации, рассматривается его методологическое и  операциональное наполнение, мо-
дельные представления базовых элементов процедуры адаптации. Описаны возможные уровни адаптации, их содержате-
льный аспект, способы накопления и хранения информации о свойствах экспертных данных и характеристиках экспер-
тов, рассмотрены критерии и методология принятия  решений о методах обработки данных и формах их реализации.  
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Для широкого круга недостаточно формали-
зованных проблем в различных областях челове-
ческой деятельности экспертные процедуры явля-
ется эффективным, а в ряде случаев и единствен-
ным средством их решения. Оперативность, до-
ступность, универсальность и простота получения 
релевантных сведений с помощью экспертных ме-
тодов и процедур обеспечивает их применение в 
самых разных областях человеческой деятельно-
сти, в том числе и такой специфической, как 
сфера защиты информации (ЗИ) [1, 2, 3].  
Как правило, для ЗИ характерны: 
а) традиционные экспертизы, регламентиро-
ванные специальными нормативными или руко-
водящими документами, проводимые для опреде-
ления степени важности и ценности сведений с 
целью выявления информации с ограниченным 
доступом и ее последующей классификации [3]; 
б) экспертизы, осуществляемые в рамках ана-
лиза и оценивания информационных рисков и их 
компонентов, в ходе проектировании и создании 
систем ЗИ, общей оценки уровня информацион-
ной безопасности организаций и т. п. [1]; 
в) прочие экспертизы, проводимые для реше-
ния различные задач, актуальных для обеспечения 
эффективной ЗИ [2].  
Среди экспертных процедур, применяемых 
для решения самых разных задач, наиболее попу-
лярна коллективная (групповая) экспертиза, поз-
воляющая обеспечить высокую степень точности 
и объективности конечных результатов. При этом 
распространен вид групповой экспертизы, для ко-
торой общая совокупность экспертных оценок 
формируется из независимых индивидуальных 
оценок, полученных от каждого эксперта в отдель-
ности, что обуславливает относительную про-
стоту и прозрачность обработки совокупности 
данных, генерируемых всей экспертной группой 
(ЭГ) [4].  
Для экспертиз, проводимых в сфере ЗИ ха-
рактерна сессионность: в ходе работы одной и той 
же ЭГ из N  экспертов этим составом экспертов 
осуществляется серия из M  групповых экспертиз 
- экспертная сессия. Задачами, решаемыми в ходе 
экспертной сессии, могут быть: составление пе-
речня возможных угроз, оценка вероятностей реа-
лизации отдельных угроз и уровней обусловлен-
ных ими потерь, определение количественных 
показателей надежности и эффективности защит-
ных мероприятий и т.п.  
Полагая, что результаты экспертиз имеют коли-
чественную форму представления, полученные в 
ходе сессии данные сводятся в общую матрицу вида:  
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  (1) 
Результаты индивидуальных экспертиз, про-
веденных j-ым экспертом в ходе сессии, образуют  
случайный вектор 
T
j 1j 2 j MjZ [z ,z ,..., z ] ,  а  данные 
групповой экспертизы i-ого объекта соответ-
ствуют  i-ой строке ],...,,[ 21 iNiii zzzz   матрицы 
(1), каждый элемент которой содержит неизвест-
ное «истинное» значение 0ix , общее для всех экс-
пертных оценок 
ijz  и погрешность  ij , индиви-
дуальную для каждого конкретного эксперта, ве-
личина которой зависит от уровня его компетент-
ности: 
ijiij xz  0 ,  Mi ,1 ,    Nj ,1 .        (2) 
Очевидно, что цель обработки данных каж-
дой отдельной групповой экспертизы – определе-
ние неизвестного  значения  0ix . Для осуществле-
ния этой цели необходимо выбрать метод обра-
ботки данных экспертизы. Процедура выбора ме-
тода включает в себя несколько этапов.  
Первый – составление (фиксация) описатель-
ной модели формирования данных экспертного 
опроса, включающей сведения о профессио-
нально-компетентностных характеристиках экс-
пертов, предположения о механизмах генерации 
ошибок экспертов и свойствах этих ошибок.  
Второй этап – разработка (на основе сведений 
первого этапа) формально-теоретической модели 
ошибок данных групповой экспертизы. 
Третий этап – выбор, с учетом характеристик 
ошибок и вида их модельного представления ме-
тодологии обработки данных. 
Четвертый этап – выбор (синтез, разработка, 
формирование) метода обработки данных груп-
повой экспертизы. Выбор метода обычно осу-
ществляется исходя из формально-теоретических 
моделей и методологических положений, описы-
вающих механизм формирования данных группо-
вой экспертизы (в частности, ошибок этих дан-
ных).  
К сожалению, на сегодняшний день в прак-
тике обработки экспертных данных сложилась и 
закрепилась следующая негативная тенденция: 
специалист, которому предстоит использовать 
экспертные данные, обычно сам решает вопросы 
обоснования выбора модели и методологии, дей-
ствуя при этом весьма субъективно, фактически 
подстраивая свои выводы под уже намеченный им 
метод обработки. При этом в приоритете оказыва-
ются методы, которые, во-первых, достаточно 
прозрачны и просты в понимании для обработ-
чика, и, во-вторых, не требуют использования 
сложных технологий обработки экспертных дан-
ных, привлечения к процедуре обработки допол-
нительной информации, отсутствующей у обра-
ботчика в прямом доступе. Другими словами, сло-
жилась ситуация, в которой точностные аспекты 
обработки экспертных данных, являясь фор-
мально приоритетными, фактически уступают ме-
сто устремлениям обработчика к упрощению про-
цедуры обработки, минимизации интеллектуаль-
ных затрат для ее оптимизации. 
Постановка задачи  
Цель данной статьи – рассмотрение точност-
ных аспектов (качества) обработки данных груп-
повой экспертизы, в частности, возможности оп-
тимизации качества обработки в зависимости от 
способа описания и характера сведений о меха-
низме возникновения ошибок экспертов, их ком-
петентности и применяемых методах обработки 
данных. Учитывая обычно существующую у обра-
ботчика неполноту перечисленных выше сведе-
ний, нередко латентный характер их представле-
ния, перспективы реальной оптимизации обра-
ботки данных групповой экспертизы в практиче-
ской ситуации весьма ограничены. 
Выходом из создавшейся ситуации является 
применение адаптивного подхода к обработке 
данных, суть которого состоит в извлечении из 
обрабатываемой совокупности данных дополни-
тельной информации, в той или иной степени 
восполняющей дефицит недостающих априор-
ных сведений, что приводит к повышению эф-
фективности выполняемой обработки за счет со-
вершенствования структуры и функций элементов 
исходной процедуры обработки. Суть адаптив-
ного подхода – целенаправленное изменение 
(адаптация) процедуры обработки данных, в част-
ности, ее основного элемента – метода, направ-
ленное на повышение уровня оптимальности об-
работки. В свою очередь совершенствование про-
цедуры обработки позволяет еще больше расши-
рить объем получаемых дополнительных сведе-
ний, обуславливая возможность реализации но-
вого шага адаптации процедуры обработки и т. д., 
формируя в итоге итеративно-процессную схему 
обработки данных.   
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В статье предпринята попытка анализа меха-
низма функционирования этой схемы при реали-
зации адаптивного подхода к обработки эксперт-
ных данных. В частности, вводится понятие 
уровня адаптации, рассматривается его методоло-
гическое и операциональное наполнение, модель-
ные представления базовых элементов процедуры 
адаптации, ее валидность и эффективность.  Опи-
саны возможные уровни адаптации, их содержа-
тельный аспект, формы накопления и хранения 
информации о свойствах экспертных данных, ха-
рактеристиках экспертов, методы и способы обра-
ботки данных. 
Основная часть исследования 
Нулевой уровень адаптации. Вводимая для 
этого уровня описательная модель ЭГ носит идеа-
лизированный характер: предполагается равный и 
высокий уровень компетентности состава экспер-
тов, обеспечивающий несмещенность индивиду-
альных экспертных оценок с незначительными 
независимыми случайными ошибками, имею-
щими произвольное распределение с примерно 
одинаковыми дисперсиями.  
Принятие подобной идеализированной мо-
дели позволяет утверждать, что выборка эксперт-
ных данных, полученных в ходе групповой экс-
пертизы i-ого объекта и представленных элемен-
тами строки iz  матрицы Z , распределена нор-
мально (т.е. по закону Гаусса). В этом случае, ис-
ходя из принципа максимального правдоподобия 
(ПМП), теоретически наилучшей (наиболее до-
стоверной оценкой) неизвестного «истинного»  








                            (3) 
называемое также оценкой метода наименьших 
квадратов (МНК-оценкой). Она является несме-
щенной, эффективной, нормально распределен-
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Таким образом, на нулевом уровне адаптации 
обработки экспертных данных получению итого-
вого результата предшествует принятие следую-
щего набора утверждений:  
 содержательно-описательная модель ЭГ 
определяется в виде совокупности N экспертов с  
равновысоким уровнем компетентности;   
 подлежащие обработке данные получены в 
ходе проведения групповой экспертизы i-ого объ-
екта и представляют собой выборочную совокуп-
ность, составленную из N  независимых элементов, 
представленных  i-ой строкой iz  i1 i2 iN[z ,z ,..., z ]  
матрицы Z;  
 модельному распределению ошибок экс-
пертов соответствует нормальное распределение 
(закон Гаусса), что фактически является след-
ствием, выводимым из двух предыдущих допуще-
ний;  
 учитывая использование статистических 
моделей для описания ошибок данных, для опти-
мизация решения задачи выбора метода обра-
ботки экспертных данных используется методоло-
гия ПМП, что, с учетом изложенных выше утвер-
ждений, приводит к МНК, причем МНК-оценкой 
неизвестного  значения  0ix  в данном случае ока-
зывается средневыборочное  значения iz элемен-
тов i-ой строки матрицы Z.   
Фактически наименование «нулевой уровень 
адаптации» отражает существование характерной 
для начального этапа обработки экспертных дан-
ных конфликтной ситуации – когнитивного про-
тиворечия, обусловленного с одной стороны 
необходимостью максимально полной и общей 
постановки задачи оптимизации обработки дан-
ных, а с другой – отсутствием на практике необхо-
димого объема информации, обеспечивающего 
целенаправленную адаптацию процедуры обра-
ботки для реализации корректного решения по-
ставленной задачи.  
Простой и быстрый способ разрешения опи-
санного конфликта состоит в субъективном до-
мысливании отсутствующей информации, позво-
ляющем конкретизировать и сузить неопределен-
ность в исходной постановке задачи и искус-
ственно сформировать информационный базис, 
обеспечивающий доказуемость заранее преду-
смотренного решения. Осуществляется подбор на 
первый взгляд правдоподобных или «нейтраль-
ных» допущений, ведущих к достаточно произ-
вольному описанию ошибок данных, к подгонке 
(или прямой фальсификации) формально-теоре-
тической модели ошибок и, как следствие, –  к 
имитации доказуемости оптимальности заранее 
выбранного метода обработки.  
Один из наиболее распространенных вариан-
тов реализации этого способа – легендирование 
нормальности ошибок в экспертных данных, заве-
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домо ведущее к простейшему, но во многих слу-
чаях не лучшему решению задачи оптимизации – 
вычислению выборочного среднего.  
Первый уровень адаптации. Опыт практи-
ческой работы свидетельствует о том, что пред-
ставленная выше описательная модель ЭГ факти-
чески не реализуема, так как крайне сложно подо-
брать группу высококвалифицированных экспер-
тов, близких друг другу по уровню своей компе-
тентности. Группы, включающие экспертов раз-
ного уровня, допускают несколько модельных 
описаний. 
Во-первых, это так называемая смесевая мо-
дель ЭГ, предполагающая наличие двух групп экс-
пертов: кластера высококвалифицированных спе-
циалистов и группы «аномальных» экспертов 
(АЭ), экспертные оценки которых «выпадают» из 
общей совокупности данных. Соответственно экс-
пертные данные, полученные от АЭ, могут иска-
жать модель распределения всей остальной сово-
купности выборочных данных. Идентификация 
АЭ и устранение из общей матрицы Z  всех при-
надлежащих им данных переводит смесевую мо-
дель в описательную модель нулевого уровня 
адаптации. Однако процедура идентификации 
АЭ, обычно опирающаяся на применение субъек-
тивных решений и эвристических методов ана-
лиза, является достаточно сложной, трудоемкой и 
противоречивой, из-за чего редко применяется на 
практике.  
Кроме того, в условиях постоянного дефи-
цита экспертов, характерного для сферы ЗИ, со-
кращение состава ЭГ, уже проведшей экспертную 
сессию, и, соответственно, выведение из обра-
ботки части экспертных данных (полученных от 
АЭ) крайне нежелательно.  
Более перспективной является обобщенная 
смесевая модель (ОСМ), фактически легитимизи-
рующая реальность появления в составе ЭГ экс-
пертов с разным уровнем компетентности и, как 




  дисперсий  ошибок экспертов (гетеро-
скедастичность ошибок). В общем случае ОСМ 
предполагает существование множественности 
возможных индивидуальных (частных) моделей 
распределения ошибок экспертов, что обуславли-
вает проблематичность построения некоторого 
универсального статистического подхода к обра-
ботке экспертных данных. Однако, оставаясь в 
рамках весьма распространенного предположения 
о нормальности распределения ошибок каждого 
эксперта в отдельности, гетероскедастичность 
данных в выборке-строке ],...,,[ 21 iNiii zzzz   
можно трактовать как следствие случайного варь-
ировании дисперсии 
2













                    (5) 
в который среднеквадратическое отклонение 
СКО   входит в качестве случайного параметра. 
Реализация значений этого параметра, определя-
ющего уровень компетентности конкретного экс-
перта, происходит в момент включения соответ-
ствующего эксперта в ЭГ. В результате для ЭГ по-
лучаем вектор-cтроку реализаций частных значе-
ний СКО ],...,,[ 21 N  , характеризующих ком-
петентностный состав ЭГ. Учитывая, что СКО – 
параметр масштаба, случайную погрешность E   
произвольной групповой экспертизы можно про-
моделировать [5] произведением двух взаимно не-
зависимых случайных величин   и SE  
SEE  ,                              (6) 
где SE - случайная величина, имеющая стандарт-
ное нормальное распределение (с нулевым мате-







  ,                        (7) 
значения которой масштабируются случайной ве-
личиной  . Для распределения плотности веро-






















fff sS)()( .               (8) 
Задание плотности вероятности )( f  осу-
ществляется исходя из некоторых правдоподоб-
ных  (логичных, состоятельных, рациональных) 
допущений о компетентностных характеристиках 
экспертов, включенных в состав ЭГ.  В частности, 
несостоятельным представляется предположение 
о существовании ЭГ из абсолютно компетентных 
экспертов, суждения (оценки) которых не содер-
жат ошибок (т.е. СКО их ошибок равно 0).  Точно 
также маловероятно (при более-менее ответствен-
ном подборе состава экспертов) преобладание в 
составе ЭГ аномальных экспертов, для которых ха-
рактерен очень высокий уровень ошибок. Зато 
вполне правдоподобно  наличие в состав ЭГ ряда 
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достаточно квалифицированных специалистов, 
чьи СКО локализуются в области значений 
справа от точки 0  в виде некоторого одно-
экстремального фрагмента плотности вероятно-
сти )( f . Значение и положение этого экстре-
мума зависят от среднего уровня компетентности 
экспертов, входящих в ЭГ: снижение этого уровня 
смещает экстремум вправо, расширяя область ло-
кализации возможных значений СКО в сторону 
больших отклонений. В целом для описания 
уровня разброса значений СКО ошибок экспер-
тов, включенных в состав ЭГ, достаточно адекват-














 ef ,                         (9) 
зависящего  от одного параметра   , представля-
ющего моду этого распределения. При малых зна-
чениях   распределение среднеквадратических 
отклонений   экспертов, входящих в состав ЭГ, 
в основном компактно локализуется вдоль оси 
абсцисс справа от начала координат (рис. 1), что 
характерно для ЭГ,  состоящей из квалифициро-
ванных высококомпетентных экспертов. С ростом 
значений   общий уровень компетентности 
группы снижается за счет появления экспертов, 
допускающих высокий уровень разброса ошибок,  
а при 2  в составе группы с достаточно боль-
шой вероятностью могут оказаться АЭ. 
 
Рис. 1. Аппроксимация распределение )( f  
плотности вероятности СКО ошибок  
экспертов законом Рэлея для разных значений параметра    
 
Подставляя в выражение (8) соотношения для 























deef .          (10) 
Интеграл (10) является частным случаем таб-
личного интеграла [6, С. 356, формула 3.478.4], 
нахождение которого требует вычисления цилин-
дрических функций. Опуская промежуточные вы-









)( ,                     (11) 
что соответствует выражению для плотности слу-
чайной величины, распределенной по закону 
Лапласа (рис. 2). В отличие от выражения (5), 
формула (12) уже не содержит случайного пара-
метра.  
Таким образом, результаты групповой экспер-
тизы, выполненной группой экспертов с разным 
уровнем компетентности, представленные векто-
ром-строкой ],...,,[ 21 iNiii zzzz  , можно рассмат-
ривать как  выборку данных, ошибки наблюдения 
которых являются реализациями случайной вели-
чины, описываемой смесевым распределением 
равновероятных нормально распределенных эле-
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ментов, СКО которых изменяется случайным об-
разом в соответствии с законом Рэлея. В конечном 
итоге эти ошибки оказываются распределенными 
по закону Лапласа (11), т.е. отход от идеализиро-
ванного представления компетентностных харак-
теристик ЭГ и попытка адаптации к реальности 
приводит к изменению статистической модели 
ошибок экспертов. При этом, продолжая анализ 
данных в рамках методологии  ПМП, приходим к 
новому результату: для лапласового распределе-
нии ошибок экспертных данных наилучшей вы-
борочной оценкой значения  0ix является медиана 
mediz , называемая оценкой метода наименьших 
модулей (МНМ-оценкой), т.к. минимизирует зна-








.                     (12) 
 
Рис. 2. Распределение )(f
 
ошибок экспертов (закон Лапласа) для разных значений параметра   
 
В виду невозможности непосредственной ре-
ализации аналитической процедуры вычисления 
МНМ-оценок, в ряде случаев в качестве оценки 
imedz  выступает выборочная медиана – средний 
элемент ранжированной совокупности значений 
экспертных данных (при нечетном числе N  экс-
пертов) или полусумма пары средних элементов 
(при четном N ). В литературе по анализу и обра-
ботке данных эта оценка получила наименование 
«робастной» из-за ее низкой чувствительности к 
возможным «засорениям» исходной выборки, 
например, наличию в ней аномальных данных. К 
сожалению, при малых значениях N  применение 
выборочной медианы может приводить к значи-
тельным погрешностям, более точные результаты 
получаются при аналитическом нахождении 
МНМ-оценок с помощью итеративного вариаци-
онно-взвешенного МНК, при описании которого, 
чтобы избежать использования двойной индекса-
ции, введем замену переменных: ],...,,[ 21 iNii zzz =
],...,,[ 21 Nzzz . 
Итеративный вариационно-взвешенный 
МНК,  нахождение оценки 0x  [7]:  


















 ,          (13) 
где ,jx Nj ,1  – данные, полученные от экспер-
тов в ходе групповой экспертизы;  






















 ,     (14) 
- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -  



























 . (15) 
Если окажется, что очередные результаты, по-
лученные на текущем k-ом  шаге, практически сов-
падают со значениями, рассчитанными на преды-





k   , j 1, N,  
итеративный цикл прекращается, и значение )(0
kx  
принимается в качестве искомой МНМ-оценки 
imedz .  
Таким образом, первый уровень адаптации 
характеризуется отходом от идеализированного  
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описания состава ЭГ, попыткой учета существова-
ния реальных различий в компетентностях экс-
пертов, приводящей в итоге к трансформации мо-
дельного закона распределения элементов  вы-
борки-строки ],...,,[ 21 iNiii zzzz   из нормального 
в закон Лапласа, что, в соответствии с методоло-
гией ПМП, обуславливает   изменения применяе-
мого метода оценивания: переход от МНК- к 
МНМ-оценкам. К сожалению, обоснование за-
кона Лапласа опирается на субъективное реше-
ние, связанное с предположением о возможности 
описания случайного разброса СКО ошибок экс-
пертов законом Рэлея.  
Второй уровень адаптации. При реализа-
ции обработки данных с нулевым и первым уров-
нем адаптации для выбора метода обработки ис-
пользовалась только информация общего харак-
тера о предположительных особенностях меха-
низма формирования случайных ошибок в дан-
ных групповой экспертизы. Однако проведение 
экспертной сессии и, как результат, наличие пол-
ного объема сведений о проводимой в ее рамках 
серии групповых экспертиз, представленных мат-
рицей Z , позволяет частично отказаться от ис-
пользования вероятностно-статистического под-
хода к описанию и обработке экспертных данных. 
Предлагается персонифицировать подход к обра-
ботке данных групповой экспертизы, применив 
более простой и прозрачный метод взвешенного 
среднего, где веса зависят от степени доверия к ин-
формации, получаемой от каждого конкретного 
эксперта.  Основная проблема, возникающая в 
этом случае, – объективное назначение весов. 
При определении весов исходим из того, что 
каждый вектор-столбец  T
j 1j 2 j MjZ [z ,z ,..., z ] ,  j   
1, N  матрицы Z , составленный из результатов ин-
дивидуальных экспертиз, проведенных j-ым экс-
пертом, содержит информацию двух видов: явля-
ющуюся целью экспертизы «правильную» детер-
минированную информацию 0jx  
о каждом j-ом 
экспертируемом объекте, не известную, но общую 
для всех экспертов, и информацию об индивиду-
альных случайных ошибках эксперта, характери-
зующих уровень его индивидуальной компетент-
ности. При отсутствии ошибок экспертов резуль-
таты индивидуальных экспертиз должны совпа-
дать и могли бы быть представлены  одной точкой 
T
MxxxX ],...,,[ 020100  в M-мерном пространстве 
результатов экспертной сессии. Однако наличие 
ошибок экспертов приводит к расщеплению этой 
точки в облако (кластер), содержащее N точек-об-
разов отдельных экспертов. При адекватном под-
боре состава ЭГ плотность облака неоднородна и 
максимальна в окрестности, прилегающей к цен-
тру  кластера 0Z . Расстояние jr  от точки 
T
MxxxX ],...,,[ 020100  до точки-образа j-ого экс-
перта характеризует уровень компетентности 
этого эксперта и используется при расчете показа-







)( .           (16) 
Следует учесть, что количественные оценки, 
получаемые в различных групповых экспертизах, 
могут отличаться единицами измерения, масшта-
бом, шкалой. Поэтому прежде чем приступить к 
вычислению расстояний jr , Nj ,1 , данные мат-
рицы Z  (формула (2)) следует пересчитать к не-
которой унифицированной форме представле-
ния с единообразной шкалой, частным примером 
которой является балльная шкала. В качестве при-
ближенного значения координат 
T
MzzzX ],...,,[ 020100  можно использовать оценки  
iz , imedz ,  Mi ,1   центра кластера 0Z . 
 
Формула (16) определяет структуру шкаль-
ного преобразования )( jj rfc  , возможные (ре-
комендованные [8]) значения параметров: 0b =15, 
B =0,967. Оценки расстояния jr  теоретически мо-
гут лежать в диапазоне от 0 до значений, близких 
к  , а соответствующие им значения показателя 
компетентности jc  изменяются в диапазоне от 1 
до 0 (полная, абсолютная некомпетентность). Зна-
ние элементов вектора компетентностей экспер-
тов  ],...,,[ 21 NсссС   позволяет рассчитать ре-
зультирующие средневзвешенные оценки для 





























/ , Nj ,1  – весовые коэффици-
енты, учитывающие соотношение уровней компе-
тентности экспертов. При «идеальном» подборе 
экспертов, входящих в  состав ЭГ, т.е. для случая 
1jc , Nj ,1 , все веса оказываются единич-
ными: 1jw , оценки среднего и взвешенного 
среднего совпадают.  
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Таким образом, второй уровень адаптации 
обеспечивает достаточно высокую конкретиза-
цию сведений об экспертах, что позволяет исклю-
чить применение теоретико-вероятностных моде-
лей как для описания характеристик ЭГ, так и для 
описания свойств исходных данных. Соответ-
ственно вместо методологии ПМП используется 
понятие ценности (полезности, важности) сведе-
ний, получаемых от экспертов, базирующееся на 
оценках их компетентности, пересчитываемых в 
систему персонифицированных весовых коэф-
фициентов jw , Nj ,1 , позволяя получить про-
стые и наглядные средневзвешенные результиру-
ющие оценки групповой экспертизы для каждого 
из экспертируемых объектов.  
Третий уровень адаптации. Для этого 
уровня адаптации необходимо наличие точных 
значений параметров (показателей) оценивав-
шихся на предшествующих сеансах экспертной 
сессии. Типичный пример – экспертные прогнозы 
вероятностей реализации угроз, количественных 
оценок потерь и т.п., при условии, что эти про-
гнозы носят периодический или квазипериодиче-
ский характер и к моменту проведения сеанса оче-
редной групповой 1М  экспертизы уже известны 
точные значения параметров (показателей), про-
гнозировавшихся на предшествующем  M-ом се-
ансе экспертной сессии, т.е. в общем случае изве-
стен вектор TMxxxX ],...,,[ 020100   
точных апосте-
риорных значений пргнозируемого параметра. 
Согласно методологии ПМП,  МНК-оценка  
представляет собой оптимальную оценку неиз-
вестного «истинное» значение  0ix  при нормаль-
ной (гауссовой) модели распределении ошибок 
экспертов в элементах выборки-строки 
],...,,[ 21 iNiii zzzz  ,  в случае распределении этих 
ошибок по закону Лапласа оптимальной стано-
вится МНМ-оценка. Однако распределение оши-
бок в данных реальной групповой экспертизы в 
той или иной мере всегда отличается от модель-
ных распределений, поэтому оценки  iz , imedz  
яв-
ляются квазиоптимальными, причем оценить сте-
пень потери оптимальности не представляется 
возможным. Тем не менее, основываясь на матери-
алах, представленных в [9], на базе полученных 
квазиоптимальных оценок можно построить так 
называемую групповую (комплексную) оценку 
igrz , дисперсия которой в наихудшем случае не 
превысит меньшей из дисперсий исходных оце-
нок. Информация, необходимая для формирова-
ния оценки igrz , задается ковариационной матри-
цей ошибок методов оценивания (т.е. ошибок 













COV ,                (18) 
где {...}D  и  cov - дисперсии и ковариация оши-






































.        (21) 
По данным ковариационной матрицы COV  
рассчитываются общие веса для МНК- и МНМ-
оценок и значение групповой оценки для каждой 
отдельной групповой экспертизы: 





















w .             (24)  






1  medgr zDwzDwzD .      (25) 
Нахождение значений элементов матрицы 
COV   оказывается возможным только при нали-
чии совокупности данных, включающей множе-
ства пар оценок iz , imedz ,  Mi ,1 , полученных 
ранее в ходе построчной обработки матрицы Z  
на двух первых уровнях адаптации, и вектора 
T
MxxxX ],...,,[ 020100  точных апостериорных зна-
чений прогноза. Совместная обработка этих све-
дений по формулам (19) – (21) позволяет создать 
дополнительную информацию для определения 
элементов матрицы COV , используемых далее 
для  вычисления групповой оценки igrz . 
Заметим, что для обработки данных группо-
вой экспертизы, представленных выборкой-стро-
кой ],...,,[ 21 iNiii zzzz  , могут привлекаться наряду 
с МНК, МНМ и другие методы. В общем случае 
результатом применения  K  различных методов 
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будет множество оценок ikz
~ , Kk ,1 , где k  - по-
рядковый номер метода обработки, которым была 
рассчитана  соответствующая k -ая оценка. Для 
полученного множества значений ikz
~ , Kk ,1  
также возможно формирование групповой (ком-









.                        (26) 
Для нахождения групповой оценки (25) ис-
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где TKwwwW ],...,,[ 21   -  вектор весовых коэффи-
циентов методов обработки, COV
 
- ковариацион-
ная матрица ошибок методов обработки (анало-
гичная матрице (18), симметрическая, размерно-
стью KK  ),  
T]1,...,1,1[  - вектор-столбец дли-
ной  K , все элементы которого – единицы. 
Объем сведений, доступных на третьем 
уровне адаптации, допускает, кроме построения 
групповых оценок, применение уже рассмотрен-
ного на втором уровне адаптации метода взвешен-
ного среднего. При оценивании компетентностей 
экспертов, благодаря наличию точных апостери-
орных значений TMxxxX ],...,,[ 020100  , устраня-
ются возможные ошибки вычисления расстояний 
jr , Nj ,1 , обусловленные использованием на 
втором уровне адаптации вместо точных коорди-
нат точки 0X в  M - мерном пространстве их при-
ближенных оценочных значений, соответствую-
щих координатам 0Z  центра кластера результатов 
экспертной сессии. Это позволяет повысить точ-
ность индивидуальных оценок компетентности 
экспертов в диапазоне высоких значений компе-
тенции (близких к 1). 
Выводы 
Адаптивный подход к обработке экспертных 
данных - целенаправленное формирование (адап-
тация) процедуры обработки данных, в частности, 
ее основного элемента – метода, ориентированное 
на повышение уровня точности обработки. Адап-
тивный подход не является однократным операци-
ональным актом, так как совершенствование про-
цедуры обработки носит процессный характер, во 
многом зависящий от форм и способов накопле-
ния и хранения информации о свойствах эксперт-
ных данных, пониманию особенностей механизма 
их формирования, выбора метода обработки, этапа 
и уровня реализации адаптации, пр. 
Для начального этапа обработки экспертных 
данных характерно наличие конфликтной ситуа-
ции – когнитивного противоречия, - обусловлен-
ного с одной стороны необходимостью макси-
мально полной и общей постановки задачи обра-
ботки, а с другой – отсутствием необходимого 
объема информации для корректного решения за-
дачи в этой постановке.  Возможный способ раз-
решения этого конфликта состоит в реализации 
адаптивного подхода к обработке данных, нося-
щего итеративно-процессный характер и опера-
ционально представляющего собой последова-
тельность этапов обработки данных, каждый из 
которых, приводя к решению поставленной за-
дачи с определенной степенью точности, позво-
ляет уточнить, детализировать исходную поста-
новку задачи для оптимизации обработки на по-
следующих этапах. В частности, к элементам дета-
лизации может относиться уточнение модели 
ошибок в экспертных данных, конкретизация 
уровней компетентности экспертов, другие ас-
пекты построения и организации процедуры об-
работки данных. Процессный характер учета этих 
дополнительных сведений ведет к все более высо-
кому уровню адаптации метода обработки экс-
пертных данных к особенностям ошибок данных 
и в конечном итоге – к получению оптимальной 
либо почти оптимальной точности обработки. 
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ADAPTIVE APPROACH TO PROCESSING DATA 
OF EXPERTS EVALUATION  
WHEN SOLVING PROBLEMS IN THE FIELD  
OF INFORMATION PROTECTION 
Expert procedures are effective, and in some cases the only 
way to obtain the information necessary to solve a wide 
range of tasks in the field of information protection. The ar-
ticle analyzes the accuracy aspects of the processing of group 
examination data, in particular, the possibility of realizing the 
optimal processing of this data. It is shown that an attempt 
to formulate and solve the optimization problem in the most 
complete statement leads to a conflict situation due to the 
lack of the necessary a priori information for the correct so-
lution of the problem in this statement. The way out is the 
use of an adaptive approach to organizing data processing, 
the essence of which is to extract the missing information 
directly from the processed data set. The additional infor-
mation received, to one degree or another, makes up for the 
deficit of a priori information, ensuring the improvement of 
the structure and functions of the elements of the processing 
procedure. Improving the processing procedure increases its 
efficiency and allows you to further expand the amount of 
additional information received, causing the implementation 
of a new adaptation step. As a result, an iterative process 
mode of adaptive data processing is formed, the concept of 
the adaptation level is introduced, its methodological and 
operational content, model representations of the basic ele-
ments of the adaptation procedure are considered. Possible 
levels of adaptation, their substantive aspect, methods of ac-
cumulating and storing information about the properties of 
expert data and characteristics of experts are described, the 
criteria and methodology for making decisions about data 
processing methods and forms of their implementation are 
considered. 
Keywords: group examination, expert data, adaptation, 
adaptive approach, competence, least squares method, 
least modules method, maximum likelihood principle, var-
iationally weighted least squares method. 
 
АДАПТИВНИЙ ПІДХІД ДО ОБРОБКИ  
ДАНИХ ЕКСПЕРТНОГО ОЦІНЮВАННЯ 
ПРИ ВИРІШЕННІ ЗАВДАНЬ У СФЕРІ  
ЗАХИСТУ ІНФОРМАЦІЇ 
Експертні процедури є ефективним, а в ряді випадків і 
єдиним способом отримання інформації, необхідної 
для вирішення широкого кола завдань у сфері захисту 
інформації. У статті аналізуються аспекти точності об-
робки даних групової експертизи, зокрема, можливості 
реалізації оптимальної обробки цих даних. Показано, 
що спроба формулювання і рішення задачі оптимізації 
в максимально повній постановці призводить до вини-
кнення конфліктної ситуації, обумовленої відсутністю 
необхідних апріорних відомостей для коректного вирі-
шення завдання в цій постановці. Виходом є застосу-
вання адаптивного підходу до організації обробки да-
них, суть якого полягає в отриманні потрібної додатко-
вої інформації безпосередньо з оброблюваної сукуп-
ності даних. Отримана інформація в тій чи іншій мірі 
поповнює дефіцит апріорних відомостей, забезпечу-
ючи вдосконалення структури і функцій елементів 
процедури обробки. Удосконалення процедури обро-
бки підвищує її ефективність і дозволяє ще більше ро-
зширити обсяг отримуваних додаткових відомостей, 
обумовлюючи реалізацію нового кроку адаптації. В ре-
зультаті формується итеративно-процесна схема адап-
тивної обробки даних, вводиться поняття рівня адапта-
ції, розглядається його методологічне та операціона-
льне наповнення, модельні представлення базових еле-
ментів процедури адаптації. Описано можливі рівні 
адаптації, їх змістовний аспект, способи накопичення і 
зберігання інформації про властивості експертних да-
них і характеристики експертів, розглянуті критерії та 
методологія прийняття рішень про методи обробки да-
них і форми їх реалізації. 
Ключові слова: групова експертиза, експертні дані, 
адаптація, адаптивний підхід, компетентність, метод 
найменших квадратів, метод найменших модулів, 
принцип максимальної правдоподібності, варіаційно-
зважений метод найменших квадратів. 
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