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1 Introduction
For a, b > 0 and 0 ≤ v ≤ 1, the inequality
a1−vbv ≤ (1− v)a+ vb
holds and it is called Young inequality. This inequality is simplified as
tv ≤ (1− v) + vt
for t > 0 and 0 ≤ v ≤ 1. We use this simplified notation for some inequalities throughout this
paper. Recently, a number of refinements for Young inequality are studied. In this paper, we
focus on the refinements for Young inequality by Dragomir. We give alternative proofs of refined
Young inequalities given in [1, 2], with elementary calculations. We also show the inequalities
we proved in the previous paper [6], give better estimates than ones proved in [2]. Finally we
extend and improve the inequalities given by Dragomir in [1, 2]. We also give the inequalities
for the operator version as corollaries.
2 Some remarks for recent results
Recently, Dragomir established the following refinement of Young inequality in [1].
Theorem 2.1 ([1]) For t > 0 and 0 ≤ v ≤ 1,
(1− v) + vt
tv
≤ exp
(
v(1− v)
(t− 1)2
t
)
(1)
Proof: To prove the inequality (1), we put
fv(t) ≡ (1− v)t
−v + vt1−v − exp
(
v(1 − v)
(t− 1)2
t
)
.
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Then we calculate
dfv(t)
dt
= v(1− v)(1 − t)t−v−1hv(t)
where
hv(t) ≡ t
v−1(t+ 1) exp
(
v(1 − v)
(t− 1)2
t
)
− 1 ≥ 0.
The last inequality is due to Lemma 2.2 in the below. Therefore we have dfv(t)dt ≥ 0 if 0 < t ≤ 1
and dfv(t)dt ≤ 0 if t ≥ 1. Thus we have fv(t) ≤ fv(1) = 0 which implies the inequality (1).
Lemma 2.2 For t > 0 and 0 ≤ v ≤ 1, we have
tv−1(t+ 1) exp
(
v(1− v)
(t− 1)2
t
)
≥ 1.
Proof: For any t > 0 and 0 ≤ v ≤ 1, exp
(
v(1− v) (t−1)
2
t
)
≥ 1. In addition, tv−1(t + 1) =
tv + tv−1 ≥ 1 since tv ≥ 1, tv−1 > 0 for t ≥ 1 and tv > 0, tv−1 ≥ 1 for 0 < t ≤ 1. Therefore we
have the desired inequality.
Remark 2.3 It is known the following inequality (see [4, 5]),
Kr(t) ≤
(1− v) + vt
tv
≤ KR(t) (2)
where K(t) = (t+1)
2
4t is the Kantorovich constant, r = min{v, 1− v} and R = max{v, 1− v}. By
the numerical computations, we find that there is no ordering between exp
(
v(1− v) (t−1)
2
t
)
and
KR(t) so that Theorem 2.1 is not trivial one. Actually, we set the function as
l(t, v) ≡ KR(t)− exp
(
v(1− v)
(t− 1)2
t
)
for t > 0 and 0 ≤ v ≤ 1. Then we have l(1/2, 1/5) ≃ 0.0155215 and l(1/4, 1/5) ≃ −0.00425113.
(In addition, we have similarly l(3, 1/5) ≃ 0.0209862 and l(5, 1/5) ≃ −0.0682639.)
Dragomir also established the following refined Young inequalities with the general inequal-
ities in his paper [2].
Theorem 2.4 ([2]) Let t > 0 and 0 ≤ v ≤ 1.
(i) If 0 < t ≤ 1, then
exp
(
v(1− v)
2
(t− 1)2
)
≤
(1− v) + vt
tv
≤ exp
(
v(1− v)
2
(
1
t
− 1
)2)
(3)
(ii) If t ≥ 1, then
exp
(
v(1− v)
2
(
1
t
− 1
)2)
≤
(1− v) + vt
tv
≤ exp
(
v(1− v)
2
(t− 1)2
)
(4)
Proof:
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(i) We prove the first inequality of (3). To do this, we set
f1(t, v) ≡ (1− v)t
−v + vt1−v − exp
(
v(1− v)(t− 1)2
2
)
.
Then we calculate
df1(t, v)
dt
= v(1 − v)(1− t)h1(t, v),
where
h1(v, t) ≡ exp
(
v(1 − v)(t− 1)2
2
)
− t−v−1.
From Lemma 2.5 in the below, h1(t, v) ≤ 0 which means
df1(t,v)
dt ≤ 0. Thus we have
f1(t, v) ≥ f1(1, v) = 0 which means the first inequality of (3) hold for 0 < t ≤ 1 and
0 ≤ v ≤ 1.
We prove the second inequality of (3). To do this, we set
f2(t, v) ≡ (1− v)t
−v + vt1−v − exp
(
v(1− v)(t− 1)2
2t2
)
.
Then we calculate
df2(t, v)
dt
= v(1− v)(1 − t)t−3h2(t, v),
where
h2(v, t) ≡ exp
(
v(1− v)(t− 1)2
2t2
)
− t2−v.
Since exp(u) ≥ 1 + u for u ≥ 0, we have h2(v, t) ≥ g2(v, t), where
g2(t, v) ≡ 1 +
v(1 − v)(t− 1)2
2t2
− t2−v.
Then we calculate
dg2(t, v)
dt
= t−3
{
(v − 2)t4−v + v(1 − v)(t− 1)
}
≤ 0
for 0 < t ≤ 1 and 0 ≤ v ≤ 1. Thus we have g2(t, v) ≥ g2(1, v) = 0 which implies h2(t, v) ≥ 0
which means df2(t,v)dt ≥ 0. Thus we have f2(t, v) ≤ f2(1, v) = 0 which means the second
inequality of (3) hold for 0 < t ≤ 1 and 0 ≤ v ≤ 1.
(ii) We prove the first inequality of (4). The functions f2(t, v), h2(t, v) and g2(t, v) were defined
in the process of the proof of the second inequality in (i). Here we set the function for
t ≥ 1
k(t, v) ≡ (v − 2)t4−v + v(1− v)(t− 1).
Then we calculate
dk(t, v)
dt
= (v − 2)(4 − v)t3−v + v(1− v),
d2k(t, v)
dt2
= (v − 2)(4 − v)(3 − v)t2−v ≤ 0.
Thus we have dk(t,v)dt ≤
dk(1,v)
dt = −2
(
v − 74
)2
− 158 ≤ 0 so that we have k(t, v) ≤ k(1, v) =
v − 2 < 0. Thus we have dg2(t,v)dt ≤ 0 for t ≥ 1 so that g2(t, v)g2(1, v) = 0 which implies
h2(t, v) ≥ 0. Therefore we have
df2(t,v)
dt ≤ 0 so that f2(t, v) ≥ f2(1, v) = 0 which implies
the first inequality of (4).
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We prove the second inequality of (4). The functions f1(t, v), h1(t, v) and g1(t, v) were
defined in the process of the proof of the first inequality in (i). For t ≥ 1, we easily find
dg1(t,v)
dt = v(1 − v)(t − 1) + (v + 1)t
v−2 ≥ 0 so that g1(t, v) ≥ g1(1, v) = 0. Thus we have
h1(t, v) ≥ 0 which means
df1(t,v)
dt ≤ 0. Therefore we have f(t, v) ≤ f(1, v) = 0 which
implies the second inequality of (4).
Lemma 2.5 For 0 < t ≤ 1 and 0 ≤ v ≤ 1, we have
tv+1 exp
(
v(1− v)
2
(t− 1)2
)
≤ 1. (5)
Proof: We set the function as
fv(t) ≡ (v + 1) log t+
v(1 − v)
2
(t− 1)2
Then we calculate
dfv(t)
dt
=
v + 1
t
+ v(1− v)(t− 1),
d2f(t, v)
dt2
= −
v + 1
t2
+ v(1− v),
d3f(t, v)
dt3
=
2(v + 1)
t3
≥ 0
Thus we have d
2fv(t)
dt2
≤ d
2fv(1)
dt2
= −v2 − 1 ≤ 0 so that we have dfv(t)dt ≥
dfv(1)
dt = v + 1 ≥ 0.
Therefore we have fv(t) ≤ fv(1) = 0 which implies the inequality (5).
Remark 2.6 The second inequalities (3) and (4) refine the second inequality in [3, Corollary2.2
(i)].
We obtained the following results in our previous paper.
Proposition 2.7 ([6]) For 0 ≤ v ≤ 1 and 0 < t ≤ 1, we have
mv(t) ≤
(1− v) + vt
tv
≤Mv(t),
where
mv(t) ≡ 1 +
v(1− v)(t− 1)2
2
(
t+ 1
2
)−v−1
, Mv(t) ≡ 1 +
v(1 − v)(t− 1)2
2
t−v−1.
Remark 2.8 As shown in our previous paper [6], we have the inequality
Mv(t) ≤ exp
(
v(1− v)
(t− 1)2
t
)
for 0 < t ≤ 1 and 0 ≤ v ≤ 12 . That is, the second inequality in Proposition 2.7 gives better bound
than the inequality (1), in case of 0 < t ≤ 1 and 0 ≤ v ≤ 12 .
In the following proposition, we give the comparison on bounds in (i) Theorem 2.4 and in
Proposition 2.7.
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Proposition 2.9 For 0 ≤ v ≤ 1 and 0 < t ≤ 1, we have
Mv(t) ≤ exp
(
v(1− v)
2
(
1
t
− 1
)2)
(6)
and
exp
(
v(1 − v)
2
(t− 1)2
)
≤ mv(t) (7)
Proof: We use the inequality
expx ≥ 1 + x+
1
2
x2, (x ≥ 0).
Then we calculate
exp
(
v(1− v)
2
(
1
t
− 1
)2)
− 1−
v(1− v)(t− 1)2
2tv+1
≥
v(1− v)(t− 1)2
2t2
(
tv−1 − 1
tv−1
+
v(1− v)(t− 1)2
4t2
)
≥ 0
for 0 ≤ v ≤ 1 and 0 < t ≤ 1. Thus the inequality (6) was proved.
Putting s = t+12 , the inequality (7) is equivalent to the inequality
exp
(
2v(1 − v)(s − 1)2
)
≤ 1 + 2v(1 − v)(s − 1)2s−v−1,
(
1
2
< s ≤ 1, 0 ≤ v ≤ 1
)
. (8)
For the special case v = 0, 1 or s = 1, the equality holds in (8) so that we assume 2v(1− v)(s−
1)2 6= 0. Then we use the inequality
expx <
1
1− x
, (x < 1).
We calculate
mv(t)− exp
(
v(1 − v)
2
(t− 1)2
)
= 1 + 2v(1 − v)(s − 1)2s−v−1 − exp
(
2v(1 − v)(s− 1)2
)
> 1 + 2v(1 − v)(s − 1)2s−v−1 −
1
1− 2v(1− v)(s − 1)2
=
2v(1 − v)(s − 1)2s−v−1gv(s)
1− 2v(1 − v)(s− 1)2
,
where
gv(s) ≡ 1− s
v+1 − 2v(1 − v)(s− 1)2.
We prove gv(s) ≥ 0. To this end, we calculate
g′v(s) = −(v + 1)s
v − 4v(1− v)(s − 1), g′′v (s) = −v(v + 1)s
v−1 − 4v(1 − v)
g(3)v (s) = v(1 − v)(v + 1)s
v−2 ≥ 0.
Thus we have g′′v (s) ≤ g
′′
v (1) = v(3v − 5) ≤ 0 so that we have g
′
v(s) ≤ g
′
v(1/2) = 2h(v), where
h(v) ≡ v(1 − v) − v+1
2v+1
. From Lemma 2.10, h(v) ≤ 0 for 0 ≤ v ≤ 1. Thus we have g′v(s) ≤ 0
which implies gv(s) ≥ gv(1) = 0. Therefore we have
mv(t)− exp
(
v(1− v)
2
(t− 1)2
)
> 0
for 0 < v < 1 and 0 < t < 1. Taking account for the equality cases happen if v = 0, 1 or t = 1,
we have the inequality (7).
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Lemma 2.10 For 0 ≤ v ≤ 1, we have
v + 1
2v+1
≥ v(1− v).
Proof: Since v(1 − v) ≤ 14 for 0 ≤ v ≤ 1, it is sufficient to prove
v+1
2v+1
≥ 14 . So we put
l(v) ≡ 2(v + 1) − 2v. Then we have l′′(v) = −(log 2)22v ≤ 0, l(0) = 1 and l(1) = 2. Therefore
we have l(v) ≥ 0.
Remark 2.11 As for the bounds on the ratio of arithmetic mean to geometric mean (1−v)+vttv ,
Proposition 2.9 shows Proposition 2.7 is better than (i) of Theorem 2.4, for the case 0 < t ≤ 1.
3 Further improvement of Young inequality
We give new improvement of Young inequality which is a further improvement of Theorem
2.1. Throughout this section, we use the generalized exponential function defined by expr(x) ≡
(1 + rx)1/r for x > 0 and −1 ≤ r ≤ 1 with r 6= 0 under the assumption that 1 + rx ≥ 0.
Theorem 3.1 For t > 0 and 0 ≤ v ≤ 1,
(1− v) + vt
tv
≤ 1 + v(1− v)
(t− 1)2
t
(9)
Proof: We set the function
fv(t) ≡ 1 + v(1− v)
(t− 1)2
t
−
(1− v) + vt
tv
for t > 0 and 0 ≤ v ≤ 1. Then we have
dfv(t)
dt
=
v(1− v)(t− 1)
tv+1
(
tv + tv−1 − 1
)
.
Since tv ≥ 1 for t ≥ 1 and tv−1 ≥ 1 for 0 < t ≤ 1, tv+ tv−1−1 ≥ 0. Thus we have dfv(t)dt = 0 when
t = 1 and dfv(t)dt ≤ 0 for 0 < t < 1, and
dfv(t)
dt ≥ 0 for t > 1. Therefore we have fv(t) ≥ fv(1) = 0.
Lemma 3.2 The function expr(x) defined for x > 0 and 0 < r ≤ 1, is monotone decreasing in
r.
Proof: We calculate d expr(x)dx =
(1+rx)
1−r
r g(rx)
r2
where g(y) ≡ y− (1+y) log(1+y) for y > 0. Since
dg(y)
dy = − log(1 + y) < 0, f(y) ≤ f(0) = 0. We thus have
d exp
r
(x)
dx ≤ 0.
Corollary 3.3 For t > 0, 0 ≤ v ≤ 1 and 0 < r ≤ 1,
(1− v) + vt
tv
≤ expr
(
v(1 − v)
(t− 1)2
t
)
. (10)
Proof: Since exp1
(
v(1− v) (t−1)
2
t
)
= 1+v(1−v) (t−1)
2
t , we have the desired result by Theorem
3.1 and Lemma 3.2.
6
Remark 3.4 Since limr→0 expr(x) = exp(x) and Lemma 3.2, we have
1 + v(1− v)
(t− 1)2
t
≤ exp
(
v(1− v)
(t− 1)2
t
)
which means that the right hand side in Theorem 3.1 gives the tighter upper bounds of (1−v)+vttv
than one in Theorem 2.1.
Remark 3.5 Proposition 2.7 shows the upper bound of (1−v)+vttv is Mv(t) for 0 < t ≤ 1, while
Theorem 3.1 gives the upper bound of (1−v)+vttv for all t > 0. In addition, for the case t
v ≤ 12 ,
the right hand side in Theorem 3.1 gives the tighter upper bounds of (1−v)+vttv than Mv(t) in
Proposition 2.7.
Remark 3.6 It is easy to see that 1+v(1−v) (t−1)
2
t ≤ 1+
(t−1)2
4t = K(t). As we noted in Remark
2.3, the inequalities (2) are known. By the numerical computations, we have no ordering between
KR(t) and 1 + v(1− v) (t−1)
2
t . Actually, we set the function for t > 0 and 0 ≤ v ≤ 1 as
u1(t, v) ≡ K
R(t)−
(
1 + v(1 − v)
(t− 1)2
t
)
.
Then u1(1/2, 0.6) ≃ −0.0467732 and u1(1/2, 0.9) ≃ 0.0668271.
Remark 3.7 From the proof of Lemma 3.2, we find that the function expr(x) is monotone
decreasing for r > 0. However the following inequality does not hold in general
(1− v) + vt
tv
≤ expr
(
v(1− v)
(t− 1)2
t
)
, (r > 1)
since we have a counter-example. For example, if we take v = 0.999999 and t = 0.000001, then
exp1.001
(
v(1 − v) (t−1)
2
t
)
− (1−v)+vttv ≃ −0.000360488. This example suggests the optimality of r
satisfying the inequality (10) is equal to 1.
As similar way to the above, we can improve Theorem 2.4 in the following.
Theorem 3.8 Let t > 0 and 0 ≤ v ≤ 1.
(i) If 0 < t ≤ 1, then
1
1− v(1−v)2 (t− 1)
2
≤
(1− v) + vt
tv
≤ 1 +
v(1− v)
2
(
1
t
− 1
)2
(ii) If t ≥ 1, then
1
1− v(1−v)2 (
1
t − 1)
2
≤
(1− v) + vt
tv
≤ 1 +
v(1− v)
2
(t− 1)2
Proof: Firstly, we prove the second inequality in (i). To this end, we set the function as
fv(t) ≡ 1 +
v(1− v)
2
(
1
t
− 1
)2
−
(1− v) + vt
tv
7
for 0 < t ≤ 1 and 0 ≤ v ≤ 1. Then we find by elementary calculation
dfv(t)
dt
= v(1− v)(t− 1)tv+3(tv − t2) ≤ 0
so that fv(t) ≥ fv(1) = 0. Secondary we prove the first inequality in (i). To this end, we set the
function as
gv(t) ≡ {(1− v) + vt}
{
1−
v(1 − v)
2
(t− 1)2
}
− tv
for 0 < t ≤ 1 and 0 ≤ v ≤ 1. Then we find by elementary calculations
dgv(t)
dt
= v
{
−2tv−1 − 3v(1− v)t2 − 2(3v2 − 4v + 1)t+ (3v2 − 5v + 4)
}
d2gv(t)
dt2
= v(1 − v)
{
tv−2 − 3vt+ (3v − 1)
}
,
d3gv(t)
dt3
= v(1 − v)
{
(v − 2)tv−3 − 3v
}
≤ 0.
Thus we have d
2gv(t)
dt2
≥ d
2gv(1)
dt2
= 0 so that dgv(t)dt ≤
dgv(1)
dt = 0 which implies fv(t) ≥ fv(1) = 0.
Thirdly we prove the first inequality in (ii). To this end, we set the function as
hv(t) ≡ {(1− v) + vt}
{
1−
v(1 − v)
2
(
1
t
− 1
)2}
− tv
for t ≥ 1 and 0 ≤ v ≤ 1. Then we find by elementary calculations
dhv(t)
dt
=
v
2t3
{
−2tv+2 + (v2 − v + 2)t3 − (3v2 − 5v + 2)t+ 2(1 − v)2
}
,
d2hv(t)
dt2
=
v(1− v)
t4
lv(t), lv(t) ≡ t
v+2 + (2− 3v)t+ 3v − 3.
Since dlv(t)dt = (v + 2)t
v+1 + 2 − 3v and d
2lv(t)
dt2
= (v + 2)(v + 1)tv ≥ 0, we have dlv(t)dt ≥
dlv(1)
dt =
4− 2v ≥ 0 so that lv(t) ≥ lv(1) = 0 which implies
d2hv(t)
dt2
≥ 0. Thus we have dhv(t)dt ≥
dhv(1)
dt = 0
so that hv(t) ≥ hv(1) = 0.
Finally we prove the second inequality in (ii). To this end, we set the function as
kv(t) ≡ 1 +
v(1− v)
2
(t− 1)2 −
(1− v) + vt
tv
for t ≥ 1 and 0 ≤ v ≤ 1. Since dkv(t)dt = v(1−v)(t−1)(1− t
−v−1) ≥ 0, we have kv(t) ≥ kv(t) = 0.
Lemma 3.9 The function expr(x) defined for 0 ≤ x ≤ 1 and −1 ≤ r < 0, is monotone
decreasing in r.
Proof: We calculate d expr(x)dx =
(1+rx)
1−r
r g(rx)
r2
where g(y) ≡ y − (1 + y) log(1 + y) for −1 ≤
y ≤ 0. Since dg(y)dy = − log(1 + y) > 0, f(y) ≤ f(0) = 0. We thus have
d exp
r
(x)
dx ≤ 0.
Corollary 3.10 Let t > 0, 0 ≤ v ≤ 1, −1 ≤ r1 < 0 and 0 < r2 ≤ 1.
(i) If 0 < t ≤ 1, then
expr1
(
v(1 − v)
2
(t− 1)2
)
≤
(1− v) + vt
tv
≤ expr2
(
v(1 − v)
2
(
1
t
− 1
)2)
.
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(ii) If t ≥ 1, then
expr1
(
v(1 − v)
2
(
1
t
− 1
)2)
≤
(1− v) + vt
tv
≤ expr2
(
v(1 − v)
2
(t− 1)2
)
.
Proof: Taking account for exp1(x) = 1+x, applying two second inequalities in (i) and (ii) of
Theorem 3.8 and Lemma 3.2, we obtain two second inequalities in (i) and (ii) of this theorem.
Taking account for exp−1(x) =
1
1−x and
v(1−v)
2 (t− 1)
2 < 1 for 0 < t ≤ 1, v(1−v)2
(
1
t − 1
)2
< 1
for t ≥ 1, applying two first inequalities in (i) and (ii) of Theorem 3.8 and Lemma 3.9, we obtain
two first inequalities in (i) and (ii) of this theorem.
Remark 3.11 As we noted limr→0 expr(x) = exp(x), and Lemma 3.2 and Lemma 3.9 assure
that Theorem 3.8 gives tighter bounds of (1−v)+vttv than Theorem 2.4.
Remark 3.12 Bounds in (i) of Theorem 3.8 can be compared with Proposition 2.7. As for upper
bound, Mv(t) gives tighter than the right hand side in the second inequality of (i) of Theorem
3.8. Since
(
t+1
2
)v+1
≥ t2 for 0 < t ≤ 1, mv(t) also gives tighter than the left hand side in
the first inequality of (i) of Theorem 3.8. The inequality
(
t+1
2
)v+1
≥ t2 can be proven in the
following. We set fv(t) = (v + 1) log
t+1
2 − 2 log t, then we have
dfv(t)
dt =
(v−1)t−2
t(t+1) ≤ 0 so that
fv(t) ≥ fv(1) = 0.
Note that Remark 3.12 and (i) of Corollary 3.10 give Proposition 2.9. However, Corollary
3.10 gives alternative tight bounds of (1−v)+vttv when t ≥ 1.
Remark 3.13 We give comparisons our inequalities obtained in Theorem 3.8 with the inequal-
ities (2). By the numerical computations, we have no ordering between KR(t) and 1 + v(1 −
v) (t−1)
2
2t2
for 0 < t ≤ 1. Actually, we set the function for 0 < t ≤ 1 and 0 ≤ v ≤ 1 as
u2(t, v) ≡ K
R(t)−
(
1 + v(1 − v)
(t− 1)2
2t2
)
.
Then u2(1/2, 0.6) ≃ −0.0467732 and u2(1/2, 0.9) ≃ 0.0668271. (We easily find that u1(1/2, v) =
u2(1/2, v).) We also have no ordering between K
R(t) and 1+ v(1− v) (t−1)
2
2 for t ≥ 1. Actually,
we set the function for t ≥ 1 and 0 ≤ v ≤ 1 as
u3(t, v) ≡ K
R(t)−
(
1 + v(1 − v)
(t− 1)2
2
)
.
Then u3(2, 0.6) ≃ −0.0467732 and u3(2, 0.9) ≃ 0.0668271. (We easily find that u2(1/2, v) =
u1(1/2, v) = u1(2, v) = u3(2, v).) As for the lower bounds, we have no ordering between K
r(t)
and
(
1− v(1−v)2 (t− 1)
2
)−1
for 0 < t ≤ 1. Actually, we set the function for 0 < t ≤ 1 and
0 ≤ v ≤ 1 as
l1(t, v) ≡ K
r(t)−
(
1−
v(1− v)
2
(t− 1)2
)−1
.
Then l1(3/5, 0.1) ≃ −0.000777493 and l1(3/5, 0.4) ≃ 0.00657566. We also have no ordering
between Kr(t) and
(
1− v(1−v)
2t2
(t− 1)2
)−1
for t ≥ 1. Actually, we set the function for t ≥ 1 and
0 ≤ v ≤ 1 as
l2(t, v) ≡ K
r(t)−
(
1−
v(1− v)
2t2
(t− 1)2
)−1
.
Then l2(5/3, 0.1) ≃ −0.000777493 and l2(5/3, 0.4) ≃ 0.00657566.
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We close this section showing operator versions for Corollary 3.3 and Corollary 3.10 in the
following. We denote weighted arithmetic mean and geometric mean for two strictly positive
operators A and B by A∇vB and A#vB, respectively.
Corollary 3.14 Let 0 ≤ v ≤ 1, 0 < r ≤ 1 and let A and B be strictly positive operators
satisfying (i) 0 < m ≤ A ≤ m′ < M ′ ≤ B ≤ M or (ii) 0 < m ≤ B ≤ m′ < M ′ ≤ A ≤ M with
h = Mm and h
′ = M
′
m′ . Then
A∇vB ≤ expr (4v(1 − v)(K(h) − 1))A#vB,
where K(h) ≡ (h+1)
2
4h is Kantrovich constant.
Proof: The inequality (10) is equivalent to
(1− v) + vt ≤ expr (4v(1 − v)(K(t)− 1)) t
v
for any t > 0. Thus we have the following operator inequality for strictly positive operator T
such that 0 < m ≤ T ≤M ,
(1− v) + vT ≤ max
m≤t≤M
expr (4v(1 − v)(K(t)− 1)) T
v.
Here we put T = A−1/2BA−1/2. In the case of (i), we have h′ ≤ A−1/2BA−1/2 ≤ h. Then we
have
(1− v) + vA−1/2BA−1/2 ≤ max
h′≤t≤h
expr (4v(1 − v)(K(t)− 1)) (A
−1/2BA−1/2)v .
In the case of (ii), we also have 1h ≤ A
−1/2BA−1/2 ≤ 1h′ . Then we also have
(1− v) + vA−1/2BA−1/2 ≤ max
1/h≤t≤1/h′
expr (4v(1− v)(K(t) − 1)) (A
−1/2BA−1/2)v.
Since K(h) is decreasing for 0 < h ≤ 1, increasing for h ≥ 1 and K(1/h) = K(h) ≥ K(1) = 1,
we obtain the desired result by multiplying A1/2 to both sides in two above inequalities.
Corollary 3.15 Let 0 ≤ v ≤ 1, −1 ≤ r1 < 0, 0 < r2 ≤ 1 and let A and B be strictly positive
operators satisfying (i) 0 < m ≤ A ≤ m′ < M ′ ≤ B ≤M or (ii) 0 < m ≤ B ≤ m′ < M ′ ≤ A ≤
M with h = Mm and h
′ = M
′
m′ . Then
expr1
(
v(1 − v)
2
(
h− 1
h
)2)
A#vB ≤ A∇vB ≤ expr2
(
v(1 − v)
2
(
h′ − 1
)2)
A#vB
Proof: The inequalities in (i) and (ii) of Corollary 3.10 can be written as
expr1
(
v(1− v)
2
(
1−
min{1, t}
max{1, t}
)2)
≤
(1− v) + vt
tv
≤ expr2
(
v(1 − v)
2
(
1−
max{1, t}
min{1, t}
)2)
.
The rest of the proof goes similar way to the proof of [2, Corollary 1]. We omit its details.
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