For any compact set X, let C(X) denote the continuous functions on X and R(X) the functions on X which are uniformly approximable by rational functions with poles off X. Let A denote a subnormal operator having no reducing space on which it is normal. It is shown that a necessary and sufficient condition that A" be the spectrum of such an operator A is that R(X n D)jtC(X r> D) whenever D is an open disk intersecting X in a nonempty set.
1.
Introduction. An operator A on a Hilbert space § is said to be subnormal if there exists a normal operator A on a Hilbert space ff=> § with the property that § is invariant under N and A is the restriction of N to It was proved by Haimos [5] that if N is the minimal normal extension of A then sp (AQ^sp (A). Bram [1] proved that sp (A) consists of sp (A) together with some (possibly all or none) of the holes of sp (A). (A hole of a compact set is a bounded component of its complement.) An easy proof of this due to S. K. Parrott is given in Haimos [6, p. 310 ].
An operator T on a Hilbert space © is said to be hyponormal if T*T-TT* g 0 and completely hyponormal if, in addition, there exists no nontrivial reducing subspace of T on which T is normal. It is known that the subnormal operators constitute a proper subset of the hyponormal ones. A subnormal operator A will be called completely subnormal if it is completely hyponormal.
A compact set A of the complex plane is called a spectral set for an operator T on a Hilbert space § if A contains sp (T) and if \\f(T)\\ ^ ||/||x for all fin the set of rational functions with poles off A. Here, \\f\\x denotes the usual supremum norm of /over A. It is easy to see that the spectrum of a subnormal operator is a spectral set. A theorem of von Neumann states that if the spectrum of any operator A is a spectral set and if R(sp (A)) = C(sp (A)), then A must be normal; for an elegant proof see Lebow [8] . (Here, for any compact set A, JR(X) denotes the set of functions on A which are uniformly approximable by rational functions with poles off A, and C(A) is the set of continuous functions on A.) A local version of von Neumann's result for completely subnormal operators is contained in the following [January Theorem. A necessary and sufficient condition that a compact set X be the spectrum of a completely subnormal operator is that, for every open disk D, [2] and in Putnam [11] suggests an affirmative answer. If this is indeed the case then it is seen that sets of measure zero play the same role for hyponormal operators as those (necessarily nowhere dense) compact sets X satisfying R(X) = C(X) play for subnormal operators. (In any case, the necessity portion of the above theorem has its analogue in the hyponormal case.) It may be noted that R(X) = C(X) holds for "most" nowhere dense compact sets X, in particular, those whose complement consists of a finite number of components. This is a consequence of a theorem of Mergelyan; cf. Rudin [12, p. 390] . (It was shown in Putnam [10] that if A is subnormal and if its spectrum is contained in a simple closed curve then A is normal. This is of course a special case of the necessity part of the theorem of the present paper.) On the other hand, there exist nowhere dense compact sets for which (1.1) holds, e.g., any Swiss cheese; cf. Gamelin [3, p. 25 ], or Zalcman [14, p. 69] . Conditions on a compact set X involving a certain type of analytic capacity and which are equivalent to the requirement that R(X) = A(X) have been obtained by Vitushkin; see [3] and [14, pp. 100 ff]. (Here, A(X) denotes the functions continuous on X and analytic on its interior. If A' is nowhere dense, then A(X) = C( X).) In particular, most of the known geometric conditions on X sufficient for R(X) = A(X) can be deduced from Vitushkin's theorem; see [14, pp. 112 ff].
The proof of the theorem will be given in § §2 and 3, and will avoid an appeal to von Neumann's theorem on spectral sets. vector is also in Consequently,
for F(z) = (z-?)_1 whenever / $ sp (^4) n F). This implies that (2.5) holds for any Fe7?(sp (A) n D) and hence, by (2.1), for any continuous F on sp (A) n F). If F(z) = z, it is seen that (N*f, g) = 0, in contradiction to (2.4). This establishes the second part of (2.3).
The argument of the last paragraph is similar to that of Wermer [13] who considered the case where sp (A) was of measure 0. The condition R(sp (A)) = C(sp(A)) was assured by a result of Hartogs and Rosenthal (cf. Gamelin [3, 
p. 47]).
That §i^0 is clear from the fact that jV is the minimal normal extension of A. Thus, in order to prove (2. First, suppose that X is the closure of its interior X0. Let & = %>(X0) denote the Hilbert space of functions analytic on XQ and square integrable with respect to Lebesgue planar measure, and let A denote the multiplication operator A=z on (See Haimos, Lumer and Schaeffer [7] for details.) Then A is subnormal and, in fact, completely subnormal. In fact, otherwise, there would exist some fj^O in f> for which both zf and zf belong to Iq, and this is clearly impossible.
Since the spectrum of the direct sum of two operators is simply the union of the two spectra, and since any compact set X can be expressed as the union of the closure of its interior and a nowhere dense compact set, it is clearly enough to prove the sufficiency part of the theorem in case X has no interior.
Recall that a point x in a compact set Y is a peak point for R As noted above, it can now be assumed that A has no interior. It follows from (1.1) and from Bishop's result, that we can choose a countable set of points {xn}, n= 1, 2,..., which are not peak points of R(X), and for which {xn} is dense in A. Let fin be any nonpoint mass representing measure at xn for R(X) and let vn = {z -xn)fj.n. Let \vn\ denote the total variation measure of vn (see Rudin [12, p. 126] ); thus there exists a \vn\-measurable function hn = hn{x) on A satisfying (3.2) vn = hn\vn\, \hn\ = 1.
Let R2(d\vn\) denote the subspace of L2(d\vn\) spanned by R(X). Then, for/e R'X), }xfh" d\vn\ = }xf(z-xn) dnn = 0, so that It is easy to see that the (minimal) normal extension of A" is the multiplication operator Bn = z on L2(d\vn\), and so (Haimos [5] ) sp (ßn)<=Sp (An). In order to prove (3.4) then, it is sufficient to show that xn e sp (Bn), that is, that every neighborhood of xn has positive |v"| measure. But if some neighborhood N of xn has zero \vn\ measure, then, for y $ X,
JX-N JX-N Hence, on letting y -> xn (y $ X), one obtains yn(X-N) = 0, a contradiction, since Hn is not a point measure at xn. This proves (3.4). Next, let A = 2 © An on § = 2 © Rz(d\vn\). Since yn, hence \vn\, has support on X, then sp (An)a X, hence sp (/*)<= X. This follows from the fact that each An is subnormal. For if t$ X, then ||(An-tl)fn|| g \{A*-lI)fn\gdist (t, X)\\fn\\ for each fneR\d\vn\) and hence \\{A-tI)f\\ g \\(A*-iI)f\\ gdist (t, X)\\f\\ for /e €> = 2 © B2(d\vn\). On the other hand, it follows from (3.4) and the fact that the {xn} are dense in X that Ic sp (A). Thus sp (A) = X. There remains to be shown that A is completely subnormal, that is, that each An on R2(d\vn\) is completely subnormal. Suppose that, for a fixed «, 9Jc is a subspace of R2(d\vn\) which reduces An and on which An is normal. If m is in 9Jc, then so are zm and zm. Hence, for any continuous g on X, gm s 9JJ, and so, by (3.3), \x gmhn d\vn\ =0. Since the continuous functions on X are dense in L2(o'|i'n|), it follows that mhn = 0 a.e. with respect to \vn\, and hence, since |A"| = 1, m = 0 a.e. Thus 9Jl = 0, and so An is completely subnormal.
