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ESTUDIO, DESARROLLO E IMPLEMENTACIO´N DE UNA RED IP DE
SEGURIDAD MEDIANTE EL USO DE REDES O´PTICAS PASIVAS Y
TECNOLOGI´AS GPON.
RESUMEN
En los u´ltimos an˜os, el considerable aumento en el ancho de banda requerido
por diferentes aplicaciones, en especial el v´ıdeo de alta calidad, ha hecho necesario
el despliegue de redes FTTH (Fiber to the home) basadas en fibra o´ptica hasta el
hogar del usuario. Esto es extensible a los sistemas de seguridad, ya que desde la
aparicio´n de las ca´maras de alta definicio´n, el ancho de banda consumido por las
redes de videovigilancia ha aumentado considerablemente, lo que hace conveniente
pensar en la implementacio´n de una red basada en fibra o´ptica con capacidad de
gigabit.
Este proyecto fin de carrera trata de desarrollar e implementar una red IP de se-
guridad basada en tecnolog´ıa FTTH-GPON (Gigabit-capable Passive Optical Net-
work), aprovechando todas las ventajas que proporciona la transmisio´n por fibra
o´ptica hasta el terminal de abonado, tanto en te´rminos de ancho de banda como
en la seguridad de los datos.
FTTH proporciona una red punto a multipunto sin componentes activos entre la
central y el abonado, permitiendo que mu´ltiples abonados compartan una misma
conexio´n formando una red o´ptica pasiva P2MP (Point-to-MultiPoint). El esta´ndar
GPON permite velocidades de hasta 2.48 Gbps en descendente y 1.24 Gbps en
ascendente, y una relacio´n de divisio´n teo´rica de 1:128. Adema´s dispone de un
modelo de gestio´n y control, denominado OMCI (ONT Management and Control
Interface), encargado de la configuracio´n de los equipos de usuario.
En el desarrollo de un sistema de seguridad resulta especialmente importante
capturar de manera continuada alarmas y otro tipo de informacio´n proveniente de
los equipos para facilitar la deteccio´n de posibles aver´ıas o incidentes, pensando
en la seguridad f´ısica y lo´gica de la red. Para ello contamos con una arquitectura
de gestio´n centralizada llamada TELNET GPON Management System o TGMS,
en la que se desarrollara´n nuevos mo´dulos espec´ıficos destinados a la gestio´n de
alarmas que permitan detectar variaciones en los para´metros f´ısicos y lo´gicos de
la red. Con estos mo´dulos adicionales se pretende dotar al sistema de una mayor
seguridad frente a sabotajes o intrusiones en la red.
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1. Introduccio´n
1.1. Contexto y ubicacio´n del proyecto
El proyecto fin de carrera se ha realizado en la empresa Telnet Redes Inteligentes
S.A. y esta´ centrado en el desarrollo de una red de seguridad basada en tecnolog´ıa
GPON (Gigabit-capable Passive Optical Network). GPON es un esta´ndar defini-
do en 2004 por parte del ITU-T (International Telecommunication Union) en el
conjunto de recomendaciones G.984.x., en el cual se incluyen velocidades de l´ınea
hasta 2.488 Gbps para el enlace descendente y 1.244 Gbps para el ascendente.
La red GPON consta de un equipo de cabecera, denominado OLT (Optical Line
Terminal) y ubicado en las dependencias del operador, y el equipo terminal, ONT
(Optical Network Terminal), en las dependencias de los usuarios, conformando una
red punto-multipunto (P2MP). El esta´ndar permite hasta 128 equipos de usuario
en cada red, pero la tecnolog´ıa actual so´lo contempla 64.
Figura 1.1: Topolog´ıa P2MP de red GPON
Para conectar la OLT con la ONT, se emplea un cable de fibra o´ptica monomodo
que transporta tra´fico en distintas longitudes de onda WDM (Wavelength Division
Multiplexing). El tra´fico ascendente se transmite en 1310 nm y el descendente
en 1490 nm, aprovechando as´ı respectivamente la segunda y tercera ventana de
transmisio´n sobre fibra o´ptica. Adema´s, es posible transmitir en descendente v´ıdeo
RF (Radiofrecuencia) broadcast en 1550 nm.
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El tra´fico originado en la OLT es distribuido hasta las ONTs mediante un divisor
o´ptico pasivo, denominado splitter, en una o varias etapas, en una topolog´ıa de
a´rbol. En sentido descendente, el splitter comparte su entrada con todas las salidas,
repartiendo la potencia, y en ascendente combina las sen˜ales procedentes de las
ONTs en una u´nica fibra, compartiendo ancho de banda. En el anexo A se explica
ma´s detalladamente la arquitectura FTTH y en el anexo B, el esta´ndar GPON.
Por otra parte, en las redes destinadas a seguridad, el mayor ancho de banda es
consumido por las ca´maras IP de videovigilancia. Este ancho de banda requerido
ha aumentado notablemente estos u´ltimos an˜os debido a la aparicio´n de las ca´ma-
ras digitales de alta definicio´n, las cuales ofrecen mayor resolucio´n pero tambie´n
generan ma´s tra´fico en la red. La bajada de precios de estas ca´maras debida a su
popularizacio´n unida a la reduccio´n en el coste de almacenamiento ha provocado
un considerable aumento en el tra´fico que deben soportar las redes destinadas a
seguridad. Por esta razo´n se convierte en necesaria la implementacio´n de redes de
acceso basadas en fibra o´ptica con capacidad de gigabit hasta las dependencias
del usuario, siendo GPON una opcio´n a considerar. Para una mayor informacio´n
sobre las redes de videovigilancia, consultar el anexo D.
1.2. Objetivos
El objetivo principal del proyecto es el desarrollo y la implementacio´n de una red
IP destinada a un sistema de seguridad mediante el uso de redes GPON. El primer
paso es analizar las ventajas que aportan las redes GPON, tanto en te´rminos de
seguridad f´ısica y lo´gica, como en ancho de banda disponible, respecto a las redes
basadas en cobre y a redes de fibra o´ptica basadas en equipos activos y de topolog´ıa
punto a punto.
Respecto a la gestio´n de la red, se pretende realizar una mejora en la moni-
torizacio´n de alarmas o eventos, para facilitar la deteccio´n de posibles aver´ıas o
incidentes, pensando en la seguridad de la red. Para ello contamos con una arqui-
tectura de gestio´n centralizada llamada TELNET GPON Management System o
TGMS (ver anexo C), que facilita la posibilidad de detectar nuevas ONTs, com-
probar el estado de las conectadas y de la red en su totalidad. Se desarrollara´n
nuevos mo´dulos en esta herramienta que nos permitan dotar al sistema de una
mayor seguridad frente a sabotajes o intrusiones en la red.
La realizacio´n de este proyecto tiene los siguientos objetivos:
Entender los modelos de redes destinadas a seguridad que se proponen en la
actualidad y justificar la propuesta de desarrollo de una red GPON.
Aumentar el ancho de banda disponible que ofrecen las actuales redes de
seguridad hasta las dependencias del usuario.
Minimizar los costes, tanto CAPEX (Capital Expenditures) como OPEX
(Operating Expense), en el despliegue de una red de seguridad, mediante el
uso de elementos pasivos y con una topolog´ıa adecuada.
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Adoptar una solucio´n de despliegue eficiente en te´rminos de consumo energe´ti-
co.
Aumentar el grado de seguridad en nuestra red, tanto f´ısica como lo´gica,
aprovechando las caracter´ısticas de GPON y con nuevos mo´dulos del TGMS
que permitan detectar modificaciones de los para´metros de la red y evitar
as´ı posibles sabotajes o intrusiones.
Proporcionar al usuario un sistema de seguridad con un servicio de datos
como valor an˜adido, usando la misma infraestructura de fibra o´ptica.
1.3. Trabajo previo, metodolog´ıa y herramientas
En primer lugar, el trabajo previo a este proyecto ha consistido en el estudio
de la tecnolog´ıa FTTH y en particular el esta´ndar GPON, definido en el conjunto
de recomendaciones ITU-T G.984.x [1][2][3] y G.988 [4].
Adema´s, ha sido conveniente conocer las caracter´ısticas de los equipos comercia-
lizados por Telnet, tanto la SmartOLT como la ONT, y el TGMS, su herramienta
web usada para la configuracio´n, monitorizacio´n y administracio´n de la red GPON.
Tambie´n ha resultado oportuno el estudio de los sistemas de seguridad actuales, en
especial el campo de la videovigilancia, ya que las ca´maras IP son los dispositivos
ma´s importantes en cuanto a ancho de banda requerido.
Una parte significativa del proyecto consta del desarrollo de nuevas funcionalida-
des en el sistema de gestio´n de redes GPON, fundamentalmente en el apartado de
deteccio´n de alarmas. Para ello, es necesaria la implementacio´n de un sistema de
adquisicio´n y ana´lisis de datos, mediante el cual se capturen los datos de intere´s de
los equipos que componen la red GPON y los almacenen en bases de datos MySQL
para su posterior ana´lisis.
En este sentido, se optara´ por una metodolog´ıa basada en la arquitectura de
software Model-View-Controller, independizando las partes del programa corres-
pondientes al controlador de funciones, a la aplicacio´n del modelo elegido y a la
presentacio´n de los datos.
Figura 1.2: Esquema Model-View-Controller
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Adema´s, se facilitara´ la escalabilidad en la gestio´n de las bases de datos optan-
do por la te´cnica de sharding. Esta te´cnica se basa en el crecimiento horizontal
de las bases de datos, agrupando conjuntos de datos de modo que tenga cierto
sentido y permitiendo de esta manera un direccionamiento ma´s ra´pido, mejorando
el rendimiento. En este caso cada d´ıa crearemos una base de datos nueva y as´ı con-
trolaremos el crecimiento y facilitaremos la bu´squeda de los datos de intere´s.
En lo referente a las herramientas utilizadas, para el desarrollo del sistema
de gestio´n de alarmas se hara´ uso de la plataforma de desarrollo web WAMP,
basada en Windows como sistema operativo, un servidor HTTP Apache, MySQL
como gestor de bases de datos y PHP como lenguaje de programacio´n. Aunque el
desarrollo se realizara´ en un equipo con Windows, el sistema se ejecutara´ en un
servidor Linux.
Tambie´n se utilizara´ la te´cnica de desarrollo web AJAX (Asynchronous JavaS-
cript And XML) para realizar cambios sobre las pa´ginas sin necesidad de recar-
garlas, mejorando de esta manera la interactividad, velocidad y usabilidad de la
aplicacio´n. Para gestionar eventos y agregar interaccio´n a la web, se ha utiliza-
do la biblioteca de JavaScript JQuery. Adema´s, sera´ necesario el uso de librer´ıas
para representar mediante gra´ficas los para´metros de intere´s de la red. Por otra
parte, debido a que PHP limita el tiempo ma´ximo de ejecucio´n de sus programas,
se recurrira´ a la programacio´n en C para la ejecucio´n continua de programas en
un segundo plano. En el anexo G se explica este apartado de una manera ma´s
detallada.
1.4. Planificacio´n de tareas a realizar
El trabajo a realizar para la correcta consecucio´n de este proyecto se divide en
cuatro partes:
1. Estado del arte: El primer paso es conocer el tipo de soluciones y servicios
que ofrecen en la actualidad las empresas del sector, y de esta manera analizar
los beneficios que puede aportar el desarrollo del sistema propuesto.
2. Ventajas de GPON frente a las soluciones existentes: En esta parte
del proyecto se justifica el uso de los equipos que componen la red GPON,
analizando sus ventajas respecto a las redes actuales basadas en cobre.
3. Ana´lisis de la seguridad de la red: En un primer lugar se estudiara´n
las posibles situaciones de riesgo que pueden afectar a la seguridad de nues-
tra red, para posteriormente analizar de que´ manera podemos detectarlas
mediante un sistema que capture y almacene para´metros de intere´s de los
equipos que componen la red.
4. Pruebas de validacio´n del sistema: Se disen˜ara´ la maqueta de red GPON
y la interfaz web para posteriormente verificar el correcto funcionamiento del
sistema de deteccio´n de alarmas ante posibles situaciones de riesgo.
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Es recomendable representar de forma gra´fica mediante un diagrama de Gantt
el tiempo dedicado a cada una de las tareas necesarias para la realizacio´n del
proyecto.
Figura 1.3: Diagrama de Gantt
1.5. Organizacio´n de la memoria
La memoria de este proyecto se divide en dos partes. La primera parte princi-
pal donde se recogen los aspectos fundamentales del desarrollo del proyecto y la
segunda parte formada por los diferentes anexos que completan el trabajo.
La memoria empieza con esta introduccio´n, la cual pone en situacio´n al lector
sobre la tecnolog´ıa que se va a utilizar, los objetivos que se persiguen con el desa-
rrollo del proyecto y las herramientas y los me´todos que se van a utilizar para su
elaboracio´n. En el segundo apartado se realiza un estudio sobre los despliegues ac-
tuales en materia de seguridad, analizando los puntos donde se podr´ıan introducir
mejoras con la arquitectura y los componentes de la solucio´n propuesta.
En el siguiente punto se analizan los posibles riesgos que puede sufrir una red
GPON y se estudia la manera de evitarlos o detectarlos mediante el desarrollo
de un sistema de deteccio´n de alarmas. Para terminar se realizan una serie de
pruebas sobre una maqueta funcional para verificar que el software funciona de la
manera deseada. En los u´ltimos puntos se recogen las conclusiones deducidas en
la realizacio´n del proyecto y un conjunto de posibles mejoras para continuar con
el trabajo.
Los anexos se elaboran con la finalidad de complementar la informacio´n de los
puntos principales de la memoria, desarrollando en profundidad los apartados de
ma´s intere´s o aclarando algu´n apartado que requiera mayor extensio´n.
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Tabla 1.1: Anexos
Anexo Contenido
A Arquitectura FTTH-GPON
B GPON
C TGMS
D Redes IP de videovigilancia
E Dispositivos de seguridad
G RPC
H Programacio´n Web
I Proceso de Ranging
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2. Entorno tecnolo´gico:
antecedentes
2.1. Soluciones existentes
Un aspecto importante es la realizacio´n de un estudio competitivo para conocer
los servicios que ofrecen las empresas del sector, as´ı como estudiar sus puntos
fuertes y de´biles en beneficio del sistema que se quiere ofrecer.
En este caso, hemos analizado las soluciones que proponen distintas empresas
con despliegue de redes de videovigilancia. Estas son algunas de ellas:
ACTi Corporation.
Adilec.
AXIS.
Cisco.
LevelOne.
Milestone.
Veracity.
En la Figura 2.1 podemos ver la topolog´ıa de red que utiliza la empresa Cisco
en sus despliegues para sistemas de seguridad.
Figura 2.1: Despliegue de red de la empresa Cisco
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Hemos comprobado que las soluciones que nos proponen estas empresas son
redes punto a punto (P2P) Ethernet compuestas en su mayor´ıa por tres capas de
equipos activos formando un modelo de red jera´rquico [9] como el mostrado en
la Figura 2.1, compuesto de: una capa de acceso, una capa de distribucio´n y una
capa base o nu´cleo.
Si queremos proponer otra solucio´n para el despliegue de red es importante
tratar de cumplir tres requisitos fundamentales:
Hacer uso de tecnolog´ıas avanzadas en te´rminos de tasa de transmisio´n, fun-
cionalidad y seguridad.
Controlar tanto el coste inicial de instalacio´n como el de mantenimiento.
Adoptar la solucio´n ma´s eficiente en te´rminos de consumo energe´tico.
Este proyecto tiene como objetivo verificar que las redes o´pticas pasivas, ma´s
concretamente las basadas en tecnolog´ıa GPON, satisfacen estas condiciones y pre-
sentan una serie de ventajas adicionales respecto a las redes activas P2P actuales.
Como podemos ver en la Figura 2.2, una empresa fabricante de equipamiento
de redes y equipos de telecomunicacio´n como Huawei [10] muestra las redes o´pti-
cas pasivas como una posible solucio´n en redes destinadas a videovigilancia de
escenarios de gran longitud como autopistas o gaseoductos, aprovechando la baja
atenuacio´n de la fibra o´ptica.
Figura 2.2: Solucio´n de red PON propuesta por Huawei
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2.2. Tecnolog´ıa GPON
En 2004, se terminaba de definir GPON [5] por parte del ITU-T en el conjunto
de recomendaciones G.984.x. El esta´ndar incluye varias velocidades de l´ınea hasta
2.488 Gbps en el enlace descendente y 1.244 Gbps en el ascendente, compartido por
los equipos de usuario que componen la red, hasta un l´ımite de 64. La red GPON se
compone principalmente de un equipo de cabecera propiedad del operador, la OLT,
y los equipos terminales de usuarios, ONTs, siguiendo una topolog´ıa en a´rbol en
una arquitectura punto-multipunto. Para distribuir el tra´fico originado en la OLT
se utilizan divisores pasivos, splitters, en una o varias etapas, hasta llegar a cada
ONT.
El me´todo de encapsulacio´n GPON es GEM (GPON Encapsulation Method)
que permite soportar cualquier tipo de servicio: Ethernet, TDM (Multiplexacio´n
por divisio´n de tiempo), o ATM (Asynchronous Transfer Mode) en un protocolo
de transporte s´ıncrono basado en tramas perio´dicas de 125 microsegundos. GPON
no so´lo ofrece mayor ancho de banda que sus tecnolog´ıas predecesoras, es adema´s
mucho ma´s eficiente y permite a los operadores continuar ofreciendo sus servicios
tradicionales sin tener que cambiar los equipos instalados en las dependencias de
sus clientes.
GPON tambie´n implementa capacidades de OAM (Operation, Administration
and Maintenance) avanzadas, ofreciendo una potente gestio´n del servicio extremo
a extremo. Entre otras funcionalidades incorporadas destacan: monitorizacio´n de
la tasa de error, alarmas y eventos, descubrimiento y ranging automa´tico, etc.
GPON permite al operador hacer uso de un modelo de gestio´n denominado OMCI
(ONT Management and Control Interface) (ver anexo B.5), que facilita la admi-
nistracio´n remota de los equipos de usuario, reduciendo as´ı los costes de operacio´n
y mantenimiento.
Una de las caracter´ısticas clave de las redes GPON es ofrecer a los usuarios ma´s
tra´fico cuando lo necesitan, si algu´n usuario de la misma red no esta´ empleando
todo su ancho de banda disponible. Esta funcionalidad es denominada asignacio´n
dina´mica del ancho de banda o DBA (Dynamic Bandwidth Allocation).
Para el tra´fico descendente (1490 nm.) se realiza un broadcast o´ptico, aunque
cada ONT so´lo es capaz de procesar el tra´fico que le corresponde o para el que tiene
acceso, gracias a las te´cnicas de seguridad AES (Advanced Encryption Standard).
Figura 2.3: Transmisio´n descendente broadcast
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En ascendente (1310 nm.) se usan protocolos basados en TDMA (Acceso mu´lti-
ple por divisio´n de tiempo), que aseguran la transmisio´n sin colisiones desde las
ONT hasta la OLT.
Figura 2.4: Transmisio´n ascendente TDMA
2.2.1. Ventajas frente a redes P2P Ethernet
Las ventajas que aporta GPON respecto a P2P Ethernet se basan en el uso
de componentes pasivos, los cuales disminuyen los costes de consumo de potencia
y reducen el nu´mero de dispositivos requeridos en la red. En GPON tenemos la
ventaja an˜adida de poder desplegar la red de fibra o´ptica hasta los equipos finales,
sin la necesidad de un u´ltimo tramo de cobre que disminuya nuestras prestaciones.
Como podemos ver en la Figura 2.5, el equipo de cabecera, la OLT, y los dis-
tribuidores o´pticos pasivos sustituyen a los equipos de las capas de acceso y dis-
tribucio´n correspondientes en las redes P2P Ethernet, simplificando bastante el
despliegue con una reduccio´n de costes significativa. Ser´ıan necesarios uno o varios
switches de agregacio´n, dependiendo de la capacidad de la red, para agregar el
tra´fico de diferentes OLTs.
Figura 2.5: Comparativa de topolog´ıas P2P-GPON
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Las ventajas que aporta GPON respecto a las redes basadas en cobre son las
siguientes:
1. Ancho de banda y distancia. El medio o´ptico permite superar los l´ımites
de ancho de banda y distancia existentes en las tecnolog´ıas xDSL (Digital
Subscriber Line). Se dispone de 2.5 Gbps en el enlace descendente y 1.25
Gbps en el ascendente, con una distancia ma´xima entre OLT y ONT de 20
km. sin necesidad de dispositivos que regeneren o repitan la sen˜al. Adema´s,
debido a su cara´cter compartido se mejora la eficiencia en transmisio´n de
tra´fico multicast.
2. Economı´a. Debido a su topolog´ıa punto a multipunto, GPON reduce el
CAPEX en fibra o´ptica y en interfaces o´pticos, ya que la OLT dispone de 4
puertos PON (Passive Optical Network), con los que puede dar servicio hasta
64 usuarios cada uno. Por otra parte, la red esta´ formada por componentes
pasivos, principalmente splitters, lo cual produce un considerable ahorro de
consumo y de equipamiento. Adema´s, en los u´ltimos an˜os el precio de la fibra
esta´ disminuyendo debido al masivo despliegue producido.
3. Calidad de servicio. De manera nativa, GPON dispone de un modelo de
QoS (Quality of Service) que garantiza el ancho de banda necesario para cada
servicio y usuario (Triple Play real : Voz, banda ancha y televisio´n) mediante
la asignacio´n dina´mica de ancho de banda.
4. Seguridad. La fibra o´ptica no produce radiacio´n electromagne´tica (EMI)
ni se ve afectada por ella, lo que la hace resistente a las acciones intrusivas
de escucha. Para acceder a la sen˜al es necesario manipular la fibra, con lo
que la atenuacio´n aumenta y por tanto puede llegar a detectarse. Adema´s,
la informacio´n en descendente se cifra en AES256 (Advanced Encryption
Standard).
5. Operacio´n y mantenimiento. De manera nativa, GPON cuenta con un
modelo de gestio´n que facilita al operador la administracio´n remota de los
equipos de usuario, lo que se traduce en una reduccio´n en el OPEX.
6. Escalabilidad. Gracias a la multiplexacio´n en longitud de onda WDM, para
aumentar la capacidad de la red no es necesario cambiar la infraestructura
de fibra desplegada. Si implementamos GPON (2,5 Gbps para 64 usuarios),
en el futuro podremos evolucionar a XGPON (Extended GPON : tasas de
10Gbps compartidos), WDM PON (1Gpbs sime´trico para cada usuario) o
10G-PON (10Gpbs sime´trico por usuario) y seguir utilizando la misma in-
fraestructura de fibra. Esto representa una ventaja respecto a las redes de
cobre, ya que para aumentar la capacidad de la red necesitan cambiar a un
cable de categor´ıa superior que soporte la capacidad deseada (Cat 5, Cat 5e,
Cat 6, etc.).
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2.2.2. Mejoras en el despliegue
La topolog´ıa de las redes GPON implica una reduccio´n de coste tanto en el
nu´mero de fibras como en interfaces o´pticos, as´ı como tambie´n en el nu´mero de
equipos necesarios. De cada uno de los puertos de la OLT sale una u´nica fibra
o´ptica que puede dar servicio a 64 equipos de usuario. Desde los splitters sale una
fibra o´ptica para cada usuario, pero si esta distribucio´n se realiza cerca de las
ONTs y en varias etapas, el nu´mero de fibras o´pticas necesario para el despliegue
de la red disminuye considerablemente.
Figura 2.6: Topolog´ıa de red PON
Una de las mayores ventajas que aportan las redes o´pticas pasivas es el uso de
splitters para distribuir la sen˜al. Son dispositivos pasivos, lo que significa que no
necesitan alimentacio´n para trabajar, con todos los beneficios que eso conlleva.
Implica una reduccio´n en los gastos por el consumo ele´ctrico, adema´s de que no
hay sobrecalentamientos y por tanto no se necesitan dispositivos de ventilacio´n ni
existen peligros de descargas ele´ctricas, ni cortocircuitos ni incendios. Todos estos
problemas han de tenerse en cuenta en despliegues de redes basadas en Ethernet,
compuestas por un conjunto de equipos activos, switches, de mayores dimensiones
y conectados mediante enlaces punto a punto.
Figura 2.7: Splitter o´ptico
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2.2.3. Caracter´ısticas del medio f´ısico
En cuanto al medio f´ısico utilizado, es una gran ventaja el empleo de fibra o´ptica
hasta los equipos de usuario frente al uso del par trenzado de cobre, principalmente
en te´rminos de ancho de banda y alcance. El esta´ndar GPON sobre fibra monomo-
do admite tasas de 2.5 Gbps en el enlace descendente y 1.25 Gbps en ascendente,
con un alcance de 20 km sin necesidad de regenerar la sen˜al. Estos datos distan
mucho en el caso de emplear par trenzado de cobre, ya que si alcanzamos tasas
de 1 Gbps, tendremos un alcance ma´ximo de 100 metros. Esto es debido a que
la fibra o´ptica presenta ventanas de transmisio´n en longitudes de onda con muy
bajas atenuaciones. En la Tabla 2.1 se muestran los valores ma´ximos de atenuacio´n
segu´n la longitud de onda de trabajo.
Tabla 2.1: Atenuacio´n en la fibra o´ptica
Longitud de onda Atenuacio´n
1310 nm. ≤ 0.35 db/km.
1490 nm. ≤ 0.25 db/km.
1550 nm. ≤ 0.2 db/km.
Un beneficio an˜adido es la escalabilidad que tienen las redes de fibra o´ptica
gracias al empleo de multiplexacio´n por divisio´n de longitud de onda (WDM), tec-
nolog´ıa que permite aumentar el ancho de banda disponible multiplexando varias
sen˜ales con diferentes longitudes de onda sobre una u´nica fibra o´ptica.
Figura 2.8: Multiplexacio´n WDM
Esto implica que, una vez realizado el despliegue de fibra, no es necesario hacer
cambios sobre e´l para aumentar la capacidad de la red. Si tenemos desarrollada
una red GPON, podremos evolucionar a XGPON (tasas de 10Gbps compartidos),
WDM PON (1 Gbps sime´trico para cada usuario) y 10G-PON (10 Gbps sime´tricos
para cada usuario) sin que la modificacio´n de la infraestructura de fibra suponga
un gasto an˜adido. Esto presenta una ventaja respecto a las redes basadas en cobre,
ya que los cables Ethernet se clasifican en categor´ıas segu´n la tasa de transmisio´n
soportada y por tanto, si queremos aumentar la capacidad de la red debemos
cambiar el cableado a una categor´ıa superior.
13
La fibra tambie´n tiene ventajas respecto al par trenzado en cuanto a dimensio´n
y peso. Adema´s, en un tubo de fibra o´ptica se pueden transportar hasta 512 fibras,
simplificando au´n ma´s el disen˜o, y permitiendo la posibilidad de sobredimensionar
el despliegue para una futura expansio´n de la red. Por otra parte, aunque se tienda a
pensar que el precio de la fibra es muy superior al del cable Ethernet, ha disminuido
en los u´ltimos an˜os y seguira´ en decrecimiento a consecuencia del aumento en su
produccio´n. Esto tambie´n implica que no supone un gran coste aplicar redundancia
en una fibra teniendo dos para una misma red, a diferencia del coste de aplicar
redundancia en una red punto a punto, duplicando todos los enlaces de la red. En
caso de ca´ıda del enlace, una ventaja adicional que presenta la fibra o´ptica es que se
puede precisar la localizacio´n del fallo en la fibra mediante el uso de instrumentos
de medida o´ptica como el OTDR (Optical Time Domain Reflectometer).
Por u´ltimo, la fibra o´ptica presenta adicionalmente una serie de ventajas en la
seguridad de la red, ya que, a diferencia del par de cobre, ni emite ni se ve afectada
por radiacio´n electromagne´tica, evitando de esta manera interferencias y acciones
intrusivas de escucha. El hecho de que no conduzca la corriente ele´ctrica implica
la ausencia de problemas por descargas ele´ctricas, cortocircuitos, incendios, etc.
2.3. Estudio de capacidad de la red GPON
El esta´ndar GPON soporta tasas de 2.5 Gbps en el enlace descendente y 1.25
Gbps en ascendente, compartidos por los 64 usuarios que pueden llegar a compo-
ner la red. Gracias a la asignacio´n dina´mica del ancho de banda que proporciona
GPON, la red puede asignar un mayor ancho de banda a un usuario al que teo´ri-
camente le corresponder´ıa si la asignacio´n fuese esta´tica.
El equipo de cabecera de redes GPON fabricado en Telnet, se denomina Smart-
OLT y dispone de cuatro puertos GPON, cuatro puertos Gigabit Ethernet y un
puerto 10 Gigabit Ethernet, proporcionando tres modos de funcionamiento en
cuanto a la conmutacio´n de tra´fico segu´n el grado de ocupacio´n de las redes GPON.
Figura 2.9: SmartOLT de Telnet Redes Inteligentes
En el primer modo de funcionamiento cada uno de los puertos Gigabit Ethernet
estar´ıa vinculado de manera dedicada a cada uno de los puertos GPON disponibles.
Este modo se utilizar´ıa en redes pequen˜as de pocos usuarios que no excedan el
Gigabit proporcionado por la cada uno de los puertos.
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Los puertos Gigabit Ethernet tambie´n pueden actuar de manera compartida
para las redes GPON conectadas, aumentando el ancho de banda ofrecido cuando
el nu´mero de redes y de usuarios se incrementa. Este ser´ıa el segundo modo de
empleo y debido a su cara´cter compartido se mejorar´ıa la eficiencia en transmisio´n
de tra´fico multicast.
Por u´ltimo, cuando la ocupacio´n de las redes GPON es muy alta, la OLT tambie´n
tiene la posibilidad de utilizar un puerto 10 Gigabit de transporte compartido
para los cuatro puertos, soportando el total de tra´fico demandado por ellos, tanto
ascendente como descendente.
Este mecanismo de funcionamiento permite asimilar el crecimiento de abonados
mediante la progresiva agregacio´n de las PON segu´n su nu´mero de usuarios, faci-
litando un crecimiento escalable. Para facilitar la comprensio´n de este me´todo de
funcionamiento, la Tabla 2.2 muestra la eficiencia respecto al tra´fico demandado
por las diferentes redes y el tra´fico que la SmartOLT puede proporcionar:
Tabla 2.2: Eficiencia de los tres modos de conmutacio´n de tra´fico de la SmartOLT
Tra´fico demandado 4x1G Dedicado 4G Compartido 10G Compartido
1 PON DL1:40 % (1/2.5)2 DL:100 % DL:100 %
(2.5G/1.25G) UL:80 % (1/1.25) UL:100 % UL:100 %
2 PON DL:40 % (1/2.5) DL:80 % (4/5) DL:100 %
(5G/2.5G) UL:80 % (1/1.25) UL:100 % UL:100 %
3 PON DL:40 % (1/2.5) DL:53 % (4/7.5) DL:100 %
(7.5G/3.75G) UL:80 % (1/1.25) UL:100 % UL:100 %
4 PON DL:40 % (1/2.5) DL:40 % (4/10) DL:100 %
(10G/5G) UL:80 % (1/1.25) UL:80 % (4/5) UL:100 %
1DL: Downlink. UL: Uplink.
2Ratio: Tra´fico soportado/Tra´fico demandado
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Adema´s de la SmartOLT, se va a hacer uso de un switch de agregacio´n, denomi-
nado SmartXGS, el cual dispone de 24 puertos 1Gb/10 Gb Ethernet para conectar
las diferentes OLTs y conmutar su tra´fico hacia el correspondiente CPD (Centro
de procesamiento de datos) o Data Center. Resulta conveniente realizar un breve
ana´lisis del nu´mero de SmartOLTs que se pueden llegar a conectar a este switch,
dependiendo del tipo de tra´fico predominante en la red.
Figura 2.10: Despliegue de red GPON
En un escenario con mayor cantidad de tra´fico descendente, tendremos que pro-
porcionar a cada red GPON 2.5 Gbps, lo que implica 10 Gbps en cada OLT para
sus 4 puertos. Si el switch SmartXGS tiene 24 puertos 10 Gigabit, podremos conec-
tar hasta 12 OLTs. Este nu´mero podr´ıa ser superior si tenemos en cuenta la tasa
de concurrencia del servicio, es decir, todos los usuarios no estara´n demandando
el total del tra´fico todo el tiempo.
Figura 2.11: Capacidad en escenario con tra´fico predominante descendente
En un escenario con tra´fico predominante de tipo ascendente, como ser´ıa el caso
de una red de videovigilancia donde el mayor ancho de banda es consumido por
las transmisiones de las ca´maras de v´ıdeo hacia la OLT, necesitar´ıamos propor-
cionar a cada red GPON 1.25 Gbps, lo que significa 5 Gbps en cada OLT. En
este caso, podr´ıamos conectar un mayor nu´mero de OLTs al switch SmartXGS,
concretamente 16, que generar´ıan 80 Gbps en 16 puertos del switch, los cuales se
conmutar´ıan por 8 puertos 10 Gigabit hacia el CPD. Igual que en el caso anterior,
este nu´mero podr´ıa aumentar si tenemos en cuenta la tasa de concurrencia del
servicio.
Figura 2.12: Capacidad en escenario con tra´fico predominante ascendente
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En cuanto al nu´mero de equipos, cada OLT puede dar servicio a 64 ONTs en
cada puerto GPON, haciendo un total de 256 en los cuatro. En un despliegue
con 12 OLTs podr´ıamos tener hasta 3072 equipos de usuario, y con 16 OLTs en
escenarios donde predomina el tra´fico ascendente podr´ıamos dar conexio´n a 4096
ONTs.
Por u´ltimo, a cada ONT se pueden conectar varios dispositivos, ya sea mediante
los 4 puertos 10/100/1000Base-TX Ethernet o mediante conexio´n WIFI. El nu´mero
de dispositivos dependera´ del ancho de banda disponible y el consumo de cada
uno de ellos. Para mayor informacio´n sobre los dispositivos de seguridad consultar
anexo E.
Para comparar en te´rminos de capacidad una red GPON con una red Ethernet
P2P como la que se muestra en la Figura 2.13, tendr´ıamos que realizar el ca´lculo
del nu´mero de equipos necesarios en una red P2P para dar conexio´n a tres mil
equipos terminales.
Figura 2.13: Estructura red P2P Ethernet
Con un switch de acceso que disponga de 24 puertos 100 Mbps, necesitar´ıamos
128 de ellos para dar conexio´n a 3072 equipos, lo que supone 3072 enlaces punto a
punto. Estos 128 switches de acceso necesitar´ıan conmutar esos 2.4 Gbps al menos
a cuatro switches de distribucio´n mediante enlaces Gigabit Ethernet aplicando
algu´n tipo de redundancia, y por u´ltimo dos switches del nu´cleo, con enlaces 10
Gigabit Ethernet. Se necesitan ma´s de 130 equipos de conmutacio´n, mientras que
en la red GPON so´lo se requieren 13 (12 OLTs y el switch de agregacio´n) para dar
servicio a un mismo nu´mero de equipos finales. Esto supone un ahorro aproximado
del 90 % en te´rminos de espacio requerido y de energ´ıa consumida.
El precio de todos estos equipos activos, su consumo de energ´ıa, sus dimensiones,
as´ı como la necesidad de un gran espacio para su colocacio´n con su correspondiente
ventilacio´n y mantenimiento, hacen que esta red tenga un coste muy superior al
de la red GPON. Si nos basamos en estudios realizados [13][14][15] el CAPEX en
redes P2P Ethernet es un 20 % superior al de redes GPON y el beneficio aumenta
de manera proporcional al nu´mero de usuarios.
17
18
3. Estudio de la seguridad en
redes GPON
Resulta fundamental en la realizacio´n de este proyecto dedicar un apartado al
estudio de la seguridad en la arquitectura de red que se propone. El estudio debe
comenzar con un ana´lisis de los posibles riesgos existentes en este tipo de redes,
para posteriormente concretar los riesgos que son evitados por la naturaleza de la
red y desarrollar un sistema de deteccio´n de alarmas que evite los restantes.
3.1. Ana´lisis de riesgos en la seguridad de una
red de fibra o´ptica
En primer lugar es importante conocer los posibles peligros que pueden afectar
a la seguridad de una red basada en fibra o´ptica.
1. Conectar un equipo intruso a la red mediante un splitter desconectando una
ONT de nuestra red.
2. Intentar manipular la fibra para extraer sen˜al de ella mediante curvatura.
3. Dan˜ar o romper la fibra para inhabilitar la red.
4. Inyectar luz proveniente de una fuente externa para interferir en nuestra
sen˜al.
5. Desconectar la ONT o la OLT para dejar inoperativos los componentes de
seguridad conectados a ella.
6. Cambiar la localizacio´n de la ONT para su posterior manipulado.
7. Desconectar los dispositivos de seguridad conectados a cada ONT.
Si tenemos en cuenta estos riesgos tambie´n estaremos detectando situaciones
fortuitas no deseadas como pueden ser fallos en el enlace de fibra, desconexiones
de equipos debidas a fallos en la alimentacio´n u otras incidencias que pueden dejar
sin conectividad a componentes de nuestra red de seguridad.
Algunos de estos riesgos se evitan debido a las caracter´ısticas que presentan las
redes GPON en cuanto a su topolog´ıa, el protocolo de transmisio´n utilizado y el
medio f´ısico empleado. Sin embargo, una buena parte de ellos deben ser tenidos en
cuenta a la hora de desarrollar nuestro sistema de deteccio´n y control de alarmas
para aumentar la seguridad de la red.
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3.2. Estudio de las prestaciones en seguridad que
aporta GPON
Un buen punto de partida es analizar las ventajas que aporta una red GPON de
manera nativa en te´rminos de seguridad, con el objetivo de examinar sus puntos
de´biles y reforzarlos mediante la implementacio´n de un sistema de deteccio´n de
alarmas.
Debido a su topolog´ıa de a´rbol punto-multipunto (P2MP), la informacio´n que
transmite una ONT en sentido ascendente so´lo es recibida por la OLT, por tanto
no llega a las dema´s ONTs que componen la red, lo que aumenta la seguridad de los
datos ante posibles conexiones a la red de ONTs intrusas. Esto es especialmente
u´til para los sistemas de videovigilancia, ya que la informacio´n de intere´s es la
transmitida en el enlace ascendente, las transmisiones de v´ıdeo de las ca´maras a la
OLT. Para detectar estas posibles ONTs ajenas a nuestro sistema, cada ONT posee
un nu´mero de serie u´nico que podemos conocer en todo momento, permitiendo so´lo
la conexio´n a ONTs con nu´mero de serie conocido.
Si la OLT no reconoce el nu´mero de serie de una ONT que se ha conectado a
su red, le env´ıa un mensaje PLOAM (Physical Layer Operations, Administration
and Maintenance) (ver anexo B.4) de ’Disable Serial Number’ y la ONT pasa a
un estado de parada de emergencia en el cual no puede realizar transmisiones en
ascendente. En el TGMS esta ONT nos aparece como ’Disabled’ y hasta que el
operador no apruebe su admisio´n en la red no podra´ transmitir datos a la OLT.
De esta manera se tiene constancia de la existencia de una ONT no registrada
intentando conectarse a la red y recibiendo tra´fico descendente.
Para evitar que el tra´fico descendente pueda ser descifrado, la informacio´n trans-
mitida desde la OLT se cifra mediante AES256, esquema avanzado de cifrado por
bloques, lo que significa que en caso que se acceda a la sen˜al, no es inmediato
conocer la informacio´n transmitida. La clave de cifrado es transmitida por la ONT
para que no exista posibilidad de ser recibida por las dema´s ONTs.
Otro de los mensajes de importancia que transmiten las ONTs es el ’Dying Gasp’.
Se trata de un aviso que lanza la ONT cuando se ha quedado sin alimentacio´n y
por tanto, se va a apagar. Se consigue gracias a un condensador implantado en la
ONT y de esta manera la OLT esta´ informada al instante del evento.
Tambie´n el medio f´ısico aporta un nivel de seguridad, ya que la fibra o´ptica no
emite radiacio´n electromagne´tica, lo que la hace resistente a acciones intrusivas de
escucha, a diferencia del par trenzado de cobre utilizado en las redes actuales.
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3.3. Disen˜o y desarrollo del sistema de seguridad
Uno de los objetivos fundamentales de este proyecto es aumentar y fortalecer la
seguridad de nuestra red de acceso para asegurar que nuestros datos se transmiten
en todo momento de manera fiable y segura. Con esta finalidad se ha desarrollado
un sistema de deteccio´n y gestio´n de alarmas capaz de detectar variaciones en
para´metros de intere´s de nuestra red.
El sistema de deteccio´n y gestio´n de alarmas debera´ ser capaz de realizar las
siguientes tareas:
1. Adquisicio´n de las potencias que reciben los equipos de la red, para
conocer en todo momento la atenuacio´n que introduce la red en la sen˜al y
alertar de posibles variaciones en ella.
2. Monitorizacio´n del tra´fico transmitido en ascendente por cada ONT,
para comprobar en tiempo real que el tra´fico entre ONT y OLT es el espe-
rado segu´n los dispositivos conectados a cada ONT y advertir en caso de
pe´rdida considerable de tra´fico.
3. Control del estado de conexio´n de los equipos, de manera que el
sistema nos avise si un equipo de la red se ha quedado sin conexio´n poniendo
en peligro la seguridad de nuestra red.
4. Ca´lculo de la distancia entre la OLT y la ONT, para controlar posibles
alteraciones no deseadas en la localizacio´n de nuestros equipos.
La adquisicio´n de los para´metros de intere´s se ha realizado mediante procesos
RPC(Remote Procedure Call), entre el equipo de desarrollo y la OLT, explicado
con un mayor detenimiento en el anexo F.
3.3.1. Potencia recibida por los equipos de la red GPON
La fibra o´ptica no emite radiacio´n electromagne´tica ni se ve afectada por ella,
lo que evita interferencias y la hace resistente a acciones intrusivas de escucha.
Por tanto, si alquien quiere extraer la sen˜al debe manipular directamente la fibra,
produciendo una atenuacio´n que puede ser detectada.
Principalmente se puede hablar de dos me´todos de extraccio´n de sen˜al en la
fibra o´ptica:
Extraccio´n mediante splitters y conectores: Desconectar una ONT de
la red y conectar un splitter en su lugar para distribuir la sen˜al hasta un
equipo intruso.
Extraccio´n mediante curvatura de la fibra: Al curvar la fibra, el a´ngu-
lo de incidencia sobre la pared del nu´cleo va a variar, provocando que un
pequen˜o porcentaje de la sen˜al se refracte. Con un equipo especializado se
podr´ıa llegar a recuperar la informacio´n. El esquema ser´ıa similar al que
aparece en la Figura 3.1.
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Figura 3.1: Extraccio´n de sen˜al por curvatura de la fibra
Ambos casos producira´n una reduccio´n en la potencia recibida que debera´ ser
detectada por nuestro sistema de seguridad. De esta manera se evitar´ıan ataques
del tipo Man in The Middle o sniffing1, problemas comunes de privacidad en
redes Ethernet y dif´ıcilmente detectables. Tambie´n se producira´ una variacio´n en
la potencia recibida en los equipos en caso de jamming, un intento de saturar la red
mediante la inyeccio´n de luz continua, causando interferencias dentro del sistema,
lo que inhabilitar´ıa nuestra red de seguridad.
Por esta razo´n, un para´metro importante a vigilar en nuestro sistema de segu-
ridad sera´ la potencia que reciben los equipos que componen la red, tanto la OLT
como las diferentes ONTs. Para ello se ha desarrollado un sistema de adquisicio´n
y almacenamiento de datos para su posterior ana´lisis.
Cuando capturamos la potencia recibida por la OLT y por la ONT debemos
tener en cuenta lo siguiente. La OLT esta´ transmitiendo continuamente tra´fico a
las diferentes ONTs de su red, por tanto puede considerarse como una fuente de
luz continua. Esto significa que la potencia recibida en las ONTs tendra´ menos
variaciones y su medida sera´ ma´s constante.
Figura 3.2: Transmisio´n en el enlace descendente
1Capturar la informacio´n de la red con un equipo intruso.
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Por el contrario, la ONT transmite a ra´fagas en los periodos que le asigna la
OLT, lo que provoca unas variaciones significativas en la medida de la potencia
recibida en la OLT dependiendo del instante de adquisicio´n de dicha medida.
Tambie´n afectara´ la longitud de las tramas recibidas, ya que variara´ el tiempo que
tiene el conversor analo´gico para calcular la potencia de la sen˜al.
Figura 3.3: Transmisio´n en el enlace ascendente
Por esta razo´n, vamos a tener una componente aleatoria en los valores de po-
tencia recibida en la OLT provocando variaciones en la medida. Adema´s, los com-
ponentes electro´nicos tambie´n aportan cierta aleatoriedad, as´ı como las reflexiones
causadas en el medio o´ptico.
Para desarrollar un sistema que detecte atenuaciones reales de manera eficiente
tenemos que proporcionar un ana´lisis de datos robusto que sea capaz de detectar
todos los posibles datos ano´malos con mı´nima tasa de falsas alarmas. Para detectar
estos datos ano´malos disponemos de una serie de herramientas estad´ısticas [16]
basadas en diferentes para´metros que nos permiten establecer un umbral para
distinguir valores at´ıpicos de valores normales. Estos valores at´ıpicos se denominan
outliers y tienen un efecto negativo en el ana´lisis de datos, produciendo una posible
distorsio´n en algunos para´metros estad´ısticos.
Ana´lisis estad´ıstico
El primer criterio de deteccio´n de outliers que se puede utilizar esta´ basado
en la media y la desviacio´n t´ıpica. Este criterio so´lo es va´lido si los datos siguen
una distribucio´n normal. Aplicando la desigualdad de Chebyschev, sea X variable
aleatoria de media µ y varianza finita σ2, entonces, para todo nu´mero real a > 0,
P (|X − µ| > aσ) ≤ 1
a2
(3.1)
Por tanto en el intervalo (µ − aσ, µ + aσ) se encuentran el [(1 − 1
a2
)100] % de
las muestras. Particularizando con a=3, en el intervalo (µ−3σ, µ+3σ) se situara´n
el 89 % de los datos. Por tanto, tomaremos un dato como outlier si esta´ separado
de la media ma´s de tres desviaciones t´ıpicas.
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El inconveniente de trabajar con la media es que es una medida muy afectada
por la dispersio´n, por tanto cuanto menos homoge´neos sean los datos, menos infor-
macio´n proporciona. Adema´s, tanto la media como la desviacio´n esta´ndar tambie´n
se ven muy afectadas por la presencia de valores extremos ya que no son medi-
das robustas. En el caso del ana´lisis de los valores de potencia recibidos, podemos
capturar valores que disten mucho de la realidad debido a un fallo en el sensor de
captura o por reflexiones en el medio o´ptico, lo cual modificar´ıa los para´metros
estad´ısticos de una manera no deseada.
Por este motivo se propone un segundo criterio de deteccio´n de outliers, el me´to-
do de Tukey, basado en para´metros de estad´ıstica robusta como son la mediana y
el rango intercuart´ılico. Este me´todo es menos sensible a oscilaciones de los valores
de la variable, y es ma´s representativo que el ana´lisis con la media aritme´tica cuan-
do la poblacio´n es bastante heteroge´nea. Adema´s, este me´todo no hace ninguna
suposicio´n sobre la distribucio´n de los datos, por tanto no tienen por que´ seguir
una distribucio´n normal, al contrario de lo que suced´ıa con la media y la desvia-
cio´n t´ıpica. La mediana y los cuartiles no son representativos cuando la cantidad
de datos es pequen˜a, por tanto al principio necesitaremos un tiempo determinado
de recogida de datos hasta que los valores de los cuartiles sean lo suficientemente
representativos.
La mediana representa el valor de la variable en la posicio´n central de un con-
junto de datos ordenados. Es un caso particular de los cuartiles. Los cuartiles son
los tres valores que dividen al conjunto de datos ordenados en cuatro partes por-
centualmente iguales. El primer cuartil (Q1) es el valor que deja por debajo al
25 % de los valores. El segundo cuartil se corresponde con la mediana (Q2) ya que
deja por debajo al 50 % de los valores, igual que por arriba. El tercer cuartil (Q3)
es superior al 75 % de los valores.
Los cuartiles son fa´cilmente representables en el gra´fico conocido como box-plot
o diagrama de caja, desarrollado por el estad´ıstico norteamericano John W. Tukey
en 1977, tal y como se muestra en la Figura 3.4.
Figura 3.4: Box-plot o diagrama de caja
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La diferencia entre el tercer cuartil y el primero (Q3-Q1) se conoce como rango
intercuart´ılico (RIC):
RIC = Q3 −Q1 (3.2)
El l´ımite superior de la caja corresponde al cuartil Q3 y el l´ımite inferior al cuartil
Q1, por tanto la altura de la caja vendra´ determinada por el rango intercuart´ılico.
De la caja salen unas l´ıneas que delimitan el rango de valores que se consideran
normales. Este rango tiene su l´ımite superior en Q3+1.5xRIC y su l´ımite inferior en
Q1-1.5xRIC. Los valores fuera de este rango sera´n considerados outliers. Adema´s,
si el valor esta´ fuera del rango (Q1-3xRIC, Q3+3xRIC) es considerado outlier
extremo.
x 6∈ (Q1− 1,5RIC,Q3 + 1,5RIC)⇒ Outlier leve (3.3)
x 6∈ (Q1− 3RIC,Q3 + 3RIC)⇒ Outlier extremo (3.4)
El siguiente paso es aplicar estos me´todos estad´ısticos al conjunto de muestras
recogido. Se han capturado ma´s de 700 muestras para realizar el ana´lisis, y se ha
representado su distribucio´n en un histograma, mostrado en la Figura 3.5:
Figura 3.5: Histograma de la potencia recibida en la OLT
En el histograma se puede observar que la variable no sigue una distribucio´n
normal, por tanto la media y la desviacio´n t´ıpica no ser´ıan para´metros estad´ısticos
representativos. Para esta distribucio´n de la variable, se han calculado los para´me-
tros estad´ısticos de intere´s, cuartiles y mediana, y los resultados se recogen en la
Tabla 3.1 (en dBm):
Tabla 3.1: Para´metros estad´ısticos
Primer cuartil (Q1) -25.08
Mediana (Q2) -24.94
Tercer cuartil (Q3) -24.68
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Con estos datos podremos calcular el rango intercuart´ılico, y con ello determinar
el rango de valores que nuestro sistema va a considerar como normales.
RIC = Q3 −Q1 = 0,4 (3.5)
Outlier leve⇒ x 6∈ (Q1− 1,5RIC,Q3 + 1,5RIC) = (−25,68,−24,08) (3.6)
Outlier extremo⇒ x 6∈ (Q1− 3RIC,Q3 + 3RIC) = (−26,28,−23,48) (3.7)
En la implementacio´n del sistema se ha considerado el primer rango (Q1-1.5RIC,
Q3+1.5RIC) en la determinacio´n de valores ano´malos, ya que el segundo intervalo
(Q1-3RIC,Q3+3RIC) es poco restrictivo.
Un gra´fico adecuado para la representacio´n gra´fica de estos para´metros es el box-
plot o diagrama de caja como el de la Figura 3.6. Como hemos mencionado antes,
los l´ımites de la caja son el primer y tercer cuartil, y esta´ dividida por la mediana.
Las l´ıneas perpendiculares comprenden el rango (Q1-1.5RIC,Q3+1.5RIC).
Figura 3.6: Boxplot de la potencia recibida en la OLT
El sistema debera´ generar una alarma si detecta variaciones en la atenuacio´n
introducida por la red. Una u´nica deteccio´n de un valor at´ıpico en la potencia
recibida generara´ una alarma de menor importancia, ya que puede ser a causa de
un error puntual que no represente correctamente el estado de la red. Sin embargo,
la deteccio´n de una alarma de manera repetitiva podr´ıa significar un cambio real
en la atenuacio´n de la red, por tanto se ejecutar´ıa una alarma de mayor grado con
el fin de alertar al usuario de una posible situacio´n cr´ıtica. De este modo evitamos
las falsas alarmas y mejoramos la eficiencia del sistema. El ratio para considerar
una alarma como activa sera´ predeterminado por el operador y sera´n desactivadas
cuando se recupere la situacio´n de normalidad.
Tambie´n es conveniente conceder al sistema de ana´lisis un periodo inicial de
calibracio´n para establecer unos para´metros estad´ısticos representativos de la red,
y de este modo evitar falsas alarmas cuando se conecte una ONT por primera vez.
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3.3.2. Tra´fico transmitido en el enlace ascendente
por cada ONT
La OLT dispone de una serie de contadores de bytes tanto de las tramas que
recibe en el enlace ascendente como de las tramas que transmite en descendente.
Para este caso en concreto, es interesante monitorizar y controlar el tra´fico ascen-
dente que recibe la OLT procedente de cada una de las ONTs que componen la
red, y de esta manera comprobar en todo momento que el tra´fico generado por
los dispositivos de seguridad conectados a las ONTs se corresponde con las tasas
de transmisio´n esperadas. Este control del tra´fico sera´ mas eficiente en el caso de
ca´maras de videovigilancia, ya que generan un flujo constante del orden de Mbps,
por lo tanto sera´ ma´s fa´cil detectar si una ca´mara ha dejado de enviar sen˜al a la
ONT.
El sistema debe alertar cuando detecte una variacio´n significativa en el tra´fico
transmitido por una ONT. De esta manera se informara´ de posibles fallos en la
transmisio´n de la sen˜al generada por las ca´maras hasta la ONT. Estos fallos pueden
ser debidos a desconexiones en la alimentacio´n de la ca´mara o en el enlace entre
la ONT y la ca´mara. Pueden estar causados por una manipulacio´n de los equipos
o de manera fortuita. En ambos casos se debera´ informar al usuario de la falta de
sen˜al de v´ıdeo.
Si se utilizan ca´maras que so´lo graban y transmiten en caso de detectar movi-
miento o alarma, se podra´ hacer uso de este contador de tra´fico ascendente para
avisarnos del momento en el que la ca´mara empieza a generar datos de v´ıdeo y por
tanto, de la aparicio´n de una situacio´n de alerta. Como el tra´fico es diferenciado
por ONT, podremos conocer el equipo que presenta problemas y localizar as´ı ma´s
fa´cilmente el dispositivo de seguridad inoperativo. Dependiendo de la tasa recibida
tambie´n se podra´ saber si el fallo se ha producido en uno o varios dispositivos.
Por u´ltimo, tambie´n se puede usar este contador para tener un control general
del tra´fico soportado por la red y de esta manera saber si es necesario ampliarla
an˜adiendo equipos, tanto ONTs como OLTs.
3.3.3. Estado de conexio´n de los equipos
La OLT puede detectar a trave´s de la interfaz OMCI el cambio de estado de
una determinada ONT e informar al sistema para que tenga constancia de ello.
El TGMS desarrollado en la actualidad no otorga tanta importancia a los estados
de desconexio´n porque el usuario puede apagar la ONT cuando no la necesite, sin
embargo en una red de seguridad deben permanecer operativas en todo momento.
Si alguna de nuestras ONTs se desconecta sin nuestro conocimiento, ya sea debi-
do a la manipulacio´n de una persona o a un fallo en la alimentacio´n, sera´ motivo de
alarma, ya que nos quedaremos sin conexio´n en los equipos de vigilancia asociados
a esa ONT, dejando zonas de intere´s vulnerables.
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3.3.4. Distancia entre OLT y ONT
Resulta importante para nuestro sistema conocer en todo momento la distancia
en la que se encuentran las ONTs respecto a la OLT, ya que si este para´metro
cambia a lo largo del tiempo significa que alguien ha cambiado la localizacio´n
de la ONT, an˜adiendo o quitando cable de fibra o´ptica, con la posibilidad de
haber introducido nuevos elementos no deseados en nuestra red. Debido a la baja
atenuacio´n que introduce la fibra o´ptica, es posible que la variacio´n en la potencia
no fuese significativa y por tanto no se detectase una alarma monitorizando los
valores de potencia recibidos.
Para determinar ese valor de distancia, capturaremos el valor del tiempo de
ecualizacio´n que la OLT asigna a cada una de las ONTs para situarlas a la misma
distancia virtual mediante el proceso de ranging. De esta manera se evitan las
colisiones entre las transmisiones de cada una de ellas en el enlace ascendente.
Este tiempo de ecualizacio´n depende de la velocidad de la luz y de la distancia,
de manera que el tiempo asignado es mayor cuanto ma´s cerca esta´ la ONT de la
OLT. Para mayor informacio´n acerca del proceso de ranging, consultar anexo H.
En el ca´lculo de la distancia a partir del tiempo de ecualizacio´n, se debe reali-
zar un proceso de calibracio´n, mediante el cual conectemos una longitud de fibra
conocida y guardemos el valor del tiempo de ecualizacio´n proporcionado por la
OLT. Con estos datos determinados podemos calcular la distancia hasta la ONT.
Este valor del tiempo de ecualizacio´n es asignado en el inicio de la comunicacio´n,
por tanto es siempre el mismo durante una sesio´n, desde la conexio´n de la ONT
hasta su desconexio´n. Sin embargo, cuando una ONT se desconecte y se vuelva
a conectar, este valor puede cambiar debido a la falta de precisio´n en la medida,
aunque no de manera significativa.
Las variaciones en esta medida son causadas por el tiempo de procesado del men-
saje de ranging en la ONT. La OLT cuenta el tiempo que transcurre desde que
manda el mensaje hasta que lo recibe, y por tanto el tiempo total se vera´ afectado
por lo que tarde la ONT en procesar y contestar el mensaje. Por esa razo´n existira´n
variaciones en el ca´lculo de la distancia para diferentes ONTs que se encuentren
a una misma distancia de la OLT. Para el sistema de seguridad, sera´ importante
saber distinguir entre valores de distancia normales y valores que puedan conside-
rar un cambio real en la localizacio´n de la ONT. Con este fin, ser´ıa conveniente
caracterizar cada ONT en un tiempo de calibracio´n inicial para conocer el rango
de valores que podemos asumir como normales en la medida de la distancia. De
esta manera evitar´ıamos falsas alarmas en situaciones de normalidad.
Para ello se han realizado una serie de pruebas de medicio´n con distintas ONTs
comerciales. Las pruebas han consistido en registrar el valor de distancia que al-
macenaba el sistema en cada inicio de sesio´n de una determinada ONT a una
distancia conocida y fija de la OLT.
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Las pruebas se han realizado con las tres ONTs que han compuesto nuestra
maqueta:
GPON Tester, equipo de certificacio´n de redes GPON, dedicado a realizar
medidas y por tanto con una mayor precisio´n.
ONT con 4 puertos Gigabit Ethernet, 2 puertos POTS (Plain Old Telephone
Service) y un puerto RF, semejante a las que nos podemos encontrar en el
mercado actual.
ONT monopuerto Gigabit Ethernet.
Las tres ONTs se han conectado a la OLT mediante una fibra o´ptica de aproxi-
madamente ocho metros y medio de longitud. Para el estudio se han recogido 100
muestras, representando gra´ficamente la distribucio´n de la variable mediante un
histograma en la Figura 3.7. (en la Tabla 3.2 se muestran las 10 primeras muestras):
Tabla 3.2: Mediciones de distancia (en metros)
No muestra GPON Tester ONT 4GE+2POTS+RF ONT 1GE
1 7.7 101.3 103.7
2 8.8 102.0 105.0
3 9.2 100.1 104.2
4 7.3 101.5 102.4
5 8.6 101.1 104.4
6 8.7 101.7 103.8
7 7.5 101.6 102.9
8 9.2 102.0 102.9
9 9.0 100.7 104.8
10 8.7 102.2 105.0
Figura 3.7: Histograma de la distancia registrada en las diferentes ONTs.
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Como se puede observar, el GPON Tester fabricado para realizar este tipo de
medidas tiene una mayor exactitud que las ONTs comerciales, ya que el tiempo
de procesado del mensaje de ranging es mucho menor al de las otras ONTs.
Los histogramas demuestran que la variable no sigue una distribucio´n normal,
por tanto deberemos analizar para´metros estad´ısticos tales como la mediana y los
cuartiles para determinar el rango de valores considerados como normales y evitar
as´ı falsas alarmas. En la Tabla 3.3 se muestran los resultados de las distintas me-
didas.
Tabla 3.3: Para´metros estad´ısticos (en metros)
GPON Tester ONT 4GE ONT 1GE
Mediana 8.70 101.55 104.15
Primer cuartil Q1 8.60 101.10 103.80
Tercer cuartil Q3 9.00 101.80 104.40
RIC (Q3-Q1) 0.4 0.7 0.6
(Q1-1.5RIC,Q3+1.5RIC) (8 , 9.6) (100.05 , 102.85) (102.9 , 105.3)
(Q1-3RIC,Q3+3RIC) (7.4 , 10.2) (99 , 103.9) (102 , 106.2)
En este caso y debido fundamentalmente a la asimetr´ıa de los datos, el in-
tervalo ma´s restrictivo (Q1-1.5RIC,Q3+1.5RIC) dar´ıa lugar a falsas alarmas en
situaciones de normalidad, por tanto el sistema adoptara´ el segundo intervalo (Q1-
3RIC,Q3+3RIC) para determinar si el valor capturado es ano´malo y debe alertar
al usuario de un cambio real de la localizacio´n de la ONT.
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4. Implementacio´n del sistema
Una vez realizado el ana´lisis de la seguridad en redes GPON y el desarrollo
del sistema de deteccio´n y gestio´n de alarmas, el siguiente paso es construir una
maqueta de una red GPON y disen˜ar la herramienta web que actu´e de interfaz
entre el usuario y el sistema de control de alarmas . Por u´ltimo, se deben realizar las
pruebas que verifiquen el correcto funcionamiento de nuestro sistema de seguridad.
4.1. Disen˜o de una maqueta funcional
El primer paso para realizar estas pruebas es el disen˜o y montaje de una maqueta
funcional de una red GPON con todos sus componentes. Para el montaje de la
maqueta se ha usado una OLT, utilizando uno de sus puertos para conectar una
red GPON compuesta de tres ONTs y un splitter con divisio´n 1:6. Adema´s se
ha utilizado una bobina de fibra o´ptica monomodo de 2 kilo´metros y medio de
longitud para simular un despliegue ma´s realista.
En cuanto a la atenuacio´n introducida en la red, el splitter 1:6 en el enlace
descendente divide la potencia de entrada desde la OLT entre sus 6 salidas hacia
las ONTs, por tanto introduce una atenuacio´n en la sen˜al a la salida de 1/6. La
fibra o´ptica introduce una atenuacio´n de 0.2 - 0.35 dB1 por kilo´metro, por tanto en
2 kilo´metros y medio tendremos una atenuacio´n ma´xima aproximada de 0.9 dB.
Para simular el caso ma´s desfavorable que contempla el esta´ndar GPON, con
un nivel de splitter de 1:64 y una distancia entre OLT y ONT de 20 kilo´metros,
se ha optado por colocar un atenuador de 15 dB en el puerto de la OLT. En esta
situacio´n el splitter introducir´ıa una atenuacio´n de 1/64 y la fibra o´ptica 7 dB
como ma´ximo. Tambie´n se deber´ıan tener en cuenta las atenuaciones en empalmes
y conectores en caso que hubiera.
Atenuacio´n teo´rica = 10log(64)dB + 0,35dB/km x 20km = 25dB (4.1)
Atenuacio´n en maqueta = 10log(6)dB + 0,35dB/km x 2,5km+ 15dB = 23,65dB
(4.2)
1La atenuacio´n depende de la longitud de onda de trabajo
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Adema´s de los componentes de la red GPON, hemos conectado una ca´mara IP
de videovigilancia a uno de los puertos Gigabit Ethernet de una ONT para analizar
el tra´fico que introduce en la red. La maqueta completa ser´ıa la mostrada en la
Figura 4.1:
Figura 4.1: Disen˜o de la maqueta
4.2. Disen˜o de la interfaz Web
Con la maqueta montada y funcionando correctamente, el siguiente paso es el
desarrollo de una pa´gina web que facilite al usuario la visualizacio´n en tiempo real
de los para´metros de intere´s que captura el sistema de adquisicio´n. Para una mayor
informacio´n sobre el desarrollo de la interfaz web, consultar anexo G.
La interfaz web se descompone en seis apartados de monitorizacio´n y control en
tiempo real de los siguientes para´metros:
1. Potencia recibida tanto en OLT como en las ONTs de la red.
2. Tra´fico en ascendente que recibe la OLT de cada ONT.
3. Distancia entre la OLT y cada ONT.
4. Estado de conexio´n de los equipos de la red GPON.
5. Eventos y alarmas OMCI comunicadas por la OLT. Este punto ya estaba
implementando en el TGMS, con una mejor explicacio´n en el anexo C.
6. Registro de alarmas activadas en todas las secciones.
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En el primer apartado se visualizan los datos de potencias recibidas tanto en
la OLT como en las diferentes ONTs de la red. La pa´gina web da la posibilidad de
monitorizar la potencia recibida en tiempo real tanto en formato de tabla como en
forma de gra´fica para cada una de las ONTs conectadas a la red. Es importante
verificar que no se producen falsas alarmas en situaciones de normalidad.
Figura 4.2: Listado de la potencia recibida
Como se puede ver en la Figura 4.2, cada ONT se muestra debidamente identi-
ficada con su nu´mero de serie, el cual es u´nico, y el nu´mero de serie de la OLT a
la cual esta´ conectada.
En la gra´fica de la Figura 4.3 se representa la potencia recibida en la OLT pro-
cedente de una determinada ONT a lo largo del tiempo. Adema´s, se muestra una
l´ınea de color amarillo representando el valor de la mediana del conjunto de datos
recogidos hasta ese momento, y dos l´ıneas verdes adicionales que limitan el rango
de valores considerados por el ana´lisis estad´ıstico como normales. Cualquier valor
que supere esos l´ımites sera´ considerado como ano´malo y se alertara´ al usuario.
Figura 4.3: Gra´fica de la potencia recibida en la OLT
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En la gra´fica de la Figura 4.4 que representa la potencia recibida en cada ONT se
puede comprobar que es un valor mucho ma´s estable que el recibido en la OLT por
el motivo mencionado con anterioridad, la OLT se comporta como una fuente de
luz continua. Por esta razo´n no tiene sentido aplicar el me´todo de ana´lisis empleado
con la OLT, y solamente se mostrara´ una l´ınea de color amarillo que indique la
mediana de los valores adquiridos.
Figura 4.4: Gra´fica de la potencia recibida en la ONT
El segundo apartado se centra en el control del tra´fico recibido por la OLT en
todo momento procedente de cada una de sus ONTs, con la finalidad de detectar
variaciones que indiquen la pe´rdida de la transmisio´n de alguno de los compo-
nentes de seguridad conectados. El sistema monitorizara´ la tasa de transmisio´n
en situaciones de correcto funcionamiento y avisara´ en el momento que haya un
cambio significativo en ella durante un periodo de tiempo predeterminado por el
operador para evitar falsas alarmas.
Al igual que en el apartado de la potencia recibida, la herramienta web facilita
la monitorizacio´n de la tasa en ascendente tanto en formato lista como en una
gra´fica, como la mostrada en la Figura 4.5 (tasa mostrada en kbps).
Figura 4.5: Monitorizacio´n de la tasa en ascendente por ONT
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El siguiente apartado se corresponde con la monitorizacio´n de la distancia entre
la OLT y las distintas ONTs de la red GPON. El sistema implementado puede
llegar a gestionar un gran nu´mero de redes y equipos. Por esta razo´n, es necesario
una serie de identificadores adema´s del nu´mero de serie de la OLT y la ONT. Estos
identificadores son:
Device (0-3): Identifica el nu´mero de tarjeta de red de la OLT, en caso de
que tenga varias, hasta un l´ımite de cuatro.
Channel (0-3): Determina el nu´mero de puerto PON al que esta´ conectada
la red.
ONT-ID (0-63): Identifica al equipo de usuario dentro de la red GPON.
De esta manera cualquier equipo es fa´cilmente localizable dentro del sistema.
El listado de ONTs con su correspondiente distancia a la OLT se muestra en la
Figura 4.6.
Figura 4.6: Registro de distancias OLT-ONT
Otro apartado importante es controlar durante todo momento el estado de
conexio´n de los equipos. En la pa´gina web nos aparecera´ un listado (ver Figura
4.7.) con todas las ONTs que han estado conectadas a una OLT de nuestra red
con sus correspondientes identificadores y su estado actual en tiempo real, adema´s
del momento exacto en el que se produjo el cambio de estado.
Figura 4.7: Estado de conexio´n de las ONTs
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La seccio´n dedicada a mostrar alarmas OMCI y cambios de estado de
las ONTs estaba ya implementada en el TGMS y simplemente ha sido llevada
a nuestro sistema para facilitar al usuario este tipo de informacio´n. Las alarmas
esta´n numeradas en el anexo C.3 y explicadas con ma´s detalle en la recomendacio´n
ITU-T G.984.3 [3]. Los cambios de estado tambie´n se detallan en el anexo C.4. En
la Figura 4.8 se muestra un ejemplo de la monitorizacio´n de este apartado.
Figura 4.8: Alarmas OMCI y cambios de estado de las ONTs
Para terminar, en el u´ltimo apartado se mostrara´n al usuario las alarmas que
han sido activadas en las secciones comentadas anteriormente. De esta manera
se facilita su labor y se mejora la rapidez en la visualizacio´n. Tambie´n se dispone
de un historial de alarmas para que el usuario tenga a su disposicio´n en todo
momento el registro de alarmas de d´ıas anteriores. La interfaz web (ver Figura
4.9) permite realizar un filtrado por tipo y grado de alarma, para diferenciar las
ma´s importantes, as´ı como mostrar so´lo las activas en ese momento.
Figura 4.9: Interfaz web: apartado de alarmas
Los tipos de alarma que pueden aparecer en esta seccio´n se pueden ver en el
siguiente apartado dedicado a las pruebas realizadas con el objetivo de simular
posibles situaciones reales de peligro.
36
4.3. Pruebas de simulacio´n
Una parte fundamental en el desarrollo de cualquier sistema de software es la
realizacio´n de pruebas con el fin de verificar su correcto funcionamiento. Para ello
se llevara´n a cabo una serie de simulaciones que traten de reproducir posibles
situaciones reales.
La primera prueba tiene como objetivo comprobar la respuesta del sistema frente
a cambios en la atenuacio´n que introduce la red. Se debe alertar de las siguientes
situaciones:
Curvatura de la fibra.
Introduccio´n en la red de un splitter con equipo intruso.
Manipulado con dan˜o o rotura de la fibra.
Inyeccio´n de luz en la fibra por una fuente externa.
Tambie´n es posible que se produzca una atenuacio´n apreciable en el caso de
an˜adir cable de fibra en el enlace entre OLT y ONT, aunque debido a la baja
atenuacio´n que presenta la fibra o´ptica sera´ ma´s dif´ıcil de detectar.
Para simular estas situaciones, realizamos una curvatura en la fibra de nuestra
maqueta. En la Figura 4.10 se muestra la gra´fica correspondiente a la representa-
cio´n de la potencia recibida en caso de una variacio´n significativa en los valores de
potencia registrados durante un periodo de tiempo representativo:
Figura 4.10: Variacio´n en la potencia recibida
Como podemos ver en la gra´fica anterior, una variacio´n de 1-2 dBs es fa´cilmente
apreciable. Para facilitar el trabajo al usuario, en el apartado de la pa´gina web
de alarmas activadas aparecera´n varias alarmas correspondientes a los diferentes
valores de potencia recibida fuera del rango aceptado. Las primeras sera´n de menor
grado hasta que el sistema detecte que el ratio de valores at´ıpicos supera el umbral
determinado para considerar una posible incidencia en la red.
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De este modo se alerta al usuario de la aparicio´n de una atenuacio´n extra en el
enlace, lo que puede significar una posible situacio´n de peligro para la seguridad
de la red o un fallo en su estructura. La alarma se desactivara´ cuando se reciban
valores de potencia correctos durante un periodo de tiempo determinado. En la
Figura 4.11 se muestra el apartado de alarmas activadas.
Figura 4.11: Registro de alarmas activadas
Tambie´n sera´ importante diferenciar este caso anterior, con un cambio en la
potencia recibida durante un periodo de tiempo significativo, de la adquisicio´n de
datos ano´malos en instantes puntuales que no reflejan el estado real de la red (ver
Figura 4.12). Pueden ser debidos a un fallo en el sensor de captura, un error en el
conversor analo´gico-digital o reflexiones en el medio o´ptico.
Figura 4.12: Dato de potencia ano´malo puntual
Otra situacio´n en la que debemos comprobar la respuesta del sistema es en la
desconexio´n de los equipos de la red, tanto las ONTs como las OLTs. De esta
manera podemos alertar de las siguientes incidencias:
Desconexio´n de una ONT de nuestra red para conectar un equipo intruso.
Desconexio´n de una ONT para an˜adir mayor longitud de fibra y cambiar su
localizacio´n.
Desconexio´n de una ONT para inhabilitar los dispositivos de seguridad aso-
ciados a ella.
Desconexio´n de la OLT para inhabilitar la red.
Desconexio´n de una ONT a causa de cambios en la potencia que recibe
(saturacio´n o falta de sen˜al).
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Cuando se detecta la desconexio´n se muestra una alarma de menor grado durante
un minuto (o el tiempo estipulado por el operador) ya que puede ser debida a una
reconfiguracio´n o un reinicio del equipo. Sin embargo, cuando el tiempo supera
este valor se alerta con una alarma roja de que el equipo no esta´ operativo, y en
consecuencia los dispositivos conectados a e´l.
En la seccio´n de alarmas activadas podremos observar el proceso completo aso-
ciado a la desconexio´n-conexio´n de una ONT tal y como se muestra en la Figura
4.13. En la desactivacio´n se registra el instante de recuperacio´n de la conexio´n con
la ONT.
Figura 4.13: Activacio´n de alarma por desconexio´n de ONT
Con los equipos de cabecera, las OLTs, las alarmas se ejecutan de la misma
manera. Estos equipos suelen estar en las dependencias del operador, por tanto su
manipulacio´n por parte de una persona ajena sera´ ma´s d´ıficil, pero de esta manera
controlamos posibles fallos en la conexio´n o en la alimentacio´n.
Cuando se produce la desconexio´n de la OLT perdemos tambie´n como conse-
cuencia la conexio´n con todas las ONTs de la red:
Figura 4.14: Activacio´n de alarma por desconexio´n de OLT
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Respecto al control de la distancia, la prueba consiste en an˜adir un cable de
fibra o´ptica de unos cinco metros entre la OLT y una ONT. Para ello, debemos
desconectar el cable de fibra que llega a la ONT, lo que producira´ una alarma por
desconexio´n del equipo adema´s de la alarma por el cambio en la distancia entre
la OLT y la ONT. En la Figura 4.15 se muestran las alarmas ejecutadas en un
cambio de localizacio´n de la ONT.
Figura 4.15: Alarmas por cambio en la distancia OLT-ONT
La siguiente prueba que debemos realizar para verificar que el sistema responde
correctamente es la desconexio´n de la ca´mara conectada a la ONT de la
red. El sistema deber´ıa detectar un descenso significativo en el tra´fico transmitido
por esa ONT y mostrar una alarma que alerte al usuario de la incidencia.
Figura 4.16: Alarma por descenso del tra´fico recibido
En la representacio´n gra´fica (ver Figura 4.17) tambie´n se observa con claridad
el descenso en la tasa transmitida por la ONT. En el caso de las ca´maras de
videovigilancia, el tra´fico que van a generar es del orden de Mbps, por tanto la
ausencia de flujo va a ser muy apreciable. La ca´mara utilizada en la maqueta
transmite con tasas en torno a 8 Mbps.
Figura 4.17: Gra´fica del tra´fico recibido
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Por u´ltimo, cabe destacar que esta serie de alarmas son totalmente complemen-
tarias y la ejecucio´n de varias de ellas refuerza la alerta ante una posible situacio´n
de peligro para la seguridad de la red. Por ejemplo si se desconecta una ONT y
cuando se vuelve a conectar el sistema alerta de un cambio en la localizacio´n y un
cambio en la potencia recibida, sera´n indicios de la introduccio´n de un splitter en
la red con un posible equipo intruso, y el usuario debera´ actuar en consecuencia.
En la Tabla 4.1 se sintetizan las pruebas realizadas y se muestran las alarmas
que se han ejecutado en cada caso particular.
Tabla 4.1: Pruebas de simulacio´n
Potencia Tra´fico Distancia Desconexio´n
OLT ONT en ascendente OLT-ONT ONT OLT
Curvatura en la fibra 3 3
Cambiar ONT de la red 3 3
por un equipo intruso
Conectar equipo 3 3 3 3
mediante splitter
Dan˜ar o romper la fibra 3 3 31 31
Introducir luz en 3 3 32 32
la fibra con un la´ser
Cambiar localizacio´n ONT 33 33 3 3
an˜adiendo ma´s fibra
Desconectar ca´mara 3
Desconectar ONT 3 3
Desconectar OLT 3 3
El tiempo de deteccio´n de estas alarmas dependera´ fundamentalmente de la
frecuencia de adquisicio´n de datos del sistema. Una mayor rapidez en la deteccio´n
supondra´ capturar ma´s datos en un menor tiempo, aumentando la carga de trabajo
y la capacidad de almacenamiento requerida.
En los casos de variacio´n en la potencia y en el tra´fico de la red, el tiempo
de deteccio´n sera´ mayor ya que se necesita registrar una cantidad continuada de
muestras para poder determinar si realmente es una situacio´n de riesgo real para
la seguridad de nuestra red.
1En caso de rotura.
2La potencia introducida puede saturar los interfaces o´pticos de los equipos, provocando su
desconexio´n.
3Dependiendo de la longitud de fibra an˜adida.
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5. Conclusiones y l´ıneas futuras
de trabajo
La bajada en el precio de las ca´maras de alta definicio´n y la reduccio´n en el coste
de almacenamiento hacen necesario considerar el despliegue de redes destinadas
a sistemas de seguridad con mayor capacidad de transmisio´n, pensando inevita-
blemente en redes de fibra o´ptica. El ana´lisis realizado en este proyecto verifica
los beneficios que aportan las redes o´pticas pasivas basadas en el esta´ndar GPON
en te´rminos de ancho de banda, costes, eficiencia energe´tica y seguridad. Con el
estudio de capacidad de las redes GPON se ha demostrado que pueden dar servicio
a un gran nu´mero de equipos finales con unas velocidades de transmisio´n elevadas,
y adema´s con una reduccio´n de costes, de consumo energe´tico y de espacio f´ısico
requerido en comparacio´n con las redes desplegadas en la actualidad.
Si nos basamos en las pruebas realizadas, la implementacio´n del sistema de
deteccio´n y gestio´n de alarmas desarrollado en este proyecto cumple con el objetivo
de aportar un mayor grado de seguridad a nuestra red. El sistema da la posibilidad
de vigilar en todo momento los valores de potencia, tra´fico, distancias y estados
de conexio´n de los equipos, y avisar al usuario de cualquier incidencia que pudiera
poner en peligro la seguridad de la red.
En este caso concreto de una red de videovigilancia, va a predominar el ancho de
banda ascendente, debido a las transmisiones generadas por las ca´maras hacia la
OLT. Se puede aprovechar ese ancho de banda disponible en el enlace descendente
para proporcionar un servicio complementario. Esto podr´ıa ser de gran utilidad
en grandes superficies como estaciones, aeropuertos o centros deportivos, donde se
proporcione un sistema de seguridad y un servicio adicional como valor an˜adido,
como podr´ıa ser informacio´n en pantallas, publicidad, distribucio´n de sen˜al de
v´ıdeo a nivel interno, conectividad WiFi, etc.
Una opcio´n futura muy interesante ser´ıa aprovechar los datos de potencias reci-
bidas almacenados procedentes de todos los equipos de la red y realizar un ana´lisis
de consumo ele´ctrico para estudiar una posible mejora en este aspecto del equipo,
evitando adema´s posibles sobrecalentamientos. Tambie´n se pueden aprovechar es-
tos valores de potencia recogidos para efectuar un estudio sobre la degradacio´n de
los la´seres de los equipos a lo largo del tiempo.
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Por otro lado, tambie´n se pueden realizar mejoras en la infraestructura de la red.
Ser´ıa muy recomendable que la fibra procedente de la OLT se conectara directa-
mente a las ca´maras y al resto de componentes. De esta manera, nos ahorrar´ıamos
el u´ltimo tramo de cable Ethernet o de conectividad por WiFi que reducen las
prestaciones de la fibra o´ptica, fundamentalmente en te´rminos de seguridad. Una
solucio´n ser´ıa utilizar transceptores SFP que permiten la conexio´n con fibras mo-
nomodo, pero en el mercado actual hay muy pocas ca´maras que lo incorporen.
Una opcio´n ma´s avanzada ser´ıa el desarrollo de una tarjeta de red GPON que se
pudiera acoplar a cualquier dispositivo y establecer conectividad con la OLT.
A nivel personal, el resultado ha sido completamente satisfactorio. He afianzado
los conocimientos adquiridos en la universidad y adema´s los he ampliado en el
estudio de nuevas tecnolog´ıas como son las redes o´pticas pasivas. Tambie´n me ha
resultado muy interesante el aprendizaje en el campo de la programacio´n web y la
gestio´n de bases de datos. El trabajo en la empresa como primer contacto con el
mundo laboral ha sido muy gratificante.
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