Abstract-In the current era, Heart Failure (HF) is one of the common diseases that can lead to dangerous situation. Every year almost 26 million of patients are affecting with this kind of disease. From the heart consultant and surgeon's point of view, it is complex to predict the heart failure on right time. Fortunately, classification and predicting models are there, which can aid the medical field and can illustrates how to use the medical data in an efficient way. This paper aims to improve the HF prediction accuracy using UCI heart disease dataset. For this, multiple machine learning approaches used to understand the data and predict the HF chances in a medical database. Furthermore, the results and comparative study showed that, the current work improved the previous accuracy score in predicting heart disease. The integration of the machine learning model presented in this study with medical information systems would be useful to predict the HF or any other disease using the live data collected from patients.
I. INTRODUCTION
The main cause of heart stroke is due to blockage in arteries. It has many other names such as cardiovascular disease and arterial hypertension [1] . Approximately, there are almost 26 million people around the world affecting with heart disease [2] . The worry point is, this ratio is expected to increase rapidly in coming years, if precautions are not taken efficiently [3] . Apart from making life style healthy and diet control, the right time diagnosing and comprehensive analysis are other essential factors, which can ultimately save the lives [4] . Therefore, this paper has taken a small step towards saving the lives of HF patients and describes a way to improve the performance of diagnosing the patients on the bases of their medical history.
Most of the time patients goes for several tests, which can overburden them with extra physical activities, time, and for sure additional financial charges [5] . As previous studies suggested the common reasons behind heart disease can be unhealthy food, tobacco, excessive sugar, overweight or extra body fat [3] , [6] . Whereas the common symptoms can be pain in arms and chest [7] . Noticeably, these reasons are independent from each other; proper analysis on this kind of dataset can improve the process of diagnosing and can assist the heart surgeons as well. Previously, different researches used number of techniques to improve the HF diagnosis process such as Extreme Learning Machine [8] , heart disease classification [9] , and machine learning classifiers [1] .
Therefore, this research attempts to improve the performance of the classifiers by doing experiments using multiple machine-learning models to make better use of the dataset collected from different medical databases.
The paper is further divided into the following subsections: the next section describes a comprehensive overview on the use of machine learning models for predicting the heart disease. Section III explains the data overview, number of attributes and description of each attribute. Section IV shows the data preprocessing steps applied in this study. Furthermore, Sections V, VI and VII present the experiment design, implementation, and performances of the classifiers respectively. Finally, in Section VIII the study has been concluded.
II. MACHINE LEARNING CLASSIFIERS FOR HEART DISEASE PREDICTION
The identification of heart disease in a patient is complex and requires various details, laboratory tests, and equipment [10] . This research is not for replacing the traditional approach use for diagnosing and predicting the chances of heart failure, rather the study attempted to support this process using advanced technologies such as Machine Learning (ML). The ML is not a new technique and has been used several times for different applications.
A cloud based decision support system proposed by [11] in order to helps the heart consultants during diagnosis process. This system used machine-learning methods for predicting the heart disease. The system was proposed to provide the assistance in affordable way, where the system have the capacity to integrate with existing system. In that research clustering method used for categorizing the dataset based on particular groups in unsupervised manner. The author in [12] used an approach by implementing multiple clustering algorithms on heart disease dataset to understand the optimal solution, which can maximize the prediction accuracy ratio. ML approaches proved to be an effective in predicting the heart disease using historical data is further proved in a research conducted using Naïve Bayes, Decision Tree, support vector model and other models [13] . The results indicated that the support vector machine provided the optimal results between other implemented approaches. Bashir et al., (2019) attempted to improve the performance of heart disease prediction using feature selection approach. Different models such as Naïve Bayes, Random Forest and other used in the experiment implemented using Rapid Miner tool. The output indicated the high accuracy measured due to feature selection approach [7] . Furthermore, the Extreme Learning Machine techniques using feedforward neural network applied on Cleveland data based on 300 patients, suggested 80% accuracy in forecasting the heart disease in a patient [8] . In another research, the neural network applied using multi-layer perceptron, which also known as supervised learning. The system was proposed to determine the potential heart disease risk in a patient, using patient's historical data [5] . HF ratio using preserved ejection fraction is another work presented using multiple factors like strain rate, hypertensive situation, and velocity, where overall accuracy computed was more than 80% [14] .
The main idea behind this discussion is to put stress on how helpful machine learning approaches are to predict the heart disease using medical data. This research is also emphasizing onto overcome the vulnerable situation and proposed a computerized system, so that heart consultants cannot miss any information due to improper reading and understanding of the data. Such a situation described in a research, that most of the heart diseases would not always detect just by doing ECG (a kind of test for diagnosing the working capability of a heart) [15] . Therefore, this kind of research overwhelmed those situations where doctors are puzzled and left behind some evidences. To support them, computerized medical system [16] - [19] with full of functionalities are there, which specially built to assist healthcare industry for the sake of patient's time, money, and most importantly to help the surgeons to save the patient's life. A kind of system proposed by [1] using ML approach for predicting the heart failure using heart sound reports. The study shown another proof that machine learning methods can applied on life saving system such as heart failure detection.
Moreover, a review report presented in a study [20] that described the importance of classification models and further explained the details of the models already implemented in the healthcare industry. The paper highlighted that there are many researches attempted data mining techniques successfully on medical cases. In the same way, another comparative study shown the performances of the multiple classifiers applied on two different tools; Matlab and Weka. Overall, the accuracy of the decision tree, Linear SVM and other models was recorded between 52% to 67.7%, although the accuracy were considerably low [9] . As per the researches discussed above, still different kind of models are providing variation in the prediction score. Thus, the dimensionality reduction and feature engineering can improve the process of data selection, which ultimately can improve the accuracy estimation [21] . In conclusion, the clear research gap found in the previous researches is that, the measured accuracy is not up to the mark. Somewhere, the common machine learning approaches has not used as shown in Table I . Therefore, this section described the comprehensive overview on the previous work accompanied to predict the heart disease in a patient using ML approaches. The idea of this study is to improve the previous work using the selected dataset and ML models, as described in the next section. The performance of each model is discussed in the result section. Although, the models and dataset selected in this research are based on the previous work. The most commonly ML approaches found and used in this study are; Decision Tree, Naïve Bayes, Random Forest, Support Vector Machine, and Logistic Regression. This study used the dataset collected from Kaggle, the data set originally published on UCI data repository for machine learning. Previously, the experiments attempted for predicting the heart disease, the details and accuracy measured is shown in Table I . Finally, in the result section the comparative study is presented to understand the performance of the classifiers in this study and in the previous work.
III. DATA OVERVIEW
The dataset used in this research is collected from Kaggle platform, the dataset is also known as Heart Disease Dataset [22] . Altogether, the data was the combination of four different database, but only Cleveland data used in this experiment. It is an open dataset, having number of attributes, but for this experiment only fourteen attributes selected as described and suggested by different scholars that selected 14 attributes are most useful to predict the heart disease in a patient [7] , [23] . In addition, the database file contains the record of 303 patients. The complete description of each attribute and the number of values for each attribute is shown in the Table II Target -This is the last column in the dataset. This Target column is also known as Class column or Label column. As this column describes the number of categories, (classes) defined in the data file. As per the dataset taken in this experiment. There are two different types of classes (0,1), where -0‖ means there is no chances of Heart Failure, whereas -1‖ imply that there are strong chances of heart failure in a patient. The value -0‖ and -1‖ is based on the other 13 parameters described in this dataset above.
0, 1 IV. DATA PREPROCESSING Data preprocessing is an essential step use to clean the data and make it useful for any experiment associated with machine learning or data mining [24] . In this study, multiple preprocessing steps applied on the selected dataset. Firstly, the size of the dataset was found not enough for the implementation of machine learning approaches. As described by [25] the size of the dataset for machine learning implementation may create biasness and would also effect on the results generated through machine learning models. Therefore, for each attribute using minimum and maximum values, the random number generation technique applied to generate random values for each column [26] . This helped us to enhance the capacity of the data, which has created the positive impact on the performance of the classifier as can be seen in the results section. In conclusion, the data have increased the volume by three times.
Secondly, using rapid miner, data cleaning step applied to find out missing values and noisy data values. The data has some missing values which has been imputed using K Nearest Neighbor (KNN) method. As KNN method is proved to be a useful method for missing data imputation [27] . In addition, the outlier detection methods used to estimate the noise in the data. The data has not found noisy values and no outlier detected in the dataset. The outlier detection applied using rapid miner's operator with distances method [28] . In order to check the other discrepancies in the dataset, data discretization, transformation and binning techniques were applied as well.
The next step was to transform the data values into appropriate data type. In this study, multiple models were applied to check the performance of the prediction accuracy. Therefore, it was essential to convert the data type of some attributes as per the required format based on the model specification. Mainly, the experiment design built using binary classification, which is the process of categorizing the dataset according to predefined classes, which has been widely used in applying machine learning algorithms [29] . Hence, the same binary classification was used in the given dataset, where the binary classification provided the better way to show the performance accuracy of the selected classifier in this study.
Most of the attributes were nominal in the selected dataset i.e. Slope, CA, Thal, and CP. For example, Thal attribute is describing the value of the Thallium test based on the four predefined values (0, 1, 2, 3 ). In the same way, CP was another independent attribute in the dataset, which highlighting the condition of the chest pain using (0, 1, 2, 3) in the patient at the time of admitting in the hospital, where the -0‖ means normal and -3‖ means the worst condition. The Target column in the dataset that also known as class attribute has two types of predefined classes known as -0‖ and -1‖. This attribute represent the overall condition of the patients using other independent variables. Whereas the value -0‖ means that patient does not have chances of heart failure, and -1‖ means that patient has high probability of heart failure. For example, using a value of all independent variables, if a patient has high blood pressure, sugar and contain high values www.ijacsa.thesai.org in Thallium test can have chances of heart failure and vice versa.
V. THE EXPERIMENT PREPARATION
This research used five different models to predict the heart disease using collected dataset. The performance of each classifier and comparison with previous work is presented in the next section. After successful implementation of the data preprocessing step, in this section discussed about the selected models, their descriptions and overall methodology used for the experiment. The work presented in this study was a sequel of the research presented by [7] , which used the same dataset and implementation tool. That research reduced the number of attributes to 14. The number of records they used for the experiment were 300. The 5-fold cross-validation technique was applied to improve the accuracy and reduce the chances of duplication in record selection. Overall, the experiment computed the accuracy from 82% to 85%.
In this work, the target was to improve the accuracy of the model; therefore different amendment was done in the experiment design. For example, data expansion, 10-fold cross validation, execution of all model at the same time to understand the actual differences in the accuracy measurement. Following are the procedural steps of designed methodology applied in this research.
Algorithm: Predicting Heart Failure Disease
Step As discussed above that five machine learning models used for predicting the heart disease in a patient and to analyze up to optimal performance among all. The short description of each model explained in this section. 
A. Decision Tree
It's a tree like classification model, which built a structure consisting of branches and nodes on the bases of evidence collected for each attributes during model learning phase [30] . The decision tree's branches and nodes connect according to the number of entities described in the dataset. The forwarding process uses the number of values dedicated for each attribute. Furthermore, following the rules describe on each branch and node it reached to the decision for each transaction. Finally, according to the decision node the class label will be assigned to the record. This procedure is iterative and repeat till each transaction got a class category. Therefore, this algorithm converts the attributes into a branches and nodes, and select one of the attributes as decision node, which also known as class label. The class label in rapid miner can select while importing the dataset. A decision tree example is shown in Fig. 1 .
B. Naïve Bayes
The next classifier used in this study is known as Naïve Bayes. It is also a supervised learning classification model, which classify the data by computing the probability of independent variables. After calculating the probability of each class, the high probability class do assign for the complete transaction [7] . Naïve Bayes is a common approach used to predict classes for different types of dataset such as educational data mining [32] and medical data mining [18] . This model also useful for classifying different kind of dataset like sentiment analysis [33] and virus detection [34] . It works by using the values for independent variables and predict a pre-defined class for each record. It measures the probability of A given that B as shown in following equation. Then working on finding out the distinct class for each attributes, in this scenario all other variables are not dependent on each other [18] . Naïve Bayes uses the following equation for measuring the probability: ( ) ( ) [34] www.ijacsa.thesai.org
C. Random Forest
Random forest is the next model selected and implemented in this research. As this model is from classification family, therefore it is also known as supervised learning algorithm. During the learning phase, this model first generates multiple random trees called a forest [35] . For example, a dataset contains -x‖ number of attributes, it first selects some feature randomly known as -y‖. Using all features; (i.e. -y‖), it produces nodes using best rift method. Furthermore, the algorithm will work for creating a complete forest by repeating the previous steps. Then during the prediction process, the algorithm tries to combine the trees using estimated outcome and voting procedure [36] . The purpose of merging the random trees through voting in a forest is to opt out the highest forecasted tree, which can enhance the prediction accuracy for future data.
D. Logistic Regression
Logistic regression is another kind of classification model, which learn and predict the parameters in the given dataset using regression analysis [7] . The learning and prediction processes are based on measuring the probability of binary classification. Logistic regression model requires class variable that should be binary classified. Likewise, in this dataset the -target‖ column has the two type of binary numbers, -0‖ for the patient who has no chances of heart failure, and -1‖ for the patients who has predicted as heart failure patients. On the other side, the independent variables can be of binary classified, nominal or polynomial types [37] . The equation of logistic regression is as follows:
E. SVM The final machine learning algorithm used in this research is known as support vector machine. This is also called a supervised machine learning model where the classes in the dataset should be pre-defined [7] . It works by categorizing the objects in the given dataset according to the predefined classes. It classify the transactions by assigning one or more classes to maximize the performance in accuracy [38] . Previously, SVM has implemented on medical data application to predict the accurate class for the heart disease patient [39] . Another model proposed by [40] to predict a class using attribute extraction method.
VI. IMPLEMENTATION
This research used five machine learning models, using predictive approach to forecast the chances of heart failure in a patient admitted in the hospitals. Therefore, as described above the dataset taken from Kaggle having patients' records, which have been collected from multiple locations. The dataset has a list of 14 attributes, which collectively used for diagnosing the heart disease in a patient. For experiment execution, the Rapid Miner tool used in this study. Rapid Miner, is an open source software, which provides a wide range of pre-programmed operators for numerous tasks related to machine learning, data mining, statistical and others [41] .
The proposed algorithm as presented in previous section, this study used five ML models; Naïve Bayes, Decision Tree, Random Forest, Logistic Regression, and SVM. At the first step of implementation, the training dataset used to learn the ML model. For this, the dataset was imported using -Read_CSV‖ operator in Rapid Miner. Furthermore, to connect the dataset with ML models, it was copied five times. To avoid similar values selection during model learning and testing phase, 10-fold Cross Validation operator was used. It helps to divide the data into k equal subsets and to give a chance for each subset to be a part of training and testing phase. The working of cross validation operator considers as an efficient, as it repeats the learning phase k times, where every time the testing data selection is different from previous. Finally, it repeats the experiment k times and uses the average results. The cross validation is widely used operator for learning and testing purpose. It provides the data selection in four different ways; liner sampling, shuffled sampling, stratified sampling, and automatic [42] . Whereas, the stratified sampling is used in this study. The experiment execution in rapid miner is shown in Fig. 2 .
As shown in Fig. 2 , the model name is representing on each cross-validation operator. This operator computes the statistical analysis and model performance of a learning and testing phase. The cross-validation operator is also called a nested operator, which have two types of sub-processes; training sub-process and testing sub-process. The training subprocess is used to handle the training session by learning the model through given dataset and model, while testing subprocess is used to validate the model and estimate the performance of the model, which also known as model accuracy. For clear understanding about sub-processes, the validation operator's for Naïve Bayes is shown in Fig. 3 , while the remaining operators used the same strategy. To maintain the experiment quality and to know the exact accuracy, all models connected with the same dataset and executed at the same time. 266 | P a g e www.ijacsa.thesai.org 
VII. DISCUSSION ON MODEL PERFORMANCES AND COMPARISONS
The model performance in the form of confusion matrix is displayed in Table III There were total 1013 number of patient's record in the given dataset. For example, the first classifier Naïve Bayes is showing that 434 patients were known in the dataset as heart failure patient and predicted correctly under the class category (1). However, 57 records were initially belonging to heart failure patients but predicted wrongly under the category (0); non-heart failure patient. In the same way, originally total 522 patients were non-heart failure patients and 450 were predicted correctly and 72 estimations recorded as wrong. Overall, the Naïve Bayes classifier performance was the lowest and the performance of Decision Tree classifier computed highest, among all classifier. Table IV presented the comparison of the experiment's results conducted in this study with the previous work. Overall, every classifier has shown good performance in this study as compare to the previous work. According to the table, the accuracy of the decision tree model was the highest between all models, while the performance of the Naïve Bayes has shown the lowest accuracy in this study. The best two model in our experiment are known as SVM and decision tree. Every model significantly enhanced the performances in previous work and shown the satisfactory enhancement, which is greater than 85%.
In comparison with the previous work illustrated in the third column of Table IV , the research applied the experiment using five algorithms [7] . That research used the same dataset (UCI) with feature selection approach. The accuracy of our model has improved the performance of the classifiers. For example, Naïve Bayes accuracy increased 3%, Logistic Regression and Random Forest enhanced 5%, Decision Tree improved the accuracy ratio 11%, and lastly the SVM machine learning classifier increased 8%. However, in previous work, the study also used the same platform, which is Rapid Miner. But accuracy performance augmented in our work might be because of using 10-fold cross validation, while the previous work used 5-fold cross validation approach. More iteration during the learning phase can help to generate more accurate results. Another possible reason behind the positive enrichment in the accuracy is the size of the dataset, which has been amplified in this study as discussed in data overview section. It highlights that the large size of the dataset can create positive impact on classifier accuracy as it enhances the learning process. Table IV , column number four and five are related to the another research conducted for predicting and classifying the heart disease patient's records [9] . They used the same dataset -UCI‖, whereas the main idea of that research was to do the experiment in two different platform; i.e. Matlab and Weka, and then compare the results from both perspectives. Decision tree, logistic regression and SVM were the similar models used in both researches. Altogether, it is evident from the above table that in our study, the decision tree classifier has increased the accuracy more than 30% from the previous work. In the same way, logistic regression and SVM also outperform and were computed the better score than previous work. It illustrates that the performance of the Rapid miner has shown better accuracy and performance of the classifiers.
VIII. CONCLUSION AND FUTURE WORK
The ratio of heart failure patients has been increasing every day. To overcome this dangerous situation and deteriorate the chances of heart failure disease, there is a need of a system that can generate rules or classify the data using machine learning approaches. Therefore, this research discussed, proposed and implemented a machine learning model by combining five different algorithms. Rapid miner is the tool used in this research, which computed the high accuracy than Matlab and Weka tool. In comparison with the previous researches, this study has shown significant improvement and high accuracy than previous work. As far as UCI dataset concerns, the dataset needs to be amplified. As the main limitation in this work is the small size of the dataset. The dataset has limited number of patient's records; therefore, the dataset was augmented using appropriate techniques. In future, the results indicated that the system can be useful and helpful for the doctors and heart surgeons for timely diagnoses the chances of heart attack in a patient.
