During the computations performed by the nervous system, its 'wiring diagram'-the map of its neurons and synaptic connections-is dynamically modified and supplemented by multiple actions of neuromodulators that can be so complex that they can be thought of as constituting a biochemical network that combines with the neuronal network to perform the computation. Thus, the neuronal wiring diagram alone is not sufficient to specify, and permit us to understand, the computation that underlies behaviour. Here I review how such modulatory networks operate, the problems that their existence poses for the experimental study and conceptual understanding of the computations performed by the nervous system, and how these problems may perhaps be solved and the computations understood by considering the structural and functional 'logic' of the modulatory networks.
BEYOND THE WIRING DIAGRAM
Ideas about how the brain works have always looked for inspiration to the current technology of the era. After the pneumatic, hydraulic and mechanical analogies of earlier centuries, in the twentieth century came electrical and electronic analogies such as the telephone exchange and the computer (Churchland 1986; Kirkland 2002) . Fundamental to these latter analogies is the concept of a network of interconnected components, and this remains the standard paradigm for thinking about the nervous system today. The nervous system is seen as composed of interconnected subsystems, which themselves are composed of lower-level subsystems, until at the lowest level there are components, such as individual neurons, that are (from the top-down perspective of the network) relatively simple and stereotyped, but there are very many of them and they are interconnected in a rich, structured way to make a very large, complex network. In such a network, given some understanding of the capabilities of the individual components, the key fact is how the components are connected togetherthe wiring diagram. The wiring diagram specifies and organizes the computation performed by the network that, in the case of the nervous system, emerges ultimately in the behaviour of the animal. Naturally, this paradigm has motivated an intensive effort to determine the wiring diagrams of nervous systems. We now have high-level wiring diagrams for many parts of the vertebrate, including human, brain (Sporns et al. 2004; Grillner & Graybiel 2006; Bullmore & Sporns 2009 ), wiring diagrams down to the level of individual neurons for some simple circuits, such as the crustacean stomatogastric ganglion (STG; Harris-Warrick et al. 1992a) , and even the complete wiring diagram for one entire nervous system, that of the nematode worm Caenorhabditis elegans (White et al. 1986 ; http://www.wormatlas.org).
In this article, I will not argue that knowledge of the wiring diagram is not required to understand how a nervous system works. I will argue, however, that it is not sufficient-at least, if the wiring diagram is thought of, as it often is, as a relatively static, hardwired set of neuronal connections. In this article, I will focus on one reason for this insufficiency: the fact that the neuronal wiring diagram is not static, but rather is dynamically modified by multiple actions of neuromodulators that indeed can be so complex that they can be thought of as constituting a biochemical network that combines with the neuronal network to perform the computation. Thus, the neuronal wiring diagram alone is not sufficient to specify, and permit us to understand, the computation that underlies behaviour. Ironically, it is often in the nervous systems whose neuronal wiring diagrams are best known and that therefore might be thought to be closest to being 'solved', such as in the STG, C. elegans, and Drosophila whose nervous system is being proposed as ripe for definitive 'circuit-cracking' (Olsen & Wilson 2008) , where the greatest multiplicity of neuromodulators and their effects has been identified (Harris-Warrick et al. 1992b; Brownlee & Fairweather 1999; Orchard et al. 2001; Skiebe 2001; Nässel 2002; Taghert & Veenstra 2003; Husson et al. 2007; Ma et al. 2009; Stein 2009 ). Figure 1 , for example, shows, in the now classic diagram of Marder and colleagues, the multiplicity of modulators-probably still a substantial underestimate of the true number (Fu et al. 2005; Ma et al. 2009 )-identified in the STG. That the complexity of the modulatory networks appears greatest in these simple systems may, however, merely reflect the fact that these systems are the most completely characterized genetically, biochemically and physiologically: there are already many indications that similar modulatory complexity exists also in the vertebrate brain (Vizi & Lábos 1991; McCormick 1992; Herbert 1993; Hasselmo 1995; Hö kfelt et al. 2000 : Merighi 2002 Baraban & Tallent 2004; Salio et al. 2006; Abbracchio et al. 2008) .
In this article, I will review how such modulatory networks operate, the problems that their existence poses for the experimental study and conceptual understanding of the computations performed by the nervous system, and how these problems may perhaps be solved and the computations understood by considering the structural and functional 'logic' of the modulatory networks. I will be able to present a sketch only; space limitations force me to refer to reviews rather than the vast primary literature and to omit many details and even substantial subsidiary topics, but with the hope that, if the sketch is clear, the reader will readily see how to complete the picture.
MULTIPLICITY OF NEUROMODULATORS
What is a neuromodulator? Neurochemical signalling agents have traditionally been classified primarily by their chemical identity, distinguishing for example between the classical small-molecule neurotransmitters, biogenic amines and neuropeptides. From the systems-level point of view emphasized in this article, however, it is more relevant to distinguish primarily between transmitter and modulator functions. Whether a signalling agent functions as a transmitter or a modulator depends ultimately on the spatial and temporal scale on which the agent acts. If the agent acts so locally in both space and time that it merely communicates the current activity of one component of the neuronal network to another component-for example, the fact that a spike has just occurred in a presynaptic neuron to a postsynaptic neuron-then it is acting as a transmitter that merely implements one of the connections of the neuronal wiring diagram and so, for the purposes of this article, can be subsumed into that diagram. Indeed, such signalling has been termed 'wiring transmission' (Agnati et al. 1995; Zoli & Agnati 1996) . A modulator, in contrast, acts globally on multiple components, over longer times, or usually both, so that its effects are not directly correlated with the current activity of any particular component or connection of the neuronal network: the modulator does not mediate that activity but rather modifies or modulates it. It is this spatial and temporal dissociation from the activity of the neuronal network that is responsible for many of the problems posed by neuromodulation as well as for its computational power.
There is of course considerable correspondence between the traditional chemical classes of signalling agents and this functional classification. In particular, the transmitter and modulator roles are played by certain classes of molecules that are adapted for these roles by the cell biology of their synthesis, storage and release. In the nervous system, the local transmitter role that subserves wiring transmission is played predominantly by classical small-molecule neurotransmitters such as ACh, GABA and glutamate, which signal locally because they are released from neurons by rapid spike-activated presynaptic mechanisms, and then rapidly open postsynaptic ligand-gated ion channels, at discrete, highly organized synapses that are 'closed' in that the transmitter remains confined within them (Zoli & Agnati 1996) . The global modulator role, on the other hand, is played predominantly by biogenic amines such as dopamine, norepinephrine, serotonin and histamine, by adenosine and adenine nucleotides (Abbracchio et al. 2008; Gourine et al. 2009) , by neuropeptides (discussed in more detail below), and probably by a number of other classes of molecules (Zoli et al. 1999; Barañ ano et al. 2001; Hofer & Lefkimmiatis 2007) , the best established of which are gases such as nitric oxide (NO; Barañ ano et al. 2001; Guix et al. 2005) . These agents signal globally because they are released, from both neurons and glia, more slowly at less organized, 'open' synapses or indeed non-synaptic sites from which they are then able to diffuse for long times over long distances through the intercellular space, or travel even longer distances as neurohormones through the circulatory system, in what has been termed 'volume transmission' (Agnati et al. 1995; Stjärne & Stjärne 1995; Zoli & Agnati 1996; Zoli et al. 1999) . These agents then furthermore exert inherently slow actions through metabotropic receptors coupled to second-messenger cascades and other slow intracellular signalling processes. Perhaps the most extreme case of such global volume signalling is that of the gaseous NO, which passes through membranes and so can diffuse from the interior of one cell to directly modulate intracellular processes throughout the entire volume of surrounding tissue, largely irrespective of cellular boundaries.
The accumulating evidence has, however, also revealed considerable overlap in all these properties. Figure 1 . Multiplicity of neuromodulators identified in the crustacean stomatogastric ganglion. Reproduced with permission from Marder & Bucher (2001) .
In addition to acting through metabotropic receptors, serotonin, the adenine nucleotides, and even some neuropeptides (Lingueglia et al. 1995) open ligandgated channels. ATP often has the hallmarks of a local transmitter, even being coreleased from the same synaptic vesicles as a classical transmitter such as ACh or GABA (Abbracchio et al. 2008; Zimmermann 2008) . In many invertebrates, dopamine, histamine and serotonin function prominently as local transmitters (Gerschenfeld 1973) . Conversely, there is abundant evidence that, upon release even at 'closed' synapses, the classical transmitters not only rapidly open ligand-gated channels but also exert parallel but slower modulatory actions through metabotropic receptors (see numerous examples in Katz 1999) . Furthermore, 'closed' synapses can become 'open' through transmitter spillover at times of high release or reduced strength of the mechanisms that confine the transmitter within the synapse, so that the released transmitter acquires a very different spatio-temporal profile and can reach additional receptors that may mediate additional, modulatory actions (Agnati et al. 1995; Zoli & Agnati 1996) . The overall picture emerges not of an absolute differentiation between transmitters and modulators but rather of a continuum between the transmitter and modulator functions, along which the signalling agents occupy various, often multiple, positions that can shift dynamically depending on the circumstances. Furthermore, as will be seen in the rest of this article, the transmitter and modulator functions are intimately intertwined at the points of contact between the neuronal and modulatory networks.
The neuropeptides (Strand 1999 The diversity of ARC muscle contraction shapes produced by the various modulators. Representative contractions elicited in vitro by firing of either motor neuron B15 or B16 under control conditions ('c') and after exogenous application of 10 27 or 10 26 M ('2 7', '2 6') of the modulators. Modified from Hooper et al. (1999) , with the MMG2-DP traces taken from an experiment of Proekt et al. (2005) . Abbreviations: MMG2-DP, myomodulin gene 2-derived peptides; FMRF, FMRFamide peptides; FRF, FRFamide peptides; 5-HT, serotonin; MCC, metacerebral cells; P-BPN, pedal-buccal projecting neurons.
et al. 2006) have a special place in this account because, in addition to being quintessential modulators in the sense just described, they are so diverse. Whereas there are only a few molecular species of the other modulators, there is a seemingly infinite variety of neuropeptide amino acid sequences (e.g. Kobayashi & Muneoka 1990; Schoofs et al. 1997; Brownlee & Fairweather 1999; Orchard et al. 2001; Taghert & Veenstra 2003; Boonen et al. 2009 ). The combinatorial nature of the neuropeptide structure and its linear encoding in the genome, then operated on by the evolutionary processes of coding-sequence and gene duplication followed by divergence under relaxed evolutionary pressure (Niall 1982; Strand 1999) , has led to the encoding of multiple variant neuropeptide sequences in most neuropeptide genes, and multiple genes encoding neuropeptides that are closely as well as more distantly related in the genome. The complexity of the actual neuropeptidergic signalling is (fortunately) somewhat reduced by the fact that all of the neuropeptides synthesized by a neuron are usually copackaged into the same exocytotic vesicles and coreleased. Selective sorting of the neuropeptides for selective release from different processes of the same neuron is known, however (Sossin & Scheller 1991; Perone et al. 1997 ). Furthermore, different neurons release different complements of the neuropeptides, thanks to such mechanisms as alternative splicing of the neuropeptide mRNAs (Buck et al. 1987; Benjamin & Burke 1994; Perone et al. 1997 ) and, of course, the transcription of different subsets of the neuropeptide genes. It is now clear that very many neurons-in some nervous systems, seemingly all neurons-release some complement of neuropeptides as cotransmitters alongside their 'primary' classical transmitter (Kupfermann 1991; Maggi 1995; Lundberg 1996; Hö kfelt et al. 2000; Merighi 2002) . Strikingly illustrating the cellbiological basis of the transmitter -modulator distinction, the large dense-core vesicles that contain the neuropeptides are typically segregated, even within the same synaptic terminals, away from the small clear vesicles that contain the classical transmitter (Merighi 2002; Salio et al. 2006) , to sites from which the neuropeptides are released more diffusely by smaller, slower elevations of intracellular Ca 2þ (Verhage et al. 1994) , so that the release of the neuropeptides and the classical transmitter can occur to some degree independently, for example in response to different firing patterns of the neuron. Altogether, it is the diversity of the neuropeptides that accounts for much of the modulator multiplicity in a system such as the crustacean STG (figure 1). The most recent study of a representative crustacean 'neuropeptidome' has identified 142 neuropeptides belonging to 17 different families (Ma et al. 2009 ).
MULTIPLICITY OF NEUROMODULATORY ACTIONS
An immense amount of data has accumulated to show what the modulators can do. The standard experimental paradigm to gather such data is to exogenously apply a particular modulator and observe the perturbation of a particular measured variable in the system. It is then assumed that the modulator, if released endogenously within the system, is at least capable of exerting the same action. A fair summary of the data gathered over the past several decades with this approach is that modulators are capable of modulating essentially every variable, every process, at all levels of organization of the nervous system. Perturbation can be observed of the activities of the molecules and pathways of gene expression, intermediary metabolism and intracellular signal transduction in both neurons and glial cells, of essentially every type of membrane ion channel, transmission at many synapses, and the electrical behaviour of neurons and neuronal circuits of all kinds (numerous examples can be found in Lundberg 1996; Katz 1999; Marder & Thirumalai 2002; Dickinson 2006; Abbracchio et al. 2008) . Moreover, the nervous system is very dense with these modulatory actions. Examining just a single synapse, for instance, we observe modulation of the propagation of action potentials into the presynaptic terminal, of multiple presynaptic ion channels, of the presynaptic Ca 2þ concentration, of the molecular machinery of transmitter release and the actual release of the classical transmitter as well as any modulatory cotransmitters, then of multiple postsynaptic ion channels and the postsynaptic electrical properties that govern the generation of a postsynaptic action potential, and so, overall, of virtually every aspect of the transmission of information through the synapse (Vizi & Lábos 1991; Lundberg 1996; Marder & Thirumalai 2002) .
One experimental system in which the issues raised in this article have been particularly well investigated, and which, along with the crustacean STG, I shall discuss as an example, is the feeding system of the sea slug Aplysia (Kupfermann 1974; Weiss et al. 1993; Hooper et al. 1999) . In this system, although much is now known also about the modulation of the central pattern generator (CPG) that drives the rhythmic feeding movements (e.g. Fujisawa et al. 1999; Furukawa et al. 2001; Sweedler et al. 2002; Proekt et al. 2005; Vilim et al. 2010) , the best understood modulation is in the periphery of the neuromuscular plant that executes the movements. Figure 2a shows a schema of the modulation in a representative muscle, the accessory radula closer (ARC) muscle. Numerous modulators, in particular neuropeptides belonging to the small cardioactive peptide (SCP), myomodulin (MM), buccalin, FMRFamide and other families, are released as cotransmitters from the muscle's two motorneurons, B15 and B16, and from additional modulatory and even sensory neurons (for details and references see the figure legend). These modulators then act presynaptically to modulate the release of the motorneurons' primary, contraction-inducing transmitter, ACh, as well as of the modulatory cotransmitters-in some cases, therefore, of themselves through a feedback loopand postsynaptically on the muscle cells to modulate their intracellular second-messenger systems, membrane ion channels and ultimately multiple parameters-baseline, latency, amplitude, relaxation rate-of the shape of the muscle's contractions ( figure 2a,b) . This example illustrates furthermore how the modulatory events in the nervous system join seamlessly with, and for the purposes of this article are no different from, those in the other tissues with which the nervous system interacts and indeed most other tissues of the body (see also Furness et al. 1992; Maggi 1995; Stjärne & Stjärne 1995; Lundberg 1996; Hooper et al. 1999; Gourine et al. 2009 ). Figure 2a exhibits a very characteristic feature of modulatory pathways: their extensive divergence and convergence . Each modulator exerts multiple actions, and the same action is exerted by multiple modulators, and similarly at all levels of the modulatory system so that it forms a single, richly interconnected network, often with multiple feedback loops. As a result, a perturbation at any point in the network-the release of a single modulator, for example-will ramify throughout the network to perturb many of its components.
THE NEUROMODULATORY NETWORK
The modulatory network therefore has a structure, with its own 'wiring diagram', that is no less complex than that of the neuronal network in the same region of nervous tissue. In important respects, it is more complex. Whereas the discrete nodes and arrows of the network diagram constitute a natural representation of the discrete neurons and synaptic connections of the actual neuronal network, they constitute only a very abstract representation of the actual events in the modulatory network, which are inescapably continuous in three-dimensional space as well as time. More realistically, we should picture cocktails of multiple modulators released from many neurons, diffusing through the extracellular space over different distances to create spatio-temporal concentration profiles that are highly dependent on the dynamics of the release and the particular geometry of the tissue, and then exerting their many actions on a multiplicity of time-scales, all this dynamically changing with different patterns of neuronal firing and the state of the nervous system (Furness et al. 1992; Stjärne & Stjärne 1995; Zoli & Agnati 1996; Zoli et al. 1999; Gourine et al. 2009; Nässel 2009 ).
The neuronal and modulatory networks, moreover, are intimately coupled through their myriad interactions so that information flows repeatedly from one network to the other and back again. Thus, the neuronal firing that constitutes the activity of the neuronal network typically leads to the release of the neurons' modulatory cotransmitters-these are therefore intrinsic modulators in the terminology of Katz & Frost (1996) -that modulate, in turn, that firing. At synapses, even phenomena such as classical synaptic plasticity (Fisher et al. 1997; Zucker & Regehr 2002 ) that normally are interpreted as inherent to the release of the classical transmitter itself, and so part of the intrinsic dynamics of the neuronal network, may actually be due in some cases to slow modulatory actions of coreleased neuropeptides (Fox & Lloyd 2001; Koh & Weiss 2005) . In the crustacean STG, modulatory neurons projecting from other ganglia (coloured lines leading to the STG in figure 1 ) release modulators that initiate and maintain the rhythmic motor patterns that are produced by the neuronal STG network, and those patterns, in turn, impose a rhythmicity also on the modulator release from the projection neuron terminals (Nusbaum et al. 2001; Nusbaum 2002) . Altogether, it is through this intimate coupling of the neuronal and modulatory networks that the application of a modulator can affect seemingly any component not only of the modulatory but also the neuronal network, as is observed.
PROBLEMS POSED BY NEUROMODULATION
The existence of the modulatory network and its coupling to the neuronal network poses a number of problems for our attempts to investigate and understand how the nervous system performs its computations, indeed what computations it performs.
First, we have very imperfect knowledge of what modulators are contained in the cocktail of modulators that acts at any point in the nervous system. With the neuropeptides in particular, when each neuron can express its own individual complement of multiple neuropeptides, to map this expression comprehensively is a heroic task. Even in such a well-explored system as the Aplysia feeding system, entire new neuropeptide families continue to be discovered (Fujisawa et al. 1999; Furukawa et al. 2001; Sweedler et al. 2002; Proekt et al. 2005; Vilim et al. 2010 ). The issue is complicated by the fact that, like all biological systems, the modulatory system is a contingently evolved system that in some respects is bound to be far from optimized, and, as already mentioned, the neuropeptides in particular pay little penalty for multiplication and structural diversification. Thus, it is not surprising that some neuropeptides that are expressed and released into the cocktail appear to be redundant, or more properly degenerate (Edelman & Gally 2001) , variants (e.g. Brezina et al. 1995; Hewes et al. 1998) or even appear inactive (Bowers 1994) . It is difficult to be sure that they really are so, of course, when the modulatory actions, too, are only imperfectly understood.
The modulatory actions are imperfectly understood because not only the modulators but also the rest of the modulatory network is known only in part, with many additional network nodes remaining unidentified and many potential connections untested. However, it is also because the standard experimental paradigm, mentioned above, that uses exogenous modulator application to identify the modulatory actions is grossly inadequate. Typically, only one modulator, at a series of concentrations, is applied at a time. Mixtures of even just two or three modulators-when the real physiological cocktail may well contain dozens!-have been systematically tested only in a handful of studies (Wood 1995; Brezina et al. 1996; Dickinson et al. 1997; Djokaj et al. 2001; Mesce et al. 2001; Svensson et al. 2001) . Mixtures of more than three modulators have not been studied because, even when the identities of more modulators are known, their physiologically relevant concentrations are not known, and systematic testing of all possible combinations of concentrations presents an experimentally insuperable combinatorial problem.
However, those few studies that have tested two modulators have invariably found not only strong concentration-dependence of their actions but strong nonlinearities in their interactions, so that the actions of either modulator in the presence of the other were often very different from its actions alone (see further below). This implies that adding another modulator to the studied mixture, or perhaps in the future discovering a novel modulator in the system, may change all of the results obtained so far using this paradigm. The finding that a modulator can exert a certain action in such experiments does not mean that it does exert that action in the real system.
Yet a further problem with the standard paradigm is that the exogenous modulator application, even at the real average concentration, does not reproduce the complex real spatio-temporal concentration profile that can be critical for the proper expression of the modulator actions . Rhythmic oscillations of concentration, for example, are required in the crustacean STG (Nusbaum 2002) and for the actions of a number of vertebrate neuropeptide hormones (Strand 1999) . Similarly in the spatial domain, the precise distribution of the modulator in the tissue can have profound functional and computational consequences (Stjärne & Stjärne 1995; Nässel 2009 ), as has been modelled for NO signalling in different geometries of NO sources and targets (Ott et al. 2007) and reported, once more, in the STG where the sculpting of concentration profiles by extracellular peptidases so as to restrict the released modulatory neuropeptides to only one or another 210 to 10 24 M) to the space of all combinations of the effects on contraction size and relaxation rate. The grid of small dots in the two spaces shows the steady-state mapping generated by the computational model of Brezina et al. (1996 Brezina et al. ( , 2003a . The larger black dots and blue and red curves show how the steady-state mapping is traversed as the SCP concentration varies in the presence of constant MM concentration (red curves) or the converse (blue curves); the letters 'a'-'d' identify the mapping of the four corners of the modulator space for orientation. The large black, red, blue and purple dots mark the approximate locations of the contraction shapes in (a), right. The purple overlay then shows the dynamical trajectory through the modulator and effect spaces of the entire meal modelled in (c), in the modulator space plotting against each other the SCP and MM concentration waveforms shown in (c) and in the effect space the contraction size and relaxation rate waveforms, plotting either the entire continuous waveforms (thin purple curve) or just their values at the end of the retraction phase of each feeding cycle (small purple circles). (c) Modelled waveforms of the principal variables during an entire meal eaten by a real Aplysia in vivo, comprising 749 feeding cycles over approximately 2.5 h, during which the firing frequencies of the motorneurons B15 and B16 (top two waveforms) were recorded with chronically implanted electrodes by Horn et al. (2004) and were then used by Brezina et al. (2005) to drive the computational model of Brezina et al. (2003a) . Scale bar, 30 min. (a,b) modified from Brezina et al. (2003a) and (c) from Brezina et al. (2005) .
part of the ganglion appears to play a significant functional role (Nusbaum 2002; Wood & Nusbaum 2002; Stein 2009 ).
Finally, by modifying the electrical properties of the neurons in the neuronal network and their synaptic connections, neuromodulators can profoundly change the functional-as opposed to the anatomicalconnectivity of the neuronal network (Dickinson 2006) . The first and still the best example is again provided by the crustacean STG, where the different modulators can variously reconfigure the STG neurons into different functional assemblies that generate different motor patterns (Dickinson & Moulins 1992; Nusbaum et al. 2001; Scholz et al. 2001; Skiebe 2001; Stein 2009 ). Thus, until the modulation is understood, even the basic neuronal wiring diagram, apparently so hard-wired and well defined, becomes uncertain.
COMPUTATION PERFORMED BY THE NEUROMODULATORY NETWORK
Why is the neuromodulatory system so complex? A more tractable subsidiary question that has often been asked (Segal 1983; Bloom 1984; Kupfermann 1991; Marder et al. 1995; ) is, why are there so many neuromodulators? The answer has usually been sought by assuming that the structure of the modulatory system has a functional logic that aims, fundamentally, to provide a separate, unique addressability and controllability of each of the systems' 'outputs'-the various modulator actions, or sometimes the neurons of the coupled neuronal system-by the 'input' modulators. Since there are many outputs, and, in contrast to the anatomically labelled lines of the neuronal wiring diagram, the modulators are all mixed together in the modulator cocktail, there must then be at least as many input modulators as output modulator actions . Such a system could in principle consist of chemically labelled 'signalling wires' (Weng et al. 1999 ) of one-to-one mapping of modulators to actions; in such a system, we could speak of the function of each modulator. As already discussed, however, all real modulatory systems are divergentconvergent networks in which each modulator exerts many actions, and each action is exerted by many modulators. Unique addressability and controllability can still be achieved, nevertheless, in a combinatorial manner, no longer by single modulators but by the cocktail of all of the modulators controlling simultaneously the ensemble of all of the actions. It is then no longer meaningful to attribute any specific function to any modulator alone Olypher & Calabrese 2007; Boonen et al. 2009) . Figure 3 summarizes an analysis along these lines of the core of the peripheral modulatory network in the Aplysia feeding system, specifically of the subnetwork shown in red in figure 2, of just two of the modulators, SCP and MM, released from the motorneurons B15 and B16, respectively, then each modulating both the amplitude and the relaxation rate of the ARC muscle's contractions. Figure 3b shows the mapping, generated by a realistic mathematical model of the subnetwork, of the space of all possible combinations of the concentrations of SCP and MM to the space of all possible magnitudes of the two effects. Note how in combination, although not either one alone, SCP and MM uniquely address and control a large region of the effect space. Note also the nonlinearity of the mapping and how the addition of SCP changes the effect of MM and vice versa (Brezina et al. 1996) . As already noted, of course, this implies that the entire mapping might be changed by the addition of yet a third modulator, several candidates for which certainly exist in the system (figure 2a). Figure 3a shows experimental confirmation of the mathematical analysis that indeed combinations of the effects on contraction amplitude and relaxation rate can be achieved by the combinations of SCP and MM that cannot be achieved by SCP or MM alone. Generalizing to higher dimensions, it is tempting to speculate that the additional modulators in the system offer the possibility of simultaneously controlling even more of the features of the contractions (figure 2b).
Similar combinatorial thinking, although overlaid by many details, informs also the work on the crustacean STG, where the different modulatory neuropeptides released from different projection neurons both diverge and converge to act on partially overlapping complements of ion currents, synaptic connections and STG neurons so as to sculpt a number of multidimensional motor patterns (Nusbaum et al. 2001; Marder & Thirumalai 2002; Stein 2009 ).
The multidimensional combinatorial mechanism just sketched out automatically operates in modulatory networks simply in consequence of their network structure. However, the structure appears unlikely to have evolved solely to implement this rather logically severe mechanism. Indeed, recent work in systems biology strongly suggests an alternative set of primary design criteria. It is striking to what extent the complex network structure of the modulatory system resembles the structures that have now been well mapped out for intracellular biochemical networks of various kindsprotein-protein interaction networks, G-protein, second-messenger and other signal-transduction networks, and genetic networks (Hille 1992; Bray 1995; Weng et al. 1999; Jordan et al. 2000; Alon 2007 )-into which the modulatory network indeed transforms at the interface of the cell membrane (Boonen et al. 2009 ). Similar questions concerning the functional logic of divergence, convergence, pleiotropy and specificity have been asked and answered rather similarly in these networks (Ross 1989; Gudermann et al. 1996; Jordan et al. 2000) . It is therefore tempting to extend to the modulatory network also the more general design principles that have been postulated for these networks.
These principles are of two kinds. First, the nonlinearities that are generated by the properties of the nodes and connections at various sites within the network perform various local computations. In modulatory networks, more than sufficient scope for very complex nonlinearities, and so complex computations, appears to exist, for example, in the interactions between multiple modulators at the synapses where they modulate each other's release (Vizi & Lábos 1991; Stjärne & Stjärne 1995; Lundberg 1996; Salio et al. 2006 )-sometimes even differentially the release of just a specific subset of the total modulator complement (DeLong et al. 2009 )-and in their modulation, through intracellular signal-transduction pathways, of each other's receptors and so actions (Sebastião & Ribeiro 2000) . Rooted in such interactions are then higher-order functional phenomena such as metamodulation (Katz & Edwards 1999; Stein 2009 ), the gating of the actions of one modulator by another (Dickinson et al. 1997; Svensson et al. 2001) , complex dependence of the expression of the modulator actions on the state and activity of the underlying neuronal network (Ito & Schuman 2008; Sakurai & Katz 2009 ), and ultimately, it has been proposed, even such top-level functionalities of the vertebrate nervous system as the representations of memory, salience, reward, expectation and uncertainty (Hasselmo 1995; Yu & Dayan 2005; Cragg 2006 ). Very complex computations are inherent also in the processing of the released modulators-in particular, the purines and the neuropeptides-by the extracellular processing enzymes that transform the cocktail of active modulators into another cocktail with different activities, with dynamics that themselves can be modulated (Dale & Gilday 1996; Konkoy & Davis 1996; Dale 2002; Nusbaum 2002; Huxtable et al. 2009 ). In more abstract terms, the computations can be modelled as mathematical operations (Kupfermann 1991) or logical operations such as associativity (Dale 2002) , coincidence detection (Bourne & Nicoll 1993; Offermanns & Schultz 1994) and decisionmaking (Helikar et al. 2008) . Altogether, the modulatory network thus offers a powerful example of the idea that computation can be performed by biochemical networks just as well as it can be performed by traditional neuronal networks (see Bray 1995 Bray , 2009 Katz & Clemens 2001; Koch 1999, ch. 20) .
In most nervous systems, as I have already argued, it is actually not the modulatory network alone but rather an intimate combination of the modulatory and neuronal networks that performs the computations. There are, however, some systems where the computation is truly mostly modulatory. This may be the case in the enteric 'brain' of the vertebrate gut (Furness et al. 1992; Strand 1999) , the vertebrate hypothalamic system (Leng & Ludwig 2006) , and other systems where the dynamics of release, diffusion, and feedback action of the released modulators can give rise to such dynamic phenomena as oscillations and travelling waves of modulatory signalling (Přibyl et al. 2003) .
In this respect, the Aplysia feeding system again presents an instructive case study, since, in the neuromuscular periphery, essentially all of the system's complexity reflects the operation of the modulatory network. Specifically, an extended analysis (Brezina et al. 2003a (Brezina et al. ,b, 2005 has revealed how particular dynamics of the modulatory processes can help endow the modulatory network with a truly independent computational role. Figure 3c , for example, plots the principal variables of the mathematical model of the system when the model was driven by firing patterns of the motorneurons B15 and B16 that were previously recorded with chronically implanted electrodes during an approximately 2.5 h meal consumed by a real animal. The purple trajectories in figure 3b show the corresponding motions through the modulator and effect spaces. The key point to note is that whereas some of the modulatory variables have fast dynamics, others-in particular, the modulation of the calcium current and of the relaxation rate-are much slower than the characteristic time-scale of the motorneuronal firing input. These slow dynamics act to decouple the modulatory network from the instantaneous motorneuronal input, endowing the network with its own autonomous memory of past activity that filters the current motorneuronal input in a history-dependent manner. At the same time, there is reason to believe that the combination of the fast and slow dynamics of the different variables endows the network with a multidimensional robustness whereby the modulated muscle contractions and movement are, at least on average, always optimal even as they vary greatly in response to a highly variable feeding environment (Brezina et al. 2005) .
Such conclusions lead directly to the second design principle that the example of other networks also suggests for modulatory networks: that, quite apart from the specific identities of any particular nodes and connections and their local computations, the complex network structure as a whole is an end in itself. It provides multiple compensatory pathways of information and activity flow and feedback loops that allow autoregulation and stability of outputs (Beckskei & Serrano 2000) , indeed usually multiple outputs from the same multifunctional network Jordan et al. 2000) . Concomitantly, the structure provides what is arguably the most important global attribute of a biological system selected for by evolution (Kitano 2004) , robustness with respect to parameter variation and stochastic noise as well as resistance to and graceful degradation upon damage (Barkai & Leibler 1997; Alon et al. 1999; Gonze et al. 2002; Kitano 2004; Li et al. 2004 ).
If we attribute such features to the modulatory networks as well, their study becomes a branch of systems biology and can be pursued by its methods (Boonen et al. 2009 ). We may, for instance, expect to find in modulatory networks such features of the intracellular biochemical networks as modularity (Qi & Ge 2006) , perhaps involving the repetition of simple structural motifs that perform elementary computational operations (Bourne & Nicoll 1993; Milo et al. 2002; Ma'ayan et al. 2005; Prill et al. 2005; Brandman & Meyer 2008) . Given the complexity of modulatory networks, the methods for their study are increasingly likely to involve mathematical modelling (Hasselmo 1995; Brezina et al. 1996 Brezina et al. , 2003a Fellous & Linster 1998) , analytical methods such as multidimensional sensitivity analysis, multivariable regression, and other methods that examine the global structure of the network (Olypher & Calabrese 2007; Weaver & Wearne 2008) , and the application of engineering methods and principles to 'reverse-engineer' the biological system to understand simultaneously its computational mechanisms and the computational problems to which those mechanisms provide the solution (Hartwell et al. 1999; Csete & Doyle 2002; El-Samad et al. 2005; Tomlin & Axelrod 2005; Reeves & Fraser 2009 ).
