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V O R W O R T 
Die beiden Verfasser halten zur Zeit die Anfängervorlesungen 
in Mathematik an der Universität München. In diesen Anfänger-
vorlesungen werden eine Reihe von mathematischen Grundbegrif-
fen benutzt, zu deren Entwicklung i n den Vorlesungen selbst 
nur wenig Zeit zur Verfügung steht. 
Es war der Wunsch der Hörer der Vorlesungen, diese Grundbegrif-
fe s o l l t e n zu einer Ausarbeitung zusammengestellt werden. 
Unter diesem Gesichtspunkt sind die Ausführungen der ersten 
I I I K a p i t e l zu b e u r t e i l e n . Insbesondere s o l l betont werden, 
daß weder Vollständigkeit bei der Behandlung eines Themas an-
gestrebt wird, noch B e g r i f f e eingehend behandelt werden, die 
Gegenstand der Anfängervorlesung sel b s t sind(wie z.B. l i n e a r e 
Vektorräume). 
Von diesem Gesichtspunkt sind wir im IV.Kapi t e l abgewichen, 
wo der Aufbau des Zahlbegriffes von den Peanoschen Axiomen 
ausgehend bis zu den komplexen Zahlen d a r g e s t e l l t wird, obwohl 
diese Überlegungen i n der Vorlesung enthalten waren. Dafür 
sind zwei Gründe maßgebend. E i n e r s e i t s handelt es si c h dabei 
um Überlegungen, die für Anfänger verhältnismäßig schwie-
r i g sind, so daß eine s c h r i f t l i c h e Unterlage nicht überflüs-
s i g sein dürfte. Zum anderen gi b t es Anfängervorlesungen, 
i n denen dieser Aufbau des Zah l b e g r i f f e s nicht enthalten i s t . 
Für Studenten d e r a r t i g e r Vorlesungen b i e t e t diese Ausarbeitung 
die Möglichkeit des Selbststudiums, da a l l e dazu notwendigen 
H i l f s m i t t e l h i e r i n enthalten sind. 
l iünchen, den 22 .2 .1974 F. Kasch 
B. P a r e i g i s 
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I . G R U N D B E G R I F F E D E R M E N G E N L E H R E 
§ 1 E i n l e i t u n g 
A l s Sprache zur Formulierung mathematischer B e g r i f f e und Zusam-
menhänge wird heute allgemein die Sprache der Mengenlehre be-
nutzt. Es g i l t daher zunächst, die Grundbegriffe der Mengenlehre 
i n entsprechendem Umfang bereitzustellen« Das bedeutet, daß wir 
von der umfangreichen Mengenlehre nur die einfachsten Anfangs-
gründe d a r s t e l l e n . 
Mit der Entwicklung der Mengenlehre sind vor allem die Namen 
George Boole (1815-1864) und Georg Cantor (1845-1918) verbun-
den. G.Boole s t e l l t e a l s e r s t e r die algebraischen Operationen 
mit Mengen (Durchschnitt, Vereinigung, Komplementärmenge) heraus, 
während G.Cantor a l s e i g e n t l i c h e r Begründer der Mengenlehre(ins-
besondere der Theorie der K a r d i n a l - und Ordinalzahlen)betrachtet 
werden muß. Zur weiteren Verbreitung der Mengenlehre b i s zum heu-
tigen Stand, wo die Mengenlehre zur mathematischen Allgemein-
bildung eines jeden Mathematikers gehört, hat vor allem das Buch 
von F.Hausdorff "Grundzüge der Mengenlehre", 1.Auflage 1914, 
beigetragen. 
Von G.Cantor stammt die folgende i n h a l t l i c h e " D e f i n i t i o n " einer 
Menge: 
"Eine Menge i s t eine Zusammenfassung von bestimmten wohlunter-
schiedenen Objekten unserer Anschauung oder unseres Denkens 
(welche die Elemente von M genannt werden) zu einem Ganzen." 
Daß es s i c h dabei tatsächlich nicht um eine mathematische De-
f i n i t i o n handelt, i s t k l a r , denn die darin vorkommenden B e g r i f f e 
sind s e l b s t U n d e f i n i e r t . Dennoch i s t diese Formulierung geeignet, 
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eine gewisse i n t u i t i v e Vorstellung vom B e g r i f f der Menge zu geben. 
Wir werden h i e r auf eine e x p l i z i t e D e f i n i t i o n einer Menge über-
haupt verzichten(müssen!) und uns mit einer i m p l i z i t e n D e f i n i t i o n 
begnügen. I m p l i z i t e D e f i n i t i o n e n sind vom synthetischen Aufbau 
der Geometrie (z.T. b e r e i t s aus der Schule) her wohlbekannt. 
Auch hie r wird nicht d e f i n i e r t , was etwa Punkte, Geraden und 
Ebenen sind, sondern es werden nur die Beziehungen d e f i n i e r t , 
die zwischen ihnen bestehen s o l l e n . Z.B. wird gefordert, daß 
durch zwei verschiedene Punkte genau eine Gerade bestimmt sein 
s o l l , die diese Punkte enthält und daß zwei verschiedene Geraden 
(im a f f i n e n F a l l e ) entweder keinen oder genau einen gemeinsamen 
Punkt enthalten s o l l e n . Durch derartige axiomatische Bedingungen 
werden Punkte und Geraden i m p l i z i t (aber i n Übereinstimmung mit 
der i n t u i t i v e n geometrischen Vorstellung) d e f i n i e r t . 
Ganz entsprechend geht man beim Aufbau der Mengenlehre vor. Es 
wird nicht d e f i n i e r t , was "Mengen" und "Elemente" sind, sondern 
es werden nur die Beziehungen d e f i n i e r t , die zwischen ihnen be-
stehen s o l l e n und K o n s t r u k t i o n s p r i n z i p i e n angegeben, um aus ge-
gebenen Mengen weitere Mengen zu gewinnen. "Mengen" und "Elemen-
te" werden a l s o auf diese Weise nur i m p l i z i t d e f i n i e r t , a l l e r -
dings auch j e t z t wieder i n Übereinstimmung mit der i n t u i t i v e n 
Vorstellung etwa im Sinne der Cantorschen " D e f i n i t i o n " . 
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§ 2 A x i o m e d e r M e n g e n l e h r e 
2 . 1 . M e n g e n u n d E l e m e n t e 
Im Sinne der Ausführungen i n der E i n l e i t u n g betrachten wir ge-
wisse nicht weiter d e f i n i e r t e Objekte, und zwar e i n e r s e i t s Men-
gen und andererseits Elemente. 
Mengen werden meist durch große l a t e i n i s c h e Buchstaben A,B,C,..., 
Ai,A^,A3 , E l e m e n t e meist durch k l e i n e l a t e i n i s c h e Buch-
staben a,b,c, • • • , a , a ^ , a ^ /••• angegeben. 
Ferner benutzen wir das Symbol € und zu einem Element x und 
einer Menge A die Zeichenreihe x £ A bzw. x ^ A. 
( M l ) A x i o m d e r E l e m e n t e b e z i e h u n g 
u n d d e r E x i s t e n z 
a) Für jedes Element x und jede Menge A besteht genau eine 
der beiden Beziehungen: 
x 6 A In Worten:"x i s t Element von A" oder "x l i e g t i n 
A " oder "x enthalten i n A" oder "x i n A" oder 
"x aus A". 
x 4 A I " Worten:"x i s t nicht Element von A" oder "x l i e g t 
nicht i n A" oder "x nicht enthalten i n A n oder 
"x nicht i n A M oder "x nicht aus A". 
b) Es gibt mindestens eine Menge. 
c) Zu jedem Element x gibt es mindestens eine Menge A mit 
x e A . 
Wir weisen darauf hin, daß man zum Aufbau der Mengenlehre die 
Forderung c) vermeiden kann, doch i s t s i e für unsere Zwecke 
bequem und entspricht auch völlig der i n t u i t i v e n V o r s t e l l u n g , 
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daß es Elemente "nur a l s Elemente von Mengen" g i b t . Ferner konn-
te man die Forderung der Existenz einer Menge i n b) auf später 
verschieben oder ganz weglassen. Doch gehen wir ja von der Vor-
s t e l l u n g aus, daß es Mengen geben s o l l , denn sonst würden wir 
keine Theorie darüber machen. Die Existenz einer Menge f o l g t auch 
nach c) , wenn man die Existenz eines Elementes fo r d e r t . Umge-
kehrt f o l g t aufgrund von b) und weiterer Axiome die Existenz 
von Elementen, insbesondere wird sich ergeben, daß jede Menge 
auch Element i s t , 
2.2. G l e i c h h e i t u n d T e i l m e n g e n 
Es s o l l j e t z t axiomatisch festgelegt werden, wann zwei Mengen 
(im Sinne der Mengenlehre) g l e i c h sein s o l l e n . Das wird ganz 
der Vorstellung entsprechen, daß eine Menge durch die i n i h r 
enthaltenen Elemente bestimmt sein s o l l . 
(M 2) A x i o m d e r G l e i c h h e i t 
Zwei Mengen A und ß s o l l e n genau dann g l e i c h sein, i n Z e i -
chen: A = B , wenn s i e die gleichen Elemente enthalten. 
Mit abkürzenden Symbolen geschrieben: 
A = B : A a 6 A [a 6 B] A A b 6 B [b 6 A] . 
Sind zwei Mengen A und B nicht g l e i c h , dann schreibt man 
A 4 B. 
F o l g e r u n g : Für be l i e b i g e Mengen A,B,C g i l t : 
1) Reflexivität: A = A 
2) Symmetrie: A = B B = A 
3) Transitivität: A = B A B = C A = C 
B e w e i s: Diese Eigenschaften folgen unmittelbar aus der G l e i c h -
heitsbedingung. 
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Wir können j e t z t d e f i n i e r e n , was unter einer Teilmenge einer ge-
gebenen Menge zu verstehen i s t . 
D e f i n i t i o n : 
1) Die Menge A heißt Teilmenge oder Untermenge der Menge B , 
i n Zeichen A C B, genau dann, wenn jedes Element von A 
auch Element von B i s t . 
Mit abkürzenden Symbolen geschrieben: 
A C B :<==> A a € A [a 6 B] . 
2) I s t A nicht Teilmenge von B , dann wird A £ B geschrieben. 
3) A heißt echte Teilmenge von B, i n Zeichen A C B :< > 
A C B A A + B . 
Aus dieser D e f i n i t i o n erhält man unmittelbar die 
F o l g e r u n g : 
1) Reflexivität: A C A 
2) Antisymmetrie: A C B A B C A =$> A = B 
3) Transitivität: A C B A B C C ==> M c C 
Man beachte den Unterschied zwischen £ = " i s t Element von" 
und C = " i s t Teilmenge von". 
Das Zeichen c wird auch Inklusionszeichen genannt. 
Sind a^ , a ^ , . . . , a ^ die Elemente einer Menge A , 
dann benutzt man auch die Schreibweise A = { a ^ f...,a^} . 
Dabei wird nicht vorausgesetzt, daß die Elemente a^ ,...,a^ 
a l l e voneinander verschieden sind. Z.B. g i l t 
{1,2} = {2,1,2,1,1} , 
denn jedes Element der l i n k s stehenden Menge i s t auch i n der 
rechts stehenden Menge enthalten und umgekehrt. Nach (M 2) be-
sagt dies aber, daß diese Mengen g l e i c h sind. 
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Eine entsprechende Schreibweise A = {...] wird auch bei un-
endlichen Mengen verwendet, wenn es möglich i s t , die Elemente 
von A eindeutig zu kennzeichnen. Davon werden wir sogleich Ge-
brauch machen, wenn wir uns im nächsten Abschnitt mit der Frage 
beschäftigen, wie man aus einer Menge Teilmengen aussondern 
kann. 
2.3. D i e B i l d u n g v o n T e i l m e n g e n , 
D u r c h s c h n i t t u n d K o m p l e m e n t 
(M 3) T e i l m e n g e n a x i o m 
Sei A eine Menge und f r (x) eine Aussageform, so daß für j e -
des a £ A fr (a) entweder eine wahre oder falsche Aussage 
i s t . Dann g i b t es eine Teilmenge B von A, die genau die E l e -
mente a £ A enthält, für die wahr i s t . Für B wird 
B = { O I O G A A £ K ( Q ) } 
geschrieben. 
Da wir die B e g r i f f e "Aussageform" sowie "wahre" und "falsche 
Aussage" nicht d e f i n i e r t haben, i s t die Formulierung dieses 
Axioms nicht vollständig. Diese B e g r i f f e können jedoch mit ge-
nügender Genauigkeit präzisiert werden. Für unsere Zwecke ge-
nügt aber die gewählte "weiche" Formulierung. Wir können und 
wollen i n diesem Rahmen sowieso keinen völlig f o r m a l i s i e r t e n , 
axiomatischen Aufbau der Mengenlehre geben, sondern nur einen 
Eindruck von den wesentlichen Grundbegriffen eines solchen 
Aufbaues. 
Machen wir uns die Bedeutung des Teilmengenaxioms an B e i s p i e l e n 
klar.Dabei wollen wir voraussetzen, daß die folgenden Mengen 
b e r e i t s gegeben sind: 
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IN = {1,2,3,...} 
= Menge der natürlichen Zahlen 
1 = {O, ± 1, ± 2, + 3, ...} 
= Menge der ganzen Zahlen 
Q = Menge der rationalen Zahlen 
|R = Menge der r e e l l e n Zahlen 
Bei einem systematischen Aufbau der Theorie werden diese er s t 
später eingeführt. 
B e i s p i e l e für Teilmengen: 
1) [x I x 6 |N A x gerade ] 
= Menge der geraden natürlichen Zahlen 
2) {x I x e |N A x < 10 ] 
= {1,2,3,..,9} 
3) {x I x G IN A x Primzahl} 
= Menge der Primzahlen 
4) { X I X G I R A l ^ x ^ 2 } 
Diese Menge bezeichnet man auch a l s das abgeschlossene I n t e r -
v a l l L l / 2 ] , während 
{ x I x U R A l ^ x ^ 2 } 
das offene I n t e r v a l l (0,1) genannt wird. 
5) Sei A eine Menge und seien oA ,...,0^ Elemente von A, 
dann i s t 
| a 1 , . . . , a ^ j = ( a i a £ A A ( a = a i v a = a^v.. .va = a ^ ) 
eine Teilmenge von A. 
Nimmt man im Teilmengenaxiom für ^ ( x ) eine Aussageform, die 
für kein a £ A eine wahre Aussage l i e f e r t , so erhält man eine 
Teilmenge von A, die kein Element enthält und die daher die 
lee r e Teilmenge von A, i n Zeichen 0 , genannt wird. A l s Aus-
sageform , die nach (M l ) kein a t A erfüllt, kann man x ^  A 
wählen. 
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D e f i n i t i o n : 
(( : = { o l a U A a | A} 
Nach dieser D e f i n i t i o n hängt die Menge 0 zunächst von A ab, 
so daß wir zunächst auch 0A schreiben wollen. Sei B irgend-
eine weitere Menge und 0 0 die zugehörige leere Teilmenge, dann 
g i l t 
denn o f f e n s i c h t l i c h i s t (M 2) erfüllt, da beide Mengen kein 
Element enthalten. Es i s t a l s o s i n n v o l l , den Index A wegzu-
lassen. 
G l e i c h z e i t i g hat s i c h ergeben, daß 0 Teilmenge jeder b e l i e b i -
gen Menge i s t , was auch sofort aus der D e f i n i t i o n der Teilmenge 
f o l g t . 
Wir hatten i n ( M l ) gefordert, daß mindestens eine Menge A 
e x i s t i e r t . Nach der vorstehenden Überlegung e x i s t i e r t dann die 
Menge 0 .Da 0 = A nicht ausgeschlossen i s t , i s t a l s o bisher 
nur die Existenz der leeren Menge 0 s i c h e r g e s t e l l t . Die E x i -
stenz weiterer Mengen wird s i c h aus (M 5) ergeben. 
D e f i n i t i o n : 
1) Seien A und B Mengen. 
Dann i s t der Durchschnitt von A und B , i n Zeichen A n B, 
die Teilmenge der Elemente aus A, die auch i n B l i e g e n . 
A n B : = { a | a 6 A A a 6 B] 
2) Die Komplementärmenge von B i n A, i n Zeichen A \ B , i s t 
die Teilmenge der Elemente aus A , die nicht i n B l i e g e n . 
A \ B : = { a I a t A A a £ B} . 
Der Leser mache si c h zur Übung die folgenden einfachen Eigen-
schaften k l a r . 
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F o l g e r u n g e n : 
1) A n B = B n A 
2) (A n B) n C = A n (B n C) 
3) ( A A B ) C Ä A (A n B) c B; 
G i l t für eine Menge C : 
C C A A C C B , 
dann f o l g t C c (A n B) . 
4) A \ B = A \ ( A A B ) 
5) A \ (A \ B) = A n B 
6) A \ 0 = A , A \ A = 0 . 
Den Durchschnitt von zwei Mengen kann man zunächst für endlich 
v i e l e Mengen verallgemeinern: 
A^ r\ A A A # # # A A^ : = { a l a 6 A < 1 A a € A A A ... A a £ Ar> } , 
denn auch diese Bildung fällt unter das Teilmengenaxiom. W i l l 
man den Durchschnitt von "mehr" a l s nur endlich v i e l e n Mengen 
bil d e n , so steht bei dem d e r z e i t i g e n Stand unseres Wissens die 
folgende Möglichkeit zur Verfügung (bei der wir a l l e r d i n g s 
nicht wissen, ob s i e tatsächlich mehr l i e f e r t ) . 
D e f i n i t i o n : 
Sei Ol £ 0 eine Menge, deren Elemente selbst Mengen sind. 
Sei A 06 Ol, dann wird a l s Durchschnitt von Gl , i n Zeichen 
O 01= O A d e f i n i e r t : 
A601 
H 0 l = n A : = ( a l a G A 0 A A A e a T a £ A ] } 
Aeai 
O f f e n s i c h t l i c h hängt diese D e f i n i t i o n nicht von der Wahl des 
A 0 £ Ol ab; wir haben diese Schreibweise nur gewählt, um zu 
betonen, daß diese D e f i n i t i o n unter das Teilmengenaxiom fällt« 
Es genügt jedoch 
f l A = f a I A A £ Öl [ a £ A ] } 
A60t 
zu schreiben. Diese Menge i s t dadurch ausgezeichnet, daß s i e 
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die größte Menge i s t , die Teilmenge von jedem A 6 Ol i s t . 
2.4. V e r e i n i g u n g s m e n g e n a x i o m 
Die zur Durchschnittsbildung "duale" Bildung i s t die der Ver-
einigungsmenge. Daß diese möglich sein s o l l , fordert das nächste 
Axiom. 
(M 4) V e r e i n i g u n g s m e n g e n a x i o m 
a) Sind A und B zwei Mengen, dann g i b t es eine Menge, Ver-
einigungsmenge von A und B genannt und mit A u B be-
zeichnet, die genau die Elemente enthält, die i n A oder(und l ) 
B enthalten sind: 
A u B = { x l x 6 A s / x 6 B } 
b) Sei Ol eine Menge, deren Elemente selbst Mengen sind, dann 
gib t es eine Menge, Vereinigungsmenge von Ol genannt und 
mit U OL = U A 
A6GI 
bezeichnet, die genau die Elemente enthält, die i n mindestens 
einem A £ Ol l i e g e n : 
u a = { x l V A e Ol [x e A]} 
Wir bemerken dazu zunächst, daß wir unter a) die Vereinigungs-
menge A u B gefordert haben, da diese e i n e r s e i t s vernünftiger-
weise e x i s t i e r e n s o l l t e , andererseits nicht s i c h e r g e s t e l l t i s t , 
daß s i e durch b) m i t g e l i e f e r t wird. Dazu müßte es eine Menge Ol 
geben, die genau die Elemente A und B b e s i t z t . 
Fordert man axiomatisch eine solche Menge 0[ = {A,B} , dann 
kann man sic h auf b) beschränken. Umgekehrt ergibt s i c h aus 
a) zusammen mit dem nachfolgenden Potenzmengenaxiom, daß die 
Menge Ol = {A,B} e x i s t i e r t . 
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Durch Induktion über n er g i b t sich ferner, daß zu endlich v i e -
l en Mengen k A , ..^A^ auch die Vereinigungsmenge 
A^ u . . . u A^ = ( x I x 6 A>, v ... v x 6 A„ 5 
e x i s t i e r t . 
Während bei der D e f i n i t i o n von vorausgesetzt 
werden mußte (um das Teilmengenaxiom anwenden zu können), i s t 
bei der D e f i n i t i o n von U ÖL auch Ol = 0 zugelassen und 
das Axiom l i e f e r t j e t z t 
U 0 = 0 . 
Es folgen einige Rechenregeln, deren Beweis dem Leser zur Übung 
überlassen b l e i b t . 
R e c h e n r e g e l n : 
1) A u B = B u A 
2) (A U B) U C = A u (B u C) 
3) A r\ (B o C) = (A n B) u (A n C) , 
A u (B n C) = (A u B) n (A U C) . 
4) Die de Morganschen Gesetze: 
A \ (B n C) = (A \ B) u (A \ C) , 
A \ (B u C) = (A \ B) rv (A \ C) . 
Ber e i t s j e t z t haben wir a l l e B e g r i f f e , um einen topologischen 
Raum zu d e f i n i e r e n . Darauf wird hier nicht weiter eingegangen, 
doch s o l l für i n t e r e s s i e r t e Leser wenigstens die D e f i n i t i o n an-
gegeben werden. 
D e f i n i t i o n : 
Eine Menge M zusammen mit einer Menge % , deren Elemente 
Teilmengen von M sind, heißt topologischer Raum mit der 
Topologie % , wenn die folgenden Eigenschaften neiten: 
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1) A a r e ? [ u n ? ] 
2) A T 1 , J X e ? [ T ^ n T ^ e ? ] 
3) M £ ? 
Die Topologie i s t die Theorie der Mathematik, die dem Studium 
der topologischen Räume und damit zusammenhängenden Fragen ge-
widmet i s t , Sie nimmt einen bedeutenden und umfangreichen 
P l a t z im Rahmen der gesamten Mathematik e i n , 
2,5. P o t e n z m e n g e n 
Zum Aufbau der Mengenlehre wird e i n weiteres Axiom gebraucht, 
das e i n e r s e i t s s i c h e r s t e l l t , daß jede Menge auch Element(einer 
weiteren Menge) i s t und andererseits zu einer gegebenen Menge 
die Konstruktion einer Menge mit einer "größeren" Elemente-
zahl ermöglicht, 
(M 5) P o t e n z m e n g e n a x i o m 
Zu jeder Menge A g i b t es eine Menge, Potenzmenge von A ge-
nannt und mit P(A) bezeichnet, d i e genau a l l e Teilmengen von 
A a l s Elemente enthält und für die 
P(A) = ( U l U C A ) 
geschrieben wird, 
Z.B. ergi b t s i c h damit 
P(0) = { 0 } Menge mit einem Element 
P( { a } ) = {0, {a}} Menge mit zwei Elementen 
P( {a,b} ) = {0, {Q} , { b^ , {a,b)} Menge mit v i e r Elementen 
( f a l l s a 4 b ) 
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Allgemein g i l t die 
B e h a u p t u n g : 
I s t A eine Menge mit n Elementen, dann i s t P(A) eine Menge 
mit 2^ Elementen, 
B e w e i s : Vollständige Induktion nach der Zahl n der Elemente. 
Induktionsbeginn: n = 0 , d.h. A = 0 . 
Dann i s t P(0) = { 0 } eine Menge mit 1 = 2° Elementen. 
Induktionsannahme: Die Behauptung s e i r i c h t i g für Mengen mit 
höchstens n Elementen. 
Induktionsschluß: Sei A = ( a 1 M . . , a ^ ,a^>i3 eine Menge mit 
n+l Elementen. Wir unterscheiden zwei Fälle: 
l . F a l l : U c A A a n + i $ U. 
Dann i s t UC A n : = ^a,, , . . . , a ^ j . Die Menge A^ b e s i t z t nach 
Induktionsannahme 2 ™ T eilmengen und jede i h r e r Teilmengen 
i s t auch Teilmenge von A . Also g i b t es 2^ Teilmengen U C A 
mit a-n +i 4 U. 
2 . F a l l : V c A A a ^ e V . 
Wir Uberlegen j e t z t , daß man genau a l l e solchen Teilmengen V 
i n der Form 
V = U u { a ^ } 
aus genau a l l e n Teilmengen UC A^ erhält. Zunächst i s t k l a r , 
daß aus U c A , f o l g t V : = U v/ {a „ f „ } c A A a ^ 6 V . 
G i l t U ^ C A A U ^ C A A U^ * U^ , dann f o l g t 
U n u ( G ^ J £ \ J z u { a ^ f / | } . Sei umgekehrt VC A A a m H e V , 
dann f o l g t V \ { a ^ j c A „ A (V \ { a ™ „ j ) u + = V , 
a l s o erhält man genau a l l e solchen V i n der Form V = U \j { a^ + ^ } 
mit U C A-n . Da nach Induktionsannahme genau 2 ^  U C A^ 
e x i s t i e r e n , müssen f o l g l i c h genau 2 ^ V C A mit a ^ ^ 6 V 
e x i s t i e r e n . 
Da jede Teilmenge von A genau unter einem der beiden Fälle vor-
kommt, gibt es 2 ^ + 2 ^ = 2™A Teilmengen von A. 
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Bei unserem Aufbau war bisher nur die Existenz der leeren 
Menge 0 gesichert. (M 5) z e i g t , daß weitere Mengen wie 
P(0), P(P(0)) = P( {0} ), P(P(P(0))) = P({ 0 , {0) } ) , 
P(P(P(P(0)))) = P({0 , {0} ,{{0}] , { 0 , 1 0 } } ] ,...) 
mit 1, 2, 2 , 2 Elementen und deren Teilmengen e x i -
s t i e r e n . Damit erhält man insbesondere zu jeder natürlichen 
Zahl n eine Menge mit 2^ Elementen. W i l l man die Existenz 
von unendlichen Mengen, die man z.B. braucht, um die Menge IN 
der natürlichen Zahlen einzuführen, dann bedarf es eines weite-
ren Axioms. Dieses wird hi e r jedoch nicht angegeben, denn es 
handelt sich ja hier nur darum, einige Grundbegriffe der Mengen-
lehre zu entwickeln und einen möglichen oxiomatischen Aufbau 
anzudeuten. 
Da A £ P(A) für jede Menge A g i l t , i s t jede Menge auch Element. 
Darüber hinaus g i l t folgendes: Sind A A-n Mengen, 
dann gi b t es eine Menge { A n ] , die genau die Mengen 
A^ , ...,An a l s Elemente enthält. Wie man sich l e i c h t k l a r 
macht, g i l t nämlich, wenn noch 
M : = (...((A 1 U A ^ ) U A 3 )...) o An 
gesetzt wird: 
{A„ A^} = {X I X 6 P(M) A ( X = A 1 v X r A ^ . . . v / X z A j . 
Für die Potenzmengenbildung gelten folgende Rechenregeln, deren 
Beweis dem Leser zur Übung überlassen wird. 
R e c h e n r e g e l n : 
1) P(A) r\ P(B) = P(A n B) 
2) P(A) yj P(B) C P(A v B) 
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2.6. A u s b l i c k 
Wir wollen zum Schluß dieses so weit angedeuteten axiomatischen 
Aufbaues der Mengenlehre noch auf d r e i Gesichtspunkte hinweisen, 
die für den weiteren Aufbau der Mengenlehre von Bedeutung sind. 
1) E i n o r d n u n g d e s Z a h l b e g r i f f e s 
Wir haben bei unseren Überlegungen - wenn auch i n vermeidbarer 
Weise - vom B e g r i f f der natürlichen Zahl Gebrauch gemacht und 
die Zahlenmenge |N, 1, IR und C für B e i s p i e l e benutzt. Bei 
einem axiomatischen Aufbau der Mengenlehre kann man jedoch i n s -
besondere die Menge IN aufgrund von entsprechenden Axiomen 
im Rahmen der Mengenlehre gewinnen und ferner zeigen, daß 2, 
0, IR und C tatsächlich Mengen im Sinne dieser Mengenlehre 
sind. Da ein solcher systematischer, axiomatischer Aufbau 
sowohl i n der Zielsetzung a l s auch im Umfang über den Rahmen 
dieser Ausarbeitung hinausgehen würde, entwickeln wir die 
Zahlbereiche IN, I, üj, IR und C im l e t z t e n K a p i t e l dieser 
Ausarbeitung, ohne einen solchen systematischen, axiomatischen 
Aufbau streng einzuhalten. 
2) A n t i n o m i e n d e r M e n g e n l e h r e , 
d e r K l a s s e n b e g r i f f 
In der h i s t o r i s c h e n Entwicklung der Mengenlehre hat man si c h 
zunächst bei der Bildung von Mengen keine Beschränkungen auf-
e r l e g t . Man glaubte, daß durch jede "Bedingung"(Aussageform) 
die"Erfüllungsmenge dieser Bedingung", d.h. die Menge a l l e r 
Objekte, die dieser Bedingung genügen, d e f i n i e r t würde. Danach 
wäre es al s o z.B. s i n n v o l l , von der Menge a l l e r Mengen zu 
sprechen. B.Russell (1872-1969) bemerkte a l s e r s t e r , daß d i e -
ses Verfahren zu Widersprüchen (Russellsche Antinomie) führt. 
Wir wollen überlegen, daß zu jeder Menge A, deren E l e -
mente selbst wieder Mengen sind, eine Menge B mit B 4 A e x i -
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s t i e r t , so daß es keine Menge geben kann, die jede Menge a l s 
Element enthält. Nach unserem Axiom (M 3) gibt es zu einer s o l -
chen Menge A die Teilmenge 
B : = { a |a 6 A A a ^ a ] ; 
da nach Voraussetzung a eine Menge i s t und jede Menge auch 
Element i s t , hat die Beziehung a ^ a einen Sinn. 
B e h a u p t u n g : B 4 A» 
B e w e i s : Angenommen B 6 A , dann unterscheiden wir zwei 
Fälle. 
1. F a l l : B ^ B / dann f o l g t e , (da B e A) B 6 B . Widerspruch! 
2. F a l l : Es b l e i b t a l s o nur der F a l l B 6 B übrig, dann f o l g t e 
(da B G A ) B ^ B* Widerspruch! 
Also führt die Annahme B 6 A i n jedem F a l l e zum Widerspruch, 
d.h. es muß B ^ A gelten. 
Wir sind der hie r aufgezeigten Gefahr entgangen, indem wir im 
Axiom (M 3) die "Erfüllungsmenge" zu einer Bedingung ^ K ( X ) 
auf die Elemente einer b e r e i t s vorhandenen Menge beschränkt 
haben. 
Auf der anderen Seite besteht aber der Wunsch, so etwas wie 
die "Zusammenfassung" a l l e r Mengen oder a l l e r Gruppen oder 
a l l e r topologischen Räume usw. mathematisch i n den G r i f f zu 
bekommen. Dies i s t i n der Tat möglich und hat zu einer Theorie 
der Klassen geführt. Es g i b t dann im Sinne dieser Theorie die 
Klasse a l l e r Mengen, die Klasse a l l e r Gruppen usw.• Die Axiome 
für die Klassen müssen notwendig von den Axiomen für die Men-
gen abweichen, da sonst "Klasse" nur ein anderer Ausdruck für 
"Menge" wäre. Kurz kann man sagen, daß man mit Klassen"nicht 
so v i e l machen darf" wie mit Mengen. In einer solchen Theorie 
der Klassen werden dann die Mengen a l s die Klassen ausgeson-
dert, die (mindestens) i n einer Klasse a l s Element enthalten 
sind. 
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3) K a r d i n a l z a h l e n u n d O r d i n a l z a h l e n 
Das Hauptziel der Mengenlehre a l s selbständiger mathematischer 
Theorie besteht d a r i n , unendliche Mengen zu untersuchen und 
zu k l a s s i f i z i e r e n . Dies kann gesehen werden unter dem Gesichts-
punkt, den B e g r i f f der natürlichen Zahl e i n e r s e i t s a l s Anzahl 
(= Kardinalzahl) andererseits versehen mit der Anordnung der 
natürlichen Zahlen(= Ordinalzahl) auf beliebige unendliche 
Mengen auszudehnen. 
Um dies für i n t e s s i e r t e Leser kurz anzudeuten, müssen wir a l -
ler d i n g s B e g r i f f e benutzen, die er s t später i n dieser Ausar-
beitung b e r e i t g e s t e l l t werden. Man nennt zwei Mengen g l e i c h -
mächtig, wenn es eine umkehrbar eindeutige Abbildung zwischen 
diesen Mengen g i b t . Eine Klasse(dies i s t keine Menge!) a l l e r 
untereinander gleichmächtigen Mengen kann man dann a l s eine 
Kardinalzahl d e f i n i e r e n (es g i b t noch bessere D e f i n i t i o n e n 
für Kardinalzahlen, wo z.B. die Kardinalzahl eine gewisse 
wohlgeordnete Menge, aber keine Klasse von Mengen i s t ) . Um 
zum B e g r i f f der Ordinalzahl zu kommen, werden die beiden f o l -
genden Eigenschaften der Menge der natürlichen Zahlen v e r a l l -
gemeinert: 
a) IN i s t eine geordnete Menge, i n der jede n i c h t l e e r e T e i l -
menge ein k l e i n s t e s Element b e s i t z t . 
Allgemein nennt man eine geordnete Menge mit dieser Eigen-
schaft eine wohlgeordnete Menge-
b) Die Anzahl der Elemente der Menge { 0,1,2,...,n-1) i s t 
gleich n . 
Eine Ordinalzahl i s t dann eine wohlgeordnete Menge, i n der eine 
Verallgemeinerung von b) (die h i e r nicht f o r m u l i e r t werden 
kann) gültig i s t . 
Die Untersuchung der Kardinalzahlen und der Ordinalzahlen, i n s -
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besondere i h r e r Arithmetik und weiterer damit zusammenhängen-
der Fragen i s t der Hauptgegenstand der Mengenlehre. 
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§ 3 G e o r d n e t e P a a r e u n d P r o d u k t m e n g e n 
3.1. G e o r d n e t e P a a r e 
Seien a und b zwei Elemente. Wegen (M 1) g i b t es dann eine 
Menge M mit a € M und eine Menge N mit b 6 N . F o l g l i c h 
e x i s t i e r e n die Mengen 
[ a ] - {m I m t H Am = a j , 
{a,b} = { x | x £ M u N A ( x = a v x = b ) 
Da {a} und {a,b} Mengen sind, e x i s t i e r t ferner die Menge 
\ { a 5 i t a'b}} wie schon i n 2.5. gezeigt. 
D e f i n i t i o n : 
Das geordnete Paar (a,b) der Elemente a und b i s t die Menge, 
deren Elemente die Mengen [ a ] und {o/b} sind: 
(a fb) : = { (a) , {a,b}} ; 
a heißt das erste Element des Paares (a,b) , 
b heißt das zweite Element des Paares (a,b). 
Es mag zunächst etwas überraschend erscheinen, daß man den so 
anschaulich erscheinenden B e g r i f f des geordneten Paares auf 
eine nicht ganz naheliegende mengentheoretische D e f i n i t i o n 
stützt. Bei dieser Gelegenheit kann man die Frage s t e l l e n , 
welche Rolle die Anschauung denn überhaupt i n der Mathematik 
s p i e l t . Die Bedeutung der Anschauung l i e g t d a r i n , daß s i e uns 
zu Ideen, B e g r i f f e n , Sachverhalten und Beweisansätzen i n s p i -
r i e r t , die dann jedoch unabhängig von der Anschauung mathe-
matisch präzisiert werden müssen. 
Die mathematische Präzisierung des B e g r i f f e s "geordnetes Paar" 
besteht i n der vorhergehenden mengentheoretischen D e f i n i t i o n , 
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die ihre Rechtfertigung durch die folgende Behauptung erhält. 
B e h a u p t u n g : 
Seien (a,b) und (x,y) geordnete Paare; dann g i l t : 
(a,b) = (x,y) <^> a = x A b = y . 
Wegen (x,y) = { { x } , {x,y}} = (a,b) = { { o ] \ f o l g t 
{ x ] = { a) und { x, y j = { a } , al s o x = a und y = a = b . 
2 . F a l l : a * b = £ > {a,b} = { x t y } x * y {*} = { a j 
a = x b = y , wegen {a,b} = [ x , y ] . 
3.2. P r o d u k t m e n g e n 
Seien j e t z t zwei Mengen A und B gegeben und seien a € A, b 6 B. 
Dann i s t (a,b) = { {a} , {a,b}j offenbar ein Element der 
Menge P(P(Auß)), denn {a} £ P ( A u B ) , [a,b] 6 P(A U B) 
und f o l g l i c h (a,b) € P(p(A <j B)) . 
D e f i n i t i o n : 
Seien A und B Mengen. 
AxB : = {x I x e P(P(A u B)) A Va 6 A, b 6 B [x = (a,b)]} 
= {(a,b) I a € A A b 6 B} 
heißt das Produkt der Mengen A und B oder die Produktmenge 
von A und B . 
k l a r . 
: Wir unterscheiden zwei Fälle. 
l . F a l l : a = b = ^ (a,b) = (a,a) = { { 0 } , [ a , a j j = 
Die erste der beiden rechts hingeschriebenen Mengen haben wir 
nur angegeben, damit nach dem Teilmengenaxiom unmittelbar k l a r 
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i s t , daß AxB tatsächlich eine Menge i s t . Wir werden die Pro-
duktmenge im folgenden stets i n der zweiten Form schreiben. 
F o l g e r u n g : 
AxB = 0 <—> A = 0 v B = 0 . 
B e w e i s : AxB = 0 < > es g i b t kein geordnetes Paar (a,b) 
mit a e A A b £ 6 <—> es g i b t kein a € A oder kein b 6 B 
< > A = 0 v B = 0 
Nachdem wir geordnete Paare d e f i n i e r t haben, können auch ge-
ordnete T r i p e l (a,b,c) durch 
(a,b,c) : = ((a,b),c) 
d e f i n i e r t werden. Dann g i l t analog zu geordneten Paaren: 
(a,b,c) = (x,y,z) < > a = X A b = / A C = z 
B e w e i s : ((a,b),c) = ( ( x , y ) , z ) (a,b) = ( x , y ) A c = z 
< > a = x A b = y A C = z , wobei wir die entsprechende 
Behauptung für geordnete Paare benutzt haben. 
Induktiv lassen s i c h dann auch geordnete n-Tupel durch 
( a ^ /•••, an ) : = ( ( a ^ , ...,a-n^ ), a ^ ) 
d e f i n i e r e n , die wiederum die entsprechende Eigenschaft wie die 
geordneten Paare und T r i p e l haben. Später, wenn wir Abbildungen 
zur Verfügung haben, können wir geordnete n-Tupel auch a l s 
"Familien" d e f i n i e r e n . 
Produktmengen spielen im folgenden K a p i t e l bei der D e f i n i t i o n 
von Relationen eine grundlegende R o l l e . 
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I I . R E L A T I O N E N , I N S B E S O N D E R E 
A B B I L D U N G E N , Ä U U I V A L t N Z R E L A T I O N t N 
U N D O R D N U N G E N 
§ 1 D e f i n i t i o n u n d a l l g e m e i n e E i g e n -
s c h a f t e n 
Die umgangssprachliche Bedeutung des Wortes Relation besagt, 
daß zwei Objekte, Personen, B e g r i f f e , Ereignisse usw. miteinan-
der i n Beziehung stehen. Dieses " i n Beziehung stehen" s o l l nun 
mathematisch gefaßt werden. 
1.1. D e f i n i t i o n : 
Eine Relation 
3 = (A,B,U) 
i s t e in geordnetes T r i p e l von Mengen A,B,U mit U C AxB . 
Die Elemente von U sind also geordnete Paare (a,b) mit a 6 A 
und b 6 B. Man kann die Relati o n § so i n t e r p r e t i e r e n , daß ein 
Element a € A genau dann zu einem Element b 6 B i n Relation 
steht, wenn (a,b) i n U l i e g t . 
Man nennt eine Relation ^ = (A,B,U) auch eine Relation 
von A i n B oder nach B oder auch zwischen A und B. 
I s t A = B, dann heißt 5 Relation von A. 
1.2. B e z e i c h n u n g e n : 
Quelle von j = Uu( s ) : = A 
Z i e l von 5 = Z i ( 0 ) : = B 
Graph von y = Cr( y ) : = U 
U r b i l d von ^  = Ur( 0 ) = {o a e A A V b e B [(a,b) 6 U]j 
B i l d von $> = Bi ( S ) = {b b 6 B A V a e A [(a,b) 6 U]} 
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1.3. B e i s p i e l e : 
1) = (A,B,Axß) heißt die größte Relation zwischen A und B. 
2) o = (A,B,0) heißt die k l e i n s t e oder leere Relation zwischen 
A und B. 
3) J = (A,A, {(a,a) | a 6 A} ) heißt die identische oder G l e i c h -
h e i t s r e l a t i o n von A. 
Ohne daß wir davon im allgemeinen F a l l weiterhin Gebrauch ma-
chen, s o l l noch erwähnt werden, daß man für gewisse Relationen 
eine Produktrelation d e f i n i e r e n kann. A l l e r d i n g s wird bei un-
seren weiteren Überlegungen diese Produktbildung im S p e z i a l -
f a l l von Abbildungen eine wichtige R o l l e spielen* 
1.4. D e f i n i t i o n : 
Gegeben seien Relationen 
? = (A,B,U) , S = (B,C,V) . 
Dann s e i 
cSo : = (A,C,W) 
mit W : = { (a,c) I (a,c) 6 AxC A V b e B [(a,b) € U A (b,c) e V i } 
Man beachte, daß h i e r b e i Z i ( ? ) = Qu( & ) vorausgesetzt 
wurde. 
Im folgenden werden d r e i Typen von Relationen eingehender be-
trachtet und zwar Abbildungen, Äquivalenzrelationen und Ord-
nungen. 
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§ 2 A b b i l d u n g e n 
^ • 1 • P_e J^i-ü i t i o n: 
Eine Abbildung i s t eine Relation 
^ = (A,B,U) 
derart, daß zu jedem a € A genau e i n b e B mit (a,b) 6 U 
e x i s t i e r t . 
Man beachte, daß die Formulierung "zu jedem a € A e x i s t i e r t 
genau e i n b 6 B mit (a,b) 6 U" auch wie f o l g t gefaßt werden 
kann: Zu jedem a £ A e x i s t i e r t e i n b e B mit (a,b) 6 U 
und f a l l s für b 1 6 B auch (a,b^ ) e U g i l t , so f o l g t b = b^ 
Bei Abbildungen benutzen wir die allgemein bei Relationen i n 
l . 2 . eingeführten Bezeichnungen. Da j e t z t jedoch nach D e f i n i -
t i o n der Abbildung Ur( y ) = A = Uu( y ) g i l t , i s t die Be-
zeichnung Ur( ff ) überflüssig. 
Ferner führt man bei Abbildungen die folgende Schreibweise e i n : 
y (a) : = b <=> (a,b) 6 Gr( y ) 
oder 
a » > b : (a,b) 6 Gr( <j ) . 
Diese Schreibweise i s t (eindeutig und daher) s i n n v o l l , da zu 
jedem a & A genau e i n b 6 B mit (a,b) 6 U e x i s t i e r t . 
G i l t (a,b) 6 Gr( ^  ) , d.h. nach der neuen Schreibweise 
^ (a) = b oder a » > b , dann heißt b das B i l d von a 
bei y und a heißt ein U r b i l d von b bei y . Man sagt 
auch, daß bei a auf b abgebildet wird oder daß b 
a zugeordnet wird. 
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Mit diesen Bezeichnungen g i l t offenbar 
Bi( y ) = { y (a) I a 6 Qu( y ) j 
Gr( y ) = {(a, y (a)) | a 6 Qu( <J ) J . 
Liegen Uu( y ) und Z i ( y ) f e s t , dann i s t y durch Gr( y ) 
eindeutig bestimmt. 
Die Abbildung y wird auch durch die Schreibweisen 
y : A — > B , A B 
angegeben. Nicht ganz korrekt, aber bequem, kann y auch durch 
y : A 3 a » > b 6 B 
angegeben werden, wobei o f t auch y noch weggelassen wird. 
2.2. D e f i n i t i o._n_: 
1) Die Abbildung <y heißt s u r j e k t i v : 
Bi( y ) = Z i ( y ) 
(d.h. y i s t Abbildung auf ganz Z i ( y ) ) 
2) Die Abbildung y heißt i n j e k t i v : 
A a, , a A e Qu( y ) [ a^ * a ^ = > y ( a ^ ) * y ( a j ] 
(d.h. y i s t eineindeutig) 
3) Die Abbildung y heißt b i j e k t i v : 
<C > y i s t s u r j e k t i v und i n j e k t i v . 
2.3. B e i s p i e l e : 
1) Die identische Abbildung einer Menge A , bezeichnet mit 1^ 
1 A : A 3 a \ > a 6 A . 
Offenbar i s t dies die identische Relation(siehe 1.3.), die 
j e t z t a l s identische Abbildung bezeichnet wird. 
2) IN 9 n i > 2n 6 IN. 
3) IN 9 n i > 2n 6 {2,4,6,8,...} /:>•'• 
Man beachte, daß die Abbildungen i n 2) und 3) verschie-
den sind, da ihre Z i e l e verschieden sind. Die Abbildung i n 
2) i s t i n j e k t i v , aber nicht s u r j e k t i v , während die Abbildung 
i n 3) b i j e k t i v i s t . 
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4) |R 9 r i > [ r j e 2 ; 
dabei s e i [ i ] die größte ganze Zahl ^ r . Diese Abbildung 
i s t s u r j e k t i v aber nicht i n j e k t i v . 
5) <U 3 q i -> q 6 IK, 
Inklusionsabbildung der Teilmenge Ii C IR i n IR. 
Diese Abbildung (die von 1Q verschieden i s t ! ) i s t i n -
j e k t i v aber nicht s u r j e k t i v . 
6) IR 3 r • > 2 r 6 |R+ , 
wobei IR* : = {r I r 6 IR A r > 0} . 
Gegeben seien j e t z t zwei Abbildungen 
cL : A i > B und ß : B i > C , 
wobei a l s o Z i ( cC ) = Qu( ß ) i s t . Dann kann a l s S p e z i a l f a l l 
von 1.4. das Produkt ß*^ d e f i n i e r t werden. 
2.4. D e f i n i t i o n : 
Seien oL : A > > B , ß : B • > C 
Abbildungen. Dann s e i 
ß± : = (A,C,W) 
mit 
W : = { ( Q / ß(di (a))) I a 6 A } 
d.h. ( /3d )(a) = ß ( oL ( a ) ) , a 6 A . 
ßdL heißt das Produkt oder die Hintereinanderausführung der 
Abbildungen o l und ß 
O f f e n s i c h t l i c h i s t die Relati o n ß cL = (A,C,W) wieder eine 
Abbildung, denn zu jedem a 6 A i s t ß ( oL (a)) ein durch 
a (bei gegebenen festen cL und ß ) eindeutig bestimmtes 
Element aus C , denn nach Voraussetzung sind ©L (a) durch 
a und ß ( d l ( a ) ) durch d. (a) eindeutig bestimmt. 
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Wir weisen noch einmal ausdrücklich darauf hin, daß ß<L nur 
unter der Voraussetzung B i ( oC ) = Qu( ß ) d e f i n i e r t i s t 
und wollen, wenn die Schreibweise ßd benutzt wird, dies voraus-
setzen. 
2.5."K a t e g o r i s c h e " E i g e n s c h a f t e n d e s 
P r o d u k t e s v o n A b b i l d u n g e n 
a) Seien 
oL : A » > B A ß : B » > C A y : C ' > D 
Abbildungen, dann g i l t das a s s o z i a t i v e Gesetz: 
JT( /3cL ) = ( ) * 
b) Für die schon eingeführte identische Abbildung 1 A bzw. 1ß 
g i l t : 
B e w e i s : 
a) Quelle (= A) und Z i e l (= D) von y ( / 3 c i ) und (yß)ol 
stimmen o f f e n s i c h t l i c h überein. Fragt s i c h nur, ob im Gra-
phen beider Abbildungen zu a 6 A jeweils die gleiche 
zweite Komponente aus D gehört. Für }f i s t diese 
nach D e f i n i t i o n des Produktes g l e i c h 
( ))(o) = r ( ( /3oL)(a)) 
= 2T( 0 ( o L (o))) 
und für( v//3 )ot g l e i c h 
(( y ß ) « 0 ( a ) = ( f t f ) ( o L ( a ) ) 
= r ( A ( e L ( a ) ) ) 
F o l g l i c h g i l t a ). 
b) Quelle (= A) und Ziel(= B) von oL , o L l A und 1 ßcL stim-
men überein. Da auch 
d { o ) = o L ( l A (a)) = l e ( c t ( a ) ) , 
f o l g t b). 
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Die Bezeichnung "kategorische Eigenschaften" s o l l hier nicht 
erläutert werden, doch s o l l erwähnt werden, daß die Klasse 
a l l e r Mengen zusammen mit a l l e n Abbildungen eine sogenannte 
Kategorie b i l d e t , für die die Eigenschaften die d e f i n i e r e n -
den Eigenschaften sind. 
Mit H i l f e des Produktes kann man Surjektionen und Injektionen 
i n folgender Weise kennzeichnen. 
2.6. S a t z : 
Sei d l : Ai > B eine Abbildung. 
a) oL i s t dann und nur dann s u r j e k t i v , wenn für beliebige 
Abbildungen ß A , ß ^ g i l t : 
b) oL i s t dann und nur dann i n j e k t i v , wenn für bel i e b i g e 
Abbildungen , g i l t : 
B e w e i s : 
a) Sei oL s u r j e k t i v und g e l t e ß A cL = ß± cL , dann f o l g t 
zunächst Z i ( ßA ) = Z i ( ßA di ) = Z i ( ßx<L ) = Z i ( ßj) , 
B = Z i ( d ) = Qu( ßA ) = Uu( /3j) . 
Sei j e t z t b e B , dann g i b t es, da cL s u r j e k t i v i s t , e i n 
a € A mit oL(a) = b. Nach Voraussetzung f o l g t dann 
^ ( b ) = f b A { ot(a)) = )(a) 
= ( /3AoL )(a) = /34( oc(a» = /3^(b) , 
als o g i l t auch Gr( /3>,) = Gr(/3^) und f o l g l i c h = ß± . 
Um die Umkehrung zu beweisen, zeigen wir, daß, wenn cL nicht 
s u r j e k t i v i s t , die Bedingung i n a) nicht erfüllt i s t . Sei also 
oL nicht s u r j e k t i v , d.h. es gebe ein Element b 0 6 B, 
b Q & B i ( oi ). Dann d e f i n i e r e man Abbildungen 
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/3- : B ,(i=l,2) 
mit 
/3,(b) : = 1 für a l l e b 6 B 
für b 6 B A b £ b 0 
für b = b 0 
Dann g i l t ^ ; da andererseits b 0 nicht i n 
Bi( ol ) = { oC(a) |a e A j enthalten i s t , g i l t für a l l e a 6 A 
al s o /3,j ol = A ^ c l . 
b) Sei oL j e t z t i n j e k t i v und gelte 6L f A = et Jfe , dann f o l g t 
Qu( ) = Qu( oL ^  ) = Qu( oL ) s Qü( Jfi ) # 
A = Qu( oL ) = Z i ( fr ) = Z i ( fr ) . 
Für c 6 Qu( }fa ) = Qu( ) g i l t nach Voraussetzung 
M < 0 ) = ) ( c ) = ( CLJTA ) ( c ) = d{ p ( c ) ) 
• und da ot i n j e k t i v i s t , f o l g t 
M O = M O # 
woraus sic h Gr( Jft ) = Gr( fo) e r g i b t . Also g i l t Jfa = . 
Um die Umkehrung zu zeigen, s e i ol nicht i n j e k t i v , d.h. es 
gebe Elemente a ^  , a Ä 6 A, a>, £ a Ä mit °^(a^ ) = oi-C
0^ ) • 
Dann betrachte man die Abbildungen 
( /310L ) (a) = A , ( cC(a)) = /3Ä( ot ( a ) ) = ( /5 a«c ) (a) 
zunächst 
O l , ( i = 1,2) 
mit 
Für spätere Verwendung beweisen wir noch den folgenden H i l f s s a t z . 
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2.7. H i l f s s a t z : 
Seien d : A —> B und f b : B ^ C A b b i l d u n g e n , d a n n g i l t 
a) S u r j e k t i v o l A s u r j e k t i v fb > s u r j e k t i v /3 o l ; 
i n j e k t i v A i n j e k t i v ß > i n j e k t i v /2>oL 
b) S u r j e k t i v /3d > s u r j e k t i v fb / 
i n j e k t i v /3oL > i n j e k t i v d l 
B e w e i s: 
a) Folgt sofort aus der D e f i n i t i o n von s u r j e k t i v und i n j e k t i v . 
b) S u r j e k t i v /3ol==>Bi(/2>dl) = Zi(/5oL) = Z i ( fb ) .Da 
Bi( /3OL) = | / 3 ( ^ ( a ) ) | a G A ] c B i ( /3 ) = { /3(b) | b 6 ß} 
f o l g t B i ( /3 ) = Z i ( fb ) , d.h. /3 i s t s u r j e k t i v . 
Seien a ^  , < x z € A und a^ ^ a^ , dann f o l g t nach Voraus-
setzung / 3 ( o L ( a i ) ) = ( / 5 e t ) ( 0 4 (/3oL ) ( a J = / 3 ( o L ( a J ) 
a l s o auch ol ( a 1 ) £ oC ( a J , d.h. oL i s t i n j e k t i v . 
Wir wollen j e t z t noch überlegen, daß es zu b i j e k t i v e n A b b i l -
dungen ( b e i d s e i t i g e ) Umkehrabbildungen g i b t . 
2.8. H i l f s s a t z : 
Für die Abbildung o l : A — B g i l t : 
B i j e k t i v o l <—> es e x i s t i e r t eine Abbildung o l 1 : B >A 
mit ol 1 ol = 1 A A olol* = lß 
B e w e i s : 
= > : Sei o l ' : = (B,A, {(b,a) | (a,b) 6 G r ( o l ) j ) , dann i s t 
o l . 1 eine Abbildung, denn aus der Surjektivität von o l f o l g t , 
daß zu jedem b £ B mindestens ein Paar (b,a) 6 G r ( o L ' ) e x i -
s t i e r t und aus der Injektivität von o l f o l g t , daß z u festem 
b 6 B höchstens ein Paar (b,a) 6 G r ( o l ' ) e x i s t i e r t ; insgesamt 
gi b t es also zu b 6 B genau e i n Paar (b,a) 6 G r ( o L ' ) . Nach 
D e f i n i t i o n von o t ' f o l g t sofort 
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< : Da 1 A bzw. 1^ b i j e k t i v i s t , f o l g t nach 2.7., 
daß o l i n j e k t i v bzw. s u r j e k t i v , insgesamt also b i j e k t i v 
sein muß. 
Ergänzend zu diesem H i l f s s a t z s t e l l e n wir noch f e s t , daß zu 
bijektivem d genau ein ol 1 : B—>A mit d ' d = 1 A A oloC's " ^ e x i -
s t i e r t . Sei auch oc' ' d = 1^ A o L o L M = 1 ß , dann f o l g t 
d ' = d ' l ß = c ^ U d " ) 
= ( d ' d ) d " = 1 A d ' ' = d " 
(wobei wir von d ' nur d ' d = 1 A und von d
1 1 nur d d 1 1 = 1^ 
benutzt haben). 
2.9. D e f i n i t i o n : 
Sei d : A > B b i j e k t i v . Dann wird die zuvor mit d 1 be-
zeichnete Abbildung 
(B,A, {(b,a) | (a,b) 6 Gr( d ) } ) 
die zu d inverse Abbildung genannt und mit d " 1 bezeichnet. 
2.10. F o l g e r u n g : 
a) B i j e k t i v d = ^ b i j e k t i v c C A ^ ( d ^ ) " 1 = d 
b) B i j e k t i v d A b i j e k t i v ß b i j e k t i v / 3 d A ( ß<L )"^= d J A ( V A 
B e w e i s : 
a) Die rechte Seite von 2.8. i s t bezüglich d und d 1 sym-
metrisch; a l s o f o l g t daraus auch, daß d 1 = d _ / | b i j e k t i v 
und d die eindeutig bestimmte inverse Abbildung zu cL'^ 
i s t , die nach 2.9. mit ( d " ^ ) " 1 bezeichnet wird. 
b) Es g i l t 
( d - 4 ß'A)(ß^ ) = o T W / 3 ) d = 
= oi 1 ß d = d ^ d = 1 A , 
sowie (/3d = 1 6 , 
so daß wieder nach 2.8. die Behauptung f o l g t . 
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Man beachte i n diesem Zusammenhang, daß für eine Abbildung 
cL : A > B aus der Existenz einer Abbildung ß : B > A 
mit fbcL = 1 A keineswegs ci/3 = l g , d.h. die Bijektivität 
von dL folgen muß. Sei z.B. 
ol : IN a n i > 2n 6 IN 
und fb : IN > IN 
mit 
/3(2n) : = n , n 6 IN 
/3(2n-l) : = 1 , n e IN 
dann g i l t offenbar 
aber iyfx- '-— dl/3 4 1 Q , denn 
(oL/3 ) ( 2 n-l) = oL(1) = 2 . 
Zum Schluß dieses Abschnittes haben wir noch die Einschränkung 
einer Abbildung zu d e f i n i e r e n . 
2.11. D e f i n i t i o n : 
Sei ot : A — > B und s e i A 0 C A , dann heißt 
d|A 0 : = ( A 0 ,B,Gr(ct) n ( A 0 xß)) , 
die Einschränkung von oL auf A 0 
Es i s t sofort zu sehen, daß OI|A0 wieder eine Abbildung i s t . 
Bei gewissen Überlegungen i s t es üblich, eine Abbildung a l s Fa-
m i l i e zu bezeichnen. Leider g i b t es keine genaue Angabe darüber, 
wann man diesen Wechsel i n der Bezeichnung vorzunehmen hat. 
Recht vage kann man sagen, daß man eine Abbildung dann eine 
Familie nennt, wenn es einem nicht so sehr auf die Abbildung 
"an s i c h " ankommt, sondern vielmehr auf die B i l d e r bei dieser 
Abbildung. Bezeichnet man eine Abbildung 
f: y > M 
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al s Familie, dann nennt man die uuel l e 3- von f auch die 
Indexmenge der Familie f . Für f wird dann meist eine der 
folgenden Schreibweisen benutzt: 
f = ( f ( i ) I i e 3 ) = ( f ( i ) ) = 
= (f;, | i e 3- ) = ( f - ) = 0 0 (mit m L = f ( i ) ) 
I s t 3 endlich, etwa 3 = {1,2,...,n} , dann wird auch 
f = ( f ^  /•••/fT» ) 
geschrieben. Für 3- = IN benutzt man die Bezeichnung 
f = ( f , . f ^ , . . . ) = ( t L ) . 
Wir hatten früher die Produktmenge 
AxB = {(a,b) I a 6 A A b 6 B} 
d e f i n i e r t . Es s o l l j e t z t eine Menge von Familien angegeben 
werden, die zu AxB b i j e k t i v i s t , so daß wir damit - bis 
auf eine B i j e k t i o n - eine neue D e f i n i t i o n für AxB erhalten. 
Sei f : { 1,2} > A u B 
mit f ( l ) 6 A A f ( 2 ) 6 B . 
Für f schreiben wir zunächst f = <C f ^  * f A,^ , 
wobei f^ : = f ( l ) , f A : = f ( 2 ) s e i . 
Sei AxB die Menge a l l e r solchen Abbildungen f : { l , 2 } — > A u B 
mit f^ 6 A A f ^ e B . 
B e h a u p t u n g : 
$ : AxB 9 <f 1 ,f^> i > , f Ä ) 6 AxB i s t eine 
Bi j e k t i o n . 
B e w e i s : O f f e n s i c h t l i c h i s t jflT eine s u r j e k t i v e Abbildung, 
denn g i l t a 6 A, b 6 B, dann i s t f : { l , 2 J >A w B mit 
f ( l ) : = a, f(2) : = b eine Abbildung mit j ^ ( f ) = <a,b> ) = 
= (a,b) . Aus ( f ^ ,f z ) = ( g ^ , g a ) f o l g t f^ = g ^  A f x = g ^ , 
also f = g , d.h. < f A , f a > = < g 1 ,g a> • Demnach i s t $ 
auch i n j e k t i v . 
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Nachdem man damit weiß, daß 0 eine B i j e k t i o n i s t , läßt man 
den Unterschied i n der Schreibweise AxB und <( f 1 , > 
bzw. AxB und ( f ^ , f ^  ) weg und schreibt i n beiden Fällen 
AxB und ( f 1 , f ^ ) . Welche D e f i n i t i o n dafür zugrunde gelegt 
wird, kann dem jeweiligen Zweck überlassen bleiben. 
Entsprechend kann man auch 
A ^ X • • • XA 
im Sinne der ursprünglichen mengentheoretischen D e f i n i t i o n 
A^ x.. .xA^ : = (...((A^ x A Ä )xA 3 )x...A T )_^)xA Y 1 
auffassen oder a l s Menge a l l e r Familien 
f : [ l , 2 , . . . , n ] > KJ A^ \J ... \j A ^  
mit f ( i ) £ A; ( i = 1,...,n) , 
d.h. mit der Schreibweise f c = f ( i ) a l s die Menge 
{ ( U >--"*^ ) I f i 6 A L ] 
Die neue Auffassung trägt a l l e r d i n g s weiter, da man j e t z t nicht 
auf endliche Indexmengen 3- beschränkt i s t . Sind z.B. die 
Mengen { A* I i € IN j gegeben, dann s e i 
TTA^ = A^ xA -> xA«, x... 
i e i N J 
: = { ( ^ , f Ä ,^3 I fi
 e A i I 
d.h. die Menge a l l e r Familien 
f: IN » U A L 
mit f ( i ) = f t 6 K ( i 6 IN) . 
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§ 3 Ä q u i v a l e n z r e l a t i o n e n 
3.1. D e f i n i t i o n : 
Eine Äquivalenzrelation einer Menge A i s t eine Relation 
<j = (A,A,U), die folgende Eigenschaften erfüllt: 
(1) Reflexivität: A a G A [(a,*) 6 U] 
(2) Transitivität: 
A a,b,c 6 A [(a,b) 6 U A (b,c) 6 U =?> (a,c) e ü ] 
(3) Symmetrie: A a , b e A [(a,b) 6 U (b,a) 6 ü] 
Schreibt man für a,b 6 A: 
a ^ b : <^ => ( Q / b ) 6 U , 
dann nehmen ( l ) , ( 2), (3) die folgende übliche Form an: 
(1) A a 6 A [ a ~ J a] 
(2) A a,b,c 6 A [a ^  b A b ^ J c =^> a ^ c ] 
(3) A a , b 6 A [ a ^ b =^> b ^ a ] 
Für die Äquivalenzrelation ^ = (A,A,U) wird dann auch 
(A, r^j ) oder, f a l l s keine Verwechslung nöglich i s t , auch 
nur S^-J geschrieben. 
3.2. B e i s p i e l e : 
1) Die identische Relation 1 A = (A,A, [(0,0) | a 6 A} ), d i e , 
wie schon f e s t g e s t e l l t , eine Abbildung i s t , i s t auch eine Äqui-
v a l e n z r e l a t i o n . Für s i e g i l t : a b<£=^ a = b , d.h. die G l e i c h -
h e i t von Elementen i n A i s t eine Äquivalenzrelation. Unter 
Berücksichtigung von (1) "stehen h i e r so wenig wie möglich 
Elemente zueinander i n Rela t i o n " , d.h. 1 A i s t die Äquivalenz-
r e l a t i o n , deren Graph a l s Teilmenge im Graphen einer jeden an-
deren Äquivalenzrelation von A enthalten i s t . 
2) Die Relation (A,A,AxA) i s t o f f e n s i c h t l i c h auch eine Äqui-
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v a l e n z r e l a t i o n von A , deren Graph im Gegensatz zu dem von 
1 A die Graphen a l l e r Äquivalenzrelationen von A enthält. 
3) Zu jeder Abbildung 
vj> : A > M 
gehört eine Äquivalenzrelation von A: Sei für a,b 6 A 
ar^j b: <=^> y (a) = vj> (b) , 
dann i s t sofort zu bestätigen, daß (1), (2), (3) erfüllt 
sind. O f f e n s i c h t l i c h i s t dies genau dann die identische R e l a t i o n 
von A , wenn y i n j e k t i v i s t . 
4) Äquivalenzrelationen i n der Menge 2 der ganzen Zahlen e r -
hält man auf folgende Weise: 
Sei n 6 1 , n 4 0 , dann wird für a,b 6 1 
a ~ b : <i—S> n/a-b 
d e f i n i e r t . Dabei bedeutet n/a-b , daß n T e i l e r von a-b i s t , 
d.h. daß ein q 6 2 mit a-b = qn e x i s t i e r t . S t a t t a ~ b 
schreibt man j e t z t meist 
a = b ( mod n) , 
i n Worten: a kongruent b modulo n . Wir weisen noch darauf 
hin, daß a = b(mod n) , d.h. n/a-b genau dann g i l t , wenn 
a und b bei D i v i s i o n durch n mit Rest ( i s t a = qn+r 
mit 0 ^ r < |n| , dann i s t r der Rest) den gleichen Rest 
besitzen. 
3.3. D e f i n i t i o n : 
Sei (A, r^j ) eine Äquivalenzrelation. 
1) Für a e A heißt 
a : = [ x l x 6 A A X ^ a ] 
die durch a erzeugte Aquivalenzklasse zur Mquivalenzrela-
t i o n ( A , ~ ) . 
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2) Ä = A / ^ : = { 5 I a G A ] 
heißt die Menge der Äquivalenzklassen zur Äquivalenzrela-
t i o n ( A , ~ ) . 
3) G i l t b e a , dann heißt b ein Repräsentant der Äquiva-
lenzklasse a 
3.4. H i l f s s a t z : 
Sei ( A , ~ ) eine Äquivalenzrelation, dann g i l t : 
1) b e ä 4=^ > ä = b 
(genau a l l e Repräsentanten einer Äquivalenzklasse erzeugen 
die Äquivalenzklasse). 
2) A a , b 6 A [ ä * b = > a n b = 0] 
(Äquivalenzklassen, die nicht g l e i c h sind, sind d i s j u n k t ) . 
3) U ä = A 
(Die Vereinigungsmenge über a l l e Äquivalenzklassen von (A,^> 
i s t A ). 
B e w e i s : 
1) — ^ > : b e a —)> b^'a > a ^ b , 
G i l t x r \ j Q = > x/^b > a c b 
G i l t y ^ b =^> y r ^ j a b C a 
also a = b . 
<— : a = b = > b 6 b = a 
2) Sei a n E £ 0 u n c^ s e i c G a r\ b =$> (c e a = > c = a) A 
(c 6 b =^> c = b) ==$> c = a = b . 
3) Da a 6 ä U ä = A. 
OL e A 
Die Bedingungen 2) und 3) dieses H i l f s s a t z e s besagen, daß 
Ä = tk/eine sogenannte P a r t i t i o n von A i s t . 
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3.5. D e f i n i t i o n : 
Eine P a r t i t i o n einer Menge M i s t eine Menge von n i c h t l e e -
ren, paarweise disjunkten Teilmengen von M , deren Vereinigung 
g l e i c h A i s t . In Zeichen: 
P a r t i t i o n 'p von A : <^  )» 
? C p ( A ) \ { 0 ) A AX,Y€P [ X * Y =*> X n Y = 0] 
A UP = U X = A . 
Wie H i l f s s a t z 3 .4. z e i g t , i s t i n der Tat zu jeder Aquivalenz-
r e l a t i o n ( A , ^ ^ ) A / ^ = ^a l a 6 A J eine P a r t i t i o n von A• 
Bemerkenswert i s t nun, daß umgekehrt zu jeder P a r t i t i o n *P von 
A eine Äquivalenzrelation ( A , ~ ) gehört, für die 
y = A / ~ 
g i l t . Man d e f i n i e r t dazu für a,b€ A: 
a rsj b : <—> V x e ¥ [ a G X A b e x ] , 
d.h. es seien genau dann zwei Elemente äquivalent, wenn sie 
beide i n einer der Mengen aus ^? l i e g e n . Wir prüfen die Bedin-
gungen für eine Äquivalenzrelation nach: 
Reflexivität: Wegen U ~P = A l i e g t jedes a i n einem X 6 ~P 
also f o l g t a ^ a . 
Transitivität: Seien a ^ b , d.h. a,b6 X 6 T und b ^ c , 
d.h. b,c 6 Y6 ^? > c 6 X n Y , wegen der paarweisen U i s -
junktheit f o l g t X = Y > a,c 6 X = ^ a ^ c . 
Symmetrie: a ^ b , d . h . a,b 6 X e f )> b,a 6 X b ~ a . 
Nach De f i n t i o n von a und A / ~ g i l t dann o f f e n s i c h t l i c h 
y = A / ~ . 
In 3.2. B e i s p i e l 3 wurde f e s t g e s t e l l t , daß zu jeder Abbildung 
y : A > M eine Aquivalenzrelation gehört, die durch 
3.6. a ^ b : <—j> y (a) = f (b) 
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d e f i n i e r t wird. Wir wollen jetzt überlegen, daß man y über 
A / ~ "fak t o r i s i e r e n " kann. 
Dazu betrachten wir, wenn zunächst ( A , ~ ) eine beliebige Aqui-
valenzrelation i s t , die surjektive Abbildung: 
V : A 3 a i > ä 6 Ä = A / ~ , 
die also jedes Element a 6 A auf die durch a erzeugte Aqui-
valenzklasse a = {x 1 x 6 A A x ^ a 3 abbildet. Man nennt 
V die zu (M, ~> ) gehörende natürliche S u r j e k t i o n . 
Sei jetzt wieder (A, ^  ) die im Sinne von 3.6. zu J^> :A M 
gehörende Aquivalenzrelation mit der zugehörigen Menge 
der Aquivalenzklassen A = . Dann kann eine i n j e k t i v e 
Abbildung 
y : Ä > M 
so d e f i n i e r t werden, daß 
y = 
g i l t . Man hat damit als Produkt der I n j e k t i o n ^ und 
der Surjektion v> dar g e s t e l l t . Das Bestehen der Gleichung 
v£ = v> drückt man auch dadurch aus, daß man sagt, das 
Diagramm 
3.7. 
i s t kommutativ. 
3.8. D e f i n i t i o n v o n v£ : 
y : A 3 a l > ^ ( a ) £ M 
Um zu sehen, daß dies tatsächlich eine Abbildung i s t , muß f e s t -
g e s t e l l t werden, daß es zu a nur ein Paar (a, ^>(a)) 6 Gr(y) 
g i b t , d.h. daß ^ ( a ) nicht von der Wahl des Repräsentanten a 
von a abhängt. Sei a = b , dann f o l g t a ~ b , also nach 3.6. 
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vj> (a) = 'j(b), womit das Gewünschte bewiesen i s t . Sei nun 
a e A, dann g i l t ( y V )(a) = y ( V (a)) = ^>(a) = ^ ( a ) , also 
= y . 
Der soeben geschilderte Sachverhalt kann noch verallgemeinert 
werden, indem a n s t e l l e der zu y gehörenden Äquivalenzrelation 
a ^ b y ( a ) = y ( b ) 
eine beliebige " k l e i n e r e " ("kleinere" bezieht sich auf die In-
kl u s i o n der zugehörigen Graphen) Äquivalenzrelation t r i t t . 
3.9. S a t z : 
Sei y : A > M eine Abbildung und s e i eine Äquivalenz-
r e l a t i o n von A mit der Eigenschaft 
Aa,b € A [ a ~ b > f (a) = ^ ( b ) 3 
Dann sind 
V : A 3 a i > a 6 A / ^ 
und 
y :A/~ 3 ä I > ^ ( a ) € M 
Abbildungen mit 
f = y V 
und ^ i s t durch die Gleichung ^ = ^  V eindeutig bestimmt. 
B e w e i s : Die s u r j e k t i v e Abbildung V hatten wir b e r e i t s 
zuvor betrachtet und a l s die zu ~* gehörende natürliche Sur-
j e k t i o n bezeichnet. Um nun f e s t z u s t e l l e n , daß <f eine Abbildung 
i s t , muß überlegt werden, daß <p(a) = vp(a) unabhängig von 
der Wahl des Repräsentanten a von a i s t . Sei a = b, dann 
f o l g t a ^ b , al s o nach Voraussetzung >^ (a) = vp (b) . 
F o l g l i c h i s t y eine Abbildung. Ferner g i l t für a 6 A: 
(f V )(a) = vp(ä) = vj>(a) 
a l s o >^ = >^ V . Sei auch =oty mit einer Abbildung 
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oi : A/^ > M , dann folgt ^ ( a ) = («LV)(a) = d ( a ) = ^ ( a ) , 
also oL = y . 
Dieser Satz kann auf endlich v i e l e Äquivalenzrelationen ausge-
dehnt werden. 
3.10. S a t z : 
Sei ^ : A 4 x...xA^ > M 
eine Abbildung und seien 
('S / )'••••' ( A n , ~ ) 
Aquivalenzrelationen mit der Eigenschaft 
A (a^ ,.. . a ^ ), (b^ ,... ) 6 A n x . . .xA^ 
Dann sind 
jtik^ x...xA^ 3 (a^ , . . . , 0 ^ )» >(a / 1 , ..., Q t 1 ) £ (A^ { y )x. . x ^ / ~ 
und 
$ : ( A ^ / / V ) x - - - x ( A ^ / ^ J ) => (a^ ,...,a n ) i ^ . ( a ^ , . . . , Q r | ) 6 M 
Abbildungen mit y y JA. und ^ i s t durch i i ^ Gleichung 
vy = ^ e i n d e u t i g bestimmt. 
B e w e i s : Wie im Beweis von 3.9. sine die Behauptungen so-
f o r t zu bestätigen, wobei j e t z t die "Verträglichkeitsvoraus-
setzung" [ a- b- für i = l , . . . , n y (a^ , ... ,a ^  ) = 
^ ^ . . ^ b ^ ) ^ i m p l i z i e r t , daß >^  eine Abbildung i s t . 
- 44 -
§ 4 O r d n u n g e n 
4.1ß.__e_f_ i_il„_i. t i o n: 
Eine Ordnung (oder Anordnung) einer Menge A i s t eine R e l a t i o n 
= (A,A,U) , die folgende Eigenschaften erfüllt: 
(1) Reflexivität: A a € A [(a,a) £ ü] 
(2) Transitivität: A a,b,c € A [(a,b) & U A (b,c) £ U = M a , c ) € ü] 
(3) Antisymmetrie: A a,b £ A [(a,b) € U A (b,a) £ U a = b] 
4.2. B e z e i c h n u n g e n : 
Für a,b 6 A setze man 
a & b :4=> (a,b) 6 U 
a $ b (a,b) £ U . 
Für die Ordnung j von A schreibt man auch <} = (A, ^  ) oder 
nur kurz 4, und man nennt A eine geordnete Menge mit der Ordnung £ . 
Mit der h i e r eingeführten Schreibweise nehmen die Bedingungen 
(1), (2), (3) die folgende übliche Form an: 
(1) A a 6 A [a ^  a3 
(2) A a , b , c £ A [ a ^ b A b ^ c = ^ a ^ c] 
(3) /\a,b £ A [ a ^ b A b ^ a =^> a = b] 
I s t 9 = (A,A,ü) eine Ordnung von A und i s t B eine Teilmenge von A, 
dann i s t die Einschränkung der Ordnung o auf B , 
9 |Br= (B,B, Un (BxB)), 
o f f e n s i c h t l i c h eine Ordnung von B. 
Sprechen wir von Teilmengen einer geordneten Menge, dann verstehen 
wir darunter s t e t s geordnete Teilmengen i n diesem Sinne. 
Wie unmittelbar k l a r , i s t die G l e i c h h e i t s r e l a t i o n i n einer Menge A 
eine Ordnung für A, für die g i l t : 
a ^ b<£==^ a = b . 
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Betrachtet man eine solche Ordnung a l s t r i v i a l , so kann man Ord-
nungen, wie wir s i e j e t z t d e f i n i e r e n , a l s das "Gegenteil" der 
t r i v i a l e n Ordnung ansehen* 
4^ L?_I D e f i n i t i o n: 
Eine Ordnung ^ von A heißt t o t a l e Ordnung von A :<^ => 
A a,b £ A [ a ^  b v b 4 a] . 
Ist ^ eine t o t a l e Ordnung von A, dann heißt A ( b e i ^ ) t o t a l 
geordnet oder auch eine Kette« 
Offenbar sind Teilmengen von t o t a l geordneten Mengen wieder t o t a l 
geordnet. Die übliche Ordnung der r e e l l e n Zahlen i s t eine t o t a l e 
Ordnung. 
Um ein n i c h t t r i v i a l e s B e i s p i e l fUr eine Ordnung zu erhalten, die 
keine t o t a l e Ordnung i s t , betrachten wir zu einer Menge M die 
Potenzmenge P (M) . Diese i s t mit der Inklusion C von Teilmengen 
von M a l s Ordnungsrelation eine geordnete Menge: 
(1) A A £ P (M) [A C A ] 
(2) A A,B,C 6 P (M) [A C ß A B C C = £ > A C C] 
(3) A A,B 6 P (M) [A C B A B C A = > A = B] 
Wie l e i c h t zu sehen, i s t P (M) mit dieser Ordnung dann und nur dann 
t o t a l geordnet, wenn M = 0 oder M genau e i n Element b e s i t z t . 
B e s i t z t a l s o M mindestens zwei Elemente, so i s t P (M) nicht 
t o t a l geordnet. 
Später werden wir o f t von der folgenden Eigenschaft einer t o t a l 
geordneten Menge Gebrauch machen. 
4.4. L e mm a: 
Ist A eine t o t a l geordnete Menge, dann können je endlic h v i e l e 
Elemente aus A st e t s so numeriert werden, daß g i l t : 
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B e w e i s;Beweis durch Induktion, wobei der Induktionsbeginn 
n = 1 k l a r i s t . Seien j e t z t a^,..., a^ gegeben und gelte 
schon(InduktionsvorausSetzung) 
a / l - a ^ - « » # - a , n - ' i • 
Entweder i s t a ^ ^ ^ a y, , dann i s t man f e r t i g , oder es g i l t a ^ ^ a 
Dann können Q A , a v , - ^ , a^ nach Voraussetzung i n der gewün-
schten Weise numeriert werden, seien dies etwa 
b, < ... ^  b„_„ . 
Für b^ := a - n . ^ erhält man dann wie gewünscht b^ ^ b^- ...-b^ . 
Kehren wir zu einer beliebigen, geordneten Menge (A, ^  ) zurück. 
4.5. D e f i n i t i o n : 
Sei (A, 4 ) eine geordnete Menge. 
1) a 0 £ A heißt e in maximales bzw. minimales Element i n A: 
A a £ A [ a 0 ^  a = ^ a 0 = a] bzw. 
A a £ A [a - a 0=^a = a 0 ] 
2) a 0 £ A heißt größtes oder k l e i n s t e s Element i n A: 
A a £ A [a * a j bzw. 
A a £ A [a 0 * a] 
3) Ein Element a 0 £ A heißt eine obere bzw. untere Schranke 
einer Teilmenge B G A : 
A b £ B [b * a 0 J bzw. 
A b £ B [ a 0 4 b] 
4) Sei B C A. B e s i t z t die Menge der oberen Schranken von B i n A 
ein k l e i n s t e s Element, so heißt dieses Supremum von B i n A, 
i n Zeichen sup(ß) (wobei vorausgesetzt wird, daß es k l a r i s t , 
um welche Menge A und Ordnung ^ von A es sic h handelt). 
B e s i t z t die Menge der unteren Schranken von B i n A ein größtes 
Element, so heißt dieses Infimum von B i n A, i n Zeichen i n f ( B ) . 
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Eine geordnete Menge braucht weder größte noch k l e i n s t e , weder 
maximale noch minimale Elemente zu besitzen, wie die Menge der 
re e l l e n Zahlen z e i g t . Sie kann auch mehrere maximale oder mini-
male Elemente besitzen. Z.B. i s t i n der G l e i c h h e i t s r e l a t i o n einer 
Menge ( a l s Ordnung) jedes Element maximales und minimales 
Element und, f a l l s die Menge mehr a l s e i n Element b e s i t z t , g i b t 
es kein größtes und kein k l e i n s t e s Element. 
F a l l s i n einer geordneten Menge e i n größtes bzw. k l e i n s t e s E l e -
ment e x i s t i e r t , i s t es aber, wie sofort aus der D e f i n i t i o n f o l g t , 
eindeutig bestimmt. 
4.6. D e f i n i t i o n : 
Eine Ordnung einer Menge A heißt eine Wohlordnung, wenn jede 
nich t l e e r e Teilmenge von A e i n k l e i n s t e s Element besitzt« 
Z.B. i s t die Menge IN der natürlichen Zahlen bei der natürlichen 
Ordnung wohlgeordnet. Hingegen i s t (R nicht wohlgeordnet und 
auch kein I n t e r v a l l i n (R . 
Es i s t k l a r , daß jede Wohlordnung einer Menge A eine t o t a l e Ord-
nung i s t ; hat man nämlich zwei Elemente a,b 6 A, so muß die 
Menge {a,b} e i n k l e i n s t e s Element besitzen, d«h. es g i l t 
entweder a £ b oder b ^  a . 
Bei v i e l e n Überlegungen i n der Mathematik werden t r a n s f i n i t e 
H i l f s m i t t e l gebraucht; das sind H i l f s m i t t e l , die es erlauben 
Schwierigkeiten zu bewältigen, die durch unendliche Mengen, 
Strukturen, Prozesse und dergleichen bedingt sind. 
U n t e r " t r a n s f i n i t e n H i l f s m i t t e l n " verstehen wir die folgenden 
äquivalenten Aussagen; 
(1) Auswahlaxiom 
(2) Wohlordnungssatz:Jede Menge kann wohlgeordnet werden 
(d.h. b e s i t z t eine Wohlordnung) 
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(3) Zornsches Lemma 
(4) T r a n s f i n i t e Induktion 
Diese äquivalenten Aussagen sind selbst nicht beweisbar. Welche man 
davon a l s Axiom und welche man entsprechend a l s Sätze betrachtet, 
i s t vom logischen Standpunkt aus willkürlich. H i s t o r i s c h i s t man 
vom Auswahlaxiom a l s Axiom ausgegangen. 
Wir wollen h i e r das Zornsche Lemma a l s Axiom betrachten und davon 
uneingeschränkt Gebrauch machen. 
4.7. Z o r n s c h e s L e m m a : 
Sei A eine geordnete Menge. 
B e s i t z t jede t o t a l geordnete Teilmenge von A eine obere Schranke, 
dann b e s i t z t A ein maximales Element. 
Zum Schluß dieses Abschnittes s o l l e n noch einige verbandstheore-
t i s c h e B e g r i f f e zusammengestellt werden. 
4.8. D e f i n i t i o n : 
1) Ein Verband i s t eine geordnete Menge, i n der jede zweielementige 
Teilmenge e i n Supremum und ein Infimum b e s i t z t . 
2) Ein Verband heißt vollständig, wenn jede Teilmenge e in Supremum 
und e i n Infimum b e s i t z t . 
Durch Induktion i s t l e i c h t zu zeigen, daß i n einem Verband jede 
n i c h t l e e r e endliche Teilmenge ein Supremum und e i n Infimum be-
s i t z t . 
Ein vollständiger Verband enthält offenbar e i n größtes Element 
( = Supremum der ganzen Menge = Infimum der leeren Teilmenge) 
und ein k l e i n s t e s Element 
( = Infimum der ganzen Menge = Supremum der leeren Teilmenge) 
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Setzt man i n einem Verband A: 
a u b : = sup {a,b} 
• - r f L ? a, b £ A a r\ b : = i n t {a,bj , 
dann lassen sich die folgenden B e g r i f f e , die Vertauschbarkeits-
bedingungen für Supremum und Infimum enthalten, kurz formulieren. 
4.9. D e f i n i t i o n : 
1) Ein Verband (A, ^  ) heißt modular : 
^ > Aa,b,c £ A [a = a n c =$> (a o b ) n c = a <j(b A c)J 
2) Ein Verband (A, ^  ) heißt d i s t r i b u t i v : 
< > A a,b,c 6 A [(a u b) f\c = (a r\ c) u (b n c)] 
Dabei i s t bemerkenswert, daß die einen d i s t r i b u t i v e n Verband 
definierende Bedingung 
(a \j b) r\ c = (a r\ c) \j (b r\ c) , a,b,c 6 A 
mit der Bedingung 
(a A b) u c = (a u c) r\ (b u c) , a,b,c 6 A 
äquivalent i s t . 
Gewisse d i s t r i b u t i v e Verbände s p i e l e n eine besondere R o l l e , 
die sogenannten Boolschen Verbände. 
4.10. D e f i n i t i o n : 
Ein Verband (A, ^  ) heißt Boolscher Verband : <^=£> 
1) A i s t d i s t r i b u t i v 
2) A enthält e i n größtes Element e und ein k l e i n s t e s Element o. 
3) A a £ A V a £ A ['aua = e / \ a / r i a = o J . 
Z.B. i s t für eine Menge M die Potenzmenge P(M) mit der 
Inklusion C a l s Ordnungsrelation e i n Boolscher Verband. In 
diesem F a l l e i s t e = M , o = 0 und für jedes A £ P(M) 
A = M \ A zu setzen. Die Symbole r\ und U im Boolschen 
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Verband stimmen j e t z t mit Durchschnitt und Vereinigung überein. 
Man kann übrigens zeigen, daß jeder endliche Boolsche Verband 
zu einem Verband (P(M), C ) isomorph i s t (Satz von Stone). 
Al s Abschwtichung des Verbandsbegriffes s p i e l t der B e g r i f f der 
f i l t r i e r t e n (oder g e f i l t e r t e n ) Menge eine wichtige R o l l e für 
die D e f i n i t i o n von Limites. 
4.11. D e f i n i t i o n : 
Eine geordnete Menge A heißt nach l i n k s (oder unten) bzw. 
nach rechts (oder oben) f i l t r i e r t : 
"jede zweielementige Teilmenge von A hat eine untere bzw. 
obere Schranke. 
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I I I . A L G E B R A I S C H E G R U N D S T R U K T U R E N 
§ 1 A l l g e m e i n e O p e r a t i o n e n u n d M o n o i d e 
Sei G eine Menge. 
1.1. D e f i n i t i o n : 
Eine (binäre) Operation i n G i s t eine Abbildung 
fr : GxG > G 
Für das B i l d )r((afb)) von (a,b) 6 GxG bei ^ werden ver-
schiedene Bezeichnungen verwendet, die von weiteren Eigenschaf-
ten von und dem Zusammenhang, i n dem a u f t r i t t , abhängen. 
Z.B. kommen für ^ ( ( a / b ) ) folgende Bezeichnungen vor: 
a+b , a-b , ab , a o b , a n b , a o b . 
Wir schreiben Jf(a,b) : = )f((a,b)) 
und wollen j e t z t einige wichtige Bedingungen für formulieren. 
1.2. D e f i n i t i o n : 
(1) A s s o z i a t i v e s Gesetz: 
A a,b,c 6 G [ ^ ( a , j f ( b f c ) ) = y ( £(a,b),c)] 
(2) Existenz eines neutralen Elementes e: 
V e 6 G A a e G C^(a,e) = y(e,a) = a] 
(3) Existenz eines inversen Elementes ( f a l l s e i n neutrales E l e -
ment e e x i s t i e r t ) : 
A a € G V a * e G [}f(a,a*) = tf-(a*,a) = e ] 
(4) Kommutatives Gesetz: 
A a,b € G t g i a . b ) = y(b,a) ] . 
Im F a l l ab : = ^(a,b) bzw. a+b : = ^"(a,b) nehmen diese 
Bedingungen die folgende Form an . 
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(1) a(bc) = (ab)c 
(2) ae = ea = a 
(3) aa* = a*a = e 
(4) ab = ba 
a+(b+c) = (a+b)+c 
a+e = e+a = a 
a+a* = a*+a = e 
a+b - b+a 
Gewisse Kombinationen dieser Bedingungen ergeben bekannte Ope-
rationen. 
1.3. D e f i n i t i o n : 
Sei y eine Operation der Menge G ^ 0 . Dann heißt (G, f ) eine 
1) Halbgruppe : ( l ) g i l t 
2) Monoid : 4 = > (1) A (2) gelten 
3) Gruppe : 4=^> (1) A (2 ) A (3) gelten 
4) Kommutative oder Abeische Gruppe : 
4 = » (1) A (2) A (3) A (4) gelten. 
1.4. B e i s p i e l e : 
1) IN i s t mit der Addition a l s Operation eine Halbgruppe, aber 
kein Monoid. 
2) IN i s t mit der M u l t i p l i k a t i o n a l s Operation e i n Monoid mit 
dem neutralen Element 1 , aber keine Gruppe. 
3) Die Menge a l l e r Abbildungen einer Menge M £ 0 nach M i s t 
mit dem Produkt (= Hintereinanderausführung) von Abbildungen 
a l s Operation e i n Monoid mit der identischen Abbildung a l s 
neutralem Element. 
Es s o l l e n j e t z t einige Eigenschaften für e i n Monoid G bewie-
sen werden, die wir später i n verschiedenen Fällen brauchen. 
Dazu wird die Operation von G i n der Form ab geschrieben, 
also a l s M u l t i p l i k a t i o n ; dennoch werden die Resultate später 
auch für Monoide mit a d d i t i v geschriebener Operation benutzt. 
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Sei a l s o G im folgenden e in Monoid, 
1.5. B e h a u p t u n g : 
In einem Monoid G i s t das neutrale Element eindeutig bestimmt. 
B e w e i s: Seien e und e' neutrale Elemente von G, dann f o l g t 
e 1 = ee' = e . 
Hie r b e i wird nur benutzt, daß e Linksidentität"von e' und 
e* nKechtsidentität"von e i s t . 
1 .6. D e f i n i t i o n : 
Seien a,a',a",a* 6 G . Dann heißt a' Rechtsinverses bzw. a" 
Linksinverses bzw. a* Inverses von a:^^> 
aa' = e bzw. a"a - e bzw. aa* = a*a = e . 
E x i s t i e r t ein Rechtsinverses bzw. e i n Linksinverses bzw. e i n 
Inverses von a , dann heißt a r e c h t s i n v e r t i e r b a r oder Rechts-
e i n h e i t bzw. l i n k s i n v e r t i e r b a r oder L i n k s e i n h e i t bzw. i n v e r -
t i e r b a r oder E i n h e i t . _ 
1.7. B e h a u p t u n g : 
Aus aa * = e A a"a = e 
f o l g t a' = a" . 
F o l g l i c h i s t dann a' = a" ein Inverses von a und f a l l s a 
ei n Inverses b e s i t z t , so i s t dieses eindeutig bestimmt. 
B e w e i s : a ' =ea' = ( a ' ^ a ' = a'^aa') = a"e = a" . 
Wird die Operation des Monoids G m u l t i p l i k a t i v geschrieben 
und i s t a £ G i n v e r t i e r b a r , dann wird mit a das Inverse 
von a bezeichnet. Wird die Operation von G a l s Add i t i o n 
geschrieben, dann bezeichne -a das Inverse von a und es 
wird b-a : = b+(-a) gesetzt. 
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1.8. B e h a u p t u n g : 
- A 
I s t a i n v e r t i e r b a r , dann auch a , und es g i l t 
, - 1 x- 1 
(a ) = a . 
Sind a und b i n v e r t i e r b a r , dann auch ab und es g i l t 
(ab) = b ^ a 
- 1 - 1 . - /| 
B e w e i s : Wegen aa = a a = e i s t a i n v e r t i e r b a r und 
/ — 1 \ — 1 
es g i l t (a ) = a ,da das Inverse eindeutig bestimmt i s t 
- A 
und a e i n Inverses von a i s t . 
Wegen (ab)(b a ^ ) = a(bb )a ^ = aea ^ = aa 1 = e 
und (b ^ a ^ )(ab) = b (a ^ a)b = b ^ e b = b ^ b = e 
- A - 4 
i s t ab i n v e r t i e r b a r mit dem Inversen b a , als o g i l t 
(ab; = b a 
l.9„ B e h a u p t u n g : 
Die i n v e r t i e r b a r e n Elemente i n einem Monoid G bilden bei der 
Operation von G eine Gruppe mit der gleichen Identität wie G. 
B e w e i s: Folgt sofort aus der vorhergehenden Behauptung. 
1.10. F o l g e r u n g : 
Die i n v e r t i e r b a r e n Abbildungen ( = Bij e k t i o n e n , wie früher f e s t -
g e s t e l l t ) einer Menge M auf sic h bilden bei der Hintereinander-
ausführung a l s Verknüpfung eine Gruppe. 
1.11. D e f i n i t i o n : 
I s t M eine endliche Menge mit der Elementezahl n , dann heißen 
die B i j e k t i o n e n von M auf si c h Permutationen und die Gruppe 
a l l e r Permutationen heißt die symmetrische Gruppe von n E l e -
menten, i n Zeichen S^ • 
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B e m e r k u n g : Welche Menge M mit n Elementen man zugrunde 
l e g t , geht i n die Bezeichnung nicht e i n , da dies unwesent-
l i c h i s t . A ls Menge M mit n Elementen wird daher meist die 
Menge {l,2,...,n} zugrunde gelegt. 
Für eine Permutation % der Menge |l,2,...,n} wird auch 
die folgende Schreibweise benutzt: 
\ a^ <xx .. • a v 
wenn 7t : {l,...,n} > { l f . . . , n } 
die Permutation mit ^ ( i ) = a i / i = 1 , i s t , d.h. 
man schreibe i n dem Schema 
1 ... n \ 
5t(l) ... 5t(n)/ 
das B i l d jeweils unter das U r b i l d . 
Das a s s o z i a t i v e Gesetz besagt für eine m u l t i p l i k a t i v geschriebe-
ne Halbgruppe, daß es bei einem Produkt von d r e i Faktoren nicht 
auf die Reihenfolge ankommt, so daß man Klammern weglassen kann. 
Diese Eigenschaft überträgt s i c h i n d u k t i v auf Produkte von mehr 
a l s d r e i Faktoren, wovon wir b e r e i t s gebrauch gemacht haben. 
Für die Elemente einer m u l t i p l i k a t i v geschriebenen Halbgruppe G 
benutzen wir die (übliche) Potenzschreibweise. 
Sei a e G , n 6 IN , dann s e i 
n 
a : = a_a_^^3 
n Faktoren 
Für m,n £ IN g i l t dann a a = a 
I s t G sogar e i n Monoid, dann s e i a° : = e . Für e i n i n v e r t i e r -
bares Element a setzt man 
a : = g a ^ .. .q = (a ) 
n Faktoren 
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In a d d i t i v e r Schreibweise hat man entsprechend, wenn das neu-
t r a l e Element des Monoids G mit 0 bezeichnet wird: 
na : = a+a+... +a , n e IN A Oa : = 0 
v v ; 
n Summanden 
Beachte dabei, daß i n Oa = 0 die erste 0 i n I und die 
zweite 0 i n G l i e g t . Für i n v e r t i e r b a r e s a g i l t entspre-
chend für n 6 IN 
(-n)a : = (-a)+(-a)+...+(-a) 
= -a-cr-.. «-a = -(na) 
n Summanden 
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§ 2 G r u p p e n 
Es s o l l e n j e t z t Eigenschaften von Gruppen angegeben werden, 
wobei die Gruppenoperation a l s M u l t i p l i k a t i o n geschrieben 
wird. Im folgenden s e i also G eine m u l i p l i k a t i v e Gruppe 
mit dem neutralen Element e . 
2 . 1 . B e h a u p t u n g : 
A a e G [ a ^ i a 4 = > a = e] 
B e w e I s: — > : a = a > a a = a = aa = e . 
<^ : e*" = e , da e das neutrale Element i s t . 
2 . 2 . B e h a u p t u n g : 
Für a 6 G sind die folgenden Abbildungen B i j e k t i o n e n : 
a ^ : G 3 x i > ax 6 G , a ^ : G 3 x i > xa € G 
T a : G 3 x i > a'^xa e G 
B e w e i s : 
(£) ( I ) 
a : Da ax eindeutig bestimmt i s t , i s t a eine Abbildung, 
Aus ax = ay f o l g t a'^ax = x = a ^ay = y , a l s o i s t a ^ ^ 
i n j e k t i v . S e i y e G , dann f o l g t a ^ a ^ ^ y ) = y , d.h. y i s t 
U) CO B i l d bei a , a l s o i s t a s u r j e k t i v • 
Analog für a ^ ^ . 
~ (r) (0 
: = a ( a _ / | ) = Hintereinanderausführung von 
( a - " ) ( t ) "nd a ( Y ) . 
U n t e r g r u p p e n 
I s t eine algebraische (oder sonstige) Struktur G gegeben, 
dann sind "Unterstrukturen" von G von Interesse, das sind 
Teilmengen H von G , die bei "Einschränkung" der Struktur 
von G auf H selbst wieder eine solche (oder damit zusam-
menhängende) Struktur d a r s t e l l e n . 
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2.3. D e f i n i t i o n : 
1) Eine Teilmenge H von G heißt Untergruppe von G , wenn 
H bei der Einschränkung der Gruppenoperation von G auf 
d.h. a l s o bei 
HxH 3 (h^ , h Ä ) i > h^ h Ä e H 
eine Gruppe i s t . 
I s t H Untergruppe von G , dann wird H G> G geschrieben 
2) Eine Untergruppe H von G heißt Normalteiler von G : 
A a e G [a _ iHa : = { a" 1ha | h 6 H } = H ] . 
Wir weisen zunächst darauf hin, daß die D e f i n i t i o n der Unter-
gruppe die Forderung einschließt, daß für h^ , h Ä e H auch 
h Ä e H g i l t . Sei H Q G und s e i e
1 das neutrale E l e -
ment von H , dann g i l t e'e' = e' ; nach 2.1. genügt aber 
nur das neutrale Element e von G dieser Gleichung, so daß 
e' = e f o l g t . Dann f o l g t nach 1.7. , daß das inverse Element 
von h 6 H i n H mit dem inversen Element h ~^ von h i n 
G übereinstimmt. In der Untergruppe H von G stimmt a l s o 
nicht nur die Operation mit der von G überein, sondern auch 
das neutrale Element und die Inversenbildung. 
2.4. U n t e r g r u p p e n k r i t e r i u m : 
Sei G eine Gruppe und H eine n i c h t l e e r e Teilmenge von G 
dann g i l t : 
(1) H i s t Untergruppe von G < > 
A a,b 6 # [ab"'1 e H] . 
(2) I s t H en d l i c h , dann g i l t : 
H i s t Untergruppe von G 
A a,b 6 G [ab 6 HJ . 
B e w e i s: 
(!)=$>: k l a r nach D e f i n i t i o n einer Untergruppe. 
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: a € H =^> (für b=a) a a H = e 6 H . Da e e H =*> 
(a e H ==> e a ~ A = a"^ e H) . Dann f o l g t aus a,b e H 
auch o , b - A e H =$> a(b" / 1)"' 1 = ab 6 H . 
Damit i s t f e s t g e s t e l l t , daß die Einschränkung der Gruppen-
operation von G auf H eine Operation i n H i s t . Da das 
a s s o z i a t i v e Gesetz i n ganz G g i l t , g i l t es auch für die 
Elemente aus H . Da ferner, wie schon f e s t g e s t e l l t , e 6 H 
und für a e H auch a ~ A e H , i s t H eine Gruppe . 
(2) = = > ; k l a r . 
(2) < : Nach Voraussetzung e x i s t i e r t für jedes a e H die 
Abbildung H 9 h ' > ah e H , 
die nach 2.2. i n j e k t i v i s t . Eine i n j e k t i v e Abbildung einer 
endlichen Menge i s t aber s u r j e k t i v , denn wegen der Injek-
tivität muß es ebenso v i e l e verschiedene B i l d e r wie U r b i l -
der geben.Da mit a e H nach Voraussetzung auch aa = a ^ 
£ H , i s t auch 
H 3 h i ± a ^ h e H 
s u r j e k t i v . Daher g i b t es ein h 0 6 H mit a^ h 0 = a , 
f o l g l i c h g i l t 
a " A ( a 4 h G ) = h 0 = a ^ a = o~
A e H . 
Aus a,b e H a , b ' A 6 H ==> ab""1 e H , a l s o i s t die 
Bedingung i n ( l ) erfüllt und nach (1) f o l g t die Behaup-
tung. 
2.5. D e f i n i t i o n : 
Seien H G> G und a e ff , dann heißt 
aH : = {ah | h e H} 
bzw. Ha : = {ha I h 6 H } 
die durch a erzeugte Rechts- bzw. L i n k s r e s t k l a s s e von G 
modulo H oder auch von G nach H . 
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Wir beschränken uns im folgenden auf die Betrachtung von 
Rechtsrestklassen, da die entsprechenden Überlegungen für 
Linksr e s t k l a s s e n völlig analog verlaufen, 
2.6. H i l f s s a t z : 
G 
Seien H Q G und a,b 6 , dann g i l t : 
(1) aH = bH<=> b e aH <^ =4> a'^b 6 H 
(2) [aH I a 6 G j i s t eine P a r t i t i o n von G 
( D e f i n i t i o n einer P a r t i t i o n siehe I I 3.5.) 
B e w e i s : 
(1) : aH = bH ==> be = b 6 aH (da e e H). 
Umgekehrt besagt b 6 aH , daß ein h 0 e H mit b = ah 0 
e x i s t i e r t = > bH = ( a h 0 )H = a ( h 0 H) = aH , al s o g i l t 
aH = bH <£=3> b 6 aH . Aus b e aH > b = a h 0 , h 0 e H 
===» a'^b = h 0 e H . Aus a"^b e H = > a^b = h 0 e H 
y b = a h 0 > b e aH . Damit i s t (1) gezeigt. 
(2) : Wegen a e aH = > aH ± 0 /v U aH = G . 
Sei b e aH r\ cH mit a,b,c 6 G > nach ( l ) 
aH = bH = cH , 
also sind verschiedene Restklassen d i s j u n k t . Insgesamt 
i s t gezeigt, daß [aH I a 6 GJ eine P a r t i t i o n i s t . 
Wir bemerken noch, daß der erste T e i l von (1) besagt, daß 
genau jdie Repräsentanten einer Restklasse die Restklasse e r -
zeugen. 
Der Beweis dieses H i l f s s a t z e s kann auch so geführt werden, 
daß man durch a ~ b : <^  > a b e H 
eine Aquivalenzrelation i n G d e f i n i e r t , für die die durch a 
erzeugte Restklasse g l e i c h aH i s t . Die Behauptung f o l g t dann 
aus I I 3.4. . 
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Man beachte bei a l l e n Überlegungen, wie sich die Schreib-
weise ändert, wenn die Gruppenoperation a l s Addition geschrie-
ben wird. 
2.7. B e i s p i e l e : 
1) Sei j e t z t G = Z mit der Addition a l s Gruppenoperation. 
Für n e IN s e i nZ : = { nz I z e 2 } , dann g i l t 
nZ Q Z . 
Es gibt j e t z t genau die Restklassen 
O+nZ, 1 + n Z , n - 1 +nZ , 
denn jede ganze Zahl z b e s i t z t bei Teilung durch n mit 
Rest genau eine der Zahlen 0,1,...,n-1 a l s Rest: 
Sei etwa 
z = nq+r mit 0 ^ r < n , 
dann g i l t offenbar 
z 6 r+nZ 
2) Sei j e t z t G = IR mit der Addition a l s Gruppenoperation 
und Z a l s Untergruppe. Überlege, daß man dann genau a l l e 
Restklassen 5 +Z , J 6 IR i n der Form 
o +Z mit 0 £ 5 < 1 
erhält. 
2.8. D e f i n i t i o n : 
Die Ordnung einer Gruppe G , i n Zeichen Ord(G) , s e i die 
Elementezahl von G , f a l l s G nur endlich v i e l e Elemente 
enthält, und sonst das Symbol °° . 
2.9. S a t z : 
Sei G eine Gruppe mit Ord(G) = n ( 6 IN) und s e i H Q> G . 
Dann i s t Ord(H) ein T e i l e r von Ord(G). 
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B e w e i s : Da { aH I a 6 G ] eine P a r t i t i o n i s t , kann man 
a l l e Elemente aus G dadurch zählen, dab man die Summen der 
Elemente i n den verschiedenen aH b i l d e t . Da , wie früher 
f e s t g e s t e l l t , 
G d x » > ax 6 G 
eine I n j e k t i o n i s t , enthält aH genau so v i e l e Elemente wie 
H . I s t die Zahl der verschiedenen Restklassen aH g l e i c h m, 
dann f o l g t Ord(G) = m ürd(H) . 
Die Anzahl m der verschiedenen Restklassen von G nach H 
nennt man auch den Index von G nach H . 
Aus diesem Resultat erhält man z.B. die 
2.10. F o l g e r u n g : 
I s t G eine Gruppe mit Ord(G) = p =Primzahl, dann b e s i t z t 
G nur die " t r i v i a l e n Untergruppen " {e} und G . 
B e w e i s : T e i l e r von p sind nur 1 und p . 
f^jp r m a 1 t e i l e r u n d F a k t o r g r u p p e n 
Eine Untergruppe H von G mit der Eigenschaft 
A a £ G [ a ^ H a = H] 
hatten wir i n 2.3. Normalteiler von G genannt. Wir s t e l l e n 
zunächst f e s t : 
a-^Ha = H <—> Ha = aH . 
Zum Beweis m u l t i p l i z i e r e man a~^Ha = H von l i n k s mit a bzw. 
Ha = aH von l i n k s mit . 
Bei einem Normalteiler stimmen a l s o die Rechtsrestklassen von 
G nach H mit den Linksrestklassen überein. Aufgrund dieser 
Voraussetzung i s t es nun möglich, die Menge 
{ a H l a e G ] = { H a l a 6 G J 
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se l b s t wieder zu einer Gruppe, der sogenannten Faktorgruppe 
von G nach H , i n Zeichen G/H, ZU machen. Sei zunächst 
G/H : = { a H l a 6 G J . 
2.11. B e h a u p t u n g : 
j - : G/HxG/H 3 (aH,bH) » > abH e G/H 
i s t eine Gruppenoperation. 
B e w e i s : Der wesentliche Punkt beim Beweis, bei dem die 
Normalteilereigenschaft von H eingeht, i s t der zu zeigen, 
daß y eine Abbildung i s t . Zunächst wäre es ja möglich, daß, 
wenn man aH und bH durch andere Repräsentanten erzeugt, 
etwa aH = a'H , bH = b'H , 
man e i n von abH verschiedenes Element a'b'H erhalten würde. 
Aus aH = a'H , bH = b'H f o l g t a' = a h A , b' = bh^ 
(h-, , h a 6 H) , a l s o g i l t 
a'b'H = ah,, b h Ä H 
Wegen Hb = bH g i b t es ein kj e H mit h^ b = bh^ ; 
damit f o l g t ah^ bh^ H = abh^ h^H = abH , 
was zu zeigen war. Um die weiteren Gruppeneigenschaften zu 
prüfen, setzen wir 
aHbH : = \ (aH,bH) = abH . 
A s s o z i a t i v e s Gesetz: 
(aHbH)cH = abHcH = (ab)cH = a(bc)H = aHbcH = aH(bHcH) . 
Neutrales Element: 
Dies i s t eH , denn eHaH = eaH = aH = aeH = aHeH . 
Inverses Element: 
Das inverse Element von aH i s t a'^H : 
aHcf^H = aa'^H = eH = a M a H = oA H aH. 
Damit i s t 2.11. bewiesen. 
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2.12. D e f i n i t i o n : 
Die durch 2.11. d e f i n i e r t e Gruppe G/H mit der Gruppenope-
r a t i o n 
aHbH : = abH 
heißt die Restklassen oder Faktorgruppe von G modulo H 
oder von G nach H . 
G r u p p e n h o m o m o r p h i s m e n 
Zu jeder algebraischen (oder sonstigen) Struktur gehören die 
strukturerhaltenden Abbildungen. Diese sind i n zweifacher 
Hinsicht von großer Bedeutung. E i n e r s e i t s treten s i e a l s 
H i l f s m i t t e l auf, um Ergebnisse von einer Struktur i n andere 
Strukturen der gleichen A rt zu übertragen. Andererseits b i l -
den gewisse Mengen von strukturerhaltenden Abbildungen selbst 
wieder eine Struktur, die dann zum Gegenstand der Untersuchung 
gemacht werden kann. % 
2.13. D e f i n i t i o n : 
Seien G eine Gruppe mit m u l t i p l i k a t i v geschriebener Gruppen-
operation und G1 eine Gruppe mit der Gruppenoperation ° . 
a) Eine Abbildung 
y : G > G' 
heißt e i n Gruppenhomomorphismus (oder kurz Homomorphismus) 
von G nach G' : 
A a , b e G [ y ( a b ) = y (a) o y (b) ] 
b) Sei y : G > G* e i n Gruppenhomomorphismus und s e i 
e 1 das neutrale Element von G1 , dann heißt 
Ke( y ) : = ( a I a 6 G A y ( a ) = e'] 
der Kern von y . 
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2.14. F o l g e r u n g : 
Sei : G > G1 ein Gruppenhomomorphismus. 
1) Sei e dos neutrale Element der Gruppe G , dann g i l t 
e 6 Ke( y ) . 
2) Ke( y ) i s t e i n Normalteiler von G . 
B e w e i s : 
1) y (e) = y (ee) = f ( e ) o vy(e) > y> (e) i s t das 
neutrale Element e' von G* (nach 2.1.) 
2) Seien a e G , k e Ke( vj> ) = ^ 
^ ( a - / 1 k a ) = vj> ( a " 1 ) o y ( k ) o y ( a ) = ^ ( a ' ^ o e * o y ( a ) 
= f ( a ' 1 ) 0 y ( a ) = y ( a ~ < a ) = y (e) fe-Ke(^) 
nach l ) =^ > a _ y |Ke( ^ )a C Ke( y ) . Da dies für jedes 
a 8 G g i l t , a l s o auch für Q~A a n s t e l l e von a , f o l g t 
Ke( y ) = a''1(aKe( y )Q~*)Q C a" 1Ke( y )a . 
F o l g l i c h g i l t a A Ke( y )a = Ke( <j> ) , was zu zeigen war. 
2.15. H o m o m o r p h i e s a t z : 
Sei y : G > G' 
ein Gruppenhomomorphismus. Dann sind 
V : G 3 a i > aKe( y ) e G/Ke( ^ ) 
ein s u r j e k t i v e r und 
y : G/Ke( y ) 3 aKe( y ) > ^ ( a ) e G' 
ein i n j e k t i v e r Gruppenhomomorphismus und es g i l t 
y = y v 
B e w e i s : Zur Abkürzung schreiben wir im Beweis H : = Ke( ^  ). 
Nach 2.14. wissen wir, daß dies e i n Normalteiler i s t , so daß 
die Faktorgruppe G/Ke( <y ) e x i s t i e r t . Zunächst i s t k l a r , daß 
V eine s u r j e k t i v e Abbildung i s t . Wegen 
v(ab) = abH = aHbH = \> (a) v (b) 
i s t v> auch Homomorphismus. Für y muß zunächst f e s t g e s t e l l t 
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werden, daß es eine Abbildung i s t , denn die D e f i n i t i o n von 
y (aH) = y (a) hängt von der Wahl des Repräsentanten a von 
aH ab. Sei aH = bH, also b = ah, h G H, dann f o l g t 
y ( b ) = ^ ( a h 0 ) = ^ ( a ) c v y ( h 0 ) = y> (a)e' = y (a) , 
so daß aus aH = bH f o l g t 
y> (aH) = y ( a ) = u j ( b ) = y (bH) . 
Somit i s t vp(aH) unabhängig von der Wahl von a durch aH 
eindeutig bestimmt, d.h. y> i s t eine Abbildung. Dafür g i l t 
f (aHbH) = y (abH) = y ( a b ) 
= y ( a ) y (b) = j (aH) y (bH) , 
als o i s t y e i n Homomorphismus . 
Sei j e t z t 
y (aH) = y ( a ) = y ( b ) = y (bH) , 
dann f o l g t 
e' = f ( a Y * y ( b ) = y ( a ^ ) ^ (b) = ^ ( a ^ b ) 
als o a A b = k e H = Ke( vj> ) , woraus aH = bH f o l g t . Also 
i s t y i n j e k t i v . 
Schließlich g i l t 
( J » )(a) = $ (» (a)) = y (aH) = ? (a) , 
woraus y = y v f o l g t . Damit i s t der Homomorphiesatz be-
wiesen. 
Die Bedeutung dieses Satzes, der i n ähnlicher Form i n v i e l e n 
algebraischen Strukturen a u f t r i t t , l i e g t d arin, daß danach jeder 
Homomorphismus e i n Produkt eines i n j e k t i v e n und eines surjek-
t i v e n Homomorphismus i s t , wobei der s u r j e k t i v e Homomorphismus 
V nur von Ke( y ) abhängt und für a l l e Normalteiler H 
von G i n der gleichen Weise durch 
G 9 a i > aH G G/H 
d e f i n i e r t wird. Ferner g i l t o f f e n s i c h t l i c h , daß, wenn y 
selbst s u r j e k t i v bzw. i n j e k i t v i s t , y bzw. \> sogar b i -
j e k t i v sein muß. 
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§ 3 R i n g e u n d K ö r p e r 
A l l g e m e i n e E i g e n s c h a f t e n 
Die bisher betrachteten algebraischen Strukturen wie Halbgrup-
pen, Monoide und Gruppen sind durch eine (binäre) Operation, 
die gewisse Bedingungen erfüllen muß, d e f i n i e r t . In den Ringen 
und Körpern lernen wir algebraische Strukturen kennen, die 
durch zwei Operationen - eine Addition und eine M u l t i p l i k a t i o n 
- d e f i n i e r t werden. 
3.1. D e f i n i t i o n : 
Ein Ring i s t ein T r i p e l (R,+,#) mit folgenden Eigenschaften: 
(1) (R,+) i s t eine kommutative Gruppe 
(2) (R, #) i s t eine Halbgruppe 
(3) Es gelten die d i s t r i b u t i v e n Gesetze: 
A a,b,c 6 R [(a+b)c = ac+bc A a(b+c) = ab+ac^ 
(4) (R,+,#) heißt e i n Ring mit 1-Element, f a l l s (R,*) e i n 
Monoid i s t . 
(5) (R,+,*) heißt ein kommutativer Ring, f a l l s (R,') kommuta-
t i v i s t . 
'wir geben j e t z t eine Reihe von Bezeichnungen, Bemerkungen und 
Folgerungen an, die wir später meist ohne besonderen Hinweis 
benutzen werden. 
Die Operation + wird Addition genannt, a+b heißt Summe von 
a und b und wird auch a l s "a plus b" gelesen. Das neutrale 
Element bei der Addition, das, wie früher f e s t g e s t e l l t , e i n -
deutig bestimmt i s t , wird Nullelement oder kurz N u l l genannt 
und mit 0 bezeichnet. Die Operation * wird M u l t i p l i k a t i o n 
genannt, a #b oder ab heißt Produkt von a und b und wird 
auch a l s "a mal b" gelesen. Hat (R,') ein neutrales Element, 
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das e b e n f a l l s eindeutig bestimmt i s t , so wird dieses E i n s e l e -
ment oder kurz Eins genannt und mit 1 bezeichnet. Bei diesen 
Bezeichnungen beachte man aber, daß im allgemeinen 0 und 1 
keine Zahlen sind(es s e i denn, K i s t e i n Zahlring) . 
Wir geben j e t z t eine Reihe von einfachen Folgerungen aus der 
D e f i n i t i o n an. 
3.2. B e h a u p t u n g : 
A r 6 R [rO = Or = 0 ] 
B e w e i s : Aus 0= 0+0 f o l g t 
rO = r(0+0) = rO+rO 
0 = rO-rO = rO+(rO-rO) = rO+0 = rO. 
Analog für die andere S e i t e . 
Sei j e t z t 0 e i n Symbol und setzt man 0+0 : = 0, 00 : = 0 , 
dann wird dadurch e i n Ring mit genau einem Element, nämlich 
0 , d e f i n i e r t . I s t andererseits R ein Ring mit genau einem 
Element, so muß dieses das Nullelement 0 der Addition s e i n , 
da dieses nach Voraussetzung ((R,+) i s t Gruppe) e x i s t i e r e n 
muß. Es g i l t dann e b e n f a l l s 0+0 = 0 , 00 = 0 . Es g i b t a l s o 
(bei unserer Bezeichnung) genau einen Ring mit genau einem 
Element, dieser wird a l s N u l l r i n g bezeichnet. Beachte:Der 
N u l l r i n g i s t e i n Ring mit Einselement (= 0 ) . 
3.3. B e h a u p t u n g : 
In einem Ring R mit Einselement, der mindestens zwei E l e -
mente b e s i t z t , g i l t 1 £ 0 . 
B e w e i s : Sei r G R, r £ 0 . Angenommen 1 = 0 , dann 
f o l g t nach 3.2. : r = r l = rO = 0 
Widerspruch! 
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3.4. B e h a u p t u n g : 
A r,s 6 R [ r ( - s ) = (-r)s = - ( r s ) ] 
B e w e i s : rs+r(-s) = r(s+(-s)) = rO = 0. 
Wegen der Eindeut i g k e i t des inversen Elementes i n einer Gruppe 
f o l g t : r ( - s ) = - ( r s ) . Analog für (-r)s . 
H o m o m o r p h i s m e n u n d I d e a l e 
Abbildungen von Ringen, die die Struktur des Ringes " e r h a l t e n - , 
heißen Homomorphismen. Genauer g i l t : 
3.5. D e f i n i t i o n : 
1) Seien R und S Ringe. Eine Abbildung 
o : R > S 
heißt (Ring-)Homomorphismus von R nach S : <C > 
(T) o i s t e i n Homomorphismus der addit i v e n Gruppe von R 
i n die von S, d.h. 
A i i f r Ä 6 R + r ^ ) = o ( r > | ) + j ( r A ) ] 
© A r ^ r ^ e R [ ? ( r ^ r j = o ( r ^ ) j ^ ) } 
2) E i n Ringhomomorphismus o : R > S heißt unitär : <^  > 
R und S sind Ringe mit Einselement 1 bzw. 1' 
und es g i l t o(1) = 1 ' 
3) Sei o : R > S e i n Ringhomomorphismus. 
Dann heißt 
Ke( o ) : = [k I k 6 R A <}(k) = 0 € s } 
der Kern von y 
4) Eine Teilmenge C eines Ringes R heißt L i n k s i d e a l bzw. 
Rechtsideal bzw. zw e i s e i t i g e s Ideal von R : < > 
(j) C i s t Untergruppe der additiven Gruppe von R . 
(D A c e C A r 6 R [ r c e C bzw. er e C bzw. 
er £ C A rc 6 C ] 
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Die weiteren Überlegungen s o l l e n zeigen, da.'j der Kern eines 
Kinghomomorphismus ein zweis e i t i g e s Ideal i s t und dah umge-
kehrt zu jedem zweiseitigen Ideal C ein Ringhomomorphismus 
angegeben werden kann, dessen Kern g l e i c h C i s t . 
3.6. B e h a u p t u n g : 
I s t 9 : R — > S ein Ringhomomorphismus, dann g i l t : 
a) I s t 0 bzw. 0' die N u l l i n R bzw. i n S , dann f o l g t 
3(0) = 0' 
b) A r e R [ j ( - r ) = - o ( r ) ] 
B e w e i s : 
a) 9(0)+ ^ (O) = ^(O+O) = y(0) = > ? ( 0 ) = 0' 
b) o(r)+ y ( - r ) = 9 ( r - r ) = o (0) = 0» = £ > o ( - r ) = - o ( r ) 
3.7. B e h a u p t u n g : 
Sei o : R >S ein Ringhomomorphismus, dann i s t Ke( o ) 
ein z w e i s e i t i g e s Ideal von R . 
B e w e i s : Wegen 3.6. g i l t 0 e Ke( 5 ), also Ke( y ) 4 0 . 
Ferner f o l g t aus 3.0. für beliebige k^ ,k^ e Ke ( y ) : 
S ( k 1 - k A ) = y ( k , )- o ( k A ) 
= 0'-0' =0' e s , 
als o k ^  -k ^  e Ke( j> ) . Nach dem Untergruppenkriterium i s t 
f o l g l i c h Ke( y ) eine Untergruppe von (R,+) . 
Seien j e t z t k e Ke( ^  ) , r e R , dann g i l t 
o (kr) = o(k) y ( r ) = O'o ( r ) = 0« , 
?(rk) = o ( r ) y ( k ) = 5 (r)O' = 0' . 
Damit i s t der Beweis vollständig. 
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R e s t k l a s s e n r i n g e 
Um nun zu zeigen, daß jedes zw e i s e i t i g e Ideal Kern eines 
Homomorphismus i s t , konstruieren wir den Restklassen- oder 
Faktorring nach einem zweiseitigen I d e a l . Sei a l s o C zwei-
s e i t i g e s Ideal des Ringes R , dann e x i s t i e r t zunächst die 
ad d i t i v e Faktorgruppe R/C (im Sinne von ) , bei 
der die A d d i t i o n durch 
( r 1 +C)+( r e l+C) : = ( r ^ + r ^ ) + C 
d e f i n i e r t i s t . 
B e h a u p t u n g : 
D e f i n i e r t man i n R/C eine M u l t i p l i k a t i o n durch 
( r ^ +C)(r^+C) : = r^ r Ä +C 
dann wird R/C ZU einem Ring. 
S t e l l e n wir dazu zuerst f e s t , daß 
R/CxR/C 3 ( r A +C,r^+C) > r ^ r ^ + C e R / C 
eine Abbildung i s t . Sei 
i A +C = r^ +C ,
 r ^ + c = r i / 
als o T\ = TA +c, , r ^ = r ^ + c ^ 
dann f o l g t 
r^ r^+C = ( r ^ +c 1 K r ^ + c ^ + C 
= r^ r Ä +C , 
denn da C zweiseitiges Ideal i s t , g i l t 
C * T S L + > M + c 1 c ^ e C 
a l s o hängt r ^ r ^ +C nicht von der Wahl der Repräsentanten 
von r A +C und +C ab, d.h. wir haben i n der Tat eine 
Operation. Wegen 
(r. t + C ) ( ( r o l + C ) ( r 3 +C)) = r ^ ( r ^ r 3 )+C 
= ( r i r Ä ) r 3 +C = ( ( r ^ +C) ( r Ä +C) ) ( r 3 +C) 
i s t diese a s s o z i a t i v . Ferner g i l t 
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( ( r ^ + C ) + ( r Ä + C ) ) ( r 3 +C) = ( r ^ + r Ä + C ) ( r 3 + C ) 
= ( r < 1 + r Ä ) r 3 +C 
= ( r i r 3 +C) + ( r a r 3 + C ) 
= ( r i +C)(r 3 +C)+(r Ä +C)(r 3 +C) , 
analog f o l g t das zweite d i s t r i b u t i v e Gesetz. I s t R ein 
Ring mit Einselement 1 , dann g i l t 
(r+C)(1+C) = rl+C = r+C 
(1+C)(r+C) = Ir+C = r+C 
d.h. dann i s t 1+C Einselement von R/C . Wir fassen zusammen. 
3.8. S a t z : 
S e i R e i n Ring und C e i n zwe i s e i t i g e s Ideal i n R • 
Dann wird die Menge R/C = {r+C I r 6 R j durch die D e f i -
nitionen 
( r , 4 C ) + ( r Ä 4 C ) : . r , + r Ä + C , ^ R ) 
( r ^ + C ) ( r Ä + C ) : = r-, r 4 +C 
zu einem Ring. 
B e s i t z t R e i n Einselement 1 , dann i s t 1+C Einselement 
des Ringes R/C • 
3.9. D e f i n i t i o n : 
Der i n 3.8. d e f i n i e r t e Ring R/C heißt Faktorring oder Rest-
klassenring von R nach C oder von R modulo C. 
3.10. S a t z : 
Voraussetzungen wie i n 3.7. . 
Die Abbildung 
V : R a r > r+C 6 R/C 
i s t ein Ringhomomorphismus mit Ke( v ) = C . 
B e w e i s : 
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x)(i^ +r^ ) = i A +r^+C = ( r ^ +C)+(r^+C) 
= v ( r < > v ( r Ä ) 
^ ( r ^ ) = x A i z +C = ( r ^ +C)(r^+C) 
= V ( r ^ ) V ( r ^ ) 
als o i s t V ein Kinghomomorphismus. 
Für c e C f o l g t v(c) = c+C = C = 0+C , a l s o c € Ke( y ) . 
Sei umgekehrt k e Ke( v> ) , dann f o l g t 
y ( k) = k+C = 0+C 
als o k 6 C . Somit g i l t Ke( y ) = C 
Wir wollen j e t z t e inige B e i s p i e l e für Ringe und Ideale betrach-
ten. 
I d e a l e d e s R i n g e s 1 6 e r g a n z e n Z a h l e n 
Die Menge der ganzen Zahlen zusammen mit der üblichen Add i t i o n 
und M u l t i p l i k a t i o n von ganzen Zahlen i s t e i n Ring, der der 
Ring der ganzen Zahlen genannt und mit I bezeichnet wird. 
Wir wollen a l l e Ideale von 1 bestimmen, wobei wir j e t z t 
n i c h t zwischen Links-, Rechts- und zweiseitigen Idealen unter-
scheiden müssen, da der Ring 1 kommutativ i s t . 
I s t r 0 Element eines beliebigen Ringes R , dann i s t die 
Menge 
r 0 R = { r 0 r | r 8 R} 
e i n Rechtsideal von R , wie man l e i c h t nachprüft. Ein solches 
I d e a l , das aus den Vielfachen eines Elementes besteht, heißt 
e i n Hauptideal. Ein kommutativer Ring, i n dem jedes Ideal 
Hauptideal i s t , heißt Hauptidealring. 
3.11. S a t z : 
I i s t e i n Hauptidealring. 
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B e w e i s : Sei C ein Ideal aus Z . I s t C = ( o j , 
dann f o l g t C = OZ • Sei nun C £ [OJ , dann gibt es ein 
0 6 0 , 0 * 0 . Aus c i 0 f o l g t c > 0 oder -c > 0 . 
Da mit c 6 C auch ( - l ) c = -c 6 C , f o l g t 
C+: = C n IN * 0 
Da die Ordnung von IN eine Wohlordnung i s t , g i b t es i n C + 
ein k l e i n s t e s Element c 0 . Sei j e t z t z 6 Z , dann kann 
z durch c c mit Rest g e t e i l t werden: 
z = c 0 q+r , q,r e Z , 0 ^  r < c 0 . 
Sei j e t z t z e C , dann f o l g t 
z - c 0 q = r 6 C . 
Wegen r < c 0 f o l g t r C
+ und wegen 0 ^  r f o l g t r = 0, 
d.h. z = c 0 q . Damit i s t C c c0 Z gezeigt. Wegen c 0 6 C 
g i l t aber auch c 0 Z C C , also C = c 0 Z , was zu zeigen war. 
3.12. F o l g e r u n g : 
Seien m,n e Z und s e i t 6 Z größter gemeinsamer T e i l e r 
von m und n . Dann gi b t es a,b e Z mit 
ma+nb = t 
B e w e i s : Wie l e i c h t zu sehen, i s t 
mZ+nZ : = [mz^ +nzz ' z t r z z e 
ein Ideal i n Z . F o l g l i c h e x i s t i e r t e i n t € 1 mit 
tZ = mZfnZ 
Wegen m,n e t Z i s t t gemeinsamer T e i l e r von m und n . 
Sei auch d e Z gemeinsamer T e i l e r von m und n , dann g i l t 
m,n 6 dZ und f o l g l i c h auch 
tZ = mZ+nZ c dZ 
Daraus f o l g t , daß d auch T e i l e r von t i s t , d.h. t i s t 
größter gemeinsamer T e i l e r von m und n. 
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K o n s t r u k t i o n d e s P o l y n o m r i n g e s 
Sei R ein Ring mit Einselement und s e i |N0 : = N u {0} 
(mit 0 6 / ) . 
Mit Abb(|N0 ,R) wird die Menge a l l e r Abbildungen von lN 0 
nach R bezeichnet. Sei dann 
R [ X ] = { j I 9 € Abb(!N0 ,R) A Vk e IN, A i e )N0 [ i >k = » $ ( i ) 
d.h. die Teilmenge a l l e r Abbildungen von |N0 nach R mit 
y ( i ) £ 0 nur für höchstens endlich v i e l e i 8 IN 0 . 
Schreibt man o a l s Familie 
( r ^ ) = ( r 0 / r ^ , r Ä > / . . . ) , mit r L : = o ( i ) , i e IN 0 , 
dann sind also von einer S t e l l e k ab a l l e r ^  = 0 . 
In R [ x ] wird durch 
K )+(bc) 2 = (ac +bc) 
und (a L )(b£r ) : = ( c 0 » c ^ c ^ , . . . ) 
mit i 
i = 0 
eine Addition und M u l t i p l i k a t i o n eingeführt. Wie l e i c h t nach-
zuprüfen, wird R [ X J damit zu einem King mit dem Nullelement 
(0,0,0,...) und dem Einselement (1,0,0,...) . 
Setzt man noch für r 6 K und (a i ) 6 R f x ] 
r(a i ) : = ( r a i ) 
X : = (0,1,0,0,0,...) 
X°: = (1,0,0,0, ) 
dann g i l t , wie l e i c h t zu prüfen, ^ 
( r o t X / \ /•••/ rk iQ/Of») = ST r L ^ 
i = 0 
Die rechts stehende Summe nennt man ein Polynom i n X . Man 
kann al s o jedes Element aus R [ x J a l s Polynom i n X 
schreiben und nennt daher auch R [ x ] de_n Polynomring i n 
der Unbestimmten X mit K o e f f i z i e n t e n i n R . Man beachte 
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dabei die irreführende Bezeichnung "Unbestimmte X" , da doch 
X durch X = (0,1,0,0,...) wohldefiniert i s t . 
B o o l e s c h e R i n g e 
Um zu zeigen, welche zunächst etwas pathologisch erscheinende 
Eigenschaften ein Ring haben kann, betrachten wir Boolsche 
Ringe. Diese stehen im Zusammenhang mit den sogenannten Boole-
schen Algebren(auf die h i e r nicht eingegangen wird) und s p i e -
len bei gewissen Anwendungen eine R o l l e . 
3.13. D e f i n i t i o n : 
Ein Ring R heißt Bool escher Ring : 
A r 6 R [ r * = r ] . 
3.14. F o l g e r u n g : 
Sei R ein Boolscher Ring, dann g i l t : 
A r e R [r+r = 0] 
und R i s t kommutativ. 
B e w e i s : Seien r,s 6 R 
r+s = ( r + s ) ^ = r^+rs+sr+s A = r+s+rs+sr 
=%> rs+sr = 0 
Für s = r f o l g t 0 = r Ä + r ° L = r+r . 
A l s o g i l t r = - r für jedes Element r 6 R. Damit folgen aus 
rs+sr = 0 durch A d d i t i o n von r s : 
sr = 0+sr = rs+rs+sr = rs+0 = rs , 
a l s o i s t R kommutativ. 
B e i s p i e l e für Boolesche Ringe erhält man auf folgende Weise. 
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Sei M eine beliebige Menge und s e i P(M) die Potenzmenge 
von M . In P(M) werden eine Addition und eine M u l t i p l i k a t i o n 
folgendermaßen eingeführt: Für r,s 6 P(M) s e i 
r+s : = ( r u s) \ ( r r\ s) 
rs : = i n s • 
Man prüft l e i c h t nach, daß damit P(M) ein Boolscher Ring i s t . 
Das Nullelement dieses Ringes i s t die leere Menge 0 und das 
Einselement die Menge M . 
K ö r p e r 
3.15. D e f i n i t i o n : 
E i n Körper i s t e i n kommutativer Ring, bei dem die von 0 ver-
schiedenen Elemente bei der M u l t i p l i k a t i o n eine Gruppe b i l d e n . 
O f f e n s i c h t l i c h i s t diese D e f i n i t i o n damit äquivalent, daß ein 
Körper e i n kommutativer Ring mit einem Einselement 1 + 0 i s t , 
bei dem jedes von 0 verschiedene Element e i n inverses E l e -
ment bezüglich der M u l t i p l i k a t i o n b e s i t z t . 
B e i s p i e l e für Körper: t}, |R, C . 
Dies sind Körper, deren Elemente Zahlen sind; derartige Körper 
nennt man daher auch Zahlkörper. 
Um weitere B e i s p i e l e für Körper zu erhalten, beweisen wir 
den folgenden Satz, der endliche Körper l i e f e r t . 
3.16. S a t z : 
Für n 6 IN0 i s t der Restklassenring l/xil genau dann e i n 
Körper, wenn n eine Primzahl i s t . 
B e w e i s : Sei n = p eine Primzahl. 
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Dann sind 
O+pZ, 1+pZ, ...,p-1 +pZ 
genau die Elemente von Z/pZ • 
Sei 0 < k < p , k G IN , dann sind k und p t e i l e r f r e m d . 
F o l g l i c h g i b t es a,b G IN mit 
ka+pb = 1 , 
al s o ka = 1-pb 
Dann f o l g t 
(k+pZ)(a+pZ) = ka+pZ 
= 1-pb+pZ = 1 + pZ , 
also b e s i t z t k+pZ i n Z/pZ das inverse Element a+pZ . 
F o l g l i c h i s t Z/pZ e i n Körper. 
Sei j e t z t n e IN keine Primzahl, dann zeigen wir, daß 
Z/nZ kein Körper i s t . 
1. F a l l : n = 0 , also OZ = { 0} . 
Dann g i l t 
2+ {0} * {0} und aus 
(2+ {0} )(a+ {0} ) = 2a+ {o} = 1+ {o} 
müßte 2a = 1 mit a 6 Z folgen. 
2. F a l l : n = 1 , al s o 1Z = Z . 
Dann b e s i t z t der Ring Z/Z nur e i n Element, d.h. nur das 
Nullelement, und i s t f o l g l i c h kein Körper. 
3. F a l l : n = ab mit a,b G IN \ { 1} . Dann g i l t 
a+nZ * 0+nZ , aber (a+nZ)(b+nZ) = n+nZ = nZ = 0+nZ . 
Angenommen a+nZ hätte e i n inverses Element c+nZ , so f o l g t 
e i n e r s e i t s 
((c+nZ)(a+nZ))(b+nZ) = (l+nZ)(b+nZ) = b+nZ 
und andererseits 
(c+nZ)((a+nZ)(b+nZ)) = (c+nZ)(0+nZ) = 0+nZ 
also b e nZ . Wegen b/n er g i b t dies b = 0 oder b = n . 
Wegen 0 * n = ah , a * 1 , i s t beides nicht möglich, a l s o 
b e s i t z t a+nZ kein inverses Element, d.h. Z/nZ i s t kein 
Körper. 
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v^4 M o d u l n 
Hier lernen wir einen neuen Typ von algebraischen Strukturen 
kennen. Die bisher behandelten algebraischen Strukturen be-
standen aus einer Menge mit einer (z.B.bei Gruppen) oder zwei 
Uperationen(z.B.bei Ringen). Bei den Moduln werden zwei alge-
braische Strukturen, eine a d d i t i v e Abelsche Gruppe und ein 
Ring, zu einer neuen Struktur verbunden. 
4 . I . D e f i n i t i o n : 
a) Ein R-Linksmodul i s t e i n geordnetes T r i p e l (M,R, v^) mit 
folgenden Eigenschaften: 
( i ) M i s t eine a d d i t i v e Abelsche Gruppe. 
( I i ) R i s t e i n Ring. 
( I I I ) y i s t eine Abbildung: 
*£-: RxM 9 (r,m) i ^ rm 6 M 
mit 
1) Assoziatives Gesetz: 
A i A , r ^ £ K A m G M [ r ^  ( r ^ m) = ( r i r ^ ) m ] 
2) D i s t r i b u t i v e Gesetze: 
A r^ , r ^ , r G KAm^, ,mA,m G M [ ( r ^ +r^)m = r ^ m+r^ 
A r(m > 1 +m^ ) = rm^ +rm 
(IV) (M,R,Y/) heißt unitärer R-Linksmodul, wenn R ein 
Ring mit Einselement 1 i s t und für a l l e m 6 M g i l t : 
1 m = m 
b) Ein l i n e a r e r K-Linksvektorraum i s t e i n unitärer K-Linksmo-
dul (V,K, y ) , wobei K ein Körper i s t . 
c) Entsprechende D e f i n i t i o n e n gelten für R-Rechtsmoduln und 
li n e a r e K-Rechtsvektorräume. 
Is t (M,K,jf) e i n R-Linksmodul, dann schreiot man dafür auch 
kurz oder auch nur i l , wenn f e s t s t e h t , um welchen Ring 
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rt es sich handelt. I s t entsprechend ein l i n e a r e r K-
Linksvektorraum, so bezeichnet man diesen auch kurz a l s K-
Vektorraum oder auch nur al s Vektorraum, wenn f e s t s t e h t , um 
welchen Körper K es sich handelt. 
Bei einem Modul mit einem kommutativen King rt, insbeson-
dere also bei einem Vektorraum, i s t die Unterscheidung nach 
der Seite,auf der K "o p e r i e r t " , unwesentlich und wird daher 
o f t unterdrückt. 
I s t nämlich K ein kommutativer King und (M,K,^) ein R-Links-
modul, so erhält man durch die D e f i n i t i o n 
: MxR 9 (m,r) > rm e M , 
d.h. also durch die Festsetzung 
^(m,r) : = y(r,m) 
einen R- Rechtsmodul, für den mit der üblichen Schreibweise 
rm = ^(r,m) , mr = ^ ' ( r ^ r ) g i l t : 
m r = r m , r 6 R , m e M . 
Die Kommutativität von R wird benutzt, um für ^' das as-
s o z i a t i v e Gesetz nachzuweisen: 
(mr^ ) r ^ = r ^ ( r A m) = ( r ^ r ^ )m = ( r ^ r^)m = m(r^ r ^ ) . 
In diesem Sinne i s t es gleichgültig, ob man M a l s R-Links-
oder R-Rechtsmodul auffaßt. 
B e i s p i e l e : 
1) I s t R ein Ring (mit 1-Element), dann i s t ^ R bzw. K^ 
ein(unitärer) R-Links- bzw. R-Rechtsmodul. Dabei i s t für 
rm bzw. mr mit r,m€ K die M u l t i p l i a k t i o n im Ring zu 
nehmen. 
2) I s t C ein L i n k s - bzw. Rechtsideal eines Ringes K, dann 
i s t RC bzw. C f t e i n R-Links- bzw. K-Kechtsmodul, wobei 
ebenfalls für rc bzw. er die M u l t i p l i k a t i o n i n R zu 
nehmen i s t . 
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3) I s t K e i n Ring, dann i s t d i e Menge 
K n = {(r„ ) I r L & k j 
mit der Addition 
( R/| /•••/ RT>)+ ,( s-i / • • • / S T I ) : = + S y\ f • • • / r - n + s r\) 
und der "Mödulmultiplikation" 
r(r,, , . . . 1 ^ ) : = ( r r ^ , . . . , r r ^ ) 
ein R-Linksmodul. 
Auf die Theorie der Moduln s o l l hier nicht weiter eingegangen 
werden, da der S p e z i a l f a l l der linearen Vektorräume i n der 
Vorlesung über l i n e a r e Algebra eingehend behandelt wird. 
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IV. A U F B A U D E S Z A H L E N S Y S T E M S 
§ 1 D i e n a t ü r l i c h e n Z a h l e n 
In diesem Abschnitt s o l l e n die Eigenschaften der (Menge der) 
natürlichen Zahlen untersucht werden. Dabei werden wir uns auf 
die Grundbegriffe der Mengenlehre stützen, wie s i e im I.Kapi-
t e l eingeführt worden sind. Zwar i s t dort von der Menge der 
natürlichen Zahlen schon gesprochen worden, aber nur i n B e i s p i e -
l e n , um die dort eingeführten B e g r i f f e zu veranschaulichen. 
Dort, wo eine der wichtigsten Eigenschaften der natürlichen 
Zahlen verwendet worden i s t , nämlich die (vollständige) Induk-
t i o n , wurden damit Aussagen bewiesen, die wir i n diesem Ab-
sc h n i t t nicht benötigen werden. Durch die frühzeitige Verwen-
dung der Induktion wird h i e r a l s o kein Zirkelschluß ausge-
führt. 
Zur Konstruktion der natürlichen Zahlen kann man folgender-
maßen vorgehen. Zunächst werden e i n i g e Eigenschaften der Men-
ge der natürlichen Zahlen, wie wir s i e uns i n t u i t i v v o r s t e l -
l e n , ausgewählt und diese dann a l s Axiome zugrundegelegt. 
Diese Axiome s o l l t e n i n der Sprache der Mengenlehre f o r m u l i e r t 
werden. Da die bisherigen Grundbegriffe der Mengenlehre ni c h t 
ausreichen, um nachzuweisen, daß es eine Menge g i b t , d ie den 
ausgewählten Axiomen genügt, d.h. die ein "Modell" für die 
Axiome i s t , werden wir die Existenz einer solchen Menge a l s 
zusätzliches Axiom der Mengenlehre fordern. Die übrigen Eigen-
schaften der natürlichen Zahlen, insbesondere die A d d i t i o n 
und die Ordnung, werden dann aus den Axiomen h e r g e l e i t e t . 
Bevor wir uns den Axiomen für die natürlichen Zahlen zuwenden, 
s e i h i e r bemerkt, daß die Zahl " N u l l " zur Menge der natürli-
chen Zahlen hinzugenommen werden s o l l . Das i s t zwar nicht un-
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bedingt e r f o r d e r l i c h , bringt aber später bei der Entwicklung 
der Rechenregeln für die Addition gewisse V o r t e i l e mit s i c h . 
Im Unterschied zur Menge IN = ^1,2,3,...} werden wir die 
hi e r zu betrachtende Menge mit IN 0 = {0,1,2,3,...} bezeich-
nen. Übrigens kann man dasselbe Axiomsystem, das wir unten 
zur Einführung von |No verwenden werden, auch zur D e f i n i t i o n 
von IN verwenden (denn es g i b t offenbar eine ordnungstreue 
b i j e k t i v e Abbildung )N 0 > IN). Nur müßte man dann die Addi-
t i o n auf andere Weise d e f i n i e r e n . 
Die w i c h t i g s t e n Eigenschaften der natürlichen Zahlen, die wir 
i n etwas abgewandelter Form a l s Axiome verwenden werden, wur-
den von Peano (1858-1932) (und früher auch schon von Dede-
kind (1831-1916) i n ähnlicher Fassung) f o r m u l i e r t . Es sind 
die sogenannten 
PEANO AXIOME: 
(PI) N u l l i s t eine natürliche Zahl. 
(P2) Jede natürliche Zahl b e s i t z t einen eindeutig bestimmten 
Nachfolger, der wieder eine natürliche Zahl i s t . 
(P3) N u l l i s t nicht Nachfolger einer natürlichen Zahl. 
(P4) Natürliche Zahle n mit gleichen Nachfolgern sind g l e i c h . 
(P5) ( P r i n z i p der vollständigen Induktion:) 
Eine Eigenschaft, die der N u l l zukommt und mit jeder na-
türlichen Zahl auch ihrem Nachfolger, kommt a l l e n natür-
l i c h e n Zahlen zu. 
Man wird s o f o r t bemerken, daß i n diesen Peano Axiomen außer 
d e n logischen und mengentheoretischen B e g r i f f e n auch einige 
U n d e f i n i e r t e B e g r i f f e vorkommen, wie " N u l l " , "natürliche 
Zahl", "Nachfolger". Wir wollen diese Mxiome daher i n der 
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Sprache der Mengenlehre noch weiter f o r m a l i s i e r e n . Die Axiome 
(PI) und (P3) sagen im wesentlichen, daß die N u l l ein beson-
ders ausgezeichnetes Element von |N0 i s t . (P2) sagt, daß die 
Bildung des Nachfolgers eine Abbildung von IN0 in \N0 i s t . 
(P4) sagt, daß die Nachfolger-Abbildung eine i n j e k t i v e A b b i l -
dung i s t . 
I . I . D e f i n i t i o n : 
Ein T r i p e l (A,a 0 , ju,), bestehend aus einer Menge A , einem 
Element a 0 6 A und einer Abbildung JJL : A—> A, das den f o l -
genden Axiomen genUgt: 
(P'3) A x 6 A I > ( x ) * a 0 ] 
(P'4) i s t eine i n j e k t i v e Abbildung 
(P'5) A E e P(A) [ a 0 e E A ( A x 6 E [ J H ( X ) 6 EJ ) E = A] 
heißt "Menge der natürlichen Zahlen". 
In dieser D e f i n i t i o n sind die Axiome j e t z t nur noch mit den 
schon bekannten M i t t e l n der Mengenlehre ausgedrückt. Die E x i -
stenz einer Menge der natürlichen Zahlen müssen wir jedoch 
über die bisherigen Axiome der Mengenlehre hinaus noch fordern: 
(M 6) Es e x i s t i e r t eine Menge der natürlichen Zahlen. 
Die nach (M 6) existierende Menge der natürlichen Zahlen 
werden wir fortan mit (|NQ ,0, V ) bezeichnen. 
Das Axiom (P'5) sagt aus, daß unter a l l e n möglichen Modellen 
( A , a 0 / t/cc), die die Axiome (P'3) und (P'4) erfüllen, die 
Menge der natürlichen Zahlen ein minimales Modell i s t . Man 
sieh t nämlich l e i c h t e i n , daß eine Teilmenge E von |N0 , 
die 0 und mit jedem x auch ^ ( x ) enthält, ein Modell 
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(E ,0 , v l L :E >E) b i l d e t , das (P'3) und (P'4) erfüllt. 
(P'5) beinhaltet aber auch eine der wichtigsten Beweistech-
niken, den Beweis durch vollständige Induktion. 
1.2. S a t z ü b e r d e n B e w e i s d u r c h v o l l -
s t ä n d i g e I n d u k t i o n 
Für jedes n 6 IN 0 s e i eine mathematische Aussage A(n) f o r -
m u l i e r t . Dafür gelte (Induktionsanfang:) A (0) i s t r i c h t i g 
und (Induktionsannahme:) aus der R i c h t i g k e i t von A(n) 
(Induktionsschluß:) f o l g t die R i c h t i g k e i t von A( y ( n ) ) . 
Dann i s t A(n) für a l l e n € IN 0 r i c h t i g . 
B e w e i s : Sei E = [ x I x 6 |N0 A A (X) r i c h t i g ] • Es g i l t 
0 6 E und A x 6 E [ v ( x ) 6 E] . Nach (P'5) f o l g t E = |N0 . 
1.3. D e f i n i t i o n d e r A d d i t i o n v o n 
n a t ü r l i c h e n Z a h l e n : 
Für jedes m 6 | N 0 s e i 
0+m : = m 
und, wenn n+m für n 6 INQ schon d e f i n i e r t i s t , 
y(n)+m : = y (n+m) . 
Wir zeigen, daß damit n+m für a l l e n,m 6 | N 0 d e f i n i e r t i s t . 
Sei m 6 ! N 0 . Auf die Aussage: 
A-m(n) = " n + m i S T d e f i n i e r t " 
können wir den Satz über den Beweis durch vollständige Induk-
t i o n anwenden, denn A T n ( 0 ) i s t r i c h t i g und wenn wir annehmen, 
daß A T n ( n ) r i c h t i g i s t , dann i s t auch A r n ( v (n)) r i c h t i g . 
A l s o i s t n+m für a l l e n,m e I N 0 d e f i n i e r t . 
A l s bequeme Abkürzung d e f i n i e r e n wir noch 1 : = y (0) 
und 2 : = y ( l ) . 
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1.4. S a t z : 
1 ) A n 6 INO [0+n = n = n+O] 
2) A n 6 I N 0 [l+n = v ( n ) ] 
3) Am,n 6 IN0 [m+n = n+m] 
4) Am,n,r6 |N0 [(m+n)+r = m+(n+r)] 
5) Am,n,r £ |N0 [r+m = r+n > m = n] 
B e w e i s : 
1) 0+n = n g i l t nach D e f i n i t i o n der Addition für a l l e n e lN 0 . 
n+0 = n beweisen wir durch (vollständige) Induktion nach n. 
Die Aussage A(n) i s t dabei n+0 = n. 
Induktionsanfang: 0+0 = 0 g i l t nach D e f i n i t i o n der A d d i t i o n . 
Induktionsannahme: Es gelte n+0 = n . 
Induktionsschluß:Zu zeigen i s t v(n)+0 = y (n) . Wegen 
n+0 = n i s t V (n)+0 = y (n+0) = y (n). 
Nach Satz 1.2. g i l t daher n+0 = n für a l l e n e \N0 . 
2) 1+n = v (0)+n = v (0+n) = y(n) . 
3) Wir zeigen: A n 6 I N 0 {Am 6 I N C [m+n = n+m]] durch 
Induktion nach n . Die Aussage A(n) i s t dabei 
A m 6 | N 0 [m+n = n+m] . 
Induktionsanfang: A m 6 | N 0 [m+0 = 0+m] . Das i s t die Aus-
sage 1) des Satzes und schon oben bewiesen worden. 
Induktionsannahme:Es g e l t e A m € I N 0 [m+n = n+m] 
Induktionsschluß:Zu zeigen i s t A m€ I N 0 [m+ v ( n ) = y (n)+m] . 
Das zeigen wir durch Induktion nach m. Die Aussage A(m) 
i s t dabei m+ y ( n ) = y(n)+m . 
Induktionsanfang: 0+ y ( n ) = y(n)+0 i s t r i c h t i g . 
Induktionsannahme:Gelte m+ y ( n ) = y(n)+m . 
Induktionsschluß: v (m)+ V (n) = y (m+ y (n)) = 
= y ( v(n)+m) (wegen Induktionsannahme über m) = 
= y ( V (n+m)) = y ( y (m +n)) (wegen Induktionsannahme 
über n) = y ( y (m)+n) = v ( n + V (m)) (wegen Induktions-
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annähme über n) = y (n)+ y(m) . a l s o g i l t m N 
m+ (n) = (n)+m • a l s o g i l t 3 ). 
4) Wir zeigen A m 6 IN 0 [ A n , r 6 IN0 [(m+n)+r = m+(n+r)]] 
durch Induktion nach m: 
Induktionsanfang: A n , r £ IN0 [(0+n)+r = n+r = 0+(n+r)] 
i s t r i c h t i g . 
Induktionsannahme: A n , r € IN0 £(m+n)+r = m+(n+r)] 
Induktionsschluß: A n , r £ |N0 [(y(m)+n)+r = y(m+n)+r = 
= y((m+n)+r) = y(m+(rH-r)) = y (m) + (n+r)] . 
5) Wir zeigen A r 6 |N 0 [Am,n £ |N0 [r+m = r+n ^ m = n l ] 
durch Induktion nach r: 
Induktionsanfang: A m,n 6 IN0 [0+m = 0+n = ^ m = n ] 
i s t r i c h t i g . 
Induktionsannahme: Am,n 6 IN0 [r+m = r+n = ^ m = nj 
Induktionsschluß: Am,n £ IN 0 [ v(r)+m = v (r)+n > 
1) (r+m) = y (r+n) > r+m = r+n (wegen P*4) > 
m = n ] . 
Wir haben mit diesem Satz bewiesen, daß (|N0 ,+) e i n kommutati-
ves Monoid mit 0 a l s neutralem Element i s t . Wir sagen, daß 
ein kommutatives Monoid (M, O ) die Kürzungseigenschaft hat, 
wenn g i l t 
Am,n,r 6 M [ r o m = r o n > m = n 1 
Also i s t (IN0 ,+) e i n kommutatives Monoid mit Kürzungseigen-
schaft. 
1.5.H i l f s s a t z : 
A n 6 IN 0 [n * 0 V m 6 IN 0 [ V (m) = n]j 
B e w e i s:Nach (P'3) g i l t j e d e n f a l l s v(m) ^ 0 . Sei zum 
Beweis der Umkehrung E = [x I x 6 IN0 A (x =0 v Vm€lN 0 [v(m) 
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Dann i s t 0 6 E C |N0 . I s t x € E , so i s t v (x) 6 E , weil 
V (x) der Bedingung V m 6 fN0 [v(m) = v ( x ) ] genügt. 
Nach (P'5) i s t E = IN0 . I s t also n 6 IN0 = E und n * 0 , 
so b l e i b t für n nur die Möglichkeit V m 6 IN0 [^(m) = n] . 
1 .6. D e f i n i t i o n d e r O r d n u n g d e r 
n a t ü r l i c h e n Z a h l e n 
Wir d e f i n i e r e n eine Relation ^ auf |NC durch 
A m,n 6 IN 0 [m ^ n : 4=> V r 6 IN0 [r+m = n ] ] 
B e h a u p t u n g : Die Relation ^ auf 1N0 i s t eine Wohl-
ordnung. 
B e w e i s : 
1 .Reflexivität: A n 6 |N0 [0+n = n ] = ^ A n 6 IN0 [ n ^ n] 
2. Transitivität:Gelte m ^ n und n ^ s für m,n,s 6 IN 0 
V r , t 6 \H0 [r+m = n A t+n = s] = > 
(t+r)+m = t+(r+m) = t+n= s = > V u e IN0 [u+m = s] > m ^ s 
3. Antisymmetrie:Für m,n 6 !NQ g e l t e m ^ n und n £ m . > 
V r,s 6 IN 0 {r+m = n A s+n = m] > (r+s)+n = r+(s+n) = 
r+m = 0+n > r+s = 0 . 
I s t r $ 0 , so e x i s t i e r t e i n t 6 IN 0 mit y ( t ) = r nach 
H i l f s s a t z 1.5. Also i s t 0 = r+s = v(t)+s = y(t+s) im 
Widerspruch zu H i l f s s a t z 1.5. Also i s t r = 0 und damit 
m = r+m = n . 
4. ^ i s t ein Wohlordnung: Sei M 9. IN 0 ohne k l e i n s t e s Element. 
Es i s t M = 0 zu zeigen. Sei E : = { x I x 6 IN 0 A Am 6 M [x ^ 
Da M kein k l e i n s t e s Element b e s i t z t , i s t E n M = 0 , denn 
y 6 E r\ M > A m 6 M [y ^ m] , was der Annahme über M wi-
derspri c h t . Es i s t sicher 0 e E . Sei x 6 E und v (x) ^ E. 
= 4 > \ / m G M [ x ^ m A v ( x ) | m] > V r 6 IN 0 [ r+x = m] . 
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Sicher i s t r $ 0 , denn sonst wäre x = m £ E n M = 0 . 
Damit i s t r = y (s) und s+ V (x) = V(s+x) = y (s)+x = r+x 
al s o v (x) ^  m im Widerspruch zu y (x) ^ m. I s t also x e E 
so i s t auch V>(x) € E und damit E = IN 0 und M = 0 . 
Aus dem Beweis für die Antisymmetrie merken wir uns noch die 
Eigenschaft 
A m, n 6 IN0 [m+n =0 i > m = 0 = n] . 
1.7. S a t z ( I , M o n o t o n i e g e s e t z ) 
Am,n,r £ |N0 [m ^ n r+m ^ r+nj 
B e w e i s : m = n =£• t+m = n -==^  t+r+m = r+t+m = r+n > 
r+m = r+n . 
Aus dem I.Monotoniegesetz f o l g t sofort die Aussage 
Am,n,s,t € N 0 [m ^  n A S ^  t = ^ m+s ^ n+t] , 
denn m+s £ m+t = t+m ^ t+n = n+t • 
Wir führen die M u l t i p l i k a t i o n der natürlichen Zahlen an dieser 
S t e l l e nicht e i n , da s i e sic h später aus der M u l t i p l i k a t i o n 
der ganzen Zahlen mit ergeben wird. 
Zum Abschluß beweisen wir jedoch noch einen Satz über die 
Ei n d e u t i g k e i t der Menge der natürlichen Zahlen. S i c h e r l i c h 
sind die Mengen {0,1,2,3,...} und {0',1 1,2',3',... } 
verschiedene Mengen, aber beide ergeben Modelle für eine Menge 
der natürlichen Zahlen. Man kann also nicht erwarten, daß es 
nur eine "Menge der natürlichen Zahlen" g i b t . Es genügt aber 
auch für a l l e mathematischen Zwecke, daß zwei Modelle für die 
Menge der natürlichen Zahlen "isomorph" sind bezüglich der 
h i e r betrachteten Strukturen. 
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1.8. S a t z : 
Seien ( A , a 0 , JL ) und (B,b 0 , y ) jeweils eine Menge der 
natürlichen Zahlen(im Sinne von D e f i n i t i o n 1.1.). 
Dann gi b t es genau eine b i j e k t i v e Abbildung f:A >B , für 
die g i l t f ( a 0 ) = b 0 und A x 6 A [ f ( t / c ( x ) ) = v f ( x ) J . 
B e w e i s:Wir d e f i n i e r e n eine Abbildung f:A > B durch 
(*) f ( a 0 ) : = b 0 und f ( ^ ( x ) ) : = y ( f ( x ) ) , f a l l s 
f ( x ) schon d e f i n i e r t i s t . Da für ( A , a c das P r i n z i p 
der vollständigen Induktion g i l t , i s t k l a r , daß die Aussage 
"Für a l l e x e A i s t durch (*) genau ein Element f ( x ) 6 B 
d e f i n i e r t " r i c h t i g i s t . Weiter i s t f:A ^ B die einzige 
Abbildung, die f ( a 0 ) = b 0 und A x € A [ f ( ^ ( x ) ) = y ( f ( x ) ) ] 
erfüllt. Zu zeigen b l e i b t , da!' f b i j e k t i v i s t . 
Wir bilden E = { x I x 6 A * V y 6 A [ x $ y A f ( x ) = f(y)]} 
und wollen zeigen, daß E l e e r i s t . I s t E nicht l e e r , so 
b e s i t z t E ein k l e i n s t e s Element u 6 E C A, denn A i s t nach 
1.6. wohlgeordnet. I s t u = a Q und y $ a 0 , so i s t y = JA. (Z) 
für ein z £ A und f(u) = f ( a 0 ) = b 0 * V f ( z ) = f j l ( z ) = f ( y ) . 
Dann könnte aber u kein Element von E sein. Also i s t u £ a 0 . 
Sei y i u mit f ( y ) = f(u) gegeben. Da beide y 4 a 0 und u * a 0 , 
e x i s t i e r e n s,t £ A mit jut(s) = y, ^ ( t ) = u, s i t , t ^  u 
und t * u. Also i s t t ^  E und f ( s ) £ f ( t ) . Daraus f o l g t 
H y ) = f ( J t i ( s ) ) = V f ( s ) * y f ( t ) = f ^ ( t ) = f ( u ) , ein 
Widerspruch zu f ( y ) = f(u) . 
f i s t surjektiv:Nach D e f i n i t i o n g i l t B i ( f ) c B, b 0 £ B i ( f ) . 
Sei nun m £ B i ( f ) , a l s o f ( x) = m für ein x 6 A. Dann i s t 
f( cA M ) = * f ( x ) = V (m) £ B i ( f ) . Da auch i n ( B , b 0 , V ) 
das P r i n z i p der vollständigen Induktion g i l t , i s t B i ( f ) = B 
und f s u r j e k t i v . 
Man kann j e t z t l e i c h t zeigen, daß auch f(x+y) = f(x)+f(y) für 
a l l e x,y 6 A g i l t und daH weiter aus x ^ y f o l g t f ( x) £ f ( y ) * 
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Daher i s t es gleichgültig, ob wir Addition und Ordnung i n 
( A , a 0 , JA.) oder (B,b 0 , y ) studieren. 
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V 2 D i e g a n z e n Z a h l e n 
Zur Einführung der Menge Z der ganzen Zahlen verfahren wir 
anders a l s bei den natürlichen Zahlen. S t a t t Z axiomatisch 
zu beschreiben, wird 2 mit H i l f e von IN 0 k o n s t r u i e r t . 
Die vorzunehmende Konstruktion von 2 lülit sich aligemeiner 
für beliebige kommutative Monoide mit der Kürzungseigenschaft 
durchführen. Wir geben diese allgemeine Konstruktion an, die 
es erlaubt, zu einem vorgegebenen kommutativen Monoid (M,+) 
mit Kürzungseigenschaft eine kommutative "von M erzeugte" 
Gruppe zu konstruieren. 
Das Problem, das zur Erweiterung von IN 0 zu 1 führt, besteht 
da r i n , daß die Subtraktion i n |N0 nicht unbeschränkt durch-
führbar i s t . Nun könnte man daran denken, eine Erweiterung 
zu 2 dadurch zu gewinnen, daß man formal a l l e möglichen 
Differenzbildungen m-n mit m,n € |N0 betrachtet und d i e j e -
nigen Differenzen, die i n IN 0 nicht zu bilden sind, zur Men-
ge IN0 a l s neue Elemente hinzunimmt. Dabei muß man aber noch 
beachten, daß formal verschiedene Differenzen dasselbe E l e -
ment i n 2 ergeben können, wie das folgende B e i s p i e l z e i g t : 
die beiden formalen Differenzen 3-5 und 2-4 lassen sich 
nicht i n |N0 auflösen; wir wissen aber, daß s i e i n Z das-
selbe Element -2 bestimmen. Also muß man 3-5 und 2-4 
i d e n t i f i z i e r e n . Welche formalen Differenzen(später werden das 
einfach Paare von Elementen von |N0 sein) man i d e n t i f i e z i e r e n 
muß, kann man schon i n der Struktur von |N0 ausdrücken:im 
B e i s p i e l g i l t 3+4 = 5+2 (wegen 3-5 = 2-4 i n Z); allgemein 
wollen wir m-n mit s-t i d e n t i f i z i e r e n , wenn m+t = n+s 
i s t . Dabei dürfen j e t z t auch die Differenzen betrachtet werden, 
die i n IN0 aufgelöst werden können. Das führt uns zu folgen-
der Konstruktion; 
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2.I.K o n s t r u k t i o n d e r v o n M e r z e u g t e n 
k o m m u t a t i v e n G r u p p e 
Sei (M,+) ein kommutatives Monoid mit Kürzungseigenschaft. 
Auf MxM d e f i n i e r t ( m , n ) ^ ( s , t ) : m+t = n+s eine Aqui-
v a l e n z r e l a t i o n . Wegen m+n = n+m g i l t (m,n) ^ (m,n) für a l l e 
(m,n) £ MxM. I s t ( m , n ) ( s , t ) , so i s t m+t = n+s und 
s+n = t+m, also ( s , t ) ^ v ( m , n ) . I s t schließlich (m,n)^v/(s,t) 
und (s, t ) /-v (u, v ) , so i s t m+t = n+s und s+v = t+u, also 
(m+v)+t = m+t+v = n+s+v = n+t+u = (n+u)+t. Wegen der Kürzungs-
eigenschaft g i l t dann m+v = n+u und damit (m,n) (u,v). 
Sei G : = MxM/~ die Menge der Äquivalenzklassen i n MxM 
und f:(MxM)x(MxM) > G die Abbildung 
f((m,n),(u,v)) : = (m+u,n+v) , 
wobei (m,n) die Aquivalenzklasse bezeichnet, die (m,n) ent-
hält. Seien ((m,n),(u,v)) und ((m*,n'),(u',v 1)) i n 
(MxM)x(MxM) gegeben mit (m, n) r^j ( m * , n' ) und (u, v) (u', v' ). 
— ^ m+n' = n+m1 A U+V1 = v+u' 
> m+u+n'+v' = n+v+m'+u1 > (m-i-u, n+v) (m'-fu1 ,n,+vl ) 
> (m-fu,n+v) = (m'+u1,n'-t-v') 
f((m,n),(u,v)) = f ( ( m \ n ' ) , ( u \ v ' ) ) . 
Nach II.3.10. e x i s t i e r t dann genau eine Abbildung 
+:GxG > G, für die g i l t (m,n)r(u,v) = (m+u,n+v). 
(G,+) i s t eine kommutative Gruppe:anhand der D e f i n i t i o n von 
+ :GxG -—>G rechnet man die Eigenschaften l e i c h t nach. 
Neutrales Element i s t (0,0), wobei Ofc M das neutrale E l e -
ment für M i s t . Inverses Element zu (m,n) i s t (n,m) , 
denn (m,n)+(n,m) = (m+n,m+n) = (0,0) wegen 
(m+n,m-n) (0,0) und m+n+0 = m+n+0 . 
Man hat eine i n j e k t i v e Abbildung c :M >G mit 
l (m) : = (m,0). I s t nämlich t(m) = c ( n ) , also (m,0) = (n,0), 
so i s t ( m , 0 ) ^ ( n , 0 ) und damit m+0 = n+0, daher i s t t :M—>G 
i n j e k t i v . 
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Faßt man (G,+) a l s kommutatives Monoid auf, so i s t t :M' * G 
ein Monoid-Homomorphismus, denn es i s t c(m+n) = (m+n,0) = 
(m^0)+(n70) = L(m)+ l ( n ) und t(0) = (Ö7o). 
Da t i n j e k i t v i s t , kann man die Elemente m 6 M vermöge (• 
mit den Elementen (m,0) £ G i d e n t i f i z i e r e n , a l s o M a l s 
Teilmenge von G auffassen. Dabei wirken die Addition von G 
und die Addition von M auf Elementen von M i n g l e i c h e r 
Weise, da c e i n Monoid-Homomorphismus i s t . 
Die so konstruierte kommutative Gruppe G mit dem Untermonoid 
M heißt die von M erzeugte kommutative Gruppe. 
2.2. D e f i n i t i o n d e r M e n g e d e r 
g a n z e n Z a h l e n : 
Die vom kommutativen Monoid (|N0 ,+) mit Kürzungsregel erzeugte 
kommutative Gruppe (Z,+), die (|N0 ,+) a l s Untermonoid enthält, 
heißt Gruppe der ganzen Zahlen. 
Z heißt dabei die Menge der ganzen Zahlen. 
Die von M erzeugte kommutative Gruppe G b e s i t z t eine 
" u n i v e r s e l l e " Eigenschaft, durch die s i e auch häufig d e f i n i e r t 
wird. Wir werden diese u n i v e r s e l l e Eigenschaft verwenden, um 
weitere Eigenschaften von Z h e r z u l e i t e n . 
2.3. S a t z : 
Sei M e i n kommutatives Monoid mit Kürzungseigenschaft und 
L:M > G der oben kon s t r u i e r t e Monoid-Homomorphismus i n 
die von M erzeugte kommutative Gruppe G. Seien H eine 
weitere kommutative Gruppe und f:M >H ei n Monoid-Homo-
morphismus (wobei H a l s Monoid aufgefaßt wird). 
Dann gibt es genau einen Gruppenhomomorphismus 
mit = f 
- 95 -
B e w e i s : Sei f ^ :MxM > H gegeben durch 
f^ (m,n) : = f(m)-f(n). Dann g i l t : (m, n) ~ (m 1, n 1) = ^ 
m+n' = n+m ,=^ f(m)+f(n') = f(n)+f(m') ===> 
f„ (m,n) = f(m)-f(n) = f(m')-f(n') = f ^ m ' , ^ ) , a l s o indu-
z i e r t nach II.3.10. genau eine Abbildung 
f':G >H mit f'((m,n)) = f(m)-f(n). 
Wegen f*((m,n)+(s,t)) = f'((m+s,n+t)) = f(m+s)-f(n+t) = 
= f ( m ) + f ( s ) - f ( n ) - f ( t ) = f '((m,n))+f ' ( ( s , t ) ) i s t f ein 
Gruppen-Homomorphismus • 
Für a l l e m e M g i l t f u (m) = f'((m,0)) = f(m)-f(0) = f(m), 
a l s o i s t f ' c = f . 
I s t schließlich f":G > H ein Gruppen-Homomorphismus mit 
f ' l = f , so i s t f " ( ( ^ 7 ) = f M ( 0 J ^ - T n ^ O y ) = 
= f " o ( m ) - f M t (n) = f(m)-f(n) = f'((m.n)) , also i s t f = f " . 
2.4.F o l g e r u n g : 
Mit der I d e n t i f i z i e r u n g von IN 0 mit einer Teilmenge von Z 
vermöge c :N0 > Z erhält man 
Z = (N 0 u { x | x 6 Z A V n 6 IN 0 [n f 0 A n = -x] } 
B e w e i s : Wir bezeichnen 
Z" : = { x I x 6 t A V n 6 IN0 [ n ± 0 A n = -x]] . 
Dann i s t |N0 u IL eine Untergruppe von Z , denn mit 
y 6 |N0 Z i s t auch -y 6 !N0 u Z und mit y,z 6 IN0 u Z 
i s t auch y+z 6 IN0 u Z . Der einzige n i c h t - t r i v i a l e F a l l 
der l e t z t e n Behauptung i s t y 6 IN0 und z 6 Z , a l s o -z = n 6 IN, 
I s t y < n = -z , so i s t y+t = n , al s o y+z = y-n = - t € Z 
wegen t £ 0 . I s t n = -z ^ y , so i s t n+t = y und 
y+z = y-n = t 6 IN 0 . 
Sei j dN0 u Z > Z die Inklusionsabbildung. Es i s t zu 
zeigen, daß j s u r j e k t i v i s t . Sei i % dN0 > \H0 \ j Z ge-
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geben mit 
sind f , j und i d ^  Gruppenhomomorphismen. f e x i s t i e r t 
und i s t eindeutig bestimmt durch f t = i 1 wegen ;>atz 2.3. 
Weiter g i l t j i * = l . Damit i s t j f o = 0 = i d ^ l u n c ! 
wegen Satz 2.3. i s t j f = i d ^ , also i s t j s u r j e k t i v . 
Die obige Folgerung läßt sich ebenso im F a l l eines beliebigen 
kommutativen Monoides mit Kürzungseigenschaft beweisen. Wir 
haben jedoch noch eine zusätzliche Ligenschaft, nämlich 
|N0 r\ 11 = 0 , die im allgemeinen F a l l nicht g i l t . Sei nämlich 
x £(N 0 r\ f , so i s t x 6 |N0 und 0 ± -x = n £ IN 0 . =$> 
0 = x-x = x+n £ IN 0 > x = ü = n im Widerspruch zu n ^ 0. 
Man beachte außerdem, daß |NQ \ { 0 } 3 n i > -n £ I 
eine B i j e k t i o n i s t mit der Umkehrabbildung 
T 3 x » > -x £ IN 0 \ { 0 } . 
Seien M C N Mengen und s e i auf M eine Ordnung d e f i n i e r t . 
Eine Ordnung auf N nennen wir eine Fortsetzung der Ordnung 
auf M , wenn ihre Einschränkung auf M die vorgegebene Ord-
nung auf M i s t . 
2.5. D i e O r d n u n g d e r g a n z e n Z a h l e n : 
Die folgende Relation auf 11 
A x,y £ 11 [x ^  y : y-x e <N0] 
i s t eine t o t a l e Ordnung und eine Fortsetzung der Ordnung von 
IN0 auf 2 . 
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B e w e i s: 
1 .Kef lexivität: x =* x wegen x-x = 0 6 INQ für a l l e x 6 U • 
5.Fortsetzung der Ordnung von |H0 auf Z : 
A m,n e IN0 [m * n i n |N0 <£=^ V t 6 lN 0 [t+m = n] 4 = ^ n-m 6 |N0 
2.6. D e f i n i t i o n d e r M u l t i p l i k a t i o n 
v o n g a n z e n Z a h l e n : 
Für jedes z 6 Z de f i n i e r e n wir 
O'Z : = 0 und (n+l)*z : = n«z + z , 
f a l l s n«z schon d e f i n i e r t i s t und n 6 IN0 g i l t . 
Für x 6 Z d e f i n i e r e n wir 
Durch vollständige Induktion i s t n»z für a l l e n £ |N0 , 
z e 1 d e f i n i e r t . Oben haben wir Z = |N0 \j Z gezeigt. Damit 
i s t x-z für a l l e x,z 6 Tt d e f i n i e r t . 
2.7. b a t z: 
II mit der i n 2.6. d e f i n i e r t e n M u l t i p l i k a t i o n i s t e i n kommu-
t a t i v e r King mit Einselement. 
B e w e i s : 
1 . A m 6 N 0 , z e 1 [m-z + m = m-(z+l)] . 
Beweis durch Induktion nach m: 0 - z + 0 = 0 = 0 - ( z + l ) . 
Gelte m-z + m = m«(z+1) . Dann i s t (m+l)*z + (m+1) = 
m-z + z + m + 1 = m(z+l) + (z+"l) = (m+l)«(z+1) . 
<£=> m ^ n i n Z ] 
: = - ( ( - x ) - z ) 
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2. A m,n £ |NQ [m-n = n-mj . Beweis durch Induktion nach n . 
Induktionsanfang: A m £ |N0 {m-0 = 0 = 0-m] 
Beweis durch Induktion nach m :O0 = 0 = O'O nach D e f i n i t i o n . 
I s t m-0 = 0 = 0-m , so i s t (m+l)-0 = m-0+0 = 0 = 0-(m+1) . 
Induktionsannahme: Es ge l t e A m tlNp £ m * n = n m ] 
Induktionsschluß: Am £ IN 0 [m«(n+l) = m*n+rt] = n«m + m = (n+1)-ml . 
3. A m,n 6 IN0 [m-(-n) = -(m-n)] • Beweis durch Induktion nach m. 
0-(-n) = 0 = -0 = -(0-n) . Sei m-(-n) = -(m-n) , so i s t 
(m+1)•(-n) = m-(-n)+(-n) = -(m*n)-n = -(m-n+n) = -((m+1)* n) . 
4. A y,z € l \ _ y z = z - y ] . I s t y , z £ 1 , so g i l t yz = zy 
wegen 2. I s t y £ |N0 , z £ ~f , so i s t z = -n für n £ |N0 
und y z = y ( - n ) = - ( y n ) = -(n*y) = (-n)-y = z-y . Symmetrisch 
verfährt man bei y 6 1 , z 6 IN0 . I s t y , z £ I , a l s o y = -m 
und z = -n , so i s t y z = (-m)*(-n) = -(m*(-n)) = -((-n)-m) 
= »(-(n-m)) = -(n-(-m)) --- (-n)-(-m) z-y . 
5. A m £ IN0 , r,s £ Ii [m-(r+s) = in-r + m-s] . Beweis durch 
Induktion nach m . Es i s t 0«(r+s) = 0 = 0 T + 0*s . I s t 
m(r+s) = m-r + m-s , so i s t (m+l)(r+s) = m-(r+s)+(r+s) = 
= m»r + m-s + r+s = (m+l)*r + (m+l)*s . 
6. A m,r,s 6 I fm(r+s) = m»r + m-s] . Es i s t nur der F a l l 
m 6 1 , r,s € 1 noch zu untersuchen. Sei m = -n mit n€ IN 0 . 
Dann i s t m*(r+s) = (-n)-(r-fs) = -(n»(r+s)) = -(n-r + n*s) = 
= -(rv r)+(-(n* s)) = (-n)*r + (-n)*s = m-r + m»s 
7. A m,r,s £ 1 [(r+s)-m = r m + s-mj g i l t wegen 6. und 4. 
8. A m £ IN0 , r,s 6 1 [(r-m)-s = r*(m-s)J . Beweis durch In-
duktion nach m . Es i s t (r-O)-s = 0»s = 0 = r*0 = r-(0«s). 
I s t (r-m)'S = r*(m»s) , so i s t (r-(m+l))»s = (r»m+r)«s = 
= (r«m)«s + r»s = r»( m«s) + r«s = i*( nvs + s) = r*((m+l)*s). 
9. A m,r,s 6 Z[(r*m)«s = r»(m*s)] . Es b l e i b t nur der F a l l 
m 6 1 , r,s £ Ii zu untersuchen. Sei m = -n mit n 6 IN 0 . 
Dann g i l t (r»m)-s = (r»(-n))-s = -((r»n)«s) = -(r»(n»s)) = 
= r-((-n).s) = r-( m-s). 
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§ 3 D i e r a t i o n a l e n Z a h l e n 
Ähnlich wie bei der Einführung der ganzen Zahlen werden wir 
j e t z t aus 1 die Menge iß der rationalen Zahlen konstruie-
ren und ihre Eigenschaften studieren. Auch diese Konstruktion 
läßt s i c h allgemeiner für n u l l t e i l e r f r e i e kommutative Ringe 
R mit Einselement durchführen. Dabei wird aus R e i n Körper 
Cj(R) , der Quotientenkörper von R , k o n s t r u i e r t . J e t z t l i e g t 
das Problem i n der Tatsache begründet, daß man i n 11 nicht 
durch jede von N u l l verschiedene Zahl d i v i d i e r e n kann. 
Man betrachtet daher formale Quotienten £ mit a,b 6 11 , 
a c 
b \ 0 und wird r- und — i d e n t i f i z i e r e n , wenn ad = bc 
a 
g i l t , dann i s t nämlich £ = cf ^ Q ^ S r a t ^ o n a ^ e Zahlen). 
Man verwendet a l s o eine ähnliche Konstruktion wie bei der E i n -
führung der ganzen Zahlen. 
3.1. K o n s t r u k t i o n d e s Q u o t i e n t e n -
k ö r p e r s v o n R: 
Sei R e in n u l l t e i l e r f r e i e r , kommutativer Ring mit E i n s e l e -
ment. Auf Rx(R \ jo} ) d e f i n i e r t ( r , s ) ^ ( x , y ) :4=£>ry = sx 
eine Äquivalenzrelation. Wegen rs = sr i s t ( r , s ) ~ ( r , s ) 
für a l l e ( r , s ) e Rx(R \ {O} ) . I s t ( r , s ) ^ (x,y), so i s t 
ry = sx und xs = yr , a l s o (x, y) r>u ( r , s) . I s t schließ-
l i c h ( r , s) ^  (u, v) und (u,v)^v/(x,y) , so i s t rv = su 
und uy = vx , al s o (ry)v = rvy = suy = svx = (sx)v . 
Wegen der N u l l t e i l e r f r e i h e i t g i l t dann ry = sx und damit 
( r , s ) ~ (x,y) . 
Sei Q(R) : = Rx(R \ {O} ) / ^ die Menge der Äquivalenz-
klassen i n Rx(R \ {o} ) und 
f: (Rx(R \ {0} ))x (Rx(R \ { o } )) > Q(R) 
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10. A m £ / [ l • m = m = m- l ] f o l g t aus 1 • m = (0+l)'m = 0-m+m = m 
und 4. 
Wegen 4., 6., 7., 9. und 10. i s t also 1 ein kommutativer 
King mit Einselement. 
2.8. S a t z : 
Im Ring I gelten folgende Rechenregeln: 
a) ( I . Monotoniegesetz) A m,n,r £, 2 [m 4 n r+m ^ r+n] 
b) (II.Monotoniegesetz) Am,n,r £ 2 [m 4 n A 0 ^ r = > r m ^ r-n] 
c) ( N u l l t e i l e r f r e i h e i t ) Am,n € 2 [ m - n = 0 = > m = 0 v n = ö] . 
B e w e i s: 
a) m ^ n => n-m € IN 0 > r+n-(r+m) e IN0 ==^- r+m r+n . 
b) m ^ n / \ 0 = ' r > n-m, r 6 IN Q > r • (n-m) e lN 0 nach D e f i n i t i o n 
der M u l t i p l i k a t i o n i n I = > rn-rm £ IN 0 = > rm ^ rn . 
c) Wir zeigen m £ 0 A m-n = 0 > n = 0 . Es genügt, das für 
m,n e IN0 zu zeigen, da ja (-m)-n = -(m»n) = m«(-n) g i l t . 
m 4 0 und m £ 1N0 bedeutet m = t+1 für genau ein t 6 IN0 . 
Also i s t zu zeigen: A t e IN 0 , n £ IN 0 [(t+1)- n = 0 n = 0] . 
Aber (t+l)»n = t»n + n = 0 und t-n,n £ IN 0 i m p l i z i e r t 
t - n = 0 und n = 0 . 
2.9. F o l g e r u n g : 
a) A m, n, r 6 2 {r ± 0 A rm 
b) A m 6 I [0 = m.m = m A] . 
c) A m,n,r 6 1 [ö ^  r A ü ^ 
B e w e i s : 
a) r $ 0 A rm = rn =£> r 4 0 A r(m-n) = 0 > m-n = 0 
> m = n . 
b) I s t 0 ^ m = > 0 = 0-m ^ m-m = m*- . I s t m ^ 0 , so i s t 
0 = m-m ^ 0-m = -m , al s o 0 - (-m)^ = m ^  . 
= n] 
[m ^  n 
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c) S i c h e r l i c h g i l t m 4. n rm 4. rn wegen des II« Mono 
toniegesetzes. G i l t 0 ^  r A 0 ^ r A r m s ' r n A m s n A m 
so i s t rm — rn A rm — rn, also rm = rn und wegen a) 
i s t m = n im Widerspruch zu m ^  n . Also g i l t 0 ^ r 
0 £ r A rm ^  rn > m ^  n . 
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die Abbildung f ( ( r , s) , (x, y)) : = (rx,sy) , 
wobei ( r , s ) die Äquivalenzklasse bezeichnet, die ( r , s ) ent-
hält. 
Wegen s ^ 0 + y und der N u l l t e i l e r f r e i h e i t von R i s t 
sy # 0 , also i s t (rx,sy) £ Rx(R X {0} ). Damit i s t f eine 
Abbildung. 
Seien ( ( r , s ) , ( x , y ) ) und ( ( r 1 , s ' ) , ( x ' , y * ) ) i n 
(Rx(R \ { 0 } )) x (Rx(R \ {0) )) gegeben mit ( r , s) M r ' , s ' ) 
und ( x , y ) ^ ( x ' , y ' ) . > r s 1 = s r 1 A xy* = yx' > 
rxs'y' = syr'x' > (rx,sy) ( r ' x ' , s ' y 1 ) > 
(7x^77) = ( r ' x \ s ' y ' ) f ( ( r , s ) , ( x , y ) ) = f ( ( r ' , s • )-(x •, y") ) . 
Nach II.3.10. e x i s t i e r t dann genau eine Abbildung 
• :Q(R) x <U(R) > ÜJ(R) mit 
( r , s ) (x,y) = (rx,sy) . 
Sei j e t z t g:(Rx(R \ {0} )) x (Rx(R \ {0} )) > <}(R) 
d e f i n i e r t durch g ( ( r , s ) , ( x , y ) ) = (ry+sx,sy), so i s t sy £ 0 
wegen s \ 0 4 y , a l s o i s t g eine Abbildung. I s t ( r , s ) ( r 1 , s 1 ) 
und ( x , y ) ~ ( x ' , y ' ) , so i s t r s ' = s r 1 und xy 1 = yx 1 . > 
(ry+sx)*x'y 1 = rs'yy'+ss'xy' = r'sy'y+s'sx'y = (r'y 1+s'x')*sy 
> (ry+sx,sy) = (r'y'+s'x',s'y*) > 
g ( ( r , s ) , ( x , y ) ) = g ( ( r ' , s ' ) , ( x ' , y ' ) ) . Nach II.3.10. e x i s t i e r t 
dann genau eine Abbildung 
+ : Q(R) x ©(R) > Ü(R) mit 
(r,s)-r(x,y) = (ry+sx,sy). 
Wenn man s t a t t ( r , s ) 6 <U(R) die Schreibweise ~ 6 üi(R) 
einführt, dann erfolgen A d d i t i o n und M u l t i p l i k a t i o n nach den 
bekannten Regeln 
L + ü ry+sx 
s y " sy 
£ . ü £x 
s y " sy 
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ts g i l t ^ = y für a l l e n G k \ [0} , denn ( 0 , n ) ^ ( 0 , l ) 
wegen 0*1 = 0-n . I s t ^ = y , so i s t ( m , n ) ~ (0,1) , 
also nvl = 0*n . Es g i l t daher 
m 0 y r 
- = T < ^ m = 0 • 
Lbenso sieht man rr = — für a l l e s 6 K \ f öl . 
1 s L J 
Mit den bekannten Kegeln der Bruchrechnung z e i g t man j e t z t 
l e i c h t , daß (Q(R),+, #) ein Körper i s t mit y a l s Nullelement, 
~r a l s Einselement und ^ a l s inversem Element(bezüglich 
t t 0 
der M u l t i p l i k a t i o n ) zu — . Man beachte dabei, daß — ^  y , 
f a l l s t * 0. 
Man hat eine i n j e k t i v e Abbildung u : K — > U(K) mit t ( s ) = y 
I s t nämlich t ( s ) = t ( t ) , a l s o y = y , so i s t ( s , l ) ^ ( t , l ) 
und damit s-1 = t«1 , daher i s t t : K ^ Q(R) i n j e k t i v . 
Faßt man U(R) a l s kommutativen Ring mit Einselement auf, so 
i s t o : R > (KR) e i n unitärer Ring-Homomorphismus, denn 
es i s t 
t(s+t) = = y + y = ^(s)+ t ( t ) , 
t ( s - t ) = ^ p = y ' y = t ( s ) • t ( t ) , 
t ( D = y . 
Da t i n j e k t i v i s t , kann man die Elemente s 6 R vermöge u 
mit den Elementen y € U(R) i d e n t i f i z i e r e n , also R a l s T e i l -
menge von U(R) auffassen. Dabei wirken die Addition bzw. 
M u l t i p l i k a t i o n von U(R) und die Addition bzw. M u l t i p l i k a t i o n 
von R auf den Elementen von R i n g l e i c h e r Weise, da c 
e i n Kinghomomorphismus i s t . 
Der so konstruierte Körper U(R) mit dem Unterring R heißt 
Quotientenkörper von R . 
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3 . 2 . D e f i n i t i o n d e r M e n g e d e r 
r a t i o n a l e n Z a h l e n : 
Der Uuotientenkörper ii des n u l l t e i l e r f r e i e n , kommutativen 
Kinges 11 mit Einselement heißt Körper der rationalen Zahlen. 
Auch der Quotientenkörper (Ii von 11 b e s i t z t eine " u n i v e r s e l -
l e " Eigenschaft, durch die er häufig d e f i n i e r t wird. 
3.3. S a t z : 
Sei R ein n u l l t e i l e r f r e i e r , kommutativer Ring mit E i n s e l e -
ment. Sei Q(R) der Quotientenkörper von R mit den oben 
konstruierten i n j e k t i v e n Ring-Homomorphismus t, : R > Q(R)• 
Sei K ein weiterer Körper und f : R — ^ K ein i n j e k t i v e r 
Ring-Homomorphismus (wobei K a l s Ring aufgefaßt wird). 
Dann gibt es genau einen Ring-Homomorphismus (= Körper-Homo-
morphismus) f : R > K mit P u = f . 
B e w e i s : Sei f^ : Rx(R \ [ 0 ] ) > K gegeben durch 
f„ (r,s) = f ( r ) ( f ( s ) ) - " . Dann g i l t : ( r , s ) M x , y ) ==» 
ry = sx f ( r ) - f ( y ) = f ( s ) - f ( x ) f , (r,s) = f ( i ) ( f ( s ) ) ' ^ 
= f(x ) ( f ( y ) ) A s f (x,y). Dabei i s t zu beachten, daß aus 
s i 0 i y wegen der Injektivität von f f o l g t f ( s ) £ 0 % f(y)> 
al s o sind f ( s ) und f ( y ) i n K i n v e r t i e r b a r . Nach II.3.10. 
i n d u z i e r t f^j genau eine Abbildung P : Q ( R ) — ^ K mit 
= f ( r ) - ( f ( s ) ) - 1 . 
P i s t ein Ring-Homomorphismus, denn es i s t 
f . ( £ + 2 S ) = f. (£X±2*) = ( f ( r ) f ( y ) + f ( s ) f ( x ) ) . ( f ( s ) ) - '
1 . ( f C y ) ) - ' = 
s y sy 
f ( r ) - ( f ( s ) ) - " + f ( x ) - ( f ( y ) ) " " = f ( f ) + f (J) und 
s y 
f ( ~ p = f ( ^ ) = f ( r ) f ( x ) ( f ( s ) ) - " ( f ( y ) ) " ' = f (f) f ( p . 
Für a l l e r € K g i l t f L (r) = f ( 7 ) = f ( r ) , also i s t f ' i = f. 
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Ist schließlich f " : u(K) >K ein weiterer King-Homomorphis-
mus mit f " u = f , so i s t f " ( | ) = f " ( y - ( y ) ~ ^ ) = 
f'L (r) ( f (,(s))-" = f ( r ) ( f ( s ) ) - " = f (|) , also i s t f = f 1 . 
ts s o l l die Ordnung von Z auf di fo r t g e s e t z t werden. Lhe 
wir eine genaue D e f i n i t i o n der Ordnung auf Ii angeben, überle-
gen wir uns, daß für die übliche urdnung auf Q g i l t : 
r x r x 
— ^ — A z 6 IN 0 =^> z-— = z* — . Durch geeignetes z 6 )N0 s y s y 
s o l l t e man die Nenner zum Verschwinden bringen können, so daß 
wir schließlich auf die schon d e f i n i e r t e Ordnung von Z zurück-
kommen. Da das Produkt der Nenner sy auch i n I l i e g e n 
könnte, wählen wir z = s y** . Dann i s t g l e i c h z e i t i g z i ü , 
so daß wir i n Analogie zu 2.9. Folgerung c) erwarten können, 
daß die folgende D e f i n i t i o n den gewünschten Sachverhalt r i c h t i g 
wiedergibt. 
3.4. D i e O r d n u n g d e r r a t i o n a l e n 
Z a h l e n : 
Die folgende R e l a t i o n auf Ii 
A 1 ,* 6 (1< [ £ ^ - :<<=> i s y 3 - = xys* i n Z ] 
s y L s y 7 7 
i s t eine t o t a l e Ordnung und eine Fortsetzung der Ordnung von 
Z auf <J . 
B e w e i s : 
1. Unabhängigkeit der D e f i n i t i o n von der Wahl der Repräsentan-
ten ( r , s ) bzw. (x,y) für ^ bzw. : Sei ( r , s) r>u ( r 1 , s' ) 
und (x,y)ryj (x' ,y') r s ' = r's und xy' = x'y > 
[ r s y ^ £ x y s ^ = > r s y ^ s ' y ' ) ^ * xys * ( s ' y' ) * <==^ > 
r's'y'* ( s y ) * 4. x'y's'^ (sy)^<£=> r's'y'^ ^ x ' y ' s ' ^ ] • 
2. Reflexivität: ^ — wegen r s ^ =^  r s ^ i n Z für a l l e 
s s 
r 
- e Oi . 
s 
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3. Transitivität: — ^  — und — ^  — ====> rsv 5" £ uvs * und 
s v v y 
U V V Ä. ^ x v y A. rsv
-^ ^ uvs^ y^ ^ xyv^- s^- > 
r s y * ^ xys*3- wegen v A ^  0, v A ^  0 und 2.9. Folgerung c) 
— \ £ z ü 
s y 
4. Antisymmetrie: ^ ^  ~ und ^ ~ = ^ r s y ^ ^  xys**" und 
xys^ ± r s y * = ^ r s y * = xys 5- ===> — = — , da man i n <U 
, -> s y 
durch s y £ 0 d i v i d i e r e n kann. 
5. Totale Ordnung: A j , *; 8 4} [ r s y ^ ^ xys^ 1 v 
Z / Ä • -i/T ^ » r x „ r r . x x . r "l x y s ^ ^ rsy 0 4- i n 11J /\ ~ , - 6 Q f - ^ - v - ^ - J J s y L s y y s 
6. Fortsetzung der Ordnung von H auf (ß : 
A r,x 6 1 [ r ^  x i n ^  r l 3 ^ x l 3 i n 1 4 = > 
J±J i n « ] . 
3.5. S a t z : 
Im Körper Ii gelten folgende Rechenregeln: 
a) (I.Monotoniegesetz) A a,b,c 6 C [a - b = ^ a+c ^ b+c] 
b) (II.Monotoniegesetz) A a , b , c 6 l ) [ a £ b A 0 ^ c =$> ac ^  bc] 
B e w e i s : 
a) Seien a = — , b = — , c = * . Dann g i l t — ^  — > 
s v y s v 
r s v * ^ uvs* r s v * y H +xs Ä' v ^ y 3 ^ uvs Ä y^ +xs* v ^  y 3 
v / \ 2. 3 • / \ £ 3 v ry+xs . uy+xv 
= ^ (ry+xs)sv y £ (uy+xv)vs y / £ ' 
r x . u x v . , ^ — + — £ — + — > a+c ^ b+c 
s y v y 
b) Mit der Bezeichnungsweise von a) g i l t a 4. b > 
- 4 - = £ > r s v * ^ uvs* . Wegen c = - ^ 0 g i l t x y 3 ^  0 
s v y 
v i 3 / - 2 - 3 v rx . ux . y , 
> rsv xy £ uvs xy — > — £ — > ac £ bc . 
sy vy 
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3.6. D e f i n i t i o n : 
Ein Körper K , auf dem eine t o t a l e Ordnung ^ so d e f i n i e r t 
i s t , daß die beiden Monotoniegesetze: 
gelten, heißt e i n angeordneter Körper. 
Wegen 3.5. i s t ü) e i n angeordneter Körper. Wie wir später se-
hen werden, bilden auch die r e e l l e n Zahlen einen angeordneten 
Körper. Daher wollen wir weitere Eigenschaften von 4) g l e i c h 
allgemein für angeordnete Körper behandeln. Dabei s e i a < b 
d e f i n i e r t durch a ^ b und a + b . In einem angeordneten Kör-
per K gelten die folgenden Rechenregeln: 
a) A a e K [0 £ a < t ~ > -a 4 0] 
b) A a 6 K [0 ^ a ^ ] 
c) Für 2: = 1+1 g i l t 0 < 1 < 2 . (Man beachte h i e r , daß wir 
nicht annehmen I G . K!) 
d) A a 6 K [ü < a 0 < a ~ A ] 
e) A a,b,c 6 K [0 < c =#• [ a ^ b 4 = 4 > ac ^ bc]] 
I. A a,b,c £ K [a ^  b > a+c ^ b+c] 
I I . A a,b,c 8 K [ a ^ b A 0 ^ c = = » ac ^ bc] 
< b] 
B e w e i s: 
d) Sicher i s t 0 4 a ~ A . Wäre a ' A * 0 a~" • a = 1 £ O a = 0 
Widerspruch zu 0 < 1 . a l s o i s t 0 ^ a""'1 
e) 0 < c =£> 0 < c~A = £ > [ a ^ b ac ^ bc] nach dem I I . 
Monotoniegesetz und ebenso ac ^ bc > acc" ^ bcc~ 
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f) Zunächst f o l g t aus c) 0 ^ 2 , denn 0 = 2 ergäbe ü - ] A 
1 =" 0 , al s o 0 = 1 . Damit i s t — r r - = 77 + TT d e f i n i e r t , 
Nun g i l t Ü < 1 Q < b ^ £ < | ^ £ + § < § + f < 
b b v . a+b . , 
2 + 2 a < — < b • 
Gle i c h h e i t an irgendeiner S t e l l e würde wegen der Umkehrbar-
k e i t der vorgenommenen Operationen an a l l e n S t e l l e n G l e i c h -
heit induzieren. 
für x 0 
für x z 0 
1 für x > 0 
0 für X - 0 
-1 für X < 0 
Für angeordnete Körper führen wir j e t z t die folgenden Abbildun-
gen e i n : r 
f X 
den Betrag K 9 x 1 > I x l 6 K mit Ixl = | 
das Signum(=Vorzeichen) sgn:K >K mit sgn(x) = 
Rechenregeln für diese Abbildungen sind 
a) A x £ K [ s g n ( x ) - I x l = x A I x l = x-sgn ( x ) ] 
b) A x 6 K [0 = I x l A [ ü = Ix !<#==> 0 = x l ] 
c) A x , y e K [ | x + y | 4 | x | + | y | J 
d) A x , y £ K [ | x y | = | x l l y l ] . 
B e w e i s : 
a) i s t klar nach D e f i n i t i o n . 
b) f o l g t e b e n f a l l s d i r e k t aus der D e f i n i t i o n . 
c) Es gelten nach D e f i n i t i o n x ^ I x I , -x ^ |x| ,y 4. l y l , 
-y ^ |y| . =#>- x+y ^ |xl + lyI und -(x+y) = I xl+l y | = 
| x+y| £ l x | + | y l . 
d) Wegen des II.Monotoniegesetzes sieht man l e i c h t : 
sgn(xy) = sgn(x) sgn(y) für a l l e x,y £ K. Damit er h a l t 
man für jedes x,y £ K 
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Ixyl = sgn(xy)-xy = sgn(x) • x • sgn(y) • y = |x|*|y| . 
Für den Körper <k der rationalen Zahlen erwähnen wir noch eine 
weitere wichtige Eigenschaft: 
A q € < U / q > 0 V n e |N0 [q < n A 1 < q] . 
Sei nämlich q = mit r,s £ IN 0 , s > 0 • Dann i s t s-q = r ^ q, 
al s o r+1 > q . Weiter i s t wegen q ± 0 auch q A > 0 , also 
g i b t es ein m 9 lN 0 mit m > q"
 A . Durch M u l t i p l i k a t i o n mit 
q^m"^ erhält man — < q . Für n = max(r,m) g i l t dann q < n 
1 m 
und ~ < q 
n ^ 
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§ 4 D i e r e e l l e n Z o h l e n 
Die Menge der r e e l l e n Zahlen müssen wir mit anderen H i l f s m i t t e l n 
einführen, a l s die Menge der ganzen oder rationalen Zahlen. B i s -
her haben wir nur Erweiterungen des Zahlbereichs benötigt, um 
gewisse algebraische Operationen wie Addition und M u l t i p l i k a t i o n 
umkehren zu können, a l s o um Subtraktion und später D i v i s i o n e i n -
zuführen. Bekanntlich läßt sic h die Umkehrung einer weiteren a l -
gebraischen Operation, des Potenzierens, i n der Form des soge-
nannten Wurzelziehens von p o s i t i v e n rationalen Zahlen erst i n 
den r e e l l e n Zahlen durchführen, doch i s t weder die Quadratwurzel 
von -1 i n den r e e l l e n Zahlen enthalten, noch läßt sich die 
transzendente Zahl ft i n Form einer Wurzel d a r s t e l l e n . Der 
Aufbau der r e e l l e n Zahlen stützt sic h auf eine Grenzwertbildung 
und i s t damit von topologischer, s t a t t von algebraischer Natur. 
Das P r i n z i p wird bei der Betrachtung der Zahl 7t = 3,1415926536... 
k l a r . Dem Leser dürfte bekannt sein, daß die l e t z t e n d r e i Punkte 
andeuten, daß es nicht möglich i s t , K a l s Dezimalbruch mit nur 
endlich v i e l e n S t e l l e n h i n t e r dem Komma zu schreiben, noch daß 
sich die verwendeten Z i f f e r n bei der Dezimaldarstellung von 
irgendeiner S t e l l e an periodisch wiederholen. Für fast a l l e 
technischen Zwecke i s t wiederum die obige z e h n s t e l l i g e Angabe 
von zu genau. Man kann je nach dem Verwendungszweck aus-
kommen mit 
3,1 ; 3,14 ; 3,141 ; 3,1415 / 3,14159 ; 3,141592 ; ... 
und weiß dann, daß die n-te Zahl i n dieser Folge von ra t i o n a l e n ( ! ) 
Zahlen um höchstens 10"^ von 7t abweicht. 
Die Schreibweise von r e e l l e n Zahlen i n Form von "unendlichen" 
Dezimalbrüchen i s t a l s o nichts anderes a l s eine angenäherte An-
gabe der r e e l l e n Zahl mit H i l f e von gewissen rationalen Zahlen, 
nämlich endlichen Dezimalbrüchen, bis auf eine geforderte Ge-
- m -
nauigkeit. Man könnte nun zunächst daran denken, die r e e l l e n 
Zahlen a l s Folgen von Dezimalbrüchen einzuführen, wobei man 
(wie oben bei der Darstellung von 7t ) jedes folgende Folgen-
g l i e d aus dem vorhergehenden durch Anfügen einer weiteren De-
z i m a l z i f f e r erhält. Das bringt gewisse Schwierigkeiten mit 
s i c h . Bekanntlich sind die r e e l l e n Zahlen 3,0000... und 
2,9999...(mit sich jeweils wiederholenden Z i f f e r n ) g l e i c h , ob-
wohl s i e durch verschiedene Folgen r a t i o n a l e r Zahlen angenä-
hert werden. Weiter weiß man zunächst nicht , ob die Dezimal-
schreibweise andere r e e l l e Zahlen e r g i b t , a l s etwa die Dual-
schreibweise(nur mit den Z i f f e r n 0 und 1 ). Schließlich 
läßt sich die Addition von so da r g e s t e l l t e n r e e l l e n Zahlen, 
deren Z i f f e r n a l l e größer a l s 5 sind, schwer beschreiben, die 
Beschreibung der M u l t i p l i k a t i o n i s t noch problematischer. 
Wir betrachten daher eine wesentlich größere Klasse von Folgen 
r a t i o n a l e r Zahlen und führen darauf eine Äquivalenzrelation e i n , 
die dann beim Übergang zu den aquivalenzklassen auch klärt, wa-
rum 3,0000... = 2,9999... g i l t . Die Konstruktion wollen wir 
wieder allgemeiner für einen angeordneten Körper K vornehmen. 
Die h i e r angegebene Konstruktion des Körpers der r e e l l e n Zah-
len i s t nicht die e i n z i g mögliche. Einen etwas l e i c h t e r e n Zu-
gang b i e t e t die Konstruktion mit H i l f e von Dedekind'sehen 
Schnitten. Jedoch i s t die von uns angegebene Konstruktion der 
Menge der r e e l l e n Zahlen a l s Vervollständigung der Cauchy-Fol-
gen r a t i o n a l e r Zahlen e i n auch i n v i e l e n anderen Gebieten der 
Mathematik nützliches Verfahren. 
4.1. D e f i n i t i o n : 
Eine Folge ( x ^ I 6 K A n £ IN0) i n einem angeordneten Körper 
K heißt Cauchy-Folge oder Fundamental-Folge, wenn g i l t 
n 
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Eine Folge ( x ^ ) i n K heißt N u l l f o l g e , wenn g i l t : 
A i € K, Z > 0 V n0 t |N0 A n £ IN0 [n 0= n | x j < i ] 
Eine Folge ( x ^ ) i n K hat den Grenzwert x 6 K , wenn g i l t : 
A £ £ K,£ > 0 V n 0 e IN0 A n e IN0 [ n ^ n |x^-x| < £] . 
x i s t also genau dann Grenzwert der Folge ( x ^ ) , wenn 
(x^-x) eine N u l l f o l g e i s t . 
Wenn eine Folge ( x ^ ) i n K einen Grenzwert b e s i t z t , so heißt 
die Folge konvergent und der Grenzwert i s t eindeutig bestimmt. 
Wir schreiben dann x = l i m x- für den Grenzwert. 
T» —> CO 
Daß der Grenzwert einer konvergenten Folge eindeutig bestimmt 
i s t , sieht man wie f o l g t . Seien x fy Grenzwerte für ( x ^ ) . 
Sei x + y , dann i s t £ : = |x-y| £ K, £ > 0 . Sei n Q e IN 0 
so gewählt, daß sowohl Ix^ -x ! < £ für a l l e n ^ n 0 a l s 
auch I x ^ - y l < £ für a l l e n =* n 0 . Dann i s t |x-y| = 
I x-x^ +x-n -y I £ Ix-Xy, I + Ix^ - y l < 2 £ = I x-y) , e i n Widerspruch 
aus der Annahme x ± y . Als o i s t x = y. 
B e h a u p t u n g : 
Jede N u l l f o l g e i n K i s t konvergent mit dem Grenzwert 0 . 
Jede konvergente Folge i n K i s t eine Cauchy-Folge. 
B e w e i s: Die erste Behauptung i s t k l a r nach D e f i n i t i o n . 
Sei (XYI) konvergent mit x = l i m x~ .Zu £ > 0 s e i n0 G IN 0 
T\ —) OD ^ 
so gewählt, daß für a l l e n = n Q g i l t I x-p, -x I < • für 
m ^ n 0 , n ^ n 0 i s t dann I x ^ - x ^ l ^ I x ^ - x I + I x-x^ I < ~^  +~ = £ . 
Sei C(k) die Menge der Cauchy-Folgen i n dem angeordneten Kör-
per K . Für jedes ( x ^ ) 6 C(K) e x i s t i e r t e in z £ K mit 
I x-r, I ^  z für a l l e n 6 l N 0 , d.h. jede Cauchy-Folge i s t beschränkt. 
- 113 -
l.cihlen wir nümlich zu einem £ > 0 ein n o e I N 0 , so daß 
für a l l e n ^ n 0 g i l t I x ^ - x ^ l < £ , so i s t 
|x«hl < 1 x Y I 0 I + £ für a l l e n =* n 0 , also i s t 1x^1 ^ 
max(|x 0l 1x^,^1 / l x n Q l + £ ) = z. 
4.2. S a t z : 
Sei K e in angeordneter Körper und C(K) die Menge der Cauchy-
Folgen i n K . Dann i s t C(K) 
mit der Ad d i t i o n (x^My-n) : = (x^+y^ ) 
und der M u l t i p l i k a t i o n ( x y \ ) '(y-n) : = (x-n y-n ) 
ein kommutativer Ring mit Einselement. 
Das Einselement i s t die Folge C*^) m i t - ^ a ^ l e n ^ IN 0 
B e w e i s : 
1) Mit ( x ^ ) und ( y ^ ) i s t auch (x^+y-p) eine Cauchy-
Folge. Sei nämlich £ > 0, £ £ K. Dann g i b t es ein n^e IN0 , 
so daß für a l l e m,n = n 1 g i l t I x ^ - x ^ l < T; . Ebenso gi b t 
es e i n n^ € IN 0 , so daß für a l l e m,n =- n^ g i l t ' y ^ y ^ l ^ ^ * 
Für a l l e m,n =* n 0: = max(n/1 , n ^ ) i s t dann 
i(x>n +y-m)-(x T, +y-n ) I =" | x ^ - x - J + \ Y y n -y^ I < f + f =C 
2) Mit ( x ^ ) und ( y ^ ) i s t auch ( x ^ y^ ) eine Cauchy-Folge. 
Sei nämlich 6 > 0 , £ € K. Seien weiter 1x^1 z^ J y ^ l -
für a l l e n 6 IN 0 und z = m a x ( z ^ ,1). Dann gibt es ein 
n o ^ '^ o / s o daß für a l l e m,n = n 0 g i l t I x ^ - x ^ l < 
und \ y r n - y y , \ < • Daraus f o l g t | x ^ y ^ -x^ y^ | = 
I x ^ y ^ - x ^ y ^ +x^y^ - X r i y ^ l = I x ^ l I y ^ - y j +1 x ^ - x ^ I I y j < 
2 Z £ = e . 
3 ) Die Folge ( x ^ ) mit x^ = 1 für a l l e n 6 I N 0 i s t t r i v i a l e r -
weise das Einselement der M u l t i p l i k a t i o n . 
4) Die Ringeigenschaften lassen sich j e t z t durch komponenten-
weise Rechnungen l e i c h t nachprüfen, wie z.B. die Kommutativität 
der Addition:(x ) + ( y ^ ) = (x^+y-p) = (y-n+x^) = ( y T 1 ) + ( x T 1 ) . 
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4.3. S a t z : 
Die Menge der Nu l l f o l g e n N(K) i s t e i n Ideal i n C(K). 
B e w e i s : 
1) Seien ( x ^ ) und (yn ) N u l l f o l g e n . Dann i s t auch ( x ^ ) + ( y r i ) 
ein N u l l f o l g e . Für £ > 0 gi b t es nämlich ein n 0 6 IN 0 , so 
daß für a l l e n = n Q g i l t : | x ^ I < | und I y j < |. 
Dann i s t ! x ^ +y^ I =- | X y i I + Iy^ | < | + | = £ . 
2) Sei ( x J e C ( K ) und (y J e N(K). Dann i s t ( x Y , ) ( y T 1 ) 
e N(K). Sei nämlich £ > 0. Es g i b t ein z > 0 mit i x . J < z 
für a l l e n t IN0 . Weiter g i b t es ein n c £ IN0 mit | y n l < ^ 
für a l l e n n 0 . Dann g i l t | x ^ y^ | = | x ^ | | y^ | < z ^  = £ 
für a l l e n = n 0 . 
4.4. S a t z : 
C(K)/N(K) i s t e i n Körper. 
B e w e i s: Aus III. 3 . 8 . i s t bekannt, daß C(K)/N(K) 
ein kommutativer Ring mit Einselement ( e ^ ) : = ( e ^ )+N(K) 
mit e -n = 1 für a l l e n e IN0 i s t . Die Folge (e-n ) i s t sicher 
keine N u l l f o l g e . Zu einem beliebigen Element ( x ^ ) = ( x ^ )+N(K) 
6 C(K)/N(K))mit ( x ^ )±0 i s t e i n inverses Element zu finden, 
a l s o zu ( x ^ ) € C(K) \ N(K) ein ( y ^ ) h C(K) SO ZU finden, 
daß ( x ^ y r x -1) e N(K) i s t . 
Da ( x ^ ) keine N u l l f o l g e i s t , e x i s t i e r t e i n £ > 0, so daß 
für jedes n e IN0 e i n m =^  n e x i s t i e r t mit | x ^ I = £ 
Da ( x ^ ) eine Cauchy-Folge i s t , e x i s t i e r t e i n n 0 e IN 0 , so 
l 
daß für a l l e m,n n Q g i l t | x ^ - x ^ | < ^ . Zu n 0 e x i -
s t i e r t e i n n^  mit I x ^ J l . Also g i l t für a l l e m = n^ : 
I x ^ I = I x^^|-|x^-x^^ | (wegen der Dreiecksungleichung) > 
'x*n-i'"2 " 2 * W i r d e f i n i e r e n (y-n) durch y^ = x r "
1 für 
a l l e n ^ x\A und y n = l für n < n^ . Für a l l e n g i l t 
j e t z t x^ yrx = l , a l s o I x ^ y^ -1 l = 0. Damit i s t ( x ^ y^ -1 ) 
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eine N u l l f o l g e . Zu zeigen b l e i b t , daß ( y ^ ) eine Cauchy-Folge 
i s t . Zunächst i s t I I = T| für a l l e n = n^ . I s t nun £* > 0 
gegeben, so e x i s t i e r t e i n n ^ ^ n^ , so daß für a l l e m,n = n^ 
g i l t I x^ - x ^ ) < l j . Dann g i l t für a l l e m,n = n^ : 
Also i s t ( y ^ ) 6 C(K). 
Die Abbildung y : K 3 x i > (x^~) £ C(K)/N(K) mit x ^  = x 
für a l l e n € IN 0 i s t e i n Ringhomomorphismus, w e i l die Operationen 
in C(K) komponentenweise d e f i n i e r t sind. Die Cauchy-Folgen ( x ^ ) 
mit x ^ = x für a l l e n e IN^ nennen wir konstante Folgen. 
Zwei konstante Folgen ( x ^ ) und (y-n) liege n genau dann i n 
derselben Aquivalenzklasse i n C(K)/N(K), wenn die konstante 
Folge (x-p -y-n ) eine N u l l f o l g e i s t , d.h. aber, wenn x^ = y^ 
für a l l e n e IN 0 i s t , denn es g i b t nur die konstante N u l l f o l g e 
( z ^ ) mit z^, = 0 für a l l e n 6 IN0 . Damit i s t der Homomor-
phismus y : K > C(K)/N(K) i n j e k t i v . Wir wollen vermöge y 
die Elemente aus K mit den Äquivalenzklassen von konstanten 
Folgen i n C(K)/N(K) i d e n t i f i z i e r e n . Damit i s t dann C(K)/N(K) 
eine Körpererweiterung von K. 
4.5. D e f i n i t i o n : 
Für K = Ii, den Körper der rationalen Zahlen, heißt die Körper-
erweiterung IR : = C(<Q)/N(Q) Körper der r e e l l e n Zahlen. 
Jeder "unendliche" Dezimalbruch kann al s o j e t z t a l s Element von 
IR aufgefaßt werden, wenn man ihn a l s Folge von rati o n a l e n Zah-
len wie i n der E i n l e i t u n g zu diesem Paragrafen auffaßt. Jede 
solche Folge i s t nämlich eine Cauchy-Folge i n 0} und bestimmt 
daher ein Element i n C ( Ü ) / N ( < U ) . J e t z t kann man auch l e i c h t 
einsehen, warum die r e e l l e n Zahlen 3,0000... und 2,9999.. 
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g l e i c h sind. Umgekehrt kann man auch jeder r e e l l e n Zahl ( x ^ ) 
einen "unendlichen" Dezimalbruch zuordnen. Diese Zuordnung, die 
einer s p e z i e l l e n Konstruktion bedarf, um die rationalen Zahlen 
i n geeigneter Weise i n endliche Dezimalbrüche umzuwandeln, s o l l 
h i e r nicht durchgeführt werden. Andere wichtige Eigenschaften 
für IR werden wir wieder für C(K)/N(K) mit einem beliebigen 
angeordneten Körper K untersuchen. 
4.6. S a t z : 
C(K)/N(K) i s t mit der Rel a t i o n 
(~) £ (77) : 4 = $ > A £ > 0, £ 6 K V n0 € !N0 A n € IN 0 : 
[n = n 0 (x-n -yr> )< 6] 
ein angeordneter Körper. Die gegebene Ordnung setzt die Ordnung 
von K f o r t . 
B e w e i s : 
1) Zunächst i s t zu zeigen, daß die gegebene D e f i n i t i o n der Ord-
nung unabhängig von der e r f o l g t e n Auswahl der Repräsentanten 
von ( x ^ ) bzw. (y-p ) i s t . Seien ( x T 1 ) f ( x , y ^ ) Repräsentan-
ten für (77) und ( y - n ) f ( y U )
 f ^ r ( ~ ) . Für ( x ^ ) und 
(y-n ) ge l t e die Bedingung der D e f i n i t i o n i n 4.6. .Zu £ > 0, 
£ € K g i b t es dann n 0 £ IN0 , so daß für a l l e n 6 IN0 mit 
n ^ n 0 g i l t x^ -y^  < yj . Weiter g i b t es ein n^ 6 IN C , 
so daß für a l l e n =• n^ g i l t I x^ - x ^ l < ~ , und es gi b t 
ein n^ 6 IN0 , so daß für a l l e n =^  n^ g i l t l yn -y^l < j . 
Für n^ = max(n 0 ,n.f / n ^ ) und a l l e n =- n 3 g i l t dann 
x; - y ; = ( x ; - x ^ )+(x^ - y T ) )+( y T, ) < § + f + f = t . 
Also g i l t die Bedingung der D e f i n i t i o n auch für ( x ^ ) und (y^  ). 
2) Es i s t ( x n ) ^  (y^) genau dann, wenn ( x ^ ) = (y^ ) oder 
wenn g i l t : 
V i > 0 , J 6 K V n 0 e IN 0 A n £ IN 0 [n = n 0 y^  - x ^ > $] . 
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Da die l e t z t e Bedingung nur erfüllt sein kann, wenn (y-n - x ^ ) 
keine N u l l f o l g e i s t , a l s o ( x ^ ) £ ( y ^ ) g i l t , i s t s i e dann 
auch äquivalent zu ( x ^ ) < ( y ^ ) • Sei ( x ^ ) ^  (y-n) u n a" 
( x ^ ) i (y-n)« ^a (y-n ~ x n ) keine N u l l f o l g e i s t , gibt es nach 
den Überlegungen im Beweis von 4.4. ein £ > 0 , C £ K und 
ein n c e 1 N q , so daß für a l l e n = n 0 g i l t I y^ - x ^ l > £ 
Wegen ( x ^ ) ^  ( y ^ ) gibt es zu £ ein n^ £ lN 0 , so daß für 
a l l e n n^  g i l t x^ -y^ < £ . Für a l l e n =* max(n c ,n^ ) 
g i l t also y^ - x ^ > £ . I s t umgekehrt ( x ^ ) = ( y ^ ) , so 
g i l t : A £ > 0 V n 0 £ lN 0 A n € |N0 [n = n Q ==> | x„ -y^ | < t ] , 
also insbesondere ( x ^ ) £ ( y ^ ) . G i l t die l e t z t e unter 2 ) 
genannte Bedingung, so gibt es insbesondere e i n n 0 £ IN 0 , so 
daß für a l l e n ^  n 0 g i l t x^ -y^ ^ 0 , also für jedes i > 0 
g i l t dann x^ -y^ < £ . Auch dann f o l g t ( x ^ ) £ (y-n) • 
3 ) Für ( x y > ) f ( y T i ) i s t zu zeigen: es g i l t eine der Relationen 
( x r\ ) < (y-n ) / ( x -n ) = (y n ) / ( x n ) > (y-n ) • Wir nehmen an, 
daß ( x ^ ) 4 (y-n ) g u t . Dann gibt es ein £ > 0 und ein 
n 0 £ I N 0 , so daß für a l l e n ^ n Q g i l t I x n - y ^ l
 > £ 
Mußerdem gibt es ein n i €. IN0 , so daß für a l l e m,n ^ n^  
g i l t I x ^ - x ^ ^ £ und I y m - y ^ I < £ . Wären nun 
r,s £ I N 0 mit r,s ^  max(n 0 ,n^ ) gegeben, so daß x r - y Y > £ 
und x^ -y s < - £ , so e r h i e l t e man 2 6 ^ x r - y r - x s +y^ = 
( x r - x < > ) + ( y 5 - y v ) ^  l x T - x s l H-1y5 - y r l < 2 £ , al s o einen 
Widerspruch. Zu £ > 0 und n Ä = max(n 0 , n ^  ) g i l t also 
für a l l e n ^  n Ä x^ - y n > £ oder für a l l e n ^  
Y r y -x-^ > £ . Damit g i l t eine der Relationen ( x n ) <f ( y ^ ) 
oder ( y n ) ^  (x-n) . 
4 ) ( xr> ) - (y-n) u n d (y-n) " ( xr>) s e i gegeben. Dann gi b t 
es zu jedem £ > Ü ein n D £ lN 0 , so daß für a l l e n ^ n 0 
g i l t x n -y-n < £ und y n -x^ <: £ , al s o | x^ -y^ 1 <: £ . 
Damit i s t (x^ -y^ ) eine N u l l f o l g e und ( x n ) = (y r\ ) • 
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5) Gelte ( x ^ ) £ ( y ^ ) und (y-n) - ( z n ) • ^ e n n i n einem 
oder beiden Fällen die G l e i c h h e i t g i l t , dann i s t ( x ^ ) ^ ( z ^ ) . 
G i l t aber ( x ^ ) < (y-n) u n c' (y*n ) < ( z*n) / s o e x i s t i e r e n 
, > 0 und n ^  , n^ e lN 0 , so daß für a l l e n ^ n^ g i l t 
x^ -y-n > $>A » u n d ^ür n - nÄ g u t y-n ~z-n > • 
Für = + und n 0 = max(n/) /
na_) i s t dann für a l l e n ^ n 0 
xn ~z-n = xn -y^n +y«n ~z r> > ^  + ^  ^  = ^ 3 • 
Daher g i l t (7^) £ (77) 
6) Wir zeigen, daß die gegebene t o t a l e Urdnung die Ordnung von 
K f o r t s e t z t , Es seien x,y 6 K und ( x T > ) , ( y - n ) die entspre-
chenden durch konstante Folgen d a r g e s t e l l t e n Elemente i n C ( K ) / N ( K ) . 
Dann i s t x < y <£=^> y-x = 2 £ > h > 0 <^ =*> A n ^ 0 g i l t 
y^ -x^ > h > 0 (77) < (77)* D i e G l e i c h h e i t überträgt 
sich wegen der Injektivität von \y : K — > C ( K ) / N ( K ) , 
7) Es bleiben die Monotoniegesetze zu zeigen. Seien ( x ^ ) 6 ( y ^ ) 
und ( z ^ ) € C ( K ) / N ( K ) gegeben. Für jedes £ > 0 gi b t es ein 
n c d I N 0 , so daß für a l l e n d I N 0 g i l t x^ -y^ < £ . Dann g i l t 
aber auch ( x ^ + z ^ )-(y T >-fz-n) < £ . Damit f o l g t ( x ^ )+(z ^ ) 
* (77)+(77) . 
8) Seien j e t z t ( x ^ ) ^ (y-n) und 0 ^ (z-n) gegeben. Zu z e i -
gen i s t ( x T ^ ) ( z T 1 ) ^ ( y T J ) ( z l n ) . Es g i b t e i n z e K mit 
z > I x ^ - y ^ l und z > I z ^ l . Z u £ > 0 s e i ein n 0 € l N 0 
gewählt, so daß für a l l e n ^ n 0 g i l t - z ^ < wegen 
( z ^ ) ^ 0 und x^ -y^ < | wegen ( x ^ ) ^ ( y r i ) . 
Dann g i l t x ^ Z < n -y^ z^ = ( x ^ -Yr) ) z r x < £ für a l l e n * n Q . 
I s t nämlich z ^  - 0, so i s t z ^  < z und damit ( x ^ -y^ )z < £ . 
I s t z ^ < 0 und x^ -y^ ^ 0 , so i s t ( x ^ -y^ ) z ^ ^ 0 . 
I s t schließlich z ^ < 0 und x^ -y^ < 0 , so i s t -z^<r j 
und y n -x^ < z , al s o ( x ^ - y r i ) z ^ < z j = £ . 
Damit i s t auch ( x T | ) ( z r 4 ) ^ (y^Kz-n) bewiesen. 
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4.7. F o l g e r u n g : 
Seien ( 7 ^ ) , (77) € C(K)/N(K) gegeben mit (x"7) < ( y ~ ) . 
Dann e x i s t i e r t e i n z £ K mit ( x ^ ) < z < ( y ^ ). Man sagt 
dann auch, daß K dichte Teilmenge von C(K)/N(K) i s t . 
B e w e i s: Nach Punkt 2) des Beweises von Satz 4.6. g i b t es 
ein S > 0 und ein n 0 e IN0 , so daß für a l l e n ^ n 0 g i l t 
-x -p > i> . Sei C mit 4 i = S gewählt. Dann g i b t es e i n 
n 1 ^ n Q , so daß für a l l e n ^ n^ g i l t I y n - y ^ l < t und 
l x ^ - x ^ | < C • Für z : = x T 1 i + 2 [ g i l t 
y ^ - z = y ^ - y ^ + y ^ - * r ) - 2 t > i > i und 
z-x^ = x ^ - x ^ +2 C > l für a l l e n £ r\A . Damit f o l g t 
(Tj ^ z < (77) . 
Wir nennen einen angeordneten Körper K folgen-vollständig, 
wenn jede Cauchy-Folge aus C(K) i n K konvergiert. Eine 
Cauchy-Folge ( x ^ ) £ C(K) hat den Grenzwert x £ K genau 
dann, wenn ( x ^ ) = x i n C(K)/N(K) g i l t . D a s f o l g t d i r e k t aus 
den D e f i n i t i o n e n . Damit i s t aber K = C(K)/N(K) genau dann, 
wenn K folgen-vollständig i s t . Wegen der I d e n t i f i z i e r u n g von 
K mit einem Unterkörper von C(K)/N(K) kann man Cauchy-Folgen 
mit K o e f f i z i e n t e n aus K auch auffassen a l s s p e z i e l l e Cauchy-
Folgen i n C(K)/N(K). Wir werden zeigen, daß bei dieser A uffas-
sung jede Cauchy-Folge ( x ^ ) i n K den Grenzwert ( x ^ ) i n 
C(K)/N(K) b e s i t z t . C(K)/N(K) entsteht a l s o aus K durch Hin-
zunahme a l l e r Grenzwerte von Cauchy-Folgen i n K . Schließlich 
werden wir weiter beweisen, daß C(K)/N(K) folgen-vollständig 
i s t , a l s o a l l e Cauchy-Folgen i n C(K)/N(K), nicht nur die 
mit K o e f f i z i e n t e n aus K , konvergieren. Damit g i l t L = C(L)/N(L) 
für L = C(K)/N(K) , die angegebene Konstruktion der " V e r v o l l -
ständigung" von K (zu C(K)/N(K)) führt durch I t e r a t i o n n i c h t 
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mehr zu weiteren echten Körpererweiterungen. Zunächst beweisen 
wir einen H i l f s s a t z über das Verhalten des Betrages i n C ( K ) / N ( K ) . 
4.Ö.H i l f s s a t z : 
Für £ 6 C ( K ) / N ( K ) , £ > 0 und ( ~ ) , ( ~ ) € C ( K ) / N ( K ) 
g i l t I (x )-(y „ ) I ^ £- genau dann, wenn es ein h G K 
mit 0 < S ^ £ und ein n c e |N0 g i b t , so daß für a l l e n ^ n 0 
g i l t Ix^ - y j < S 
B e w e i s : Sei I ( x ^ )-(y-n ) I ^ £ . Dann gi b t es nach 4.7. 
ein J e K mit l ( x ^ ) - ( y y ) ) l < S ^ £ , also mit (x ^ )-(y ^ ) < <S 
und ( y T | ) - ( x T 1 ) <• S . Nach der Charakterisierung der Ord-
nung von C ( K ) / N ( K ) im Beweis von 4.6. gibt es ein ^ > 0, rj e K 
und n 0 e IN0 , so daß für a l l e n ^ n 0 g i l t S - x^ +y.rn > 
und S - y^ -fx^ > , also Ix^ -y^ I ^ & - 7£ ^  ä . 
Das beweist die eine Richtung der Behauptung. 
Sei ein S £ K mit 0 < S ^  £ gegeben und ein n 0 e lN 0 , so 
daß für a l l e n ^ n 0 g i l t Ix^ - y ^ l ^ h . Dann e x i s t i e r t ein 
^ 6 K mit b < $ + < l . Für n ^ n 0 g i l t dann 0< £> -x^ +y-n 
und 0 ^ 8 -y^ -fx^ , a l s o auch < £ -x^ -fy^ und 
^ < £ -Y-n + x-n • daraus f o l g t ( x ^ ) - ( y r i ) < £ und 
( ~ ) " ( ~ ) ^ C ,also auch |(~)-(77)l 1 • 
4.9. S a t z : 
Sei ( x ^ ) £ C ( K ) . Dann hat ( x ^ ) i n C ( K ) / N ( K ) den 
Grenzwert ( x ^ ) . 
B e w e i s: Es g i l t wegen ( x ^ ) Gr C ( K ) 
A h > 0 , S 6 K V n 0 € \U0 A t , n ^ n 0 [ | x^ - x J < & ] . 
Daraus f o l g t A £ > 0, £ € C ( K ) / N ( K ) V n 0 £ | H 0 A t ^ n 0 V S € K, 
Das i m p l i z i e r t A L > 0 V n 0 e I N 0 /\ t ^ n 0 [ I x^
 < t ] 
was die geforderte Behauptung e r g i b t . 
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4.10. S a t z : 
C(K)/N(K) i s t folgen-vollständig. 
B e w e i s : 
1) Sei (y. ) eine Cauchy-Folge i n C(K)/N(K) mit yt- = (x c ) 
für a l l e i G |N0 , x L ^  G K . Zunächst wählen wir besonders 
geeignete Repräsentanten für die y L aus. Sei i fest vorge-
geben und s e i L j = y für j G |N0 , j $ 0 und C0 = 1 . 
Durch Induktion erhalten wir zu jedem j G IN0 e i n n j mit 
nj ^ max(n^_^ , j ) , so daß für a l l e m,n ^ n j g i l t 
| x L , r n " x i , - n I < 1 j- • W i r d e f i n i e r e n Folgen z — : = x L 
für jedes i G IN 0 
2 ) Es i s t zu zeigen (z • ) 6 C(K) für a l l e i G |N0 . Zu jedem 
i > 0, i £ K e x i s t i e r t ein j mit € > > 0 und für a l l e 
s,t * j g i l t | z - s - z - ^ l = l x c "
x L 1 - n t l
< tj. < *> w e a e n 
3) Wir zeigen j e t z t , daß y • = (z^ ^  ) für a l l e i G /N0 g i l t . 
Für jedes i > 0 e x i s t i e r t e i n j G IN0 , so daß für a l l e 
m ^ n: g i l t | z L ^  -x L ^ | = | x • -* L ^ I < £ v < t
 w e 9 e n 
n ^  ^ m ^  n^ . Damit i s t (z - ^  -xt- m ) eine N u l l f o l g e , a l s o 
( z C , > n ) = ( x c , ™ ) -
4) Es gibt zu jedem l > 0, l t C(K)/N(K) e i n n 0 e IN0 , so 
daß für a l l e m,n,i,k ^ n 0 g i l t l
z
L Y O -
z k , n l < i • D a (y: ) 
eine Cauchy-Folge i s t , gibt es nämlich zu jedem i > 0 ein 
n 1 G IN0 , so daß für a l l e i,k ^  n^ g i l t l y ^ - y k I < j , al s o 
gibt es ein n^ = n^ ( i , k ) G IN0 , so daß für a l l e 1 ^  n^ g i l t 
|Z l ^ -z ^  ^  | < ~ nach H i l f s s a t z 4.8. Weiter g i b t es ein 
j mit ü < < ^ , so daß für a l l e i,m,n ^  j g i l t 
l z L r n -z -(Y11 < nach Konstruktion der z • ^  . Für a l l e i , k , 
m,n ^ n Q : = max ( j , n ^ ) gibt es daher ein 1 ^  max ( j , n^  , n^( i , k)) 
daß g i l t 
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I V r ^ l - | zL,>n- ZC |^ + l ZC 1<- ZK |«l + K 1«- ZK |>nl <^ ^ ^ < C 
5) Es i s t (z- • I i 6 IN 0 ) eine Cauchy-Folge. Nach 4) gibt 
es nämlich zu jedem C > 0, l € K ein n 0 e IN0 , so daß für 
a l l e i , j * n Q g i l t I z — - z ^ \ < t . 
6) (z • • ) i s t der Grenzwert von (y • ) i n C(K)/N(K), denn 
zu jedem i > 0, t € C(K)/N(K) e x i s t i e r t e i n j € IN0 , so 
daß für a l l e i , n ^ j g i l t I z L ^ -z ^  ^  \ < < C nach 4). 
Wegen H i l f s s a t z 4.8. f o l g t damit I y- - ( z c L )| < i für 
a l l e i ^ j . 
Zum Schluß dieses Abschnittes wollen wir noch eine der w i c h t i g -
sten Eigenschaften der r e e l l e n Zahlen beweisen, die äquivalent 
zur Folgen-Vollständigkeit i s t , aber technisch l e i c h t e r ver-
wendbar i s t . 
4.11. S a t z : 
Jede n i c h t - l e e r e , beschränkte Menge M i n JR b e s i t z t e i n 
Supremum und e i n Infimum. 
B e w e i s: Wir d e f i n i e r e n zwei Folgen r a t i o n a l e r Zahlen 
( a ^ ) und ( b ^ ) mit i ) a^ < b^ für a l l e n € IN 0 
i i ) { x e M I a^ < x ^ b j * 0 
i i i ) { x 6 M | b T 1 < x ] = 0 
Sei nämlich r £ (U mit - r < x < r für a l l e x e M . Sei 
a 0 : s - r , b 0 : = r . Dann sind sicher i ) , i i ) , und i i i ) e r -
füllt. Seien a ^ schon k o n s t r u i e r t . I s t 
{ x d M I q T l < x ] = 0 , so s e i a ^ ^ : = a n und 
b r ^ : = Q t i * b i n . Sonst s e i a ^ 4 A : =
 Q ^ und 
b^+^t : = b-r, . Dann sieht man l e i c h t , daß auch a^^^ und 
b^ 4^ die Bedingungen i ) , i i ) und i i i ) erfüllen. Wegen 
a n * a r ^ < € b^ und b^ -a^= / w i e d u r c h 
- 123 -
Induktion sofort gesehen werden kann, i s t l o ^ - a ^ 1 < ^ r> - -i— 
für a l l e m ^ n , also i s t ( a ^ ) eine Cauchy-Folge. Dasselbe 
g i l t für ( b ^ ) . Wegen b^ - a ^ = 2 y\ - A i s t (b-r>-a-n) e i n e 
N u l l f o l g e , also (a ^  ) = ( b ^ ) . Für a l l e m e )N0 g i l t sogar 
a ^  £ ( a n ) - b>n • Für jedes x G IK mit ( a ^ ) < x g i b t es 
ein m G IN0 mit ( a ^ ) ^  b^ <^  x , also i s t x ^  M und ( a ^ ) 
eine obere Schranke von M . Ebenso gibt es für jedes y < ( a ^ ) 
ein m G |N0 mit y < a ^ ^ (a ^  ) und damit ein x G M mit 
y < Qy^ < x , also i s t y keine obere Schranke von M. Damit 
i s t (a ) das Supremum von M. Der Beweis für die Existenz 
der Infimums verläuft analog und s e i dem Leser überlassen. 
- 124 -
rS J D i e k o m p l e x e n Z a h l e n 
In diesem kurzen Abschnitt s o l l die D e f i n i t i o n des Korpers der 
komplexen Zahlen gegeben werden. Der Korper der komplexen Zah-
len i s t kein angeordneter Korper, denn es gibt komplexe Zahlen, 
deren Quadrat -1 < 0 i s t im Liderspruch zu den unter 3.0. 
entwickelten Rechenregeln. 
Daher brauchen wir auch keine Ordnung zu d e f i n i e r e n . Andere 
Eigenschaften des Körpers der komplexen Zahlen werden i n der 
Funktionentheorie bewiesen, insbesondere der Fundamentalsatz 
der Algebra, der besagt, saß jedes komplexe Polynom vom Grade 
größer oder g l e i c h 1 mindestens eine komplexe N u l l s t e l l e be-
s i t z t . 
Wir beweisen, daß IRxjR m i t der A d d i t i o n 
(x,y) + ( x , , y ' ) : = (x+x\y+y') 
und der M u l t i p l i k a t i o n 
(x,y) (x',y') : = (xx'-yy 1,xy'+x'y) 
einen kommutativen Körper b i l d e t , den Körper C der komplexen 
Zahlen. * 
Es i s t k l a r , daß IRxft mit der Addition eine kommutative Gruppe 
b i l d e t . Die Ringeigenschaften von C lassen s i c h durch Nach-
rechnen l e i c h t v e r i f i z i e r e n . Das neutrale Element bei der M u l t i 
p l i k a t i o n i s t dabei 0,0) . Inverses Element zu (x,y) $ (ü,ü) 
i s t ( — — n i - —5^—D) • /Auch das kann sofort nachgerech-v x* +y°c x * +y* 
net werden. 
Die Abbildung IK 9 x t ^ (x,ü) £ <C i s t ein i n j e k t i v e r King-
Homomorphismus. Daher i d e n t i f i z i e r t man IR mit dem Unterkörper 
{ (x,0) Ix £ IK } i n C . 
üblicherweise schreibt man i : = (ü,l) und allgemein x - f y i = (x 
Insbesondere i s t dann = -1 . 
