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Quantum chaotic and integrable systems are known to exhibit a characteristic 1/f and 1/f2 noise,
respectively, in the power spectrum associated to their spectral fluctuations. A recent work [R.
Riser, V. A. Osipov, and E. Kanzieper, Power Spectrum of Long Eigenlevel Sequences in Quantum
Chaotic Systems, Phys. Rev. Lett. 118, 204101 (2017)] calls into question the approximations used
to derive these results from random matrix theory. In this paper we show that such approximations
do remain valid under almost any circumstances. For the integrable limit, we devise a protocol
to exactly recover the original results. As a corollary, we show that the theoretical predictions for
other statistics are bound for failure regarding long-range correlations, due to unavoidable spurious
effects emerging from the analysis. By means of a rigorous statistical test, we also show that the
corrections for the chaotic case introduced in the aforementioned paper require huge statistics to
become relevant —averages over more than 1000 realizations are mandatory. As an application, we
study a paradigmatic model for the crossover from the thermal to the many-body localized phase.
We show that our protocol succeeds in describing the crossover. Furthermore, it also succeeds in
proving that the Gaussian β-ensemble fails to account for long-range correlations between the energy
levels of this paradigmatic model.
I. INTRODUCTION
Quantum chaos is a relatively young discipline in
Physics. Far from establishing a precise, clear definition
for the term, the past century saw an identification of the
energy level fluctuation properties of a given quantum
system and the behavior of its classical analog for large
time scales [1]. This resulted in a new picture by which
one could understand the underlying classical dynamics
of a quantum system by means of carefully analyzing its
spectral fluctuations. For quantum systems whose classi-
cal analog is integrable, these were shown to be described
by Poisson statistics by the pioneering work of Berry and
Tabor in the 1970s [2], whereas for quantum systems for
which the classical limit occurs in a fully chaotic nature,
these correspond to the description given by the random
matrix theory [3], as was correctly anticipated by Bohi-
gas, Giannoni and Schmit in the 1980s [4]. According
to this conjecture, level fluctuations in those quantum
systems whose classical analog is chaotic will follow one
of three classical ensembles, these being Gaussian Or-
thogonal Ensemble (GOE), Gaussian Unitary Ensemble
(GUE), and Gaussian Symplectic Ensemble (GSE). The
agreement with one of the previous will strongly depend
on the symmetries present in the Hamiltonian under con-
sideration, which preserves the individuality of each sys-
tem through an analysis based on statistical considera-
tions.
Since then, different approaches have been developed
and put to use to offer an accurate description of these
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spectral fluctuations. We can classify them into two dif-
ferent categories. The first one accounts for short-range
correlations between energy levels. The most used statis-
tic within the category is probably the nearest neigh-
bor spacing distribution (NNSD) [1, 3], which essen-
tially measures the intensity of level repulsion, to which
chaoticity is directly related. However, it is gradually
being replaced by the ratio of consecutive level spacings
[5], whose main advantage is not requiring the unfolding
process of the energy spectrum [6].
The second category deals with long-range correlations
between energy levels. Besides traditional Σ2(L) and
∆3(L) statistics, describing correlations between energy
levels as a function of their distance L [1, 3], a charac-
terization in terms of the type of noise present in the
spectral fluctuations has acquired an important role [7].
By considering the sequence of energy levels as a discrete
time series, it establishes that quantum chaotic systems
are characterized by an 1/f noise, ubiquitous through-
out many complex systems, while for quantum integrable
systems this noise becomes 1/f2. This picture is drawn
relying on the power spectrum of the δn statistic. The
1/f noise has been experimentally measured in Sinai mi-
crowave billiards [8] as well as in microwave networks [9],
whereas an interpolating power-law 1/fα, with α ∈ [1, 2),
was implemented numerically for mixed classical dynam-
ics systems [10]. With the central assumption that for a
high enough number of levels in each spectrum this statis-
tic becomes exclusively dominated by two-point correla-
tions, theoretical expressions were derived for the chaotic
GOE case in [11], as well as for the regular Gaussian Di-
agonal Ensemble (GDE) case, an ensemble of diagonal
matrices with matrix elements coming from a Gaussian
distribution which produces Poissonian statistics, and for
2semiclassical systems, with the help of the randommatrix
theory. Moreover, results were shown to find solid sup-
port in numerical simulations, which expressed an excel-
lent agreement with those. This approach was similarly
applied to real physical systems (see [12] for a review).
Even though short-range statistics, and especially the
ratio of consecutive level spacings, are widely used to get
a first idea about the degree of chaos in a quantum sys-
tem, the analysis of long-range correlations is mandatory
to account for an important number of phenomena. The
shortest periodic orbits in the semiclassical analogue of
a quantum system induce non-universal features which
are inaccessible for the NNSD or the ratio of consecutive
level spacings. By means of the δn statistic, such non-
universal features have been identified in experimental
realizations of quantum billiards [8] and quantum graphs
[13]. A similar effect can appear in spatially extended
systems with local Hamiltonians. There exists a charac-
teristic timescale, set by the Thouless time, below which
the spectral fluctuations are not well described by ran-
dom matrix theory. This issue has become the object
of current research, relying on the long-range behavior
of two-point correlation functions, which are the basis
of the δn statistic [14–16]. A typical misleading signa-
ture of non-ergodicity is the presence of missing levels
—energy levels which are not detected by the experimen-
tal setup— and mixed symmetries —fundamental sym-
metries of the system which are not properly identified,
either experimentally or numerically. Both effects are in-
distinguishable if one just works with short-range statis-
tics. A protocol to properly identify and quantify these
effects is based on the original theoretical results for the
δn statistic [17]. It has been successfully applied to ex-
perimental data of molecular resonances [18], microwave
graphs with violated time reversal invariance [19] and
three-dimensional chaotic microwave cavities [20], just to
quote a few recent papers.
All these facts reflect the importance of correctly
studying long-range spectral statistics. Therefore, the re-
cent publication concerning the conditions under which
the theoretical power spectrum of the δn statistic needs to
be derived [21] acquires a broad scope. This work seems
to invalidate the method shown in [11] —namely, that the
power spectrum of a quantum system is solely determined
by the spectral form factors associated to it. Indeed, ac-
cording to [21], the power spectrum cannot be merely
dominated by two-point correlations: to the contrary, as
frequency is increased, this spectrum is increasingly in-
fluenced by spectral correlation functions of all orders or,
equivalently, the power spectrum keeps record of all or-
ders interactions. The main result given in the work is a
parameter-free nonperturbative prediction for the power
spectrum for GUE, which is different from the one pub-
lished in [11]. Notwithstanding, even more challenging is
a corollary of such work, which states that the theoretical
result for the integrable GDE is twice the one derived in
[11]. If it is mandatory to apply such results to the usual
protocols to obtain the power spectrum of the δn statis-
tic, all the conclusions in papers like [8, 13, 17–20] have
to be called into question. And an application of the δn
statistic to the determination of the Thouless time can-
not be accomplished in terms of the rather simple results
of [11]. This means that the cumbersome expressions for
GUE published in [21] have to be used in systems with
violated time reversal invariance, and that we still lack
equivalent expressions for systems having time reversal
invariance.
In this work we intend to supply a justification for the
discrepancy appearing in the theoretical expression for
the GDE case with respect to [11] and [21]. We explain
how both equations are actually correct and justify how
one needs to proceed to put a quantum integrable system
power spectrum in correspondence with each one of them,
providing a protocol that enables this purpose. Our main
conclusion is that the requirements for the result given
in [21] are almost impossible to fulfill; that the applica-
bility of the original expression, given in [11], happens to
be much wider, and that the usual protocols to obtain
the power spectrum of the δn statistic naturally lead to
the original results published in [11]. Next, we perform a
stringent test on the theoretical power spectrum for the
GOE case given in [11] and conclude that, even if not
strictly correctly derived for the reasons outlined in [21],
it suffices to provide an excellent analysis of spectral data,
and can be used as an outstanding approximate tool to
characterize all kinds of phenomena linked to quantum
chaos. Finally, we apply our results to a paradigmatic
model for the transition from the ergodic to the many-
body localized phase, which has been recently studied in
[22]. We show that the original theoretical results in [11]
properly describe the ergodic and the many-body local-
ized phases. Furthermore, our stringent test also proves
that the Gaussian β-ensemble [23], proposed in [22] as a
good model for the crossover between these two phases,
correctly accounts for short-range correlations between
energy levels, but provides poor results for long-range
correlations.
The paper is organized as follows. In Sec. II we give
the main definitions and summarize the notation used
throughout the text. Sec. III deals with the power spec-
trum of integrable systems. In Sec. IV we perform a
stringent numerical test on the spectral fluctuations of
fully chaotic systems. In Sec. V we apply the previous
results to a system which transits from integrability to
chaos. Finally, Sec. VI gathers the main conclusions.
II. NOTATION CONVENTIONS AND
DEFINITIONS
In this section we introduce some notation and defini-
tions that will be constantly used without explicit men-
tion throughout this work.
We consider sets of energy spectra consisting of N lev-
els each, denoted by Ei, i ∈ {1, 2, . . . , N}. Let {Ei}Ni=1 be
a sequence of energies in ascending order, Ei ≥ Ej when-
3ever i ≥ j, for each spectrum in the ensemble. The cu-
mulative level density function N(E) ≡∑Nj=1Θ(Ej −E)
is separated into a fluctuating part, N˜(E) and a smooth
part, N(E), which varies continuously with E. We make
use of the latter for the unfolding transformation, by
means of which a new sequence of dimensionless levels
in ascending order {ǫi}Ni=1 is obtained via the mapping
Ei 7→ ǫi ≡ N(Ei), ∀i ∈ {1, 2, . . . , N}. These unfolded
energies can be used to study the statistical properties
of different systems as well as different parts of the same
spectrum accordingly, and remain valid for any quantum
system, regardless of their regularity class.
The nearest neighbor spacing is defined to be the con-
secutive level difference si ≡ ǫi+1−ǫi, ∀i ∈ {1, 2, . . . , N−
1}. The δn statistic is then taken to be δn ≡∑n
i=1 (si − 〈s〉) = ǫn+1 − ǫ1 − n, ∀n ∈ {1, 2, . . . , N − 1},
and represents the deviation of the excitation energy of
the (n + 1)-th unfolded level from its mean value in an
equispaced spectrum, 〈ǫn〉 = n. If we take n to be a
discrete time index, a discrete Fourier transform can be
applied to the statistic, thus yielding
δˆk ≡ F [δn] = 1√
N
N−1∑
n=0
δn exp
(−2πikn
N
)
∈ C. (1)
In Fourier space, we will also denote the N−rescaled fre-
quencies by ωk ≡ 2πk/N , for each k ∈ {1, 2, . . . , N − 1}.
Real variables are associated to the subscript n, whilst
for complex variables in Fourier space this identification
occurs with the subscript k, although in some instances
ωk will indistinctly play a more useful role. All of them
are considered discrete.
The δn power spectrum, which is the object of in-
terest to us, is then defined to be the square modulus
of the Fourier transform δˆk, that is, P
δ
k ≡
∣∣∣δˆk∣∣∣2 ∈ R,
∀k ∈ {1, 2, . . . , N − 1}, and allows for the study of the
regularity of the system in terms of the density spectral
fluctuations associated to it.
The positive integer M ∈ N will denote the number
of realizations over which spectral and ensemble aver-
ages, denoted by 〈·〉M , will be carried. We will write 〈·〉
whenever the theoretical value of such averages is being
referred to.
To specify the distribution of an arbitrary random vari-
able X , we will denote X ∼ Y to compactly mean that X
has Y as a probability distribution. Note this has nothing
in common with an asymptotic behavior. Poisson distri-
butions are identified with exponential random variables
Exp(λ) with mean λ−1, whereas the normal distribution
with mean µ and variance σ2 will be denoted by N (µ, σ),
with σ ≡ √σ2 being the standard deviation associated
with the variance σ2. The probability density and distri-
bution functions of these random variables are denoted
following the usual conventions.
Given a one-variable function f = f(x), we will denote
parametric dependence on y by the common expression
f(x; y). To lighten up the notation, subscripts will in-
cidentally denote actual variables or parametric depen-
dence, fx ≡ f(x), whenever these are used.
III. THE INTEGRABLE CASE
In this section we reason on the correct theoretical for-
mula for the power spectrum of integrable quantum sys-
tems, we study how the introduction of the unfolding
means a modification of such an expected value, and de-
termine the conditions under which the usual spectral
analysis needs to be considered.
A. Derivation of exact theoretical expression
Consider a spectrum made up of N + 1 energy levels.
As expected, the δn statistic is defined δn =
∑n
i=1(si −〈si〉), ∀n ∈ {1, 2 . . . , N}. The mean value 〈si〉 is defined
as an average over a ensemble of equivalent spectra. That
is, if s
(k)
i denotes the i-th spacing in the k-th realization,
then
〈si〉 = lim
M→∞
1
M
M∑
k=1
s
(k)
i = 1, ∀i ∈ {1, . . . , N}. (2)
This mean value is not dependent on the value of i.
Therefore, we shall denote 〈s〉 ≡ 〈si〉, ∀i, where now
〈s〉 ≡ limN→∞ 1N
∑N
i=1 si. It is worth remarking that
〈s〉 6= 1
N
N∑
i=1
si ≡ 〈s(N)〉, (3)
where 〈s(N)〉 is a mean sample estimator, while 〈s〉 is
the ensemble mean. From Eq. (2) we rewrite
δn =
n∑
i=1
(si − 1), n ∈ {1, . . . , N}. (4)
In integrable systems the nearest neighbor spacings are
not intrinsically correlated. This can be quantified by
setting si = ξi + 1, where the random variables ξi are
such that 〈ξi〉 = 0 and 〈ξiξj〉 = δij , with δij being the
Kronecker delta. It follows that for integrable systems
the nearest neighbor spacings must verify the conditions
〈si〉 = 1, (5a)
〈sisj〉 = δij + 1. (5b)
The second of the above, Eq. (5b), determines unequiv-
ocally how the nearest neighbor spacings are correlated
in systems within this regularity class. Note that the
definition of the probability density is not needed for
this purpose. Therefore, what follows is valid no mat-
ter the probability density, even though we must only
4apply these results to Poisson statistics. Indeed, all non-
integrable systems, whether they are chaotic or not, have
nearest neighbor spacings where correlation exists.
More details on the calculation that follows are given
in the Appendix. For integrable systems the (averaged)
power spectrum of the δn statistic can be written
〈P δk 〉 =
1
N
N∑
ℓ=1
N∑
m=1
〈δℓδm〉eiωk(ℓ−m), (6)
which applies to any frequency k. The correlation factor
is given by
〈δℓδm〉 = min{ℓ,m}. (7)
Evaluating Eq. (6) affords
〈P δk 〉 =
1
N
N∑
ℓ=1
N∑
m=1
min{ℓ,m}eiωk(ℓ−m). (8)
Performing the double sum over both ℓ and m yields
〈P δk 〉 =
1
2 sin2
(
πk
N
) +O( 1
N
)
. (9)
Note that the expression given in [21] corresponds to the
leading order of such integrable power spectrum. This is
the only possible contribution only when N →∞. How-
ever, it is not correct that the theoretical power spectrum
for integrable systems can be described by such a lead-
ing order term by itself for an arbitrary value of N , as
has been suggested. The 1/f2 noise must be obtained for
k ≪ N and N ≫ 1 accordingly, since the neglected terms
also do depend on k. It is under these circumstances that
one would obtain the Maclaurin representation given by
the inverse power-law
〈P δk 〉 ≃
N2
2π2k2
∝ 1
k2
. (10)
B. The role of the unfolding procedure
We now move on to examine the consequences of the
process of unfolding. Even though the previous calcu-
lation is formally correct, the hypothesis under which it
has been derived are very strict in practical terms. The
main reason for this is that the sequence of spacings is
obtained after unfolding a set of levels characterized by a
density of states that may very well be unknown. More
importantly, Eq. (9) requires Eq. (5b) to be strictly ver-
ified to hold. This condition implies (see Appendix for
details) 〈δ2ℓ 〉 = ℓ. Because every spectrum needs to be
unfolded to generate the δn statistic, the following ques-
tions deserve to be asked: Does the unfolding procedure
really guarantee the complete verification of Eq. (5b)?
Or, on the contrary, does it introduce some sort of spu-
rious correlation in the statistical analysis?
For the sake of simplicity, let us assume for a moment
the smooth part of the states probability density, ρ(E), to
be exactly known. Suppose as well that it is normalized
such that ∫
∞
−∞
dE ρ(E) = N, (11)
where N is the total number of levels in the spectrum.
This is the case for the GDE, for which one has ρ(E) =
1/
√
2π exp
{−x2/2}. This is also the case where spurious
effects are expected the least [6]. By definition, one has
ǫ1 = N(E1) ≡
∫ E1
−∞
dE ρ(E) (12)
and
ǫN+1 = N(EN+1) ≡
∫ EN+1
−∞
dE ρ(E). (13)
As a consequence, one clearly has [ǫ1]min = 0 as well as
[ǫN+1]max = N + 1. This argument can be generalized
to assert that the minimum value of ǫi = N(Ei) and the
maximum value of ǫj = N(Ej) are, respectively, [ǫi]min =
0 and [ǫj ]max = N + 1, ∀i, j ∈ {1, . . . , N + 1}, where
the equalities are strictly verified. Equivalently, one has
ǫj ∈ (0, N + 1), where not all possible values are equally
probable. Therefore, on calculating the δn statistic one
finds, for n = N , δN = ǫN+1 − ǫ1 − N. The maximum
value of the above equation is then simply
[δN ]max = [ǫN+1]max−[ǫ1]min−N = N+1−N = 1. (14)
The result in Eq. (14) is in absolute contradiction with
Eq. (5b) since, were they to hold, 〈δ2N 〉 = N , and
δN would be a random variable with mean µ = 0 and
variance σ2 = N . Observe that the statistic cannot
be described by a random walk when the unfolding has
been performed analytically on the original energy levels.
Hence, we conclude that the usual way to proceed with the
unfolding process introduces spurious correlations in in-
tegrable systems. The relevance this bears on quantum
chaotic systems is not so vital, because these are already
intrinsically correlated.
A convenient way to emulate these effects is to consider
that, as a consequence of the spurious correlations, the
unfolding procedure acts on the sequence of spacings so
as to
1
N
N∑
i=1
si = 1, (15)
where the above equality is exact. In general, for a given
set of spacings {si}Ni=1 Eq. (15) is not strictly verified,
but approximately.
A simple way to account for this effect is to redefine
the nearest neighbor spacing to be
s˜i ≡ si〈si〉 =
Nsi∑N
k=1 sk
, ∀i ∈ {1, . . . , N}. (16)
5The set of spacings {s˜i}Ni=1 defined by Eq. (16) will be
hereinafter called reunfolded spacings. If one performs
an analogous calculation using the reunfolded spacings
instead, this reads for n = N
δN =
N∑
i=1
(si − 1) = N〈s〉M −N = N −N = 0. (17)
This result is much closer to the property [δn]max = 1,
which has been understood to be a spurious consequence
of the unfolding procedure, than it is to the ideal case
where δN is a random variable with mean µ = 0 and
variance σ2 = N .
An analogous statistic to the δn statistic can be nat-
urally defined as that arising from the new sequence of
spacings by the equivalence
δ˜n ≡
N∑
i=1
(s˜i − 1), ∀n ∈ {1, . . . , N}. (18)
We will refer to this statistic as the corrected δn. Asso-
ciated with it is the new corrected power spectrum
〈P˜ δk 〉 ≡ 〈P δ˜k 〉 =
1
N
N∑
ℓ=1
N∑
m=1
〈δ˜ℓδ˜m〉eiωk(ℓ−m), (19)
which, after expansion, becomes
〈P˜ δk 〉 =
1
N
N∑
ℓ=1
N∑
m=1
(
N
N + 1
min{ℓ,m}−
− ℓm
N + 1
)
eiωk(ℓ−m),
(20)
where the correlation factor is now given by
〈δ˜ℓδ˜m〉 = N
N + 1
min{ℓ,m} − ℓm
N + 1
. (21)
Performing the corresponding double sum now yields
〈P˜ δk 〉 =
1
4 sin2
(
πk
N
) +O( 1
N
)
, (22)
which differs from Eq. (9) by a factor of 2. Clearly,
one has 〈P δk 〉 = 2〈P˜ δk 〉. The leading order of Eq. (22)
corresponds with the theoretical power spectrum for the
integrable case derived in [11]. In the domain defined by
the conditions k ≪ N and N ≫ 1, one analogously has
for the Maclaurin representation of Eq. (22) the known
inverse square power-law
〈P˜ δk 〉 ≃
N2
4π2k2
∝ 1
k2
. (23)
The calculation is shown at length in the Appendix.
C. Numerical evidence
To illustrate numerically the above results, we proceed
as follows. For the following scenarios, we must keep
in mind that we are interested in the best possible un-
folding, that is, the one that introduces the least possible
noise in our analysis. This requires making use of an ana-
lytical exact formula obtained for the cumulative density
of states, N . Since the starting probability distribution is
a standard normal and we need it to be normalized to the
number of levels participating in the unfolding process,
we calculate
N(E) = N
∫ E
−∞
dx
1√
2π
exp
(−x2
2
)
=
N
2
[
1− erf
(−E√
2
)]
,
(24)
where erf(·) is Gauss error function. Eq. (24) is the exact
formula employed to find the unfolded levels in this part
of the work. We simultaneously consider two different
processes:
I Generate a vector A of dimension N = 109 whose
entries are numbers coming from a standard normal dis-
tribution, that is, select a certain A ∈ M1×N (N (0, 1))
whose entries, after reordering in ascending order if nec-
essary, will be taken as the initial levels {Ei}Ni=1 =
{(A)1,i}Ni=1. Next, the sequence is unfolded to obtain the
list of levels in ascending order {ǫi}Ni=1 = {N(Ei)}Ni=1.
Note the unfolding is only performed once. Fix M = 106.
Partition the set of unfolded levels intoM sets of energies
consisting of N/M = 103 levels each, that is, construct
explicitly the M sets of levels
{
{ǫi+(j−1)N/M}N/Mi=1
}M
j=1
.
We expect the spurious effects introduced by the unfold-
ing process to be less important for this case, the rea-
son being that those should have an effect on large dis-
tance correlations. Because the unfolded spectrum has
been split into spectra with relative length (N/M)/N =
1/M = 10−6, it stands to reason to expect them not
to play such an important role. Note that these spu-
rious effects should manifest primarily on the leftmost
and rightmost eigenlevels in the spectrum for each real-
ization, and this process explicitly assigns these edges a
slight weight over the total ensemble under consideration.
Obtain the averaged power spectrum 〈P δk 〉M . Conclude
it is accurately described by Eq. (9). Construct the ran-
dom variable δ2n and find 〈δ2n〉M . Compare the result with
the expected value Eq. (7) with ℓ = m ≡ n, that is,
〈δℓδm〉
∣∣∣∣
ℓ=m=n
= 〈δ2n〉 = n. (25)
Observe this second-order moment is expected to behave
linearly and to grow unboundedly as n grows.
II Generate a vector A of dimension N = 103 whose
entries are numbers coming from a standard normal dis-
tribution, that is, select a certain A ∈ M1×N (N (0, 1))
6whose entries, after reordering in ascending order if nec-
essary, will be taken as the initial levels {Ei}Ni=1 =
{(A)1,i}Ni=1. Proceed as in I., but do not partition the
set of energies. Repeat and average over M = 106 re-
alizations. It is noteworthy that the unfolding procedure
is considered exactly M times now. This means all M
spectra and the eigenlevels located at their leftmost and
rightmost positions will suffer from spurious correlations
implicitly introduced by the unfolding process, which will
be present throughout the whole ensemble. Find the av-
eraged power spectrum 〈P δk 〉M . Conclude it is governed
by Eq. (22). Construct the random variable δ2n and find
〈δ2n〉M . Compare the result with the expected value Eq.
(21) with ℓ = m ≡ n, that is,
〈δ˜ℓδ˜m〉
∣∣∣∣
ℓ=m=n
= 〈δ˜2n〉 =
nN
N + 1
− n
2
N + 1
. (26)
Observe this second-order moment is expected to be
parabolic and to reach its maximum value when n = N/2.
The previous steps can be performed algorithmically to
obtain the desired results, which are, in essence, the mean
δ2n over the total ensemble and the averaged integrable
power spectrum for each different process above detailed.
These are shown in Figs. 1 and 2.
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FIG. 1. (Color online) Theoretical 〈δ2n〉 for GDE Eqs. (25)
(top, magenta solid line) and (26) (bottom, red solid line)
compared to numerical averages consisting of 106 spectra with
N = 103 levels each obtained following processes I (top, green
solid points) and II (bottom, blue solid points).
In Fig. 1, we contrast the simulated data 〈δ2n〉iM ,
i ∈ {I, II} for the processes I and II with the theoreti-
cal expected curves. We observe the outstanding agree-
ment with which 〈δ2n〉IM is put in correspondence with
Eq. (25), while this is analogously true for 〈δ2n〉IIM and Eq.
(26), as we had anticipated. Fig. 1 allows to conclude
that, indeed, the nature of spurious correlations can be
greatly modified by performing the previous steps, and
this relies, basically, on altering the region of the spec-
trum where the unfolding is permitted to add information
that was initially not there.
0 0.5 1 1.5 2 2.5 3
log(k)
-1
0
1
2
3
4
5
lo
g<
P
k>
FIG. 2. (Color online) Theoretical 〈P δk 〉 for GDE Eqs. (9)
and (22) (top and bottom solid lines) compared to numer-
ical averages consisting of 106 spectra with N = 103 levels
each obtained following processes I (+ symbols) and II (*
symbols).
In Fig. 2, we confirm the results just recently dis-
cussed. As one would expect, different correlation func-
tions are associated with different power spectra, and we
have managed to make 〈P δk 〉IM coincide with the results
predicted by Eq. (9), as explained in I, whereas 〈P δk 〉IIM
agrees with Eq. (22), according to II. In both cases we
observe how the numerical data are equally outstandingly
well described by the theoretical curve to which they are
related.
As has been shown, in spite of the fact that the re-
sult given in [21] is, by all means, correct, the unfolding
procedure very often followed introduces spurious corre-
lations that act on the unfolded sequence such that they
are described by the theoretical expression in [11]. We
note that, for any given spectrum coming from a calcula-
tion or an experiment, it is very frequent to proceed with
the statistical analysis without partitioning our sample
of eigenlevels. Our results prove that, in all those cases,
one needs to take the results in [11] into consideration to
perform a successful investigation.
We would like to end this section after a relevant re-
mark. The role the unfolding procedure plays in the
study of quantum integrable systems, namely, the intro-
duction of spurious correlations that manifest throughout
the whole spectrum, has universal implications that ap-
ply to other long-range spectral statistics that are usually
jointly considered to make a decision about the regularity
of a quantum system. For the number variance
Σ2(L) ≡ 〈(n(E,L)− L)2〉, (27)
where L ≫ 1 is the size of an interval in R and n(E,L)
7denotes the number of levels in such an interval at energy
E, the theoretical machinery predicts a linear expected
value for the integrable case
Σ2Int(L) = L. (28)
Similarly, long-range correlations of level spacings can
also be characterized by means of the Dyson-Mehta spec-
tral rigidity,
∆3(E0, L) ≡ 1
L
min
α,β∈R
∫ E0+L
E0
dE [N(E)− αE − β]2 ,
(29)
for which the integrable regime is governed by the like-
wise linear expression
∆Int3 (E0, L) =
L
15
. (30)
As can be seen in Eqs. (28) and (30), these spectral
statistics seem to share a commonality with the δ2n in
that the regular regime takes on a linear form as well.
This is due to the mathematical hypothesis under which
these results have been derived, consisting of completely
uncorrelated level spacings (see, preferably, [3]). This
was to be expected. However, careful accommodation of
the spurious correlations, trademark of the unfolding pro-
cess, implies that this behavior will suffer a modification
that goes in the same direction as that of Eq. (26), which
means the linear structure will be severely influenced by
correlations that should in principle not exist in an inte-
grable quantum system, and deviations will, too, occur
for both Σ2Int(L) and ∆
Int
3 (E0, L), meaning these will no
longer be described by such a simple linear functional
form. This has already been justified for the δ2n statistic
through the realization that level spacings cease to be
uncorrelated as a consequence of the unfolding transfor-
mation. It directly follows that, when uncorrelation is
also violated for the other two statistics, the same con-
clusion must be reached.
Before ending this section, it is worth noting that simi-
lar qualitative results, regarding Σ2(L) and ∆3(L) statis-
tics, were anticipated in [24].
IV. THE CHAOTIC CASE
The main purpose of this section is to show that the
theoretical expression for the averaged power spectrum
〈P δk 〉 derived in [11], making use of spectral form factors
under the hypothesis that two-point correlations domi-
nate the dynamics, is sufficient to obtain a correct rep-
resentation of the behaviour of the system. Indeed, as
suggested in [21], the procedure to follow if one wishes
to find the correct theoretical expression needs to take
into account the reality that the power spectrum is in-
creasingly influenced by spectral correlation functions of
all orders. Notwithstanding, such an exact formula has
not been deduced as of yet, and in said work no explicit
mention of the structure this expression should have is
made. Therefore, it is our goal to show here that, even if
the initial hypothesis that two-point correlations can be
used to describe the power spectrum should not hold, the
numerical agreement is remarkably good, thus justifying
its use to study the chaotic nature of a quantum system.
A. Influence of the number of realizations
Explicitly, the two-point correlation theoretical expres-
sion for quantum chaotic systems, within the context of
Random Matrix Ensembles (RME), takes on the free-
parameter form
〈P δk 〉 =
N2
4π2
[
K
(
k
N
)− 1
k2
+
K
(
1− kN
)− 1
(N − k)2
]
+
1
4 sin2
(
πk
N
) − 1
12
,
(31)
where k ∈ {1, 2, . . . , N − 1}, N denotes the size of each
spectrum in the ensemble over which the average has
been performed, and the spectral form factor, K, for the
GOE case admits the representation
K(τ) =

2τ − τ log(1 + 2τ), τ ≤ 1
2− τ log
(
2τ + 1
2τ − 1
)
, τ ≥ 1
(32)
which will be put in comparison with two sets of numer-
ical data. We will consider simultaneously an ensemble
of M = 102 and M = 106 GOE matrices of dimension
N = 103 each. The corresponding power spectra for the
δn statistic is then calculated as follows. We first evaluate
the smooth cumulative density function N at the energy
levels {Ei}Ni=1. We invoke the properties of the GOE and
make use of its exact free-parameter cumulative density
obtained, for instance, in [1], that is,
N(E) =
E
2π
√
2N − E2+
+
N
π
arctan
(
E√
2N − E2
)
+
N
2
, |E| ≤
√
2N,
(33)
N(E) = 0, if E <
√
2N , and N(E) = N , if E >
√
2N ,
in such a way that the new unfolded levels are uniquely
determined. This corresponds to the so-called Wigner’s
semicircle law. We note that the first and last levels of
the original sequence of energies have been eliminated to
avoid dealing with spurious effects arising from it. It is
worth observing that the sequence {ǫi}Ni=1 is in this case
perfectly calculated: any attempt to find it by fitting to
any polynomial would result in a noisy set of unfolded
levels, and this is true independently of the adequacy of
the polynomial. We then construct the nearest neighbor
spacings as si ≡ ǫi+1 − ǫi, ∀i ∈ {1, 2, . . . , N − 1}, from
8which the expression for the δn statistic as well as its
power spectrum P δk is a straightforward matter. In Figs.
3 and 4, we display the parameter-free prediction with the
results of numerical simulations for these sets of spectra.
Note that the simulated points have been represented
with a dashed line for viewing purposes only.
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FIG. 3. (Color online) Theoretical power spectrum 〈P δk 〉 of
the δn function for GOE (solid line), compared to numerical
averages consisting of 102 spectra with N = 103 levels each
(dashed line).
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FIG. 4. (Color online) Theoretical power spectrum 〈P δk 〉 of
the δn function for GOE (solid line), compared to numerical
averages consisting of 106 spectra with N = 103 levels each
(dashed line).
Fig. 3 clearly establishes the impossibility of ruling
out the disagreement between theoretical and simulated
points because of the noisy nature of the spectral fluctua-
tions, whilst we observe a discrepancy in the second case,
Fig. 4, for high-lying frequencies, 2.5 . log(k) . 2.8, as
well as for low-lying ones, 0 . log(k) . 0.5. This serves
the initial purpose of suggesting that as the number of
realizations involved in the average increases, the accor-
dance of the numerical data and the theoretical curve will
decrease. The same conclusion was reached in [21].
In Fig. 5 we show the histogram representing the
probability density of the random variable P δk for the
frequency k = 400 plotted against a Poisson probability
density with mean P δ400. The agreement is remarkable, so
much so that we have only been able to clearly show one
of said two curves. The behaviour is analogous for any
other frequency k, so that in general the random variable
P δk for quantum chaotic systems is distributed as
P δk ∼ Exp
(
1
P δk
)
. (34)
One quickly realizes that since for the chaotic 〈P δk 〉 the
statistical mode and the mean value are reasonably afar
from each other, a single realization will not be represen-
tative of the theoretical distribution. This implies that in
order to obtain statistically significant results one must
go on to consider averages over many realizations.
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FIG. 5. (Color online) Probability density for the random
variable P δ400. Numerical simulations carried with M = 10
6
spectra of N = 103 levels each.
B. Significance test on two-point power spectrum
result
We wish to obtain an upper bound for the number of
realizations for which the numerical discrepancy cannot
be substantiated in terms of statistical significance. This
can be accomplished by making use of standard proba-
bility considerations. Let M be a positive integer. For
a large enough number of realizations M , we will search
for an estimate of the mean 〈P δk 〉 and the variance σ2Pk .
Since the results represented in Fig. 4 have been calcu-
lated with a ensemble of M = 106 spectra, they qualify
as a good starting point. Let P δk be a random variable
9with mean 〈P δk 〉 and variance σ2P δ
k
. By the well-known
central limit theorem, the probability distribution of the
mean estimator random variable 〈P δk 〉M ≡ 1M
∑M
i=1 P
(i)
k
is found to be
〈P δk 〉M ∼ N
(
〈P δk 〉∞,
σ
P δ
k√
M
)
, (35)
where 〈P δk 〉∞ ≡ µM corresponds to the mean value for
the power spectrum calculated with the ensemble of 106
spectra, σP δ
k
≡
√
σ2
P δ
k
is now the standard deviation as-
sociated with it, σM ≡ σP δ
k
/
√
M , and 1≪M . 106 is an
arbitrary number of realizations. The next step is there-
fore to investigate this new distribution as a function of
M . It follows from Eq. (35) that the probability density
function for the random variable 〈P δk 〉M is simply given
by the two-parameter expression
ρM (x) =
1
σM
√
2π
exp
[
− (x− µM )
2
2σ2M
]
. (36)
Note, however, that µM 6= µM (M), since this value is
fixed as a constant regardless of the value of M .
To assess how incompatible the numerical data are
with the theoretical formula for the GOE case we will im-
mediately implement the p-values. We will assume the
theoretical formula to be incorrect whenever p < 0.05,
that is, we will consider the adjustment to the theoretical
curve to be due to chance. Otherwise, whenever p ≥ 0.05,
the agreement will be taken statistically substantiated.
Let Tk denote de theoretical value for 〈P δk 〉∞ given by
Eq. (31). The p-value for each value of M , p(k;M), is
then taken to be
p(k;M) ≡

∫
∞
Tk
dx ρM (x), Tk ≥ 〈P δk 〉∞,∫ Tk
−∞
dx ρM (x), Tk ≤ 〈P δk 〉∞.
(37)
Since for each case the result depends strongly on M ,
this can be used to study the function p(k;M) for
certain values of the number of realizations. This is
plotted in Fig. 6 for, from top to bottom, M =
10, 30, 100, 300, 1000, 3000, 10000, 30000. The value p =
0.05 has been represented as the upper limit for which
the theoretical curve remains invalid. To better under-
stand this result, we have also plotted the values of the
relative error |Tk − 〈P δk 〉106 |/Tk as a function of the fre-
quency in Fig. 7. This is the relative error with respect
to the expected value for the ensemble of M = 106 spec-
tra that we chose to establish an ensemble estimator via
the central limit theorem, which means it will be repre-
sentative for 1≪M . 106 as well.
We conclude that for numbers of realizationsM . 103,
for all frequencies the inequality p(M) > 0.05 is verified
and, as a consequence, in all these cases it is reliable to
take the agreement between theoretical expression and
numerical data as statistically significant. However, for
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FIG. 6. (Color online) Values of p(M) for, from top to bottom,
M = 10, 30, 100, 300, 1000, 3000, 10000, 30000. The value p =
0.05 has been represented (red solid line) as the upper limit
for which the theoretical curve remains invalid.
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FIG. 7. (Color online) Relative error with respect to the the-
oretical values for the case in which M = 106.
valuesM & 103 this is not guaranteed, and we observe in-
deed that p(M) tends to zero for these cases in the same
way the relative error increases for certain frequencies.
For large enough values of M , the theoretical expression
becomes valid only for a few points corresponding to the
minima of the relative error. In particular, it is only in
the large-M limit that the result is completely unaccept-
able for all frequencies, as exemplified by
lim
M→∞
p(k;M) = 0, ∀k ∈ {1, 2, . . . , N − 1}. (38)
Also worth remarking is the observation that the maxi-
mum error occurs for the Nyquist frequency ωkNy ≡ π,
i.e., kNy ≡ N/2.
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Protocol for spectral statistical analysis
Step 1. Unfold each spectrum individually, either analyti-
cally or numerically. If a complete spectrum with
N levels is divided into M spectra with N/M
levels each, then unfold each spectrum of length
N/M separately too.
Step 2. Proceed with the spectral analysis, and compare
the results it yields with the expected expressions
in [11].
TABLE I. Suggested protocol to follow for the unfolding pro-
cedure so that the analyzed results can be compared with the
theoretical expressions for the power spectrum of quantum
integrable and chaotic systems in [11].
This implies that the theoretical result derived in [11],
even though not fully correct, can be viewed as an ex-
traordinary tool to analyze the chaoticity of a quantum
system, so long as the realizations are not too many. Our
results indicate that the corresponding expressions can
thus be safely used. It is obvious that an explicit, easily
applicable, closed-form expression for GOE is desirable,
but it would not yield further significant improvements in
spectral analyses. Indeed, the circumstances under which
these results could be important constitute quite a small
set of conditions. This manifests itself blatantly when
one realizes that the general picture is that in which one
may reasonably have only one set of eigenlevels with a
relatively small size when compared with the dimension
scales considered in this work.
With all the previous conclusions available to us, we
propose one procedure to correctly perform any power
spectrum analysis in Tab. I.
V. APPLICATION TO REAL PHYSICAL
SYSTEMS
A. Characterization of the transition from
integrability to chaos
In this section we apply the previous protocol to a
physical system that transits from the chaotic regularity
class to the integrable one.
The model under consideration is a Heisenberg spin-
1/2 chain. Such a model has been proved to transit from
integrability to chaos using the nearest neighbor spacing
distribution [25] as well as the the ratio of consecutive
level spacings distribution [26]. Furthermore, its impor-
tance transcends the discipline of quantum chaos. It con-
stitutes a model for the many-body localization transi-
tion [27]. In [28] it has been shown that this fact implies a
two-stage crossover in short-range spectral fluctuations.
And in [22], relying again on short-range spectral statis-
tics, the Gaussian β−ensemble [23] has been proposed as
a model for this transition. Here, we will concentrate on
the transition as seen by the δn statistic.
The Hamiltonian of the Heisenberg spin-1/2 chain
model is given by
H =
L∑
n=1
ωnS
z
n + εS
z
d +
L−1∑
n=1
JSˆn · Sˆn+1, (39)
where L is the number of sites, and Sˆn ≡ ~σn/2 are the
spin operators located at site n with ~σn being the Pauli
spin matrices at that exact site. We briefly comment
on the meaning of each of the terms in Eq. (39). The
first term describes the Zeeman splitting of each spin n
as a consequence of the static magnetic field in the z-
direction. In general, each ωn is a random variable be-
longing to certain probability distribution. A site d is
called a defect if all the other sites are assumed to have
the same energy splitting ωn = ω except the site d, where
the splitting is ω + ε instead. Finally, two possible cou-
plings between the nearest neighbor spins are described
by the last term of Eq. (39). The first one is simply
the diagonal Ising interaction, while the second is the
off-diagonal flip-flop term, which is responsible for exci-
tation propagation in the chain. Also, the chain is taken
to be isotropic since J is a constant that quantifies both
the coupling strength between the Ising interaction and
that of flip-flop term. Only two-body interactions can
take place in this chain.
For our simulation, the defect energy difference has
been chosen to vanish, ε = 0, and the static magnetic
field is random. We have taken J = 1, the number of sites
L = 14, we have imposed periodic boundary conditions,
Sˆ15 = Sˆ1, and we consider ~ = 1. In other words, we
will study the transition given rise by the one-parameter
Hamiltonian
H ≡ H(ωn, ε = 0) =
14∑
n=1
ωnS
z
n +
14∑
n=1
Sˆn · Sˆn+1. (40)
Each realization consists of L = 14 random numbers, ωn,
whose probability distribution is uniform in the range
[−ω, ω]. Since [H, Sˆz] = 0, we consider the sector with
Sˆz = 0. In this case, the dimension of the Hilbert space
is d =
(
14
7
)
= 3432. However, we use the central part of
the spectrum only, since it gives a better description of
the many-body localization crossover than the complete
spectrum [22, 28]. Hence, the size of each spectrum has
been therefore chosen N = 1144 (1/3 of the total num-
ber of energy levels), and we have simulated M = 1000
realizations. Besides this, we have excluded the first and
last 30 levels both before and after the unfolding pro-
cess, in order to prevent spurious effects from happen-
ing in our analysis. The polynomial to which we have
fitted the original set of energies {Ei}Ni=1 to obtain the
unfolded sequence {ǫi}Ni=1 was taken to be of degree 6,
which means the smooth part of the cumulative density
function was of the form N(x) =
∑6
k=0 akx
k, with coef-
ficients {ak}6k=0 that resulted from the best possible fit
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to the sequence {Ei}Ni=1. Then, it is straightforward to
evaluate N(x)
∣∣
x=Ei
= ǫi, ∀i ∈ {1, 2, . . . , N}.
In Fig. 8 we show the results for the power spec-
trum of the δn statistics for the noise parameter val-
ues ω ∈ {0.4, 0.6, 0.8, 1.0, 1.4, 2.0, 3.0, 4.0, 5.0, 7.0}. The
many-body localization transition is believed to occur
around ωc ∼ 3.6 [29]. Hence, chaotic-like spectral fluctu-
ations are expected for ω ≪ ωc, and integrable ones for
ω ≫ ωc. From the 10 panels of Fig. 8 (see caption for
more details) we highlight the following conclusions:
(i) The system reaches the ergodic limit at very low
values of ω. In panel (a), corresponding to ω = 0.4, we
can see that the power spectrum coincides with the the-
oretical results for GOE if k & 3. Lower frequencies dis-
play nonuniversal features, probably due to the unfolding
procedure [6].
(ii) In the range ω ∈ [0.6, 1.4], corresponding to panels
from (b) to (e), we observe a mixture of behaviors. In all
the cases, the numerical and the GOE theoretical curves
coincide in the high-frequency region. However, below a
certain critical frequency, that we denote kc, the slope
changes abruptly, and the numerical set of points ap-
proximately display 1/f2 noise, trademark of integrable
systems. In panel (b), corresponding to ω = 0.6, kc ∼ 10.
This frequency represents a distance between energy lev-
els around ∆ǫ ∼ 100. In other words, when ω = 0.6 the
correlations between energy levels are GOE-like if there
are less than other 100 levels between them, and become
Poisson-like in the opposite case. In panel (e), showing
the case ω = 1.4, the critical frequency is kc ∼ 100, cor-
responding to a distance between energy levels ∆ǫ ∼ 10.
(iii) For 2 . ω . 4, we see a fast transition at
high frequencies, corresponding to short-range correla-
tions. Panel (f), corresponding to ω = 2, shows that
the shortest-range correlations are still close to GOE,
whereas the largest ones are however close to Poisson. On
the contrary, panel (h), corresponding to ω = 4, shows
the opposite results: shortest-range correlations are com-
patible with a Poisson-like behavior, where we can still
see a small deviation at k . 10 (as we have pointed out
above, frequencies below k ∼ 3 display nonuniversal ef-
fects, probably due to the unfolding procedure).
(iv) Finally, the crossover to regularity seems totally
completed at ω ∼ 7, case displayed in panel (j).
From these results we can conclude that the original
theoretical results for the power spectrum [11] provide
a very good and complete picture. Indeed, we also dis-
play in panel (j) of Fig. 8 the result obtained in [21]
for the integrable limit. We clearly see that this limit is
never reached. Hence, if one were to make use of such an
expression to study the exact same transition an inter-
mediate conclusion, belonging neither in the integrable
nor in the chaotic case, would be reached. This would be
in clear contradiction with the dynamics transition that
is however well-established for this system, thus resulting
in an blatantly wrongful verdict.
B. Phenomena only accessible to long-range
statistics
After showing that the equations derived in [11] can be
safely used to characterize the regularity of real complex
many-body quantum systems, we profit from this fact
to delve into the nature of the many-body localization
crossover. To do so, we compare the results of Fig. 8 with
short-range spectral fluctuations analyzed by means of
the ratio of consecutive levels, used in [22] to propose that
the Gaussian β-ensemble provides a good description of
the crossover.
The ratio of consecutive level spacings statistic, r, is
defined as the random variable taking on values
rn ≡ sn
sn−1
, where sn ≡ En+1−En, ∀n ∈ {2, . . . , N−1},
(41)
and {En}Nn=1 is a complete set of energies in ascending or-
der, that is, verifying En ≥ Em whenever n ≥ m, coming
from a quantum system spectrum. Note that the con-
struction of this quantity does not involve the unfolding
procedure in any way, which clearly differs from what the
situation is for the δn or the NNSD. When no theoreti-
cal distribution is employed, quantum chaoticity can be
analogously characterized by the mean value 〈r˜〉, where
now
r˜n ≡ min(sn, sn−1)
max(sn, sn−1)
= min
(
rn,
1
rn
)
, (42)
which always exists. This modification is equivalent to
studying the ratios distribution over the support [0, 1].
Theoretical values of 〈r˜〉 for the integrable as well as the
GOE chaotic case have been derived from 3× 3 random
matrices in a Wigner-like spirit and yield, respectively,
〈r˜Poisson〉 = 2 ln 2− 1 and 〈r˜GOE〉 = 4− 2
√
3. The eigen-
levels yielded by the diagonalization ofH, Eq. (40), allow
us to obtain the ratios Eq. (41), from which its expres-
sion in the form of Eq. (42) follows directly. We then
perform an average over the total number of ratios for
each value of the transition inducing parameter ω, and
end up with the mean estimators 〈r˜〉 ≡ 〈r˜〉(ω). These
are shown in Fig. 9 as a function of ω. We also plot both
limiting integrable and GOE cases with a black straight
line. And we also include the mean ratio numerically
obtained with our data of M = 106 GOE matrices of di-
mension N = 103, plotted with dashed line. This result
differs from the theoretical prediction for GOE matrices,
because it is derived for 3× 3, and small, but maybe sig-
nificant differences, are expected for larger matrices [5].
Results shown in Fig. 9 play a very valuable role in this
part of our work because they quite manifestly prove that
there is a fundamental difference between measurements
given by long-range and short-range spectral statistics,
here exemplified by the δn and the P (r), respectively.
In Fig. 9 we see a fast crossover between ω ∼ 1.8 and
ω ∼ 4, but no traces of the deviation from a GOE-like
behavior shown in Fig 8 for ω . 1.4, and no clues about
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FIG. 8. (Color online) Power spectrum transition of the system with eigenvalues obtained from H, Eq. (40), for the parameter
values ω ∈ {0.4, 0.6, 0.8, 1, 1.4, 2, 3, 4, 5, 7} from panels (a) to (j) in ascending order (blue points). Plotted against them are the
theoretical power spectrum curve for GOE given in Eq. (31) (red, solid line) and the leading order of the theoretical power
spectrum for GDE given in Eq. (22) (magenta, solid line). Additionally, Eq. (9) has been represented in panel (j) (green solid
line) for comparison. An average over M = 1000 spectra with N = 1144 levels each has been performed.
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FIG. 9. (Color online) Mean value of the ratios Eq. (42)
as a function of the transition inducing parameter ω per-
formed with the N = 1144 eigenlevels of the Heisenberg
spin−1/2 chain, Eq. (40), with a number of M = 1000
realizations each (blue points). The averages correspond-
ing to the same values of ω as the power spectra shown in
Fig. 8 are plotted for clarity (red triangles). The integrable
limit, 〈r˜Poisson〉 = 2 ln 2 − 1 ≈ 0.38629 and the GOE one,
〈r˜GOE〉 = 4 − 2
√
3 ≈ 0.53590, have been plotted too (black,
lower and upper solid lines, respectively). For comparison,
the mean ratio corresponding to our generated GOE of di-
mension N = 103 and M = 106 realizations, 〈r˜M〉 ≈ 0.5307,
has been shown too (black, dashed line).
the consequences of the crossover on different correla-
tion scales. This allows us to obtain statistically signifi-
cant comparisons between our model and the mean ratios
value, because the amount of available data is now sim-
ilar. One can check that, then, the distribution of the
ratios detects a completely chaotic behavior for ω . 1.4,
whereas already for ω = 1.4 the δn power spectrum shows
a clear separation between the simulated and theoretical
curves. This strongly suggests that ergodicity is a much
more strict condition for the δn power spectrum, mean-
ing that this statistic is considerably more sensitive to
it than short-range ones, like the distribution of the ra-
tios, are. Hence, to get a safe conclusion about whether
a quantum system is fully ergodic or not, the analysis of
long-range spectral statistics, like the δn power spectrum
is mandatory. Even though it is true that short-range
statistics have been widely used to get a first idea of
what the regularity class of a quantum system might be,
a more involved investigation needs to take into account
both short-range and long-range outcomes.
It is very recently that one particular model has been
claimed to offer a universal description of the spectral
fluctuations along the many-body localization crossover
[22]. Also known as the Continuous Gaussian Ensem-
ble, the β−ensemble is a generalization of the classical
Gaussian ensembles which was in its origins studied as
a theoretical joint eigenvalue distribution with applica-
tions, for instance, in lattice gas theory [30]. This eigen-
value distribution can be derived from an ensemble of
random matrices [23]. The Gaussian β−ensemble has
since been used for various purposes [31, 32]. This en-
semble essentially consists of tridiagonal, real, and sym-
metric matrices whose entries are classical random vari-
ables, these being normal, N (µ, σ) with µ being its mean
and σ ≡
√
σ2 its standard deviation, and chi, χk ≡
√
χ2k
with k ∈ R+ ∪ {0} denoting a continuous, non-negative
number of degrees of freedom. The matrix elements of
the model Hi,j ≡ (H)i,j are random variables distributed
over R with distribution given by
Hii ∼ N
(
0,
√
1
2λ
)
, ∀i ∈ {1, 2, . . . , N}, (43)
and
Hi+1,i = Hi,i+1 ∼
√
1
4λ
χ(N−i+1)β , ∀i ∈ {1, 2, . . . , N−1},
(44)
with λ, β ∈ R+ being free parameters. The values β =
0, 1, 2, 4 correspond to Poisson, GOE, GUE, and GSE,
respectively, but the continuous nature of β generalizes
the pattern of thinking that the RME classification is
discrete, and thus can take any real, positive value. The
convention that χ0 ≡ 0 is assumed.
In [22], agreement with the level statistics of the phys-
ical system Eq. (40) over the entire crossover range from
thermal to the many-body localized phase was found. All
results and conclusions are calculated with and referred
to the distribution of the ratio of consecutive level spac-
ings, P (r), and comparisons are offered making use of the
statistic given in Eq. (42) together with the β−ensemble.
Here we apply the same logic and study whether this
matrix ensemble can or cannot correctly describe the
integrable-GOE crossover for the δn power spectrum.
We proceed as follows. First, we take the numerically
obtained values 〈r˜〉 and β depicted in Table I of [22], and
perform a polynomial fit of degree 4, which provides a
function β = β(〈r˜〉). Next, we take the mean values 〈r˜〉
shown in Fig. 9, and make use of the former expres-
sion to find the corresponding values of the β parame-
ter. With these in our possession, we are then able to
simulate the Gaussian β−ensemble for each value of β
recently calculated, and we do so a number of M = 1000
times following precisely the same procedure explained
in [22], obtaining a number of N = 1144 eigenlevels per
realization that follow from diagonalization. We are now
naturally capable of constructing the δn power spectrum
for this set of levels as well as the histogram that gives the
distribution P (r) for each value of the transition param-
eter ω. These two important quantities are shown in Fig.
10 for ω ∈ {1.4, 3, 4}. We observe a near-perfect match
between the distribution of the ratios of our Hamiltonian
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FIG. 10. (Color online) Power spectrum transition of the system with eigenvalues obtained from H, Eq. (40), for the parameter
values ω ∈ {1.4, 3, 4} (blue, + symbols), together with the power spectrum for the same ω obtained by means of the β−ensemble
with β ∈ {0.99398, 0.21067, 0.06732} (green points), panels (a)−(c) in ascending order. Plotted against them are the theoretical
power spectrum curve for GOE given in Eq. (31) (red, solid line) and the leading order of the theoretical power spectrum for
GDE given in Eq. (22) (magenta, solid line). Distribution of the ratio of consecutive level spacings Eq. (42) coming from
the system Eq. (40) for the parameter values ω ∈ {1.4, 3, 4} (blue, filled histogram), together with the ratios distribution for
the same ω obtained by means of the β−ensemble with β ∈ {0.99398, 0.21067, 0.06732} (green, solid lines), panels (d)− (f) in
ascending order. An average over M = 1000 spectra with N = 1144 levels each has been performed.
and that coming from the simulation of the β−ensemble
for the corresponding value of β, meaning P (r) can be in-
deed correctly characterized by this particular ensemble
of matrices. High-lying frequencies in the power spec-
trum, which correspond with short-range correlations,
do indeed corroborate this fact, for the agreement be-
tween the corresponding two curves is, again, remarkable.
Notwithstanding, representations of the power spectrum
for low-lying frequencies have nothing in common with
each other and show significant deviation. This is due
once more to the extreme sensitivity of long-range spec-
tral statistics, and hints at the impossibility to univer-
sally describe quantum crossovers simply by means of
the β−ensemble, since this is only true for short-range
statistics such as the P (r) and possibly some others. As
far as the δn statistic goes, and by extension a whole class
of long-range statistics, this has been proven to no longer
be the case.
VI. CONCLUSIONS
The study of quantum many-body regularity class can
be undertaken by means of spectral statistics. One of
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such statistics frequently used in the analysis is the δn,
whose power spectrum is of interest because it relates the
degree of chaoticity of a system with an universal noise of
the form 1/f and 1/f2 for chaotic and integrable systems,
respectively. Theoretical representations for the expected
values of the power spectra have been derived in the past.
Our interest has been focused on the classical ensembles
that describe the most frequent physical systems, that is,
Poisson and GOE.
In this work we have established the role that the pro-
cess of unfolding plays in spectral analysis, namely, that
it introduces spurious correlations. However, since level
repulsion for quantum chaotic dynamics means in these
systems correlations already exist, this is of utter impor-
tance for quantum integrable systems only, since in prin-
ciple correlations should not be present in their character-
ization. A consequence that cannot go unnoticed is that,
as a result, the GDE power spectrum obtained by the
usual procedure of unfolding deviates from its expected
theoretical expression by a factor of 2, which makes itself
evident in the analysis. Quite surprisingly, this factor
entails that the original results published in [11] are cor-
rect. This effect cannot be escaped, not even by proceed-
ing with a perfect, exact, analytic unfolding transforma-
tion. In this work, we have therefore provided a protocol
to follow if one wishes to succeed in comparing quantum
integrable power spectra with theoretical values.
The GOE case is doubtlessly less fortunate, since we
are still lacking an exact representation for its theoretical
power spectrum expected value, which needs to be found
by considering correlations to all orders. This means the
approximate form derived in [11] is currently our best
possible alternative. By performing a stringent, rigorous
statistical test on this result, we have proved that this
can be regarded as an excellent tool to guarantee that a
quantum system belongs in the chaotic class, and can be
safely made use of in a wide range of situations that are
often the case.
We have displayed an explicit transition of a system
from the chaotic regime to the integrable one by means
of the protocol we previously introduced, and conclude
that it does indeed afford excellent results. We have cho-
sen, for this purpose, a Heisenberg 1/2-spin chain, which
accounts for the crossover from the thermal to the many-
body localized phase.
Our work concludes with a study of the differences
in the determination of quantum chaoticity when using
long-range statistics in contrast with short-range ones,
like the distribution of the ratios of consecutive level spac-
ings. We find that consequences of crossovers on different
correlation scales cannot be afforded by short-range spec-
tral statistics and that the Gaussian β−ensemble fails to
describe long-range correlations, which are completely in-
accessible for short-range statistics, for which predictions
from this ensemble are valid only. A richer, full charac-
terization of quantum chaoticity must, therefore, neces-
sarily consider information of both long and short-range
results.
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Appendix: Calculation of the theoretical power spectrum for the integrable case
In this section we give details on the calculations performed in Section III, for both the unfolded and the reunfolded
cases.
1. Derivation for the unfolded spacings
In evaluating Eq. (6) the first step is to find the value of 〈δℓδm〉. One expands this term to obtain
〈δℓδm〉 =
ℓ∑
i=1
m∑
j=1
〈(si − 1)(sj − 1)〉 =
ℓ∑
i=1
m∑
j=1
(〈sisj〉 − 〈si〉 − 〈sj〉+ 1). (A.1)
Concentrating on each of the terms separately yields
ℓ∑
i=1
m∑
j=1
〈sisj〉 =
ℓ∑
i=1
m∑
j=1
(δij + 1) = min{ℓ,m}+ ℓm (A.2)
as well as
ℓ∑
i=1
m∑
j=1
〈si〉 =
ℓ∑
i=1
m∑
j=1
1 = ℓm =
ℓ∑
i=1
m∑
j=1
〈sj〉. (A.3)
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Plugging Eqs. (A.2) and (A.3) into Eq. (A.1) one immediately obtains for the power spectrum the expression in Eq.
(8). Summing over ℓ and m leads to
〈P δk 〉 =
1
sin2(ωk/2)
1 + 2N − cos(ωkN) + sin(ωkN)tan(ωk/2)
4N
, (A.4)
which is then rearranged to finally yield the result in Eq. (9). One must take the time to observe that such a leading
order expression is indeed inexact when one considers an arbitrary value of N .
2. Derivation for the reunfolded spacings
We now consider Eq. (19). The calculation that follows is analogous to the previous one, but caution must be
exercised since it becomes more tedious. First one considers as starting point the equation
〈δ˜ℓδ˜m〉 =
ℓ∑
i=1
m∑
j=1
〈(s˜i − 1)(s˜j − 1)〉 =
ℓ∑
i=1
m∑
j=1
(〈s˜is˜j〉 − 〈s˜i〉 − 〈s˜j〉+ 1). (A.5)
We now take the easiest non-trivial element, i.e.,
〈s˜i〉 = N
〈
si∑N
j=1 sj
〉
. (A.6)
To proceed, we make use of the fact that the nearest neighbor spacings are uncorrelated in an integrable system.
Suppose each random variable s˜i is distributed as s˜i ∼ Exp(1), that is, s˜i is a Poisson random variable with probability
density fi. One then has the N -dimensional integral for the mean i-th nearest neighbor reunfolded spacing given by
〈s˜i〉 = N
∫
RN
ds1 · · · dsi · · ·dsN si
s1 + · · ·+ si + · · ·+ sN fi(s1, . . . , si, . . . , sN)
= N
∫
∞
0
ds1 · · · dsi · · · dsN si
s1 + · · ·+ si + · · ·+ sN e
−(s1+···+si+···+sN ).
(A.7)
This integral can be evaluated by chaning to hyperspherical coordinates. Performing the above integral produces
〈s˜i〉 = 1. (A.8)
We observe that 〈s˜i〉 = 〈si〉, ∀i ∈ {1, . . . , N}. This proves the re-unfolding process preserves the mean value of the
nearest neighbor spacings. Clearly, 〈sj〉 is calculated in the exact same manner and yields the same result.
Next we consider the re-unfolded nearest neighbor spacing correlation given by
〈s˜is˜j〉 = N2
〈
sisj∑N
k=1
∑N
ℓ=1 sjsℓ
〉
. (A.9)
Eq. (A.9) requires considering two different cases: (a) i = j and (b) i 6= j. For (a) one has
〈s˜2i 〉 = N2
〈
s2i∑N
k=1
∑N
ℓ=1 sjsℓ
〉
= N2
∫
∞
0
ds1 · · · dsN s
2
i
(s1 + · · ·+ sN )2 e
−(s1+···+sN ) =
2N
N + 1
, (A.10)
while for (b) this becomes
〈s˜is˜j〉 = N2
〈
sisj∑N
k=1
∑N
ℓ=1 sjsℓ
〉
= N2
∫
∞
0
ds1 · · · dsN sisj
(s1 + · · ·+ sN )2 e
−(s1+···+sN ) =
N
N + 1
. (A.11)
Both cases (a) and (b) can be expressed compactly by setting
〈s˜is˜j〉 = N(δij + 1)
N + 1
. (A.12)
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Note that Eq. (A.12) is identical to Eq. (5b) in the limit N → ∞. It is surprising that this difference is responsible
for the 2 factor that comes up in the power spectrum. We shall now prove this.
Plugging Eqs. (A.6) and (A.12) into Eq. (A.5), we obtain Eq. (21):
〈δ˜ℓδ˜m〉 =
ℓ∑
i=1
m∑
j=1
[
N(1 + δij)
1 +N
− 1
]
=
N
N + 1
(min{ℓ,m}+ ℓm)− ℓm
=
1
N + 1
(N min{ℓ,m} − ℓm) .
(A.13)
The power spectrum Eq. (20) is therefore obtained straightforwardly inserting Eq. (A.13) in Eq. (19). To proceed,
one must perform the two double sums that appear in it. The first one has already been calculated and yields the
result Eq. (9) with the substitution N → N + 1. The second sum is calculated to obtain
1
N(N + 1)
N∑
ℓ=1
N∑
m=1
ℓmeiωk(ℓ−m) =
e−i(N−1)ωk
N(N + 1)(eiωk − 1)4
[
N + e2i(N+1)ωk − (N + 1)eiωk − (N + 1)ei(1+2N)ωk
−N(N + 1)eiωk −N(N + 1)ei(N+2)ωk + 2(N2 +N + 1)ei(N+1)ωk
]
.
(A.14)
On using the corresponding value for each sum, Eq. (22) is eventually reached, after tedious but trivial algebra, as
〈P˜ δk 〉 =
N
4(N + 1) sin2(ωk/2)
+O
(
1
N
)
=
1
4 sin2(ωk/2)
− 1
4(N + 1) sin2(ωk/2)
+O
(
1
N
)
=
1
4 sin2(ωk/2)
+O
(
1
N
)
.
(A.15)
It is worth noting that all the calculations in this appendix are exact. We conclude that the expressions usually used
for the theoretical power spectrum in the integrable case are the leading order of the results here derived, and the
expressions become exact as well when N →∞.
