Goodness-of-fit tests for censored regression based on artificial data points by González Manteiga, Wenceslao et al.
Goodness-of-fit tests for censored regression based on
artificial data points
Wenceslao Gonza´lez Manteiga
Departamento de Estat´ıstica e I.O.
Universidad de Santiago de Compostela
Ce´dric Heuchenne∗
QuantOM,†
HEC-Management School of University of Lie`ge
Universite´ de Lie`ge
Cesar Sa´nchez Sellero
Departamento de Estat´ıstica e I.O.




Suppose the random vector (X,Y ) satisfies the regression model Y = m(X) +
σ(X)ε, where m(·) = E(Y |·) (for instance a linear function of the exogenous vari-
able X), σ2(·) = Var(Y |·) (by example a constant in the homoscedastic case) and ε
is independent of X. The response Y is subject to random right censoring and the
covariate X is completely observed. New goodness-of-fit testing procedures for m
and σ2(·) are proposed. They are based on an integrated regression function tech-
nique which uses artificial data points constructed with the method of Heuchenne
and Van Keilegom (2007b). Weak convergence of the resulting processes is obtained
and their finite sample behaviour is compared via simulations with the method of
Stute, Gonza´lez Manteiga and Sa´nchez Sellero (2000).
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1 Introduction
For a long time, the econometric literature devotes an increasing interest to modeling
censored data. This is displayed in a number of papers provided, e.g., by Chamberlain
(1988), Kiefer (1988) or Lewbel and Linton (2002). The main motivation for this interest
comes from the fact that in many econometric settings, duration variables can be subject
to random right censoring. Indeed, durations are possibly not completely observed since
their evolution can be interrupted for several reasons, by example, simply the limits of a
survey. Since lots of econometric studies use these durations as endogenous variables, it
is necessary to achieve statistical inference for censored data in the regression context. In
this paper, we therefore consider the following heteroscedastic regression model
Y = m(X) + σ(X)ε, (1.1)
where ε is independent of X (one-dimensional), m(X) = E[Y |X] and σ2(X) = V ar[Y |X].
Suppose also that Y is subject to random right censoring, i.e. instead of observing Y , we
only observe (Z,∆), where Z = min(Y,C), ∆ = I(Y ≤ C) and the random variable
C represents the censoring time, which is independent of Y , conditionally on X. Let
(Yi, Ci, Xi, Zi,∆i) (i = 1, . . . , n) be n independent copies of (Y,C,X,Z,∆).
The aim of this paper is to test the hypothesis
H0 : Ψ ∈M versus H1 : Ψ /∈M, (1.2)
where M = {Ψϑ : ϑ ∈ Θ} is a class of parametric functions, Ψ(·) is either m(·) or σ2(·)
and Θ ⊂ IRD.
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The approach used in this paper was introduced by Stute (1997) and is based on an





where FX(x) = P (X ≤ x). Following the lines of Stute (1997), the corresponding inte-
grated process is given by
IP (x) = n−1/2
n∑
i=1
(ψ(Xi, Yi)−Ψ(Xi)) I (Xi ≤ x) , (1.3)
using the fact that I(x) = E[1{X≤x}ψ(X,Y )], where E[ψ(X,Y )|X] = Ψ(X). Therefore,
ψ(X,Y ) = Y or (Y −m(X))2 and may depend on a vector of parameters according to
the required test. When censored data are present, extensions of methods proposed by
Heuchenne and Van Keilegom (2007a, 2007b) are used to estimate the parameters of Ψ(·)
(possibly ψ(·, ·)) and replace censored ψ(·, ·) by artificial versions which can be considered
as uncensored.
Although a number of goodness-of-fit tests exists for the regression function with
censored data, few results are obtained for the conditional variance and especially for a
function to test which is nonlinear instead of polynomial. Stute, Gonza´lez Manteiga and
Sa´nchez Sellero (2000) developped a goodness-of-fit test for censored nonlinear regres-
sion but it suffers from restrictive assumptions. This is due to the use of the bivariate
Kaplan-Meier estimator of Stute (1993). It assumes that (1) Y and C are independent
(unconditionally on X) and that (2) P (Y ≤ C|X,Y ) = P (Y ≤ C|Y ), which is satisfied
when e.g. C is independent of X. Both assumptions are often violated in practice.
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The paper is organized as follows. In the next section, the testing procedure is de-
scribed in detail. Section 3 summarizes the main asymptotic results, including the weak
convergence of the proposed process (the extension of IP (x) to censored data) to a Gaus-
sian process. In Section 4, we present the results of a simulation study, in which the new
procedure is compared with the method of Stute, Gonza´lez Manteiga and Sa´nchez Sellero
(2000). Section 5 applies the proposed techniques to a study of unemployment in Galicia
whereas the Appendix contains the assumptions, functions and proofs needed to obtain
the main results of Section 3.
2 Notations and description of the method
The idea of the proposed method consists of first estimating the unknown functions ψ(·, ·)
due to censored observations, and second comparing those so-obtained artificial functions
with a parametric estimation of Ψ(·) via the classical process (1.3). Define
ψk∗(X,Z,∆) = ψk(X,Y )∆ + E[ψk(X,Y )|Y > C,X](1−∆), k = 0, 1, 2,
and note that E(ψk(X,Y )|X) = E(ψk∗(X,Z,∆)|X) = Ψθk(X), k = 0, 1, 2, under the
null hypothesis (Ψθk(X) = Ψ(X) if H0 is true). The index k indicates to which test
corresponds the new data point ψk∗(X,Z,∆). Indeed,
1. for k = 0, ψ0(X,Y ) = Y corresponding to a goodness-of-fit test for the conditional
mean m,
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2. for k = 1, ψ1(X,Y ) = (Y −mθ0(X))2 corresponding to a goodness-of-fit test for the
conditional variance σ2, assuming that the conditional mean has a known parametric
form (and the true vector of parameters is defined by θ0),
3. for k = 2, ψ2(X,Y ) = (Y −m(X))2 corresponding to a goodness-of-fit test for the
conditional variance σ2, not assuming any parametric form for the conditional mean
m.
Hence, we can work in the sequel with the variable ψk∗(X,Z,∆) instead of ψk(X,Y ). In
order to estimate ψk∗(X,Z,∆) for a censored observation, we first need to introduce a
number of notations.
Let m0(·) be any location function and σ0(·) be any scale function, meaning that
m0(x) = T (F (·|x)) and σ0(x) = S(F (·|x)) for some functionals T and S that satisfy
T (FaY+b(·|x)) = aT (FY (·|x)) + b and S(FaY+b(·|x)) = aS(FY (·|x)), for all a ≥ 0 and
b ∈ IR (here FaY+b(·|x) denotes the conditional distribution of aY + b given X = x). Let
ε0 = (Y − m0(X))/σ0(X). Then, it can be easily seen that if model (1.1) holds (i.e. ε
is independent of X), then ε0 is also independent of X. Define F (y|x) = P (Y ≤ y|x),
G(y|x) = P (C ≤ y|x), H(y|x) = P (Z ≤ y|x), H(y) = P (Z ≤ y), Hδ(y|x) = P (Z ≤
y,∆ = δ|x), FX(x) = P (X ≤ x), F 0ε (y) = P (ε0 ≤ y), S0ε (y) = 1 − F 0ε (y), for E0 =
(Z − m0(X))/σ0(X), we denote H0ε (y) = P (E0 ≤ y), H0εδ(y) = P (E0 ≤ y,∆ = δ),
H0ε (y|x) = P (E0 ≤ y|x), H0εδ(y|x) = P (E0 ≤ y,∆ = δ|x) (δ = 0, 1) and for C0 =
(C−m0(X))/σ0(X), we denote G0ε(y) = P (C0 ≤ y). The probability density functions of
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the distributions defined above will be denoted with lower case letters and RX = [xe, xs]
denotes the compact support of the variable X.
We have









1− F 0ε (E0i )
(1−∆i),








where F−1(s|x) = inf{y;F (y|x) ≥ s} is the quantile function of Y given x and J(s) is a
given score function satisfying
∫ 1
0 J(s) ds = 1. When J(s) is chosen appropriately (namely
put to zero in the right tail, there where the quantile function cannot be estimated in a
consistent way due to the right censoring), m0(x) and σ0(x) can be estimated consistently.
The distribution F (y|x) in (2.1) is replaced by the Beran (1981) estimator, defined by (in
the case of no ties) :
























Fˆ−1(s|x)J(s) ds and σˆ02(x) =
1∫
0
Fˆ−1(s|x)2J(s) ds− mˆ02(x) (2.3)
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estimate m0(x) and σ02(x). Next,










denotes the Kaplan-Meier (1958)-type estimator of F 0ε (in the case of no ties), where
Eˆ0i = (Zi − mˆ0(Xi))/σˆ0(Xi), Eˆ0(i) is the i-th order statistic of Eˆ01 , . . . , Eˆ0n and ∆(i) is
the corresponding censoring indicator. This estimator has been studied in detail by Van
Keilegom and Akritas (1999). This leads to the following estimators for ψk(Xi, Yi)(k =
0, 1):
ψˆ0∗T (Xi, Zi,∆i) = Yˆ
∗




1− Fˆ 0ε (Eˆ0i ∧ T )
∫ T
Eˆ0i ∧T
y dFˆ 0ε (y)
}
(1−∆i),(2.5)
ψˆ1∗T (Xi, Zi,∆i) =








0(Xi)−mθ0(Xi))] dFˆ 0ε (y)
1− Fˆ 0ε (Eˆ0i ∧ T )
}
(1−∆i),
where mθ0(·) in (2.6) is replaced by m(·) to obtain the expression of ψˆ2∗T (Xi, Zi,∆i),
T < τH0ε and τF = inf{y : F (y) = 1} for any distribution F . Truncations by T in the
above integrals and denominators are due to right censoring (however, when τF 0ε ≤ τG0ε ,
T can be chosen arbitrarily close to τF 0ε ). In ψˆ
1∗
T (Xi, Zi,∆i), θ0 can be replaced by its
estimator obtained by the method of Heuchenne and Van Keilegom (2007b), while m(·)
in ψˆ2∗T (Xi, Zi,∆i) can be replaced by a nonparametric estimator, say m˜T (Xi), developed,
by example, in Heuchenne and Van Keilegom (2007c, 2007d).
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Finally, the functions ψˆk∗T (Xi, Zi,∆i) (resp ΨϑTnk(Xi)), k = 0, 1, 2, replace ψ(Xi, Yi)




[ψˆk∗T (Xi, Zi,∆i)−Ψϑk(Xi)]2, (2.7)
as estimators for the parameters describing Mk = {Ψϑk : ϑk ∈ Θk} (Θk is a compact
subset of IRDk , Dk is a positive integer and Ψϑ(·) is either mϑ(·) or σ2ϑ(·), the tested
parametric variance), the class of parametric functions corresponding to the goodness-of-
fit test k, k = 0, 1, 2. In order to focus on the primary issues, we assume the existence
of a well-defined minimizer for (2.7). Solutions for those problems can be obtained using
an (iterative) procedure for nonlinear minimization problems, like e.g. a Newton-Raphson
procedure. Since ψˆ1∗T (Xi, Zi,∆i) = ψˆ
1∗
T (Xi, Zi,∆i, ϑ
T
n0) =
ˆ(Yi −mϑTn0(Xi))2∗T , i = 1, . . . , n,






n0), k = 0, 1, 2 (especially to develop







n0)−ΨϑTnk(Xi))I(Xi ≤ x), k = 0, 1, 2. (2.8)










where FˆX(·) is the empirical distribution of the X-values. The null hypothesis (1.2) is
rejected for large values of the test statistics.
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As it is clear from the definitions of ψˆk∗T i(ϑ
T
n0), ΨϑTnk(Xi) and ϑ
T
nk for k = 0, 1, 2, expres-






0 )−ΨθTk (Xi))I(Xi ≤ x), k = 0, 1, 2, (2.9)
where
ψ0∗T i = Y
∗




1− F 0ε (E0i ∧ T )
∫ T
E0i ∧T





0 ) = (Yi −mθT0 (Xi))
2∗










0(Xi)−mθT0 (Xi))] dF 0ε (y)
1− F 0ε (E0i ∧ T )
}
(1−∆i),




0 ) by mT (Xi), i = 1, . . . , n (mT (·) is
the stochastic limit of m˜T (·) when n → ∞), ΨθT0 (·) = mθT0 (·), ΨθTp (·) = σ2θTp (·), p = 1, 2,
and θTk = (θ
T
k1, . . . , θ
T
kDk
), k = 0, 1, 2, are the unique parameters which minimize
E[{E(ψk∗T (θT0 )|X)−Ψϑk(X)}2]
(see hypothesis (A10) in the Appendix). However, ψk∗T (θ
T
0 ), ΨθTk (X), θ
T
k can be made
arbitrarily close to ψk∗(X,Z,∆, θ0), Ψθk(X), θk, k = 0, 1, 2, provided τF 0ε ≤ τG0ε .
Remark 2.1 (Test with known parametric variance) In the case k = 0, we test
a parametric form for the conditional mean without assuming any parametric form for
the conditional variance. We could consider such a parametric form introducing it at
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the denominator of each term of (2.8) for k = 0. This would be equivalent to define
ψ(X,Y ) = Y/σθ(X) for some θ. An estimator for the vector of parameters θ could be
obtained by example using (2.7) for k = 2 and the analytic form of the corresponding test
statistics would be straightforward.
3 Asymptotic results
We start by developing an asymptotic representation for the expression (2.8) under the
null hypothesis and where the remaining term is oP (n
−1/2) uniformly in x. This will
allow us to obtain the weak convergence of the process ICPk(x), k = 0, 1, 2. Finally, the
asymptotic distributions of the proposed test statistics are obtained. The assumptions,
proofs and involved functions in the results below are given in the Appendix.
















k = 0, 1, 2, where sup{|Rn(x)|;x ∈ RX} = oP (n−1/2) and χxk(Xi, Zi,∆i, θT0 , θTk ) is defined
in the Appendix.
Theorem 3.2 Assume (A1)-(A10). If ψk∗T (θ
T
0 ), k = 0, 1, 2, follows a model such that
E[ψk∗T (θ
T








n0)−ΨϑTnk(Xi))I(Xi ≤ x), x ∈ RX , converges weakly to a centered gaus-
sian process Wk(x) with covariance function
Cov(Wk(x),Wk(x






















Remark 3.1 (Non zero mean asymptotic representation) In the asymptotic rep-






0 ) − ΨθTk (Xi))I(Xi ≤ x) has
in fact a mean different from zero. This is due to the use of the estimator (2.4) which
is inconsistent in the right tails. That can lead to errors when testing parametric hy-
pothesis. However, as also studied in Heuchenne and Van Keilegom (2007d), the incon-
sistent region of (2.4) is smaller than inconsistent regions of other distribution estimators
for censored data (like,e.g., the Beran estimator). Indeed, as mentioned in Section 2,
ψk∗T (θ
T
0 ) − ΨθTk (X), k = 0, 1, 2, can be made arbitrarily close to a random variable with
zero conditional mean provided τF 0ε ≤ τG0ε . Moreover, even if this last inequality is not
true, the results of Theorem 3.2 and Corollary 3.3 could remain valid if ψk∗T (θ
T
0 ) would
satisfy a model for which its conditional mean would be ΨθT
k
(X)+Rn(X), for some Rn(y)
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such that supy∈RX |Rn(y)| = oP (n−1/2).
Remark 3.2 (Local alternative hypothesis) The behaviour of the process can also
be studied under the alternative hypothesis. By example, in the conditional mean case,
a local (Pitman) alternative of the type H1n : m(x) = mθ0(x) + n
−1/2r(x) is considered
in the sequel. In order to keep the proportion of censoring fixed for any value of n, we
use in this context the following assumption on the censoring variable. There exists a
random variable C0 such that P (C ≤ y|X) = P (C0 + n−1/2r(X) ≤ y|X). Next, we define
Y0 = mθ0(X) + σ(X)ε, Z0 = Y0 ∧ C0 and assume that E[r2(X)] < ∞. We also replace
E[{E(Y ∗T |X) −mϑ0(X)}2] of the assumption (A10) in the Appendix by E[{E(Y ∗0T |X) −
mϑ0(X)}2], where Y ∗0T = Y ∗T − n−1/2r(X). Theoretically, the use of C0, Y0, Z0 and Y ∗0T
enables in fact to make the main parts of the asymptotic representations under H1n
independent of n and equal to the asymptotic representations obtained under the null






] is added to
the asymptotic representation of Theorem 3.2 in Heuchenne and Van Keilegom (2007b),











and ϑ0j is the j
th component of ϑ0, j = 1, . . . , D0. That leads to add the term











to the asymptotic representation of Theorem 3.1 (in the conditional mean case), where
Ω−1d represents the d
th row of the matrix Ω−1. As a consequence, we will have for the












4 Practical implementation and simulations
In this section, we study the finite sample behavior of the different test statistics. We
are interested in the behavior of the percentage of simulated samples for which the null
hypothesis is rejected. The simulations are carried out for samples of size n = 100 and
the results are obtained by using 10000 simulations. We develop simulations for the three
proposed goodness-of-fit tests and the two corresponding statistics (TKSI,k and TCMI,k,
k = 0, 1, 2).
The problem of testing the goodness-of-fit of a parametric model for the conditional
mean, when the response variable is subject to random right censoring, was also considered








I (Xi ≤ x) ,
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where Win are the Kaplan-Meier weights attached to the censored sample (Zi,∆i) (i =





Win (Zi −mϑ0 (Xi))2 . (4.1)




|WP (x)| , TCMW =
∫
(WP (x))2 dFˆX(x).
Therefore, in the regression case, we compare those methods with the ones proposed in
this paper.
First, we describe chosen characteristics of the proposed methods. For the score
function J , we recommend the choice J(s) = b−1I(0 ≤ s ≤ b) (0 ≤ s ≤ 1), where
b = min1≤i≤n Fˆ (+∞|Xi). In this way, the region where the Beran estimators Fˆ (·|X1), . . . ,
Fˆ (·|Xn) are inconsistent is not used, and on the other hand, we exploit to a maxi-
mum the ‘consistent’ region. For K(x), we work with the Epanechnikov kernel function
K(x) = (3/4)(1− x2)I(|x| ≤ 1). In order to improve the behavior near the boundaries of
the covariate space, we use the reflection method to compute all kernel estimations. The
point T can be chosen larger (or equal) than the last order statistic Eˆ0(n) of the estimated
residuals Eˆ0i , i = 1, . . . , n. In this way, all the (unconditional) Kaplan-Meier jumps in (2.5)
or (2.6) are considered. Next, for each method, equations (4.1) and (2.7) have an explicit
solution in the considered models. Finally, the last order statistic on which each global
Kaplan-Meier estimator is constructed may be censored. In this case, it is redefined as
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uncensored.
In order to develop simulations for the testing procedures, two tables (for Kolmogorov-
Smirnov and Cramer-von Mises statistics) of critical values were constructed for each
method and each parametric model supposed under H0. So, for each value of the couple
(parameter, bandwidth), test statistics were computed on 1000 samples of size 100 pro-
viding in this way estimations of their distributions under the null. Next, other samples
were simulated. For each of them, the values of the statistics were compared with the
corresponding critical values for the chosen bandwidth and for the estimated parameter.
Each of the following tables contains the percentages of rejections obtained for different
deviations from the null and different values of the bandwidth. The sample size is also
100 and each percentage of rejection is obtained from 10000 replicates.
For the goodness-of-fit test 1, the first simulated model is constructed in this way:
Y = 5X + a (X) + ε,
C = 5X + a (X) + 1 + ε∗, (4.2)
where X is uniform on the interval [0, 1], ε and ε∗ are standard normal, independent of
X, ε is independent of ε∗, and a(x) is a function that indicates the deviation from the
null hypothesis which consists in the parametric model
H0 : m(x) = ϑ0x, (4.3)
where ϑ0 ∈ IR is an unknown parameter. It is easy to see that, under this model,




which is independent of X, where Φ is the standard normal distribution function.
Table 1 gives the rejection percentages of null hypothesis (4.3) when the model (4.2)
has different shapes of the deviation a(x) and when different values of the bandwidth
are used. Under the null hypothesis, a(x) = 0, the level of the test, 5%, is respected
by the four tests. Under two of the alternative models the four tests show a similar
behaviour, with the tests based on WP (x) being sligthly more powerful, while under the
third alternative model, the tests based on ICP0(x) are much more powerful.
Table 1 provides a number of tools for intuitive understanding of the new method. The
most important one is the fitting of the the curve under the null on the samples generated
under an alternative model. More precisely, we consider a theoretical distance between
models (hereafter abbreviated by TDM): a curve measuring the distance between the true
alternative curve and the curve under the null using the asymptotic values of the least
squares estimators obtained under the true alternative model. For example, an integral
(over a part or the entire support RX) of the absolute value of the difference between both
curves could be used. According to the alternative model, TDM is relatively small (for
the second and third models in Table 1, the line leaves its position under the null to fit
approximately well the alternative models) or larger (for the fourth model in Table 1, the
line is perturbed by the alternative samples but does not fit well the bumps of a sinus func-
tion). So, when TDM is large, alternatives should be more easily detected. According to
Heuchenne and Van Keilegom (2007b), Stute’s method suffers from restrictive conditions
leading to increases of biases and variances of resulting estimators. On the other side,
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a(x) an TKSW TCMW TKSI TCMI
0 0.20 5.00 5.12 4.76 4.78
0 0.25 5.14 5.23 4.70 4.67
0 0.30 5.07 5.13 4.62 4.44
x2 0.20 24.23 24.82 20.03 19.07
x2 0.25 24.90 25.35 20.02 19.13
x2 0.30 24.34 24.72 19.21 18.14
x ∗ exp(x) 0.20 59.56 57.95 46.23 42.94
x ∗ exp(x) 0.25 57.85 56.74 46.05 42.22
x ∗ exp(x) 0.30 58.50 57.80 44.74 40.47
sin(2pix) 0.20 51.33 47.46 90.12 85.35
sin(2pix) 0.25 51.56 47.55 91.67 87.73
sin(2pix) 0.30 52.64 48.14 93.05 89.86
Table 1: Percentage of rejections of (4.3) for model (4.2) under the null hypothesis,
a(x) = 0, and under three alternatives (nominal level 5%).
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constructing new data points (2.5) using model (1.1) enables to add information improv-
ing the fit of a curve to a data set. For each simulated sample, the obtained least squares
estimators determine the critical value we use and therefore the corresponding distribu-
tion of the statistic. If TDM is small, we obtain slightly weaker rejected proportions for
the new method with respect Stute’s method because statistics constructed with the new
method often correspond to acceptance regions of distributions (small TDM combined
with well fitting method) while statistics obtained by Stute’s method more often reach
tails of distributions (variable least squares estimators determining statistics distributions
for which a smaller proportion of generated samples corresponds). If TDM is larger, the
above characteristics of Stute’s method still appear while use of the model in the new
method allows to obtain less variable, well fitted least squares estimators and therefore
easier detection of alternatives. For the fourth model of Table 1, this effect is still more
pronounced if the value of the bandwidth parameter increases (since that decreases the
variances of least squares estimators). Note that this is not true if the increasing of an
leads to samples too easily fittable by the curve under the null (see second and third
models of Table 1).
For the goodness-of-fit tests 2 and 3, the simulated model is constructed in this way:
Y = 1 + 2X + σ (X) ε,
C = 1 + 2X + 1 + σ (X) ε∗, (4.4)
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where X is uniform on the interval [0, 1], ε and ε∗ are standard normal, independent of X,
ε is independent of ε∗, and σ2(X) = V ar[Y |X]. Different functions σ(x) are considered,
one of them under the null and two under the alternative, where the null hypothesis
consists of a constant conditional variance,
H0 : σ(x) = ϑ0, (4.5)
where ϑ0 ∈ IR is an unknown parameter.
Table 2 gives the rejection percentages of null hypothesis (4.5) when the model (4.4)
has different shapes of the conditional standard deviation σ(x) and when different values of
the bandwidth are used. The columns headed by the caption, k = 1, contain the rejection
percentages corresponding to the goodness-of-fit test for the constant conditional variance,
assuming that the conditional mean is linear, whereas the columns headed by the caption,
k = 2, are obtained from the test that is constructed without assuming any parametric
form for the conditional mean (in this case, the conditional mean is estimated using the
method of Heuchenne and Van Keilegom, 2007d). Under the null hypothesis, σ(x) = 1
and the level of the test, 5%, is respected by the four tests.
Under the alternative models, the test constructed assuming the parametric model,
k = 1, is more powerful than the test constructed without this assumption, which could
be expected. But it is interesting to see that the difference in power is very small.
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k = 1 k = 2
σ(x) an TKSI TCMI TKSI TCMI
1 0.20 4.14 4.74 6.02 6.26
1 0.25 4.52 4.81 5.77 5.54
1 0.30 4.16 4.56 5.80 4.55
exp(x) 0.20 65.80 74.85 61.74 72.16
exp(x) 0.25 71.70 78.29 68.59 75.22
exp(x) 0.30 73.72 79.66 70.89 76.22
(1 + x)2 0.20 83.61 89.96 81.29 88.77
(1 + x)2 0.25 89.28 93.03 88.19 92.12
(1 + x)2 0.30 91.72 94.03 90.39 93.08
Table 2: Percentage of rejections of (4.5) for model (4.4) under the null hypothesis and
under two alternatives (nominal level 5%).
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5 Data analysis
In order to analyse the data set hereunder, the distributions of the statistics TKSI,k and
TCMI,k, k = 0, 1, 2, under the null hypothesis are needed. Unfortunately, the asymptotic
distributions obtained in Corollary 3.3 are too complicated and contain too many unknow
quantities. We therefore propose a bootstrap procedure to estimate the critical values of
the tests in practical situations. This is based on a smoothed version of the ’naive boot-
strap’ described in Efron (1981) and on the method of Pardo Ferna´ndez, Van Keilegom
and Gonza´lez Manteiga (2007).
First, define E˜0k1 , . . . , E˜
0k
n the standardized versions of the residuals Eˆ
0
1 , . . . , Eˆ
0
n. Note





(e−λ1)2J(Fˆ 0ε (e))dFˆ 0ε (e) and λ23 =
∫
(e−λ1)2dFˆ 0ε (e).We will have E˜00i = (Eˆ0i−λ1)/λ2




i − λ1)/λ3, i = 1, . . . , n. The boostrap procedure consists of the
following steps. For fixed B and b = 1, . . . , B,
1. For i = 1, . . . , n:
· Let





i,b for k = 0,
Y ∗∗i,b,1 = mϑTn0(Xi) + σϑTn1(Xi)ε
∗1
i,b for k = 1,
Y ∗∗i,b,2 = m˜T (Xi) + σϑTn2(Xi)ε
∗2





(y − mϑTn0(Xi))2J(Fˆ (y|Xi))dFˆ (y|Xi), ε∗ki,b = V ki,b + aSi,b, V ki,b is
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drawn from F˜ 0kε , k = 0, 1, 2, (the Kaplan-Meier estimator based on the standardized
residuals) and Si,b is a random variable with mean 0 and variance 1 which introduces
a small perturbation in the residuals (controlled by the constant a).
· Select C∗∗i,b from a smoothed version of Gˆ(·|Xi), the Beran (1981) estimator of the
distribution G(·|Xi) obtained by replacing ∆i by 1−∆i in the expression of Fˆ (·|Xi).
· Let Z∗∗i,b,k = min(Y ∗∗i,b,k, C∗∗i,b) and ∆∗∗i,b,k = I(Y ∗∗i,b,k ≤ C∗∗i,b).
2. The bootstrap sample is {(Xi, Z∗∗i,b,k,∆∗∗i,b,k), i = 1, . . . , n} for k = 0, 1 or 2.
3. Let T ∗∗KSI,b,k and T
∗∗
CMI,b,k be the test statistics calculated with the corresponding
bootstrap sample (k = 0, 1 or 2).
Let T ∗∗KSI,(b),k be the b−th order statistic of T ∗∗KSI,1,k, . . . , T ∗∗KSI,B,k, k = 0, 1, 2, and




CMI,([(1−α)B]+1),k (where [·] denotes
the integer part) approximate the (1 − α)−quantiles of the distributions of TKSI,k and
TCMI,k, k = 0, 1, 2.
This bootstrap procedure will be applied to approximate the critical values in the
following practical situation. The survey Encuesta de Poblacin Activa (Labour Force Sur-
vey) is carried out by the Spanish Institute for Statistics to collect information about
employment. About 60,000 homes in Spain are surveyed each three months. Each home
is followed for the next 18 months. Here the available information corresponds to unem-
ployment spells of married women in the region of Galicia. It is 1,009 spells in total, but
three of them were deleted after outlier detection, so the sample size will be 1,006.
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If a woman is still unemployed when the follow-up ends, then a censored observation
appears. In this data set, 563 out of 1,006 observations were censored. Here a regression
model of the time of unemployment over the age when entering the unemployment stock
is studied. In particular, the goodness-of-fit of a linear model of the logarithm of the time
of unemployment over the age is tested by using the techniques proposed in this paper.
Figure 1: Logarithm of unemployment time of married women in Galicia against age:
parametric and nonparametric estimations.
Figure 1 shows a scatter plot of the unemployment data, together with a linear regres-
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sion fit and a nonparametric estimation of the regression function. The horizontal axis
represents the age in years when becoming unemployed, the vertical axis represents the
natural logarithm of the time of unemployment in months, squares are used for uncensored
observations and diamonds for censored ones, the straigth line is a linear fit obtained by
the method of Heuchenne and Van Keilegom (2007b), and the curve is a nonparametric es-
timation of the regression function as described in Heuchenne and Van Keilegom (2007d).
A bandwidth of nine years was used in these estimations. The goodness-of-fit of the lin-
earity was tested by using the methods proposed in this paper. The p-values were 0.005
when using the Kolmogorov-Smirnov type statistic and 0.007 when using the Cramer-von
Mises statistic. Other values of the bandwidth parameter led to similar p-values. Then,
some evidence is found against a linear model, due to a different evolution of the loga-
rithm of unemployment time in relation with the age. In particular, the unemployment
time doesn’t look monotone as function of the age.
Appendix
The following notations are needed in the statement of the asymptotic results given Section
3.































































− S0ε (y)η(z, δ|x)γ1(y|x)− S0ε (y)ζ(z, δ|x)γ2(y|x),













1− F 0ε (e0Tx1 (z1))








up dF 0ε (u)
(1− F 0ε (e0Tx1 (z1)))2





e0Tx1 (z1)f 0ε (e0Tx1 (z1))
∫ T
e0Tx1 (z1)
up dF 0ε (u)




up dF 0ε (u)









1− F 0ε (e0Tx1 (z1))




, p = 1, 2,











up dF 0ε (u)








up−1ϕ(x2, z2, δ2, u)du
}
, p = 1, 2,
χ11(v1, z2, δ2, θ
T
0 ) = 2[m





u dF 0ε (u)
1− F 0ε (e0Tx1 (z1)
fX(x1)σ
0(x1)η(z2, δ2|x1)
+χ10(v1, z2, δ2, 2),
χ3(v1,m) = I(δ1 = 1)(m(x1)− z1)
25




u dF 0ε (u)





















χ1k(x1, z, δ, z1, δ1, θ
T






















0 )−ΨθTk (x1))I(x1 ≤ x), k = 0, 1, 2,
where vq = (xq, zq, δq) for all xq ∈ RX , zq ∈ IR, δq = 0, 1, q = 1, 2. T = (Tx−m0(x))/σ0(x),
zx = (z−m0(x))/σ0(x) and e0Tx (z) = zx∧T, for any x ∈ RX , z ∈ IR. ϑkd (ϑTnkd, θTkd) is the






nkd−θTkd has an asymptotic representation
given by n−1
∑n
i=1 κkd(Vi) + oP (n
−1/2), κ0d(Xi, Zi,∆i) is the d
th component of the vector
Ω−1ρ(Xi, Zi,∆i), i = 1, . . . , n, in the representation of Theorem 3.2 in HVK (2007b) (κkd,
for k = 1, 2, is obtained by a straightforward extension of this theorem to the condi-
tional variance case). Finally, in order to work with general functions, we denote (in the




k ) above) χ10(v1, z2, δ2, θ
T
0 ) = χ10(v1, z2, δ2, 1),
χ20(v1, v2, θ
T
0 ) = χ20(v1, v2, 1) and define χ12(v1, z2, δ2, θ
T
0 ) and χ22(v1, v2, θ
T
0 ) in Lemma
A.1 as functions corresponding to the third test described in Section 2.
Let T˜x be any value less than the upper bound of the support of H(·|x) such that
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infx∈RX (1−H(T˜x|x)) > 0. For a (sub)distribution function L(y|x) we will use the nota-
tions l(y|x) = L′(y|x) = (∂/∂y)L(y|x), L˙(y|x) = (∂/∂x)L(y|x) and similar notations will
be used for higher order derivatives.
The assumptions needed for the asymptotic results are listed below.
(A1)(i) na4n → 0 and na3+2δn (log a−1n )−1 →∞ for some δ < 1/2.
(ii) RX = [xe, xs] is a compact interval of length LX .
(iii) K is a symmetric density with compact support and K is twice continuously differ-
entiable.
(iv) Ω is non-singular.
(A2)(i) There exist 0 ≤ s0 ≤ s1 ≤ 1 such that s1 ≤ infx F (T˜x|x), s0 ≤ inf{s ∈
[0, 1]; J(s) 6= 0}, s1 ≥ sup{s ∈ [0, 1]; J(s) 6= 0} and infx∈RX infs0≤s≤s1 f(F−1(s|x)|x) > 0.
(ii) J is twice continuously differentiable,
∫ 1
0 J(s)ds = 1 and J(s) ≥ 0 for all 0 ≤ s ≤ 1.
(iii) The function x→ Tx (x ∈ RX) is twice continuously differentiable.
(A3)(i) FX is three times continuously differentiable and infx∈RX fX(x) > 0.
(ii) m0 and σ0 are twice continuously differentiable and infx∈RX σ
0(x) > 0.
(iii) E[ε02] <∞ and E[|Z|4(1+υ)] <∞ for some υ > 0.
(A4)(i) η(z, δ|x) and ζ(z, δ|x) are twice continuously differentiable with respect to x and
their first and second derivatives (with respect to x) are bounded, uniformly in x ∈ RX ,
z < T˜x and δ.
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(ii) The first derivatives of η(z, δ|x) and ζ(z, δ|x) with respect to z are of bounded varia-
tion and the variation norms are uniformly bounded over all x.
(A5) The function y → P (m0(X) + eσ0(X) ≤ y) (y ∈ IR) is differentiable for all e ∈ IR
and the derivative is uniformly bounded over all e ∈ IR.
(A6) For L(y|x) = H(y|x), H1(y|x), H0ε (y|x) or H0ε1(y|x) : L′(y|x) is continuous in (x, y)
and supx,y |y2L′(y|x)| <∞. The same holds for all other partial derivatives of L(y|x) with









supx2 |χ′′1k(x2, z1, δ1, z2, δ2, θT0 )|h(z1) dz1 <∞ (δ2 = 0, 1, k = 0, 1, 2),
where χ
′(′)
1k (x2, z1, δ1, z2, δ2, θ
T
0 ) equals the first (second) derivative of χ1k(x2, z1, δ1, z2, δ2, θ
T
0 )
with respect to x2 when z1 6= Tx2 and equals 0 otherwise.
(A8) For the density fX|Z,∆(x|z, δ) of X given (Z,∆), supx,z |fX|Z,∆(x|z, δ)| < ∞,
supx,z |f˙X|Z,∆(x|z, δ)| <∞ and supx,z |f¨X|Z,∆(x|z, δ)| <∞ (δ = 0, 1).
(A9) Θk is compact and θ
T
k is an interior point of Θk, k = 0, 1, 2. All partial derivatives
of Ψϑk(x) with respect to the components of ϑk and x up to order three exist and are
continuous in (x, ϑk) for all x and ϑk (k = 0, 1, 2).
(A10) The function E[{E(ψk∗T (θT0 )|X)−Ψϑk(X)}2] has a unique minimum in ϑk = θTk for
each k, k = 0, 1, 2.
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Proof of Theorem 3.1. The expression to develop to obtain an asymptotic representa-


















0 )−ΨϑTnk(Xi))I(Xi ≤ x)
= Ωx1n + Ω
x
2n. (A.1)
First, we treat Ωx1n. By Lemma A.1, this term is decomposed into two parts for which the










0 )I(Xi ≤ x) + oP (n−1/2). (A.2)





{χx∗1kK(Vi, Vj, θT0 ) + E[χx1kK(Vi, Vj, θT0 )|Vi]
+E[χx1kK(Vi, Vj, θ
T
0 )|Vj]− E[χx1kK(Vi, Vj, θT0 )]}+ oP (n−1/2) (A.3)


















0 )− E[χx1kK(Vi, Vj, θT0 )|Vi]





























K(u)(χ1k(Xj, z, δ, Zj,∆j, θ
T
0 ) + anu











)(hδ(z|Xj) + anuh˙δ(z|Xj) + (anu)2h¨δ(z|y′′))




















O(an|Zj|)I(Xj ≤ x− anu)uK(u)du+ oP (n−1/2).
where y′, y′′ and y′′′ lie between Xj and Xj + anu. In a similar way, using two Taylor







0 )|Vi] = oP (n−1/2).
It follows, using Lemma A.2, that








χ1k(Xi, z, δ, Zi,∆i, θ
T











0 ) = −min(χ1k(Vi, Zj,∆j, θT0 ), 0)
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and similar definitions for χ+x1kK(Vi, Vj, θ
T











0 )− E[χ+x1kK(Vi, Vj, θT0 )|Vi]
−E[χ+x1kK(Vi, Vj, θT0 )|Vj] + E[χ+x1kK(Vi, Vj, θT0 )]
and similarly for χ−x∗1kK(Vi, Vj, θ
T











0 ). Partition RX into q = [
LX
n−1/2−ε1
] intervals ([·] denotes the integer part)
(x0, x1), . . . , (xl, xl+1), . . . , (xq−1, xq) (l = 0, . . . , q − 1, ε1 > 0, x0 = xe and xq = xs)
of length C1n
−1/2−ε1 , where 1 ≤ C1 ≤ 2. Using the monotonicity of the functions
χ+x1kK(Vi, Vj, θ
T








0 )|Vi] + E[χ+x1kK(Vi, Vj, θT0 )|Vj]






































0 )I(xl ≤ Xi ≤ xl+1)|Vj]
}
|.
First, we treat the first term on the right hand side of the inequality (A.4). By Chebichev






























0 )] = 0, the terms for which i, j 6= r, s are zero. The terms for which
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either i or j equals r or s and the other differs from r and s, are also zero, because, for









0 )|Vi, Vj]] = 0.
Thus, only the 2n(n− 1) terms for which (i, j) equals (r, s) or (s, r) remain. Under (A1)-






















0 )| > C2n−1/2−ε1)
= O(n−1/2+3ε1a−1n ),
which tends to zero for ε1 sufficiently small, for instance, ε1 = 1/18. Next, we treat the

















|χ1k(Xj + anu, z, δ, Zj,∆j, θT0 )|










|χ1k(Xj, z, δ, Zj ,∆j, θT0 )| dHδ(z|Xj)

















|χ1k(Xj, z, δ, Zj ,∆j, θT0 )| dHδ(z|Xj)






O(an|Zj|)I(xl ≤ Xj ≤ xl+1)|u|K(u)du+ oP (n−1/2)
= A1nl + A2nl + oP (n
−1/2),
uniformly in xl and using Lemma A.2. In this way,
P (2 max
0≤l≤q−1
|A1nl + A2nl| > C3n−1/2−ε1) = o(1), (A.6)











0 )|Vi]I(xl ≤ Xi ≤ xl+1)| = oP (n−1/2).






0 )I(Xi ≤ x) + oP (n−1/2). (A.7)




{χx∗2k(Vi, Vj, θT0 ) + E[χ2k(Vi, Vj, θT0 )|Vi]I(Xi ≤ x) (A.8)
+E[χ2k(Vi, Vj, θ
T




0 ) = χ2k(Vi, Vj, θ
T
0 )I(Xi ≤ x)− E[χ2k(Vi, Vj, θT0 )|Vi]I(Xi ≤ x)
−E[χ2k(Vi, Vj, θT0 )I(Xi ≤ x)|Vj] + E[χ2k(Vi, Vj, θT0 )I(Xi ≤ x)].
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The second and fourth terms of (A.8) equal zero by definition of χ2k(Vi, Vj, θ
T
0 ). For the









χ2k(y, z, δ, Vi, θ
T
0 )hδ(z|y)fX(y)dzdy + oP (n−1/2). (A.9)
The first term of (A.8) is treated similarly to T1 in (A.3) but in an easier way.















(Xi))I(Xi ≤ x). (A.10)
The first term of (A.10) enters the asymptotic representation and easy calculations for

























dFX(y) + oP (n
−1/2),
where the last equality is obtained using weak convergence of the above empirical process.
This finishes the proof.












χ1k(Xi, z, δ, Zi,∆i, θ
T

















































0 )−ΨθTk (Xi))I(Xi ≤ x)

+ oP (n−1/2),
where the last term is uniform in x. Since n−1/2
∑n
i=1 κkd(Vi) = OP (1), d = 1 . . . , Dk, using









is continuous with respect to x, the third term of the above expression is tight by Stone’s





χ5k(y, Vi)dFX(y) and x1 ≤ x ≤ x2, we compute









according to the notations αi and βi of Lemma 5.1 of Stute (1997). In this case, αi =
∫ (x2∧xs)∨xe
(x∨xe)∧xs
χ5k(y, Vi)dFX(y) and βi =
∫ (x∧xs)∨xe
(x1∨xe)∧xs
χ5k(y, Vi)dFX(y) are i.i.d. square inte-
grable random variables with zero mean. Therefore, using this lemma, the term on the
















dFX(y) is a continuous nonde-
creasing function on RX . For the first (respectively fourth) term on the right hand
side of (A.11), we also use Lemma 5.1 of Stute (1997) with χ4k(Vi)I(x < Xi ≤ x2)
(resp. (ψk∗T i(θ
T




0 )−ΨθTk (Xi))I(x1 < Xi ≤ x)) for βi in (A.12). Note that in this case αiβi = 0. We
also refer to Remark 3.1 for the calculation of the conditional mean of (ψk∗T i(θ
T
0 )−ΨθTk (Xi)).
Thus, applications of Lemma 5.1 of Stute (1997) lead to establish that the right hand side





2). Finally, applications of Theorem 15.7 in Billingsey (1968) to the
first, second and fourth terms on the right hand side of (A.11) finish the proof.
Proof of Corollary 3.3. The convergence of TKSI,k, k = 0, 1, 2, follows directly from











(ICP 2k (x)−W 2k (x))dFˆX(x) +
∫
RX
W 2k (x)d(FˆX(x)− FX(x)).
For the first term on the right hand side of the above inequality, we apply the Skorohod
construction (see Serfling, 1980) to the process ICPk(x) such that supx∈RX |ICPk(x) −
Wk(x)| → 0, a.s. The second term is jointly treated by the almost sure uniform consis-
tency of usual empirical processes and the Helly-Bray Theorem (see p. 97 in Rao, 1965)
applied to each of the trajectories of Wk(x).






n0)−ψk∗T i(θT0 ))I(Xi ≤ x),
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0 )I(Xi ≤ x) + oP (n−1/2),
where Vi = (Xi, Zi,∆i).
Proof. First, we treat the case k = 0. Following the lines of the proof of Theorems 3.1
(the term A1i+A2i+A3i) of Heuchenne and Van Keilegom (2007a) (hereafter abbreviated




















χ20(Vi, Vj, 1)I(Xi ≤ x) + oP (n−1/2). (A.13)
Note that the representation in Theorem 3.1 of HVK (2007a) (equation (A.5)) adapted









u dFˆ 0ε (u)




u dFˆ 0ε (u)
1− Fˆ 0ε (Eˆ0Ti )

 ,




and Eˆ0Ti = Eˆ
0




I(∆i = 0)I(Xi ≤ x)σˆ0(Xi)
∫ T
Tˆi
u dFˆ 0ε (u)
1− Fˆ 0ε (Eˆ0Ti )














1/2)I(Eˆ0i ≤ T, Eˆ0i > Tˆi)
=W1 +W2 +W3,
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using Proposition 4.5 and Corollary 3.2 of Van Keilegom and Akritas (1999) (hereafter
abbreviated by VKA) and the fact that supe |ef 0ε (e)| <∞ (more details about the devel-
opments above can be obtained in the proof of Theorem 3.1 of HVK (2007a) since very
similar expressions are handled). When Eˆ0i ≤ T , it holds that E0i ≤ T σˆ0(Xi)/σ0(Xi) +







|σˆ0(x)−σ0(x)|] = OP ((nan)−1/2(log a−1n )1/2)






{I(T − V < E0i ≤ T ) + I(T < E0i ≤ T + V )}
= OP ((nan)
−1/2(log a−1n )
1/2) {[H˜0ε (T )− H˜0ε (T − V )] + [H˜0ε (T + V )− H˜0ε (T )]},
where H˜0ε (·) is the empirical distribution of E0i , i = 1, . . . , n. Using the fact that H˜0ε (y)−
H0ε (y) = OP (n
−1/2) uniformly in y, the above term is oP (n





I(∆i = 0)I(Xi ≤ x)σˆ0(Xi)
∫ T
Tˆi
u dFˆ 0ε (u)
1− Fˆ 0ε (Eˆ0Ti )




I(∆i = 0)I(Xi ≤ x)σ0(Xi)
∫ T
Tˆi
u dFˆ 0ε (u)
1− F 0ε (E0Ti )




I(∆i = 0)I(Xi ≤ x)B1iI(E0i ≤ T ) + oP (n−1/2),





Tf 0ε (T )
1− F 0ε (E0Ti )
[mˆ0(Xi)−m0(Xi) + T (σˆ0(Xi)− σ0(Xi))]
×I(∆i = 0, Xi ≤ x,E0i ≤ T ) + oP (n−1/2),
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where use is made of asymptotic representations of Propositions 4.8 and 4.9 of VKA
(1999). The resulting representation is then added to the asymptotic expression (A.5)
with double sums of Theorem 3.1 of HVK (2007a) (adapted to the present problem of
integrated regression function) to finally obtain (A.13).




[ ˆ(Yi −mθT0 (Xi))2∗T − (Yi −mθT0 (Xi))
2∗
























Replacing θT0 by ϑ
T
n0 in











χ3(Vi,mθT0 )κ0d(Xj, Zj,∆j)}I(Xi ≤ x) + oP (n
−1/2). (A.15)
When k = 2, we have to replacemθT0 (Xi) in (A.14) bymT (Xi), the limit of a nonparametric
estimator m˜T (Xi). In this case, if we replace mT (Xi) by m˜T (Xi) in ˆ(Yi −mT (Xi))2∗T , it is
easy to check for the nonparametric estimator of HVK (2007d) that, under (A1)-(A10), it
only introduces terms which don’t affect the structure of the resulting expression (A.14)
and therefore defines specific forms for χ12(Vi, Zj,∆j, θ
T
0 ) and χ22(Vi, Vj, θ
T
0 ). Indeed, if



























































1− F 0ε (e0TXj(z))
)]dHδ(z|Xj)




1− F 0ε (E0j ∧ T )






−m0(Xi)ϕ(Xj, Zj,∆j, T )
}
I(Xi ≤ x) + oP (n−1/2), (A.16)
where γj(t) = η(Zj,∆j|Xj) + tζ(Zj,∆j|Xj) and e0Tj (z) = e0TXj(z), j = 1, . . . , n.

















T (Zj,∆j|Xi)− E[ψ∗∗T (Z,∆|Xi)|Xi])





































1− F (Zj ∧ TXi |Xi)
}(1−∆j),
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B3(Zj,∆j|Xi) = E[B1(Z,∆|X)|X = Xi]η(Zj,∆j|Xi)
+E[B2(Z,∆|X)|X = Xi]ζ(Zj,∆j|Xi),












+f 0ε (T )TXi − σ0(Xi)(F (TXi|Xi)− F (ZTXi|Xi))
]}
,


















ZTXi = Z ∧ TXi , E0Xi = (Z −m0(Xi))/σ0(Xi) and E0TXi = E0Xi ∧ T, i = 1, . . . , n.
Lemma A.2 Let χ(V ) a general function of V = (X,Z,∆) satisfying E[χ(V )|X] = 0,
supx∈RX E[χ
4(V )|x] <∞ and the fact that |χ(V )| is bounded by a polynom of order 1 in







χ(Vi)[I(Xi ≤ x− uan)− I(Xi ≤ x)]| = oP (n−1/2),
for u ∈ [−R,R], R > 0, V1, . . . , Vn a set of i.i.d. r.v. with the same law as V and
x ∈ RX = (xe, xs), a bounded set.
Proof. Let χ+(V ) = max(χ(V ), 0) and χ−(V ) = −min(χ(V ), 0). It is clear that χ(V ) =






χ+(Vi)[I(Xi ≤ x− uan)− I(Xi ≤ x)]
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χ−(Vi)[I(Xi ≤ x− uan)− I(Xi ≤ x)]
−E[χ−(V )[I(X ≤ x− uan)− I(X ≤ x)]]|, (A.18)




(x0, x1), (x1, x2), . . . , (xl−1, xl), . . . , (xm−1, xm) (l = 1, . . . ,m, x0 = xe and xm = xs)
of length C1an, where R ≤ C1 ≤ 2R. Let define intervals Iα = (xα−1, xα+1), for α =
1, . . . ,m− 1. Since the distance between x and x− uan is smaller than Ran, there always











χ+(Vi)[I(Xi ≤ t)− I(Xi ≤ s)]






χ+(Vi)[I(Xi ≤ xα,β)− I(Xi ≤ xα,ζ)]
−E[χ+(V )[I(X ≤ xα,β)− I(X ≤ xα,ζ)]]|
+4 max
1≤α≤m−1, −pn≤β≤pn−1
|E[χ+(V )[I(X ≤ xα,β+1)− I(X ≤ xα,β)]]|,
due to the monotonicity of the functions χ+(V )I(X ≤ x) and E[χ+(V )I(X ≤ x)] with








δ2)[I(Xi ≤ xα,β)− I(Xi ≤ xα,ζ)]






+(Vi) ≤ C2nδ2)[I(Xi ≤ xα,β)− I(Xi ≤ xα,ζ)]
−E[χ+(V )I(χ+(V ) ≤ C2nδ2)[I(X ≤ xα,β)− I(X ≤ xα,ζ)]]|,
for some δ2 > 0. By Chebichev inequality, we have, for some C3 > 0,







ω1nαβζδ2(V ) = χ
+(V )I(χ+(V ) > C2n
δ2)[I(X ≤ xα,β)− I(X ≤ xα,ζ)]
and by Bernstein inequality,
P (|G2nαβζδ2| > C4n−1/2aδ1n ) ≤ 2 exp(−C24νnαβζδ1δ2),
for some C4 > 0 and where
νnαβζδ1δ2 =
a2δ1n
2V ar[ω2nαβζδ2(V )] + (2/3)n
−1/2+δ2aδ1n
and
ω2nαβζδ2(V ) = χ
+(V )I(χ+(V ) ≤ C2nδ2)[I(X ≤ xα,β)− I(X ≤ xα,ζ)].
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The first term on the right hand side of (A.19) is bounded by
C7a
1/2−2δ1
n (E[I(|Z| > C6nδ2)])1/2 ≤ C7n−1/8+(2δ1/3)(1−H(C6nδ2) +H(−C6nδ2))1/2,
for some C6, C7 > 0. Using the fact that E[|Z4|] <∞, it is easy to check that 1−H(C6nδ2)
and H(−C6nδ2) are O(n−4δ2). Therefore, the first term on the right hand side of (A.19)





The number of terms in (A.19) is O(n3/4+(2δ1/3)) such that that δ2 = 1/2 − δ1/2 and
δ1 < 9/56 is a choice such that the term on the right hand side of (A.19) tends to zero.
Lemma A.3 Let χ(V ) a positive function of V = (X,Z,∆) satisfying supxE[χ(V )|x] <
∞ and the fact that χ(V ) is bounded by a polynom of order 2 in |Z|. Also assume that
supx |fX(x)| < ∞, infx |f(x)| > 0, supx,z |fX|Z,∆(x|z, δ)| < ∞ and E[|Z|4(1+υ)] < ∞ for




χ(Vi)I(x < Xi ≤ x+ d)| > C1n−1/2−ν1) = cnn−1/2−ν1 ,
where d = C2n
−1/2−ν1 for some C1, C2, ν1 > 0, V1, . . . , Vn is a set of i.i.d. r.v. with the
same law as V and cn independent of x tends to zero when n→∞.
44













{χ(Vi)I(χ(Vi) ≤ C3nν2)I(x < Xi ≤ x+ d)
−E[χ(V )I(χ(V ) ≤ C3nν2)I(x < X ≤ x+ d)]}
+E[χ(V )I(χ(V ) ≤ C3nν2)I(x < X ≤ x+ d)]
= R1ndν2(x) +R2ndν2(x) +R3dν2(x).
R3dν2(x) is clearly bounded by C4n
−1/2−ν1 for some C4 > 0 since supxE[χ(V )|x] <∞ and
supx fX(x) <∞. For R1ndν2(x), we use Markov inequality.








E[I(x < X ≤ x+ d)E[χ(V )I(Z2 > C5nν2)|X]], (A.20)
for some C5 > 0. Since infx |f(x)| > 0, supx,z |fX|Z,∆(x|z, δ)| <∞ and E[|Z|4(1+υ)] <∞,
E[χ(V )I(Z2 > C5n
ν2)|X] ≤ C6[1−H(C1/25 nν2/2) +H(−C1/25 nν2/2)]1/2
≤ C7n−ν2(1+υ),
for some constants C6, C7 > 0. Therefore, the term on the right hand side of the inequal-
ity (A.20) is bounded by C8n
−ν2(1+υ), where C8 = 3 supx |f(x)|C7C2/C1. Next, we use
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Bernstein inequality for R2ndν2(x).





2V ar[ωnν1ν2x(V )] + (2/9)C1C3n
−1/2−ν1+ν2
and
ωnν1ν2x(V ) = χ(V )I(χ(V ) ≤ C3nν2)I(x < X ≤ x+ d).
Therefore, for well-chosen ν1 and υ, we can always find ν2 such that (1/2+ ν1)/(1 + υ) <
ν2 < 1/2− ν1. This finishes the proof.
Acknowledgements. Thanks to Gema lvarez-Llorente, M. Soledad Otero-Girldez, and
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