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Approximately one third of proteins are thought to bind metal ions. These ions often 
improve the protein’s structural stability or impart functions such as conformational changes or 
catalytic activity. Due to their prevalence and functional roles, metal binding sites are attractive 
targets for protein design. Zinc binding sites are among the most common design targets due to 
their well-defined geometry and wide range of functions. Previous studies have successfully 
designed zinc binding sites by mutating residues in native proteins or by designing symmetric de 
novo scaffolds with zinc-coordinating residues; however, achieving atomic-level accuracy in 
modelling these sites remains a challenge. Here, we explore possible reasons for this continued 
challenge and introduce novel approaches for metalloprotein design. We first examine two 
crystal structures of metalloproteins designed by introducing coordinating residues into native 
scaffolds. We find that one of these sites shows significant changes in backbone conformation 
versus the predicted structure to accommodate the formation of second-shell hydrogen bonds, 
and the second binding site fails to form in the absence of such interactions. When these 
interactions are explicitly modelled, we find evidence of zinc binding at the modeled site. We 
next describe the development of a novel method for metalloprotein design based on the 
SEWING method for de novo backbone formation. This method, which we call Ligand 
SEWING, begins with a partially-coordinated metal binding site from a native protein and 
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appends structural motifs to complete metal coordination and extend the protein backbone. Using 
this method, we design four proteins that are monomeric and bind zinc with high nanomolar to 
low micromolar affinity. During the design process, we note that designs are more successful 
when they do not model the charge of the zinc ion, indicating deficits in modelling binding site 
electrostatics (most likely due to not distributing the charge over coordinating residues). While 
accurate modelling of these interactions will require scoring modifications and possibly 
improved computational power, they may be partially circumvented by ignoring the ion charge 
and manually modelling second-shell interactions. Alternatively, high-throughput design and 
screening methods may allow functional design without atomic-level accuracy in modeling. 
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PREFACE 
Chapters 2 and 3 are previously published works used with permission from the 
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refinement for the structure, and I completed the structural refinement. I wrote the text of the 
paper. Brian Kuhlman edited the paper and provided research funding and advice throughout the 
research project. 
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the protocol discussed in the publication. I was responsible for all of the code adding new ligand 
contacts; Minnie Langlois added scoring terms and requirements for ligand binding proteins, and 
Frank was responsible for protocols and terms specific to interface design. Frank Teets and I 
both contributed to the text and figures of the paper, although I was responsible for the “Ligand 
Binding” section and Frank Teets was responsible for the “Desinging Protein Interfaces” section. 
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CHAPTER 1: INTRODUCTION TO METALLOPROTEIN DESIGN 
1.1 Why design proteins? 
Proteins are highly diverse macromolecules responsible for a huge array of functions in 
organisms ranging from the smallest simplest bacteria to animals, including humans. Naturally-
occurring proteins are typically built from a set of twenty building blocks (amino acids) in a 
unique sequence. A protein’s sequence determines its three-dimensional structure, which in turn 
determines its function. Evolutionary pressures select for functions that benefit the parent 
organism, which in turn affects the sequences that are passed on from generation to generation. 
On an evolutionary timescale, this process has generated millions of protein sequences with an 
incredible array of structures and functions.  
Nevertheless, due in part to the constraints of evolution, there remain a wide array of 
protein folds which are not found in nature as well as unexplored sequences for existing folds; 
these folds and sequences are the domain of protein design (Baker, 2014). Using methods such 
as directed evolution (the artificial selection of particular traits from a pool of diverse protein 
sequences) (Arnold, 2015) and rational design, early studies in protein design sought to introduce 
new functions into existing protein structures. The rise of computational protein design over the 
past two decades (Baker, 2014) has expanded our capabilities beyond existing structures, 
allowing us to explore folds not found in nature (Kuhlman et al., 2003).  
Even though we can design protein structures that do not exist in nature, why, one might 
ask, would we want to? As of October 2018, the RCSB Protein Data Bank contains over 130,000 
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protein structures. What can a designed protein do that one of these naturally-occurring proteins 
cannot? Moreover, what could we as scientists learn about natural proteins by designing new 
ones? 
1.1a Designing for stability 
One of the key benefits of protein design is its ability to explore the relationship between 
sequence and protein structure without necessarily being biased by evolutionary history 
(Kuhlman et al., 2003; Baker, 2014). Although the sequences of native proteins tend to be close 
to optimal for their folds (Kuhlman and Baker, 2000), the sequence space that they are allowed 
to explore may be limited by the rates of mutation between different amino acids (a residue is 
more likely to mutate to one with a more similar DNA codon) and by that residue’s interactions 
with its neighbors (in cases where a single mutation is harmful, multiple simultaneous mutations 
may be neutral or even beneficial) (Lee and Kim, 2009) 
 In addition to their evolutionary background, most native proteins must also conserve 
some function such as binding to a partner or catalyzing a reaction. Since their sequences must 
encode these functions as well as their structures, the sequence space of native proteins tends to 
be further restricted in ways that would not otherwise have a large detrimental impact on their 
stability (Kuhlman and Baker, 2000). In fact, marginal stability may be considered a feature of 
many native proteins that helps regulate their levels in cells by increasing turnover (Goldstein, 
2011). 
 One consequence of designing proteins solely based on the mapping of sequence to 
structure is that designed proteins are often highly stable compared to native structures (Kuhlman 
et al., 2003; Jacobs and Kuhlman, 2013; Huang et al., 2014). This increased stability allows 
them to survive and function under relatively harsh conditions, such as low pH (Gordon et al., 
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2012; Wolf et al., 2015) or high temperatures (Huang et al., 2014), and increases their lifetime, 
which can improve their efficacy and cost-efficiency for industrial, research, and health 
applications. 
1.1b Understanding protein function 
As in many scientific disciplines, the most common approach for probing the function of 
a protein is to make mutations and see which ones render it inactive. However, since a protein 
cannot function if it does not form the proper fold, and since mutating residues most often 
destabilizes proteins (Kuhlman and Baker, 2000), this approach is often too blunt to tease out 
whether a particular feature is participates in the protein’s function directly or whether it is solely 
structural. Furthermore, protein structural elements often perform multiple interrelated functions; 
for instance, the active site of carbonic anhydrase both binds a zinc ion and catalyzes the 
conversion between carbon dioxide and bicarbonate. Studies have examined the effects of 
mutations on both first-shell and second-shell residues in the carbonic anhydrase active site 
(Kiefer and Fierke, 1994; Kiefer et al., 1995); however, most of these mutations affect both 
catalysis and zinc binding as may be expected.  
Designing proteins with a particular function in mind allows us to determine which 
elements are necessary to gain that function and which may be artifacts of evolution or of related 
functions. By reducing design problems to their basic elements and adding back complexity a bit 
at a time, we can ascertain which structural features are truly required for a particular function. In 
Chapter Two, we will apply this method to the design of zinc binding proteins to examine the 
factors affecting the structure and function of metalloproteins. 
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1.1c Designing new functions 
 One of the most promising applications for protein design is in the production of new 
functional proteins, which can have applications ranging from industry and research to 
therapeutics and vaccines (Figure 1.1). For instance, the Kuhlman lab has recently introduced a 
light-inducible switch that can be used to control the localization of selected proteins; this switch 
has been applied to study gene transcription (Yumerefendi et al., 2015), epigenetic modifications 
(Yumerefendi et al., 2016), and GTPase activity (Guntas et al., 2015), and has the potential to be 
adapted to a wide variety of other applications. Protein design has been used to produce enzymes 
  
Figure 1.1: Examples of designed functional proteins. 
A) Structure of a designed Kemp eliminase enzyme (PDB ID 6C7H). Catalytic residues are shown in 
sticks (Richter et al., 2011). B) Zinc binding site of MID1 (PDB ID 3V1C), which demonstrates hydrolase 
activity in the presence of zinc (Der et al., 2012a). Note that the open coordination site of the zinc ion 
faces a pocket that can serve as a substrate binding site. C) Structure of a designed protein to inhibit 
influenza infection (salmon) bound to influenza hemagglutinin (cyan) (PDB ID 5VLI). Interface residues 
are shown in sticks (Chevalier et al., 2017). 
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that break down immunogenic peptides from gluten in the human digestive tract, serving as a 
possible treatment for people with celiac disease (Gordon et al., 2012; Wolf et al., 2015). More  
recently, these techniques have been used to design potential vaccines for respiratory syncytial 
virus (Correia et al., 2014) and HIV (Steichen et al., 2016; Kulp et al., 2017) and proteins to 
neutralize influenza virus and botulinum neurotoxin (Strauch et al., 2017). By producing highly 
stable and specific proteins, protein design, particularly when combined with directed evolution, 
has the potential to target previously intractable problems.  
1.2 Methods for protein design 
 Protein design typically takes one of two basic forms. In protein redesign, existing 
protein structures are mutated to impart new functions or improve stability. In de novo design, 
novel folds are produced by generating a model of the desired protein backbone and then 
determining a sequence that will fold into the desired structure (Figure 1.2). 
1.2a Redesign of existing protein structures 
 In protein redesign, residues in existing proteins structures are mutated, often to introduce 
new functions or modify existing functions. For instance, protein redesign has been used to 
introduce novel catalytic sites into native protein scaffolds (Richter et al., 2011) and engineer 
natural protein switches as biosensors (Guntas et al., 2015; Yumerefendi et al., 2015, 2016) 
among other functions. In other cases, a functional motif is grafted onto a scaffold (either a 
native protein or a de novo design); this approach has been used to design vaccine targets 
(Correia et al., 2014), specific binding interactions (Hussain et al., 2018), and metalloproteins 
(Müller and Skerra, 1994). 
1.2b De novo design 
 In contrast to protein redesign, de novo design produces novel folds with no native 
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sequence information. Instead, the sequence of the design model is based solely on the predicted 
structure. Unlike protein redesign, de novo design can be used to produce novel protein 
backbones not found in nature (Kuhlman et al., 2003; Jacobs et al., 2016; Dang et al., 2017).  
Since it does not begin with a native protein structure, however, any functional elements in this 
form of design must typically be designed from scratch, which requires a sophisticated 
understanding of the factors underlying that function (Joh et al., 2014) and/or high-throughput 
methods for protein expression and screening (Chevalier et al., 2017). 
 
Figure 1.2: Examples of redesigned (A) and de novo designed (B) proteins. 
A) Overlay of native Avena sativa LOV domain (grey) and iLID, a light-inducible dimer with improved 
dynamic range (magenta) (Guntas et al., 2015). B) Structure of Top7, a de novo designed protein with a 
manually specified topology and non-native fold (Kuhlman et al., 2003). 
 
 
1.3 Designing metalloproteins 
 In this dissertation, we will focus on the design of metalloproteins, specifically zinc-
binding proteins. Metalloproteins represent a key subset of native proteins based on both their 
prevalence and the functions that metal ions impart, and more accurate design of metalloproteins 
will be helpful not only for the design of functional metalloproteins but also for predicting the 
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structures of naturally-occurring proteins with metal cofactors. 
1.3a Why design zinc binding proteins? 
 Metalloproteins comprise over 30% of protein structures in the Protein Data Bank.  Over 
25% of human protein sequences are predicted to bind metal ions (Azia et al., 2015), and metals 
are predicted to bind up to a third of all proteins (Baxter et al., 2013). In addition to contributing 
to the structural stability and folding of proteins, these ions often serve as catalytic cofactors or 
can cause conformational changes involved in intracellular signaling (Tainer et al., 1992). Zinc 
ions are among the most common in metalloproteins; zinc is the second most common transition 
metal in humans and most vertebrates (Coleman, 1992), and it occurs in 58% of known human 
metalloproteins (Azia et al., 2015).  
 Zinc metalloproteins serve as attractive targets for design due to their wide range of 
functions and their well-defined structural requirements (Figure 1.3). Since zinc ions are 
coordinated by a limited variety of naturally-occurring amino acid side chains (histidine, 
cysteine, aspartate, and glutamate) (Auld, 2001), unlike “hard” ions such as calcium that are 
often coordinated by backbone carbonyl groups (Tainer et al., 1992), zinc coordination is a much 
more feasible target for typical design methods that mostly involve changes in side chains. Zinc 
binding sites can be roughly grouped into two categories: structural zinc sites, which provide 
stability and aid in folding, and catalytic zinc sites, which serve as cofactors for metalloenzymes 
(Coleman, 1992; Andreini and Bertini, 2012). In fact, zinc is thought to participate in ~10% of 
enzyme-catalyzed reactions, and half of zinc binding proteins in eukaryotes are enzymes 
(Andreini and Bertini, 2012). These catalytic sites are especially promising engineering targets 
due to their potential use in the growing field of enzyme design.  
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Figure 1.3: Zinc binding sites are attractive design targets due to their structure and function. 
A) Zinc binding sites are most often tetrahedrally coordinated with uniform bond lengths and bond angles 
of approximately 109.5°. B) Active site of carbonic anhydrase (PDB ID 1BV3), one of the most commonly 
studied zinc metalloenzymes (Briganti et al., 1999). 
 
 
1.3b Achievements in zinc binding protein design 
 As attractive design targets, it stands to reason that zinc binding sites have been 
extensively studied in prior design experiments. Early studies typically used rational design 
approaches to make a small number of mutations that introduced only the residues directly 
coordinating the zinc ion, either by grafting on an existing binding site (Müller and Skerra, 1994) 
or by introducing a small number of mutations into a protein scaffold guided by a geometric 
search (Regan and Clarke, 1990; Klemba et al., 1995). As protein design software has advanced, 
methods for metalloprotein design have expanded; metal binding sites have been designed at 
protein interfaces (Salgado et al., 2010; Der et al., 2012b) and at the core of de novo designed 
helical bundles (Zastrow and Pecoraro, 2014), and these designed metalloproteins have achieved 
functions including catalysis (Der et al., 2012a; Zastrow and Pecoraro, 2014), allostery 
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(Churchfield et al., 2016), and ion transport (Joh et al., 2014). 
1.3c Continued challenges 
 Despite years of study and numerous successes in the field of zinc metalloprotein design, 
there remain significant challenges.  As I will describe in detail in the introduction to Chapter 2, 
studies in zinc binding protein design rarely produce crystal structures that agree with their 
design models in the fine details of metal coordination, at least in their first iteration (Salgado et 
al., 2010; Der et al., 2012b; Zhou et al., 2014). Furthermore, as I describe in the introduction to 
Chapter 4, metalloprotein design continues to be largely limited to the redesign of existing 
proteins or to symmetric de novo designs; there is not yet a protocol to introduce metal sites 
during the folding of a monomeric protein.  
1.4 Goals of research 
 In this dissertation, I will demonstrate some of the current challenges facing 
metalloprotein design and explore possible solutions to improve the accuracy and precision of 
studies in this field. In Chapter 2, we incorporate novel metal binding sites into existing metal 
structures with progressively increasing requirements to examine which structural components 
are required for the accurate design of metal binding sites. In Chapter 3, we introduce a novel 
method for metalloprotein design that combines principals from protein redesign and de novo 
design by incorporating partial native metal binding sites into de novo scaffolds. In Chapter 4, 
we apply this method to the design of zinc binding proteins and discuss the current limitations of 
metalloprotein design methods. Finally, Chapter 5 discusses the potential applications of these 








CHAPTER 2: PROBING THE MINIMAL DETERMINANTS OF ZINC BINDING WITH 
COMPUTATIONAL PROTEIN DESIGN1 
2.1 Introduction  
Over 30% of nonredundant protein chains in the PDB contain bound metal ions. These 
ions are often key to metalloproteins’ functions including stability and folding (Tainer et al., 
1992; O’Brien et al., 2015), intracellular signaling (Burgoyne, 2007), and catalysis (Andreini et 
al., 2008). 
Due to their prevalence and the range of functions that they can provide, metal binding 
sites are appealing targets for protein design. Previous studies have designed metal binding sites 
for functions including allosteric control of an enzyme (Browner et al., 1994; Dwyer et al., 
2003), heavy metal sequestration (Eskandari et al., 2013; Zhou et al., 2014; Plegaria et al., 2015), 
and catalysis (Der et al., 2012a; Zastrow et al., 2012). Since metal ions have only one possible 
conformation to place in any given position and orientation, they may also be a good starting 
point for computational design of ligand binding proteins. Furthermore, the coordination 
geometry of many metals has been extensively studied (Tainer et al., 1992; Karlin and Zhu, 
1997; Auld, 2001).  
Zinc ions are among the most common in metalloproteins, occurring in 58% of known 
human metalloproteins, and serve a wide range of functions (Azia et al., 2015). Many zinc 
binding sites provide structural stability, such as the sites that give superoxide dismutase (Nedd 
                                            
1 This work was originally published as Guffy, S. L., Der, B. S. and Kuhlman, B. (2016) Protein Eng. Des. Sel.,29 
327–338. It has been reproduced here with permission from Oxford University Press. 
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et al., 2014) and zinc finger proteins (Matthews and Sunde, 2002) their active conformations. 
Zinc binding can also induce oligomerization (Derewenda et al., 1989) and conformational 
changes that lead to signaling (Chen et al., 2014). About half of eukaryotic zinc binding proteins 
are enzymes, where zinc often acts as a catalytic cofactor. 10% of enzyme-catalyzed reactions, 
including all six classes of enzyme, are thought to require zinc for at least one of their 
mechanisms (Andreini and Bertini, 2012).  
While structural zinc sites are most often buried and are coordinated by four protein 
ligands, predominately histidines and cysteines, catalytic sites are often solvent accessible and 
have only three coordinating residues with one site occupied by a water molecule. These sites are 
predominately coordinated by histidine, aspartate, and glutamate residues, and cysteines are 
relatively uncommon (Auld, 2001; Andreini and Bertini, 2012). First-shell residues are often 
stabilized by hydrogen bonds with second-shell residues, most commonly Asp/Glu for catalytic 
histidines, backbone carbonyl groups for structural histidines, and backbone amide groups for 
Cys, Asp, and Glu (Dudev et al., 2003; Lin and Lim, 2004). These interactions have been shown 
to contribute to both metal affinity and, in the case of zinc enzymes, catalytic activity (Kiefer et 
al., 1995; Marino and Regan, 1999). 
While efforts at metalloprotein design frequently yield metal binding, there are few 
examples of designs that have been structurally characterized and have structures that closely 
match their designed models. Such precision will be key for certain functional applications of 
metalloprotein design, most notably catalysis. Studies which directly graft a native protein’s 
metal binding site onto a different scaffold (Müller and Skerra, 1994) or insert a binding motif 
into a surface-exposed region (Eskandari et al., 2013) have been successful in achieving metal 
binding but lack both models and crystal structures of designed proteins. Other labs have 
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designed sites rationally with no computational scoring. The Pecoraro lab has designed binding 
sites for zinc and mercury in a trimeric peptide (Zastrow et al., 2012) and for zinc in a single-
chain 3-helix bundle (Plegaria et al., 2015); however, both studies lack structural models for their 
designs, so their precision cannot be determined.  
Computational metalloprotein designs provide structural models which can be used to 
evaluate the precision of designs when compared with a crystal structure; however, many of 
these studies do not acquire high-resolution structures of the designed proteins. The Regan group 
has produced several successful zinc binding protein designs, including designs containing 
second-shell interactions, but crystal structures for those designs are not available (Regan and 
Clarke, 1990; Klemba and Regan, 1995; Klemba et al., 1995; Marino and Regan, 1999). Designs 
from the Hellinga group have likewise lacked structural studies (Hellinga et al., 1991; Dwyer et 
al., 2003). Perhaps more informative are examples in which structural information is obtained 
but shows discrepancies with the design models. For instance, designed zinc binding sites from 
the Tezcan lab were found to bind residues that were not anticipated and did not bind some of the 
designed residues (Salgado et al., 2010). Similarly, the crystal structure of Zhou et al.’s uranyl 
binding protein does not demonstrate coordination by two of the designed residues (although this 
may be an artifact of crystallization conditions) (Zhou et al., 2014), and the initial design model 
for the zinc binding site of MID1 (Der et al., 2012b) includes a fourth histidine that was not 
found to coordinate the metal in the crystal structure. 
Even designs that would typically be considered successful, i.e. those which specifically 
bind the intended metal with the intended residues and whose structures have a low RMSD to the 
design model, often show slight differences in metal coordination that could make such goals a 
considerable challenge. Notably, Mills et al. reported using the RosettaMatch algorithm 
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(Zanghellini et al., 2006) with negative design states and a non-natural amino acid that forms a 
bidentate interaction with zinc to design a binding site that only deviates by 0.9 Å RMSD in the 
crystal structure from the designed model at the binding site (Mills et al., 2013). Even this 
structure, however, is missing one predicted water molecule, and one ligand is bidentate instead 
of monodentate as predicted. Even slight differences such as these could have functional 
consequences. Coordinating water molecules often participate in catalysis, particularly for zinc 
binding sites, and any change in coordination will likely alter the electrostatic properties of the 
metal ion, which would affect its ability to perform catalysis. Therefore, only structures with all 
of the coordinating residues in the correct rotamers and with the same basic coordination 
geometry can truly be considered successful. 
Here we describe our approach for designing zinc binding proteins in native protein 
scaffolds. Briefly, binding sites with three liganding residues were first built in binding pockets 
from a library of scaffold proteins (Rothlisberger et al., 2008) using the RosettaMatch algorithm 
(Zanghellini et al., 2006) subject to geometric constraints. Residues within 10 Å of the site were 
designed using Rosetta (Leaver-Fay et al., 2011) to improve the site’s stability, and the resulting 
designs were filtered based on site geometry and other factors described in more detail below. 
Three separate design approaches (called phases) were performed with additional features being 
taken into account in each (Figure 2.1). The outcomes of these results give further insight into 
the challenges and factors that must be considered when designing metalloproteins. 
2.2 Materials and Methods 
2.2a Computational Methods 
 For all designed zinc binding proteins, initial zinc sites were constructed using the 
RosettaMatch protocol (Zanghellini et al., 2006). Briefly, we first obtained starting scaffolds by 
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limiting a set of 85 enzyme scaffolds from previous studies to the 55 smallest scaffolds (<340 
residues) (Jiang et al., 2008; Rothlisberger et al., 2008). These 55 scaffolds are listed in Table 
2.S1. The open-source software Fpocket (Le Guilloux et al., 2009) was then used to identify 
residue positions in potential binding pockets within each of these scaffolds. For each of these 
sets of residues, a search was conducted to determine if a zinc binding site satisfying a provided 
set of geometric constraints could be formed from residues within that set; these constraints 
varied across the three design phases. Each of these constraints specified the geometry of binding 
site residues relative to a potential ligand (in this case, a zinc ion). For all possible residue 
positions within a candidate binding pocket, all common rotamers of potential coordinating 
residues were placed, and the resulting zinc ion was stored in a 6-dimensional hash of its position 
and orientation. After this search had been conducted for all constraints at all positions, the hash 
was searched for bins which contain hits for all of the specified constraints, indicating that the 
rotamers composing those hits could bind a ligand with the position and orientation specified by 
that bin. If these rotamers did not clash with one another or with the protein backbone, then the 
set of hits was output as a potential binding site (a “match”). 
In each phase, after these binding sites had been constructed, the geometry of the zinc 
binding site was scored (Der et al., 2012b) such that a score of less than 2.0 is (on average) 
within one standard deviation of the typical distances, angles, and dihedral angles for a zinc 
binding site. Designs were then refined using backbone minimization and design of surrounding 
residues as additional filters were applied in each phase as described below, and a final set of 
designs was selected for testing by visual inspection. 
Phase 1 
In the first design phase, designed sites were required to contain three coordinating 
 15 
residues in a tetrahedral arrangement; these sites included three-histidine (HHH) sites, sites with 
two histidines and one aspartate (HHD), glutamate (HHE), or cysteine (HHC), and sites with one 
histidine and two cysteines (HCC). In each of these cases, instead of a simple zinc ion, a zinc ion 
with a bound histidine was used as the test ligand to ensure that the designed binding site would 
have one open coordination site. The ideal distance between the nitrogen and zinc atoms was set 
to 2.10 Å with a 0.15 Å standard deviation. The ideal angle about the zinc ion was set to 109.5° 
(tetrahedral coordination), and the ideal angle about the coordinating nitrogen was set to 120°. 
The zinc was further constrained to be planar with the histidine ring with a 120° torsion about the 
bond between the zinc ion and the histidine nitrogen; rather than using a second coordinating 
residue to determine this torsion, it was measured with respect to the theoretical location of a 
ligand if the coordination environment were perfectly tetrahedral. Designs with zinc geometry 
scores less than 2.0 (within one standard deviation of a typical zinc coordination) were selected 
for refinement. 
 To refine the resulting models, we performed ten runs of the Rosetta enzyme design 
protocol EnzDes (Richter et al., 2011) per site. EnzDes holds the designed coordinating residues 
fixed while allowing backbone minimization of the remainder of the scaffold and designing and 
repacking residues within specified distances of the zinc binding site. Both the design and 
repacking shells specify two cutoff distances; residues which have alpha carbons closer than the 
first cutoff to the ligand or with alpha carbons closer than the second cutoff with side chains 
oriented toward the ligand are included in that shell. The two design cutoffs were set to 6 Å and 
8 Å, and the two repacking cutoffs were set to 10 Å and 12 Å. Designs containing no clashes 
were then filtered to remove sites containing rare rotamers of coordinating residues based on 
Rosetta’s rotamer energy term (Shapovalov and Dunbrack, 2011) and to remove designs 
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containing buried unsatisfied polar atoms. An atom was considered buried if it was inaccessible 
to a 1.2 Å probe; all such polar atoms were required to have at least one hydrogen bond partner. 
Phase 2 
 The second design phase required that each zinc binding site contain three coordinating 
histidines, in this case using a free zinc ion as the ligand. However, this set of designs further 
required that two of the three coordinating histidines form hydrogen bonds with either the 
carbonyl oxygen or a side chain oxygen from a neighboring residue. These hydrogen bonding 
residues were again placed using the RosettaMatch protocol as secondary matches. Briefly, 
matches were initially identified using the coordinating residues as described above. For each of 
these matches, possible rotamers of secondary match residues were built off at each position; if 
that residue position could form an interaction with the primary match residues that satisfies the 
match constraint, then it was stored. All possible sets of second-shell interactions for a given 
primary match were output as separate candidate binding sites. The ideal hydrogen bond distance 
between the donor and acceptor was set to 2.80 Å, and the angles about the donor atoms were set 
to 109° for sp3 hybridized atoms and 120° for sp2 hybridized atoms.  
Designs were then refined using the following protocol: All residues within 10 Å of the 
binding site (excluding the residues placed during the RosettaMatch protocol) were allowed to 
change rotamers and identities. Since we had already made up to five mutations due to the 
inclusion of second-shell residues in this phase, we wanted to minimize the number of mutations 
made to prevent destabilizing the native folds of the scaffolds. A 10 Å cutoff allowed changes in 
residues which could potentially interact or clash with the new binding site while maintaining the 
native sequence in more distal regions. Five rounds of gradient-based minimization using 
Rosetta’s score12 score function and “dfpmin” minimizer were then performed on the torsion 
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angles of both the backbone and side chains of these residues. In each case, sites were then 
filtered such that the total zinc geometry score was less than 4.0 (indicating binding site 
geometry within two standard deviations of the mean); all liganding atoms were less than 3.1 Å 
from the zinc ion and were within 30° of the proper tetrahedral angles; the total score for the 
protein was less than 0 Rosetta energy units (REU) to avoid structures containing clashes; the 
RMSD of the design to the starting scaffold was less than 2 Å; the RMSD of the match residues 
was less than 1 Å; and the solvent accessible surface area of the zinc ion was at least 1 Å. 
 After refinement, sites were further filtered on the geometry of the hydrogen bonds 
placed by the RosettaMatch protocol. All donor-acceptor distances were required to be less than 
3.7 Å, and the Rosetta scores for each of these hydrogen bonds were calculated and required to 
be less than -1 REU. All match residues were required to be in favorable rotamers (Rosetta 
rotamer scores of less than 6 REU), and the zinc geometry score was required to be less than 2.5. 
Designs were further filtered to prohibit buried unsatisfied polar atoms within the designed 
portion of the protein; to limit the total number of mutations to seven; to have at least two of the 
three coordinating residues on stable secondary structure elements; and to have no more than one 
glutamate or glutamine as a hydrogen bond donor. Designs were chosen from the best-scoring 
50% of structures that passed all of these filters. 
Phase 3 
Rather than requiring all three coordinating residues to be histidines, the third design 
phase allowed one coordinating aspartate or glutamate in the binding site. Distances, angles, and 
dihedrals about the zinc ion remained the same as for a coordinating histidine, and the zinc ion 
was required to be in the plane of the carboxylate group. Constraints were also added for 
possible hydrogen bond donors for these residues; again, ideal hydrogen bond distances were set 
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to 2.80 Å, and hydrogen bond angles remained 109° for sp3 hybridized atoms and 120° for sp2 
hybridized atoms.  
 Designs were then refined and filtered as in phase 2 with the following exceptions: The 
filter on the secondary structure of coordinating residues was replaced with a filter that required 
the B factor of each coordinating residue’s alpha carbon to be less than 30.0, and the filter 
limiting the number of glutamates and glutamines in the binding site was replaced with a filter 
that limited the total number of lysines, arginines, glutamates, and glutamines in the binding site 
to two. The maximum number of mutations allowed was increased to 9. During visual 
inspection, designs from different scaffold types were evaluated independently so that at least 
one design from each representative scaffold type was chosen. 
2.2b Experimental Methods 
Protein expression and purification 
DNA sequences for designed proteins were ordered as gBlocks gene fragments from Integrated 
DNA Technologies (IDT) optimized for expression in E. coli with a C-terminal stop codon. For 
all designs, an N-terminal BamH1 restriction site and a C-terminal Sal1 restriction site were 
added to each design, and the designed proteins were inserted into the pQE-80L vector with an 
N-terminal 6-His tag, an MBP fusion, and a TEV cleavage site. Phase 3 designs were inserted 
into the same vector with no MBP fusion (pQE-80L with an N-terminal 6-His tag and TEV 
cleavage site). Plasmids were transformed into BL21 star cells (phase 1 and 2) or BL21 cells 
(phase 3) for expression. Cells were initially grown at 37°C in 1.5 L LB broth containing 67 
μg/mL ampicillin to an OD of 0.6-0.8. Expression was then induced with 0.33 mM IPTG. Phase 
1 designs were expressed at 30°C for 5 hours, and phase 2 and 3 designs were expressed at 18°C 
for 18 hours.  
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After expression, cultures were centrifuged at 12,000 rpm for 20 minutes to remove the growth 
media. Cell pellets were resuspended in lysis buffer (10% glycerol, 20 mM Tris pH 8.0, 100 mM 
NaCl, 0.5 mM PMSF, 0.5 mM DTT, 1x leupeptin, 1x pepstatin, 1x bestatin) and lysed by 
sonication. Two units each of DNase and RNase A were added to the lysates, and lysates were 
incubated at room temperature for 15 minutes to remove nucleic acids. The lysates were then 
cleared by centrifugation at 15,000 rpm for 30 minutes. Designed proteins were purified from 
cleared lysates by immobilized-metal affinity chromatography (IMAC) with a 5 mL Ni-NTA 
HisTrap HP column (GE Healthcare). Columns were equilibrated with 20 mM Tris pH 8.0, 100 
mM NaCl, 25 mM imidazole (IMAC wash buffer) before and after loading the lysate, and 
proteins were eluted with 20 mM Tris pH 8.0, 100 mM NaCl, 500 mM imidazole (IMAC elution 
buffer).  
After elution, samples were treated with 5 mM EDTA to chelate excess nickel ions and 0.05 
mg/mL TEV protease to remove the polyhistidine tag and/or MBP fusion. Samples were cleaved 
overnight while being dialyzed into 20 mM Tris pH 8.0, 100 mM NaCl with stirring. To remove 
the cleaved MBP and/or polyhistidine tags, the samples were again purified by IMAC as before 
but were collected in the flowthrough and wash steps. Samples were again treated with 5 mM 
EDTA and were concentrated to less than 2 mL for size exclusion chromatography on a 
Superdex-75 column (GE Healthcare, HiLoad 16/60 prep grade); during this process, they were 
exchanged either into 100 mM ammonium acetate pH 7.0 (crystallography buffer) or 100 mM 
ammonium acetate, 100 mM NaCl, pH 7.0 (sample buffer). Fractions containing the purified 
protein were identified both by the fractions’ absorbance at 280 nm and by SDS-PAGE, and pure 
fractions were combined for subsequent experiments. Protein concentrations were determined by 
their absorbance at 280 nm using molar extinction coefficients calculated from their sequences 
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(Gasteiger et al., 2005). 
Production of Point Mutants 
 Point mutations of all coordinating and second shell residues in Hinge2 were produced 
using a three-step PCR method. Both forward and reverse primers were ordered containing each 
point mutation, and the first and second halves of the gene were amplified separately using these 
primers and the appropriate cloning primers. These fragments were combined in a final PCR 
reaction to produce the full-length mutant gene. All proteins were cloned and expressed as 
previously described for phase 3 designs, and gene sequences were verified by sequencing.  
Circular Dichroism 
 All circular dichroism spectra and thermal melts were collected on a JASCO J-815 CD 
spectrometer. Cell temperatures were controlled by a JASCO Peltier device and water bath. CD 
spectra were measured in sample buffer described above. ZE2 spectra were collected with 5 mM 
protein; ZE2 thermal denaturation curves and the spectra and denaturation curves of Hinge2 and 
its point mutants were collected with 15 mM protein. Spectra were measured from 190 nm to 
250 nm, and thermal denaturation was measured by monitoring circular dichroism at 220 nm as 
the temperature was increased from 20°C to 95°C at 3°C/min. Thermal denaturation was 
measured in the presence and absence of 30 mM zinc sulfate.  
Isothermal Titration Calorimetry 
 Zinc binding affinities were measured by isothermal titration calorimetry (ITC) on a 
MicroCal Auto-iTC200 instrument in UNC’s Macromolecular Interactions Facility. All 
experiments were run at 20°C with 20 2-μL injections of zinc into 200 μL protein in sample 
buffer. ZE2 affinity measurements were carried out with a cell concentration of 40 μM ZE2 and 
a syringe concentration of 800 μM ZnSO4; affinity measurements for Hinge2 and its mutants 
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were performed at ~50 μM protein and 1 mM ZnSO4.  
X-Ray Crystallography 
 For crystallization, ZE2 was exchanged into crystallization buffer as described above and 
concentrated to 19 mg/mL. An equimolar concentration of zinc sulfate was added prior to 
crystallization. Protein crystals were initially grown in 0.1 mM succinate pH 6.0 and 22% PEG 
3350 in a 96-well format at 20°C. These crystals were combined 1:1 with mother liquor from the 
same well and were used as seed stock for crystal seeding in a 24-well format under the same 
conditions. Crystals in this format grew within 3-4 days. Cells from this screen were 
cryoprotected in a 1:1 solution of 50% glycerol and mother liquor before being stored in liquid 
nitrogen.  
 Spelter was stored in 10 mM ammonium acetate pH 7.0 prior to crystallization at a 1:1:1 
molar ratio with zinc sulfate and ubiquitin at 15 mg/mL total protein concentration. Protein 
crystals were grown in 0.22 M sodium iodide and 26% PEG 3350 at 4°C. Crystals took over two 
weeks to appear and were stored in liquid nitrogen prior to data collection. 
All diffraction data were collected at the Advanced Photon Source (APS), Argonne 
National Laboratory (ANL), Argonne, IL. Data were initially processed using the program 
HKL2000 (Otwinowski and Minor, 1997). Molecular replacement into the starting scaffold 
protein was performed using Phaser (McCoy et al., 2007). The structure was refined by 
alternating manual refinement using Coot (Emsley et al., 2010) and anisotropic refinement using 
Refmac (Murshudov et al., 2011).  
2.3 Results and Discussion 
        We searched potential ligand binding pockets in 55 monomeric scaffold proteins for 
three-histidine zinc binding sites using the RosettaMatch application (Zanghellini et al., 2006). 
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During the initial search, few three-histidine (HHH) sites were found; therefore, the search was 
expanded to include HHD, HHE, HHC, and HCC sites. After filtering sites based on their zinc 
geometry score (described in Materials and Methods), we identified 500 potential designs (108 
HHH sites, 193 HHD, 102 HHC, and 98 HCC).  
To resolve clashes with side chains of surrounding residues and identify mutations that 
would stabilize our designs, we used the EnzDes Rosetta protocol. This application allows small 
backbone movements to the protein scaffold and repacks and designs side chains within user-
specified distances of the binding site. In this protocol, we designed residues which had alpha 
carbons within 6 Å of the zinc ion or with alpha carbons within 8 Å of zinc with side chains 
oriented toward the zinc ion; likewise, the two repacking shells were set to 10 Å and 12 Å, 
respectively. Although it could potentially design hydrogen bonds to the coordinating histidines, 
we found that it very rarely did so; instead, its main function was to remove clashes with 
neighboring residues. We performed ten runs of this protocol for each of the designed zinc sites, 
and these results were then filtered to remove any models containing buried unsatisfied polar 
atoms. The remaining sites were also filtered to remove designs with rare rotamers for zinc-
coordinating residues. We then used visual inspection of the remaining designs to select three 
(ZE1, ZE2, and ZE3) with zinc binding sites in deep but accessible pockets. For these designs, 
we also reverted any mutations which were not close to the zinc coordination sphere. 
All of our three selected designs were in α/β scaffolds; two of these (ZE2 and ZE3) contained 
zinc binding sites in the beta barrel of TIM barrel scaffolds (Table 2.1), while ZE1’s zinc binding 
site sits within a somewhat shallower cleft. ZE1 and ZE2 both contained three-histidine zinc 
binding sites, whereas the ZE3 binding site consisted of two histidines and one cysteine.  
All three of the tested designs were solubly expressed in E. coli as described in Materials and 
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Methods. When the three designs were purified by size exclusion, ZE1 and ZE2 eluted at the 
predicted monomeric sizes; however, ZE3 formed soluble aggregates which eluted in the void 
volume and was thus excluded from further analysis. ZE1 and ZE2 were initially tested for zinc 
binding by determining their change in thermal stability as determined by circular dichroism in 
the presence and absence of saturating zinc.  ZE1 was found to denature at a lower temperature 
in the presence of zinc, indicating that partial unfolding may be required for binding; therefore, it 
was excluded from additional studies. ZE2 showed a 2.4°C increase in its transition temperature 
in the presence of zinc, indicating that it successfully binds zinc in the folded state (Figure 2.2e). 
Given this result, we next determined the affinity of ZE2 for zinc using isothermal titration 
calorimetry (Figure 2.2f). Our data indicate that ZE2 binds zinc in an exothermic reaction with 
an affinity of 1.4 μM. However, we also observed a second nonspecific binding event (KD ≈ 90 
μM) in this experiment. Since only one zinc ion was identified in the crystal structure of ZE2 
(described below), it is unclear where this second binding event occurs; ZE2 contains several 
patches of acidic residues which could transiently bind zinc ions. However, due to the low 
affinity of this interaction, it it is unlikely to affect the results of our other assays. 
The crystal structure of ZE2 was solved to 1.4 Å resolution using molecular replacement into 
the native PDB scaffold (PDB ID 1a53).  We found that all of the designed zinc binding residues 
do participate in the binding site (Figure 2.2A-B); however, two of the coordinating histidines 
are in different rotamers than were predicted in the design model, allowing them to form 
stabilizing hydrogen bonds to two second shell residues (Figure 2.2B). H210 has changed 
rotamers so that its protonated ε nitrogen hydrogen bonds with the side chain of E50, and the δ 
nitrogen H179 hydrogen bonds with the side chain oxygen of N160. Both of these residues are 
also in a different tautomeric state than we predicted; H210 and H179 bind zinc with their δ and 
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ε nitrogen, respectively, instead of the ε and δ nitrogens as predicted. This adjustment has 
repositioned the binding site such that the zinc ion is 3 Å from its predicted location. To 
accommodate this motion, the flexible loop containing the third coordinating histidine (H183) 
has shifted to complete the new binding site, placing its alpha carbon 9 Å from its predicted 
location.  
In our model, all of ZE2’s designed histidines were predicted to be solvent-exposed with no 
hydrogen bonds to other protein residues; however, in native proteins, such a configuration is 
very rare (Dudev et al., 2003). We reasoned that explicit design of hydrogen bond partners for 
these residues would stabilize the binding site and increase the likelihood that our predicted 
structures would be accurate. Given this result, we decided to incorporate these second shell 
residues into our next round of designs. 
Our second design phase followed a similar procedure to the first; however, we added 
secondary match constraints to build hydrogen bond acceptors for two of the three coordinating 
histidines, and the design models were further filtered on the geometry and energy of the 
resulting hydrogen bonds. This procedure generated 144,722 potential binding sites in 54 
scaffolds, of which 7302 in 52 scaffolds passed our initial filters for zinc coordination and 
hydrogen bond geometry. The increased number of initial hits reflects the increase in our sample 
space; the same set of primary residues often has multiple potential sets of second-shell residues. 
It quickly became apparent that this set of constraints strongly favored scaffolds that were mostly 
β sheets; these designs were common in our initial output and became further enriched as we 
further filtered the designs as described in Materials and Methods. Briefly, these filters, included 
restrictions on the predicted change in protein stability; the number of mutations made; the 
rotamers and identities of second-shell residues; buried unsatisfied polar groups; the geometries 
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of both the zinc coordination and the designed hydrogen bonds; and the secondary structure of 
first and second shell residues. The filters for rotamer energies and stable secondary structure 
were especially restrictive in this respect; while most filters eliminated less than 15% of our 
prospective binding pockets, these removed 23% and 42% of pockets, respectively. They also 
removed a large proportion of potential designs, particularly within helical scaffolds (51% and 
59%, respectively); the only filter that eliminated a larger proportion of designs was our initial 
filter for buried unsatisfied polar groups, which eliminated 64% of potential models. Only one 
design with any appreciable alpha helical character was selected for testing (Table 2.1).   
Despite being common in nature (Dudev et al., 2003), we saw very few designed zinc 
binding sites with second shell hydrogen bonds to backbone carbonyl oxygens. This result may 
be due to the fact that RosettaMatch is intended for side chain design and does not allow 
backbone flexibility; since the backbone torsion angles of these residues, even in flexible loop 
regions, are not allowed to change, we are far less likely to find matches that include these 
atoms. The majority of second shell residues in our initial matches were aspartate, asparagine, 
glutamate, and glutamine; however, due to our restrictions on both the number of second shell 
glutamates/glutamines and buried unsatisfied polar groups in the second shell (since these groups 
introduce an extra polar atom requiring a hydrogen bond partner), serine and threonine hydrogen 
bond partners were slightly enriched during the filtering process. We also favored hydrogen 
bonds to serine and threonine during our manual screen of designs. Figure 2.3B shows examples 
of designed zinc binding sites chosen for experimental testing. 
Six of the seven Phase 2 designs tested were solubly expressed as fusions to maltose binding 
protein (MBP). However, all of these six designs either formed soluble aggregates as fusion 
proteins or aggregated immediately upon MBP cleavage (Table 2.1). When expressed with no 
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MBP fusion, only designs 255 and 339 were detected in the soluble fraction of bacterial lysates, 
and they continued to form soluble aggregates; these problems persisted with low expression 
temperatures and exogenous zinc.  
We reasoned that the mutations we made in these designs, many of which were on β strands, 
may have disrupted β sheet assembly and prevented them from folding properly. Although most 
of these designs did score slightly worse in the absence of zinc than their starting scaffolds, two 
of the proteins that formed soluble aggregates (548 and 289) were predicted to be stabilized. 
However, 48% of the mutations made in these designs converted a hydrophobic or aromatic 
residue to a polar or charged residue (Table 2.1). We reasoned that if we lifted our requirement 
on binding site secondary structure, we could potentially avoid making these destabilizing 
mutations to the protein core, and we may also increase our scaffold diversity to include more 
proteins with helical secondary structure. We also reasoned that increasing the diversity of our 
potential binding sites by allowing alternative coordinating residues would give us a larger set of 
designs to select from that passed our selection criteria and allow us to be more stringent in our 
filter for protein stability. Therefore, in our next design round, we allowed acidic coordinating 
residues and lifted our requirement that the majority of ligand residues be placed on stable 
secondary structure elements. 
While our efforts to increase diversity in our designs did give us a varied pool of starting 
structures, their scaffold diversity quickly deteriorated during filtering. The initial RosettaMatch 
run generated 2,868,308 potential binding sites in 54 scaffolds. After applying initial filters for 
zinc site geometry and eliminating models containing clashes, we produced 95318 starting 
designs in 47 scaffold proteins across all scaffold types. After applying all filters, however, 12 of 
these scaffolds were eliminated, 11 of which were mixed α/β scaffolds. Of the 549 remaining 
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designs, 448 of them were in mostly-beta scaffolds (lipocailin, jelly roll, or beta propeller folds). 
To ensure that designs with helical character were still represented in our test set, we chose 1-3 
designs from each scaffold type excluding beta propellers, which were considerably larger than 
our other scaffolds. The selected designs are summarized in Table 2.1, and examples of binding 
sites from selected designs are shown in Figure 2.3C. 
Of the twelve selected designs expressed with N-terminal polyhistidine tags, six failed to 
express, and three formed soluble aggregates similar to those seen in Phase 2 (Table 2.1). 
Notably, all of the proteins in β sheet scaffolds (lipocailin or jelly roll) either failed to express or 
formed soluble aggregates. The three remaining designs, which did express successfully, were all 
in α/β scaffolds with binding sites primarily located on loops rather than on stable secondary 
structure elements. Using ITC, we determined that these three designs all bind zinc with the 1:1 
stoichiometry that we predicted; however, all of their affinities were substantially lower than 
those typically found in naturally-occurring zinc binding proteins (Table 2.1). TIM1 was found 
to have a very low zinc affinity (>30 μM) and expressed at very low levels, whereas the two 
designs in periplasmic binding protein scaffolds (Hinge1 and Hinge2) bound somewhat more 
tightly (KD = 6.5 μM and 1.1 μM, respectively).  Hinge2 was also found to be stabilized in the 
presence of zinc (Figure 2.4B), whereas both TIM1 and Hinge1 showed no change in stability. 
Since it had the highest zinc affinity of the three, we focused on Hinge2 for further 
characterization.  
We next determined the zinc affinities of alanine point mutations of the three coordinating 
and two second-shell residues of Hinge2 by isothermal titration calorimetry (ITC) (Figure 2.4B-
D). Mutation of H256 leads to a complete elimination of zinc affinity as evidenced by both a lack 
of binding on ITC and a lack of thermal stabilization in the presence of zinc. Mutation of H110 
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leads to a substantial (~10-fold) decrease in zinc affinity; however, the other three mutations lead 
to little change in affinity (~1.6 to 3-fold decrease) (Figure 2.4B). Overall, the data suggest that 
H256 and H110 participate in zinc binding; however, the remaining three point mutants (E261A, 
D16A, and E154A) show little change in zinc affinity. Therefore, we cannot conclusively say 
that the site is formed as predicted.  
The flexibility of the protein backbone at the zinc binding site may have contributed to 
differences in its metal coordination. Natural zinc binding sites favor ligand residues that are 
stabilized on secondary structure elements, especially beta strands (Vallee and Auld, 1990; 
Mccall et al., 2000). Unfortunately, in our experience, protein scaffolds are less able to tolerate 
mutations in these positions, making many of the most promising metalloprotein designs difficult 
to express and purify.  
In this case, the scaffold chosen for our designs is also known to undergo conformational 
changes upon ligand binding; binding of the natural ligand stabilizes proteins of this family in 
the closed conformation, which we used in our design models (Dwyer et al., 2003; Narunsky et 
al., 2015). Although our zinc binding site is near the original ligand binding site, we did not 
explicitly model the open conformation of our scaffold; therefore, the binding site likely takes on 
multiple conformations, and some of these alternate conformations may also be able to 
coordinate zinc in unexpected ways. 
Unfortunately, possibly due to the issues discussed above, we have not yet been able to 
obtain a crystal structure of Hinge2 to confirm the geometry of its binding site. Our experiences 
with other designs have demonstrated that biophysical characterization will not necessarily 
reveal the geometry of a zinc binding site. In a 2013 study, Der et al. describe Spelter, a designed 
protein which was intended to form a zinc binding site at an interface with ubiquitin (Der et al., 
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2013). However, when we attempted to co-crystallize Spelter and ubiquitin, the resulting crystal 
structure did not contain ubiquitin. Instead, molecular replacement with two copies of Spelter’s 
starting scaffold (PDB ID 2D4X) yielded a crystal structure with 1.7 Å resolution. As the 
designed zinc binding site occurs at the interface between Spelter and ubiquitin, this was a strong 
indication that the metal binding site was most likely not forming as we originally predicted. 
Indeed, despite extensive validation, including testing zinc binding to a variant reverting all 
mutations except the residues in the designed binding site to wild type, the crystal structure of 
Spelter does not show zinc binding at the designed site; the histidine (H192) and one of the 
cysteines (C137) predicted to participate in zinc binding have changed rotamers , and the loop 
containing the two cysteines (C135 and C137) has changed conformation resulting in a 2 Å 
movement in the alpha carbon of C135. Instead, a zinc ion is bound at a nearby site composed of 
two wild-type residues (H125 and E200) and one mutation (V122E) that was made for stability 
(Figure 2.5). As in the case of ZE2, this difference may be partially explained by the lack of 
designed second-shell interactions in the zinc binding site. Cysteines in natural structural zinc 
binding sites typically interact with main-chain amide groups (Supplementary Figure 2.S2B); 
these interactions are not present in Spelter’s designed zinc binding site (Supplementary Figure 
2.S2A). In the crystal structure of Spelter, these cysteines have changed rotamers so that their 
side chains interact with neighboring backbone amide groups. H192 has likewise changed 
rotamers to form pi-stacking interactions with a nearby tryptophan. 
 2.4 Conclusion 
Although several studies, including this one, have succeeded in designing sites that bind the 
desired metal, our results indicate that further advancements in computational metal binding site 
design methods will be necessary to design these sites with the precision necessary to achieve 
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native-like affinity, specificity, and function.  
To solve this problem, it will be necessary to more carefully consider other factors in metal 
coordination that were not accounted for in this or previous studies. For instance, we did not 
directly take into account the electrostatic environment of the designed zinc binding sites, which 
can affect both their affinities and their functions. For instance, sites containing negatively 
charged residues stabilize the positive charge on zinc ions; while this increases their affinity for 
zinc, it simultaneously decreases the ion’s catalytic activity by reducing its ability to activate 
water molecules (Dudev and Lim, 2008). Furthermore, we did not explicitly design a stabilizing 
hydrogen bond partner for such a water molecule; naturally occurring zinc enzymes such as 
carbonic anhydrase II typically have such an interaction (Christianson and Fierke, 1996). 
Although we did test to ensure that our designs did not contain buried unsatisfied polar atoms, 
we did not explicitly design additional interactions; the presence of a larger hydrogen bond 
network may improve the success of this approach. 
Although we did perform backbone minimization during the refinement of our designs, 
backbone flexibility was not allowed during the initial search for binding sites and was limited 
throughout the protocol. Therefore, our search space was somewhat limited; in particular, it was 
difficult for us to find potential second-shell hydrogen bonds to backbone atoms, and we could 
not detect potential conformational changes caused by our mutations (such as those seen in the 
crystal structure of ZE2). Future techniques that take into account these effects on both the 
immediate environment of the site and the scaffold as a whole will be necessary to consistently 
achieve accurate design of these sites. 
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2.6 Figures and Tables 
 
 
Figure 2.1:Schematic of design strategies for first, second, and third rounds of design. 
In the first set of designs (Phase 1), tetrahedral zinc binding sites were designed with three coordinating 
histidines and one open coordination site with at least two of the ligands on stable secondary structure 
elements. In Phase 2, we designed two second shell hydrogen bonding residues in addition to the three 
coordinating histidines. To increase the diversity of designed sites, Phase 3 allowed one of the 
coordinating residues to be an aspartate and glutamate and removed the secondary structure requirement 






Figure 2.2:Zinc binding site conformation and experimental data for ZE2. 
a) Predicted structure of ZE2 zinc binding site. b) Crystal structure of ZE2 zinc binding site. c) Crystal 
structure of ZE2 overlayed with the design model. Although the predicted residues do form the zinc 
binding site, the histidines (along with the zinc ion) have shifted their positions to form stabilizing 
hydrogen bonds with surrounding residues. H210 (orange sticks) has changed rotamers to form a 





bond with N160 and is coordinating the zinc ion with the epsilon nitrogen instead of the delta nitrogen; 
and the loop containing H183 (purple sticks) has moved over 9 angstroms to accommodate the new 
position of the binding site. d) ZE2 is well folded in the absence of zinc. e) ZE2 shows increased thermal 
stability in the presence of saturating zinc, which increases the thermal transition temperature from 
90.2°C to 92.4°C. f) ZE2 binds zinc in the designed site with 1.4 μM affinity as measured by isothermal 
titration calorimetry (ITC). A second nonspecific binding event (KD = 92 μM) is also observed by ITC, 



























Figure 2.3: Sample models of designed zinc binding sites showing coordinating residues and hydrogen 
bonding residues. 
a) Phase 1 sites include three histidines with no designed second shell residues. b) Phase 2 sites add two 
second-shell hydrogen bonding residues. c) Phase 3 sites introduce liganding Asp/Glu and relaxed 





































Figure 2.4: Model and experimental data for Hinge2 and its point mutants. 
a) Design model for Hinge2. The predicted binding site is composed of two histidines and one aspartate. 
Stabilizing hydrogen bonds were designed for two of the residues. b) Comparison of zinc binding 
measurements for Hinge2 and point mutants of its three zinc-coordinating residues (H256A, H110A, 
E261A) and two hydrogen bond partners for those residues (D16A, E154A). All mutants show decreased 
affinity for zinc. The H256A mutation abolishes zinc binding. N/A, not applicable. c-d) Sample ITC data 

























Figure 2.5: Crystal structure of Spelter (Der et al. 2013) compared with design model. 
a) The modeled zinc binding site includes two cysteines and a histidine from Spelter in addition to a 
residue from ubiquitin. b) Overlay of design model (green/orange) and crystal structure (blue). The 
designed zinc binding site does not form. c) An additional unmodeled zinc binding site was formed due to 





Table 2.1: Summary of zinc binding site designs and experimental results 








































































































































































































































































































































































































Table 2.S1: PDB IDs of scaffolds used for zinc binding protein design. 
1A53 1GCA 1LBL 1Q7F 1YNA 
1ABE 1GYE 1LBM 1QO2 2BTM 
1B9B 1H1A 1LIC 1RX8 2DRI 
1BTM 1HSL 1M4W 1S1D 2FP9 
1CBS 1I4N 1NEY 1SJW 2FPB 
1DC9 1ICM 1OEX 1SUU 2FPC 
1DL3 1ICN 1OHO 1THF 2H13 
1DQX 1IFC 1OV7 1TML 2IFB 
1E1A 1IGS 1OVK 1TSN 2IZJ 
1EIX 1JCL 1P6O 1V04 4FUA 




Table 2.S2: Details of crystallization and crystal structure parameters. 
Structure ZE2 (PDB ID XXXX) Spelter (PDB ID XXXX) 
Crystallization conditions 0.10 M succinate 
22% PEG 3350 
20°C 
0.22 M NaI 
26% PEG 3350 
4°C 
Space group P 1 21 1 P1 
Molecules in asymmetric unit 2 2 
Unit cell parameters a=41.72 Å; b=79.03 Å; c=74.08 Å 
α=90.00°; β=95.70°; γ=90.00° 
a=41.71 Å; b=41.50 Å; c=61.51 Å 
α=87.27°; β=83.09°; γ=79.46° 
% solvent 44.23 47.25 
Number of unique reflections  91000 35638  
Number of reflections used in 
refinement 
86360 33820 (940) 




Resolutions range (Å) 28.62-1.39 40.78 – 1.69 (1.73 – 1.69) 
Rcryst (%) 18.1 (27.2) 16.4 (19.9) 
Rfree (%) 22.1 (30.4) 25.0 (37.4) 
Number of atoms 4045 3310 
Average B factors (Å2) 18.755 25.530 
Bond length RMSD (Å) 0.025 0.023 
Bond angle RMSD (°) 2.015 2.109 
Coordinate error from Rfree 0.069 0.145 
Coordinate error from 
maximum likelihood 
0.037 0.116 
Bad rotamers (%) 2.31 4.18 
Ramachandran outliers (%) 0 0.97 
Ramachandran favorables (%) 98.12 98.05 
 43 
 
Supplementary Figure 2.S1: Sample design models from the third round of design showing overall 
scaffold structures and zinc site placement.  The scaffold types, as referenced in Table 2.1, are a) α/β 










Supplementary Figure 2.S2: Comparison of designed Spelter zinc binding site (a) with a naturally 
occurring structural zinc site from the zinc finger protein ZFP57 (PDB ID 4GZN) (b). Note that cysteines 






















CHAPTER 3: PROTOCOLS FOR REQUIREMENT-DRIVEN DESIGN IN THE ROSETTA 
MODELLING PROGRAM2 
3.1 Introduction  
Most studies in de novo protein design have begun with the researcher specifying a 
protein fold they would like to create and then using molecular modeling to identify amino acid 
sequences that will adopt that fold (Kuhlman et al., 2003; Der et al., 2012; Joh et al., 2014). 
While such de novo designs provide valuable information about the minimal determinants of 
protein folding and stability, the long term goal for the field is to create de novo proteins that 
also perform useful functions.  When designing for protein function it is often no longer critical 
that the protein adopt a specific type of fold, but rather but rather it must contain specific binding 
sites that allow it to perform its function, whether it be catalysis, transport, scaffolding, etc. We 
refer to this type of protein design as requirement-driven design, where the goal is not to create a 
specific protein topology, but rather create a well-folded protein (from many possible alternative 
topologies) that satisfies a set of user-specified requirements.  These requirements can be quite 
general, for instance create a protein with a groove of a certain size, or they can be more detailed 
and require the precise placement of a set of amino acids to create a ligand binding site. Here, we 
describe a set of protocols we have written in the molecular modeling program Rosetta (Leaver-
Fay et al., 2011) for performing requirement-driven protein design. 
A key component of our approach is a method, called SEWING, we developed for 
                                            
2 This chapter was previously published in the Journal of Chemical Information and Modeling as Guffy, S., Teets, 
F., Langlois, M. and Kuhlman, B. (2018) J. Chem. Inf. Model. It has been reproduced here with permission from the 
publisher and can be accessed online at https://pubs.acs.org/doi/10.1021/acs.jcim.8b00060.  
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rapidly generating a large set of protein models that have varying sizes and three-dimensional 
structures, and are inherently designable because they have been assembled from pieces of 
naturally occurring proteins. In a previous study we showed that SEWING can be used to create 
novel helical bundles with structures that closely match the design models (Jacobs et al., 2016). 
SEWING begins by extracting supersecondary structure elements (e.g. helix-loop-helix motifs), 
called substructures, from native proteins. These substructures are then candidates for 
combination when the C-terminal secondary structural element of one substructure structurally 
aligns with the N-terminal secondary structural element of another substructure, and the 
substructures can be combined without clashes (Figure 3.1).  Note that SEWING is currently 
only compatible with helical substructures. Beta strands may be present in the segments, starting 
structure, or partner protein(s), but SEWING cannot hybridize beta strands. Complete backbones 
are assembled using a Monte Carlo method of adding and deleting substructures using a user-
specified score function.  In a final step, rotamer-based sequence optimization protocols in 
Rosetta are used to identify low energy amino acid sequences for the SEWING generated 
backbone.  
To use SEWING for requirement-driven design, filters and/or score terms are included 
during the assembly process to favor the generation of structures that satisfy the requirements.  
For instance, to build structures with a metal binding site a score term is added that favors 
structures with residues placed in the correct position to coordinate with the metal. Additionally, 
the user can specify a starting substructure for SEWING that includes some of the structural 
features needed to satisfy a requirement.  For example, the starting structure may include one or 
two critical contacts with a ligand, and then SEWING can be used to complete the ligand binding 
site.   
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In this paper we outline how to use SEWING to perform requirement-driven design 
(Figure 3.2).  The primary interface to SEWING is RosettaScripts, an XML-based scripting 
interface for Rosetta (Fleishman et al., 2011).  A typical RosettaScript for SEWING contains 
sections to specify the database of substructures that will be used, the score functions and filters 
that will be used to bias the assembly process, a starting structure if desired, and parameters that 
control the Monte Carlo assembly. After generating a set of backbone models, a separate 
RosettaScript is used to perform the final sequence optimization.  To make this process more 
concrete, we also present two specific applications of SEWING: the design of new contacts at a 
protein-protein interface and the design of ligand binding sites.     
3.2 Walkthrough and General Guidelines 
To run SEWING, users must have a compiled copy of Rosetta (Leaver-Fay et al., 2011). 
Directions for obtaining a Rosetta license (free for academic users), downloading Rosetta source 
code, and compiling the code are available on the RosettaCommons web site 
(https://www.rosettacommons.org/software/license-and-download). Rosetta applications, 
including SEWING, are run through a command-line interface using command-line options and 
associated input files.  A single compute node can be sufficient to generate new backbones with 
SEWING, but the full design pipeline with rotamer-based sequence optimization generally 
requires access to a cluster with multiple processors.   
SEWING is accessed through the RosettaScripts application which allows users to 
specify their protocol as an XML document and provides support for distributed computing 
(Fleishman et al., 2011). Example RosettaScripts for several SEWING applications can be found 
in the Supplementary Materials. Briefly, each script will include a SEWING mover object 
(described below) in the MOVERS section. Options are defined within the mover tag, and the 
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AssemblyScorers and AssemblyRequirements subelements allow score functions and 
requirements to be defined as separate subtags. Similarly, Ligand elements can be defined within 
the Ligands subelement and contain subtags listing their contacts and, when using 
LigandBindingAssemblyMover, their ideal coordination environment. Certain options also allow 
users to specify behaviors for particular residues using Rosetta ResidueSelector objects. For 
more general information on RosettaScripts, users should consult the Rosetta documentation. 
3.2a Available Protocols 
SEWING is available through three Rosetta Mover objects (Leaver-Fay et al., 2011) each 
with its own applications and available parameters. Here, we describe the basic AssemblyMover; 
AppendAssemblyMover and LigandBindingAssemblyMover will be described in the 
Applications section below. 
The base protocol for SEWING is accessible through the AssemblyMover. This mover is 
used to generate backbones that fulfill a set of user-defined requirements without incorporating 
any particular starting structure. Given an input segment file (specified using the 
model_file_name option), this mover selects a random substructure as a starting point for each 
new backbone. It then performs a Monte Carlo simulation in which substructures are added, 
deleted, or “switched” (replaced) at the termini of the structure for a user-defined number of 
steps (defined by the min_cycles option). If the requirements have not been satisfied at this point, 
the simulation will continue until the structure satisfies the requirements or until the user-defined 
maximum number of cycles (max_cycles) has been reached. To see all of the structures along the 
path of a SEWING trajectory for illustrative purposes use the output_pose_per_move option.  
AssemblyMover performs temperature ramping cooling from the beginning of the simulation 
until min_cycles is reached (specified by the start_temperature and end_temperature options). At 
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the end of the simulation, the lowest scoring assembly is recovered. The window_width option is 
used to indicate the minimum number of overlapping residues which should be present when 
combining two substructures.  
3.2b Recommended Options 
A list of options available for SEWING movers and their defaults can be found in Table 
3.S1. The default values for SEWING options are appropriate for typical applications, but 
modifications may benefit users in certain cases. By default, SEWING trajectories run for a 
minimum of 10,000 cycles and a maximum of 20,000 cycles. This value is appropriate for users 
generating ~10,000 to 100,000 structures; however, in some cases better performance can be 
achieved by generating more structures (>1,000,000) using fewer cycles. When using the 
recommended number of cycles and temperature schedule, SEWING performs best with 
relatively low add and delete probabilities (each 0.1 or less). The default values (add_probability 
= 0.05, delete_probability = 0.005) work well in most cases; however, greater add probabilities 
may be necessary for large assemblies or small numbers of cycles, and larger delete probabilities 
may help increase sampling of interior segments. By default, SEWING uses a window width of 
four residues (approximately one helical turn), which is sufficient for canonical helices. Note that 
SEWING is not currently recommended for use with beta strands as chimerizable segments. 
3.2c Command Line Options 
Command-line flags for the RosettaScripts application can be provided as a flags file 
(Supplementary Figure 3.S1). The -in:file:s or -in:file:l flag indicates the starting structure to be 
used in AppendAssemblyMover or LigandBindingAssemblyMover; AssemblyMover does not 
use the input structure, but one must still be specified. Users must also specify the path to their 
RosettaScripts XML file using the -parser:protocol flag. Motif scoring (-mh) flags should be 
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specified as described in Supplementary Figure 3.S1. A list of options for other SEWING-related 
applications, such as the segment_file_generator application, can be found in Table 3.S2. 
3.2d Refinement, Design, and Filtering 
Since SEWING produces backbones but does not perform side chain design, users will 
also need to perform additional analysis and design; however, we recommend that this analysis 
be performed in a separate RosettaScript so that SEWING score terms will be output 
appropriately in the Rosetta score file. Since backbone generation is rapid compared to structure 
refinement and side chain design, we recommend that users only refine a fraction of generated 
backbones. For a typical production run we recommend that users generate at least 10,000 
assemblies and select the top 10% by total SEWING score for further refinement; for a protein 
between 100-150 residues it will take on the order of one hundred CPU-hours to generate 10,000 
Assemblies, approximately 500 to 1000 CPU-hours to perform refinement on 1000 Assemblies 
(Table 3.S3). 
An example of a typical refinement and filtering script for SEWING designs is shown in 
Supplementary Figure 3.S2. Although SEWING ignores side chains, it does preserve their 
coordinates; therefore, since they are packed differently in SEWING assemblies than in their 
original context, these structures will initially have numerous side chain clashes. First, an initial 
fixed-backbone design step is performed to remove clashes within the structure. Cartesian 
minimization is then used to repair any bond length and angle changes introduced during 
SEWING. Finally, Rosetta FastRelax performs additional rounds of iterative side chain design 
and backbone minimization (Tyka et al., 2011; Nivón et al., 2013). Loop residues are constrained 
to their native identities throughout the design process to encourage proper folding of the 
structure, and any functional residues (i.e. “required residues” from the initial SEWING run) are 
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held fixed. We recommend including a filter for fragment quality (FragmentLookupFilter), 
which verifies that each four-residue window adopts a structure compatible with its sequence 
(Dang et al., 2017). 
3.3 Input Files for SEWING 
3.3a Segment Files 
Before running SEWING, users must generate a “segment file”, which contains 
coordinates, sequences, and connectivity information for a set of substructures from native 
proteins. A pre-generated helical segment file can be found in the Rosetta database in 
main/database/additional_protocol_data/sewing. This segment database was generated using a 
set of high-resolution structures selected using the PISCES protein sequence culling server with 
at least 2.2 Ångstrom resolution and no more than 30% sequence identity (Wang and Dunbrack, 
2003). 
  To generate custom segment files, use the segment_file_generator Rosetta application 
along with a set of input structures. Since beta sheet specific requirements have not yet been 
developed, we recommend that users do not include beta strands in segment files at this time.  
3.3b Motif score databases 
SEWING also requires files that provide information necessary for scoring using the 
Motif Score, a sequence-independent metric of designability of neighboring secondary structural 
elements (Fallas et al., 2016). These files are specified using command-line options 
(Supplementary Figure 3.S1) and can be found in the Rosetta database in 
main/database/additional_protocol_data/sewing.  
3.3c Edge Files 
By default, SEWING computes alignments between helices on-the-fly, which improves 
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performance for most helical assemblies. SEWING may also be run with alignments 
precomputed to reduce redundancy, providing more thorough checks of secondary structure 
alignment at the expense of speed and memory usage. If this option is enabled, then SEWING 
will also require an “edge file” (described in the Supplementary Materials) defining which 
helices can be chimerized. While this feature is generally unnecessary for generating helical 
proteins, it will likely be necessary for future applications involving more irregular secondary 
structure elements.  
3.4 Scoring 
SEWING does not model amino acid side chains during assembly; all scorers and binary 
requirements are evaluated based on backbone coordinates, and side chain coordinates are 
restored at the end of each simulation. Therefore, it must rely on a low-resolution score function 
that evaluates potential packing based solely on these backbone coordinates. For this we 
primarily use MotifScore, which based on the relative position of two residues, approximates the 
best possible attractive energy that could be achieved between the residues by mutating the 
residues to alanine, valine, isoleucine, or leucine (Fallas et al., 2016). Specialized score terms are 
also included for interface design and/or ligand binding protein design. A list of all available 
scorers can be found in Table 3.S4. For each protocol, users may specify any combination of 
scorers, and design trajectories will be based on the weighted sum of those scores. If no scorers 
are specified, SEWING will use the MotifScorer and InterModelMotifScorer with the 
recommended weights. This default score function is appropriate for simple backbone design 
when no binding partners or ligands are present. Note that specifying any scorers will override 
the default score function, so the MotifScorer and InterModelMotifScorer will not be included 
unless they are also specified. 
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3.5 Requirements 
One of the key features of SEWING is the user’s ability to place boolean restrictions on 
designed structures without specifying a particular fold, to be checked after every change to the 
Assembly and trigger a reversion to the previous state if failed. We refer to these restrictions as 
requirements. Requirements can range from simple (e.g. the ClashRequirement, which prevents 
clashes in the designed protein) to more complex requirements targeting specific regions of the 
structure. A full list of available requirements is found in Table 3.S5. If no requirements are 
specified, then the ClashRequirement will be applied by default; we recommend this requirement 
for all design cases. Note that specifying any additional requirements will override the default, 
and the ClashRequirement will not be included unless it is also specified by the user. Note also 
that these requirements are not to be confused with the "requirements" in the more general sense 
referenced previously, which refer to all of the information provided to the SEWING protocol 
and used to guide backbone generation. Requirements are intended to work in concert with 
Scorers and the various options available to the SEWING movers to define the desired features 
of the finished Assembly. 
3.6 Applications 
3.6a Expanding Protein Interfaces 
AppendAssemblyMover, also known as SEWING Append, uses the same method as 
AssemblyMover to generate a structure from native elements; however, instead of beginning 
with a random substructure, it incorporates a user-specified starting structure into all designed 
backbones as shown in Figure 3.3. Therefore, users can incorporate functional motifs, such as 
protein-binding peptides or ligand binding sites, into their designed backbones provided that the 
motifs are local in sequence. Since the only requirement for this starting structure is that 
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SEWING can append to at least one of its termini using the provided segment file, this protocol 
can produce final structures containing elements that SEWING would normally not be able to 
generate and optimize those elements’ packing using the SEWING score function. For instance, 
although users may not yet use SEWING to chimerize across beta sheets, they can use 
AppendAssemblyMover to add structure to an existing beta sheet, provided that the starting 
structure has at least one terminal helix available for chimerization.  
The required_resnums or required_selector options in AppendAssemblyMover can be 
used to guarantee that a set of residues will be preserved during assembly. To enforce this 
guarantee, SEWING must not include these residues in the overlapping regions of segments 
being combined; therefore, if a required residue is within window_width residues of the terminus 
of the user’s starting structure, then SEWING will be unable to append to that terminus. Users in 
this scenario may need to append additional helical structure to the appropriate terminus before 
running SEWING Append. 
The starting structure will by default be converted into a series of segments according to 
its secondary structure determined by the Dynamic Secondary Structure Prediction (DSSP) 
algorithm (Kabsch and Sander, 1983). As in segment file generation, SEWING will ignore 
single-residue loops by default. This can be disabled by setting the strict_dssp_changes option 
(in this case, an XML option) to false. Users may also override the automatically detected 
segments by providing a series of segment start points, end points, and DSSP codes 
(Supplementary Figure 3.S3). The segment start and end points are provided as comma-separated 
lists to the pose_segment_starts and pose_segment_ends options, respectively, and the segments’ 
secondary structure types can optionally be provided to the pose_segment_dssp option as a string 
with each character corresponding to one segment.  
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The modifiable_terminus option can be used to specify which termini can be extended 
during SEWING. Note that the secondary structure of this terminus should match that of the 
segment file being used. Extend mode is available for cases in which users simply want to extend 
a secondary structure element. 
Adding other proteins to the simulation 
One potential application for SEWING Append is to extend protein interfaces to improve 
binding affinity or specificity (Supplementary Figure 3.S3). In this scenario the aligned binding 
partner(s) is included as a separate input file using the partner_pdb option. Binding partners are 
considered by certain scorers and requirements but are not modified or moved relative to the 
starting structure. This can be used to ensure that no part of the Assembly will clash with the 
partner, but it can also be used in concert with the PartnerMotifScorer to bias the assembly 
towards placing segments in proximity to the partner, thereby allowing residue-level design to 
create new interface contacts. In cases where contacts to a particular region of the partner protein 
are desirable, the SubsetPartnerMotifScorer biases the assembly toward placing structure in 
proximity to a specified region of the protein. Furthermore, the termini of the designed protein 
may be positioned through the use of the TerminusMotifScorer, which biases the placement of 
terminal residues within a user-defined volume as measured by proximity to specific residues on 
the partner protein. This can be used to produce designs that are more likely to accommodate 
FRET pairs or other useful motifs without clashing with either the design or the partner.  
Guidelines for use 
AppendAssemblyMover will by its nature restrict the sample space available to the 
algorithm, since every run starts with the same substructure and potentially the same excluded 
volume. The addition of a partner PDB, and therefore of further constraints on the volume 
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available for the design to fill, further restricts the SEWING algorithm. Users should therefore 
run many short SEWING runs in preference to fewer runs with more cycles, as longer runs may 
produce duplicate structures. Users should adjust the TerminusMotifScorer weights such that the 
range of expected score values results in a TerminusMotifScorer value similar to that of the 
MotifScorer terms, which can be expected to return values from –2 to 0 multiplied by the weight; 
while other scorers are constrained by the nature of the MotifScore to comparable ranges of 
possible values, TerminusMotifScorers are geometric in nature and can therefore return values 
large enough to dominate the score and return otherwise undesirable designs that  perfectly 
satisfy the TerminusMotifScore requirements at the expense of all other terms. 
Sample Results 
To demonstrate the SEWING-Append protocol, we generated helical backbones starting 
from the VBS1 helix of talin in complex with vinculin (PDB code 1T01). The script shown in 
Supplementary Figure 3.S3 was used to extend the existing helix to create up to 5-helical 
bundles, producing a total of 4627 designs; the top 463 designs by total weighted SEWING score 
were then refined as described in the Refinement, Design, and Filtering section (Supplementary 
Figure 3.S2) to produce designs with an average per-residue score of -3.03 ± 0.4 kcal/mol with 
the Ref2015 score function.  The entire design process used 252 CPU-hours.   
3.6b Ligand Binding 
Compatibility with existing ligands 
Partial and complete ligand binding sites offer another set of possible functions to be 
incorporated using SEWING Append. Incorporating non-protein residues raises additional 
challenges, however, which have required special adaptations to the SEWING framework.  
Since ligands often bind with multiple protein residues that can be distant in sequence 
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space, ligands are stored as specialized residues which are not part of any one segment. These 
ligand residues store their contacts, which can either be specified manually by the user or, in the 
case of coordinated metal ions or covalent bonds to ligand atoms, can be automatically detected. 
Contacts are stored as required residues which must be preserved throughout the protocol, and 
the ligand is anchored to its most N-terminal contact residue. Any movements of that residue will 
cause the ligand to move as well. Ligand-protein contacts are scored using a new 
LigandMotifScorer (Table 3.S4) which uses the distance and angle of Cα-Cβ bond vectors with 
hydrophobic atoms in the ligand to favor new hydrophobic ligand contacts; hydrophilic ligand 
atoms are not scored. A new LigandClashRequirement  (Table 3.S5) identifies protein-ligand 
clashes by detecting ligand atoms and protein Cα atoms within a user-specified clash radius. 
Incorporating new ligand contacts 
SEWING can also add contacts to partially-coordinated ligands using the new 
LigandBindingAssemblyMover, or LigandSEWING (Supplementary Figure 3.S4B). This mover 
is a specialization of SEWING Append which, in addition to adding new structural elements to a 
ligand binding site, also adds new ligand-protein contacts that satisfy user-specified geometric 
requirements. LigandBindingAssemblyMover is solely intended for adding new ligand contacts 
and is typically used as a first step in a larger protocol (Figure 3.2); users who begin with a fully 
coordinated ligand, as well as those who have already completed their ligand’s coordination 
using this mover, should use AppendAssemblyMover as described above. 
To add new ligand contacts using SEWING, the user must specify the ideal geometry of 
the contacts. This geometry is treated as two components. First, the ligand stores ideal bond 
lengths and angles for each atom that will form new contacts; these can be specified as 
IdealCoordination subtags of the Ligand tag in RosettaScripts (Supplementary Figure 3.S5). The 
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user must also specify the possible positions of new coordinating residues relative to the these 
atoms.  This information is pre-generated by the user in a separate Rosetta application (the 
zinc_statistic_generator application is available for polar tetrahedral atoms) using the following 
procedure: An isolated residue is mutated in turn to all possible coordinating residues for the 
ligand atom. This residue then cycles through its most common rotamers. For each rotamer, the 
application then builds each possible position of the coordinated ligand atom and converts that 
atom's coordinates into the coordinate frame defined by the residue's three main-chain atoms 
(Supplementary Figure 3.S4A). These coordinates, along with the residue type, chi angles, atom 
names, and secondary structure type, are stored in a ligand coordination file (Supplementary 
Figure 3.S6). Each IdealCoordination tag is provided with the name(s) of these files for the 
ligand atom being considered. 
During assembly, LigandSEWING adheres to a user-specified "segment distance cutoff" 
which determines how much additional structure can be built on either side of the original site. 
This cutoff helps prevent the mover from continuing to add structural elements that are too far 
from the ligand to potentially form new contacts. Each time new substructures are added to the 
assembly, they are first checked to see whether any added segment comes within a user-specified 
distance of the ligand atom being coordinated. If a segment meets this cutoff, then each added 
residue's position relative to the ligand is compared to the possible positions defined in the 
provided ligand coordination file. If a match is found, the residue is then mutated to the residue 
type and rotamer specified in the hash, and the overall geometry of the ligand binding site is 
scored. Once this process is complete for all new residues, the best-scoring mutation is kept if its 
geometry score meets a user-specified score threshold. When the ligand atom's coordination is 
complete, LigandSEWING either outputs the completed site immediately or, optionally, 
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transitions into a SEWING Append protocol using the completed ligand binding site as the 
starting structure. 
Guidelines for use 
Since the sampling space of LigandBindingAssemblyMover is highly restricted, users 
should use relatively high temperature values (between 2.0 and 3.0) to ensure diverse sampling. 
Due to this restricted (usually exhaustive) sampling and because it accepts the first ligand contact 
discovered that passes its scoring thresholds, LigandSEWING does not perform temperature 
ramping or cooling; instead, the max_temperature option sets the value for the entire protocol. 
Instead, temperature cooling is performed using AppendAssemblyMover in the latter steps of the 
protocol, either by setting the build_site_only option to true or by performing a separate Append 
step after site completion.  
The ligand_binding_cycles option sets the maximum number of moves that the mover 
will perform (not counting the optional Append step, which uses the min_cycles and max_cycles 
options); we recommend a value of 20000 cycles for protocols adding a single ligand contact. 
To prevent wasted sampling, a segment distance cutoff should not exceed two. Note that 
this cutoff counts the number of substructures added to each terminus of the starting structure 
rather than the number of segments added. A max_distance of 8.0 Å is also recommended to 
prevent unnecessary calculations in segments too distant to form ligand contacts. 
Recommended geometry score thresholds will vary depending on the coordination 
environment of the specified atom. Lower scores generally indicate more ideal geometry (and 
therefore a stricter cutoff). Since this score includes angles and dihedrals between all pairs of 
contacts to the atom in question, it scales nonlinearly with the number of contacts; for example, a 
value of 5.0 is appropriate for a tetrahedrally coordinated atom forming a third contact whereas a 
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value of 20.0 will give similarly ideal geometries when forming a fourth contact. Non-ideal 
coordination geometry in the starting contacts also lead to increased scores. Therefore, we 
recommend that users try several thresholds for their specific use case before running full-scale 
simulations and select one which gives the highest possible success rate while yielding 
satisfactory ligand geometry. 
Sample Results 
To demonstrate the Ligand SEWING protocol (Supplementary Figure 3.S4B), we 
generated a set of helical proteins containing a tetravalent zinc ion beginning with a partially 
coordinated zinc. The script shown in Supplementary Figure 3.S5 was first used to add a fourth 
coordinating residue to zinc ions with three coordinating histidines using 
LigandBindingAssemblyMover. Five starting sites were used as input and were run for 2000 
trajectories each; however, only 99 unique new contacts were identified due to the highly limited 
sampling space of LigandBindingAssemblyMover. These 99 sites were then used as input to 
AppendAssemblyMover to generate 1000 assemblies per starting site, and the top 10% of 
generated assemblies proceeded to refinement. After filtering designs as described in the 
Refinement, Design, and Filtering section (Supplementary Figure 3.S2) along with additional 
project-specific filters, 139 refined assemblies were available for further filtration and selection. 
Scores of these designs ranged from -4.2 to -3.4 kcal/mol per residue (median = -3.9 
kcal/mol/res, mean = -3.9 kcal/mol/res) with the REF2015 score function. 
3.7 Conclusions 
SEWING provides an alternative to traditional methods for de novo protein design which 
rely on strict predetermined structural restrictions. Due to its ability to quickly generate diverse 
backbones, it is a promising approach for applications that benefit from having a large library of 
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possible starting structures (e.g. enzyme design). Importantly, SEWING is also able to combine 
multiple functional elements (e.g. a protein binding partner and a ligand) into a single protein. By 
rapidly sampling a large structural space, SEWING is able to find ways to accommodate 
arbitrary sets of user requirements, thus encouraging functional protein design. 
3.8 Acknowledgements 




Figure 3.1: A sample SEWING output, or Assembly. 
Individual segments, contiguous sets of residues with a common secondary structure, are sourced from 
crystal structures as contiguous substructures and recombined into an Assembly by transforming a 
residue of one segment onto a residue of another (collectively a basis pair) by pair-fitting the backbone 





Figure 3.2: A flowchart showing the general SEWING workflow. 
Portions unique to ligand binding site design are shown in blue; after generating assemblies containing 





Figure 3.3: Interface expansion with SEWING. Starting from a fragment of talin(red) bound to 
vinculin(grey), the starting fragment is expanded (green) to make additional contacts with vinculin. 
 
3.10 Supporting Information 
3.10a Segment File Generation  
Before generating a segment file, users must first decide on the number, type, and lengths 
of secondary structure elements that will compose their substructures. These are delineated in a 
“motif file”, a text file in which each line describes the composition of substructures for a 
segment file. Each secondary structure element in the substructure is specified by a DSSP code, a 
minimum length in residues, and a maximum length in residues separated by spaces; secondary 
structure elements are separated by commas. Users should provide the path to this file using the -
motif_file command line option; if multiple motifs (lines) were specified in the file, then one 
segment file will be output for each motif.  
The native structures used to extract substructures should be provided as a text file 
containing a list of PDB files, specified by the pdb_list_file option. To ensure that the generated 
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segment file is both accurate and nonredundant, input crystal structures should be restricted to 
high-resolution crystal structures with limited homology. The TOP8000 set of high-resolution 
crystal structures provides an appropriate starting set;11 alternatively, users may choose their own 
structures using tools such as the PISCES protein sequence culling server.12  
By default, SEWING only recognizes loops of two or more residues to allow for kinks in 
helices that DSSP may identify as loops. This behavior is controlled by 
the strict_dssp_changes command line option and can be disabled by setting the option to false. 
Users should also process all structures using the clean_pdb.py script found in the Rosetta tools 
repository before generating segment files to remove non-supported residue types.  
3.10b Edge File Generation  
Edge files for hashed SEWING can be generated using 
the edge_file_generator application. To run the application, the user must provide the path to the 
input segment file using the -sewing:segment_file_name option and a path for the output edge 
file using the -sewing:edge_file_name option. The default values for the -
sewing:max_clash_score and -sewing:box_length options (0 and 3, respectively) should be 
appropriate for most use cases; however, we recommend increasing the -
sewing:min_hash_score option to 20 so that at least 20 overlapping atoms are required to allow 
two helices to hybridize.   
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3.10c Supplementary Tables and Figures 
Table 3.S1: XML options available for SEWING movers. 
All Movers    
Option Name Required? Default Notes 
name No   
start_temperature No 0.6 
Higher value (~2.0) recommended for 
temperature ramping 
end_temperature No 0.6 
Lower value (~0.1) recommended for 
temperature ramping 
add_probability No 0.05  
delete_probability No 0.005  
window_width No 4 Only for unhashed SEWING 
minimum_cycles No 10000  
maximum_cycles No 100000  
model_file_name Yes  Path to input segment file 
hashed  false If true, then edge_file_name is required 
edge_file_name No  Required for hashed SEWING; ignored 
max_segments No 100 
Deprecated; use 
SizeInSegmentsRequirement 
max_segment_length No 100 
Deprecated; use 
DsspSegmentLengthRequirement 
output_pose_per_move No false Used for debugging or demonstrations 
recover_lowest_assembly No true  
AppendAssemblyMover and LigandBindingAssemblyMover 
Option Name Required? Default Notes 
required_resnums No  
Residues from input that must be 
preserved during assembly; chimerization 
cannot occur within window_width 
residues of these positions. 
required_selector No  
ResidueSelector object for required 
residues 
extend_mode No  false  
conformer_switch_probability No 0 
Only valid if pdb_conformers are provided 
in a Ligand tag 
partner_pdb No  Must be pre-aligned with binding motif 
output_partner No true  
pose_segment_starts No  
If specified, then pose_segment_ends must 
also be used 
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pose_segment_ends No  
If specified, then pose_segment_starts 
must also be used 
pose_segment_dssp No  
Optional;can only be used if 
pose_segment_starts and 
pose_segment_ends are specified 
strict_dssp_changes No false  
start_node_vital_segments No all  
modifiable_terminus No B  
match_segments    
max_recursion No 1  
set_segments_from_dssp No false  
LigandBindingAssemblyMover Only 
Option Name Required? Default Notes 
distance_cutoff No 10.0 
Larger values may be needed for very 
large noncanonical coordinating residues 
segment_distance_cutoff No 1 No more than 2 recommended 
binding_cycles No 1000 20000 recommended 
build_site_only No false 
If true, LigandBindingAssemblyMover 




Table 3.S2: Command-line options available for SEWING applications. 
segment_file_generator    
Option Name Required? Default Notes 
motif_file Yes  See text above for file format 
pdb_list_file Yes  
Text file listing file names of all 
structures to be used in segment file 
generation 
strict_dssp_changes No True  
 
edge_file_generator 
Option Name Required? Default Notes 
max_clash_score No 0  
min_hash_score  No 10 20 recommended 
box_length No 3 
Tolerance 0.25 Å bins about atom to 
be considered overlapping; 1 
represents no tolerance, 3 0.25 Å, 5 
0.5 Å, etc.  
model_file_name Yes  Name of input segment file 
edge_file_name Yes  Name of output edge file 
 
zinc_statistic_generator 
Option Name Required? Default Notes 
allow_his No false  
allow_de No false  
Secstruct No H  
sampling_range No 1.0 
Number of standard deviations from 
mean of each rotamer well to sample 
each chi angle 
sampling_increment No 0.1 
How finely (in standard deviations) 
to sample chi angles 
output_name No stats.txt 
DSSP codes will be prepended to 
name for each secondary structure 
  
 68 
Table 3.S3: Average time needed to generate an assembly (in cpu-seconds) with AppendAssemblyMover. 
 Segments 
Cycles 5 9 13 
100 4.1±0.21 4.2±0.2 4.0±0.1 
1000 5.6±0.2 10.3±0.1 11.5±0.4 
10000 42.6±0.2 125.9±1.4 170.1±14.6 
Refinement 2036.6±724.6 3524.3±602.7 4054.0±2109.0 
1These data were collected using 10 cores of a cluster with 526 compute nodes, 
each with 12-core, 2.93 GHz Intel processors, 12M L3 cache (Model X5670), and 




















Weight  Requires2  Measures4  
MotifScorer  -2 to 0  1  Assembly  
all intra-assembly 
interactions  
InterModelMotifScorer  -2 to 0  10  Segments>2  
interactions between 
distant segments  
PartnerMotifScorer  -2 to 0  10  Partner  
potential interface to 
partner protein  
SubsetPartnerMotifScorer  -2 to 0  10  Partner  
potential interface to 
specific residues in the 
partner protein 
LigandScorer  -2 to 0  1  ligands  
ideality of ligand 
geometry  
NtoCTerminusMotifScorer  Varies  Varies  Assembly  
distance between 
assembly termini  
TerminusMotifScorer  Varies  Varies  partner  
distance from assembly 
terminus to single 
partner residue  
1Range of scores that can result from the requirement. “Varies” indicates that 
values are unbounded and should be benchmarked case-by-case to bring their 
values into approximate parity with the MotifScorer values based on the expected 
geometry of the protein. 2Requirements (beyond those demanded by the SEWING 














Table 3.S5: Requirements available during SEWING. 
Requirement  Requires  Measures  
SizeInSegmentsRequirement  Min,max  
Size by number of secondary 
structural elements  
LengthInResiduesRequirement  Min,max  Size in residues  
DsspSpecificLengthRequirement  
Int, DSSP 
code  Loop length or helix length  
ClashRequirement  
Max, 
radius  Clashes. On by default.  
LigandClashRequirement  
Max, 
radius  Clashes with ligand  
NonTerminalStartingSegmentRequirement  none  
Location of starting segment 















-parser:protocol zn_sewing_script.xml  
-detect_disulf false  
-mh  
-score  
-use_ss1 true  
-use_ss2 true  
-use_aa1 false  
-use_aa2 false  






sewing /xsmax_bb_ss_AILV_resl0.8_msc0.3  
-gen_reverse_motifs_on_load false  
Supplementary Figure 3.S1: Sample flags file used to run SEWING.  
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<ROSETTASCRIPTS>  
  <SCOREFXNS>  
<ScoreFunction name="ref2015_cart" weights="ref2015_cart">  
</ScoreFunction>  
<ScoreFunction name="ref2015" weights="ref2015">  
</ScoreFunction>  
<ScoreFunction name="ref2015_soft" weights="ref2015_soft">  






overlap="1" include_terminal_loops="false" ss="L" use_dssp=










<Not name="not_loops" selector="loops"/>  
<Chain name="chB" chains="B"/>  
<ResiduePDBInfoHasLabel name = "vital_residues" 
property = "VITAL" />  
</RESIDUE_SELECTORS>  
<TASKOPERATIONS>  
<InitializeFromCommandline name="init"/>  
<RestrictAbsentCanonicalAAS name="nocys" keep_aas="ADE
FGHIKLMNPQRSTVWY" />  
<IncludeCurrent name="current" />  
Begin layer design operations  
<OperateOnResidueSubset name="surface_to" 









<OperateOnResidueSubset name="core_to" selector="core" 
>  
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<RestrictAbsentCanonicalAASRLT aas="AFILPVWY"/>  
</OperateOnResidueSubset>  
<OperateOnResidueSubset name="helix_to" 








<OperateOnResidueSubset name = "vitals" selector = 






confidence="0" /> Defaults will ensure hydrophobic residues 
in each helix  
<PackStat name="pstat" threshold="0.60" repeats="1" 
confidence="0" />  
<SSPrediction name="sspred" 
threshold="0.35" use_svm="1" use_probability="1" mismatch_p
robability="1" confidence="0" />  
<CavityVolume name="cavvol" />  
<BuriedUnsatHbonds name="bunsat" scorefxn="ref2015" 
cutoff="5" confidence="1" />  
</FILTERS>  
   <MOVERS>  
<AddConstraints name="constrain_loop_identities" >  
<ResidueTypeConstraintGenerator name="loop_csts" resid




boundary_to,helix_to,only_B" />  
<MinMover name="cartesian_min" scorefxn="ref2015_cart" 
chi="false" bb="false" omega="false" jump="ALL" 
cartesian="true" bondangle="true" bondlength="true" 
tolerance="0.001" max_iter="1000" />  




_armijo_nonmonotone" ramp_down_constraints="false" />  
   </MOVERS>  
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   <APPLY_TO_POSE>  
   </APPLY_TO_POSE>  
<PROTOCOLS>  
<Add mover_name="constrain_loop_identities" />  
<Add mover_name="prepack" /> This is added so that 
side chain clashes will be resolved before we try to 
fix chainbreaks  
Add mover_name="cartesian_min" /> This is ONLY being 
used to fix bad bond lengths/angles at chimerization points 
(no torsion angle minimization before design)  
<Add mover_name="relax" /> FastDesign gives better 
tracer output for design  
<Add filter_name="require_core" />  
<Add filter_name="pstat" />  
<Add filter_name="cavvol" />  
<Add filter_name="bunsat" />  
<Add filter_name="sspred" />  
</PROTOCOLS>  
<OUTPUT scorefxn="ref2015" />  
</ROSETTASCRIPTS>  
 
Supplementary Figure 3.S2: Sample RosettaScript used to refine and filter backbones that were designed 
using the SEWING protocol. We recommend that users refine only the best 10% of backbones by total 









model" partner_pdb = "test.pdb" 
hashed="false" required_resnums = 
"7,8,11,12" max_segments = "11" minimum_cycles = 
"1000" maximum_cycles ="1100" modifiable_terminus = 
"B" output_partner = "true"  >  
<AssemblyScorers>  
<MotifScorer weight = "1" />  
<InterModelMotifScorer weight = "10" />  
<PartnerMotifScorer weight = "10" />  
</AssemblyScorers>  
<AssemblyRequirements>  
<ClashRequirement clash_radius = "4" />  
<DsspSpecificLengthRequirement dssp_code = 









Supplementary Figure 3.S3: Sample RosettaScript for expanding the interface between a protein-binding 




Supplementary Figure 3.S4: Procedure for completing a ligand's coordination environment using Ligand 
SEWING. 
A) Users first generate a LigandCoordinationFile which stores the ligand atom's coordinates relative to 
the backbone of the coordinating residue in its most common rotamers. These files are prepared using an 
external Rosetta application and converted into a three-dimensional geometric hash to determine 
potential placements of ligand-coordinating residues during LigandSEWING. B) Users begin with a 
partial ligand binding site. LigandBindingAssemblyMover (LigandSEWING) is used to complete the 
ligand's coordination, and SEWINGAppend (either separately or as part of the same protocol) is then 













egments" start_temperature="2.0">  
<Ligands>  
<Ligand ligand_selector="select_zn" auto_detect_c
ontacts="true" >  
<Coordination coordination_files="H_NEW_stat




dihedral_2="120" />  
      </Coordination>  
</Ligand>  
       </Ligands>  
       <AssemblyRequirements>  
<DsspSpecificLengthRequirement dssp_code="L" maxi
mum_length="6" /> Prevents super-long loops  
<DsspSpecificLengthRequirement dssp_code="H" mini
mum_length="10" /> Prevents super-short helices  
<ClashRequirement />  
<SizeInSegmentsRequirement maximum_size="9" minim
um_size="5" />  
<LigandClashRequirement />  
</AssemblyRequirements>  









Supplementary Figure 3.S5: Sample RosettaScript for using Ligand SEWING to complete the 





Coord_res_name Coord_atom_number Ligand_atom_number Local_x 
Local_y Local_z Chi1 Chi2 Chi3 Chi4  
HIS 71 -2.53973 -2.17178- 1.25977170 .466 .200  
HIS 71 -2.54049 -2.2065 -1.23906170 .466 .9400  




GLU91 -0.736518 -5.97938 1.14256 -63187.8 -23.30  
Supplementary Figure 3.S6: Sample of a ligand coordination file (for use with Ligand SEWING). 
The first two lines of the file indicate the secondary structure (H, L, or E for helix, loop, or beta strand) 
and the ligand residue name, respectively, for which the file should be used. The third line contains 












CHAPTER 4: DE NOVO DESIGN OF ZINC BINDING PROTEINS WITH NATIVE AND 
DESIGNED METAL CONTACTS 
4.1 Introduction 
 The design of functional proteins is a growing field with a wide range of applications. In 
recent years, designed proteins have been used for the detection of other chemical agents (Bick et 
al., 2017), to catalyze reactions which are performed poorly or not at all in native enzymes (Jiang 
et al., 2008; Rothlisberger et al., 2008; Gordon et al., 2012; Wolf et al., 2015), as vaccines to 
induce broadly-neutralizing antibodies (Correia et al., 2014; Kulp et al., 2017; Pierce et al., 
2017), and as molecular switches whose activity varies based on external signals (Karginov et 
al., 2010; Guntas et al., 2015; Yumerefendi et al., 2015, 2016). Such functional proteins may be 
produced by protein redesign, which begins with a known protein structure and introduces 
mutations, or by de novo design, which builds a new protein backbone that is not based directly 
on a native structure. 
Protein redesign is often used to alter the protein’s function or introduce new ones. Since 
this approach begins with a known structure, it generally only requires the design of functional 
residues and possibly their neighbors rather than the entire sequence. This approach also has the 
advantage of beginning with native functional elements that can be modified and repurposed; 
however, protein structures are limited by available native scaffolds that are stable enough to 
accommodate mutations. In contrast, de novo design can produce proteins with topologies not 
found in nature (Kuhlman et al., 2003), but their functional elements typically must be either 
 80 
designed “from scratch” or introduced at a later time through protein redesign and/or directed 
evolution.  
The Rosetta (Leaver-Fay et al., 2011) protocol SEWING (Structural Extension with 
Native-Fragment Graphs) allows the incorporation of native functional elements into de novo 
protein backbones. By recombining fragments of native proteins, SEWING is able to achieve 
greater structural diversity than is typically seen in other de novo design methods and explore 
folds not found in nature while maintaining native loop conformations (Jacobs et al., 2016). 
Recently, new features have been added to the SEWING protocol which expand its uses for 
functional protein design (Guffy et al., 2018). These features include both support for preserving 
existing ligand contacts and a separate protocol to add new contacts to existing ligand atoms, 
giving it the potential to design proteins such as enzymes and biosensors.  
Zinc presents several advantages over other metal ions for purposes of protein design. Its 
coordination geometry in proteins has been extensively studied, so the ideal values for all bond 
lengths, angles, and dihedrals are known(Wang et al., 2010). Furthermore, through a series of 
bioinformatics, mutational, and design studies, we have gained insights into the importance of 
second-shell hydrogen bond residues (Kiefer et al., 1995; Marino and Regan, 1999; Guffy et al., 
2016) and the prevalence of different coordinating residues in native zinc binding sites (Andreini 
and Bertini, 2012). Furthermore, zinc ions often contribute to the functions of proteins, most 
notably as a catalytic cofactor both in native enzymes (Kiefer and Fierke, 1994; Tripp et al., 
2001; Zhang and Hao, 2011) and in some designed metalloproteins (Der et al., 2012a; Zastrow et 
al., 2012). The ability to design a wide variety of zinc binding proteins thus presents an attractive 
possible starting point for designing enzymes whose activity and specificity could be 
subsequently improved by directed evolution.  
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The majority of studies in zinc binding protein design have begun with a high-resolution 
crystal structure of some starting scaffold protein (either native or previously designed) and 
introduced specific mutations to incorporate a zinc binding site into the native fold (Hellinga et 
al., 1991; Klemba et al., 1995; Dwyer et al., 2003; Mills et al., 2013; Nechay et al., 2015; Guffy 
et al., 2016; Zhang et al., 2018). Those that simultaneously design the protein backbone and the 
metal binding site have largely been restricted to symmetric helical proteins (Suzuki et al., 1998; 
Der et al., 2012b; Zastrow et al., 2012; Joh et al., 2014). While these designs have displayed an 
impressive range of functions, including metal-induced assembly (Suzuki et al., 1998; Salgado et 
al., 2007; Der et al., 2012b, 2013; Murase et al., 2012), conformational changes (Joh et al., 2014; 
Churchfield et al., 2016), catalytic activity (Der et al., 2012a; Zastrow et al., 2012) and 
transmembrane zinc transport (Joh et al., 2014), it stands to reason that the range of possible 
functions for such proteins (particularly for specific catalysis) could be increased by introducing 
greater structural variation in designs. 
Here, we describe the use of Ligand SEWING to design novel zinc binding proteins 
beginning with partially coordinated zinc binding sites (Figure 4.1). After identifying starting 
sites, we first complete the coordination of the zinc ion using Ligand SEWING and extend the 
backbones to their final conformations using SEWING Append (Guffy et al., 2018). We then 
ensure that all buried polar side chain atoms of zinc-coordinating residues can form hydrogen 
bonds and refine models using alternating rounds of side chain design and gradient-based 
minimization (Tyka et al., 2011; Nivón et al., 2013). This protocol’s simultaneous design of 
metal contacts and protein backbone allows greater structural diversity in designed 
metalloproteins and provides evidence that the SEWING method can be successfully applied to 
functional protein design. 
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4.2 Materials and Methods 
4.2a Computational Methods 
Generation of Geometric Hashes 
 Ideal positions of zinc coordinating residues were calculated using the 
zinc_statistic_generator Rosetta application (Supplementary Figure 4.S1C). Briefly, the 
application mutates the center residue of a three-amino acid span to all allowable zinc-
coordinating amino acid types (chosen from among both tautomers of histidine, aspartate and 
glutamate). For each of these identities, the residue’s chi angles were set to values corresponding 
to its most common rotamers in an alpha helix as well as to all values within plus or minus two 
standard deviations of those chi angles in 0.2 standard deviation increments. The possible 
positions of a zinc atom coordinated by the available side chain oxygen or deprotonated nitrogen 
atoms were then determined and translated into the coordinate frame of defined by the residue’s 
three backbone atoms (N, Calpha, and C). The resulting local coordinates were output to text 
files along with the corresponding amino acid identity and chi angles as previously described 
(Guffy et al., 2018). 
Protein Backbone Generation 
 Backbone conformations of zinc binding protein designs were generated using the Ligand 
SEWING protocol (Guffy et al., 2018). Partially coordinated zinc binding sites were prepared in 
one of two ways: We used the metal_site_finder Rosetta application to scan all high-resolution 
(<2.2 Å) crystal structures in the RCSB Protein Data Bank and identify segments in which either 
one helix or two consecutive helices contained two or three histidine residues coordinating the 
same zinc ion (Supplementary Figure 4.S1A). Partial sites containing three coordinating histidine 
residues were used directly as inputs for Ligand SEWING. We observed that two-histidine 
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binding sites identified using metal_site_finder all consisted of a single helix with histidines at 
positions i and i + 4; therefore, to generate two-histidine starting sites, we generated a set of 
idealized helices with histidines placed at randomly-selected values of i and i+4. The chi angles 
of these histidines were set to those taken from corresponding histidines in the identified native 
zinc binding sites, and small structural perturbations were introduced into these helices using a 
Monte Carlo protocol with each cycle consisting of small changes to backbone torsion angles 
followed by gradient-based minimization (Supplementary Figure 4.S1B). Using this protocol, we 
generated 50 possible starting sites, of which 26 were selected to use as inputs for Ligand 
SEWING. 
 All partial zinc sites were used as input to LigandBindingAssemblyMover to add an 
additional contact to the zinc ion while appending to the protein backbone (Supplementary 
Figure 4.S2). The segment file and motif files used are standard for SEWING and can be found 
in the Rosetta database (Guffy et al., 2018). Ligand coordination files were generated as 
described above (Generation of Geometric Hashes) with only histidines allowed for two-
histidine starting sites and only aspartate or glutamate allowed for three-histidine starting sites 
(Supplementary Figure 4.S1C). Zinc coordination information (found in the IdealContacts subtag 
in Supplementary Figure 4.S2B) was set according to ideal zinc coordination geometry 
parameters (Wang et al., 2010). For each set of designs, geometry score thresholds were set 
empirically to ensure that binding sites were found at a reasonable rate while also ensuring that 
the final binding sites had sufficiently native-like geometries. Duplicate binding sites were 
removed by deleting structures with identical ligand geometry scores and identical values for all 
SEWING score terms.  
 Each completed ligand binding site was next used as input for the SEWING Append 
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protocol (Guffy et al., 2018) (Supplementary Figure 4.S3). The final structures were required to 
contain between three and five helices with loops no longer than six residues and helices no 
shorter than 25 residues. Using this method, we generated 10,000 completed backbones from 
each completed binding site. We then sorted each set of these designs by their composite 
SEWING score, and the best-scoring 10% from each set were used in full-atom refinement. 
Side Chain Design and Refinement 
 Potential hydrogen bond partners for buried polar atoms on zinc-coordinating residues 
were identified using the backside_hbond_finder Rosetta application.  For each coordinating 
residue, polar side chain atoms not directly participating in zinc coordination were first labeled 
as either buried or solvent-exposed. For each buried polar atom (less than two square Ångstroms 
solvent-accessible surface area), all neighboring residues within a 10 Å radius were then 
identified. These neighbors were then iteratively mutated to all common rotamers of serine, 
threonine, and asparagine. Mutated neighbors which could form a hydrogen bond with the buried 
polar atom were identified, and the mutation forming the lowest-energy hydrogen bond was 
saved for use during refinement. If no neighbor could satisfy a buried polar atom using this 
method, the design was discarded. 
 All remaining designs were next passed through the refinement protocol shown in 
Supplementary Figure 4.S5. Briefly, an initial round of side chain design with soft repulsive 
weights was first performed to remove clashes. Cartesian minimization was performed to correct 
any non-ideal bond lengths and angles introduced during assembly. Finally, Rosetta FastDesign 
was used to design side chains while holding zinc-coordinating residues and their hydrogen bond 
partners fixed. The geometry of the zinc site was restrained to its ideal parameters, and side chain 
identities were restricted based on their level of burial. Loose initial filters were applied as 
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previously described (Guffy et al., 2018). Additional manual filtering was used to select designs 
with low energies and good core packing, and a final set of designs was selected by manual 
inspection. 
4.2b Experimental Methods 
Protein Expression and Purification 
 All designed sequences were transformed into the ampicillin-resistant pCDB24 vector as 
N-terminal SUMO fusions with an N-terminal twelve-histidine tag. All designed proteins were 
ordered as gene fragments (IDT gBlocks) and inserted into the expression vector by Gibson 
assembly. Designs with the exception of TX23 and its redesigns were transformed into in the 
BL21 strain of chemically competent Escherichia coli for expression; TX23 was expressed in the 
chemically competent SHuffle strain. All cells were grown in Luria broth to an OD of 0.6 to 0.8 
at 600 nm. Expression was induced with 0.3 mM IPTG, and cells were incubated at 16°C for 18 
hours. Cells were then centrifuged at 12,000 rpm for 20 minutes to remove growth media and 
resuspended in lysis buffer (20 mM Tris pH 8.0, 100 mM NaCl, 10% glycerol, 0.5 mM PMSF, 
0.5 mM DTT, 1x leupeptin, 1x pepstatin, 1x bestatin). For all designs except TX23, cells were 
lysed by sonication; cells expressing TX23 were lysed using an Avestin EmulsiFlex C3 
homogenizer. Lysates were cleared by centrifuging at 15,000 rpm for 30 minutes and passing 
through a 3 μM filter. 
 SUMO fusion proteins were initially separated from lysates using immobilized-metal 
affinity chromatography (IMAC) using gravity columns containing HisPur Ni-NTA resin 
(Thermo Scientific).  Columns were initially equilibrated with buffer containing 20 mM Tris pH 
8.0, 100 mM NaCl, 25 mM imidazole (low salt IMAC wash buffer). After loading the lysate, 
columns were washed with 5 column volumes high salt IMAC wash buffer (20 mM Tris pH 8.0, 
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1 M NaCl) and 5 column volumes low salt IMAC wash buffer. Proteins were eluted with IMAC 
elution buffer (20 mM Tris pH 8.0, 100 mM NaCl, 500 mM imidazole). After elution, all 
samples were incubated with ~5-10 μM Ulp1 protease and dialyzed into Tris sample buffer (25 
mM Tris pH 8.0, 150 mM NaCl). 
 After dialysis, designed proteins were separated from cleaved SUMO in one of three 
ways: N82 was purified by anion exchange in 25 mM Tris, 50-500 mM NaCl, pH 8.0. N12 and 
N81 were purified by cation exchange in the same buffer conditions. All surface redesigns were 
purified by passing over Ni-NTA resin equilibrated in low salt IMAC wash buffer and collecting 
the flowthrough. TX23 was purified by IMAC followed by cation exchange. After purification, 
all samples were further purified by size exclusion chromatography (SEC) using a Superdex-75 
column (GE Healthcare, HiLoad 16/60 prep grade) in ammonium acetate sample buffer (100 
mM ammonium acetate, 100 mM NaCl, pH 7.0) with the exception of TX23, which was purified 
in HEPES sample buffer (25 mM HEPES pH 7.0, 100 mM NaCl) and N82R, which was purified 
in Tris sample buffer. 
 For purification of 15N labeled proteins, the same procedure was followed with the 
following modifications: Uniformly 15N or 15N- and 10 % biosynthetically directed fractionally 
13C-labeled N12 and TX23 were expressed in BL21(DE3) cells grown in M9 minimal growth 
media containing 10% 13C labeled glucose and 100% 15N labeled ammonium chloride. After 
SEC, all labeled proteins were exchanged into 10 mM MOPS pH 6.9, 50 mM NaCl, 10% D2O. 
Generation of Point Mutants 
 Alanine point mutants of designed coordinating residues were generated using a four-step 
PCR-based method. For each designed protein, the expression vector was initially amplified in 
two reactions using a reverse or forward primer containing the mutation along with T7 forward 
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and reverse primers, respectively, to generate fragments of the gene and surrounding vector. 
These fragments were combined in a third reaction, and the final insertion product with the 
appropriate Gibson overhangs was amplified from this product in a fourth reaction. These 
products were inserted into the pCDB4 SUMO fusion expression vector using Gibson assembly. 
Isothermal Titration Calorimetry (ITC) 
 Prior to determination of zinc affinity, all samples were mixed with 5 mM EDTA, pH 
8.0. Two rounds of dialysis into HEPES sample buffer were used to remove EDTA.  Zinc 
affinity measurements were conducted by titrating 800 μM ZnSO4 into ~40 μM protein using a 
MicroCal PEAQ-ITC Automated Isothermal Titration Calorimeter at 25°C. 
Circular Dichroism 
 All circular dichroism experiments, including spectra, thermal melts, and guanidine 
denaturation, were conducted in ammonium acetate sample buffer. Data were collected using a 
JASCO J-815 CD spectrometer with temperatures controlled by a JASCO Peltier device and 
water bath. Data were collected using 30 μM protein and either 50 μM ZnSO4 (for zinc-bound 
samples) or 100 μM EDTA (for apo samples). Spectra were collected by varying wavelength 
from 190 to 250 nm at 20°C, and thermal denaturation curves were measured at 222 nm while 
varying temperature from 4°C to 95°C at 2°C/min. Guanidine denaturation curves were 
measured by mixing samples containing the components described above in either deionized 
water or concentrated (6-7M) guanidinium chloride. Circular dichroism was measured at 222 nm 
and 20°C, and guanidine concentrations were calculated from the refractive index of each sample 
measured by a Bausch and Lombe refractometer. 
Size Exclusion Chromatography-Multi-Angle Light Scattering (SEC-MALS) 
 For all SEC-MALS experiments, designed proteins were transferred into ammonium 
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acetate sample buffer supplemented with either 50 µM ZnSO4 or 100 µM EDTA. Protein 
samples were concentrated to ~3 mg/mL and injected into an Agilent FPLC system. Multi-angle 
light scattering data were collected using a Wyatt DAWN HELEOS II light scattering 
instrument. 
Nuclear Magnetic Resonance (NMR) 
[U-15N]-N12 and [10 % 13C; U-15N]-TX23 were prepared at concentrations of 
approximately 0.8 and 0.38 mM, respectively in 90% H2O/10% D2O solutions containing 10 mM 
MOPS pH 6.9, 50 mM NaCl buffer; the TX23 sample also contained 1 mM ZnSO4. NMR 
experiments were acquired either on an Agilent DD2 600 MHz spectrometer or Varian INOVA 
750 MHz spectrometer equipped with 1H{13C15N} cold or room temperature probes, 
respectively. A series of 2D 15N,1H-HSQC and 2D 15N-1H-HSQC (Long-range) were acquired 
for N12-apo with increasing concentrations of ZnSO4 until no further perturbations for amide 
chemical shifts were observed. For TX23, 2D 15N,1H -HSQC and 2D 13C,1H-HSQC (methyl) 
were measured. The spectra were processed using the program PROSA and analyzed using 
programs XEASY & CARA. 
4.3 Results 
4.3a Generation of Design Models 
 To design novel zinc binding proteins using information from native zinc binding sites, 
we used partial zinc binding motifs from native proteins as the foundation of our structures and 
used the SEWING de novo design protocol to expand them into full helical backbones while 
simultaneously adding one non-native zinc contact. Due to the differences in both function and 
structural requirements of fully-coordinated and partially coordinated zinc ions (Andreini and 
Bertini, 2012), we generated two sets of designs. The first set would consist of three-histidine 
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zinc binding sites (two native and one designed) with the fourth coordination site left open to 
coordinate a water molecule (hereafter referred to as trivalent designs). The second set would 
contain zinc binding sites with three native coordinating histidines and one designed acidic 
residue (hereafter referred to as tetravalent designs).  An overview of our computational protocol 
can be found in Figure 4.1. This protocol is described in detail in Materials and Methods.  
Generation of trivalent designs 
To generate trivalent zinc binding designs, we began with a set of single alpha helices 
containing two zinc-coordinating histidines. To generate these sites, we grafted zinc-coordinating 
rotamers from native zinc fingers onto idealized alpha helices at randomly selected i and i+4 
positions and slightly perturbed the dihedral angles of surrounding residues to introduce 
variations between sites, resulting in 26 starting models for this set of designs (Figure 4.1A). 
We next expanded each selected starting site into a fully coordinated zinc binding site using 
Ligand SEWING. We first specified the ideal positions of all allowed zinc binding residues (in 
this case, all common helical rotamers of both histidine tautomers) relative to the zinc ion as well 
as the ideal bond distances, angles, and dihedrals for a tetrahedrally coordinated zinc ion. Using 
these geometric parameters as inputs, we then used Ligand SEWING to complete the 
coordination of our starting zinc sites by appending one to two helices containing a coordinating 
residue.   Using this protocol, we generated 763 unique completed binding sites (Figure 4.1B). 
Each of these sites was then used as input to SEWING Append, a protocol that appends helical 
motifs to a starting structure using a Monte Carlo protocol to generate a well-packed backbone of 
a user-specified size  (Guffy et al., 2018). After filtering for the best-scoring structures, this 
protocol generated63,464 complete backbones (Figure 4.1C).  
 Before performing full side chain design, we performed a brief protocol to identify 
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possible hydrogen bond partners for any buried polar atoms on the side chains of coordinating 
residues, discarding any designs whose polar atoms could not be satisfied by introducing 
neighboring mutations to serine, threonine, or asparagine (Supplementary Figure 4.S4). After 
this protocol, we were left with 57,236 designs that did not contain buried unsatisfied histidine 
nitrogen atoms (Figure 4.1D).  
To refine these structures and design protein side chains, we used a protocol consisting of 
Cartesian minimization followed by alternating side chain design and torsion angle minimization 
with a series of automated filters (Supplementary Figure 4.S5). Within this protocol, we 
constrained the zinc binding site (along with all coordinating residues) to its ideal geometry and 
initially treated the zinc as an ion with a charge of +2.  After performing this protocol on all 
remaining backbones followed by additional manual filtering, we initially generated a set of 28 
structures. However, since in each of these cases Rosetta added additional charged residues that 
would complete or exceed the coordination of the zinc ion (Figure 4.2B), we generated an 
additional 51 structures by repeating the protocol treating the zinc as a neutral atom. 
Generation of tetravalent designs  
 Designs containing three coordinating histidines and a fourth coordinating acidic residue 
were generated using the same base protocol with the following changes: Five starting sites 
containing three histidines each were taken directly from native high-resolution crystal 
structures. Ligand SEWING was used to add a coordinating acidic residue, generating a total of 
99 completed sites which were expanded into 8,695 designed backbones. Of these, 1,528 had all 
polar atoms on zinc-coordinating residues either solvent-exposed or participating in a hydrogen 
bond after a hydrogen bond finding protocol. During refinement, zinc was treated using its 
default charge of +2. Forty-six designs passed all computational filters. 
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Selected Designs 
Of the designs generated using this protocol, a total of twelve zinc binding protein 
designs (four trivalent with neutral zinc, three trivalent with charged zinc, and five tetravalent) 
were selected for experimental testing. Examples of designs from each set can be found in Figure 
4.2A, 4.2B, and 4.2C, respectively. 
4.3b Expression and Stability   
 All charged trivalent designs expressed as SUMO fusion proteins but could not be 
cleaved with Ulp1, suggesting that they were poorly folded and that the fusion proteins formed 
soluble aggregates in solution. Of the four neutral trivalent designs, all four express well in E. 
coli. One of the tested designs failed to cleave from its SUMO tag; however, the other three are 
all helical and well folded (Figure 4.3A-C) and are monomeric in the presence of zinc (Figure 
4.4A-C). Interestingly, one of the designs (N81) is monomeric in the presence of zinc but forms 
a dimer in its apo state (Figure 4.4B). Thermal denaturation curves indicate that N12, N81, and 
N82 are all highly stable and do not fully denature even at 95°C in the presence or absence of 
zinc (Figure 4.3 A-C); however, N82 does exhibit slight cold denaturation below 20°C in the 
absence of zinc (Figure 4.3C).  All three designs exhibit cooperative unfolding by guanidine 
denaturation; N12 and N81 exhibit increased stability and cooperativity with the addition of zinc, 
whereas N82 appears unaffected (Figure 4.3 A-C). N12 also exhibits a good dispersity of peaks 
by HSQC with all (91/91) predicted amide peaks visible with near homogeneous intensities, 
indicating that the protein is well-folded. In addition, easily identifiable glutamine side-chain 
amide pair moieties (4 of 4) & tryptophan indole moieties (2 of 2) confirm the absence of any 
conformational heterogeneity (Supplementary Figure 4.S7A). 
 Four of the five tetravalent designs tested express well in E. coli, and three of these four 
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are cleavable by Ulp1. However, only one of those three designs is monomeric in the presence of 
excess zinc by SEC-MALS (Figure 4.4D); therefore, only this design, TX23, was further 
characterized. TX23 appears helical in the presence of zinc by circular dichroism; however, it 
appears less helical in the absence of zinc. TX23 also shows slightly more cooperative unfolding 
in the presence of zinc by thermal denaturation (Figure 4.3D).  The [15N, 1H] and [13C, 1H] 
HSQC spectra of TX23, however, both show broad, poorly-dispersed peaks, indicating that the 
protein is not well-folded even in the presence of saturating zinc. 2D [15N,1H]–HSQC spectrum 
of TX23-holo displays 120 amide peaks with variations line-widths and intensities, which are 
indicative of poorly folded protein. Only 7 out of 9 asparagine and glutamine amide pair moieties 
could be observed, and the tryptophan indole moiety is exchange broadened (Supplementary 
Figure 4.S7C). The 2D [13C,1H]–HSQC (methyl) spectrum also displays limited dispersion 
which also confirms that the protein sample is not well-folded under these conditions 
(Supplementary Figure 4.S7D). 
4.3c Zinc Binding 
 As the four tested designs had all shown some evidence of zinc binding either by changes 
in oligomeric state (N81 and TX23), helicity (TX23), thermal denaturation curves (N82 and 
TX23), or changes in guanidine denaturation curves (N12 and N81), we proceeded to measure 
binding constants for zinc using isothermal titration calorimetry (Figure 4.4).  All designs 
showed measureable affinities for zinc in the high nanomolar to low micromolar range.  
To determine whether designed zinc coordinating residues were necessary for zinc 
binding, each of these positions was mutated to alanine. The resulting point mutants were once 
again tested for helical content, thermal stability, and zinc affinity (Supplementary Figure 4.S6).  
N12, N81, and N82 point mutants showed no change in helical character versus the original 
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designs, and their circular dichroism spectra were unaffected by the addition of zinc. All three 
point mutants remain highly thermostable with little to no difference in thermal denaturation in 
the presence of zinc, and none of the three show evidence of zinc binding by isothermal titration 
calorimetry. The TX23 point mutant appears poorly folded by circular dichroism, showing little 
helical character in the presence or absence of zinc (Supplementary Figure 4.S6D); therefore, 
although it showed no evidence of zinc binding, we cannot use these data as strong evidence for 
or against this residue’s participation in zinc binding. 
4.4 Discussion 
 SEWING has been previously shown to generate highly stable helical bundles (Jacobs et 
al., 2016); however, we were curious whether we could obtain comparable results for functional 
proteins with additional requirements. For designs containing three zinc binding residues, we 
continued to see highly stable and well-folded output structures, indicating that SEWING is 
somewhat robust to the addition of additional geometric constraints. However, TX23 (as well as 
the other tetravalent designs tested) could not achieve the stability seen in the trivalent designs. 
This may have occurred because not as many possible binding sites were available due to the 
more stringent geometric and hydrogen bonding constraints on the new coordinating residue. In 
the future, we may be able to improve outcomes for such highly constrained designs by using 
larger and more diverse segment files (thus improving sampling) and/or by designing larger 
proteins, which may allow SEWING to introduce more stabilizing structural components around 
functional elements. 
Of the twelve designs tested, four are monomeric in the presence of zinc and show 
evidence of zinc binding; however, they appear to be affected by zinc somewhat differently. 
TX23, for instance, was the only design to show an increase in helical character in the presence 
 94 
of zinc (although it remains poorly folded). Both TX23 and N81 show changes in their 
oligomeric state upon zinc binding; N12 and N81 both show evidence of zinc stabilization by 
guanidine denaturation while N82 exhibits slight cold denaturation only in its apo state. N12 also 
shows slight shifts in HSQC peak positions upon the addition of zinc, providing additional 
evidence for its interaction with zinc ions (Supplementary Figure 4.S7C).  The low magnitude of 
the peak shifts, however, indicates that binding does not induce a substantial conformational 
change.  
Of the two designed proteins evaluated by NMR thus far, one (N12) was found to be well-folded 
in both the presence and absence of zinc, while the other (TX23) appears poorly folded even in 
the presence of saturating zinc (Supplementary Figure 4.S7). This result is consistent with our 
circular dichroism data, which shows lower helical content for TX23 than for the other designs. 
The high helical character of N81 and N82, along with their stability at high temperatures and in 
high concentrations of guanidine, suggests that they are most likely well-folded.  
 Two of our tested designs (N81 and TX23) are monomeric in the presence of zinc but 
form dimers in their apo state (Figure 4.4). Notably, both of these design models contain 
relatively short terminal helices that are involved in zinc binding. In the case of TX23, this N-
terminal helix forms relatively few contacts with the rest of the structure, (Figure 4.2C), and the 
protein shows less helical character in the apo state than in the presence of zinc (Figure 4.3); we 
therefore believe that this helix undocks and unfolds without the stability imparted by its zinc 
binding site, allowing the exposed hydrophobic surfaces of the second helices to associate with 
one another. N81 does not show any change in helicity upon zinc binding; therefore, it seems 
more likely that these helices undock and participate more directly in dimerization, perhaps by 
forming domain-swapped dimers.  
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 Although all four tested designs showed zinc affinities within a similar range, measured 
affinities were lower for TX23 and N81 than for N12 and N82 (Figure 4.4). This contradicts our 
initial hypothesis that TX23, which contains four zinc binding residues, would have a higher zinc 
affinity than the other three designs. This difference can be partially explained by the change in 
oligomeric state observed upon zinc binding in these two designs. Since dimers of N81 or TX23 
must dissociate before binding zinc, the apparent dissociation constants measured are weaker 
than the actual affinities of the monomeric designs. Furthermore, since TX23 becomes more 
ordered upon the addition of zinc, its affinity is also lower than expected due to the entropic cost 
of zinc binding whereas the three trivalent designs are all highly ordered in the absence of zinc. 
 When the newly designed zinc binding residues in each tested design were mutated to 
alanine, all of the mutants failed to bind zinc by ITC. In the case of N12, N81, and N82, the 
mutants also remained helical and well folded by circular dichroism (Supplementary Figure 
4.S6). For these three designs, since we would not expect a zinc binding site to form with only 
the two remaining histidines and since the mutants remain highly stable, these data suggest that 
the designed histidine residue is involved in binding.  The TX23 mutant, however, appears to be 
poorly folded by circular dichroism; furthermore, we would expect the structure’s three 
remaining histidines to show at least some affinity for zinc if the mutant assumed the same 
structure as the native design. 
When performing refinement on SEWING-generated backbones containing tri-
coordinated zinc ions, we found that Rosetta’s score function strongly favored placing additional 
acidic residues in close proximity to the ion’s open coordination site. Since these residues were 
not included in the binding site’s geometry constraints, many of them deviated significantly from 
an ideal tetrahedral coordination environment or exceeded the typical coordination number of 
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zinc. We manually filtered the resulting sites to select those with the most ideal geometry; 
however, all three of the tested sites from this group formed soluble aggregates, indicating that 
they did not fold as predicted. When we repeated the refinement process with no charge on the 
simulated zinc ion, three of the four tested designs were monomeric, stable, and showed clear 
evidence of zinc binding. This result suggests that Rosetta’s energy function is not properly 
treating interactions with the ion, which is not surprising given that it continues to treat the zinc 
as a point charge rather than distributing its charge over the coordinating residues. Since the zinc 
binding sites on these new designs were more surface-exposed, they were also less likely to be 
impacted by any errors in the charge distribution of coordinating residues. Notably, our five 
tested tetravalent designs, which did not perform as well overall, were also refined with charged 
zinc and were more buried; improvements to the treatment of this charge may improve results for 
such designs.  
4.5 Conclusions 
 Using a combination of de novo backbone design and native functional elements, we 
designed four monomeric proteins that show evidence of interactions with zinc. Although the 
success rate of this method could likely be improved by developing a more sophisticated 
treatment of ions in Rosetta’s energy function, these results are a promising step toward the 
simultaneous design of structure and function.  
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Figure 4.1: Overview of computational protocol for zinc binding protein design. 
Partial zinc binding sites (A) are first extracted from native structures or generated as described in 
Materials and Methods. Ligand SEWING is then used to add an additional zinc contact (B), and SEWING 
Append is used to complete the designed backbone (C). Hydrogen bond partners are identified for any 
buried polar side chain atoms on coordinating residues (D). Finally, side chains are designed and 
structures are refined using FastDesign (E). Numbers of designs at each step are shown in black 
(trivalent designs) or green (tetravalent designs) text. In (E), blue text indicates designs modelled with a 
neutral zinc, and magenta text indicates those modelled with charged zinc. Numbers in parentheses 




Figure 4.2: Models of designed zinc binding proteins from neutral trivalent (A), charged trivalent (B), 
and tetravalent (C) design sets. 
Three of four tested neutral trivalent designs (A) and one of five tested tetravalent designs (C) were 
monomeric in the presence of zinc and showed evidence of zinc binding. All tested charged trivalent 




Figure 4.3: Stability data for N12 (A), N81 (B), N82 (C), and TX23 (D). 
Left, circular dichroism spectra; center, thermal denaturation curves; right, guanidine denaturation 
curves. N12 shows stabilization of ~4.5 kcal/mol in the presence of saturating zinc, while N82 showed no 
significant difference.  The stability change for N81 could not be accurately determined. Guanidine 





Figure 4.4: Zinc binding and multi-angle light scattering measurements for N12 (A), N81 (B), N82 (C), 
and TX23 (D). 
Isothermal titration calorimetry data (left) indicates that all four designs bind zinc with low micromolar 
to high nanomolar affinity. Light scattering data in the presence and absence of zinc (right) indicates that 



















 -window_width 6 
 -helix_length 26 
 -reference_zinc_site 4QHJ_ca_local_1.pdb 
 -first_ref_his 10 
 -ref_zinc 33 
 -temperature 1.5 
 -n_moves 20 
 -constraint_weight 1 
 -small_moves 1 
 -shear_moves 3 
 -max_angle 3 
 -nstruct 100 
C) 
 -allow_his false 
 -allow_de true 
 -secstruct “H” 
 -sampling_increment 0.2 
 -sampling_range 2 
 -output_name “NEW_stats.txt” 
 
Supplementary Figure 4.S1: Sample flags files used for (A) extracting native zinc binding sites, (B) 
generating partial two-histidine zinc binding sites, and (C) generating zinc coordination files to be used 












 -detect_disulf false 
-mh 
  -score 
   -use_ss1 true 
   -use_ss2 true 
   -use_aa1 false 
   -use_aa2 false 
  -path 
   -motifs 
/path/to/Rosetta/main/database/additional_protocol_data/xsmax_bb
_ss_AILV_res10.8_msc0.3.rpm.bin.gz 
   -scores 
/path/to/Rosetta/main/database/additional_protocol_data/xsmax_bb
_ss_AILV_res10.8_msc0.3 
  -gen_reverse_motifs_on_load false 
 -in:file:l pdblist.txt 

















nts" add_probability="0.05" delete_probability="0.05" 
hashed="false" segment_distance_cutoff="2" 
distance_cutoff="8.0" start_temperature="2.0" 





















maximum_length="6" /> Prevents super-long 
loops 
<DsspSpecificLengthRequirement dssp_code="H" 






























 -detect_disulf false 
-mh 
  -score 
   -use_ss1 true 
   -use_ss2 true 
   -use_aa1 false 
   -use_aa2 false 
  -path 
   -motifs 
/path/to/Rosetta/main/database/additional_protocol_data/xsmax_bb
_ss_AILV_res10.8_msc0.3.rpm.bin.gz 
   -scores 
/path/to/Rosetta/main/database/additional_protocol_data/xsmax_bb
_ss_AILV_res10.8_msc0.3 
  -gen_reverse_motifs_on_load false 
 -in:file:l completed_site_list.txt 


























maximum_length="6" /> Prevents super-long 
loops, should be unnecessary with this 
segment file 
<DsspSpecificLengthRequirement dssp_code="H" 
maximum_length="25" minimum_length="10" /> 




















ult.linuxgccrelease -atom_sasa_cutoff 2 -auto_setup_metals 
 
Supplementary Figure 4.S4: Sample command line used to identify second-shell hydrogen bond partners 










  -protocol 
/path/to/Rosetta/main/rosetta_scripts_scripts/scripts/public/sew
ing/refinement/zn_refinement.xml 
 -linmem_ig 10 















































<SecondaryStructure name="loops" overlap="1" 
include_terminal_loops="false" ss="L" use_dssp="true" 
/> 
<Layer name="core" select_core="true" 
use_sidechain_neighbors="true"/> 
<Layer name="boundary" select_boundary="true" 
use_sidechain_neighbors="true"/> 
<Layer name="surface" select_surface="true" 
use_sidechain_neighbors="true"/> 














<IncludeCurrent name="current" /> 











<OperateOnResidueSubset name="core_to" selector="core" 
> 











confidence="0" /> Defaults will ensure hydrophobic 
residues in each helix 
<EnergyPerResidue name="epr" 






lookup_mode="first" chain="1" threshold="0" 
confidence="1" /> 
<PackStat name="pstat" threshold="0.60" repeats="1" 
confidence="0" /> 
<SSPrediction name="sspred" threshold="0.35" 
use_svm="1" use_probability="1" 
mismatch_probability="1" confidence="0" /> 
<CavityVolume name="cavvol" /> 
<BuriedUnsatHbonds name="bunsat" 












add_constraints="false" remove_hydrogens="false" /> 

















 <PackRotamersMover name="prepack" 
 scorefxn="constrain_metal_soft" 
 task_operations="init,nocyshis,current,donotrepackbind
 ers,core_to,surface_to,boundary_to,helix_to" /> 
 <MinMover name="cartesian_min" 
 scorefxn="constrain_metal_cart" chi="false" bb="false" 
 omega="false" jump="ALL" cartesian="true" 
 bondangle="true" bondlength="true" tolerance="0.001" 
 max_iter="1000" /> 
 <FastDesign name="relax" scorefxn="constrain_metal" 









  <Add mover_name="store1" /> 
  <Add mover_name="store2" /> 
  <Add mover_name="make_bonds" /> 
  <Add mover_name="constrain_loop_identities" /> 
  <Add mover_name="prepack" /> This is added so that  
  side chain clashes will be resolved before we try to  
  fix chainbreaks 
  <Add mover_name="cartesian_min" /> This is ONLY being  
  used to fix bad bond lengths/angles at chimerization  
  points (no torsion angle minimization before design) 
  <Add mover_name="relax" /> FastDesign gives better  
  tracer output for design 
  <Add filter_name="require_core" /> 
  <Add filter_name="epr" /> 
   <Add filter_name="faulty_fragments" /> 
  <Add filter_name="pstat" /> 
  <Add filter_name="cavvol" /> 
  <Add filter_name="bunsat" /> 
  <Add filter_name="sspred" /> 
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 </PROTOCOLS> 
 <OUTPUT scorefxn="constrain_metal" /> 
</ROSETTASCRIPTS> 
 
Supplementary Figure 4.S5: Sample options file (A) and XML file (B) used for refinement and side chain 







Supplementary Figure 4.S6: Alanine point mutants of designed zinc binding residues do not bind zinc. 
Mutants of N12 (A), N81 (B), and N82 (C) all show highly helical secondary structure in the presence or 
absence of zinc (top left), show no significant difference in thermal denaturation curves with or wthout 
zinc (top right) , and show no evidence of zinc binding by isothermal titration calorimetry (bottom left). 
Mutant TX23 (D) appears poorly folded in the presence or absence of zinc and shows no evidence of zinc 
binding by circular dichroism or isothermal titration calorimetry. Mutated residues are displayed in 






Supplementary Figure 4.S7: NMR data indicate that the trivalent design N12 is well-folded while the 
tetravalent design TX23 is not. 
A) 15N-1H HSQC for N12 in the absence of zinc. All predicted amide peaks (91/91) are visible. B) Zinc 
titration of N12. Amide peaks remain stationary in up to 1:0.5 N12:ZnSO4 but shift in 1:1 and 1:1.5 
N12:ZnSO4. C) 15N-1H HSQC for TX23 in the presence of saturating ZnSO4. Peaks are broad and poorly 
dispersed, indicating that the protein is not well-folded under these conditions.-D) 13C-1H HSQC for 
TX23 in the presence of saturating ZnSO4. 32 of 45 predicted methyl groups were found, and peaks are 








CHAPTER 5: CONCLUSIONS 
5.1 Benefits of new design method 
 Previous studies in metalloprotein design have typically relied on the redesign of native 
scaffolds or on de novo designs with relatively simple, symmetric scaffolds. Ligand SEWING 
combines elements from both methods, allowing us to capture some of the complexity of native 
protein structures and binding sites while exploring a wide range of new folds. Due to its high-
throughput nature and diverse output, SEWING seems a natural source of starting scaffolds for 
directed evolution; whereas selection for, for instance, a particular catalytic activity would 
typically be limited to a mutant library of no more than tens of backbones, SEWING could 
potentially yield thousands of possibilities for screening. As methods for high-throughput protein 
synthesis and screening, such as protein microarrays, continue to progress, such a method could 
become increasingly valuable. 
 As described in Chapter 3, the new SEWING framework not only allows design of new 
ligand contacts but can also favor interactions with a protein binding partner. This function raises 
the possibility of using Ligand SEWING for the design of metal-mediated interfaces or even for 
the design of specific inhibitors for metalloenzymes through a combination of specific protein 
contacts, shape complementarity, and metal coordination. Since the functions of enzymes with 
metal ion cofactors include potential therapeutic targets such as metallo-β-lactamases involved in 
antibiotic resistance (Zhang and Hao, 2011) and matrix metalloproteinases, which have been 
implicated in metastasis and poor prognosis in various cancer types (Mehner et al., 2014; Xu et 
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al., 2015), such a tool could be of widespread interest for future researchers. 
5.2 Continued challenges in metalloprotein design 
In our efforts to design novel zinc binding proteins both from native scaffolds and de 
novo, we encountered several challenges that must be addressed in future design efforts in order 
to achieve good agreement between design models and their corresponding crystal structures. By 
extension, these challenges will also impact the success of metalloprotein structure prediction, 
which given the large proportion of native proteins predicted to bind metal ions, may constitute a 
significant portion of future modelling problems. 
5.2a Long-range interactions 
 As we observed in Chapter 2, the need for long-range interactions (such as second-shell 
hydrogen bonds) in zinc binding sites can have substantial effects on protein structures. Previous 
studies had observed that such interactions affect metal affinity (Marino and Regan, 1999; Dudev 
et al., 2003) and metalloenzyme catalytic activity (Kiefer et al., 1995); however, our results 
suggest that these interactions are in some cases so strongly favored that they cause relatively 
large shifts in backbone conformations compared to those that would otherwise be energetically 
preferable (Guffy et al., 2016). This result reaffirms that such interactions must be accounted for 
in metalloprotein design; if a heavy atom on the side chain of a metal-coordinating residue is 
buried and does not interact with the metal or form a hydrogen bond in the design model, then it 
is most likely modelled incorrectly. These interactions also present a significant challenge for 
structure prediction; these results suggest that current scoring models may not give enough 




When performing side chain design on de novo metalloproteins, we found that Rosetta’s 
current full-atom score function exaggerates the electrostatics of the zinc ion, highly favoring the 
placement of negatively charged residues near the positively charged zinc ion at the expense of 
structural stability. In fact, designs modelled using a positively charged zinc ion failed to fold as 
predicted, either aggregating in solution, forming oligomers, or folding as an unstable molten 
globule. In contrast, designs that ignored the charge on zinc during full-atom refinement were 
stable and well-folded in solution and appear to bind zinc as predicted (Chapter 4). These results 
suggest that, just as current score functions underemphasize the importance of second-shell 
hydrogen bonds, they overemphasize the impact of the zinc ion’s charge on its immediate 
coordination environment. 
 Both of these issues can be explained, at least in part, by the failure of Rosetta to 
distribute the charge of the bound zinc ion over its coordinating side chains and/or their 
hydrogen bond partners; instead, it continues to be treated as a point charge while coordinating 
residues continue to be treated as neutral or negatively charged, and this model does not 
adequately represent the electrostatic environment of the metal binding site. This issue could be 
addressed by conducting QM/MM calculations on the metal binding site to determine the correct 
distribution of charges; however, as a previous study pointed out (Richter et al., 2011), this 
approach is too slow to feasibly apply to the thousands of design models produced during a 
typical Rosetta simulation of this type. A more practical approach may be to perform such 
simulations on binding sites containing all combinations of first-shell coordinating residues and 
then use the data collected from those simulations as part of a knowledge-based potential for 
parameterizing metal binding sites. For example, zinc has five common coordinating ligands 
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(two tautomers of histidine, cysteine, aspartate, glutamate, or water), so representing all 
combinations of four of those ligands would require 64 or 1296 simulations. If we also choose to 
model bidentate coordination by aspartate and glutamate, this number would grow to 84 or 4096 
simulations. These simulations would only need to be performed once for a given metal, and 
even if the results were shared among metals with similar coordination environments (such as 
zinc, nickel, and cobalt ions with a +2 charge), the resulting charge distributions would most 
likely improve the accuracy of metalloprotein scoring. 
5.3 Final Thoughts 
 The computational design of functional proteins has become increasingly prevalent in 
recent years, with groups successfully designing catalysts (Jiang et al., 2008; Rothlisberger et al., 
2008; Zastrow and Pecoraro, 2014), biosensors (Bick et al., 2017), and transporters (Joh et al., 
2014) among other functions. Nevertheless, the precise design of metal binding sites remains a 
difficult problem with a relatively low degree of success (Guffy et al., 2016), possibly due to the 
challenge of accurately modeling the electrostatic environment of the metal ion. Due to the high 
prevalence of metal ions in native structures and their contributions to function, these issues will 
need to be addressed before truly accurate designs can be achieved. 
 Nevertheless, there is potential for the design of functional metalloproteins even without 
perfect geometric modelling. The design of small, simple protein structures (such as coiled coils) 
and those with binding sites near the protein surface will likely continue to be more accurate for 
the time being because these effects are partially mitigated by the limited interactions of metal 
coordinating residues. Our results indicate that ignoring the metal’s charge completely may yield 
better results than treating it as a point charge, and explicit design of second-shell residues may 
prevent unexpected structural changes in redesigned proteins.  Finally, by using high-throughput 
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techniques such as SEWING to generate large sets of possible designs, we may produce 
functional proteins by screening large libraries even without achieving atomic-level accuracy in 
individual designs. Although advances in technology may be necessary to consistently achieve 
high accuracy in the modeling of protein-metal interactions, this work will hopefully both 
contribute to current efforts to circumvent our current shortcomings and point the way to 
improvements for future researchers.
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