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Abstract
Superconducting circuits provide an architecture upon which cavity quantum electrodynamics (QED) can
be implemented at microwave frequencies in a highly tunable environment. Known as circuit QED, these
systems can achieve larger nonlinearities, stronger coupling and greater controllability than can be achieved
in cavity QED, all in a customisable, solid state device, making this technology an exciting test bed for both
quantum optics and quantum information processing. These new parameter regimes open up new avenues
for quantum technology, while also allowing older quantum optics results to finally be tested. In particular is
is now possible to experimentally produce nonclassical states, such as squeezed and Schro¨dinger cat states,
relatively simply in these devices. Using open quantum systems methods, in this thesis we investigate four
problems which involve the use of nonclassical states in circuit QED. First we investigate the effects of a Kerr
nonlinearity on the ability to preserve transported squeezed states in a superconducting cavity, and whether
this setup permits us to generate, and perform tomography, of a highly squeezed field using a qubit, with
possible applications in the characterisation of sources of squeezed microwaves. Second, we present a novel
scheme for the amplification of cat states using a coupled qubit and external microwave drives, inspired by the
stimulated Raman adiabatic passage. This scheme differs from similar techniques in circuit QED in that it is
deterministic and therefore compatible with a protocol for stabilising cat states without the need for complex
dissipation engineering. Next we use solutions of Fokker-Planck equations to study the exact steady-state
response of two nonlinear systems: a transmon qubit coupled to a readout resonator, where we find good
agreement with experiments and see simultaneous bistability of the cavity and transmon; and a parametrically
driven nonlinear resonator, where we compare the classical and quantum phases of the system and discuss
applications in the generation of squeezed states and stabilisation of cat states. Finally, we investigate the use
of two different types of superconducting qubits in a single experiment, seeing that this enables engineering of
the self- and cross-Kerr effects in a line of cavities. This could provide a valuable means of entangling cavity
states, in addition to a resource for quantum simulation.
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Chapter 1
Introduction
Over one hundred years after Max Planck proposed his solution to the black body radiation problem, physics
has reached the point where it is possible to engineer truly quantum technology. In what has been termed a
‘second quantum revolution’ [1], researchers aim to move from using quantum mechanics to describe physical
systems, and apply this understanding to build devices such as the laser, to using this knowledge to design the
next generation of technologies which can actively create, control and measure entangled quantum states of
matter. These technologies all aim to achieve an improvement in precision, speed or computational complexity
that is not possible classically and range from quantum metrology [2], which seeks to improve measurements
and provide new, fundamental SI definitions to the deterministic quantum computer [3], possibly the ultimate
goal of quantum technology. This effort not only requires significant breakthroughs in basic physics to realise
these goals, but also provides a new set of highly controlled experimental setups which can contribute to
the study of fundamental physical models. These systems can enable us to explore previously inaccessible
parameter regimes [4] or provide simpler analogues to inform work on more complex quantum systems.
Progress in this field has already been significant. Quantum key distribution, which was first proposed
in 1984 [5], uses the superposition principle to implement tamper-resistant exchange of cryptographic keys,
and has been demonstrated over distances greater than 300km [6]. Shor’s algorithm [7] for prime number
factorisation is one of several methods known to give exponential speed-up over a classical computer [8] and
has been achieved experimentally for small numbers [9]. More recently, work has turned to the problems
of scaling up quantum systems and implementing techniques such as error correction [10–12] to make them
sufficiently robust for real-world computations. It is hoped that a ‘quantum simulator’ would be able to
use a large, easily controllable, ‘clean’ quantum system to simulate a similar sized, more complex system
of interest much faster than is possible classically. D-Wave has famously developed a quantum annealing
machine [13, 14], which is a step towards being able to solve some (but not general [15]) hard optimisation
problems.
Whether we want to implement a quantum computer or investigate a fundamental quantum mechanical
phenomenon, we require a platform which can maintain, and ideally control, a coherent quantum state. This
state will often be made up of quantum bits (qubits), where binary information is encoded in superpositions
of two states of a quantum system. At this relatively early stage in the development of the field, there are
many competing qubit types being studied, all of which have different strengths and capabilities and could
ultimately be suited to different applications. Trapped ultra-cold atoms and ion chains [16, 17], photonics
[18], spintronics [19] and dopant atoms embedded in silicon [20–22] are just some of the viable platforms for
quantum information processing. In addition, hybrid systems such as optomechanics [23], which studies the
interaction between optical modes and physical oscillators, can provide access to exciting new physics.
Cavity quantum electrodynamics (cavity QED) [24, 25] is the study of light matter interactions using
optical cavities and atoms. In addition to studying quantum optical effects, such as the production of
macroscopic superposition, cavity QED also shows promise as a way to implement a quantum computer.
In practice, however, it is difficult to achieve the strong couplings and nonlinearities required for quantum
computations using atoms and our ability to tune the system parameters is limited by the available atoms
and molecules, which are also hard to manipulate in the lab. Circuit QED seeks to solve many of these
problems by implementing cavity QED in fully tunable circuits made of superconducting materials. These
superconducting circuits have zero electrical resistance, allowing them to maintain coherence, and a standard
toolbox of components which can be used to construct a wide variety of interesting Hamiltonians and provide
a platform for quantum information processing [26–28]. Circuits can be constructed that act as effective
one-dimensional resonators, while a nonlinear element, the Josephson junction, allows ‘artificial atoms’ with
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complex energy structures to be built. All these devices are solid states and, because they operate at microwave
frequencies, are macroscopic. Superconducting circuits therefore benefit both from the pre-existing fabrication
techniques and components of the integrated electronics industry and the mature microwave technologies of
the telecommunications industries.
This thesis investigates a variety of theoretical problems relating to the study or use of nonclassical
microwave states in the inherently dissipative environment of superconducting circuits. These range from
investigating the use of superconducting qubits to perform tomography of squeezed states, where the param-
eter regime of circuit QED allows us to realise something that has not been realised at optical frequencies,
to solving analytically the response of real cavity-systems, to investigating the possibility of realising novel
Hamiltonians in a lattice of cavities and implementing a quantum simulator in circuit QED. The remainder
of this introduction will outline the structure and contents of the following chapters, with the dependencies
between chapters shown in Figure 1.1.
Coherent states are the states of a quantum harmonic oscillator, such as an optical cavity, which most
closely resemble a classical state. These states are eigenstates of the annihilation operator, and represented
by a Gaussian distribution in phase space with equal uncertainty in both their conjugate variables. The real
power of quantum systems, however, is to create nonclassical states which take advantage of the ability to
superpose and entangle quantum states. Chapter 2 introduces the different nonclassical states that are studied
in this thesis. Primarily this focuses on squeezed states, where the uncertainty distribution has been modified
so that one quadrature of the field is very well determined, and states where a resonator is in a superposition
of two equal-amplitude coherent states, known as Schro¨dinger cat states (SCSs). Important Hamiltonians in
quantum optics and cavity QED are discussed, along with a brief discussion of bistability in quantum systems.
Next, Chapter 3 is dedicated to how these fundamental models can be realised in superconducting circuits,
starting with a derivation of the Hamiltonian of a coplanar waveguide resonator. This is followed by the
Josephson junction Hamiltonian, which is the source of linearity in superconducting circuits. Josephson
junctions enable the construction of various qubit devices as well as parametric amplifiers which can be used
to produce squeezed microwave states. We study how the simplest forms of these circuits can be realised,
along with a detailed discussion of the transmon, a newer design which is currently widely used in experiments.
In order to manipulate a quantum system, it must be possible to couple in control signals and some energy
will always be able to leak out of this channel. This leads to a loss of quantum coherence. When modelling
any realistic system, it will therefore become necessary to consider it as a driven-dissipative ‘open’ system at
some point. Chapter 4 introduces a variety of open systems methods, both numerical and analytical, which
will be used throughout the remaining chapters. This includes a discussion of how systems can be dissipatively
coupled to each other and implementing environments with different noise characteristics.
Completing the background to the thesis, Chapter 5 outlines a variety of recent work in the field of circuit
QED, covering advances in superconducting circuits, quantum optics and many-body physics, among other
topics. This work applies concepts from across the preceding chapters, while providing significant background
and motivation for the following work.
The remaining chapters contain the novel contributions of this thesis, each of which is based around
an application of nonclassical states in superconducting circuits. Chapter 6 investigates the possibility of
producing a highly squeezed field inside a superconducting resonator and using a qubit coupled to the cavity
to perform tomography of the state. The ability to generate such states is important for applications in
precision quantum measurements and developing a scheme that utilises the strong cavity-qubit coupling of
circuit QED to perform tomography could provide a valuable means of characterising sources of squeezing.
This work also raises fundamental questions about the preservation of Gaussian states within certain systems
and the ability to approximate non-Gaussian systems by a Gaussian approximation.
Chapter 7 presents work on developing a new, purely deterministic method for the amplification of cat
states. As perfect quantum amplification is forbidden by the no cloning theorem, the ability to produce high
fidelity amplification of such states is a complicated control problem. Such tools will become increasingly
important as groups begin to scale up and incorporate error correction into information processing systems
based on qubits encoded in cavity fields. The method is inspired by the stimulated Raman adiabatic passage
in circuit QED and could be generalised to applying different operations to a cavity state.
Chapter 8 looks at a more technical theoretical problem, revisiting older quantum optics methods to try
to gain insight into newer circuit QED systems. The first section uses a Fokker-Planck equation to derive a
new approximate analytical solution for the steady state response of a driven resonator coupled to a transmon
qubit. This new solution describes many features seen in the experimental device response, even at high
drive powers which are difficult to simulate numerically. It also predicts a simultaneous bistability of cavity
and qubit, which is also seen in experimental results. These are compared with predicted transmission and
reflection spectra. The second section revisits a known solution for a nonlinear resonator under different
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driving and dissipative conditions to study applications in circuit QED.
Finally, Chapter 9 studies how using multiple different types of superconducting qubits in a single circuit
can be used to modify the strength of the Kerr interactions acting on and between resonators. This problem
has many different interesting applications. Completely cancelling the self-Kerr on a storage cavity could allow
high fidelity storage of coherent state superpositions without them being distorted by the qubit nonlinearity,
but still allowing control of the field using the coupled qubits. Modifying the cross-Kerr interaction between
two cavities using qubits with opposite anharmonicities can help realise an entangling operation which can
be switched on and off on demand. Extending this idea to a line of cavities could also allow the engineering
of lattices with novel Hamiltonians where the on-site and coupling nonlinearities can be selected. This has
application in quantum simulation and trying to realise quantum phase transitions in a driven-dissipative
system.
2: Quantum optics, cavity
 QED and nonclassical states
3: Circuit quantum
electrodynamics
4: Open quantum systems
methods
5: Recent directions in
circuit QED
6: Enhancement and
 tomography of squeezed
states
7: Cat state amplication
8: Fokker-Planck equation
in circuit QED
9: Kerr engineering in
circuit QED
Figure 1.1: Structure of the remainder of the thesis, showing relationships between the background Chapters
2-5 and results Chapters 6-9. Coloured arrows indicate that results from the corresponding chapter will be
required in another. The chapter on recent directions is not required to understand the results of the thesis,
but provides much of the motivation for this work and describes many similar and recent results in circuit
QED.
References
[1] J. P. Dowling and G. J. Milburn, Philos. Trans. R. Soc. A. 361, 1655 (2003).
[2] V. Giovannetti, S. Lloyd, and L. MacCone, Phys. Rev. Lett. 96, 010401 (2006).
[3] T. D. Ladd, F. Jelezko, R. Laflamme, Y. Nakamura, C. Monroe, and J. L. O’Brien, Nature 464, 45
(2010).
[4] J. Q. You and F. Nori, Nature 474, 589 (2011).
[5] C. H. Bennett and G. Brassard, in Int. Conf. Comput. Syst. Signal Process. (1984).
[6] B. Korzh, C. C. W. Lim, R. Houlmann, N. Gisin, M. J. Li, D. Nolan, B. Sanguinetti, R. Thew, and
H. Zbinden, Nat. Photonics 9, 163 (2014).
[7] P. Shor, in Proc. 35th Annu. Symp. Found. Comput. Sci. (1994) pp. 124–134.
[8] M. A. Nielsen and I. L. Chuang, Quantum Computation and Quantum Information, 10th ed. (Cambrige
University Press, 2011).
[9] E. Martin-Lopez, A. Laing, T. Lawson, R. Alvarez, X. Q. Zhou, and J. L. O’Brien, Nat. Photonics 6,
773 (2012).
3
REFERENCES
[10] D. Gottesman, (2009), arXiv:0904.2557v1 .
[11] J. Chiaverini, D. Leibfried, T. Schaetz, M. D. Barrett, R. B. Blakestad, J. Britton, W. M. Itano, J. D.
Jost, E. Knill, C. Langer, R. Ozeri, and D. J. Wineland, Nature 432, 602 (2004).
[12] N. Ofek, A. Petrenko, R. Heeres, P. Reinhold, Z. Leghtas, B. Vlastakis, Y. Liu, L. Frunzio, S. M. Girvin,
L. Jiang, M. Mirrahimi, M. H. Devoret, and R. J. Schoelkopf, Nature 536, 441 (2016).
[13] S. Boixo, T. F. Rønnow, S. V. Isakov, Z. Wang, D. Wecker, D. A. Lidar, J. M. Martinis, and M. Troyer,
Nat. Phys. 10, 218 (2014).
[14] M. W. Johnson, S. Amin, S. Gildert, T. Lanting, F. Hamze, N. Dickson, R. Harris, A. J. Berkley,
J. Johansson, P. Bunyk, E. M. Chapple, C. Enderud, J. P. Hilton, K. Karimi, E. Ladizinsky, N. Ladizinsky,
T. Oh, I. Perminov, C. Rich, M. C. Thom, E. Tolkacheva, C. J. S. Truncik, S. Uchaikin, J. Wang,
B. Wilson, G. Rose, M. H. S. Amin, S. Gildert, T. Lanting, F. Hamze, N. Dickson, R. Harris, A. J.
Berkley, J. Johansson, P. Bunyk, E. M. Chapple, C. Enderud, J. P. Hilton, K. Karimi, E. Ladizinsky,
N. Ladizinsky, T. Oh, I. Perminov, C. Rich, M. C. Thom, E. Tolkacheva, C. J. S. Truncik, S. Uchaikin,
J. Wang, B. Wilson, and G. Rose, Nature 473, 194 (2011).
[15] T. F. Rønnow, Z. Wang, J. Job, S. Boixo, S. V. Isakov, D. Wecker, J. M. Martinis, D. A. Lidar, and
M. Troyer, Science 345, 420 (2014).
[16] R. Blatt and C. F. Roos, Nat. Phys. 8, 277 (2012).
[17] H. Haffner, C. Roos, and R. Blatt, Phys. Rep. 469, 155 (2008).
[18] D. Brunner, M. C. Soriano, C. R. Mirasso, and I. Fischer, Nat. Commun. 4, 1364 (2013).
[19] J. Fabian and S. D. Sarma, Rev. Mod. Phys. 76, 323 (2004).
[20] K. Saeedi, S. Simmons, J. Z. Salvail, P. Dluhy, H. Riemann, N. V. Abrosimov, P. Becker, H.-J. Pohl,
J. J. L. Morton, and M. L. W. Thewalt, Science 342, 830 (2013).
[21] G. W. Morley, P. Lueders, M. Hamed Mohammady, S. J. Balian, G. Aeppli, C. W. M. Kay, W. M. Witzel,
G. Jeschke, and T. S. Monteiro, Nat. Mater. 12, 103 (2012).
[22] M. H. Mohammady, G. W. Morley, and T. S. Monteiro, Phys. Rev. Lett. 105, 067602 (2010).
[23] M. Aspelmeyer, T. J. Kippenberg, and F. Marquardt, Rev. Mod. Phys. 86, 1391 (2014).
[24] S. Haroche, Rev. Mod. Phys. 85, 1083 (2013).
[25] H. Walther, B. T. H. Varcoe, B.-G. Englert, and T. Becker, Reports Prog. Phys. 69, 1325 (2006).
[26] A. Blais, J. Gambetta, A. Wallraff, D. Schuster, S. Girvin, M. Devoret, and R. Schoelkopf, Phys. Rev.
A 75, 032329 (2007).
[27] M. H. Devoret and R. J. Schoelkopf, Science 339, 1169 (2013).
[28] A. Blais, R.-S. Huang, A. Wallraff, S. Girvin, and R. Schoelkopf, Phys. Rev. A 69, 062320 (2004).
4
Part I
Background
5
Chapter 2
Quantum optics, cavity QED and
nonclassical states
Quantum optics is the study of light and its interaction with matter at the level where the particle-like nature
of the light becomes relevant. These theories can be divided into two broad categories: semiclassical theories,
which treat the light field classically and the matter as truly quantum; and full quantum theories which treat
the entire system quantum mechanically. While much quantum optics occurs in free space with travelling
waves, we will primarily be interested in the states of the internal modes of an optical cavity. We will start
by introducing some important classes of cavity states, how they can be visualised and their applications
along with some fundamental Hamiltonians in quantum optics. This will lead into a discussion of the Jaynes-
Cummings model, a fundamental model of light-matter interactions, followed by an example of bistability in
a simple quantum optical system.
2.1 Coherent states
An idealised optical cavity or transmission line resonator is described by the harmonic oscillator Hamiltonian
H0 = ω
(
a†a+
1
2
)
, (2.1)
where a is the annihilation operator for the resonator mode and ω is the resonator frequency. In this and
all other Hamiltonians in this thesis we set ~ = 1. The eigenstates of this system are the Fock states, or
number states |n〉. The a operators act to lower or raise the photon number in the cavity by the actions
a |n〉 = √n |n− 1〉 ; a|0〉 = 0 and a† |n〉 = √n+ 1 |n+ 1〉 [1]. Coherent states are those states which are
closest to classical states and are fully described by their amplitude and phase, generally written as a single
complex parameter α. The coherent states are the eigenstates of the non-Hermitian operator a and in the
number state basis are given by
|α〉 = e−|α|2/2
∞∑
0
αn√
n!
|n〉 . (2.2)
Note that |α|2 is the average number of photons contained within the state. We can produce a coherent state
by applying the displacement operator D(α) = exp(αa† − α∗a) to the vacuum state |0〉, which is the effect
of applying the driving Hamiltonian Hd = i(a − ∗a†), where || is the drive strength, for a suitable time.
The variance in the photon number ∆n for a coherent state is |α|2, as would be expected from Poissonian
statistics, and in fact it can be shown that the distribution of number states P (n) is exactly a Poisson
distribution. Using the general uncertainty relation for two operators A and B,
(∆A)2(∆B)2 ≥ |[A,B]|
2
4
, (2.3)
we can see that all cavity states must satisfy ∆a∆a† ≥ 1/2. We often also define the quadrature operators
X =
1√
2
(
a† + a
)
, (2.4)
P =
i√
2
(
a† − a) , (2.5)
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which are the operators corresponding to the x and p coordinates of phase space. Using these definitions, we
also find that ∆X∆P ≥ 1/2. In fact, coherent states saturate this bound with ∆X = ∆P = 1/2 and are
therefore known as ‘minimum uncertainty states’. In phase space they are represented by a circle centred at
α with diameter 1/2.
2.2 Phase space representations
A useful way to visualise the state of an electromagnetic mode is by plotting a quasiprobability distribution
over phase space. These are like classical probability distributions in that they can be integrated to calculate
moments of the mode, but are not strictly probability distributions because they can be negative or even
infinite in some areas of phase space. Some examples of this are the Glauber-Sudarshan P -representation
[2, 3] and the related generalised and complex P -representations [4], which we will see in Chapter 4 are useful
for solving various problems in quantum optics. The most useful distributions for visualising quantum states
are the Husimi Q-function and the Wigner function.
The Q-function [5] is plotted over all of phase space by taking the overlap between the state of the
resonator and a coherent state centred at that point. It is defined by
Q(α) =
1
pi
|〈α|ψ〉|2 , (2.6)
where |ψ〉 is the state of the system and |α〉 is a coherent state with complex amplitude x + ip. We
can also generalise this to the case of mixed states, which will be discussed further in Chapter 4. This
function is relatively simple to calculate but only reveals some aspects of the state. For example, unlike
with some other phase space distributions, this representation does not always clearly indicate the difference
between superposition and mixed states. For example, the superposition |α〉+ |−α〉 and the classical mixture
|α〉 〈α|+ |−α〉 〈−α|, for large α, cannot be distinguished using their Q-functions. Despite these limitations,
the ease with which the Q-function can be calculated and measured means that it is often a valuable tool for
studying quantum states in phase space, for example for seeing signatures of bistability.
The Wigner function is a more complicated object which takes into account interference effects between
different parts of the distribution. This allows us to more completely visualise the nature of the state. It is
defined as
W (x, p) =
1
pi
∫ ∞
−∞
〈x+ y|ψ〉〈ψ|x− y〉e−2ipydy, (2.7)
where 〈x|ψ〉 is the wavefunction of the state. The most striking aspect of the Wigner function is that
negativity of the Wigner function is sufficient (but not necessary) to demonstrate nonclassicality of the state
as it is not meaningful to associate a negative probability with a point in classical phase space. For quantum
states the uncertainty principle means that measurements always integrate over a large enough region so that
the observed probability is positive. This provides a useful tool to easily identify certain classes of states. For
example, the superposition |α〉 + |−α〉 displays interference fringes between the two coherent states, clearly
distinguishing it from a mixed state, which has none. It is also unique among quasiprobability distributions
on phase space in that the marginals of the distribution give the correct x and p distributions. In Figure 2.1
we show the Wigner functions of some of the simplest states of a quantum resonator and point out some key
features of Fock, coherent and squeezed states. The Q-function can be thought of as a Gaussian smoothing
of the Wigner function, which removes the fine details that can often be seen in the interference patterns of
the Wigner function and therefore makes nonclassicality harder to identify.
2.3 Squeezed states
The vacuum |0〉 is a minimum uncertainty state with zero amplitude. To realise our first nonclassical state,
we now consider acting on the vacuum with the so-called squeezing operator, which is defined as
S(ξ) = exp
[(
ξa2 − ξ∗a†2) /2] , (2.8)
where ξ is the squeezing parameter. Taking ξ = r to be real, this can be achieved by evolution according to
the Hamiltonian HS = i(a
2 − a†2) for a time t = r/. The action of this Hamiltonian on the quadrature
operators X and P is
X(t) = S†(r)X(0)S(r) = X(0)e−r, (2.9)
P (t) = S†(r)P (0)S(r) = P (0)er, (2.10)
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Figure 2.1: Wigner functions of common states of a quantum resonator: (a) The vacuum state |0〉 is a
minimum-uncertainty Gaussian distribution centred at the origin. (b) The single-photon Fock state |1〉 also
has zero average amplitude but an average photon number of 1. Note than these states are rotationally
symmetric as the phase is entirely uncertain. The Wigner function is negative at the origin, a key indicator of
nonclassicality. (c) A coherent state |α〉 is formed by displacing the vacuum from the origin, here α = −2−2i.
(d) A squeezed vacuum state which has been squeezed in the P -quadrature with squeezing parameter r− =
0.8. (e) An X-quadrature squeezed coherent state formed by squeezing the vacuum with r = 0.7 and then
displacing by α = 1 + 1i. This state now requires two phases to fully describe the distribution. (f) Amplitude
squeezed coherent state, formed by squeezing with r = −0.5, allowing the state to evolve freely to rotate
through pi/4 and then displacing by α = −2.5i.
which we can immediately see corresponds to ‘squeezing’ of the state in the X direction and antisqueezing
in the P direction. This state is still a minimum uncertainty state with no coherent amplitude, but it now
contains a non-zero number of photons, given by 〈n〉. Plotting the number state distribution P (n) for this
squeezed state shows that it differs significantly from a coherent state in that it has non-zero amplitudes
associated with only even number states. Applying the displacement operator followed by the squeezing
operator will produce a squeezed coherent state, which has a non-zero coherent amplitude. Squeezing can
also occur in other variables of the system, for example amplitude or phase squeezing. In fact, the Fock states
are a special case of squeezed states where there is infinite squeezing of the photon number. Consequently,
the phase of the Fock state is completely uncertain.
2.3.1 Two-mode squeezing
By analogy to the squeezing operator we can define the concept of two-mode squeezing, which comes from
applying the operator
S2(ξ) = exp
[
1
2
(
ξa1a2 − ξ∗a†1a†2
)]
, (2.11)
to a two-mode system where both resonators begin in the vacuum state. In this case the individual quadrature
operators of the two cavities Xi, Pi all become less well determined as do the total quadrature operators
X = (X1 + X2)/
√
2 and P = (P1 + P2)/
√
2. The difference P1 − P2, however becomes squeezed by the
interaction. This means, in the limit of large ξ, that the two modes acquire identical amplitudes but opposite
phases. Multimode squeezed states therefore provide a source of entangled photons which can be used in
teleportation experiments [6] and for continuous variable quantum computation [7]. Two-mode squeezing of
2dB below the standard quantum limit has been demonstrated in superconducting circuits [8].
2.3.2 Squeezing sources
In general, squeezing is produced by a χ(2) nonlinearity, in optics generally a nonlinear crystal, which couples
photons in three modes known as the pump, signal and idler with frequencies such that ωp = ωi + ωs. The
Hamiltonian for this interaction is simply
Hint = χ
(2)
(
c†ab+ ca†b†
)
, (2.12)
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where a,b and c are the annihilation operators for the signal, idler and pump modes respectively. A pump
photon incident on the nonlinearity will split into a pair of entangled photons with frequencies ωi and ωs,
forming a two-mode squeezed state. If each pump photon is split into two photons of the same frequency,
then a and b are the same mode and we instead produce single mode squeezing. A device which implements
this Hamiltonian is known as a parametric amplifier. If the modes a and b are the same then it is called a
degenerate amplifier, otherwise it is non-degenerate. While the application of the squeezing operator to the
vacuum can produce infinite squeezing in principle, implementing it in a dissipative degenerate parametric
amplifier can only achieve squeezing of a factor of two [9]. Chapter 6 investigates generating greater intracavity
squeezing in the presence of a qubit nonlinearity.
2.4 Coherent state superpositions and cat states
An equally weighted superposition of the coherent states |α〉 and |−α〉, which have equal amplitude but
opposite phase, is known as a Schro¨dinger cat state (SCS) [10] by analogy to the famous thought experiment.
In the limit of large α, the system is effectively in a superposition of two macroscopic states. The states
|α〉 ± | − α〉 are known as even (odd) cat states and contain only even (odd) photon number states. A small
even cat state is therefore very similar to a squeezed vacuum state. SCSs have been studied extensively for uses
in quantum technology, including continuous-variable (CV) quantum communication [11, 12], fault-tolerant
quantum computation [13–16], CV teleportation [17], and quantum metrology [18–20].
More generally the state a |α〉+ b |−α〉 can be thought of as a qubit state which can encode information
in a cavity state. This may be advantageous in a system where the coherence time of resonators is greater
than the qubit devices, for example for a longer-lived quantum memory. Encoding a single qubit in many
excitations has the advantage of making the state more robust to the loss of a single quantum of energy.
While losing an excitation from a qubit state will destroy the information stored in it, removing a photon from
an SCS causes it to shrink and the parity of the state to switch. If the photon is detected then this process
can be tracked and corrected for later. Only if the state shrinks to the point that the constituent coherent
states overlap will the information be completely lost.
An alternative encoding is to generalise to superpositions of n coherent states, spaced equally around a
circle of radius α in phase space. This in principle allows us to encode more than one bit of information in a
single cavity. Alternatively, a qubit could be encoded in a superposition of even states
|ψ〉 = a (|α〉+ |−α〉) + b (|iα〉+ |−iα〉) , (2.13)
so that the full logical space is spanned by even parity states. Whereas with normal cat states a single
photon loss results in a state that is also in the computational state, a photon lost from these coherent state
superpositions maps the state into a completely orthogonal space. Figure 2.2 shows the Wigner functions of
some of these states.
Figure 2.2: Wigner functions of cat states and coherent state superpositions. (a) The even cat state |α〉+|−α〉
is a coherent superposition of two coherent states with opposite phases. With α = 2 we can clearly see
interference between the two states, indicating that the state is nonclassical (b) The odd cat state |α〉− |−α〉
is similar but with the sign of the interference fringes reversed, this indicates a change in the parity of the
state (c) A coherent state superposition with four different coherent states |α〉+ |−α〉+ |iα〉+ |−iα〉 displays
extremely complex interference patterns between the four states. To see the full structure of interference
fringes we must use a larger value of α = 3.
Schro¨dinger cat states feature extensively in the results of this thesis, primarily in Chapter 7, which proposes
a deterministic amplification scheme for them. An exact solution of a parametrically driven nonlinear oscillator
is used in Chapter 8 to study stabilisation of cat states. Finally, Chapter 9 investigates how the Kerr effect,
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which we will introduce next, can be engineered in circuit QED to improve storage of cat states and coherent
state superpositions.
2.5 The Kerr effect
The harmonic oscillator Hamiltonian seen earlier has equally spaced eigenvalues En = ωn and is therefore
described as a linear system, which is a good approximation to many potentials. The next order approximation
we can make is the quadratic Hamiltonian
HS = ωa
†a+
χ
2
a†a†aa, (2.14)
where the oscillator frequency becomes a function of the number of excitations in the resonator. This model
is commonly seen in quantum optics, where it can be realised by placing a nonlinear optical medium in a
cavity. As we will see shortly, it also approximates the nonlinearity of a cavity coupled to a two-level system
in the limit that they are significantly different in frequency. The effect of the (a†a)2 in the Hamiltonian is
often referred to as the cavity self-Kerr effect. The Kerr effect is also studied in classical optics, where it is
seen as an intensity-dependent shift in the refractive index. This is important in applications such as optical
fibres where it causes effects such as self-phase modulation and self-focusing [21] which are important to the
operation of optical fibres.
The self-Kerr interaction induces a number-dependent phase on the cavity field, so that if we begin with
a coherent state in the resonator then the field as a function of time is
|ψ(t)〉 = eiχ2 (a†a)2t |α〉 = e−|α|2/2
∞∑
n=0
αn√
n!
ei
χ
2 n
2t |n〉 , (2.15)
where we have dropped the linear part of HS as this simply rotates the whole state in phase space as a
function of time. The effect of this is to distort the coherent state and produce a nonclassical cavity field.
Every period T = 2pi/χ we got a complete revival of the coherent state, with the phase alternating. Figure
2.3, shows the evolution of a coherent state in the presence of self-Kerr. We can also show that if we wait
half a period of the self-Kerr interaction then the cavity state will be found in an cat state |α〉 + |−α〉 and
other coherent state superpositions can be produced by waiting for other time periods.
Figure 2.3: Evolution of a coherent state with α = 2 under the influence of the self-Kerr Hamiltonian, as
calculated in Equation 2.15. The state experiences periodic revivals with the phase swapping between ±pi.
In between the state is completely distorted and highly nonclassical, as indicated by negativity in the Wigner
function. We also see coherent state superpositions formed transiently at 1/3, 1/2 and 1/4 periods.
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2.5.1 The cross-Kerr interaction
It is also possible to realise a system where the frequency of one cavity depends on the number of excitations
in another mode. This two-mode generalisation of self-Kerr is known as the cross-Kerr effect and is described
by the Hamiltonian
HX = ωaa
†a+ ωbb†b+ ga†ab†b, (2.16)
where a and b are annihilation operators for the two modes and g is the strength of the interaction. Cross-Kerr
is of particular interest in quantum optics because of its ability to produce entanglement between two modes.
If we begin with two cavities containing identical coherent states |α〉 then the evolution under the cross-Kerr
part of the Hamiltonian is
|ψ(t)〉 = eiga†ab†bt |α〉 |α〉 = e−|α|2
∞∑
n,m=0
αnm√
n!m!
eigmnt |n〉 |m〉 . (2.17)
Again, if we wait until t = pi/g then the cavity state is∣∣∣∣ψ(pig
)〉
= e−|α|
2
∞∑
n,m=0
αnm√
n!m!
(−1)mn |n〉 |m〉 = 1
2
(|α〉 |α〉+ |α〉 |−α〉+ |−α〉 |α〉 − |−α〉 |−α〉) .
(2.18)
This is a maximally entangled state of the two cavity fields as projecting either cavity into the state |±α〉 will
cause the other cavity to collapse into one of two orthogonal states |α〉 ± |−α〉. Cross-Kerr interactions have
therefore been suggested as a possible way to implement gates in a quantum computer.
Just as the self-Kerr effect can be induced on a cavity by coupling to a two-level system, a qubit can also
mediate a cross-Kerr interaction between two cavity modes. It is therefore possible to imagine a lattice of
cavities, coupled together with atoms, on which the self- and cross-Kerr interactions can be engineered and
possibly modified as a function of time. The possibility of realising this in superconducting circuits and its
possible applications are discussed in Chapter 9.
2.6 Cavity quantum electrodynamics
While it is possible to store information in the state of a cavity field, most current implementations prefer to
use effective two-level systems to process information by analogy with the use of binary in classical computers.
For optical frequencies, the natural choice is the hyperfine ground states of a group 1 metal atom as they
have simple, well-understood energy level structures and long decay lifetimes. The study of the interaction
between the optical modes of a cavity and matter is known as cavity quantum electrodynamics (cavity QED)
[22]. The development of this field experimentally, including demonstrating the production of optical cat
states, led to Serge Haroche being one of the recipients of the 2012 Nobel Prize [23].
2.6.1 The Jaynes-Cummings model
The simplest model of the light-matter interaction considers a single electromagnetic mode coupled to a
two-level atom. The Hamiltonian for the Jaynes-Cummings (JC) model is
HJC = ωca
†a+
ωq
2
σz + g
(
aσ+ + a
†σ−
)
, (2.19)
where a is the annihilation operator for the cavity mode, σ± are the raising and lowering operators for the
qubit, σz gives the qubit z-axis projection, ωc and ωq are the cavity and qubit frequencies respectively and
g is the coupling strength. There are several ways of defining the σ operations in the matrix representation,
here we use
σ+ =
(
0 1
0 0
)
, σ− =
(
0 0
1 0
)
, σz =
(
1 0
0 −1
)
. (2.20)
The JC Hamiltonian includes an assumption known as the rotating wave approximation (RWA) where the other
cavity-qubit coupling terms aσ− and a†σ+ are neglected as they correspond to the creation or destruction
of pairs of excitations, while the other interaction terms conserve the excitation number. When the system
is driven at high powers, or the cavity and qubit are very strongly coupled, these non-RWA terms become
significant and the resulting model is known as the Rabi model [24, 25].
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The eigenvalues of the Jaynes-Cummings model can be solved for exactly by diagonalising the Hamiltonian
in the |n, ↑〉 , |n+ 1, ↓〉 basis. This is possible because the total number of excitations, or equivalently a†a+σz,
is conserved by the interaction term. The Hamiltonian can be written in 2× 2 blocks
HnJC =
(
nωc +
ωq
2 g
√
n+ 1
g
√
n+ 1 (n+ 1)ωc − ωq2
)
, (2.21)
where n+ 1 is the total number of excitations in the system. Separately, we also have the ground state |0, ↓〉
and the state |N, ↑〉 which has the maximum number of excitations permitted in the chosen basis. As the
blocks are not coupled to each other, we can diagonalise them separately, giving the eigenvalues
En =
(
n+
1
2
)
ωc ± ∆
2
√
4g2
∆2
(n+ 1) + 1, (2.22)
where ∆ = ωc − ωq is the detuning between the cavity and qubit. The eigenstates of the system are
|n,+〉 = cos
(
θn
2
)
|n+ 1, ↓〉+ sin
(
θn
2
)
|n, ↑〉 , (2.23)
|n,−〉 = − sin
(
θn
2
)
|n+ 1, ↓〉+ cos
(
θn
2
)
|n, ↑〉 , (2.24)
with θn = arctan(2g
√
n+ 1/∆). The behaviour of the JC can broadly be described in two distinct regimes,
corresponding to the cavity and qubit being either close to resonant or far-detuned from each other, which
we will now describe. The energy spectra of these regimes are depicted in Figure 2.4. The eigenvalues of
the closed systems are closely linked to the transmission spectra of an equivalent driven-dissipative systems.
For example, a linear single-mode resonator with frequency ω can only be driven at close to this frequency
and its transmission spectrum will possess a single peak centred at ω. Any process that shifts this resonance
will cause a corresponding movement of the transmission peak and a nonlinearity in the system can cause the
spectrum to become a function of the number of excitations in the system, or equivalently the drive power.
2.6.2 Resonant regime
In this first regime, the cavity and qubit are close to, or exactly, resonant so we take ∆ = 0. In this limit the
eigenstates are equal superpositions of the bare eigenstates and this hybridisation fundamentally changes the
structure of the eigenspectrum. The eigenvalues are now given by
Eresn =
(
n+
1
2
)
ωc ± g
√
n+ 1, (2.25)
so that, when driving the system at low power the system behaves like two linear resonators with frequency
ωc ± g. This means that, instead of seeing a transmission peak at the frequency of the cavity, we see two
peaks separated by 2g. The system is extremely anharmonic, however, and successive transitions differ by
g(
√
n+ 1−√n). This means that once a photon is added by driving with an external source it is extremely
difficult to add a second of the same frequency. The large nonlinearity in the resonant regime plays an
important part in the cat state amplification scheme discussed in Chapter 7.
In the limit that we go to very high photon population in the cavity this anharmonicity goes to zero.
This return to linearity at high occupations can be explained as the single excitation in the qubit becoming
insignificant in the presence of a huge number of photons. Often, in practice, a qubit is in fact an approximation
of two levels within a multi-level atomic structure. Chapter 8 investigates finding the exact steady state
solutions of an atom-cavity system where the atom is a true multilevel system.
2.6.3 Dispersive regime
For the purposes of quantum information processing it is more common to consider the dispersive regime
of the JC model. In this case, ∆  g and we can expand the square root in the eigenvalues in the small
parameter g/∆. In this limit the approximate eigenvalues are
Edisn =
(
n+
1
2
)
ωc ±
[
∆
2
+
g2
∆
− g
4
∆3
+
(
g2
∆
− 2g
4
∆3
)
n− g
4
∆3
n2
]
, (2.26)
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where the plus and minus states correspond to the qubit being in the up and down states. In the deep dispersive
regime, the eigenstates approximate the bare eigenstates, meaning that the plus or minus eigenstates roughly
correspond to the qubit being in the up or down state. In this regime the effect of the interaction is to provide
a small nonlinear perturbation to the bare eigenenergies. The first order effect is a dispersive shift of the
cavity frequency. In this form, we can see that this means that the cavity frequency becomes dependent on
whether the qubit is in the up or down state, providing a simple means of measuring the state of the qubit
[26, 27]. The next order term, proportional to n2, describes the cavity self-Kerr discussed above and in the
dispersive regime is a small perturbation to the energy levels.
If we operate at low photon numbers in this regime, then it is often possible to assume that the qubit is
never significantly excited. This means that n is now effectively equal to the number of photons in the cavity
and the system behaves as a nonlinear resonator with energies
En =
(
ωc − g
2
∆
+
2g4
∆3
)
n+
g4
∆3
n2, (2.27)
where we have neglected any terms without an n dependence. The dispersive regime of the Jaynes-Cummings
system, or its multi-level generalisation, is relevant to all of the problems studied in this thesis.
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Figure 2.4: Energy level structure of the JC model in the resonant and dispersive regimes. (a) If the coupling
is turned off g = 0, the bare energy levels can be labelled by the number of photons in the cavity and whether
or not the qubit is excited |n, ↓〉 , |n, ↑〉. (b) With the coupling on in the dispersive regime, the effect is to
provide a dispersive shift to the bare energy levels, with a small amount of mixing between the cavity and
qubit states. Pairs of levels with the same number of excitations repel each other by g2/∆ to first order (c)
In the resonant regime, the degeneracy between the cavity and qubit is strongly broken by the interaction and
levels with the same number of total excitations are split by 2g
√
n+ 1
.
2.6.4 Exact diagonalisation of the JC Hamiltonian
In the dispersive limit, we can also formally show that the dispersive JC system can be approximated by a
quartic nonlinear oscillator, also known as the quantum Duffing oscillator. We achieve this by diagonalising
the Hamiltonian by an appropriate unitary transformation of the form.
HdiagJC = e
ΛI−HJCe
−ΛI− , (2.28)
where I− = aσ+ − a†σ−. The exact transformation is given by
Λ =
arctan
(
2 g∆
√
N
)
2
√
N
, (2.29)
where g/∆ is a small parameter and N = a†a+ σz/2 + 1/2 is the total number of excitations in the system
(see [28] for a full derivation). This operator is important because it commutes with any operator which
conserves the number of excitations and therefore makes applying the transformation simpler. We require
terms of high enough order to give all the terms proportional to g4/∆3 in the diagonalised Hamiltonian so
we take up the fourth order of the Campbell-Baker-Hausdorf formula
eλXY e−λX = Y + λ[X,Y ] +
λ2
2!
[X, [X,Y ]] +
λ3
3!
[X, [X, [X,Y ]]] + . . . . (2.30)
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To get all terms of the order that we require, we only need the first two terms in a series expansion of Λ to
use in the transformation
X =
(
g
∆
− 4g
3
3∆3
N
)
I−, (2.31)
which when applied to HJC gives the approximate diagonalisation
Heff ≈ ωa†a+ ωq
2
σz +
g2
∆
Nσz − g
4
∆3
N2σz +O
(
g5
∆4
)
. (2.32)
Substituting in the definition of N and rearranging the terms allows us to rewrite this Hamiltonian in a way
that makes the physical effects of the terms more apparent
Heff ≈
(
ω − g
4
∆3
)
a†a+
(
ωq +
g2
∆
− g
4
∆3
)
σz
2
+
(
g2
∆
− g
4
∆3
)
a†aσz − g
4
∆3
(a†a)2σz
= (ω − ξ)a†a+ ωq σz
2
+ χ
(
a†a+
1
2
)
σz − ξ
(
a†a
)2
σz,
(2.33)
where we have defined the constants ξ = g4/∆3 and χ = g2/∆ − ξ. Here we see that, depending on how
we arrange the terms in the Hamiltonian, either we can consider the cavity frequency to be a function of the
qubit state, as we saw above, or alternatively the qubit transition frequency is a function of the number of
photons in the cavity. This means that we can use the qubit as a probe of the cavity state or vice versa.
The strong dispersive regime, where g2/∆ is much greater than the dissipation of the system, is particularly
useful. In this limit the qubit spectrum splits into distinct peaks, each corresponding to a particular number
of photons being in the cavity. It is therefore often referred to as the ‘number-splitting’ regime [27].
If we again assume that with are working in the low photon number regime, where the qubit is never
significantly excited by the cavity state, we can set σz = 〈σz〉 = −1, leaving the final effective Hamiltonian
HJC,S = (ω − ξ − χ)a†a− ωq
2
+ ξ
(
a†a
)2
, (2.34)
which has the eigenvalues that we derived above. In this form the system clearly has the form of HS defined
above for the cavity self-Kerr.
2.7 Bistability in quantum systems
In classical dynamical systems, it is common to find systems which have multistabilities – multiple local
minimum energy states in which the system may be found in the steady state. Here there are well established
methods for finding and categorising fixed points of the system. These can be extended to nonlinear systems,
often by performing some kind of linearisation in the region of the fixed points. For a quantum system, it is
also possible to perform such a treatment of mean field behaviour of a system by replacing all operators with
their expectation values and applying the same methods. However bistability for a quantum system can give
rise to additional interesting effects. For example the steady state can be a coherent superposition of the two
stable points, or switching can occur between two apparently stable states. This occurs due to the ability of
quantum states to tunnel through a potential barrier. A large body of work exists studying these switching
phenomena [29].
A famous example of bistability in quantum systems is dispersive optical bistability, where two parts of the
steady state with opposite phases partially cancel each other and produce a lower steady state amplitude than
predicted classically. Classically this type of effect is seen in refractive bistability. Another important case
where bistability occurs is in the degenerate parametric amplifier, which is discussed further in later chapters.
When driven above the amplifier threshold, the device becomes bistable and produces a pair of coherent
states. It also possible to realise absorptive instabilities in an optical medium, where the absorptivity of a
material changes discontinuously with the driving field strength. This can be realised by using a sufficiently
dense ensemble of two-level atoms inside a cavity [30].
2.7.1 Dispersive optical bistability
A classic example of bistability in a quantum system is provided by the coherently driven Duffing oscillator.
This effect manifests itself when a four-wave mixing process is driven by a coherent input. For example this
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Figure 2.5: (a) Plot of | 〈a〉 | in the steady state for a coherently driven Duffing oscillator showing classical
(orange) and quantum (blue) solutions with ∆ = −10, χ = 0.5 and dissipation γ = 1. At both low and very
high powers, both models predict a single stable solution. In between the classical model has two stable and
one unstable solution. In this regime, the quantum system has a single solution for the amplitude, given by
the average of the two stable states. The curve shows a characteristic dip as the two solutions, one bright
and one dim partially cancel each other. (b) Wigner function of the steady state in the bistable regime with
 = 7.5. The two different solutions, one dim and one bright and slightly squeezed can be clearly seen.
can be achieved by an optical cavity which contains a χ(3) nonlinear optical medium. This setup is described
by the Hamiltonian [31]
HB = ∆a
†a+ χa†a†aa+ a† + ∗a, (2.35)
in a frame rotating at the drive frequency, where ∆ is the detuning between the drive and the oscillator
frequencies, χ is the nonlinearity strength and  is the drive strength. We will discuss the open quantum
systems methods required to solve this system in Chapter 4 but will briefly discuss the results here, which are
shown in Figure 2.5. The classical and quantum solutions of the system display significant differences. The
classical model displays a bistability where a single solution splits in two stable and one unstable solutions
as the drive is increased, before returning to a single solution at high drive strength. In this bistable regime
the full quantum solution has one stable state which is an average of the two classical steady states. At the
onset of bistability, a distinctive dip in the amplitude appears, caused by the two solutions partially cancelling
as the bright solution emerges.
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Chapter 3
Circuit quantum electrodynamics
In a standard electrical circuit it is impossible to achieve quantum coherence on any reasonable timescale due
to the dissipation that is caused by electrical resistance. In a superconducting material, however, below its
critical temperature, the electrons form Cooper pairs which can Bose-Einstein condense [1] and propagate
freely, experiencing zero electrical resistance. The system is therefore dissipation-free, protecting the coherence
of the system. Using the standard electrical components – capacitors and inductors – along with an element
known as the Josephson junction, these superconducting circuits can be designed to produce energy level
structures which mimic a variety of natural quantum systems. The artificial nature of these devices provides
much more freedom to choose the parameters of the system than is possible in other systems. Using solid
state electronic components also provides advantages, both in the lab where we do not need to use techniques
such as trapping atoms, and in the manufacturing process, which can benefit from the knowledge of a mature
industry in microelectronics. The successful coupling of superconducting resonators and qubits has led to the
field of circuit QED, a direct analogue of cavity QED at microwave frequencies [2].
A general scheme exists to write down the Hamiltonian for an arbitrary superconducting circuit, but in
this chapter we will focus on some of the most fundamental elements, starting with the coplanar waveguide
resonator [3], which acts as a one-dimensional harmonic oscillator. We will then study a new circuit element,
the Josephson junction, in its simplest form an insulating gap in the superconductor, which acts as a nonlinear
inductive component. This provides the nonlinearity needed to build a variety of different qubits or ‘artificial
atoms’ [4]. We will then discuss how various type of qubit circuits can be implemented in superconducting
circuits, followed by how a parametric amplifier can be realised in circuit QED, again making use of the
Josephson junction. The strength of Josephson nonlinearity, along with the strong coupling that can be
achieved between atoms and resonators, has made circuit QED a valuable test-bed for fundamental quantum
optics [5].
3.1 Circuit Hamiltonians
In superconducting circuits, we are generally dealing with microwave radiation at wavelengths that are longer
than the characteristic length of the circuit. In this case we can use a lumped-element model for the system
where the circuit is made of ideal two-terminal components connected at nodes. Each component has current
though it ib(t) and voltage across it vb(t) or can be equivalently described by the charge qb(t) and the flux φb(t),
their respective time integrals. Electronic components can be grouped into either capacitive (vb = f(qb))
and inductive (ib = g(φb)) type, with compound elements being decomposed into two separate devices.
Resistive elements do not feature in superconducting circuits as they act to dissipate energy and therefore
cause decoherence. The capacitors and inductors used in conventional electronics tend to be linear devices,
with f and g linear functions of Q and Φ respectively. In a superconducting circuit, however, we can also
produce a highly nonlinear element, the Josephson junction. This can simply be a gap in a superconducting
wire, but, as we see below, is the basis of all the two-level systems used for information processing. For
even more complex circuits, there exists a general procedure for writing down the circuit Langrangian and
Hamiltonian from the circuit diagram. This is discussed in depth in [6], but will not be fully detailed here.
3.1.1 The LC oscillator
The simplest quantum circuit that we can consider is the LC oscillator, which is shown in Figure 3.1(a). The
Lagrangian for the LC circuit has a ‘kinetic’ term, given by the energy stored in the capacitor as a function
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of the voltage across it, and a ‘potential’ term from the energy stored in the inductor
L1 =
Cφ˙2
2
− φ
2
2L
, (3.1)
where C is the capacitance and L is the inductance. By defining qi = ∂/∂φ˙, we can then obtain the harmonic
oscillator Hamiltonian
H1 =
q2
2C
+
φ2
2L
. (3.2)
This energy can be quantised by replacing the classical coordinates q and φ with quantum operators. We
then introduce operators a and a† using the relations φ = (L/4C)1/4(a+ a†) and q = −i(C/4L)1/4(a− a†)
to bring the Hamiltonian into the familiar quantum harmonic oscillator form
H1 = ω
(
a†a+
1
2
)
, (3.3)
where we have defined the resonator frequency ω =
√
1/LC.
(a) (b)
L C
Figure 3.1: Basic circuit diagrams: (a) A simple LC circuit behaves as a simple harmonic oscillator in the
absence of dissipation (b) A transmission line resonator can be modelled as an infinite line of identical LC
oscillators in the continuum limit. It can be shown that this also behaves as an effective one-dimensional
harmonic oscillator, in the continuum limit.
3.1.2 Transmission line resonators
Next, we can derive the Hamiltonian for a commonly-used linear device – the superconducting transmission
line resonator. An ideal transmission line is described by three parameters: the length d, capacitance per unit
length c and inductance per unit length l. We can treat this system as a chain of N coupled LC oscillators
in the limit N →∞, forming the circuit diagram shown in Figure 3.1 (b). The Lagrangian for this system is
LN =
N∑
i=1
∆Cφ˙i
2
2
−
N−1∑
i=1
(φi+1 − φi)2
2∆L
, (3.4)
where ∆C = cd/N and ∆L = ld/N . The first term is simply the sum of the energy stored in each capacitor
while the inductor energy depends on the flux difference between neighbouring oscillators. In the continuum
limit this sum can be rewritten as the integral
LN =
∫ d
0
cφ˙(x, t)2
2
− 1
2l
(
∂φ(x, t)
∂x
)2
dx. (3.5)
The Euler-Lagrange equation for this system is a one-dimensional wave equation with v = 1/
√
lc. The general
solution to this equation is
φ(x, t) =
∞∑
n=1
An cos(knx+ αn) cos(knvt+ βn), (3.6)
where An,kn,αn and βn are constants that must be determined. By imposing that the flux gradient must
vanish at the end of the line (open-circuit boundary conditions) we can set αn = 0 and kn = npi/d.
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Substituting this solution back into Equation 3.5 and integrating gives
L =
∞∑
n=1
C ′Φ˙2n
2
− Φ
2
n
2Ln
, (3.7)
where we have defined Φn(t) = An cos(knvt + βn). This is clearly equivalent to a sum of uncoupled LC
circuits but with rescaled parameters C ′ = cd/2 and Ln = 2dl/n2pi2. The Hamiltonian corresponding to this
Lagrangian is
HN =
N∑
n=1
ωn
(
a†nan +
1
2
)
), (3.8)
where ωn = nvpi/d. We can therefore excite the line of oscillators at a fundamental frequency ω1 and all of
its harmonics. These are extremely well separated in frequency. For example for the microwaves that we will
be interested the fundamental frequency will be 4− 10 GHz while cavity lifetimes can be on the order of kHz.
This means that in practice we can assume the harmonics are never excited. In this case the Hamiltonian of
the entire system simplifies to
H = ~ω1
(
a†1a1 +
1
2
)
, (3.9)
and we have therefore shown that a transmission line can act as a single mode linear resonator.
|0>
(a)
|1>
|2>
|3>
|0>
|1>
|2>
|3>
(b)
ω ω
E01 = ћω 
E12 = ћω 
E23 = ћω 
E01 = ћω 
E12 ≠ ћω 
Figure 3.2: Energy level structures of harmonic and anharmonic oscillators. (a) When a linear oscillator is
driven at the |0〉 ↔ |1〉 transition frequency, the cavity field is displaced as all higher transitions have the
same energy difference. (b) For an anharmonic oscillator the subsequent transitions are sufficiently different
to E01 that higher levels are not excited. This means that the lowest transition can be addressed selectively
and used for information processing. The energy structure is negatively anharmonic with E12 < E01.
3.2 The Josephson junction
The resonator discussed above has an equally spaced energy spectrum and, therefore, coherent driving of the
system at the resonator frequency will tend to add many excitations to the cavity. To implement a ‘two-
level’ system we need to introduce an anharmonicity, which will unevenly space the energy levels such that
a driving the system to the first excited state cannot subsequently drive to the second excited state. This is
illustrated in Figure 3.2. For this we require a nonlinear term in the circuit Hamiltonian. This nonlinearity
can be provided by the Josephson junction, a gap in a superconducting line, that contains either a section of
insulator or normal metal.
Type-I superconductors are described at the macroscopic level by Ginzberg-Landau theory [7], or can
equivalently be derived from the microscopic BCS theory, which produces equivalent physics. The theory
states that near the critical temperature Tc, the free energy F of a superconducting material is given in terms
of the complex order parameter ψ by
F = Fn + α|ψ|2 + β
2
|ψ|4 + 1
2m
|(−i~∇− 2eA)ψ|2 + |B|
2
2µ0
, (3.10)
where Fn is the free energy of the normal phase, e and m are the electron charge and effective mass respectively,
B = ∇×A is the magnetic field and α and β are phenomenological parameters. The factors of 2e are due
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to the fact that the relevant excitations are Cooper pairs rather than single electrons. Minimizing the energy
with respect to variations in ψ and A gives us the Ginzberg-Landau equations
αψ + β|ψ|2ψ + 1
2m
|−i~∇− 2eA|2 ψ = 0, (3.11)
∇×B = µ0j ; j = 2e~
im
(ψ∗∇ψ − ψ∇ψ∗)− 4e
2
2m
|ψ|2A2, (3.12)
where j is the current density. We will consider the case that we perform an appropriate gauge transformation
so that A = 0, which is always possible. If there is no current flowing in the superconductor, then we find
the solution to Equation 3.10 is |ψ0|2 = −α/β. In one dimension, we can then simplify Equation 3.11 to
1
ξ2
d2f
dx2
+ f − f3 = 0, (3.13)
where f = ψ/ψ0 and ξ
2 = 2m|α|.
Next, we want to consider a gap between two pieces of a superconductor. This can be an air gap, a piece
of insulator or normal metal between the superconductors. We assume that there is a phase difference in ψ
across this gap of ∆φ. If we choose the junction length to be small compared with ξ then the first term of
Equation 3.13 dominates and the equation reduces to
d2f
dx2
= 0, (3.14)
with the boundary condition f(0) = 1, f(L) = ei∆φ, where L is the junction length. This is satisfied by the
solution
f(x) =
(
1− x
L
)
+
x
L
ei∆φ, (3.15)
which, using Equation 3.11 has a corresponding current density
j =
2e~|ψ0|2
mL
sin(∆φ). (3.16)
For a given area the current is i(t) = I0 sin(∆φ), where I0 is constant. This is the nonlinear relationship
between current and flux that we require. Imagining that ∆φ is turned on slowly from t = 0 to t = τ the
work done on the junction is
E =
∫ t
0
i(t)v(t)dt =
~
2e
∫ t
0
i(t)
dφ
dt
dt =
~
2e
∫ ∆φ
0
I0 sin(φ)d∆φ =
~
2e
I0 [1− cos(φ)] = EJ [1− cos(∆φ)] ,
(3.17)
where we have used the fact that magnetic flux and superconducting phase are related by Φ = φ/2e and
defined the Josephson energy EJ = I0/2e. This energy can also be written in a basis defined by the operators
φ and Nˆ obeying the canonical relationship [φ,N ] = i, where φ is the phase and n is the number of Cooper
pairs that have crossed the junction. In this basis the Josephson Hamiltonian is given by
HJ = −EJ cos(φ) = −EJ
2
∑
n
(|n〉 〈n− 1|+ |n− 1〉 〈n|) . (3.18)
In this form it is clear that the Josephson energy that we have defined represents the energy associated with
a single Cooper pair tunnelling across the junction.
3.3 Designing a superconducting qubit
Superconducting qubits are nonlinear resonators which have sufficient large anharmonicity for the transition
between the lowest two levels to be addressed selectively [8]. The Josephson junction in combination with the
standard LC circuit we considered earlier give us everything that we need to build simple qubits. Depending
on the values of the device parameters, we can then build devices with different energy level structures. The
main types are often called flux, phase or charge qubits depending on what physics dominates the device.
More recent work has modified these basic designs to reduce sensitivity to noise and improve other device
characteristics.
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3.3.1 The circuit Hamiltonian
In practice, the Josephson Hamiltonian never occurs in isolation. There will always be a capacitance present,
either between the two sides of the Josephson junction or an additional device placed in parallel with the
junction. It can be shown that a real Josephson junction in parallel with an LC circuit can be represented as a
purely non-linear Josephson element in parallel with a reparametrised LC circuit [9]. We define the Coulomb
energy associated with a single electron crossing the junction as
EC =
e2
2C
, (3.19)
where C is the total capacitance. The charging energy due to Cooper pairs crossing the junction is therefore
HC = 4EC(n− ng)2, (3.20)
where ng = CgVg/2e is the ‘gate’ or ‘offset’ charge induced by an applied electric field. If we also have an
inductance in the circuit the energy stored will be
HL =
Φ2
2L
=
1
2
ELφ
2, (3.21)
where we define EL = 2e
2/L. An external current source can also be included with the term HS = −ISΦ,
which provides a flux offset for the inductance. This gives a total Hamiltonian [10] for the system of
HQ = HC +HJ +HL = 4EC(n− ng)2 − EJ cos(φ) + 1
2
EL(φ− φg)2, (3.22)
where φg is the biasing flux. It is often helpful to convert H by a unitary transformation U = e
iφgne−ingφ to
yield
HQ = HC +HJ +HL = 4ECn
2 − EJ cos(φ+ φg) + 1
2
ELφ
2. (3.23)
We now have four parameters: EC , EJ , EL and φg which we can use to design different devices. HQ is of
the form of a particle of mass C moving in the potential V (φ) = −EJ cos(φ+ φg) + 12ELφ2.
C
U
(a)
I
(b) (c)
I
Figure 3.3: Circuit diagrams of three typical qubit types: (a) Charge qubit, where the Josephson junction is
shown as the junction capacitance in parallel with a purely inductive Josephson element. Between the junction
and the capacitor a superconducting island (shown by the dashed box) is formed which Cooper pairs can hop
on and off. The junction is biased using a voltage across the device selecting the value of ng. (b) A prototype
phase qubit is formed by biasing a single Josephson junction with an external dc current source, where the
Josephson energy is much larger than the charging energy. (c) The flux qubit is formed by connecting both
sides of a junction with an inductive loop. The flux through the loop is modified by an external loop which
allows the value of φg to be modified and bias the washboard potential shown in Figure 3.4.
3.3.2 Flux, phase and charge qubits
By designing different circuits it is possible to realise many different regimes of the Hamiltonian above and
construct different effective two-level systems. Some typical examples are known as charge, phase and flux
qubits, with schematic circuits shown in Figure 3.3. If the energy is dominated by the Josephson energy
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(EJ  EC) then the potential, rather than kinetic, energy determines the system behaviour. This potential
is parabolic with and quickly-varying oscillatory part and is sometimes referred to as a ‘tilted washboard’.
Three different cases are illustrated in in Fig. 3.4. If the parabolic part of the potential is chosen to match up
with a minimum of the oscillating part, for example by biasing with an external current, then the two lowest
energy states lie in a single well. These states have similar fluxes but different wavefunctions and can form the
basis of a phase qubit [11]. Alternatively, the potential can be biased so that the parabola is at a minimum
between two wells. This gives a symmetrical double well potential and the computation basis is formed from
the symmetric and antisymmetric combinations of the lowest energy state of each well. This is known as
the flux qubit, and can also be implemented using a SQUID (Superconducting Quantum Interference Device)
as a qubit [12]. It is also possible to current bias the device to access the full range of the full washboard
potential.
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Figure 3.4: Plots of different potentials V (φ) with EJ = 10 fixed. (a) For a phase qubit with EL = 0.5 and
φg = 0, the deepest part of the potential is a single well and both computational states lie in this well. (b)
For a flux qubit, also with EL = 0.5 but φg = pi, there are two wells and the eigenstates are symmetric and
antisymmetric combinations of states lying in each well. (c) Another flux qubit with EL = 0.2 and the flux
offset by φg = 4pi, using an external current source to bias the Josephson junction, can have computational
states in different wells of the full washboard potential.
In the opposite limit that the charging energy is much greater than the Josephson energy we have a device
called the Cooper Pair Box (CPB) [13, 14]. These devices also have a different layout to the other devices
discussed, with a superconducting ‘island’ which is formed between a Josephson junction and a capacitor,
which Cooper pairs can hop on and off. In this case the number of Cooper pairs that have crossed the
junction N acts as a good quantum number for the system. We then choose a computational basis as the
states corresponding to N0 and N0 + 1 pairs on the island, where N0 is chosen by a biasing potential.
3.4 The Transmon
Two particularly important properties of a qubit device are its anharmonicity and sensitivity to external noise.
The anharmonicity describes how far detuned the other qubit transitions are from the |0〉 ↔ |1〉 computational
transition and determines how quickly qubit operations can be performed. Low noise sensitivity is also
desirable as any interaction with external noise sources will reduce the qubit lifetime. The CPB had very large
anharmonicity, but is extremely sensitive to charge noise, where charge fluctuations in the environment cause
small changes in ng. This in turn causes changes in the qubit transition frequency and leads to decoherence
of the qubit. Even when operated at the ‘sweet spot’ of operation [15], where ng = 1/4 and first order noise
is protected against, the CPB still only has a coherence time of the order of 1 µs.
A new device known as the transmon was designed to combat this charge noise sensitivity [16]. It is similar
to the CPB, with a Hamiltonian of the form of Equation 3.22. The design is different to those inductively-
shunted devices discussed above because HL is negligible. EC is also greatly reduced by adding a large gate
capacitance so that the device operates in the regime EJ/EC  1. This leads to several useful results, given
in Ref. [16], which we will repeat here. The eigenenergies of the system are periodic in ng and the charge
dispersion m is given by the difference in energy between the highest and lowest possible value for each level.
In the limit EJ/EC  1,
m ≈ (−1)mEC 2
4m+5
m!
√
2
pi
(
EJ
2EC
)m
2 +
3
4
e−
√
8EJ/EC , (3.24)
which we can see falls exponentially as EJ/EC → ∞. The energy levels of the device also depend on this
ratio and are well approximated by
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Em ≈ −EJ +
√
8ECEJ
(
m+
1
2
)
− EC
12
(6m2 + 6m+ 3), (3.25)
for the lowest few levels. We can therefore see that, as long as we don’t need to consider too many levels,
the transmon can be considered to be a Duffing oscillator itself. This approximation is particularly useful and
allows us to obtain steady state solutions for a cavity-transmon system in Chapter 8. From this, the relative
anharmonicity of the system can be calculated as
αr =
E12 − E01
E01
≈ −
(
8EJ
EC
)−1/2
. (3.26)
These results show us that the anharmonicity falls only polynomially in EJ/EC , while the charge dispersion
falls exponentially, meaning that a regime can be found where the charge dispersion is almost reduced to zero
but the anharmonicity remains large enough to allow useful operation of the transmon. This development has
led to devices which have coherence times in tens of microseconds.
3.4.1 Coupling to a resonator
If the transmon is placed in the centre of a high capacitance transmission line, then it can be coupled to the
resonator mode. The coupling is particularly strong in superconducting circuits for two reasons: due to its
macroscopic size, the transmon has a dipole moment that is orders of magnitude larger than even Rydberg
atoms; and the transmission line behaves quasi-one-dimensionally and has an extremely small mode volume
[17]. The effective Hamiltonian for this system is
HT = 4EC(n− ng)2 − EJ cosφ+ ωa†a+ 2βe
√
ωr
2Cr
n(a+ a†), (3.27)
where e is the electronic charge, ωr is the resonator frequency, β is the ratio of gate capacitance to total
capacitance and Cr is the resonator capacitance. In terms of the bare transmon energy levels, the coupled
system can be written as a generalised JC Hamiltonian
HT =
∑
j
ωj |k〉 〈j|+ ωra†a+
∑
i,j
gij |i〉 〈j|(a+ a†), (3.28)
where ωj is the frequency of the j-th level of the transmon when it is uncoupled to the resonator and
gij = 2βe
√
ωr/2Cr〈i|n |j〉 are the couplings between the cavity and different transmon transitions. If i and
j differ by more than one, then this represents a single photon from the resonator converting into multiple
excitations in the transmon. The matrix elements for these transitions are given by
|〈j + 1|n |j〉 | ≈
√
j + 1
2
(
EJ
8EC
)1/4
, |〈j + k|n |j〉 | → 0 ∀ |k| > 1, (3.29)
again operating in the large EJ/EC limit. This is important because not only do all couplings between
non-adjacent levels become negligible in this limit, but the couplings between adjacent levels actually become
stronger. We can also work in the rotating wave approximation, eliminate terms which excite both the cavity
and transmon simultaneously and recover a simpler form of the generalised JC model
HT ≈
∑
j
ωj |j〉 〈j|+ ωra†a+
∑
i
gi,i+1
(|i〉 〈i+ 1|a† + |i+ 1〉 〈i|a) . (3.30)
Together, these results show that the transmon is a strong candidate for use in quantum information processing
device with low sensitivity to external charge noise and sufficiently large anharmonicity for computational
transitions to be addressed selectively. It can also be strongly couple to a resonator mode by an interaction
which can be described by a simple, well-understood Hamiltonian. Transmon devices have been successfully
integrated into many experimental setups in both two- and three-dimensional cavities, achieving extremely
long coherence times [18, 19].
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3.5 The Josephson parametric amplifier
In order to generate squeezed states in circuit QED, we need a circuit that implements the Hamiltonian in
Equation 2.12, where single photons of frequency ωs are converted into an entangled pair of photons of
frequency ω1 and ω2 respectively. If ω1 6= ω2 then this is known as non-degenerate parametric amplification
and produces two mode squeezing, whereas in the degenerate case, the device produces single mode squeezing.
In Chapter 6 we study driving another nonlinear oscillator with the output of such a device. In superconducting
circuits, these devices are again based on a nonlinear inductance: either a single Josephson junction coupled to
a resonator or a SQUID, a superconducting loop broken by two Josephson junctions. Recently, many new types
of parametric amplifier have been developed in an effort to improve sources of squeezing and qubit readout.
The Josephson bifurcation amplifier [20] exploits the bifurcation regime of the Josephson junction and is
generally used as a quantum limited amplifier for measurements, but can also be used to produce squeezing
[21]. The Josephson parametric converter is a more complex device which can operated in both degenerate
and non-degenerate regimes [22, 23], while a travelling wave amplifier with extremely large bandwidth has
also been developed [24].
The oldest such designs are those based on the Josephson parametric amplifier (JPA), which was first
demonstrated in 1988 [25] but is still actively being developed and used in experiments [26]. One way to
implement a JPA is to reflect in incoming pump signal off a transmission line resonator containing a Josephson
junction, which will possess a Kerr nonlinearity. Another method is to replace this Josephson junction with
a SQUID and build a flux-pumped device where squeezing is produced by modulating the flux through the
SQUID loop rather than driving with a current. In the lumped element model, the Hamiltonian for this device
is [9, 27]
HJPA = 4ECn
2 − 2EJ cos(Φ(t)) cos(φ), (3.31)
where Φ(t) = Φ0 + Φ cos(2ωrt) is the flux through the SQUID, which is modulated at twice the resonator
frequency ωr, with the amplitude of the modulation given by Φ. We can now apply a transformation into a
new operator basis
n = i
√
Cωr
2
(a† − a), (3.32)
φ =
√
1
2Cωr
(a† + a), (3.33)
and expand both cosines in the second term of Equation 3.30 to forth order. This produces the effective
Hamiltonian
H ′JPA = ωra
†a−Ka†a†aa+ p(a†a†e−2iωrt + aae2iωrt), (3.34)
where we have defined the constants
ωr = 2
√
EJEC cos(Φ0) cos(Φ), K =
EC
2
, p =
√
EJEC sin(Φ0) sin(Φ)
2
√
cos(Φ0) cos(Φ)
. (3.35)
This Hamiltonian possess two nonlinear parts, one which produces squeezing and the other which acts as a
Kerr nonlinearity. If we operate in the limit the EJ  EC then the Kerr term becomes negligible and we can
transform into a rotating frame at frequency ωr, leaving the final Hamiltonian
H ′′JPA = p
(
a†a† + aa
)
, (3.36)
which is exactly the single mode squeezing Hamiltonian seen in Chapter 2.
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Chapter 4
Open quantum systems methods
While closed system models can be extremely valuable, in reality it is not possible to realise a perfectly isolated
artificial quantum system experimentally. Any attempts to control the system from outside will necessarily
expose it to environmental noise, while manufacturing defects will introduce intrinsic loss mechanisms. In
order to design real quantum devices, we therefore require formal methods which take this environment into
account without having to explicitly consider all of its (infinite) degrees of freedom. These can either be truly
probabilistic, such as the stochastic Schro¨dinger equation or the quantum Langevin equation, and explicitly
take account of the random nature of external noise, or compute the average behaviour of the system over an
ensemble of different interactions with the bath. These methods, such as solving a quantum master equation
require the introduction of the density matrix to describe systems which can not only be in a pure quantum
state, but also in a statistical mixture of states. Driven dissipative systems can often reach a stationary state
(which, again, could be mixed), which can be used to infer a large amount of information about the dynamics.
We will now introduce the various open systems methods which will be used in the remainder of the thesis.
4.1 Mixed states and the density matrix
The state of a single qubit that is completely isolated from the environment is described by a two-dimensional
state vector |ψ〉 of unit length which describes all possible superpositions of the basis states
|ψ〉 = a |0〉+ b |1〉 , (4.1)
where a and b are complex amplitudes. However, this state is not the most general situation that we can
consider in a quantum mechanical system. Imagine that, for example, we prepare the qubit in either |0〉 or
|1〉 depending on the result of a probabilistic process. In order to describe this state, we need to introduce
the concept of the density matrix, which we define for a pure state as
ρ = |ψ〉 〈ψ|. (4.2)
This is an operator, and in the vector representation can now be represented as a 2 × 2 matrix. For a pure
state, this does not include any more information than the state vector, but we can now describe a more
general class of states
ρ =
∑
i
ci |ψi〉 〈ψi|, (4.3)
which is a classical mixture of pure states. To ensure that the total probability of being in one of the states of
the system is one, the ci must being positive and sum to unity. In a matrix representation this corresponds to
positive semi-definite, Hermitian matrices with a trace of one. This is in fact the most general quantum state
of a two-level system. An important distinction to note is that for a system in the state |φ1〉 = |0〉 〈0|+ |1〉 〈1|,
the uncertainty of what state the system is in is due to classical uncertainty and is effectively a statement of
ignorance whereas the state |φ2〉 = |0〉+ |1〉 is in a quantum superposition and measurement of the system in
the {|0〉 , |1〉} basis will cause the system to collapse into the corresponding state. By performing projective
measurements in different bases, it is possible to distinguish |φ1〉 and |φ2〉.
When a system is coupled to an environment whose state is unknown, ignorance of the state of the bath
leads the system of interest to be in a mixed state in general and so many open systems methods calculate
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the density matrix. In the density matrix formalism, the expectation value of an operator A can be calculated
by
〈A〉 = Tr(ρA) = Tr
∑
j
pj |ψj〉 〈ψj |A
 = ∑
j
pj〈ψj |A |ψj〉 , (4.4)
where we have used the cyclic property of the trace. Any method that solves for the density matrix can
therefore be used to find expectations values of system operators, as is the case with the state vector. The
Wigner and Q-functions described in Chapter 2 can also be generalised to mixed states. In terms of the
density matrix the Q-function only considers the diagonal terms and is defined by
Q(α) =
1
pi
〈α|ρ |α〉 (4.5)
where |α〉 is a coherent state with complex amplitude α = x + ip. Similarly, the Wigner function can be
generalised to these states
W (x, p) =
1
pi
∫ ∞
−∞
〈x+ y|ρ |x− y〉 e−2ipydy, (4.6)
where this time the density matrix is written in the (x, p) basis. The Wigner function therefore includes all
entries of the density matrix and can visualise the full quantum state.
The final useful object that we will define for a quantum state is the purity
P (ρ) = Tr(ρ2). (4.7)
The purity has the property that it varies between 1 for a completely pure state to 1/d for an entirely mixed
state, where d is the dimension of the density matrix.
4.2 System-bath interactions
For a system interacting with the environment, we are implicitly considering all of the quantum degrees of
freedom in the universe, which we broadly split into two parts: the system of interest, and everything else,
which we call the ‘bath’. The Hamiltonian we study is of the form
H = HS +HB +Hint, (4.8)
where HS is the system Hamiltonian, HB is the bath interaction and Hint describes the interaction between
the system and bath. This is shown schematically in Figure 4.1. In practice, however, it is impossible to
obtain full information about the state of the environment and we only want to work with a density matrix
for the system. This is known as the reduced density matrix and is found by taking the partial trace of the
density matrix over the bath degrees of freedom,
ρS = TrB ρ. (4.9)
To define the partial trace of a operator acting on the joint Hilbert space A⊗B, we start with a general
operator
O =
∑
i,j
cijMi ⊗Nj . (4.10)
The partial trace over A is then given by
TrA(O) =
∑
i,j
cij Tr(Mi)Nj . (4.11)
If the system and the bath are in any way entangled, then despite the fact the total system will be in a pure
quantum state, the system will be described by a mixed state.
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System HS Environment HB
Control
System-Bath Interaction
Figure 4.1: Schematic of an open quantum system. We divide the universe into two parts, the system of
interest and the environment, reservoir or bath which we assume is very large and he no memory of past
interaction with the system. The two are coupled by an interaction Hamiltonian which provides the source of
decoherence processes.
4.3 The master equation
We now want to derive an equation for the density matrix of a quantum system (or multiple independent
systems) coupled to quantum bath(s) with a continuum of energy levels. The standard method for this is
given in Ref. [1], which we follow here. The Hamiltonian of this system is of the form given in Equation 4.8
and the Heisenberg (or Liouville) equation of motion for the density matrix is given by
χ˙ = −i[H,χ], (4.12)
where χ is the full density matrix of the open system. This system has an infinite number of degrees of freedom
and cannot be solved numerically or analytically in general, so ideally we want an equation for ρ = TrBχ
which describes only the internal degrees of freedom. First we transform into the interaction picture in the
rotating frame defined by HS +HB . This transforms the Liouville equation to the form
˙˜χ = −i
[
H˜int, χ˜
]
, (4.13)
with an explicitly time-dependent interaction Hamiltonian,
H˜int(t) = e
i(HS+HB)tHinte
−i(HS+HB)t. (4.14)
In general, this equation can be integrated to give the solution
χ˜(t) = χ˜(0)− i
∫ t
0
dt′
[
H˜int(t
′), χ˜(t′)
]
, (4.15)
which we can then substitute back into the original Equation 4.13 and find
˙˜χ = −i
[
H˜int, χ˜(0)
]
−
∫ t
0
dt′
[
H˜int(t),
[
H˜int(t
′), χ˜(t′)
]]
. (4.16)
We next assume that the interaction is ‘switched on’ at t = 0, and at this time the system and bath are
uncorrelated. In this case the density matrix at this time can be written as the product χ(0) = ρ(0)B0, where
B0 describes the bath degrees of freedom at this time. We also must make the approximation that the bath
and the system are relatively weakly coupled and the bath is very large. This assumption, known as the Born
approximation, means that the presence of the system does not modify the bath eigenstates significantly and
therefore the system is factorisable as χ˜(t) = ρ˜(t)B0 at all times. Hence, in the interaction picture
χ˜ = eiHStρe−iHSteiHBtB0e−iHBt. (4.17)
Now we can trace over the bath degrees of freedom to rewrite the master equation for ρ only:
˙˜ρ = −
∫ t
0
dt′TrB
([
H˜int(t),
[
H˜int(t
′), ρ˜(t′)B0
]])
. (4.18)
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The final step is the make the Born-Markoff approximation that the rate of change of the density matrix
only depends only on its current value and not values it took in the past. This is assuming that correlations
between the system and the bath exist only briefly and then are lost quickly. This is a logical consequence of
having an infinitely large bath as any lost energy will quickly be carried far from the system. The assumption
is equivalent to letting ρ(t′)→ ρ(t) in Equation 4.18. This gives us the final master equation
˙˜ρ = −
∫ t
0
dt′ TrB
([
H˜int(t),
[
H˜int(t
′), ρ˜(t)B0
]])
. (4.19)
We can then switch from the interaction picture back into the Schro¨dinger picture to give the master equation
for the system of interest
ρ˙ = −i[HS , ρ] + e−iHSt ˙˜ρeiHSt. (4.20)
Note that HB does not feature because it commutes with both the Hamiltonian and density matrix of the
system.
We now need to consider an explicit form of the system bath interaction. If H˜int is of the form
H˜int =
∑
i
κiαiβi, (4.21)
where the αi are operators (of any form) acting on the system only and βi are operators acting on the bath
only. The coupling strength between these pairs of operators are given by κki . The form of the master equation
is then
˙˜ρ = −
∑
i,j,m,n
∫ t
0
dt′
{
κmi κ
n
j
(
αmi (t)α
n
j (t
′)ρ(t)− αnj (t′)ρ(t)αmi (t)
) 〈βmi (t)βnj (t′)〉
+ κmi κ
n
j
(
ρ(t)αmi (t
′)αnj (t)− αnj (t)ρ(t)αmi (t′)
) 〈βmi (t′)βnj (t)〉}, (4.22)
where we have written the correlations of the bath 〈βmi βnj 〉 = Tr
(
βmi β
n
j B0
)
, using the result in Equation
(4.4) for calculating expectation values from the density matrix. These correlation functions, along with HS
and Hint will determine the final structure of the master equation.
We will now go on to derive the master equation for two important systems, a single dissipative cavity
in the presence of different environments and two cavities which are coupled to each other by a dissipative
channel. The most general Markovian time-homogeneous master equation is described by the Lindblad master
equation which is trace-preserving and completely positive.
ρ˙ = −i[HS , ρ] +
∑
L[C]ρ, (4.23)
where C is called a collapse operator and L is the Lindblad superoperator describing state collapse through
the degree of freedom C
L[C]ρ = CρC† − 1
2
(C†Cρ+ ρC†C). (4.24)
4.3.1 Single dissipative cavity
The simplest open system we can consider is a single cavity mode that interacts linearly with a single bath
H˜int = γ1(ab
† + a†b), where a and b are annihilation operators for the cavity and bath modes respectively
and γ is the system-bath coupling. The bath operator b can in fact be a sum over a continuum of bath mode
operators b =
∑
i Γi. The master equation is then given by
˙˜ρ = −
∫ t
0
dt′γ
(
[a(t′)ρ, a(t)]〈b†(t)b†(t′)〉+ [a(t), ρa(t′)]〈b†(t′)b†(t)〉
+ [a†(t′)ρ, a(t)]〈b†(t)b(t′)〉+ [a†(t), ρa(t′)]〈b†(t′)b(t)〉
+ [a(t′)ρ, a†(t)]〈b(t)b†(t′)〉+ [a(t), ρa†(t′)]〈b(t′)b†(t)〉
+ [a†(t′)ρ, a†(t)]〈b(t)b(t′)〉+ [a†(t), ρa†(t′)]〈b(t′)b(t)〉
)
.
(4.25)
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We will discuss exactly what form the correlation functions should take shortly, but for a squeezed white-noise
environments, the correlation functions are given by 〈b(t)b(t′)〉 = Mδ(t − t′), 〈b†(t)b(t′)〉 = Nδ(t − t′),〈
b(t)b†(t′)
〉
= (N + 1)δ(t− t′) and the master equation becomes
ρ˙ = −i[HS , ρ] + γM
∗
2
[2aρa− aa†ρ− ρaa†] + γN
2
[2a†ρa− aa†ρ− ρaa†]
+
γ(N + 1)
2
[2aρa† − a†aρ− ρa†a] + γM
2
[2a†ρa† − a†a†ρ− ρa†a†],
(4.26)
where all terms now only contain a single implicit time-dependence. Note the factor of a half on each term,
which comes from the fact that the delta function lies at the upper limit of the integral and therefore only
contributes half to the integral.
4.3.2 Bath statistics
Forming the master equation for the dissipative system requires knowledge of the statistics of the environment.
Any coherent driving terms coming from outside can be incorporated into the system Hamiltonian with an
a+ a† term, so we are only interested in the distribution of quantum noise. The bath can have any statistics,
but we will be most interested in broadband squeezed white noise [2] which is Gaussianly distributed and has
simple correlation functions. The
〈
b†(t)b(t′)
〉
correlation function tells us the average number of photons in
the bath modes, which is proportional to the temperature of the environment. 〈b(t)b(t′)〉 tell us how squeezed
the bath is. If we consider only a zero-temperature, unsqueezed bath the master equation can therefore be
written in the Lindblad form as
ρ˙ = −i[HS , ρ] + L[√γa]ρ. (4.27)
If we instead wish to have a ideal squeezed bath with average photon number N – i.e. with M2 = N(N+1)
– the collapse operator takes a more complicated form
ρ˙ = −i[HS , ρ] + L
[√
γ(
√
N + 1a+
√
Na†)
]
ρ. (4.28)
We see that, as squeezed bath contains more than zero photons on average, this Lindbladian must include the
a† operator, which can transfer energy from the bath into the system of interest, as well as a term proportional
to a. Coupling to the bath via these two operators separately produces a master equation which describes a
purely thermal bath containing uncorrelated photons
ρ˙ = −i[HS , ρ] + L
[√
γ(N + 1)a
]
ρ+ L
[√
γNa†
]
ρ. (4.29)
More general interactions with the environment can also be described in the master equation formalism, for
example, the master equation
ρ˙ = −i[HS , ρ] + L [√γaa] ρ, (4.30)
describes a system undergoing a nonlinear loss process where photons are removed as entangled pairs.
4.3.3 Unidirectional coupling between subsystems
In many experiments, we want to use the output of a system to drive a second system, using a circulator
or isolator to prevent any back-action on the first system. This kind of problem is regularly studied using
methods such as input-output theory [3]. The link between the systems is provided by a transmission line
supporting a continuum of modes and coupled to the systems at a port by a dissipative process. The system
bath interaction in this case is described by κmi = {γ1, γ1, γ2, γ2}, αi = {a, a†, c, c†}, and βi = {b†, b, b†, b},
so both subsystems are coupled to a common bath. As information takes a finite time τ to travel along the
dissipative channel, the bath operators that the second system experiences are time shifted with respect to
the first. The terms of the master equation relating to only a single system give the same terms as above,
with additional cross terms describing the dissipative coupling. These are written in terms of commutators of
operators and with the time dependence of ρ omitted.
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˙˜ρ =
γ1M
∗
2
[2aρa− aaρ− ρaa] + γ1N
2
[2a†ρa− aa†ρ− ρaa†]
+
γ1(N + 1)
2
[2aρa† − a†aρ− ρa†a] + γ1M
2
[2a†ρa† − a†a†ρ− ρa†a†]
+
γ2M
∗
2
[2cρc− ccρ− ρcc] + γ2N
2
[2c†ρc− cc†ρ− ρcc†]
+
γ2(N + 1)
2
[2cρc† − c†cρ− ρc†c] + γ2M
2
[2c†ρc† − c†c†ρ− ρc†c†]
+
√
γ1γ2
∫ t
0
dt′
{
[c(t′ − τ)ρ, a(t)]〈b†(t)b†(t′ − τ)〉+ [c(t− τ), ρa(t′)]〈b†(t′)b†(t− τ)〉
+ [c†(t′ − τ)ρ, a(t)]〈b†(t)b(t′ − τ)〉+ [c†(t− τ), ρa(t′)]〈b†(t′)b(t− τ)〉
+ [c(t′ − τ)ρ, a†(t)]〈b(t)b†(t′ − τ)〉+ [c(t− τ), ρa†(t′)]〈b(t′)b†(t− τ)〉
+ [c†(t′ − τ)ρ, a†(t)]〈b(t)d(t′ − τ)〉+ [c†(t− τ), ρa†(t′)]〈b(t′)d(t− τ)〉
+ [a(t′)ρ, c(t− τ)]〈b†(t− τ)b†(t′)〉+ [a(t), ρc(t′ − τ)]〈b†(t′ − τ)b†(t)〉
+ [a†(t′)ρ, c(t− τ)]〈b†(t− τ)b(t′)〉+ [a†(t), ρc(t′ − τ)]〈b†(t′ − τ)b(t)〉
+ [a(t′)ρ, c†(t− τ)]〈b(t− τ)b†(t′)〉+ [a(t), ρc†(t′ − τ)]〈b(t′ − τ)b†(t)〉
+ [a†(t′)ρ, c†(t− τ)]〈b(t− τ)b(t′)〉+ [a†(t), ρc†(t′ − τ)]〈b(t′ − τ)b(t)〉
}
.
(4.31)
During the integration t′ ≤ t. If the bath is delta correlated in time then this means that 〈b(t)b(t′ − τ)〉 ∝
δ(t− t′ + τ) and similar correlations can never contribute to the integral as the delta function lies outside of
the integration range. Conversely, correlation functions of the form 〈b(t′)b(t− τ)〉 do contribute as long as
τ < t. Once we eliminate the bath, the value of τ has no effect other than to shift the origin of d(t), c(t) so
we take the limit τ → 0+. Removing these terms corresponds to saying that the first subsystem can never
experience feedback from the second.
˙˜ρ =
γ1M
∗
2
[2aρa− aaρ− ρaa] + γ1N
2
[2a†ρa− aa†ρ− ρaa†]
+
γ1(N + 1)
2
[2aρa† − a†aρ− ρa†a] + γ1M
2
[2a†ρa† − a†a†ρ− ρa†a†]
+
γ2M
∗
2
[2cρc− ccρ− ρcc] + γ2N
2
[2c†ρc− cc†ρ− ρcc†]
+
γ2(N + 1)
2
[2cρc† − c†cρ− ρc†c] + γ2M
2
[2c†ρc† − c†c†ρ− ρc†c†]
+
√
γ1γ2
∫ t
0
dt′
{
([c(t), ρa(t′)] + [a(t′)ρ, c(t)])〈b†(t′)b†(t)〉+ ([c†(t), ρa(t′)] + [a†(t′)ρ, c(t)])〈b†(t′)d(t)〉
+ ([c(t), ρa†(t′)] + [a(t′)ρ, c†(t)])〈b(t′)b†(t)〉+ ([c†(t), ρa†(t′)] + [a†(t′)ρ, c†(t)])〈b(t′)b(t)〉
}
.
(4.32)
We can now substitute in the same expressions values for the correlation functions of the bath as above and
obtain the master equation
˙˜ρ =
γ1M
∗
2
[2aρa− aaρ− ρaa] + γ1N
2
[2a†ρa− aa†ρ− ρaa†]
+
γ1(N + 1)
2
[2aρa† − a†aρ− ρa†a] + γ1M
2
[2a†ρa† − a†a†ρ− ρa†a†]
+
γ2M
∗
2
[2cρc− ccρ− ρcc] + γ2N
2
[2c†ρc− cc†ρ− ρcc†]
+
γ2(N + 1)
2
[2cρc† − c†cρ− ρc†c] + γ2M
2
[2c†ρc† − c†c†ρ− ρc†c†]
+
√
γ1γ2M
∗([c, ρa] + [aρ, c]) +
√
γ1γ2N([c
†, ρa] + [a†ρ, c])
+
√
γ1γ2(N + 1)([c, ρa
†] + [aρ, c†]) +
√
γ1γ2M([c
†, ρa†] + [a†ρ, c†]).
(4.33)
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Again, we will assume that the bath is zero temperature and unsqueezed N = M = 0 and switch back into
the Schro¨dinger picture. This reproduces the result of Gardiner and Parkins [4].
ρ˙ = −i[HS , ρ] + γ1
2
[2aρa† − a†aρ− ρa†a] + γ2
2
[2cρc† − c†cρ− ρc†c]−√γ1γ2
(
[ρa†, c] + [c†, aρ]
)
. (4.34)
Note that this master equation can also be written in the Lindblad form as
ρ˙ = −i
[
HS −
i
√
γ1γ2
2
(ac† − a†c), ρ
]
+ L [√γ1a+√γ2c] ρ, (4.35)
so that the combined system is coupled to the bath through a linear combination of the original collapse
operators. In this form we can see that the unidirectional coupling arises because the interaction between
cavities is anti-symmetric under exchange of a and c, while the dissipation is symmetric. The physical
interpretation of this combined collapse operator is that now when a photon leaves the unidirecional system
and is detected by the environment it is unclear which cavity it originated from.
4.3.4 General cascaded systems
This formalism has been generalised to arbitrarily complex systems in the work of Gough and others [5]
using what is known as the SLH method. In this formalism each open system component is represented
by the set of parameters G = (S,L, H) where S is the scattering matrix of the system, L is a vector of
operators that couple each subsystem to the environment and H is the Hamiltonian. They then define two
product operators to combine the subsystems G1 = (S1,L1, H1) and G2 = (S2,L2, H2). The first is the
concatenation product, which simply adds the two parts together without connecting them, defined by
G1 G2 =
((
S1 0
0 S2
)
,
(
L1
L2
)
, H1 +H2
)
. (4.36)
We now need to specify connection between the subsystems which, as above, can be of two types: either
direct interactions or indirect interactions via multi-mode field channels. A direct connection is included as
an interaction term K in Hamiltonian defined by
K =
∑
k
(N∗kMk +M
∗
kNk), (4.37)
where the Mk and Nk are operators defined on the Hilbert spaces of G1 and G2. To implement the
unidirectional, field mediated coupling they define the series product
G2 CG1 =
(
S2S1,L2 + S2L1, H1 +H2 +
1
2i
(L†2S2L1 − L†1S†2L2)
)
. (4.38)
This final expression will reproduce the same results for unidirectional coupling as we obtained above. With
these tools, we can construct any arbitrary quantum network including feedback and feedforward mechanisms.
The formalism also allows us to reduce these networks to simpler equivalent systems.
4.3.5 Solving the master equation
Once we have a master equation, there are several ways we can attempt to solve it. If we want to construct
an equation for a single moment of the system then by taking a trace over the master equation and using the
cyclic property of the trace, we find that the expectation of an operator A evolves according to
d
dt
〈A〉 = i 〈[H,A]〉+ 1
2
∑
i
〈
[C†i , A]Ck + C
†
k[A,Ck]
〉
, (4.39)
where the Ck are the different collapse operators of the system. If a closed system of equations for the
moments of the system can be formed, then it may be possible to solve for the moments analytically. In
practice this is only possible when the Hamiltonian of the system is at most quadratic in any operators and
the system state is Gaussian, where all higher order moments of the system can be written in terms of first
and second moments.
When such a closed system of equations cannot be obtained, this approach will usually produce an infinite
hierarchy of equations. In this case either some kind of ‘closure’ can be used, where we take the highest
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moments and write them approximately as lower moments of the system. Alternatively, we can solve the
master equation for the density matrix numerically and use this to calculate moments and Wigner functions
of the state as a function of time. In this thesis, all of the master equation simulations are carried out using the
QuTIP library [6], implemented in Python. This package provides a variety of methods for simulating different
quantum systems, including those with explicitly time dependent Hamiltonians and collapse operators.
4.4 The P -representation and the Fokker-Planck equation
Earlier we saw examples of different phase-space distributions, the Wigner and Q-functions, which can be used
to describe a quantum state. Another useful representation is the Glauber-Sudarshan P -representation. As
with the others it is a quasiprobability distribution on phase space and is not necessarily positive everywhere.
The P function for single oscillator is defined such that the density matrix of the state is given by
ρ =
∫
P (α) |α〉 〈α|d2α. (4.40)
The distribution obeys the optical equivalence theorem – the idea that operator expectation values should
agree with the appropriate phase space distribution – for normally ordered operators. In practice this means
that we can calculate any moments by taking combinations of normally-order operators, assuming we know
P . Moments are calculated in a similar way as for any other distribution〈
a†man
〉
=
∫
α∗mαnP (α)d2α. (4.41)
This representation can be generalised to an number of oscillators. For example, for a general Gaussian
state in n dimensions the distribution is
P (α) =
1√
(2pi)n det(M)
exp
[
−1
2
(α −α0)∗M−1(α −α0)∗
]
. (4.42)
For this state we can calculate the average amplitude, given by the first moment, and find 〈a〉 = α0. Similarly,
we can show that all possible covariances are given by
Cij = 〈(αi − 〈αi〉)(αj − 〈αj〉〉 = M. (4.43)
If the state cannot be represented as being diagonal in the coherent state basis, we may also use the generalised
P -representation defined by
ρ =
∫
P (α, β) |α〉 〈β|dαdβ. (4.44)
In this case α and β do not have to take the same values, but the distribution must be such that the conjugates
of the moments integrated over α and β are indeed complex conjugates of each other. In the generalised
P -representation, moments are given by〈
a†man
〉
=
∫
βmαnP (α, β)dαdβ. (4.45)
where we must integrate over a full four-dimensional space. Solving a Fokker-Planck equation is a method
which allows us to calculate P (α) and it moments and therefore solve some quantum systems exactly which
could not be solved analytically using a master equation.
4.4.1 Constructing the FPE
For all but the simplest systems, it is impossible to solve the master equation analytically. It is therefore often
useful to convert the system into a Fokker-Plank equation in the generalised P -representation. This allows us
to obtain the steady-state covariance matrix and, if strict conditions on the system are met, the time evolution
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of the probability distribution. Converting between the two equations is achieved using a set of rules [7].
aρ↔ αP (α, β), (4.46a)
a†ρ↔
(
β − ∂
∂α
)
P (α, β), (4.46b)
ρa† ↔ βP (α, β), (4.46c)
ρa↔
(
α− ∂
∂β
)
P (α, β). (4.46d)
For simplicity of notation as we generalise to many oscillators, we will write the phase space coordinates in a
vector α = (α1, β1, . . . αn, βn) for the remainder of this section. Using the rules above gives an equation of
the form
∂
∂t
P (α) =
[
− ∂
∂αi
Ai +
1
2
∂
∂αi
∂
∂αj
Dij
]
P (α), (4.47)
where Ai are drift terms and Dij is the diffusion matrix. Both are functions of the phase space coordinates
αi. Ai describes the centre of mass movement of the distribution in phase space, while Dij describes how
the noise distribution evolves as a function of time. Analytical steady state solutions of the Fokker-Planck
equation are possible only in a very small number of cases (and time dependent solutions are even rarer). The
steady state is found by solving the equation
Dij
∂P
∂αj
= 2Aijαj − 1
2
∂Djk
∂αk
, (4.48)
which, by writing P (α) = exp[−φ(α)], is equivalent to
− ∂φ(α)
∂αi
= 2(D−1)ij
[
Ajkαk − 1
2
∂Djk
∂αk
]
, (4.49)
where we consider φ to be a potential and the RHS to be a generalised force. This equation can be integrated
only if φ obeys the ‘potential conditions’ ∂2φ/∂αiαj = ∂
2φ/∂αjαi and therefore the value of the integration
is independent of the path taken. In this case the steady state solution is given by
P (α) = N exp[−φ(α)], (4.50)
for some normalisation N . If a full steady state solution does not exist, it may still be possible to obtain the
steady-state covariance matrix of the system under some conditions.
4.4.2 The linear FPE
In some cases, the drift part of the FPE can be written as a linear function of phase space variables and the
equation takes the form
∂
∂t
P (α) =
[
− ∂
∂αi
Aijαj +
1
2
∂
∂αi
∂
∂αj
Dij
]
P (α), (4.51)
where A and D are now constant matrices. For some systems it is also reasonable to perform a linearisation
about its classical fixed points to bring it into this form. In this case we can derive a result which gives us the
spectrum of the system output and moments of the system. This derivation is quite involved, but we follow
the treatment of Carmichael [8].
Green’s functions solution
We want to construct a general solution to the equation, starting by finding a solution for a delta function
initial condition at t = 0, given by P (α, t|α0, 0) = δ(α−α0). We start by writing the equation in an equivalent
matrix form
∂
∂t
P (α, t|α0, 0) =
(
−α′TAα + 1
2
α′TDα′
)
P (α, t|α0, 0), α =
α1...
αn
 , α′ =

∂
∂α1
...
∂
∂αn
 . (4.52)
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To simplify the problem, the first step is to define a new coordinate system β = Sα such that A˜ = SAS−1
is diagonal and define a new function P˜ (β, t|Sα0, 0) = P (S−1β |α0, 0) that we want to solve for in this new
coordinate system. In these variables, the new equation and initial condition are
∂
∂t
P˜ (β, t|Sα0, 0) =
(
−β ′T A˜β + 1
2
β ′T D˜β ′
)
P˜ (β, t|Sα0, 0), P˜ (β, 0|Sα0, 0) = det(S)δ(β − Sα0), (4.53)
where D˜ = SDST . The next step is to perform a n-dimensional Fourier transform on the system, moving
into frequency space described by the new variables u. Now the equation we are solving is
∂
∂t
U(u, t|Sα0, 0) =
(
uT A˜u′ − 1
2
uT D˜u
)
U(u, t|Sα0, 0), U(u, 0|Sα0, 0) = det(S)ei(Sα0)Tu. (4.54)
We will not cover all the steps involved in solving this equation, which can be found in [8]. The solution uses
the method of characteristics [9] and is
U(u, t|Sα0, 0) = det(s) exp
[
i(SeAtα0)
Tu
]
exp
[
−1
2
uQ˜(t)u
]
, Qij(t) = − D˜ij
λi + λj
[
1− e(λi+λj)t
]
.
(4.55)
Having solved the system in this form, we now need to transform the solution back into the original
coordinate system. First we perform the inverse Fourier transform and find
P˜ (β, t|Sα0, 0) = det(S)√
(2pi)2 det(Q˜(t))
exp
[
−1
2
(
β − SeAtα0
)T
Q−1(t)
(
β − SeAtα0
)]
, (4.56)
and then we reverse the transformation by S to retrieve the full Green’s function solution for the equation
P (α, t|α0, 0) = 1√
(2pi)n det(Q(t))
exp
[
−1
2
(
α − eAtα0
)T
Q−1(t)
(
α − eAtα0
)]
, Q = S−1Q˜(S−1)T .
(4.57)
Here we note two useful results: first that this is of the same form as the Gaussian distribution in Equation
4.43, which we will require later; second that if the real parts of all of the eigenvalues of A are negative then,
in the steady state as t→∞, the distribution will decay to a zero-mean Gaussian
Pss(α) =
1√
(2pi)n det(Qss)
exp
[
−1
2
αTQ−1ss α
]
, Qss = S
−1Q˜ss(S−1)T , Q˜ss = − Dij
λi + λj
. (4.58)
General solution
From the Green’s function solution we can construct the time evolution of P (α, t) for an arbitrary initial
condition. This is possible because any initial function can be built up by integrating over many delta
functions. By linearity of differential operators, the solution is just the same integral over the Green’s function
solution
P (α) =
∫ ∞
−∞
dα0P (α, t|α0, 0)])P (α0, 0). (4.59)
For our purposes, we are most interested in the autocorrelations of the system as a function of time, but first
we solve for the averages. These two objects tell us everything there is to know about the state as it evolves
in time, as the linear FPE only describes the evolution of Gaussian states. The first moments are given by
〈α(t)〉 =
∫ ∞
−∞
αP (α, t)dα =
∫ ∞
−∞
P (α0, 0)dα0
∫ ∞
−∞
αP (α, t|α0, 0)dα
=
∫ ∞
−∞
P (α0, 0)dα0e
Atα0 = e
At 〈α(0)〉 . (4.60)
Similarly, the autocorrelation matrix, which has the elements
Cij(t
′, t) = 〈(αi(t′)− 〈αi(t′)〉)(αj(t)− 〈αj(t)〉)〉 , (4.61)
can be shown to evolve in the same manner in time
C(t′, t) = eA(t
′−t)C(t, t), t′ ≥ t. (4.62)
We then also need to calculate the equal time correlation function C(t, t), also known as the covariance
matrix, as a function of time, using the same method as for the averages
C(t, t) = Q(t) + eAtC(0, 0)eAt. (4.63)
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Spectrum of fluctuations
To find the spectrum of fluctuation for the system, the next step is to construct an equation of motion for
the covariance matrix. We start by differentiating the previous expression
C˙ = Q˙+ eAt(AC(0, 0) + C(0, 0)AT )eA
T t, (4.64)
then eliminate C(0, 0) by rearranging Equation 4.63
C˙ = Q˙+AC + CAT −AQ−QAT . (4.65)
Next, we want to eliminate Q from this expression as it is not something we necessarily have access to,
certainly not as easily as A or D. We return to the definition of Q
SQST = − Dij
λi + λj
[
1− e(λi+λj)t
]
→ Q = eAtDeAT t, (4.66)
along with a second result which follows from the definition
A˜SQST + SQST A˜ = −D˜ + eA˜tD˜EA˜T t. (4.67)
Together, these results imply the following equations of motion for Q and therefore also the covariance matrix
Q˙ = AQ+QAT +D → C˙ = AC + CAT +D. (4.68)
In the steady state this gives us an expression for the steady state covariance matrix C∞ which is related to
the drift and diffusion matrices by
AC∞ + C∞A = −D, (4.69)
although in practice it is not trivial to calculate C∞ using this result. We also define a more general object,
the steady state autocorrelation
Css = lim
t→∞C(t+ τ, t) = limt→∞ e
AτC(t, t) = eAτC∞, t ≥ 0. (4.70)
The finally object we want to consider is the steady state spectrum of fluctuations, which is the Fourier
transform of the steady state autocorrelation
Tss(ω) =
1
2pi
∫ ∞
−∞
Css(τ)e
−iωτdτ =
1
2pi
∫ ∞
−∞
exp [(A− iωI)τ ]C∞dτ + 1
2pi
∫ ∞
−∞
C∞ exp[(AiωI)τ ]dτ
= − 1
2pi
[
(A− iωI)−1C∞ + C∞(AT + iωI)−1
]
, (4.71)
where I is the identity matrix. We can rearrange this so that we can use Equation 4.69 to simplify
(A− iωI)Tss(ω)(AT + iωI) = − 1
2pi
(C∞AT +AC∞) =
1
2pi
D, (4.72)
and get our final result
Tss =
1
2pi
(A− iωI)−1D(AT + iωI)−1. (4.73)
While it took a lot of work to get this result, we now have an expression that gives us the steady state
spectrum of fluctuations, and therefore also autocorrelations, directly from the drift and diffusion matrices,
which we know from the system Hamiltonian. While during the manipulation, we have assumed that a solution
for P (α) exists, the final result does not require that we calculate it first. Linearising the system allows us
the analyse a larger range of systems. In particular for multiple oscillators, where the potential conditions are
almost never satisfied, there is hope of getting exact solutions.
4.5 The quantum Langevin equation
In many cases, it is also possible to construct and solve a stochastic differential equation for a quantum system,
known as the quantum Langevin equation. While in this thesis we do not consider any explicit solutions of a
quantum Langevin equation, it can also be useful to convert between the Fokker-Planck and Langevin forms,
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using it as an intermediary to perform simplifications of the system. If the diffusion matrix is a Hermitian
positive semi-definite matrix and can therefore be written in the form D = BB† then the FPE in Equation
4.47 can be written in the form
dx
dt
= A(x, t) +B(x, t)E(t), (4.74)
where E(t) is a vector of zero-mean random noise terms which are delta-correlated in time
〈Ei(t)Ej(t′)〉 = δijδ(t− t′). (4.75)
This relationship is discussed further and proven formally in Ref. [2].
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Chapter 5
Recent directions in circuit QED
Having discussed the fundamental models used in circuit QED and some of the methods used to tackle
problems in the field, we now turn to recent advances and current directions in the field. We will discuss a
group of advances which together motivate the new work presented in later chapters. Many groups are now at
the point where they have well-characterised superconducting qubits and can perform high-fidelity operations
on single or small numbers of qubits. The next step is to move to the point of performing information
processing on a reasonable number of qubits, requiring advances in qubit design, control and error correction.
Other groups are focused on using current devices to make advances in quantum optics or many body physics.
This section is by no mean exhaustive but details the results that most relate to the results in the remaining
chapters.
5.1 Quantum optics
As we have seen, the Josephson junction provides a key nonlinear element for circuit QED, allowing the
production of qubit circuits and parametric amplifier circuits. While coherence times and anharmonicities
of atomic qubits are larger than these artificial atoms and phenomena such as squeezing and the self- and
cross-Kerr effects have long been studied in quantum optics, circuit QED enables stronger coupling which
allows these effects to be observed and used much more easily in experiments.
5.1.1 Interaction of qubits with squeezed states
Once we have produced non-classical states of light or microwaves, the next question is whether these states
can be made to interact with atoms or other two-level systems and whether this produces any new physics
[1]. The first prediction about the interaction of a qubit with a squeezed vacuum was by Gardiner [2]. In his
paper, he showed that an atom in a squeezed bath will experience a direction-dependent change in the decay
rate of the excited state, due to reduction in vacuum fluctuations in one direction and increase in the other.
This has never been observed in an optical system as the atom cannot be sufficiently coupled to the squeezed
environment. In a superconducting circuit, however, the modes of a transmission line resonator can contain
an effective one dimensional squeezed environment and coupling can be arranged such that the atom decay
is only into these modes [3]. This has led to observation of the Gardiner effect in circuit QED.
A similar result has also been published relating to the resonance fluorescence of a qubit in a squeezed
environment. It is well known that a two-level system driven near resonance produces a characteristic flores-
cence spectrum known as the Mollow triplet [4] caused be the qubit states being dressed by the interaction
with the strong incoming field. If the qubit is emitting into a squeezed bath, then the relative height and
widths of these peaks is dependent on the relative phase between the squeezing and the coherent drive [5].
High quality JPAs in circuit QED have finally allowed this effect to be observed experimentally [6]. Chapter
6 explores a similar problem where a cavity-qubit system is driven by squeezed vacuum.
5.1.2 Single photon self-Kerr and cross-Kerr effects
Proposals for using the cross-Kerr interaction for quantum information processing have existed for a long
time, but at optical frequencies the phase shifts that can achieved per photon are small [7], requiring either
large states which are subject to decoherence, or long interaction times. A new paper provides a new method
whereby cross-Kerr can be used to implement a CPHASE gate on travelling coherent states [8], adding to
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an older literature relating to implementing this gate [9] and a Fredkin gate [10]. Circuit QED provides
hope for implementing such schemes in cavity fields. Self-Kerr interactions up to 104 times stronger than the
dissipation can be realised by coupling a resonator to a superconducting qubit [11]. The self-Kerr effect due to
coupling to a transmon can be observed at the level of a single photon in circuit QED [12] and a full collapse
and revival of a coherent state observed inside the cavity lifetime. In principle, this is also a way to produce
cat states in the cavity, although in practice there is no way to subsequently switch off the interaction and
maintain the state. Sufficiently strong cross-Kerr interactions that the effect can be observed at the level of a
single photon can also be realised, providing a more realistic way of using the effect for quantum computation
[13]. Chapter 9 investigates how these interactions can be manipulated in quantum circuits by coupling to
qubits which have different anharmonicities and can have their frequency tuned.
5.1.3 Reservoir engineering
While coupling to the environment is generally seen as a problem for quantum systems as a source of deco-
herence, there is increasing interest in producing quantum baths and coupling to them in such a way that
the steady states possesses nonclassical properties such as entanglement or can synthesise particular states
[14]. For example, it has been shown experimentally that using a symmetry-selective bath can stabilise a Bell
state of two transmons which are coupled to the same cavity. [15]. Bath engineering also forms the basis of a
protocol for stabilising cat states that is discussed below. These ideas are also related to the system discussed
in Chapter 6 as in the limit of broadband squeezing, driving with a squeezed input is analogous to coupling
to a squeezed reservoir.
5.2 Superconducting qubits
Superconducting qubit lifetimes have improved by several orders of magnitude over the last few decades, with
many different designs now used in experiments, including transmons [16], fluxonium qubits [17], tunable
‘Xmon’ qubits [18–20] and phase qubits [21]. There are also efforts to design new qubit circuits which are
insensitive to external noise [22]. While it is beyond the scope of this thesis to discuss how these devices
have been designed and improved, there are various trends occurring in superconducting qubits which the
problems discussed here impact on. Additionally, advances in qubit readout and using qubits to perform
state tomography have also been made, which impacts the ability of the results of this thesis to be tested
experimentally.
5.2.1 Measurements and readout
In the following chapters we will often look at the Wigner function or number distribution of a cavity or the
state of a qubit, and assume that this can also be accessed experimentally. Thankfully, new experimental
techniques mean that this is now generally the case. In addition to using a qubit coupled in the dispersive
regime to measure the number of qubit in a cavity, it possible to gather enough information about the cavity
state to reconstruct the full Wigner function. The Wigner function of a state with density matrix ρ is given
by [23]
W (α) = 2 Tr(D(−α)ρD(α)P ), (5.1)
where D(α) = exp(αa† − α∗a) is the displacement operator and P = exp(ipia†a) is the parity operator.
Displacing the state ρ by −α will give the state D(−α)ρD(α), so the Wigner function can be constructed by
displacing the cavity field by many different values of α and performing parity measurements at each point
in phase space. These are made possible by the coupling to a qubit and using Ramsey interferometry. The
qubit is placed in a superposition of |↑〉 and |↓〉 (the equator of the Bloch sphere) using a pi/2 pulse and
then allowed to evolve freely in the presence of the dispersive interaction of the cavity. The components of
the state corresponding to different number states will then evolve at different rates on the sphere. If the
correct period of time is allowed to elapse, then the Bloch vectors associated with all the even numbers will
be directly opposite all the vectors corresponding to odd numbers. A second pi/2 pulse will shift them to
the poles of the Bloch sphere. Measuring the qubit state (taking an average over many measurements) will
then give the parity of the state. This was demonstrated in cavity QED using Rydberg atoms [24] and can
now be used in circuit QED [25] (full details are contained in the supplementary material for this reference).
Techniques in analysing this data has now further advanced so that in many cases the Wigner function can be
determined to high accuracy using only six key points in phase space. New methods of state reconstruction,
such as by sideband spectroscopy of the qubit [26, 27], are also being developed.
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In parallel the ability to perform high-fidelity qubit readout using the cavity has also improved greatly
in recent years. Generally to perform quantum information processing with a superconducting qubit, it is
desirable to couple it to a resonator. This has many benefits: firstly the cavity shields the qubit from all of
the modes of the environment so that it can only see a single resonator mode. This reduces the amount of
noise it is exposed to and increases the qubit lifetime by the Purcell effect [28]. Coupling to the cavity also
allows us to measure the state of the qubit by probing the cavity field. Using the number-splitting described
in Chapter 2 [29, 30] a frequency sweep of the cavity can be performed at low power and the dispersive shift
will mean that the transmission peak of the cavity will depend on the qubit state.
Dispersive readout due to number splitting can achieve very high fidelity qubit readout using many mea-
surement repeats, but single shot readout is required for most real applications in quantum information
processing. The first proposal to achieve this uses a very strong measurement drive on the cavity to perform
a high power readout [31, 32]. The pulse is sufficiently strong that a bright transmission peak appears at
the bare cavity resonance, the onset power of which depends strongly on the initial qubit state. By selecting
the power correctly, it is therefore possible to achieve 90% distinguishability between the two states. Subse-
quently, schemes have been proposed using the period doubling bifurcation [33] and two mode squeezed light
[34] and demonstrated experimentally using a chirped drive pulse [35]. Most recently dispersively coupling a
parametric oscillator to the qubit has been demonstrated to provide readout with a fidelity of 81%, with the
authors claiming that it will be possible to increase this above 99.5% with improvements to the experimental
setup [36].
5.2.2 Scaling up and optimal control
As we try to improve state synthesis and gate operations, it is increasingly common to turn to optimal control
methods [37] to achieve the highest possible fidelity. These generally involve optimising the pulse envelope of
the microwave controls to perform a particular operation as accurately as possible. This has led to innovations
such as Derivative Removal by Adiabatic Gate (DRAG) [38], where leakage into higher transmon levels during
operations is suppressed by adding the first time derivative of the pulse envelope to the pulse itself. Generally
the result is not this easy to interpret, but optimal control has also been used to achieve synthesis of particular
cavity states [39] and optimise quantum gates using flux qubits [40]. While we do not explicitly use these
techniques in this thesis, Chapter 7 considers a control problem, amplification of cat states, which could be
optimised in this way in future.
As systems are increasingly scaled up, optimal control techniques will become more important as spectral
crowding means that more complicated pulse are required to avoid exciting unwanted states. Larger systems
are also much more difficult to solve analytically, while is also important to consider the robustness of such
controls to error in the device parameters. Another challenges in this move toward larger superconducting
information processing systems is error correction [41]. One popular way of tackling this is using a surface
code [42, 43], which requires a large number of physical qubits per logical qubit. The complexity of this
code increases rapidly as the error rate of individual qubits increases, suggesting that other ways of stabilising
quantum information may be preferable in the long term.
5.3 Cat qubits
Another recent development in circuit QED is the ability to produce relatively large Schro¨dinger cat states,
containing tens of photons [25]. There is currently considerable interest in using these state to store and
process quantum information, taking advantage of the fact that cavity lifetimes are much longer than those
of qubits [44–46]. The lifetime of these devices has recently been reported as being greater than 1 ms [47].
Storing information in these multiphoton states is also partially robust again the loss of single photons, whereas
losing the excitation from a qubit will typically cause complete decoherence. The majority of this work has
been conducted by the group at Yale University, who, among other results, have demonstrated entanglement
between two cat states [46] and quantum error correction [45]. This has reached the break-even point where
the reduction in lifetime caused by the correction process is overcome by the error correction, so that the state
lifetime is extended to longer than any of the individual components. It also does not require any additional
physical (cavity) qubits to implement, providing a possible advantage over other error correction schemes.
Using these cat states for quantum information processing heavily motivates both Chapter 7, which
proposes a scheme for amplifying them, and Chapter 9 which discusses using engineering of the Kerr effect
to improve storage of information and perform logic gates. Some results which are particular relevant to this
work are detailed below.
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5.3.1 Stabilising a Schro¨dinger cat
Recently, it has been demonstrated that driving a cavity parametrically via a four-wave mixing process,
while simultaneously using this interaction to remove pairs of photons from the resonator, could be enable
stabilisation of a general coherent state superposition [48]. This system has been studied using the positive
P -representation [49], showing that in the absence of single photon loss then all possible superpositions of
the coherent steady states are themselves stable. If a system described by the master equation
ρ˙ = −i[aa+ ∗a†a†, ρ] + L[√γaa]ρ, (5.2)
can be implemented, where  is the two-photon drive strength and γ is the two photon loss rate, then the
steady state is a manifold spanned by the states
∣∣∣α = ±√/γ〉.
If there is also single photon loss present, as will always be the case in realistic systems, then the steady
state of the system is a statistical mixture a |α〉 〈α|+ b |−α〉 〈−α|. A recent paper has shown, by comparing
analytical and master equation results, that this state is a mixture of odd and even cat states, with single
photon loss causing switching between the two [50]. A parity measurement can be used to project the state
back into the desired subspace, possibly forming the basis of an error correction scheme.
5.3.2 The qc-map
While there are advantages to using cavities to store information, particularly for quantum memories, it may
also be desirable to convert between qubit states and cavity states, for example to use cavities for storage
and superconducting qubits to perform gates. A technique has been developed to perform this process
deterministically, known as the qc-map [51]. The protocol for this mapping begins by preparing the cavity
in the vacuum state |0〉 with the qubit in the state a |↑〉 + b |↓〉. Next a conditional cavity displacement is
performed to entangle the cavity and qubit and put the system in the state a |0〉 |↓〉 + b |2α〉 |↑〉. Finally a
conditional rotation is performed on the qubit to bring it into the the ground state and the cavity is displaced
by −α to the leave the state a |−α〉+ b |α〉 in the cavity. The conditional displacement is made possible by
number splitting of the cavity frequency in the dispersive regime, so that the cavity can be selectively driven
depending on whether the qubit is excited [51]. Similar schemes can also be used to produced multi-coherent-
state superpositions and generate entangled cat states.
5.3.3 Selective number-dependent arbitrary phase gate
The Selective Number-dependent Arbitrary phase (SNAP) gate [52] uses the other aspect of the number
splitting regime to manipulate a cavity field. Because the qubit frequency become dependent on the number
of photons in the cavity, the qubit state can be moved around the Bloch sphere conditional on there being
a specific number of photons in the cavity. If the trajectory on the Bloch sphere encloses a solid angle then
this induces a proportional phase shift to that number state. In this way an arbitrary phase can be added
to each number states allowing, for example, the distortions due to the self-Kerr effect to be completely
eliminated. In combination with displacement operations, this gate also enables synthesis of arbitrary Fock
state superpositions in the cavity.
5.4 Many-body physics
One set of problems in condensed matter physics, and one in which circuit QED might help make progress,
is the study of interacting bosons on a lattice. Perhaps the most famous of these is the Bose-Hubbard (BH)
model, which is described by the Hamiltonian
H = −t
∑
〈i,j〉
a†iaj +
U
2
∑
i
a†iai(a
†
iai − 1)− µ
∑
I
a†iai, (5.3)
where ai is the annihilation operator for the i-th site, t is the hopping between adjacent sites, U is known
as the on-site ‘repulsion’ as the nonlinearity resists many excitations accumulating on a single site, and µ is
the chemical potential. The BH model displays a characteristic Mott-insulator to superfluid transition at zero
temperature as the hopping strength is varied.
Realising this type of many-body Hamiltonian in experiment is expected to be valuable as it can act as a
quantum simulator [53], where studying a simpler Hamiltonian in a controlled environment can give insight
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into the behaviour of a more complex quantum system. For example this could be useful to study frustration
in disordered systems or problems in quantum chemistry [54]. The power of this approach is that instead of
having to perform unfeasibly large classical simulations, the simulator is already a quantum system which will,
for example, find its ground state by default. In practice any experimental setup will be a driven dissipative
system where we find the steady state rather than the ground state, although trapped atoms and ions [55] are
much less dissipative. The steady states of a driven dissipative BH model have been compared to the ground
state of the closed system theoretically [56, 57]. This type of model can be realised by using qubits to provide
the on-site nonlinearity [58–60] and coupling adjacent cavities linearly. This is known as the Jaynes-Cummings
lattice or Rabi lattice, depending on whether or not the rotating wave approximation is used.
There has been some process to actually realising these systems experimentally, initially with small number
of sites. In Ref. [61], a three site BH model with attractive on site interaction is realised by using a cooling
protocol which keeps the particle number constant. A recent paper [62], however, reports a dissipative phase
transition in a line of 72 cavities as the external drive is increased in strength. Bistability is also seen near
the phase boundary with a switching rate that is orders of magnitude longer than the coherence times of any
part of the system.
As well as direct hopping between neighbouring lattice sites, it is also possible to imagine a lattice where
sites interact via the cross-Kerr interaction. This driven-dissipative system has also been studied theoretically
[63] and found to have a rich phase diagram, with three distinct phases and multiple regions of bistability.
The Hamiltonian for this system is
H =
N∑
i=1
(
∆ia
†ai +
χ
2
a†ia
†
iaiai + (a
†
i + ai)
)
+
N−1∑
i=1
η
2
a†i+1ai+1a
†
iai, (5.4)
where ∆i is the detuning between cavity and drive for each site, χ is the strength of the self-Kerr, η the
strength of the cross-Kerr and  is the drive strength. Each site also experiences dissipation by photon loss.
In the final part Chapter 9 we discuss how this type of lattice could be realised in circuit QED.
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Chapter 6
Enhancement and state tomography of
squeezed vacuum in circuit QED
The generation of high quality squeezed light is a significant theme in the quantum optics literature, both
experimentally and theoretically. Generally, this is studied in free space, using continuous nonlinear optical
media to produce the mixing processes required. This has led to innovations in high precision measurements of
weak signals such as gravitational waves [1]; development of higher signal-to-noise communication protocols
[2]; and provides a source of entangled photons for quantum technology such as key distribution [3]. At
optical wavelengths, squeezing of 12.7 dB below vacuum noise can now be achieved in a beam [4].
Due to the limitations of experimental techniques and difficultly achieving the required coupling, squeezing
of an intracavity field and the interaction of squeezed fields with matter have mostly been explored theoretically
until recently. The most famous of these results is perhaps that of Gardiner, which states that exposure to a
squeezed field will split the decay of a two-level system into two timescales, depending on the orientation of
the field [5]. The interaction between a squeezed state and an on-resonance qubit in a cavity has been studied
by Milburn [6] in the absence of photon loss. Collett and Gardiner also used an input-output approach to
study whether a cavity could be used to filter the output of a parametric amplifier and produce a more highly
squeezed state [7]. While this is not possible, they did find that the internal field of this second cavity could
become arbitrarily squeezed in some limit, but this could not be observed in any real system at the time.
Recent work in circuit QED has demonstrated that it is now possible to efficiently produce squeezing in
a superconducting circuit and study the interaction with a transmon device [8]. This has allowed the first
experimental confirmation of the Gardiner effect. Given these advances, it is natural to investigate what
happens when driving with a squeezed input in the opposite limit, that of a weak nonlinearity, which arises
when the qubit is far-detuned from the cavity resonance. One of the primary benefits of circuit QED is
the ability to go beyond dispersive quantum optics, where cavity-qubit detuning ∆q is much greater than
their coupling g, and work with parameters such that g2/∆q > κ, the cavity width. In this strong dispersive
regime, number-splitting of the cavity [9–11] allows full state reconstruction to be performed using high-fidelity
qubit measurements [12, 13]. This means that it is now experimentally feasible to characterise an intracavity
squeezed field using a superconducting qubit.
In this Chapter, we analyse the dynamics of a open quartic nonlinear quantum oscillator which is driven
by a nonclassical field (squeezed vacuum) and find its steady-state. The nonlinearity is small compared to
the dissipation and the drive is modelled by a cascaded system where the output from a parametric oscillator
is coupled into the nonlinear oscillator. This problem is related to both the open, classically driven Duffing
oscillator [14] and a two-level system in a squeezed reservoir [5], but this system does not yield to the analytical
techniques used for these problems. Instead, we use a Hartree-like approximation and develop a self-consistent
Fokker-Planck equation method, which we find admits a class of Gaussian stationary states.
We will focus on the case of a superconducting cavity-qubit system in the strong dispersive regime, but
this result is applicable to a variety of systems. We show that it is possible to generate a highly squeezed
vacuum state in a superconducting resonator driven by the output of a Josephson parametric amplifier and,
by comparison with simulations of the Lindblad master equation for the unapproximated system, show that
our model describes the system well in this regime. In this parameter range, full state tomography of the
cavity can be achieved using the qubit, giving the potential to use this system as a means of characterising a
travelling squeezed field [8, 15, 16].
These results are interesting for a variety of reasons. First, open quantum systems methods are extremely
valuable for studying many systems of interest in quantum information and control, where the extent to
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which dissipation and decoherence can be reduced is limited by the need to pass signals in and out of the
system [10]. These problems are particularly difficult to analyse in the presence of internal nonlinearities
and interactions [17] and possess no closed analytical solution in general, requiring a variety of approximate
analytical and numerical techniques to proceed [18]. There is therefore great interest in gaining insight into
situations in which the stationary state of the system is non-trivial yet can be analysed. In particular, the
ability to produce, detect and characterise nonclassical electromagnetic states is increasingly being explored
[16, 19, 20]. Often it is possible to use a mean field analysis for these problems. In this case we have a drive
with zero mean coherence and finite squeezing, and therefore dominated by fluctuations, which requires a
fundamentally different approach. Driven, nonlinear systems where the dissipation is large compared to the
nonlinearity may provide an interesting way to study the behaviour of a class of closed Gaussian Hamiltonians
as higher order correlations are removed faster than they are created.
Second, this squeezing of an intra-cavity field has not been directly measured experimentally and the
introduction of a qubit makes this possible, without the squeezing being destroyed by the presence of the
nonlinearity. The production of these states has been the subject of much recent work, investigating methods
such as modulation of the cavity decay rate [19], using parametric resonance driving [21] and fast switching
of the cavity resonance [22]. There is also now a proposal to achieve this switching of the frequency by
flipping a coupled qubit between the up and down states, causing dispersive shifting of the cavity frequency
[23]. Among other applications in circuit QED, squeezed states have recently been proposed as a means to
improve qubit readout in comparison to a coherent drive [24].
Finally, there is interest in characterising the performance of phase sensitive amplifiers in circuit QED.
The development of high quality JPAs [25] has been vital to the developments discussed above, and is still
an active area of research. There is therefore a need for a good characterisation procedure to compare these
devices. Homodyne detection methods are more challenging to implement in superconducting circuits than
conventional optics, requiring additional JPAs to amplify the signal and introducing additional noise [20]. It is
also unclear whether any distortions in the observed state originate in the source or the measurement amplifier.
Wigner tomography using a cavity-qubit therefore has the potential to produce higher-fidelity measurements of
an incoming squeezed field, while also providing information about nonidealities contained in higher moments
of the field.
The work will be presented in the order of these applications. First, we will discuss some aspects of a
closed Gaussian system in a mean field approximation. This is followed by a description of building a Gaussian
mean-field model of this nonlinear system under the influence a squeezed vacuum drive, and what level of
squeezing it is possible to generate in the oscillator. We will go on to describe how this system could be
implemented in circuit QED. Finally, we will discuss solutions of the model and compare these results with
numerical solutions of the full quantum system with reference to using the qubit to perform characterisation
of the state.
6.1 The quartic oscillator model
We begin by making a key observation regarding the closed part of the system dynamics, which is described
by the Hamiltonian
H = ωa†a+ ζa†aa†a, (6.1)
where a is the bosonic annihilation operator and ω and ζ describe the resonator frequency and interaction
strength respectively. For the class of squeezed vacuum states, 〈a〉 = 0 and, therefore, a simple mean-field
treatment of this system will yield only trivial dynamics if we start with any of these states as the initial
condition. Instead we wish to approximate H by some self-consistent Hamiltonian depending on second
moments of the cavity operators. As the uncertainty associated with a is given by ∆a = 〈aa〉 − 〈a〉2 = 〈aa〉,
these moments represent Gaussian fluctuations around the zero mean. Over sufficiently short timescales (or,
in the open system case, when ζ is small compared with dissipation) and with an initial state that is at least
approximately Gaussian, we expect that these terms will dominate the dynamics of the system. We therefore
apply a bosonic Hartree-type approximation [26] to the Hamiltonian of the oscillator. This consists of replacing
the fourth-order part of the Hamiltonian with terms where an expectation is taken over all possible pairs of
operators
a†aa†a→2 〈a†a〉 a†a+ 〈a†a〉 aa† + 〈aa†〉 a†a+ 〈aa〉 a†a† + 〈a†a†〉 aa
= 4
〈
a†a
〉
a†a+
〈
a†a
〉
+ a†a+ 〈aa〉 a†a† + 〈a†a†〉 aa. (6.2)
From this we obtain the second order Hamiltonian
Heff = ω˜a
†a+ ζ 〈aa〉 a†a† + ζ 〈a†a†〉 aa, (6.3)
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where ω˜ = ω+ ζ(4〈a†a〉+ 1) and we have neglected additional terms that contain no operators and therefore
do not affect the equations of motion. Naively, this appears to be a detuned parametric driving Hamiltonian
which should produce squeezing, but we can write down the Heisenberg equations of motion
d
dt
(a†a) = 2iζ
〈
a†a†
〉
aa− 2iζ 〈aa〉 a†a†, (6.4)
d
dt
(aa) = −2iω˜aa− 2iζ 〈aa〉 (2a†a+ 1), (6.5)
and therefore show that the evolution of the expectation values is
d
dt
〈
a†a
〉
= 0 (6.6)
d
dt
〈aa〉 = −2i (2ζ 〈a†a〉+ ζ + ω˜) 〈aa〉 . (6.7)
The average number of photons in the cavity remains constant, and consequently 〈aa〉 undergoes purely phase
evolution. This means that in fact the amount of squeezing in the system is conserved by the Gaussian part
of the Hamiltonian. We also see that if we select ω˜ = −ζ(2 〈a†a〉 + 1) then we can achieve a stationary
state, although in practice this would require ζ ≈ ω¯, a parameter range that is not often studied. Note that
our approximation includes the assumption that we can write
〈a†aa†a〉 ≈ 〈a†aa†a〉R ≡ 2〈a†a〉2 + |〈aa〉|2 + 〈a†a〉, (6.8)
and the model will break down if this reduced form is too different from the exact expectation value. In a
true closed system, the higher order part of the Hamiltonian will always become significant on sufficiently long
timescales. For a driven-dissipative system, however, we find there is a significant region of parameter space
where this is not the case, even in the steady state, which we show in Figure 6.6. In our chosen application
in circuit QED the model is valid in a regime where significant intracavity squeezing can be achieved. This
result is interesting for the more general study of weak nonlinear interactions in driven-dissipative systems,
and areas such as Gaussian quantum information [27] where these approximate quadratic Hamiltonians are
important.
6.2 Driving with squeezed vacuum
We now wish to study the behaviour of this system when driven with squeezed vacuum. It is well known that
a parametrically driven resonator cannot achieve squeezing of more than a factor of two [7, 28, 29] so instead
we pump Heff with the output of a parametric amplifier, described by
H1 = ω1a
†
1a1 +
i
2
(
1e
−2iω1ta†21 − e2iω1t∗1a21
)
, (6.9)
where ω1 is the frequency of the resonator and 1 encodes the drive strength and phase. We have assumed
that the device is always pumped at twice the resonator frequency. The subsystems are connected by a
unidirectional dissipative channel that connects the output of the amplifier to the input of second cavity, and
the combined system is coupled to a zero-temperature bath. Using the formalism described in Chapter 4, we
can obtain the full Hamiltonian of our two cavity system
H = H1 +Heff − i
√
κ1κ
2
(a1a
† − a†1a), (6.10)
with coupling to the bath by the combined collapse operator C =
√
κ1a1 +
√
κa, where κ1, κ are the decay
constants for the two sub-systems. As we have discussed, the combination of antisymmetric coupling term in
the subsystem operators and symmetric collapse operator results in unidirectional coupling between the two
cavities. We transform the system using the unitary operator exp[iω1(a
†
1a1 + a
†a)t] to move into a rotating
frame and simplify the Hamiltonian to
H˜ =
i
2
(1a
†2
1 − ∗1a21) + ∆a†a+
i
2
(a†2 − ∗a2)− i
√
κ1κ
2
(a1a
† − a†1a), (6.11)
where we have defined ∆ = ω˜ − ω1 and  = −ζi〈aa〉.
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6.2.1 Solving for the steady state
A common approach is to now solve the master equation ρ˙ = −i[H, ρ] + L[C]ρ numerically, where L[C]
is the Lindblad superoperator associated with the collapse operator C. Instead, we cast the system in a
Fokker-Planck equation in the complex P -representation [29],
∂
∂t
P (α) =
[
− ∂
∂αi
Aijαj +
1
2
∂
∂αi
∂
∂αj
Dij
]
P (α), (6.12)
where Aij and Dij are the drift and diffusion matrices respectively. The fact that our Hamiltonian is only
quadratic in the system operators mean that these matrices are constant and we can therefore solve directly
for the internal steady state spectral matrix. In this case we do not have to worry about satisfying the potential
condition and the matrix, which we derived in Equation 4.73, can be expressed as
T (ω) =
1
2pi
(A+ iωI)
−1
D
(
AT − iωI)−1 . (6.13)
From the spectral matrix we can find the squeezing of either cavity state in an arbitrary direction for any
given frequency. In particular for our purposes the squeezing spectrum of the second cavity, measured in the
direction θ, is given by
Sθ(ω) = T34(ω) + T43(ω)− e−2iθT33(ω)− e2iθT44(ω), (6.14)
where we have defined Sθ such that when θ = 0 we measure the squeezing in the P quadrature on the second
cavity. This is the quadrature that is squeezed in the first cavity if we take 1 ∈ R, which we can do without
loss of generality. If we integrate T (ω) over all frequencies to give T tot we get a 4× 4 object containing all
possible second moments of the system and an equivalent definition for the total squeezing in any particular
direction
Stotθ = T
tot
34 + T
tot
43 − e−2iθT tot33 − e2iθT tot44 , (6.15)
The squeezing is defined such that the vacuum uncertainty is defined as S = 0, but we can equivalently use
the uncertainty in the P quadrature ∆P = ∆Xθ=0 = S
tot
θ=0 + 1/2 such that total squeezing is at ∆P = 0
and the uncertainty of the vacuum is 1/4. For our system the drift matrix and diffusion matrices are
A =

−κ12 1 0 0
∗1 −κ12 0 0−√κ1κ 0 −κ2 − i∆ 
0 −√κ1κ ∗ i∆− κ2
 , D =

1 0 0 0
0 ∗1 0 0
0 0  0
0 0 0 ∗
 . (6.16)
A naive analysis of this linearised system, by looking at the real part of the eigenvalues of A, suggests that
this system possesses two thresholds where the stability of the fixed point at 〈a〉 = 0 changes. The first is
the well-known threshold of the parametric amplifier at 1 = κ1/2, with a second at
√||2 −∆2 = κ/2. In
practice, however, reaching this threshold would require conditions that cause the Gaussian approximation to
break down, a point which we briefly expand on in Section 6.4.
Clearly, the value of  is not a free parameter and is in fact determined by the other parameters of the system
via the value of the 〈aa〉 correlation function. This value is given by the entry T33 of the integrated spectral
matrix. To enable us to calculate the squeezing in the cavity, we evaluate  self-consistently, substituting the
value back into A and D until the value converges.
6.3 Realisation in circuit QED
Our superconducting cavity-qubit system is described by the Jaynes-Cummings Hamiltonian
H2 = ω2a
†
2a2 +
ωq
2
σz + g(a2σ
+ + a†2σ
−), (6.17)
where ω2 is the cavity frequency, g is the cavity-qubit coupling, ωq is the qubit transition frequency and σ
±
are the qubit raising and lowering operators. The source of squeezing is a Josephson parametric amplifier
pumped at twice the cavity frequency, which is described well by H1 [30]. The unidirectionality of the setup
can be achieved by using a circulator [31, 32], preventing any reflected signal from reaching the source.
The experimental setup is shown schematically in Figure 6.1. In the strong dispersive regime, the qubit is
sufficiently far detuned from the cavity that, provided the number of photons in the cavity remains low, it
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is never significantly excited by the interaction with the field. This allows us to eliminate the qubit by first
diagonalising the Hamiltonian block-wise to some order in a small parameter g/∆q, where ∆q = ωq − ω1 is
the qubit-cavity detuning. As shown in Chapter 2, H2 is diagonalised to give the approximate Hamiltonian
H˜2 = (ω2 − ξ)a†2a2 + ωq
σz
2
+ χ
(
a†2a2 +
1
2
)
σz − ξ(a†2a2)2σz, (6.18)
where χ = g2/∆q − g4/∆3q and ξ = g4/∆3q, and set σz = −1. In this limit the effect of the qubit is to act
as a Kerr nonlinearity on the cavity field. This will hold as long as the number of photons remains less than
ncrit = ∆
2/4g2 [33]. For our extended system, we must also apply this transformation to the remainder of
the Hamiltonian. H1 commutes with the transformation but the interaction term between the two subsystems
is modified to
H˜I = − i
√
κ1κ2
2
(a1a
†
2 − a†1a2)
(
1 +
g2
∆2q
σz
)
. (6.19)
The combined system collapse operator is also transformed to
C˜ =
√
κ1a1 +
√
κ2a2
(
1 +
g2
∆2q
σz
)
, (6.20)
in which we can also set σz = −1. As H˜2 is of the same form as Heff , it can be treated with the same Hartree
approximation and so the superconducting system of interest is described by our model with the substitutions
a→ a2, → 2 = −2iξ〈a2a2〉, κ→ κ˜2 = κ2
(
1− g
2
∆2q
)2
, ∆→ ∆˜12 = ω2−ω1−χ+ 2ξ〈a†2a2〉. (6.21)
In addition to our analytic results, we can construct a master equation for the full cascaded system
including all terms in H2. We use the Qutip library for python [34] to solve the master equation numerically
and calculate expectation values of observables and reconstruct Wigner functions for the two cavities as a
function of time.
Figure 6.1: Schematic diagram of experimental set up we are considering. Squeezed vacuum is generated in a
Josephson parametric amplifier and the output fed as the input to the second (in this case three-dimensional)
cavity which is coupled to a superconducting qubit such as a transmon. A circulator prevents any back action
of the second cavity on the first.
6.4 Enhanced intracavity squeezing
We now want to see whether it is possible to generate a highly squeezed intracavity field in the second cavity,
in the presence of the nonlinearity. For this this, we consider the case of a high Q second cavity, also considered
by Collett and Gardiner [7], where κ1  κ2. Specifically we take κ1/κ2 = 50 where κ2 = 1 MHz. In this case
the squeezing is effectively infinitely broad compared with the cavity that is being driven. In the absence of
the qubit, g = 0 and the system can be solved exactly to reproduce their results. The best squeezing for any
 is found when the cavities are resonant, ∆˜12 = 0, and the squeezed quadrature uncertainty is given by
∆P2 =
1
2
− 4κ1κ2|1|
κ2(κ1 + 2|1|)(κ1 + κ2 + 2|1|) , (6.22)
which goes to zero as 1 approaches the parametric amplifier threshold, in the limit the the first cavity is
much faster than the second. Once we introduce the qubit, the question is whether the amount of squeezing
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Figure 6.2: Plot of the P -quadrature uncertainty in the second cavity obtained in our theoretical model as a
function of the effective cavity-cavity detuning ∆˜12 and the pump strength 1. The other system parameters
are fixed at κ1/κ2 = 50, g/κ2 = 56, ∆q/κ2 = 600, which are within the typical range of values for experiments
in superconducting circuits. The total squeezing increases with pump strength, reaching the same uncertainty
as when the qubit is not present (equivalent to setting g = 0) for any value of 1. The optimum detuning
shifts as the total squeezing in the cavity is increased, while the region in which squeezing is seen narrows as
the drive is increased. (Reproduced from [35])
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Figure 6.3: Plot of the minimum quadrature uncertainty that can be obtained in our system with κ1/κ2 = 50
and g/κ2 = 56 by choosing the optimum value of ∆˜12 (i.e the base of the ‘valley’ in Figure 6.2). Mean
field values in the Hartree approximation, which are identical to the case where the qubit is not present,
represent ideal squeezed states and fall on the boundary of the shaded region, which is inaccessible. Yellow
circles show simulation data without the qubit, with the deviations from theory above 1/κ2 = 15 caused
by Fock basis truncation. Red diamonds and green squares show simulation data with ∆q/κ2 = 1200 and
∆q/κ2 = 600 respectively. With the qubit detuned further from the cavity, higher order interaction terms are
smaller, the qubit behaves more like a spectator and greater squeezing can be observed. With ∆q/κ2 = 1200
and 1/κ2 = 12 we find 7dB of squeezing can be achieved, much greater than the factor of two [28, 29] that
can be achieved in the internal field of a degenerate parametric amplifier, here marked with a dashed line.
(Reproduced from [35])
that is possible is reduced, specifically when the qubit is coupled strongly enough to lie in the number splitting
regime.
As we show in Figure 6.3, this set-up can achieve up to 7 dB squeezing of the intracavity field in the presence
of a qubit and for parameters such that dispersive shifts of the cavity would allow full state tomography of the
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cavity. Strikingly, when the qubit is introduced we see that an identical degree of squeezing can be achieved
in the Gaussian model, but at a non-zero value of ∆˜12, which grows with 1. This squeezing-dependent shift
is shown in Figure 6.2, and occurs in addition to the dispersive shift. As 1 → 0 the position of this minimum
tends to ∆˜12 = −ξ, behaving like the solution of the undriven, dissipationless model in Equation 6.7 in the
limit of weak driving. In this sense the driven-dissipative system appears to behave like the closed Gaussian
system discussed earlier – the nonlinearity preserves the total squeezing in the resonator and induces a cavity
shift – however, in this case the response is more complicated as the shift then affects the ability to drive the
cavity and some optimisation of ∆˜12 is required.
Generally, we would expect that detuning the two cavities would induce a rotation of the Wigner function
of the second cavity with respect to the first. In fact the effects of the nonlinearity appears to be to counteract
the detuning and at the optimum ∆˜12 for each 1, the axis of squeezing is always aligned with the incoming
field. This further suggest that the effective frequency of the cavity has shifted and is shown in Figure
6.4. This shifting, combined with the tightening of the ‘valley’ in which any squeezing is seen, prevents the
apparent threshold at
√||2 −∆2 = κ/2, seen above, from ever being reached as, while  increases with
greater squeezing, so does the optimum value of ∆ at which this squeezing is seen. To reach this threshold
would require a very large qubit nonlinearity, in which case our Gaussian and dispersive approximations would
break down.
As the effect of the qubit in this approximation is merely to shift the cavity resonance, we are able to
produce and observe squeezing much greater than a factor of two that can be achieved for the internal field
of a parametrically driven cavity. The ‘distillation’ of squeezing that we see is seen in a linear cavity driven
with squeezed vacuum [7], but it is not obvious that it should survive the qubit nonlinearity. We are not
aware of any reports of significant intracavity squeezing in experiment, but the level of squeezing we see is
similar to that in recent experiments for itinerant squeezed states in superconducting circuits [20, 36, 37] and
is achieved in a simper setup than other theoretical discussions, requiring no time-dependent parameters.
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Figure 6.4: Plots of the total squeezing measured in the second cavity as a function of the cavity-cavity
detuning ∆˜12 and the angle at which the uncertainty in the field is measured θ, made for four different values
of the pump strength 1. Other parameter values are fixed at κ1/κ2 = 50, g/κ2 = 56, ∆q/κ2 = 600. For all
pump strengths, the best squeezing is obtained at θ = 0, when the Wigner functions of the two cavities are
aligned.
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6.5 Non-Gaussian stationary states
We compare our theoretical squeezing values with the results of full numerical simulations of the system
master equation,
ρ˙ = −i[H1 +H2 − i
√
κ1κ2
2
(a1a
†
2 − a†1a2), ρ] + L[
√
κ1a1 +
√
κ2a2]ρ, (6.23)
both with the qubit and without (by setting ωq, g = 0) in Figure 6.3. These results include all orders of
the qubit nonlinearity and therefore allow us to test the validity of our model. As the first cavity is fast and
accumulates very few photons, we consider only 10 basis states while using 50 basis states for second cavity.
We see that the simulations without the qubit included agree exactly with theory up to 1κ2 = 15, above
which there is significant deviation due to the truncation of the Fock basis. We therefore only run simulations
including the qubit for 1/κ2 < 15. We test two different qubit configurations, both satisfying the number
splitting criterion but with one qubit twice as far detuned from the cavity. We sweep over ∆12, with all other
parameters fixed, to find the maximum squeezing at each the pump strength.
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Figure 6.5: Wigner functions of the squeezed cavity state in the second cavity with parameters fixed at
κ1/κ2 = 50, g/κ2 = 56, ∆q/κ2 = 600 and using the optimum value of ∆12 (a) Without a qubit present
and with 1/κ1 = 10 the state produced is purely Gaussian and significant squeezed, with artefacts caused
by basis truncation. (b) If the full qubit interaction is included rippling can be seen in the Wigner function,
which damages the squeezing. (c) If only terms up to fourth order in the interaction are considered, almost
identical rippling is seen, suggesting that the breakdown of our mean field approximation is responsible for
such distortions. (d) If the pump is increased to 1/κ2 = 12 the distortions become larger and damage the
squeezing further. (Reproduced from [35])
With g/∆q ≈ 0.1 we see very strong deviation from the model, preventing uncertainties of less than 0.2
from being achieved and fluctuations greater than the vacuum for high pump strengths. However, the optimal
values of ∆˜12 from the model are reproduced. In contrast to both coherent driving of a quartic interaction
and unitary evolution under the quartic interaction, the system does attain a steady state and by plotting its
Wigner function, as shown in Figure 6.5, we can see that the interaction with the qubit introduces significant
distortions, which increases with pump strength. This can be attributed to the breakdown of the Hartree
approximation. In this regime, 〈a†aa†a〉 is no longer well approximated by 〈a†aa†a〉R as the non-Gaussian
part of the fourth moments grow. In Figure 6.6 we plot the percentage difference between the fourth moments
and their factorised form from the model, and see a corresponding growth in this error, as we would expect.
Doubling ∆q reduces the size of these higher order terms and the range of 1 over which there is agreement
with the model greatly increases. We see equivalent drops in the percentage error in the factorised moments
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Figure 6.6: Plot of percentage error between the factorised fourth-moment 〈a†aa†a〉R and the exact moment
〈a†aa†a〉. Green squares correspond to ∆q/κ2 = 600 and red diamonds correspond to ∆q/κ2 = 1200,
matching the curves in Figure 6.3, with other parameters set to g/κ2 = 56, κ1/κ2 = 50. For the qubit that
is less detuned from the cavity, the error increases at relatively low pump strengths and is more than 5%
for the largest values of . This corresponds to the destruction of squeezing and non-Gaussian steady-state
Wigner functions we see for these pumps in full simulations. For the further detuned qubit, however, the error
is very low up to 1/κ2 = 13, leading to much better agreement between the model and simulations when
∆q/κ2 = 1200. (Reproduced from [35])
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Figure 6.7: Probability P (N) of observing N photons in the second cavity in the steady state. Solid bars show
simulated number distribution in the steady state with κ1/κ2 = 50, 1/κ2 = 10, g/κ2 = 56, ∆q/κ2 = 600
and ∆12/κ2 = 4.95. Empty outlines show a comparison with an ideal squeezed cavity state of the same
average photon number. Almost all additional probability is in the N = 0 state, which is not shown to make
these differences clearer. The simulated distribution is in good agreement with the ideal even-odd behaviour,
which has not been observed in recent experiments. (Reproduced from [35])
and the size of the distortions in the steady-state Wigner function. For these parameters, it is feasible to
produce a highly squeezed state with ∆P ≈ 0.1 and, as g2/∆ ≈ 2.6 > κ, Wigner tomography can be
performed experimentally. Additionally we see that the number distribution of these states is dominated by
even Fock states. This signature of pure squeezed states requires much less information about the state than
Wigner tomography, but has not been seen in other squeezing experiments in superconducting circuits, and
is shown in Figure 6.7.
6.6 Transient solutions
Solutions of the master equation also allow us to study the transient behaviour of the system. From the time
resolved data we see three timescales in the evolution of the system. The first cavity reaches the steady state
very quickly due to its high Q-factor as so the second cavity effectively sees a steady state squeezed bath as its
environment immediately. The second cavity then reaches the steady state on the timescale of tκ2 = 5. The
third timescale is only seen in the probability distribution of number states over time as shown in Figure 6.8.
During a period up to tκ2 = 1, odd number states dominate, but after this time there is a strong preference
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for even number states. Compared with a coherent state with the same number of photons, the cavity state is
similar in the first period but for later times it is clearly very distinct. The long tail of number states explains
why such large basis sizes are required for simulations to converge, even with average photon numbers around
one or two.
Figure 6.8: (a) Probability of observation for different number states in the second cavity for parameters
κ1/κ2 = 50, g/κ2 = 56, /κ2 = 6 and ∆q/κ2 = 600. (b) Probabilities for a coherent state with the
same average number of photons at each time step. The squeezed state shows the predicted preference for
even-photon number states in the steady state, with a short transient timescale where odd-number states are
most common.
6.7 Characterising sources of squeezing
Rather than use this setup to produce highly squeezed field, we may also want to use it to characterise
other sources of squeezing in a way that does not require the signal to be amplified using further parametric
amplifiers. In order to use this setup to perform accurate characterisation of itinerant squeezed vacuum,
it is necessary to consider more highly squeezed incoming fields, which are more like to be of interest to
experimental groups. From the results above, it is clear that driving the qubit-cavity system with a very highly
squeezed field will produce an extremely non-Gaussian intracavity state, with poor fidelity between the state
produced in the amplifier and the state in the second cavity. In this case, it may be more appropriate to
consider the limit κ1 ≈ κ2, to reduce distortions to the internal field. This would then require changes to the
qubit parameters to remain in the number splitting regime. For any given set of parameters for the system,
it would then be possible to relate the amount of squeezing seen in the reconstructed internal resonator state
and the degree of squeezing present in the input.
As parametric amplifier technology improves, further improvement become more difficult and it becomes
more and more important to be able to study the output of the devices with high accuracy. For characterisation
of the quality of a squeezed field, Wigner tomography is even more valuable as it will show distortions of the
field caused by higher-order nonlinearities in the input. Further work is required on how these nonidealities
would manifest themselves in the reconstructed state. A detector of this type would be of great utility in
experiments and in future it could be useful develop a more general model of squeezed driving to allow more
highly squeezed and imperfect inputs to be considered.
6.8 Conclusions
In conclusion, we have developed an effective model for a driven-dissipative system undergoing a quartic
interaction and shown it possesses approximate squeezed vacuum stationary states under parametric driving.
We have shown how this model arises in strong dispersive circuit QED and that, in this setup, it is possible
to generate a significant intracavity squeezing in the presence of a qubit. We predict greater squeezing than
has been achieved before in such systems, in a range of experimentally accessible parameters where dispersive
cavity shifts enable state reconstruction. These results also have potential application in the characterisation of
sources of itinerant squeezed fields in superconducting circuits. In addition, this work points to the potential
of Gaussian models to be of use in approximating nonlinear interactions in driven dissipative systems. It
appears that in such cases the effect of the dissipation is to maintain Gaussianity by removing higher order
correlations faster than they can be created by the drive.
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Chapter 7
Deterministic amplification of
Schro¨dinger cat states in circuit QED
One of the key areas of interest discussed in Chapter 5 was a recent trend towards using storing quantum
information in the modes of high quality, three dimensional superconducting cavities rather than, or in addition
to, using superconducting qubits [1]. The logic behind this is that these cavities generally have much longer
lifetimes then qubit devices, but that a state such as a cat state is also partially robust against the loss of
photons from the device. Sufficiently large SCSs for applications in quantum information (α ≈ 2) [2–4] and
generalised Fock states [5] can now be generated in microwave cavities with the qubits instead being used as
a source of control and nonlinearity for the system. In addition, enhanced stabilisation of SCSs in a cavity
has recently been reported using a specially designed lossy environment [2, 3, 6], with the aim of producing
robust quantum memory [7].
While at a basic level all we are doing is changing the computational basis for our information processing,
in practice there are many problems associated with controlling these states. We are moving from a very
small – maybe even two dimensional – state space into an, in principle, infinite dimensional space describing
a cavity field. The limits of control in such a space are not well explored and the use of microwave pulses
to perform arbitrary operations in the cavity is relatively new. Amplification of SCSs is an operation which
has no analogue for qubits, but would benefit a wide range of hybrid quantum technologies and could benefit
this new type of quantum computation within circuit QED. There are no known simple ways to achieve this
deterministically, making it an exciting problem on which to try a more complex control.
Using cat states for quantum information processing requires that we have some way of preserving the state
beyond the coherence time of the cavity it is stored inside. If moderate sized SCSs – large enough that the
coherent states have little overlap, but small enough to prevent excessive decoherence by photon loss – can be
produced and stabilised, then fault tolerant CV quantum computing is possible using linear optics only. As a
cat state loses energy the two coherent states move closer to each other and so amplification may be required
in order to prevent them from overlapping and the information being lost. It is known that two identical
SCSs can deterministically produce a larger SCS [8–11], while several high fidelity probabilistic methods of
amplifying SCSs have recently been developed in quantum optics [12–15]. These heralded methods add and
remove photons through a beamsplitter and successful amplification of occurs conditionally on detection of
the photons, however the projective measurements required for these schemes cause problems for performing
further processing. A deterministic scheme for amplification would therefore be a valuable contribution for
protecting SCSs from photon loss, in addition to studying fundamental aspects of quantum amplification.
Quantum physics does not allow perfect deterministic amplification of unknown quantum states because
additional quantum noise is inevitably introduced by the amplification process [16]. The most commonly
studied methods of high fidelity amplification of coherent states are based on probabilistic addition and
subtraction of single photons [17]. The fidelity and amplification factor G of these processes vary differently
with input amplitude α, depending on the operation that is implemented, for example aˆaˆ† or (aˆ†)2 [18–
31]. Such schemes are always restricted by the tradeoff between amplification factor and fidelity, as perfect
amplification is forbidden by the no cloning theorem [19–21].
In this chapter, we propose a deterministic scheme for amplifying an SCS in superconducting circuits based
entirely on unitary evolution of the system by coupling to a tunable qubit and applying external microwave
pulses. In our scheme excitations are repeated prepared in a qubit and then transferred into the cat state.
This chapter contains the products of joint research between myself and Jaewoo Joo
58
7.1. THEORETICAL AMPLIFICATION OF SCSS
The core of the amplification operation is performed as a unitary operation on dressed atomic-photonic states
which swaps population between the |+〉 and |−〉 states of the resonant regime of the Jaynes-Cummings (JC)
model. Consequently, it does not require any specific loss engineering to achieve stabilisation of the state. The
scheme is based on the observation that simply shifting the number state distribution of the state without
changing its shape can produce approximate amplification. We achieve this by using a set of overlapping
microwave pulses to climb the JC ladder. This technique is also applicable to other protocols where precise
state transfers are required. We analyse and simulate the application of such shifts acting on an even SCS
with α = 1.5 in a cavity-qubit system in the presence of decoherence, finding pulse controls which perform all
the state transfers required with high fidelity and within the decoherence time of realistic circuit QED systems
based on transmons and high-Q cavities.
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Figure 7.1: Fidelities F± between (Eˆ†)2 |C±α 〉 for α = 1.0, 1.5, 2.0, 2.5 and the amplified state
∣∣C∓α′〉 as a
function of α′. The maximum fidelities approach 1 for large α while the amplification rate defined in Equation
7.5 also goes to unity, demonstrating the fundamental trade-off between the fidelity and amplification rate.
For small α, (Eˆ†)2 works better for even SCSs, but this difference between even and odd SCSs disappears for
α > 1.5 as |α〉 and |−α〉 become non-overlapping. (Reproduced from [32])
7.1 Theoretical amplification of SCSs
When we amplify coherent states we wish to map a state |α〉 to a new state |Gα〉 with G > 0, which we call
the amplification factor. We want to generalise this notion to the case where an initial even/odd SCS,∣∣C±α 〉 = N±α (|α〉 ± |−α〉), (7.1)
with some normalisation N±α , is transformed by an operation Aˆ into a state Aˆ |C±α 〉, which is approximate to
a larger SCS. One way to do this would be to use an operator which shifts the Fock state distribution of the
state up the state vector, possibly with some prefactors:
Aˆ
∣∣C±α 〉 = ∞∑
k=0
ck |k + b〉 〈k
∣∣C±α 〉 ≈ ∣∣C±α′〉 , (7.2)
with α′ > α and b > 0. The amplitudes ck are determined by the specific form of Aˆ. Due to destructive
interference between |α〉 and |−α〉, even SCSs have only even photon numbers while odd SCSs have only odd
photon numbers. Even cat states are therefore only mapped onto other even cats when b is an even number.
If we choose the amplification operator to be the two-photon shift operator [33] applied l times,
Aˆ =
(
Eˆ†
)2l
=
∞∑
m=0
|m+ 2l〉 〈m|, (7.3)
the number state distribution is simply shifted to the right and the normalisation of the outcome state
is preserved. It can therefore be performed deterministically in principle. Figure 7.1 shows the results of
applying (Eˆ†)2 to both even and odd SCSs and calculating the overlap of an amplified SCS (Eˆ†)2 |C±α 〉 with
a target SCS
∣∣C±α′〉, where the fidelities are calculated as
F± =
∣∣∣〈C±α′ |(Eˆ†)2 ∣∣C±α 〉∣∣∣2 . (7.4)
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We quantify the amplification by the value G, defined by α′ = Gα which maximises F±, giving the closest
SCS to the amplified state,
G = arg max
G′
∣∣∣〈C±G′α|(Eˆ†)2 ∣∣C±α 〉∣∣∣2 . (7.5)
In general, the maximum fidelity F±max approaches one for large α but G also tends to one, indicating
minimal amplification of very large SCSs, but stabilisation of the input SCS persists. Interestingly, for α < 1.5,
the two-photon shift performs better amplification for even SCSs than for odd because very odd cat states
are approximately a one photon Fock state as α→ 0. When shifted, this is mapped to a three-photon Fock
state, which is very different to any odd SCS and we find that F−max < 0.8 for α = 1.0. This behaviour
disappears for α ≥ 1.5 because |α〉 is sufficiently orthogonal to |−α〉. We will therefore focus on how to
implement the amplification procedure for an SCS with α = 1.5, in the range of interest for CV quantum
information processing.
7.2 Stimulated Raman adiabatic passage
Our amplification protocol will be based on selectively applying unitary pulses to move state populations
between different number states of the Jaynes-Cummings ladder. To achieve this, we must first introduce a
quantum optics technique known as the stimulated Raman adiabatic passage (STIRAP) [34–38]. This is a
method for coherently transferring population from one state to another. It can be useful when the two states
are nearly degenerate, meaning that it is impractical to drive the transition directly, as it corresponds to an
extremely low frequency pulse. Even if the transition can be driven, Rabi flopping between the two states
causes excitations to move rapidly back and forth, requiring fine control of the pulse timing to transfer all of
the population.
STIRAP solves these problems by using coupling both the initial and final states to an intermediary state
which never becomes populated but enables the transfer to occur, in one direction only. This is achieved
by varying the coupling between both levels and the excited state in time and is illustrated in Fig 7.2. To
transfer population from the state |g1〉 to |g2〉, first the coupling between |g2〉 and the excited state |e〉 is
switched on, forming a dressed state. This coupling is then switched off as the coupling between |g1〉 and |e〉
is switched on. If the speed the coupling is changed and the timing is adjusted correctly, then population is
transferred adiabatically from |g1〉 to |g2〉. At first this ordering of the coupling may seem counter-intuitive.
In cavity QED, the coupling can be modified directly by dropping atoms through an optical cavity, but if this
not possible then the transitions can be driven externally to provide the coupling. In order that this does not
directly excite the population, the transitions must both be driven off-resonantly by the same detuning.
|g1>
|g2>
|e>
Δ
t
β1e
β2e
Figure 7.2: Schematic of the STIRAP process. We wish to transfer population from one of the nearly
degenerate ground states |g1〉 to the other |g2〉 via the excited state |e〉. This is done by slowly changing the
couplings β1e and β2e between the two pairs of states. Either the coupling can be modified directly, or the
transitions can be driven off resonantly, with the same detuning ∆.
7.2.1 Implementation in circuit QED
The system that we want to perform STIRAP-like transfers in is a cavity coupled to a qubit, with the levels
that we want to move populations between living on the Jaynes-Cummings ladder. We are therefore dealing
with many more possible levels and couplings than in the idealised case and we want to perform multiple
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different transfers between different pairs of levels. We use microwave drives to perform the transfers as
this is the only way to modify couplings between different cavity and transmon levels dynamically. So that
each set of pulses does not drive transitions between other pairs of levels, we want to increase the spacing
between different transitions as far as possible. This is easiest to achieve in the resonant regime of the
Jaynes-Cummings model.
7.3 Amplification protocol
Circuit QED provides an ideal regime for amplification of SCSs, due to the large nonlinearities and strong
coupling that can be achieved. We first outline our scheme for performing a single Eˆ† operation on a cavity
field, with further details of the implementation in the following sections. This operation can be applied twice
to achieve (Eˆ†)2, and therefore amplification of SCSs. The protocol, shown in Figure 7.3, is as follows:
1. An inital SCS |C±α 〉 =
∑∞
n=0 cn |n〉 is prepared in the cavity, where the cn vanish for odd (even) n for
even (odd) SCSs, with the qubit in the excited state |e〉.
2. An adiabatic sweep is used to bring the qubit frequency ωq from far off-resonance to the resonator
frequency ωr, where the eigenstates of the system are dressed qubit-cavity states [39]. This slowly
transfers the bare system into a superposition of dressed states
∑∞
n=0 cn |+, n〉.
3. Our STIRAP inspired state transfer scheme is performed. Pairs of overlapping Gaussian microwave pulses
are applied to the effective three-level systems {|+, n〉 , |−, n〉 , |−, n+ 1〉} to transfer the populations
into to the state
∑∞
n=0 cn |−, n〉, via the |−, n+ 1〉 states.
4. The first step is reversed, sweeping ωq downward, away from ωr, to disentangle the final cavity state
from the qubit, leaving it in the state
∑∞
n=0 cn |n+ 1〉 ≈
∣∣C∓α′〉 which has α′ > α and opposite parity.
5. To repeat the operation, the qubit is reset from the ground state |g〉 to |e〉 by a further microwave
pulse, but it is now sufficiently far detuned that the cavity state is not affected. Steps 2-4 can now be
repeated as required to increase the amplification.
6. Finally, after the desired number Eˆ† operations, we apply a Selective Number dependent Arbitrary
Phase (SNAP) gate [40] to correct relative phases between Fock states that are acquired during the
operation.
Each of these steps is a complex process and the next few sections contain a detailed description of each of
them.
7.3.1 Adiabatic sweep of the qubit frequency
We model a transmon qubit coupled to a cavity by a generalised JC Hamiltonian
Hˆt = ωraˆ
†aˆ+
∑
j
ωqj
2
|j〉 〈j|+
∑
j,k
λjk
(
aˆ† |j〉 〈k|+ aˆ |k〉 〈j|) , (7.6)
where the transmon energy levels are labelled j, k = {g, e, f, h, ...} and transmon-cavity couplings λjk. When
the transmon frequencies are far from resonance with the cavity, the bare states are given by |j, n〉 with
transmon state j and photon number n, while they become dressed states near resonance. As shown in
Figure 7.4, the states |e, n〉 and |g, n〉 do not cross other levels if we sweep the qubit frequency towards the
cavity frequency from below. We also find that the third transmon level also does not affect our ability to
transfer the populations, which we discuss further in Appendix A.2, so we will now approximate the transmon
as a two-level system for the remainder of this chapter. Considering only two transmon levels, {|g〉 , |e〉}, we
have simply the Jaynes-Cummings Hamiltonian
HˆJC = ωraˆ
†aˆ+
ωq
2
|e〉 〈e|+ λ (aˆ†σ− + aˆσ+) , (7.7)
where ωq = ωqe−ωqg is the qubit transition frequency, λ = λg,e is the qubit-cavity coupling. The eigenstates
of this system, as discussed earlier, are
|+, n〉 = cos θn |e, n〉+ sin θn |g, n+ 1〉 , (7.8)
|−, n〉 = − sin θn |e, n〉+ cos θn |g, n+ 1〉 , (7.9)
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Figure 7.3: Schematics of the STIRAP-like state transfer used to implement E†. (a) The first few levels of the
Jaynes-Cummings ladder with qubit and cavity resonant. For an initial even cat state, we want to transfer the
populations shown in dark blue to those shown in light blue. We use Λ groups of levels, the lowest of which
are shown by blue and orange lines. (b) Shifting process for a single number state. An adiabatic sweep of the
qubit frequency into resonance with the cavity transforms the initial state |e, n〉 into the dressed state |+, n〉.
Next a Gaussian microwave pulse is first applied to the |−, n〉 ↔ |−, n+ 1〉 transition with time-dependent
amplitude n1 (t) and frequency ω
n
1 (red), followed by another field driving the |+, n〉 ↔ |−, n+ 1〉 transition
with envelope n2 (t) and frequency ω
n
2 (green). For our SCS, the |−, n+ 1〉 state is unpopulated and hence
does not participate in the dynamics. The microwave frequencies are detuned ∆n from the |−, n+ 1〉 state
but satisfy the two photon transition condition, ωn1 − ωn2 = 2λ
√
n+ 1. After the pulse sequence, a further
adiabatic sweep of the transmon frequency back out of resonance disentangles the atom from the cavity,
resulting in the state |g, n+ 1〉. (c) Sequence of overlapping Gaussian pulses used for the transfer. Each pair
adiabatically performs the transfer |+, n〉 → |−, n〉 for a single n. In practice we can perform all of these
pulses simultaneously, sharing a single ω1 and 1 and varying the ω
n
2 and 
n
2 to optimise the transfer. If the
input state is an even SCS given by
∑
cn |n〉, a set of pulses {n1 (t), n2 (t)} acting on each number state
produces the outcome state
∑
cn |n+ 1〉.
with 2θn = tan
−1(2λ
√
n+ 1/δ), with δ = ωq − ωr. Note that |+, n〉 ≈ |e, n〉 and |−, n〉 ≈ |g, n+ 1〉 when
δ is large in magnitude, so if we start in |e, n〉 far from resonance, the state adiabatically becomes |+, n〉 as
δ → 0. This process requires the use of flux tunable device, which can be achieved in some transmon designs.
In realistic devices with multiple transmon levels, this sweeping must be performed slowly enough to prevent
leakage of population to higher levels.
7.3.2 State transfers on even SCSs in circuit QED
The key element of our Eˆ† operation is an efficient state transfer from |+, n〉 to |−, n〉 which is performed
on individual number states using Λ-type sets of levels. Once the initial state is prepared and then dressed
by the qubit sweep, two microwave fields are applied to the |−, n〉 ↔ |−, n+ 1〉 and |+, n〉 ↔ |−, n+ 1〉
transitions with frequencies ωn1 , ω
n
2 and time dependent amplitudes
n1 (t) = |n1 | exp
[
− (t− τ)
2
T 2
]
, n2 (t) = |n2 | exp
[
− (t+ τ)
2
T 2
]
, (7.10)
where T specifies the width of the pulses and τ parametrises the overlap between the two. Both drives are
detuned by ∆n from their respective transitions, while still satisfying the two photon condition ω
n
1 − ωn2 =
2λ
√
n+ 1, which ensures that the intermediary |−, n+ 1〉 state is not populated. The pulses have a region
of overlap, determined by the temporal offset τ . For efficient transfer of |+, n〉 → |−, n+ 1〉, we require
τ > (
√
2− 1)T and ||T  10 [43]. While our protocol is based on STIRAP and appears to work in a very
similar manner, it behaves differently in several ways. Notably, the transfer is reversible so that it in fact
behaves more like a swap operation on the qubit-cavity states rather than a unidirectional transfer. These
aspects are discussed further in Appendix. A.1. While the microwave driving terms couple all of the excitation
subspaces of the undriven JC Hamiltonian, the Hamiltonian is only slightly perturbed for small |j | and the
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Figure 7.4: Energy level structure of a transmon coupled to a cavity with ωr/2pi = 6 GHz and λ/2pi = 100 MHz
[41]. Solid lines indicate two sets of Λ-type dressed levels {|+, n〉 , |−, n〉 , |−, n+ 1〉}, which we will use for
state transfers, and dashed lines are other eigenstates of the Hamiltonian in Equation (7.6) [39, 42]. The labels
on the right-hand side are the product states that approximate the eigenstates for large positive detunings
((ωq − ωr)/λ  1). If the transmon frequency is swept in from below, then we see that none of the levels
which contain population cross any other energy levels. (Reproduced from [32])
pulse frequencies are far off resonance from unwanted transitions. Thus, the majority of the evolution is
confined to the respective {|±, n〉} manifold. Driving with this arrangement of pulses induces the transition
|+, n〉 → |−, n〉 via quasiadiabatic following even though the system is not at, or close to, an eigenstate of
the instantaneous Hamiltonian for part of the pulse sequence.
A pair of pulses is used to transfer each number state with significant population. For an even SCS, all
odd number states are unpopulated, so the Λ systems are effectively independent of each other. This spacing
of occupied and unoccupied states also prevents spectral crowding and the driving of unwanted transitions.
The pulses are performed in the manifolds of dressed states {|+, n〉 , |−, n〉 , |−, n+ 1〉}, in order, from the
n-th to 0-th manifold.
7.3.3 Full amplification protocol and SNAP gates
After all pulse sets and disentanglement from the qubit, we are left with the final state
∑
cn |n+ 1〉 =
Eˆ†
∑
cn |n〉. We see that Eˆ† flips the parity of the cat state so that our definition of amplification is only
valid for even numbers of applications of E†. We therefore define the fidelity of the single E† by
F+→− =
∣∣∣〈SC−α′ |Eˆ† ∣∣SC+α 〉∣∣∣2 . (7.11)
In contrast to cavity QED STIRAP setups, where atoms are passed through the cavity [35, 36], a pi pulse
can be used to reset the qubit to the excited state directly without affecting the cavity state [4] as it is now
significantly detuned from the cavity. Hence, (Eˆ†)2 can, in principle, be performed by repeating the previous
steps of protocol. The overall fidelity is reduced by Kerr-type nonlinearities in the dressed cavity, causing
defects which accumulate over time. However, these distortions can be significantly corrected with a SNAP
gate [40] to compensate for the relative phases acquired by different number states. These gates have been
experimentally demonstrated in a dispersively coupled superconducting qubit system. As the qubit frequency
become dependent on the number of photons in the cavity in the dispersive regime, individual Fock states
to be addressed by microwaves drives of appropriate frequencies. Thus, n microwaves can perform a sum of
phase gates on Fock states |m〉 given by
S =
n−1∑
m=0
exp(iΦm) |m〉 〈m|, (7.12)
63
7.4. SIMULATION WITH DECOHERENCE
where Φm is the phase applied to the number state |m〉. As the procedure is limited by the decoherence time
of the system, along with these distortions, we now go on examine both Eˆ† and (Eˆ†)2 including qubit and
cavity decoherence, along with corrections by SNAP gates. The scheme discussed here is compatible with
the existing protocol for creating SCSs in Ref. [4], while conventional STIRAP and two tone red sideband
transitions have also been demonstrated in Λ-type superconducting systems [43–46].
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Figure 7.5: (a) Photon number amplitudes for states
∣∣C+1.5〉, (Eˆ†)2 ∣∣C+1.5〉 and ∣∣C+2.1〉. We see that the
population of the 8-photon Fock state is less than 1% for
∣∣C+1.5〉 and that therefore four sets of state transfers
cover enough levels for amplifying these states. (b) Fidelities F+→− (blue) and F+ (red) achieved by applying
Eˆ† and (Eˆ†)2 respectively to
∣∣C+1.5〉. The solid lines show the theoretical bounds, which are F+→−max > 0.99
at α′ ≈ 1.78 and F+max > 0.945 at α′ ≈ 2.1. The dotted lines show the simulated performance with
different values of decoherence (γ− = γφ = 10κ) using four sets of simultaneous state transfer operations.
An amplification factor of G ≈ 1.33 is achieved for (Eˆ†)2. (Reproduced from [32])
7.4 Simulation with decoherence
To examine the performance of the protocol, we numerically simulate a simplified driven JC Hamiltonian with
two atomic levels [47, 48]
Hˆ = ωr
(
a†a+
1
2
)
+
ωq
2
σz + λ(a
†σ− + aσ+) +
∑
n
2∑
j=1
nj (t)
(
e−iω
n
j ta+ eiω
n
j ta†
)
, (7.13)
where ωnj are the frequencies of the microwave drives, and 
n
j their amplitudes. We first simulate a single
Eˆ† operation acting on
∣∣C+1.5〉. In order to perform Eˆ† efficiently and practically, the minimum number of
STIRAP-type sets that is required can be determined by the plotting the number distribution of SCSs. Figure
7.5(a) shows that
∣∣C+1.5〉 has almost all of its population in four Fock states, {|0〉 , |2〉 , |4〉 , |6〉}, and therefore
four sets of STIRAP-type pulses will cover enough population to achieve good amplification. To minimise the
length of the procedure and hence to reduce decoherence to practical levels for Eˆ†, we perform all the transfers
simultaneously, sharing a common first pulse. This produces almost identical fidelities to four independent
state transfer sets in the decoherence free case, with large improvements when decoherence is included as the
time can be reduced by almost a factor of n.
Our simulated system has λ/2pi = 100 MHz and ωr/2pi = 6.0 GHz. We start with the qubit 1 GHz detuned
and perform the adiabatic sweep in 6.2 µs, which is sufficiently slow to prevent population transfer to unwanted
levels. For the four sets of state transfers, we use a single ω1 which is shared between all transfers, adjusting
∆i for each Λ-level system to find the appropriate value of ω
i
2. For the first Eˆ
† we use τ =3.58 µs and T =
6.28 µs, with other parameters given in Table 7.1. With these parameters, the total state transfer time is
approximately 35 µs, which could be reduced further by using a larger transmon-cavity coupling strength. For
the second Eˆ†, τ = 3.14 µs and T =6.28 µs. The phases {Φm|m = 0, 1, ..., 8} we apply after the (Eˆ†)2 using
the SNAP gate are given in Table 7.2.
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Transfer 1/2pi (MHz) ω1/2pi (GHz) 2/2pi (MHz) ω2/2pi (GHz) ∆/2pi (GHz)
|0〉 → |1〉 10 5.949 35 5.749 10
|2〉 → |3〉 10 5.949 38 5.603 24
|4〉 → |5〉 10 5.949 49 5.501 30
|6〉 → |7〉 10 5.949 70 5.419 33
|1〉 → |2〉 24 5.953 55 5.679 15
|3〉 → |4〉 24 5.953 36 5.551 22
|5〉 → |6〉 24 5.953 32 5.462 26
|7〉 → |8〉 24 5.953 31 5.385 29
Table 7.1: Simulation parameters used for the first Eˆ† operation (top half) and second Eˆ† (bottom half).
Both sets of pulses share a common pulse for one half of the STIRAP, with the other pulses selected to match
the detunings from the relevant energy levels. The values of 2 are also adjusted to achieve a high quality
transfer.
m 0 1 2 3 4 5 6 7 8
Φm 0 -1.589 -0.716 -0.907 3.037 -1.621 2.009 2.859 -0.573
Table 7.2: Values of phases used for different Fock states |m〉 for SNAP gates in our numerical simulations.
Different phases are applied to different number states to reduce distortions that occur due the presence of
qubit nonlinearity.
To model Markovian decoherence associated with cavity and qubit decoherence, we use a Lindblad master
equation,
ρ˙ = i [H, ρ] + κL[a] + γ−L[σ−] + γφ
2
L[σz]. (7.14)
We choose γ−/2pi = γφ/2pi = 10κ/2pi = 2.5, 5.0 kHz using realistic parameters from Ref. [49]. The results
are shown in Figure 7.5 and 7.6. In Figure 7.5(a), a comparison of the photon number amplitudes for
∣∣C+1.5〉,
(Eˆ†)2
∣∣C+1.5〉 and ∣∣C+2.1〉 indicates the similarity of the amplified SCS and the desired target SCS. Fidelities for
single and double applications of Eˆ† are shown in Figure 7.5(b) with different values of decoherence, along
with a comparison to the ideal amplification. Eˆ† without decoherence achieves a maximum fidelity above
0.94, with most of the gap between the theoretical values of 0.99 and the decoherence-free cases caused
by imperfections in the transfer method. There is also a small defect caused by the very small population
of higher dressed states above |+, 8〉, which are not transferred. The dotted points show that decoherence
almost linearly reduces the fidelity, with F+→− ≈ 0.9 and F+ ≈ 0.8 for κ/2pi= 0.25 kHz, and also reduces
the amplification factor slightly. For the full protocol including the largest decoherence we obtain a values of
G ≈ 1.33 with around 72% fidelity.
7.4.1 Evidence of amplification
One way to demonstrate the performance of the shift operation (Eˆ†)k is by looking at the density matrices
of the initial and final states, because the components of the density matrix of SCSs should simply be shifted
by k Fock basis elements. For example, the density matrix of an initial even SCS is
ρint =
∣∣C+α 〉 〈C+α | = ∞∑
n,m=0
cnm |2n〉 〈2m|. (7.15)
If an ideal shift operation has been performed, the outcome state is given by
ρout = (Eˆ
†)k
∣∣C+α 〉 〈C+α |(Eˆ)k = ∞∑
n,m=0
cnm |2n+ k〉 〈2m+ k|. (7.16)
While these are pure states, and much of the information contained in the matrix is redundant, the final states
of simulations with decoherence do require the density matrix to describe them fully. Wigner functions are
more useful for showing the interference fringes in the cat state and the extent to which the state resembles
a pure cat state. Plots of magnitude of the density matrix elements and Wigner plots of the states are shown
in Figure 7.6. Both of these types of quantum state tomography can be performed experimentally. Panels
marked (a) show the initial SCS, which one can assume is prepared using the method of Ref. [4]. In (b) the
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Figure 7.6: Density matrix plots |cnm| (left) and Wigner functions (right) of the state during the amplification
process. (a) The initial state
∣∣C+1.5〉 (b) State after of one application of the protocol Eˆ† ∣∣C+1.5〉 ≈ ∣∣C−1.8〉
without decoherence (c) State after two-photon shift (Eˆ†)2
∣∣C+1.5〉 ≈ ∣∣C+2.1〉, again without decoherence (d)
Final state (Eˆ†)2
∣∣C+1.5〉 ≈ ∣∣C+2.02〉 including decoherence of κ/2pi= 0.25 kHz. On density matrix plots, the
shifted blocks clearly indicate the Eˆ† and (Eˆ†)2 have been performed with high fidelity, with blurred regions
caused by imperfect state transfers in (b) and (c) and also decoherence in (d). In the Wigner function plots
interference fringes can be clearly seen, with the central fringe changing colour between even and odd SCSs,
while some distortions are caused by imperfect transfers. Decoherence slightly reduces the colour contrast of
fringe patterns in (c) and (d), but does not noticeably shrink the state. (Reproduced from [32])
state after applying a single Eˆ† followed by SNAP gates is shown. In (c), the (Eˆ†)2 operation is performed
with a qubit flip after the first Eˆ† and the SNAP gates after the second Eˆ†. Finally (d) includes decoherence
with κ/2pi = 0.25 kHz.
We see that without decoherence the magnitude of the coefficients cnm are mostly preserved but shifted
as we would expect. There is slight blurring of the states due to slightly imperfect transfer. With decoherence,
there is further blurring caused by the cavity losing a photon and falling into an odd number state. In the
Wigner functions, the interference fringes clearly switch between negative and positive values as the SCS
switches between odd and even, with a central blue peak in (a), (c) and (d) while in (b) the central peak is
red. In (d), we see that the decoherence slightly reduces the contrast of the fringe patterns but the state is
clearly very similar to the decoherence-free case shown in (c). Using Ramsey interferometry, one can measure
the qubit state dependent phase shift of the cavity state, and therefore perform tomography on the state in
the high-Q cavity via a low-Q cavity. Alternatively, a parity measurement can be used to show the parity
difference between the initial and final states [50].
Overall, the total operation time for our (Eˆ†)2 protocol is approximately 96 µs, including four adiabatic
sweeps to bring in and out the qubit (24.8 µs), two applications of the STIRAP-type operations (70 µs), a
qubit flip to reset the qubit, and SNAP gates (1 µs). Very recently, the experimental group at Yale University
has developed a superconducting cavity qubit system with a single photon decay lifetime of 1.22 ms [51].
Including all aspects of the total time, this would allow us to perform roughly 12 repetitions of our (Eˆ†)2
protocol before a photon is lost. Additionally, cat state preparation (0.5 µs) and a cavity displacement followed
by a parity measurement (0.4 µs) [4] for Wigner tomography are required to verify the protocol, but do not
contribute significantly to the time of the protocol.
7.5 Applications and extensions
In addition to just amplifying a state, this protocol could be used as part of a discrete, deterministic stabilisation
procedure which guards against photon loss from the cavity. If a cat state is prepared and then left for some
time in the cavity, then the state will lose energy to the environment of time. A single parity measurement
of the cavity, which is performed via the coupled qubit, will project into either the odd or even cat subspace.
66
7.6. CONCLUSIONS
Amplification can then be applied to bring the cat back to its original size, with an odd or even number of
applications performed depending on the parity. In this way, the information in the state can be preserved. In
CV quantum information processing using SCSs, Eˆ† alone could be used as a bit-flip operation, by switching
the state parity with minimal amplification for α > 2.
It is possible to extend this type of scheme to amplify other states that are of interest in circuit QED. Here
we only show how to amplify the state |α〉+ |−α〉. In order to encode an arbitrary qubit state in this kind of
superposition we would need to amplify the state a |α〉+ b |−α〉. This state is not even or odd in general and
would therefore not be compatible with this scheme. These superpositions are also problematic because the
loss of a single photon flips the state parity and maps it into another position in the computational space. If
instead we use a superposition of four coherent states
|ψ〉 = a (|α〉+ |−α〉) + b (|iα〉+ |−iα〉) , (7.17)
we can construct a computational basis which is made of entirely even functions. This means that photon
loss causes jumps between two parallel computational spaces and can be kept track of simply. It also means
that this protocol can be applied to amplify arbitrary qubit states. This has an advantage over stabilising
such states using bath engineering as this requires the development of an efficient six wave mixing process
and does not easily scale to multiple cavities.
While we have chosen the parameters of the control pulses is such a way as to achieve good amplification
and performed some basic optimisation by hand, it would be possible to perform a full optimisation of the
pulses, including the shape of the envelope. New techniques such as the DRAG gate [52] and optimal
control theory could allow shorter, larger amplitude pulses to be used while preventing any leakage into other
levels. Our scheme would also be compatible with other flux-tunable qubit devices. Flux qubits, in particular
fluxonium, may be of interest due to their large anharmonicity [53, 54]. It may also be possible to achieve
the state transfers using a faster, directly driven method such as side-band transitions, which use two strong
tones applied simultaneously to move the population.
7.6 Conclusions
We have demonstrated a scheme for deterministic amplification of microwave SCSs using Eˆ† and (Eˆ†)2
operations in circuit QED. A STIRAP-type state transfer method provides the core of the Eˆ† operation, which
simply shifts the Fock state amplitude distribution of the initial SCS. The theoretical scheme is compared
with the simulation of the Jaynes-Cummings model with three values of decoherence. The application of Eˆ†
amplifies an even SCS
∣∣C+1.5〉 to an odd SCS ∣∣C−≈1.8〉 with the fidelity 0.9 under realistic decoherence, whilst
(Eˆ†)2 produces
∣∣C+≈2.0〉 with fidelity 0.8. Due to the benefits of the superconducting system, this deterministic
method might overcome the problems associated with probabilistic optics-only amplification methods for other
applications in the future. Dissipation engineering solutions provide a complementary scheme for continuously
amplifying SCSs [2, 3], while our discrete scheme might be extendable to amplification of a bipartite, or
multipartite, entangled SCSs without specially designed lossy environments [55–57]. We note that a related
experiment has been recently performed in coherent states in an ion-trap system [58]. Since this work was
completed, further advances have been made in manipulating cavity fields using complex microwave pulses,
for example using optimised coherent pulses to apply arbitrary gates to a cavity field [59].
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Chapter 8
Applications of the Fokker-Planck
equation in circuit QED
The Fokker-Planck equation, which we introduced in Chapter 4 and used in Chapter 6 is a valuable tool for
finding exact steady-state solutions of driven, dissipative quantum oscillators. Most famously is has been used
to treat the degenerate parametric amplifier [1, 2] and the quantum Duffing oscillator [3]. Such analytical
solutions are particularly valuable to the study of quantum systems as they allow regimes to be studied where
numerical simulation becomes unfeasible, for example very strongly driven systems where the Fock-state basis
required for simulation become very large. They also enable large areas of parameter space to be studied very
quickly. As experimental setups become more complicated, including multiple oscillators, there is increasing
desire for solutions that help to study these systems. This becomes even more challenging when significant
nonlinearities are also present in the system. Situations where steady state solutions of the FPE can be
obtained, which is determined by whether the ‘potential conditions’ are satisfied [4], are rare, making any new
solutions that can be found of particular interest.
By now we are familiar with the benefits of superconducting quantum circuits [5] for performing quantum
optics experiments. Circuit QED gives us highly controlled and tunable environment with many important
features: strong nonlinearities, which enable both the design of qubit circuits, such as the transmon [6], and
efficient production of highly squeezed microwave fields [7]; the ability to create an effective one-dimensional
resonator which can be coupled almost perfectly to a qubit and also allow very efficient interaction between
these squeezed fields and artificial atoms [8]; and the strong coupling that can be achieved between resonators
and qubits, giving us access to the strong dispersive regime [9, 10]. All these developments enable the study
of parameter regimes which are inaccessible to conventional optics and it is therefore pertinent to revisit
quantum optics methods to see how they may be adapted and extended to these new systems. Current
work in circuit QED is particularly focused on scaling up to multiple-oscillator systems, and optimal control
is becoming increasingly relevant as devices improve in quality [11, 12]. In addition, there is great interest in
using superconducting circuits to realise novel phases [13, 14] and quantum phase transitions [15] in driven
dissipative lattices, while it is also hoped that a quantum simulator can be constructed from such an array
[16]. Efforts to improve the technology further have led to increased use of nonclassical states, for example for
improving qubit read out [17, 18]. The field of quantum optomechanics [19, 20] is concerned with the same
fundamental models as circuit QED, albeit in different parameter ranges and can therefore also benefit from
the methods discussed here. Much current work is focused on cooling a mechanical resonator into its ground
state [21–23], and the related problem of engineering a macroscopic vibrational superposition state [24]. Work
is also being done on using a mechanical oscillator to more precisely characterise an optical mode [25], in
addition to using the cavity to perform sensitive mechanical measurements [26, 27]. Cavity optomechanics
also provides a novel method of converting between microwave and optical photons [28], opening up the
possibility for hybrid quantum information systems.
In this chapter, we use the FPE method to treat two systems of interest in circuit QED. First, we study
a transmon qubit, modelled as a quantum Duffing oscillator, coupled to a linear readout cavity. Using an
adiabatic elimination process, we derive new expressions for the steady-state moments of both the transmon
and cavity fields, in addition to Q-functions of the transmon. We show that that despite the apparent
restrictiveness of this process, we retain much of the important behaviour of the system in our effective
single oscillator system, even when the cavity and qubit are resonant and this approach would seem most
likely to break down. The Jaynes-Cummings model has been studied extensively using numerical solutions at
low occupation and semiclassical models in the limit of strong driving [29] and in the presence of non-zero
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temperature [30, 31]. In the case of strong driving, however, the higher levels of the transmon become relevant
to the dynamics and no analytical solution exists in this regime. The high power regime is of particular interest
for performing high fidelity, fast qubit readout [32]. We plot the analytic cavity and transmon response, in
both the dispersive [9] and resonant [33] regimes, over several orders of magnitude of drive power, observing
many features of the system that are seen experimentally.
Second, we consider a Duffing oscillator which is driven both coherently and parametrically, while decoher-
ence occurs through the loss of both single and pairs of photons. This system, particularly the parametrically
driven Duffing system, has been studied extensively and exact solutions for the moments of the field already
exist, but returning to these models in the circuit QED regime can provide new insights. For example, this
model is important in the study of the period doubling bifurcation [34, 35] and is relevant to a proposed
scheme for high-fidelity qubit readout [36]. We derive analytical expressions for the resonator Q-function to
study the difference between the classical and fully quantum steady states of the parametrically driven system.
In addition, we study that application of this model to a recent proposal to stabilise Schro¨dinger cat states in
circuit QED [37], where we see that the distortions due to the cavity self-Kerr [38] induced by coupling to a
qubit are significantly reduced by introducing a two-photon loss process. We also study how the presence of
a quartic nonlinearity in an otherwise ideal parametric amplifier [1] affects the ability to generate intracavity
squeezed states.
8.1 The cavity-transmon system
The first setup we consider is similar to those studied in earlier chapters, a coherently driven resonator which
is coupled to a superconducting qubit. Specifically we are interested in the transmon, with its greatly reduced
charge noise compared with other qubits [6], and long coherence times [39] making it a popular choice for
experiments [40–42]. While we have often treated it as a two-level device, the transmon’s relatively weak
negative anharmonicity, when compared with atomic systems, means that at high drive powers additional
levels beyond the computational basis must be considered. The quantum Duffing oscillator provides a good
approximation to the level structure [43], at least for the first few levels. When coupled to a linear read-out
cavity and a coherent external drive, the Hamiltonian for the full system is
H1 = ωca
†a+ i(e−iωdta† − ∗eiωdta) + ig(ab† − a†b) + ωtb†b+ χ
2
b†b†bb, (8.1)
in the rotating wave approximation, where a and b are the annihilation operators for the cavity and transmon
modes which have frequencies ωc and ωt respectively,  is the coherent drive strength, ωd is the driving
frequency, g is the cavity-transmon coupling and χ is the transmon anharmonicity. The coupling term is
written in a slightly different form to those in previous chapters as this simplifies the calculations. As our FPE
method is incompatible with time-dependent Hamiltonians, we transform into a frame rotating at the drive
frequency,
H˜1 = ∆ca
†a+ i(a† − ∗a) + ig(ab† − a†b) + ∆tb†b+ χ
2
b†b†bb, (8.2)
where we have defined ∆c = ωc − ωd and ∆t = ωt − ωd. The next step to deriving an FPE is to construct a
master equation for the system density matrix. We consider the general case where dissipation occurs by both
the cavity and qubit coupling to a zero-temperature bath. In this formalism, it is not possible to include a
non-zero temperature, as the potential conditions cannot be satisfied, even when performing the elimination
process we will describe later. Our master equation is
ρ˙ = −i[H˜1, ρ] + L[√γca]ρ+ L[√γtb]ρ, (8.3)
where γc and γt are the cavity and transmon decay rates respectively. In order to find the exact steady state
solutions of this system, as has been used to solve other nonlinear cavity systems [4], we now rewrite this
equation in the form of a FPE in the generalised P -representation [44] using the rules described in Chapter 4
∂P1(α)
∂t
=
[
− ∂
∂α1
(
−i∆cα1 + − gα2 − γc
2
α1
)
− ∂
∂β1
(
i∆cβ1 + 
∗ − gβ2 − γc
2
β1
)
− ∂
∂α2
(
gα1 − i∆tα2 − iχα22β2 −
γt
2
α2
)
− ∂
∂β2
(
gβ1 + i∆tβ2 + iχβ
2
2α2 −
γt
2
β2
)
+
1
2
∂2
∂α22
(−iχα22)+ 12 ∂2∂β22 (iχβ22)
]
P1(α).
(8.4)
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Here (α1, β1) are the phase-space coordinates of the cavity, (α2, β2) are those of the transmon and
P1(α) is a quasiprobability distribution over the phase space with α = (α1, β1, α2, β2). In the generalised
P -representation, the αi and βi need only be complex conjugate on average [44], and any moments must be
found by integrating over the full 8-dimensional space.
8.1.1 Adiabatic elimination of the cavity
When written in the form given by Equation 8.4, the steady state of the system cannot be solved for analyt-
ically by the potential conditions method. This is the case with almost all multi-oscillator systems involving
nonlinearities. If γc  γt, however, then we can perform an adiabatic elimination of the cavity. We assume
that the cavity is so fast that it relaxes instantaneously in response to changes in the transmon field and
therefore remains in a steady state. Via a conversion to the form of a Langevin equation, in a similar fashion
to that used in [2], we obtain relations for the coordinates of the cavity in terms of those of the transmon
α1 =
2
γ˜c
(− gα2), β1 = 2
γ˜∗c
(∗ − gβ2), (8.5)
where we have defined γ˜c = γc + 2i∆c. This is possible because there are no diffusion terms acting on the
cavity coordinates, so the Langevin equation for it has no noise terms. The full details of this are given in
Appendix B.1. We can now substitute these relations back into the FPE to find a single-oscillator equation
∂P1(α)
∂t
=
[
− ∂
∂α2
(
˜− iχα22β2 −
γ˜t
2
α2
)
− ∂
∂β2
(
˜∗ + iχβ22α2 −
γ˜∗t
2
β2
)
+
1
2
∂2
∂α22
(−iχα22)+ 12 ∂2∂β22 (iχβ22)
]
P1(α),
(8.6)
where we have additionally defined an effective decay constant for the transmon γ˜t = γt + 2i∆t + 2g
2/γ˜c
and an effective drive strength ˜ = 2g/γ˜c. This is essentially the FPE for a driven, damped quantum Duffing
oscillator [3] but with parameters which are inherently complex numbers. This simplified system does satisfy
the potential conditions, which allows us to find an expression for the steady state moments of the transmon.
This is very similar to the solution detailed in Ref. [4] and is detailed fully in Appendix B.3. The final
expression for the moments of the transmon field is
〈
b†nbm
〉
=
(
˜
iχ
)m(
˜∗
−iχ
)n Γ(d)Γ(d∗) 0F2(d+m, d∗ + n, 2| ˜χ |2)
Γ(d+m)Γ(d∗ + n) 0F2(d, d∗, 2| ˜χ |2)
, (8.7)
where Γ(x) is the Gamma function, 0F2 is a generalised hypergeometric function and we have defined
d = γ˜t/2iχ. In addition it is possible to produce similar analytic expressions for the Fock state distribution
P (n) and the Husimi Q-function for the transmon mode, which are given in Appendix B.5.
8.1.2 Recovering the cavity moments
In a typical experimental setup with a qubit interacting with the electromagnetic field of a two- or three-
dimensional superconducting cavity, the most accessible measurements that can be performed are reflection
from or transmission through the cavity. We therefore wish to calculate the moments of the cavity mode from
those we have calculated for the transmon. To do this we return to the relations in Equation 8.5, which were
used to eliminate the cavity, and use these to write the cavity moments in terms of the transmon moments.
Further details are outlined in Appendix B.4. The first two such relations are
〈a〉 = 2
γ˜c
(− g 〈b〉), (8.8)〈
a†a
〉
=
4
|γ˜c|2
(||2 − g∗ 〈b〉 − g 〈b〉∗ + g2 〈b†b〉) . (8.9)
The amplitude of the field emitted from the cavity is proportional to 〈a〉. In addition, we can plot the amplitude
of the reflected field R, normalised by the drive strength. This is commonly measured in experiments where
the cavity has only a single port and is given by
R =
∣∣∣∣1− γc 〈a〉
∣∣∣∣ . (8.10)
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As the result in Equation 8.7, and therefore the expressions for
〈
a†man
〉
, are analytic, it is possible to
plot values of all moments over very large ranges of parameter space and in particular over many orders of
magnitude of drive power, allowing us to explore regimes where the cavity is highly populated and simulation
is unfeasible.
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Figure 8.1: Plot of | 〈a〉 | as a function of the detuning ∆c of the drive from the bare cavity and drive
amplitude  when cavity and qubit are resonant. Other parameters are g/2pi = 115 MHz, χ/2pi = −220 MHz,
γc/2pi = 2 MHz, γt/2pi = 0.1 MHz. We see the characteristic vacuum Rabi splitting, with peaks (A,B)
separated by 2g at low powers and then demonstrating ‘supersplitting’ as the power increases. There is
extremely low transmitted amplitude at the bare cavity frequency (C). As the power increases, higher order
transitions become present in the spectrum (D) and at sufficiently large drive strengths the resonance shifts
back to the bare cavity frequency and there is a strong transmission peak (E). (Reproduced from [45])
8.1.3 Transmon spectra
A standard driven quantum Duffing oscillator with nonlinearity χ will display evenly-spaced transmission
peaks when driven at ωr + kχ, for all positive integers k, where ωr is the resonator frequency. These peaks
correspond to all the possible transitions between adjacent levels, with the peaks corresponding to the higher
levels appearing at higher driving power. In a frame rotating at the drive frequency this will correspond to
∆c = kχ. We generalise this notion to predict the location of peaks in the transmon excitation for our
combined system. Taking Equation 8.6, we can work backwards to obtain an effective Hamiltonian for the
transmon, after the cavity has been eliminated,
Ht =
[
∆c + ∆ct − 4g
2∆c
γ2c + 4∆
2
c
]
b†b+
χ
2
b†b†bb+
2g
γc + 2i∆c
b† +
2g
γc − 2i∆c b, (8.11)
where we have written ∆t = ∆c + ∆ct, with ∆ct the cavity-transmon detuning. In addition the effective
decay rate for the transmon is γt + 4g
2γc/(γ
2
c + 4∆
2
c), which is consistent with the Purcell effect of coupling
to the cavity. We predict peaks will occur at
∆c + ∆ct − 4g
2∆c
γ2c + 4∆
2
c
= kχ, k ∈ Z+, (8.12)
which in fact holds exactly in all cases we plot in this section. The higher order peaks require the transmon
and cavity to be more significantly excited and therefore will appear at higher powers, as with the standard
Duffing oscillator, but this model does not tell us at what drive strength they will appear. The actual device
response is therefore strongly dependant on the drive power. For each value of k there are three difference
solutions for ∆c, suggesting that, in general the system behaves like three different non-linear oscillators in
three distinct regions of the drive frequency space.
In the case that the cavity and transmon are resonant the k = 0 solutions can be expressed simply as
∆c = 0,±
√
g2 − γ2c/4. In the strong coupling limit g  γc, this gives rise to the well-known vacuum Rabi
splitting of the cavity resonance [5]. In Figure 8.1 we show the cavity spectrum as a function of frequency and
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Figure 8.2: Plot of | 〈b〉 | as a function of the detuning ∆c of the drive from the bare cavity frequency and
drive amplitude  when cavity and qubit are coupled in the strong dispersive regime. Other parameters are
∆ct = 2.5 GHz, g/2pi = 340 MHz, χ/2pi = −220 MHz, γc/2pi = 2 MHz and γt/2pi = 0.1 MHz. Around
the bare transmon frequency the system behaves like a quantum Duffing oscillator with a dispersively shifted
fundamental frequency (A). At higher powers we see peaks corresponding to transitions between higher
transmon levels which are separated by χ (B). Near the bare cavity resonance the transmission peak is
dispersively shifted at low power (C), but shifts to the bare cavity frequency at high power (D). This region
in shown in greater detail in Figure 8.3. (Reproduced from [45])
power. In the resonant regime, we see that there is almost no transmission at the bare cavity frequency, with
two peaks separated by 2g at low power. As the drive strength increases, each peak splits into two, displaying
the supersplitting described in [33]. Transitions between higher cavity-transmon states then also appear at
higher powers, with the nonlinearity increasing as higher levels are occupied. At very high powers there is
a single bright peak at the bare cavity frequency as the drive overcomes the nonlinearity of the transmon.
This behaviour is predicted by the Jaynes-Cummings model and [29] and seen in experiments [31]. For the
JC model this behaviour at high powers can be explained by saying that when the photon number is high
the single excitation that can be stored in the qubit becomes insignificant and the resonator behaves linearly.
Here we are considering more transmon levels, but a similar argument can apply – the number of excitations
in the resonator grows much faster than the number in the transmon – with the return to linearity occurring
more slowly than for Jaynes-Cummings. Despite the fact that the eigenstates of the system in this regime are
strongly mixed between the cavity and transmon, and the vacuum Rabi splitting can be thought of as being
caused by the exchange of excitations between atom and cavity, these features of the steady state behaviour
all survive the adiabatic elimination procedure.
In the strong-dispersive regime g2/∆ct > γc,t, which is generally considered more relevant for quantum
information processing, the system behaves differently depending on if it is driven near the bare cavity of
bare qubit frequencies. This is expected because in the dispersive regime the system behaves more like two
separate oscillators: we saw in Chapter 2 that the JC eigenstates are very close to being the bare cavity
and qubit states. Near the transmon frequency, as shown in Figure 8.2, the system behaves like a quantum
Duffing oscillator with a dispersively shifted fundamental frequency of approximately −∆ct − g2/∆c, and
peaks separated by χ. These peaks correspond to the transitions between adjacent levels of the transmon.
Near the bare cavity frequency, the oscillator behaves as though it possesses a different nonlinearity, which
decreases the more the transmon in populated (see Figure 8.3), as we saw in the resonant case. Again,
the fundamental frequency is dispersively shifted to approximately g2/∆ct. At low power, there are several
resolvable transmission peaks, which demonstrate the dependence of the cavity frequency on the occupation
of the first few transmon energy levels. As the power is increased, these peaks can no longer be resolved
and a single transmission peak forms which shifts towards the bare cavity frequency. At high powers, the
system behaves like a linear oscillator very close to the bare cavity resonance, as is observed experimentally
[32, 39, 43].
The reflection spectrum of the system mirrors many of the features of the transmission, displaying multiple
distinct peaks at relatively low powers, corresponding to the position of the cavity resonance shifting as a
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Figure 8.3: Plots of cavity reflection R and | 〈a〉 | as a function of the detuning ∆c of the drive from the bare
cavity frequency and drive amplitude  when cavity and qubit are coupled in the strong dispersive regime.
Other parameters are ∆ct/2pi = 2.5 GHz, g/2pi = 340 MHz, χ/2pi = −220 MHz, γc/2pi = 2 MHz and
γt/2pi = 0.1 MHz. At lower power, multiple dips in the reflection (less visible peak in the transmission) are
visible, corresponding to the cavity frequency changing as a function of transmon state occupation. The
reflection dip shifts towards the cavity resonance as the power is increased, approaching it asymptotically at
very high power. The same shift of the cavity resonance is seen in the transmission spectrum, in agreement
with recent experimental results [32]. (Reproduced from [45])
function of the number of excitations in the transmon. In Section 8.1.6 we show experimental results and
demonstrate that at low powers our solution agrees well with both experimental reflection data and full master
equation simulations. As the power increases, this become a single reflection dip which sweeps towards the
bare cavity frequency. If a non-zero temperature environment is considered, then there will be some excited
state population even for zero drive and we expect that these dips would appear at lower powers, along with
the corresponding peaks in transmission, as is see in experiments in the literature.
In reality, the transmon possesses a cosine potential [6], which is not well approximated by our Duffing
oscillator model for all energy levels and, we must therefore consider this when interpreting our results. The
quartic approximation is appropriate only for those levels which are contained within the cosine potential wells,
which vary in number depending on the ratio of the Josephson and charge energy EJ/EC for the specific
device. For typical devices this is the first four to eight excited states of the device [46, 47]. Almost all of
the features we describe above, for both the resonant and dispersive regimes occur in the regime where we
expect the Duffing model to hold. Only at very high powers, when the transmission peak is returning to the
bare cavity frequency and becomes very bright, do we expect higher transmon levels to become relevant. We
discuss the applicability of the Duffing model further in Section 8.1.5 in addition to plotting
〈
b†b
〉
to illustrate
where we expect the model to break down.
8.1.4 Transmon bistability
Plots of the transmon Q-function allow us to study additional features of the oscillator state. In particular, a
bimodal Q-function is indicative of bistability in the steady state, with switching occurring due to tunnelling
between the two states [48]. In our model we see that, when the system is driven near the cavity resonance at
sufficient power, a bistability occurs simultaneously for both the cavity and transmon fields. This is different
to the Duffing-type behaviour of the cavity in the lower power regime, where it is possible to consider the
qubit as providing only a small nonlinear perturbation to the cavity field. In Figure 8.4 we show that the
characteristic dip in | 〈b〉 |, corresponding to the coherent cancellation of the two steady states with opposite
phases, can be seen in the transmon field at high powers. The form of | 〈b〉 | as a function of ∆c looks
identical to the quantum Duffing oscillator [3], with the dip shifting towards the bare cavity frequency as the
power is increased. At very high powers, when the dip has returned to the cavity frequency, this dip stops
being present as the whole system begins to behave linearly. At lower powers, we see multiple peaks in the
transmon occupation, corresponding to the peaks in the cavity field seen in Figure 8.3, which arise from the
dependence of the cavity frequency on the transmon occupation. Even though the dip can no longer be seen
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at such powers, the bistability still persists and can be clearly seen in the transmon Q-function.
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Figure 8.4: (a) Plot of transmon field amplitude | 〈b〉 | as a function of drive detuning from the bare cavity ∆c,
plotted for various values of the drive amplitude  for a cavity transmon system with parameters ∆ct/2pi =
2.5 GHz, g/2pi = 350 MHz, χ/2pi = −220 MHz, γc/2pi = 2 MHz and γt/2pi = 0.1 MHz. Values of /2pi
(from darkest to lightest) are 1, 18, 30, 40, 56, 75 and 100 MHz. (b) Q-function of the transmon field with
/2pi = 30 MHz and ∆c/2pi = 40 MHz and (c) Q-function of the transmon field with /2pi = 100 MHz and
∆c/2pi = 25 MHz. These two points are marked with black circles in (a). We see that, in addition to the
bifurcation of the cavity, the model predicts bistability for the qubit when the system is driven near to the
cavity resonance. At higher powers the behaviour of the system becomes very similar to that of the standard
quantum Duffing oscillator with the characteristic dip due to coherent cancellation of the two steady states.
The frequency at which the transmon (and cavity) bifurcation occurs shifts towards the bare cavity frequency
as the power is increased, as seen in Figure 8.3 for the cavity. A low power, the transmon field response
splits into several peaks, corresponding to transmission peaks of the cavity at different transmon occupation
numbers, but bistability can still be seen in the transmon Q-function. (Reproduced from [45])
8.1.5 Validity of the Duffing model
As discussed in Section 8.1.3, we do not expect the Duffing model of the transmon that we use to hold for
all levels of the transmon, as the higher order terms in the expansion of the cosine potential will begin to
contribute significantly. If we reach a steady state of the driven dissipative system, however, where
〈
b†b
〉
is
kept low then these levels remain unpopulated and the accuracy of the steady state is expected to be high.
Therefore, in Figure 8.5, we plot the number of excitations in the transmon mode for the same parameters
as in Figures 8.1 & 8.2. We see that, even while there are tens or hundreds of photons in the cavity,
there are very few excitations in the transmon mode across the majority of the parameter space. As the
fundamental frequency of the transmon is given by ωt =
√
8EJEC [6], a good estimate of how many excited
states will fit within the cosine potential, and therefore which levels are well approximated by the Duffing
model is EJ/ωt =
√
EJ/8EC . The model therefore improves as EJ/EC is increased, which corresponds the
anharmonicity becoming smaller. In our system with Ec = |χ| = 220 MHz and, taking ωr = 9.2 GHz, we
expect the first five excited states to be contained within the cosine potential.
In the resonant regime almost all of the features in Figure 8.1, including the supersplitting of the Rabi
peaks and the movement of the transmission peak back towards the bare cavity resonance as the number
of excitations increases, occur with
〈
b†b
〉
< 3. Only when the peak has returned to within 10 MHz does
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the average number of excitations increase above three and excited states above the fifth begin to become
significantly populated. As the power is increased further and the cavity peak becomes very bright, the average
number increases greatly and the model breaks down, requiring further terms from the potential.
In the dispersive case (as shown in Figs. 8.2 and 8.3), the peaks associated with the bare transmon
transitions, along with the cavity peaks associated with the higher transmon levels, occur at low transmon
occupation. The transmon bistability of Figure 8.4 is also found in the region of parameter space where
we expect the model to hold. The cavity resonance has shifted halfway back to the bare cavity frequency
before the higher transmon levels become significantly populated. At even higher powers near this bright
cavity transmission peak, higher order terms from the cosine potential should be added to the model, but the
behaviour of the system still qualitatively matches experimental results from these devices.
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Figure 8.5: Plots of the number of excitations in the transmon field
〈
b†b
〉
as a function of the detuning of the
drive from the bare cavity ∆c and drive amplitude  in (a) the resonant regime and (b) the dispersive regime.
The system parameters are the same as in Figs. 8.1 & 8.2. Contours mark boundaries with one, three and
five excitations. There are fewer than three excitations over most of the parameter space, suggesting that the
Duffing approximation of the transmon holds in these regions. Only the very bright peaks where the cavity
frequency has almost returned to the bare cavity frequency do we see the number of excitations increase above
five, suggesting that further terms in the cosine potential are required to describe these regions. (Reproduced
from [45])
8.1.6 Comparison with experiments
These results were compared with both experimental results, obtained by Giovanna Tancredi in the group of
Peter Leek at the University of Oxford, and solutions of a master equation for the full system calculated by
Themis Mavrogordatos at University College London. These solutions included the full system Hamiltonian,
without the adiabatic elimination procedure having been performed. We see here comparison for two different
qubit devices fabricated in Oxford, the parameters of which are shown in Table 8.1. For the first device, D1, we
are deep in the dispersive regime and also firmly in the limit γcggγq, as required for our adiabatic elimination
procedure. The second device D2, however has γc ≈ γq, so we may expect that our predictions will not
match the observed behaviour as well as for D1. Matching the experimental and theoretical results presents
some problems. In practice, it is particularly difficult to match the drive amplitude  to the experimental drive
power as it is difficult to determine how the power produced by the microwave source relates to the power
felt by the device after it has passed through various cooling and filtering stages in a dilution fridge. The
powers must therefore be referenced to each other by finding the lowest power at which the cavity resonance
begins to shift. However any saturation effects in the amplification stages of the experiment may mean that
an increase in the parameter  will lead to a nonlinear increase in the drive amplitude experienced by the
experimental device.
Section 8.1.6 contains the products of joint research between myself, Themis Mavrogorgatos and Giovanna Tancredi
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Device ωc/2pi (GHz) ωq/2pi (GHz) χ/2pi(MHz) g/2pi(MHz) γc/2pi (MHz) γq/2pi(MHz)
D1 10.567 8.184 -220 335 2 0.1
D2 10.426 9.532 -150 313 0.6 0.459
Table 8.1: Device parameters estimated from two experimental devices, named D1 and D2 and used as
parameters for calculating both analytical moments and solutions of the full system master equation.
In Figure 8.6 we see reflection data as a function of drive strength and detuning for device D1 compared
with analytical and master equation results. We see that the exact, adiabatic elimination results qualitatively
agree well with the experiment, showing a single dip which deepens as it shifts towards the bare cavity
resonance and then splits into two distant dips as the device enters the bistable regime. In many ways, the
analytical results fit the data better than the master equation results, where the dips in the bistable regime
are indistinct and extremely shallow compared to experiment. However, the analytical reflection significantly
underestimates the shift of the reflection dip as a function of drive power. In this regime, we also see strong
evidence of the simultaneous bistability of both cavity and qubit that we see in Figure 8.4 [49].
Figure 8.6: (a) Experimental reflection from cavity containing device D1 as a function of the drive frequency
and power (b) Cuts through the 2D plot in the positions indicated by the black lines at -39, -32, -25,
−23 dB (c) Analytical reflection using Equation 8.7 and the parameters given in Table 8.1 (d) Reflection
results calculated from the steady state of a master equation, using the same parameters, in additional to
a temperature of 200 mK. The analytical reflection matches the qualitative features of the experimental
response, but underestimates the size of the shift of the cavity resonance and the splitting of the peaks at
higher powers. (Reproduced from [49])
For device D2, where we have noted that we are no longer in the regime γc  γt where we expect our
model to work well, the analytical solution appears to greatly overestimate the effect of the qubit nonlinearity
on the cavity. In Figure 8.7 we see a comparison between experimental transmission data and predicted cavity
amplitude | 〈a〉 |. These two values should be proportional to each other, related by the cavity lifetimes,
however again amplification stages in the experiment make it difficult to normalise the outgoing signal against
the incoming one. Plots of the calculated amplitude for χ = −150 MHz display only a single dip, which splits
into a pair of peaks, but the centre of the feature does not shift. This is in fact he same as the response of
the JC oscillator, displaying the supersplitting seen in Ref. [29]. As a two-level system is effectively infinitely
anharmonic this supports the idea that the nonlinearity is in some way inflated by the adiabatic elimination
process. If amplitude for a much smaller nonlinearity χ = −18 MHz is plotted than we see a much closer
match to the experiment.
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Figure 8.7: (a) Experimental transmission data from device D2 as a function of drive frequency for a range
of different driving powers. At lower powers, we see a single transmission peak which moves right and
then splits into multiple peaks in the bistable regime and then into peaks corresponding to higher transmon
levels. At higher powers, we see the characteristic response of the Duffing oscillator. (b) Calculated moments
using parameters given in Table 8.1, with nonlinearity replaced with χ = −18 MHz which matches the
experimental response well. (c) Calculated moments with χ = −150 MHz estimated from the experiments.
This transmission spectrum has all of the features of the Jaynes-Cummings response, suggesting that the
adiabatic elimination has the effect of overestimating the impact of the transmon nonlinearity on the cavity.
8.2 The parametrically driven Duffing oscillator
Our second system is a single Duffing oscillator which is driven both parametrically and coherently. Para-
metrically driven oscillators have been studied extensively in circuit and cavity QED for applications including
squeezing generation [50] and qubit readout [51, 52]. The parametrically driven Duffing model has also been
investigated more fundamentally, including switching rates near bifurcation points [48, 53], critical exponents
of the phases transition [54] and metastable lifetimes of the steady state [2]. The Hamiltonian of the system
is
H2 = ωrc
†c+ i(1e−iωd1 tc† − ∗1eiωd1 tc) +
i
2
(2e
−iωd2 tc†c† − ∗2eiωd2 tcc) +
U
2
c†c†cc, (8.13)
where c is the annihilation operator for the resonator mode, ωr is the resonator frequency, 1 and 2 encode the
amplitude and phases of the coherent and parametric drives respectively and U is the strength of the quartic
nonlinearity of the system. In order that this system can be cast in time independent form, we require that
ωd2 = 2ωd1 . Once again, we will transform into a rotating frame at the drive frequency with the Hamiltonian
to remove the time dependence on the system, giving the simplified Hamiltonian
H˜2 = ∆c
†c+ i(1c† − ∗1c) +
i
2
(2c
†c† − ∗2cc) +
U
2
c†c†cc, (8.14)
where ∆ = ωr−ωd1 is the detuning of the two drives from the cavity frequency. Additionally, want to consider
two different types of dissipation from the system, both single photon loss and the simultaneous loss of pairs
of photons from the resonator. While the two-photon loss is a second order process that will generally occur
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with low probability, it can be driven experimentally using a four-wave mixing process similar to that used to
generate pairs of photons [37]. The master equation for this system is given by
ρ˙ = −i[H˜2, ρ] + L[
√
2γ1c]ρ+ L[√γ2cc]ρ, (8.15)
where 2γ1 and γ2 are the one- and two-photon loss rates respectively. The FPE, again in the generalised P
representation, for this system can then be easily written down using the standard rules, producing
∂P2(α, β)
∂t
=
[
− ∂
∂α
[1 − κ1α+ (2 − κ2α2)β]− ∂
∂β
[∗1 − κ∗1β + (∗2 − κ∗2β2)α]
+
1
2
∂2
∂α2
(2 − κ2α2) + 1
2
∂2
∂β2
(∗2 − κ∗2β2)
]
P2(α, β),
(8.16)
where (α, β) are the phase space coordinates of the resonator and we have defined κ1 = γ1 + i∆ and
κ2 = γ2 + iU . The solution to this system is of the form of that in [2], but with the coefficient of the
nonlinearity replaced by κ2, which allows the strength of the nonlinearity which to be varied independently of
the other parameters, and additionally includes the two-photon loss. The moments of the oscillator can be
written in terms of the hypergeometric function F2 1 and are given by〈
c†mcn
〉
=
Imn
I00
, (8.17)
with
Inm =
∞∑
j=0
2j
j!
(
−
√
2
κ2
)j+m(
−
√
∗2
κ∗2
)j+n
F2 1 (−j −m,A−B, 2A; 2) F2 1 (−j − n,A∗ −B∗, 2A∗; 2),
(8.18)
where we have defined two constants A = κ1/κ2, and B = −1/√2κ2. As with the cavity-transmon system,
it is also possible to derive exact expressions for P (n) and the Q-function, which are of a similar form and
are given in Appendix B.5.
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Figure 8.8: Classical phase diagram of the parametrically driven Duffing oscillator in the (∆, 2) plane based on
number of fixed points. The plane is dived into 3 regions by the lines 22−∆2 = γ21 and 2 = γ1, corresponding
to the well-known threshold of the parametric oscillator. The system has up to five fixed points, of which
up to three can be stable. The classical diagram is unaffected by the value of U , which only modifies the
amplitude, and therefore separation of the solutions. Figs. 8.9 and 8.10 show the evolution of the steady
state as the phase space is traversed parallel to the arrow, but for larger negative detunings. (Reproduced
from [45])
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8.2.1 Mean-field phases
In the case where 1 = γ2 = 0, it is simple to solve a classical mean field equation of motion for the steady
state of this system
∂α
∂t
= 2α
∗ − iUα2α∗ − γ1α− i∆α = 0. (8.19)
This system has up to 3 solutions for the amplitude: α = 0 and
|α|2 = −∆±
√
|2|2 − γ21
U
. (8.20)
Solving for the phase shows that these solutions come in pairs with opposite phases. Additionally, the stability
of these fixed points can be determined by finding the eigenvalues of the Jacobian matrix of the system [55].
This allows us to divide the (∆, 2) plane into 3 distinct phases based on the numbers of solutions at each
point in parameter space, as shown in in Figure 8.8 [35, 48]. Classical phases with one, two and three stable
states exist, with the boundary between the one- and two-solution phases appearing in the same place as the
threshold of an ideal parametric amplifier. The existence of the non-linearity U does not affect the structure
of the classical phase diagram, but does reduce the amplitude of the steady states.
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Figure 8.9: Analytical Q-function plots for a parametrically driven Duffing oscillator with γ1/2pi = 1 MHz,
U = 5γ1 and ∆ = −12γ1 driven at four different drive strengths (a) 2 = 2γ1 (b) 2 = 4.25γ1 (c)
2 = 4.75γ1 and (d) 2/2pi = 6.25 MHz. Over this range of drives, the resonator state crosses two classical
phase boundaries and we see the emergence of three stable points, followed by a return to only two. The
addition of a significant U , makes the threshold at 2 = γ1 appear much later than when U = 0 as it is harder
to add photons to the resonator, while the second boundary seems to appear much earlier than predicted, as
there is extremely low probability of being in the α = 0 state in much of the phase. (Reproduced from [45])
8.2.2 Phase transitions in the quantum system
In the full quantum system, the hard phase boundaries of the classical system are not present, and analytical
Q-functions allow us to study how these states develop as the classical boundary is crossed. The regime that
is of particular interest is where U  γ1, firstly because as U → 0, the system reverts to the ideal degenerate
parametric amplifier, but also because the presence of the nonlinearity resists the addition of excitations to
the system. This means that the stable states of the system are kept closer together in phase space, allowing
multistabilities of the quantum system to be more easily observed and preventing the system from behaving
classically. In Figures 8.9 and 8.10 we plot Q-functions for increasing drive strength for a fixed value of
U = 5γ1 and two values of the detuning ∆ = −8γ1,−12γ1. For the larger detuning, we see all three phases
manifest themselves. The first phase transition, from a single stable point to three, occurs later than predicted
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Figure 8.10: Analytical Q-function plots for a parametrically driven Duffing oscillator with γ1/2pi = 1 MHz,
U = 5γ1 and ∆ = −8γ1 driven at four different drive strengths (a) 2 = 2.75γ1 (b) 2 = 3.5γ1 (c) 2 = 3.75γ1
and (d) 2 = 5γ1. At a smaller detuning than in Figure 8.9, the effect of a large U is to prevent all of the
stable states from being resolved. While the system crosses two classical phase boundaries, we only see a
single fixed point, which eventually become bistable at high enough driving powers. (Reproduced from [45])
classically due to the nonlinearity, while the transition from three to two stable points seems to occur earlier,
as while there is a probability of being in the α = 0 state, it is extremely small for much of the phase.
When the drive is less detuned from the cavity frequency, the separation of the fixed points is smaller.
We therefore only see two distinct phases in the resonator Q-functions and the state appears to move directly
from one fixed point to two, without every clearly displaying three. When we include a small classical drive
(1 > 0), we see that, for both values of the detuning, that the steady state is pushed towards either of the
non-zero amplitude fixed points, depending on the phase of the signal, with the probability of being found in
the other states reducing. Controlling this type of transition has recently been studied by another group [56].
For a sufficiently large signal the resonator will always be found in a coherent steady state. It is therefore
possible to use this system in the three-stable point phase as a detector of small coherent signals, which forms
the basis for proposed period-doubling bifurcation detectors [35].
8.2.3 Generation of squeezing
When driven below threshold and on resonance, in the phase with a single steady state, the system can
behave as a degenerate parametric amplifier and produces squeezing of the resonator state. Generation and
measurement of squeezing has been the subject of much recent research in the field of circuit QED [57–60].
When U = 0, it is known that the maximum squeezing the can be achieved is a factor of 2, reducing the
fluctuations in one field quadrature to 50% of those of the vacuum state [1]. A complete treatment of
the parametric down conversation process that includes both modes and then eliminates the pump mode,
introduces a small quartic term, but a nonlinearity could also be introduced, for example, by the presence of
a Josephson junction, or a dispersively coupled qubit. The strong coupling that is possible in circuit QED
when compared with most systems in the optical regime means that this nonlinear term can in principle be
very large. The nonlinearity has the potential to limit the degree of squeezing that can be achieved, while
also shifting the threshold due to U resisting the addition of excitation to the system, as discussed above. A
reduction in the squeezing of the internal field, will also lead to a corresponding fall in the squeezing of the
emitted field.
The degree of squeezing present in the cavity field can be characterised by the uncertainty in the field
quadratures. Specifically, we use the minimum uncertainty
∆Xmin = min
θ∈[0,pi2 ]
(
2
〈
c†c
〉
+ e2iθ 〈cc〉+ e−2iθ 〈c†c†〉+ 1
2
)
, (8.21)
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Figure 8.11: Minimum quadrature uncertainty for a non-ideal degenerate parametric amplifier as a function
of parametric drive 2 for different values of the nonlinearity U (given in MHz). Dissipation occurs at a
rate γ1 = 1 MHz. (a) For very small nonlinearities, the system behaves like an ideal degenerate parametric
amplifier with a sharp threshold at 2 = γ1 where the minimum quadrature uncertainty goes to 1/2 of that
of the vacuum, corresponding to an uncertainty ∆Xmin = 0.25. As U is increased, this threshold is moved
initially slightly lower, and then to higher powers, while the maximum squeezing that can be achieved is
reduced. Past the minimum there is a period where the steady state has bifurcated, but the uncertainty in
some direction is still less than of the vacuum. (b) For U  γ1, ∆Xmin has a fixed minimum value at around
0.36 (dashed line) and the position of the minimum is at approximately U/3. For very large drives the state is
made up of two well-separated coherent states, each with the same uncertainty as the vacuum. (Reproduced
from [45])
where θ determines the direction in phase space that the uncertainty is measured in. In Figure 8.11, we show
the minimum quadrature uncertainty as a function of drive strength for nonlinearities that range from much
smaller than the dissipation to many times greater. While our solutions for the moments is not defined for
U = 0, we can produce a plot for U = 0.001γ1, where the nonlinearity is insignificant compared with the
dissipation, and see that the maximum squeezing comes very close to the ideal value of 0.25. We see that
even a very small nonlinearity of U = 0.02κ causes a significant increase in the minimum uncertainty, and
that this damage to the squeezing increases as U approaches γ1. Once U  γ1, however, this trend stops.
Even for very large nonlinearities, it is always possible to achieve a small amount of squeezing. The minimum
quadrature uncertainty tends towards 0.36, and does not reduce further as the nonlinearity strength increases.
As in the previous section, increasing U modifies the where the classical threshold of the parametric
amplifier appears. This effect can be clearly seen in Figure 8.11. For each value of U there is a minimum in
∆Xmin as a function of 2. Below this minimum, the state is an ideal Gaussian squeezed state, while above
it the state is bimodal, although it retains some degree of squeezing in one quadrature as this bifurcation
occurs. The semiclassical treatment of this system places this threshold at 2 = γ1, and we see that the
behaviour of the quantum system as U → 0, tends towards a sharp jump in the uncertainty as the bifurcation
occurs. As U is increased, the region over which this transition occurs is increasingly broadened, while the
minimum uncertainty still occurs just as the bifurcation begins. Note that while plots of a particular field
quadrature, such as those in [1], show cusps in the uncertainty as this transition occurs, ∆Xmin always varies
smoothly. The initial effect of introducing a small U is to lower the position of the threshold slightly, but it
then rises as the nonlinearity resists the addition of photons to the resonator. For U  γ1 the the threshold
is at approximately 2 = U/3.
8.2.4 Stabilisation of cat states
Schro¨dinger cat states are a class of coherent state superpositions consisting of two coherent states with the
same amplitude and opposite phase. These states can now be realised in circuit QED [61]. There is currently
considerable interest in using theses state to store and process quantum information, taking advantage of
the fact that cavity lifetimes are much longer than those of qubits [40, 62, 63]. Storing information in these
multiphoton states is also partially robust again the loss of single photons, whereas losing the excitation
from a qubit will cause complete decoherence. Manipulation and read out of these cavity states is generally
achieved via coupling to a superconducting qubit. In strong dispersive circuit QED it is common to perform
an elimination of the qubit, producing an effective model of the form of Equation 8.13 with an (a†a)2 term
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[64], known as the cavity self-Kerr. There is interest in using networks of such nonlinear cavities to perform
quantum computation [65, 66].
Recently, it has been demonstrated that driving a cavity parametrically via a four-wave mixing process,
while simultaneously using this to remove pairs of photons from the resonator (γ2 > 0), could be enable
stabilisation of a cat state [37]. This system has been studied using the positive P -representation [67],
showing that if γ1 = 0 then all possible superpositions of the coherent steady states are themselves stable. If
γ1 > 0, then a recent paper has shown, by comparing analytical and master equation results, that the state
eventually the superposition decays into a mixture of odd and even cat states, with single photon loss causing
switching between the two [68]. A parity measurements can then be used to project the state back into the
correct subspace.
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Figure 8.12: Q-functions of nonlinear oscillator driven by a two-photon process and with different ratios of
single-photon to two-photon loss rates. The system has U/2pi = 0.1 MHz, γ1/2pi = 1 MHz and the drive 2
adjusted so that the average number of photons in the mode is 2.2. The other parameters are (a) γ1/γ2 = 20,
2/2pi = 1.15 MHz (b) γ1/γ2 = 2, 2/2pi = 2.28 MHz (c) γ1/γ2 = 1, 2/2pi = 3.4 MHz and (d) γ1/γ2 = .1,
2/2pi = 23.5 MHz. When single-photon loss is the dominant loss mechanism, the resonator nonlinearity
causes distortions of the stable coherent states, reducing the fidelity of any stored state. Once γ2 becomes
comparable to γ1, however, the distortions are reduced, with only a small ‘bridge’ between the two states.
Once the two-photon loss is much faster than the single photon loss the distortions are eliminated completely.
(Reproduced from [45])
The presence of the Kerr nonlinearity in this system will distort the stabilised cat and reduce the fidelity of
information storage. Even if U is small, then this effect will become increasingly relevant as the combination
of two-photon driving and parity measurements is used to preserve the state for many cavity lifetimes. This
may lead to the need to increase the size of the cat to prevent overlap between the to states, increasing
vulnerability to other loss mechanisms, for example via the qubit. A recent work showed that transient
distortions in cat state preparation can be reduced using a two-photon driving and a large U in the presence
of only single-photon loss [69], but the phase information is still lost in the steady state. We investigate
whether altering the ratio of one- and two-photon loss can alleviate distortions in the steady state. As the
steady state of the system is mixed, the Wigner function is identical to the state Q-function, and there are
no interference fringes, but the shape and overlap between the two coherent states can still tell us whether
cats will be stabilised with good fidelity after the projective measurement
In Figure 8.12, we plot Q-functions for the system for a constant U and different values of γ2, with
γ1 fixed and 2 adjusted to keep the number of photons constant at 2.2. This size of cat is large enough
that the overlap between the two coherent states is negligible in the ideal case [63]. We see that when the
dominant source of energy loss is by single photons, there are significant distortions to the steady state and
there is significant overlap between the two peaks, making it impossible to store information in the state.
When the two rate are of comparable size, this overlap is already greatly reduced, with a small ‘bridge’ in the
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Q-function between the two stable points, suggesting a small amount of switching between the two states.
When γ1  γ2, the states are separated and almost completely Gaussian. These plots show that using this
specially-engineered dissipation cannot only be used (along with parity measurements) to stabilise cat states,
but that increasing its strength also reduces the distortions caused by the cavity self-Kerr, increasing the
fidelity of the stored state. This also enables weaker pumping and smaller cats to be used without fear of the
two parts of the cat overlapping, reducing exposure to other loss mechanisms.
8.3 Conclusions
We have used and extended solutions of the FPE in the generalised P -representation to study various system
that are relevant to state-of-the-art circuit QED experiments, with the analytical nature of the solutions
allowing us to wide areas of parameter space and multiple different regimes. We have shown that a two mode
cavity-transmon system can be analysed using the FPE following an adiabatic elimination of the cavity, and
that this method produces results that agree with other experimental and theoretical work in both the resonant
and dispersive regimes, achieving good results for the steady state of the transmon and cavity even when
there is strong hybridisation between the two systems. By returning to a known solution of the parametrically
driven Duffing oscillator, we have studied the nature of the steady states of the system near classical phases
boundaries by deriving analytical Q-functions. We also investigated the applications of this solution to the
problems of generating squeezing in a non-ideal parametric amplifier and increasing the fidelity of Schro¨dinger
cat state stabilisation. We believe that this demonstrates the potential benefits of revisiting these analytical
methods as new circuit technology allows us to explore different parameter regimes, even as systems become
more complex and include multiple oscillators.
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Chapter 9
Engineering self-Kerr and cross-Kerr in
circuit QED
The recent rapid development in the field of circuit quantum electrodynamics (QED) has produced a wide
range of different superconducting qubits. While these devices are all designed to approximate a two-level
system in a superconducting circuit, they are all in fact anharmonic resonators with a complex energy level
structure. When these devices are coupled to linear resonators, this affects the nonlinearity that is induced
on the resonator modes. There is now a significant body of work in circuit QED focused on storing quantum
information in cavity modes, where qubit devices are used to provide the nonlinearity of the system rather
than act as information processing two-level systems. It is therefore interesting to investigate what can be
achieved by using two or more different types of superconducting qubit in a single circuit. Work in this area,
both theoretically and experimentally, has been limited due the difficulty in producing even a single design of
high-coherence qubits, but the existence of multiple mature qubit designs at different groups suggests that
implementing two in a single experiment may now be possible.
The simplest nonlinear effect caused by coupling a qubit to a resonator is the self-Kerr interaction that we
have encountered in many of the previous chapters of this thesis – a nonlinear shift of a resonator frequency
as a function of the number of photons in the mode, or classically the quadratic dependence of the refractive
index on the electric field strength [1–3]. The simplest quantum system that the Kerr effect can be observed
in is the quantum Duffing oscillator, with its term proportional to (a†a)2 in the Hamiltonian. In addition
to nonlinear optical media, it also appears to second order in a series expansion of the Jaynes-Cummings
interaction in the dispersive limit [4]. This idea can be extended to the cross-Kerr effect where the frequencies
of each of a pair of oscillators becomes dependent on the population of the other, indicated by a term
proportional to a†ab†b in the Hamiltonian. This can also be realised using a qubit, in this case by coupling
two cavities of different frequency to a single qubit device. Kerr effects are also of interest in a variety of
analogous quantum systems such as cavity optomechanics [5, 6].
In optical systems, both Kerr effects are typically very weak due to the weak coupling that can be realised
between natural atoms and optical modes. The strong couplings [7] possible in the dispersive regime of
circuit QED [7] mean that very strong Kerr effects can be produced, with both self- [8] and cross-Kerr
[9] nonlinearities demonstrated on the level of single photons in recent experiments. This can both be
advantageous in some systems and present problems in others. Large interaction strengths [10] are required
to implement logic gates using cross-Kerr [11, 12], while self-Kerr can be used to generate cat states in
cavity [13] if the nonlinearity is strong compared with the dissipation of the cavity. However, nonlinear effects
can also cause distortions and reduce the fidelity of storage and operations of cavity states. Developments
in three-dimensional superconducting cavities have led to coherence times of nearly 1ms [14], an order of
magnitude greater than the best qubit devices. Along with the range of tools for manipulating these states
discussed in Chapter 5, this has lead to great interest in using the cavity field to store quantum information in
cat states. Other recent work has also discussed how to transmit these coherent state superpositions within
a network [15].
In this chapter, we demonstrate that using different superconducting qubits, with different anharmonicities,
in a single circuit has the potential to allow both the self- and cross-Kerr effects to be designed and tuned in
ways that are not possible if we are limited to a single, relatively weakly anharmonic qubit type such as the
transmon. We start by considering the self-Kerr induced on a single cavity. The effect of self-Kerr on a coherent
state of a resonator is to rapidly distort it, transiently producing a variety of coherent state superpositions and
other nonclassical states before returning to the initial state. This causes a series of periodic collapses and
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revivals of the cavity amplitude. As the cavity lifetime is increased, the self-Kerr due to a coupled qubit will
become more significant in relation to the decay rate and introduce larger phase distortions to these cavity
states, reducing the fidelity of any stored information. While these effects are deterministic, and therefore
essentially different to decoherence processes, they become increasingly difficult to correct for as the system
size increases. We study a system where two qubits are coupled to a single resonator mode and show using
time-independent perturbation theory that the self-Kerr can be passively eliminated from the cavity field while
still retaining the number splitting required for controlling and measuring the cavity using the qubit. This
result persists when a more realistic model with multilevel atoms such as the transmon are considered. Using
numerical simulation of the Schro¨dinger equation, we show that the perturbation theory results describe the
behaviour of the full system well. We then show numerically that this self-Kerr cancellation is also possible
in the case that the qubit cannot be modelled as a Duffing oscillator, in this case fluxonium [16]. These
results suggest that such a setup could be used to increase the fidelity of quantum memories. A similar idea,
using a single multilevel system to couple to a device and allow selection of individual Fock states while not
introducing a significant nonlinearity, has recently been demonstrated in circuit QED [17].
Next, we extend this concept to modifying the cross-Kerr interaction between two modes. Cross-Kerr
of particular interest in quantum optics because of its ability to entangle the two systems and is therefore
have potential to be used for information processing. The interaction can be used to perform entangling
gates between superpositions of coherent states or Fock states, depending on the computational basis that
is being used. At optical frequencies, it is difficult to achieve sufficient strong nonlinearities to perform the
entanglement of any reasonable timescale, but this is improved significantly in circuit QED. If two modes,
both starting in the state ai |0〉+ bi |1〉, interact by the cross-Kerr interaction for a time t, the resulting state
is
eiga
†ab†bt(a1 |0〉+ b1 |1〉)(a2 |0〉+ b2 |1〉) = a1a2 |0〉 |0〉+ a2b1 |1〉 |0〉+ a1b2 |0〉 |1〉+ eigtb2b1 |1〉 |1〉 . (9.1)
The interaction only acts on the final term of the superposition as it has no effect if there are no photons in
either mode. Waiting a time t = pi/g will therefore swap the sign of this term. This realises a C-PHASE gate
on the two modes and places them in a maximally entangled state. A method to realise a C-PHASE gate for
propagating photons using cross-Kerr nonlinearities has recently been proposed [18].
We consider two cavities which are both coupled to two different qubits, one with positive anharmonicity
and one with negative. In this configuration, we can realise two different regimes: in the first the cross-Kerr
interaction is entirely cancelled by the presence of a second qubit, providing isolation much greater than can
be achieved by just detuning a single qubit away; in the other one of the qubits is moderately detuned and
the cross-Kerr produced a maximally entangled state. Switching between these two configurations through
the use of a tunable qubit allows an entangling gate to be performed and then the interaction switched off to
maintain this entangled state.
Finally, we consider how this Kerr engineering could scale up to many-body systems. Circuit QED has
opened avenues in many-body physics by providing a potential way to engineer an array of cavities and using
superconducting qubits to modify the on-site and coupling parameters. This kind of setup is of interest
for studying phenomena such as quantum phase transitions [19, 20] and quench dynamics [21] and for
implementation of a quantum simulator [22] in a driven-dissipative system. It is theoretically possible to
realise an analogue of the Bose-Hubbard (BH) model [23, 24] in circuit QED using coupling to qubits to
provide the on-site nonlinearity, known as the Jaynes-Cummings lattice [25–27]. The steady states of a driven
dissipative BH model have been compared to the ground state of the closed system [28, 29]. The phase
diagram of a line of cavities possessing only cross-Kerr interactions has also been solved theoretically [30],
demonstrating three distinct phases along with several bistable regimes of parameters space. Progress in
realising such systems experimentally has until recently been relatively limited, largely because of difficulties
in designing a way to engineer and control these interactions, and used very small numbers of sites. However,
a very recent experiment reports a quantum phase transition in a line of 72 superconducting cavities [31].
Others shown how to realise an analogue of the chemical potential in circuit QED [32] and achieve a Mott
phase in a BH lattice [33]. We study a line of cavities, each with an on-site qubit and coupled by intermediary
qubits along the line. We show that, in principle, the use of qubits with different anharmonicities in this
setup could allow the realisation of novel many-body Hamiltonians which could be of interest to the study
of quantum phase transitions. Tunable qubits would also enable the study of quantum quenches [34], where
parameters of the system Hamiltonian are changed suddenly, revealing information about quantum phase
transitions.
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9.1 Modifying cavity self-Kerr for quantum memory
The self-Kerr induced on a linear resonator by coupling to a qubit can be derived from diagonalising the
Jaynes-Cummings (JC) Hamiltonian
HJC = ωca
†a+
ωq
2
σz + g
(
aσ+ + a
†σ−
)
, (9.2)
where a is the cavity annihilation operator and σ± are the qubit raising and lowering operators, ωc is the
cavity frequency, ωq is the qubit frequency and g is the cavity-qubit coupling. We saw in Section 2.6.1 that
this system can be solved exactly by diagonalising the Hamiltonian block-wise. We find that the eigenvalues
are [35]
EJCn =
(
n+
1
2
)
ωc ± ∆
2
√
4g2
∆2
+ n+ 1, (9.3)
where n + 1 is the total number of excitations in the system and ∆ = ωc − ωq is the detuning between the
cavity and qubit. The eigenstates of the system are
|n,+〉 = cos
(
θn
2
)
|n+ 1, ↓〉+sin
(
θn
2
)
|n, ↑〉 , |n,−〉 = − sin
(
θn
2
)
|n+ 1, ↓〉+cos
(
θn
2
)
|n, ↑〉 , (9.4)
with θn = arctan(2g
√
n+ 1/∆). In the dispersive regime ∆  g, we can expand the square root in the
eigenvalues in the small parameter g/∆ and assume that the qubit always remains in its ground state. This
gives us the approximate eigenvalues
EJCn ≈
(
ωc − g
2
∆
+
2g4
∆3
)
n+
g4
∆3
n2, (9.5)
as we saw in Equation 2.27. The nonlinear n2 term describes the cavity self-Kerr. This energy spectrum
can also found by approximately diagonalising the system Hamiltonian in the dispersive limit by applying an
appropriate unitary transformation [4].
9.1.1 Eliminating cavity self-Kerr with two qubits
A single qubit induces a self-Kerr proportional to g4/∆3 on the cavity, which can be modified by changing
either the coupling or the detuning between the cavity and qubit. Detuning the qubit very far from the cavity,
however, will take us out of the number splitting regime discussed in Section 2.6.4, which is required for most
information processing. Outside of this regime the qubit cannot be used to control or read out the cavity
state. We therefore investigate if the addition of a second qubit can be used instead to reduce, or remove
completely, the nonlinearity. The Hamiltonian for the two-qubit system is
H1C2Q = ωca
†a+
ωq1
2
σz1 +
ωq2
2
σz2 + g1
(
aσ+1 + a
†σ−1
)
+ g2
(
aσ+2 + a
†σ−2
)
, (9.6)
where g1 and g2 are the couplings of the first and second qubits, with their respective detunings ∆1 = ωc−ωq1
and ∆2 = ωc − ωq2. We can also diagonalise this system block-wise, this time in 4× 4 blocks
H1C2Qn =

(n+ 2)ωc − ωq12 − ωq22 g1
√
n+ 2 g2
√
n+ 2 0
g1
√
n+ 2 (n+ 1)ωc +
ωq1
2 − ωq22 0 g2
√
n+ 1
g2
√
n+ 2 0 (n+ 1)ωc − ωq12 + ωq22 g1
√
n+ 1
0 g2
√
n+ 1 g1
√
n+ 1 nωc +
ωq1
2 +
ωq2
2
 .
(9.7)
The analytical form of the eigenvalues of this block is very complicated in general, but if we consider the
case where g1 = g2 = g, and ∆1 = −∆2 = ∆ then they can be greatly simplified. A related setup with
∆1 = ∆2 is known as the two-atom Dicke model [36]. The eigenvalues are
(n+ 1)ωc, (n+ 1)ωc ±∆
√
4g2
∆2
(
n+
3
2
)
+ 1, (9.8)
where the first eigenvalue is repeated. As in the single qubit case, the eigenvectors in the dispersive regime
are close to being the bare eigenstates. The first eigenvalue applies to the states where the qubits are either
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χ2=300MHz
χ1=-300MHz
Δ2=-1GHz
Δ1=1GHz
g2=80MHz
g1=80MHz
Figure 9.1: Schematic of one cavity and two qubit setup that achieves cancellation of the cavity self-Kerr
effect. The two Duffing-like devices have equal magnitude but opposite anharmonicities and detunings from
the cavity. The cavity field can still be controlled via the qubit using number splitting of the qubit frequency
both in the ground state or both in the excited state. This means that in the dispersive regime, if both qubits
remain in the ground state, the cavity self-Kerr is completely eliminated. The cavity behaves as though it is
linear, but the number splitting of the qubit transition frequency remains, which allows the qubit to still be
used to control and measure the cavity. This result is applicable to flux qubits used in a recent experiment,
which have strong coupling and very large anharmonicities and can therefore be considered as true two-level
systems [37]
9.1.2 Including higher qubit levels
In practice, many superconducting qubits are not ideal two-level systems, but are instead relatively weakly
anharmonic oscillators. The transmon [16], for example, can be modelled as a quantum Duffing oscillator [4]
with a constant anharmonicity when only the lowest few levels are relevant. With many qubit levels, then the
exact diagonalisation used above becomes increasingly difficult, but we can use time-independent perturbation
theory [38] to derive expressions for the eigenenergies when the qubit is in the ground state, again in the
dispersive limit. The Hamiltonian for a cavity coupled to a single transmon is
H1C2D = ωca
†a+ ωqb†b+ χb†b†bb+ g(ab† + a†b), (9.9)
where the transmon field has annihilation operator b and nonlinearity χ. To calculate perturbation theory
results that include the self-Kerr, we must calculate terms up to fourth order in the interaction part of the
Hamiltonian. The presence of the third transmon level adds a correction to the energies associated with two
excitations moving from the cavity into the qubit (full details are given in Appendix C), giving the modified
cavity eigenenergies
E1C2Dn,g =
[
ωc +
g2
∆
− 2g
4
∆2(2∆ + χ)
]
n+
χg4
∆3(2∆ + χ)
n2, (9.10)
to fourth order in g/∆. We can see that, with a finitely anharmonic qubit, the sign of the nonlinearity
induced on the cavity is not fully determined by ∆, but also depends on the sign of χ [39]. Two qubit
levels are therefore only sufficient when |χ|  |∆|, which is not generally satisfied in the dispersive regime of
circuit QED. For transmon devices this anharmonicity is always negative, but some flux qubit devices can be
produced with a positive anharmonicity of a few hundred megahertz [40]. We now consider coupling a second
Duffing-like qubit to the same cavity. The new Hamiltonian is
H1C2D = ωca
†a+
2∑
i=1
[
ωib
†
i bi + χib
†
i b
†
i bibi + gi(ab
†
i + a
†bi)
]
, (9.11)
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and, including this second device, the eigenenergies are
E1C2Dn,g =
[
ωc +
g21
∆1
+
g22
∆2
− 2g
4
1
∆21(2∆1 + χ1)
− 2g
4
2
∆22(2∆2 + χ2)
− g
2
1g
2
2(∆1 + ∆2)
∆21∆
2
2
]
n
+
[
χg41
∆31(2∆1 + χ1)
+
χ2g
4
2
∆32(2∆2 + χ2)
]
n2.
(9.12)
To cancel the cavity self-Kerr with the additional qubit levels included, we now need to choose ∆1 = −∆2
and χ1 = −χ2. An example of the configuration is shown schematically in Figure 9.1. We therefore need to
use two different types of qubit in a single circuit with opposite nonlinearities, for example transmons and the
flux qubits discussed above. We can numerically solve the Schro¨dinger equation to see whether this result
holds when all orders of H1C2T are included. The action of the Kerr effect on a coherent state is to distort
the state, transiently producing various coherent state superpositions before completing a full revival of the
initial state [8]. This gives rise to a periodic collapse and revival of the cavity amplitude | 〈a〉 | when starting
with a coherent initial condition. In Figure 9.2 we show that our two-qubit setup appears to cancel not just
the cavity self-Kerr, but all orders of the cavity nonlinearity when the detunings and anharmonicities are equal
and opposite. This occurs in this idealised case because the energy spectrum is completely symmetrical in
the frame of the cavity. Decoherence processes are neglected as self-Kerr only has significant effects when it
is many times greater than the dissipation and the effects we are looking at therefore occur on much shorter
timescales than the dissipation. We see that a single transmon causes the periodic revivals expected, while
after the addition of the second qubit an initial coherent state undergoes only trivial evolution. Some high
frequency oscillations appear, caused by the fact that the bare cavity eigenstates are not eigenvalues of the
full coupled system. This demonstrates that different types of qubit used together in the same circuit can be
used to achieve modifications of the Kerr effect that are not possible using transmons only.
Figure 9.2: Plot of coherent amplitude | 〈a〉 | as a function of time for an initial coherent state with α = 2.0
showing complete cancellation of the cavity self-Kerr. Evolution in the presence of a single transmon is
shown in blue and dynamics with both a transmon and a flux qubit modelled by a positively anharmonic
Duffing oscillator are shown in green. System parameters are ∆1 = −1 GHz, ∆2 = 1 GHz, χ1 = −300 MHz,
χ2 = 300 MHz g1 = g2 = 100 MHz. With a single transmon, the amplitude oscillates due to the cavity
self-Kerr. This is completely eliminated by the addition of the second device and the amplitude remains
constant, apparently indicating that all orders of the anharmonicity are cancelled. The small reduction in
amplitude and the faster oscillations are due to the fact that the eigenstates of the total system are not pure
cavity eigenstates.
9.1.3 Improved quantum memory using fluxonium qubits
To demonstrate that this principle applies to other qubit devices, even those that cannot be modelled as a
Duffing oscillator, we also show simulations using a different qubit, the fluxonium [41] to cancel the cavity
self-Kerr, as was proposed in an earlier paper [42]. The transmon device provides a negative nonlinearity and
can be used to control the cavity, while we use the fluxonium to provide an opposite positive nonlinearity.
While our perturbation theory results do not apply fully to this system, as fluxonium has nonzero matrix
element for all qubit transitions, rather than just adjacent levels, we see that significant cancellation can still
be achieved.
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Figure 9.3: (a) Plot of coherent amplitude | 〈a〉 | as a function of time for an initial coherent state with
α = 2.0 showing significant cancellation of self-Kerr by a fluxonium qubit. Evolution in the presence of a
transmon only in blue and both a transmon and a fluxonium in green. With only a transmon, the amplitude
oscillates due to the cavity self-Kerr, which is greatly reduced by the addition of the fluxonium, which adds
a positive anharmonicity to the cavity. The system parameters are given by ωc = 9.2 GHz, ωt = 8.2 GHz,
χ = −300 MHz, gt = 80 MHz, ωf,j = 0, 5.505, 10.904, 13.213GHz and gf = 30 MHz. (b) Wigner functions
showing the evolution of the cavity state with (bottom) and without (top) the fluxonium qubit, along with
fidelity F with the initial state (up to trivial rotations). Without the fluxonium, the self-Kerr induced by
the transmon goes through a full revival of the state, via various coherent state superpositions and other
nonclassical states. With the fluxonium, the state remains very close to the original coherent state with only
small distortions appearing after 100 µs.
The Hamiltonian for the cavity-transmon-fluxonium system is
HCTF =ωca
†a+ ωtb†b+
χ
2
b†b†bb+ λt
(
ab† + a†b
)
+
∑
j
ωf,j |jf 〉〈jf |+
∑
j<k
λf,jk
(|kf 〉〈jf |a+ |jf 〉〈kf |a†) , (9.13)
where ωc is the cavity frequency, ωt is the transmon fundamental frequency, χ is the transmon nonlinearity,
ωf,j is the energy of the j-th level of the fluxonium, λt,jk and λf,jk are the coupling strengths of the j → k
transition to the cavity mode, a is the cavity annihilation operator, b is the transmon annihilation operator
and |kt,f 〉 are the eigenstates of the qubits. The fluxonium energy levels and the relative magnitudes of the
coupling constants are determined by the device parameters: the Josephson energy, charging energy, inductor
energy and the flux through the device.
In Figure 9.3 we show how a coherent state with initial amplitude α = 2 in a cavity coupled to a transmon
evolves both with and without an additional fluxonium qubit. We see that when only the transmon is present
the cavity state experiences revival after approximately 100 µs, while adding the fluxonium means that the
cavity amplitude is held almost constant for this full period, at least an order of magnitude reduction of the
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self-Kerr. We also show Wigner functions at various times during the evolution along with their fidelity with
the initial condition, which is calculated by
F (t) = min
θ∈0,2pi
〈eiθα |ψ(t)〉 . (9.14)
We see that the self-Kerr in the absence of the fluxonium distorts the state dramatically, producing cat states
and other coherent state superpositions before returning to the initial coherent state. When the fluxonium is
included, the fidelity remains above 0.90 for 50 µs, before the state starts to become slightly squeezed.
To store quantum information in the cavity, we will often want to use a coherent state superposition.
While cat states have been studied extensively for this purpose they are not ideal because a photon being lost
from the state flips the parity of the state and maps the state to another state in the logical space. Instead
we want to use a space of computation states which all have positive parity
|φ〉 = a (|α〉+ |−α〉) + b (|iα〉+ |−iα〉) . (9.15)
Again, we want to see how these states evolve with and without the fluxonium present. In Figure 9.4, we plot
the fidelity as a function of time with initial states with a = 0, 0.1, 0.2, 0.3, 0.4, 0.5, noting that the a > 0.5
states are just rotations of the a < 0.5 case. This time fidelities are given by
F (t) = min
θ∈0,2pi
(
a
(〈eiθα|+ 〈−eiθα|)+ b (〈ieiθα|+ 〈−ieiθα|)) |ψ(t)〉 . (9.16)
For these superpositions, collapses and revivals occur much more rapidly than for the coherent state. While
this means that less time must be waited for a full revival, it also means that this time must be calculated very
accurately. Introducing the fluxonium means that all states are preserved with greater than 0.50 fidelity for
100 µs, add are preserved with above 90% fidelity for longer than a full revival takes with just the transmon.
Figure 9.4: Plots of the evolution of a variety of states of the form a(|α〉+ |−α〉) + b(|iα〉+ |−iα〉), showing
the fidelity with the initial state as a function of time (a) with only a transmon qubit and (b) when coupled
to both a transmon and a fluxonium. While the coupling to the transmon causes the fidelities to oscillate
rapidly in the first 25 µs, with some states dropping as low as 0.3, adding the fluxonium causes the states to
be preserved with fidelity greater than 0.80 for this period. All the superpositions are preserved with fidelity
greater than 0.5 for the full duration of 100 µs. The system parameters are ωc = 9.2 GHz, ωt = 8.2 GHz,
χ = −300 MHz, gt = 80 MHz, ωf,j = 0, 5.505, 10.904, 13.213GHz and gf = 30 MHz.
9.2 Cross-Kerr engineering for entangling gates
Having demonstrated that the cavity self-Kerr can be modified by the use of multiple different qubit types,
we now turn to performing a similar engineering of the cross-Kerr interaction between two cavities. Again,
we start by considering two cavities which are both coupled to a single two-level atom with the Hamiltonian
H2C1Q =
∑
i
ωia
†
iai +
ωq
2
σz +
∑
i
gi(a
†
iσ− + aiσ+). (9.17)
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where the two cavities have annihilation operators ai, frequencies ωi and coupling to the qubit gi. We can also
estimate the cross-Kerr using fourth-order perturbation theory. The approximate eigenvalues in the dispersive
limit are
E2C1Qn1,n2,g =
[
ω1 +
g21
∆1
+
g21g
2
2
∆21∆12
]
n1 +
[
ω2 +
g22
∆2
− g
2
1g
2
2
∆22∆12
]
n2 − 2g21g22
∆1 + ∆2
∆21∆
2
2
n1n2 − g
4
1
∆31
n21 −
g42
∆32
n22.
(9.18)
For the remainder of this section we will be less concerned with the dispersive shifts of the cavity, and will
extract the quadratic correction terms
S2C1Qi = −
g4i
∆3i
n2i , (9.19)
X2C1Q = −2g21g22
∆1 + ∆2
∆21∆
2
2
n1n2. (9.20)
which describe the self- and cross-Kerr interactions.
As in the case of self-Kerr on a single mode, considering two qubit levels is not sufficient to describe the
qualitative behaviour of the system for weakly anharmonic devices. Adding in a third transmon level produces
the new expressions
S2C1Ti =
χg4i
∆3i (2∆i + χ)
, (9.21)
X2C1T = 2g21g
2
2
χ(∆1 + ∆2)
∆21∆
2
2(∆1 + ∆2 + χ)
, (9.22)
where again χ is the transmon anharmonicity. We see that, as with the self-Kerr the sign of the coupling
between the two cavity fields is now determined by the sign of the nonlinearity if the qubit is either above or
below both cavities.
9.2.1 Modifying the cross-Kerr interaction
We now consider how we can modify the cross-Kerr between the modes by adding a second device, also coupled
to both cavities. Specifically, we are interested in whether we can completely switch off the cross-Kerr in
some range of parameters. While a single flux-tunable qubit offers some degree of tunability of the frequency,
and therefore the cross-Kerr, the range over which the device can be tuned is relatively small. Switching off
the interaction is a particular problem as the rate only reduces proportional to ∆−3. The Hamiltonian for this
new system is
H2C2T =
2∑
i=1
ωc,ia
†
iai +
2∑
j=1
ωq,j
(
b†jbj + χjb
†
jb
†
jbjbj
)
+
2∑
i,j=1
gij(aib
†
j + a
†
i bj). (9.23)
Similar to the self-Kerr calculations in the previous section, the self- and cross-Kerr terms due to both qubits
behave additively in the perturbation expansion. The coefficients for this system are
S2C2Ti =
χ1g
4
i1
∆3i1(2∆i1 + χ1)
+
χ2g
4
i2
∆3i2(2∆i2 + χ2)
, (9.24)
X2C2T = 2g211g
2
21
χ1(∆11 + ∆21)
∆211∆
2
21(∆11 + ∆21 + χ1)
+ 2g212g
2
22
χ2(∆12 + ∆22)
∆212∆
2
22(∆12 + ∆22 + χ2)
, (9.25)
where we have defined detunings ∆ij = ωc,i − ωq,j and couplings gij between the i-th cavity and the j-th
qubit. We can now see that, similar to the self-Kerr, we can choose the system parameters so that there is
no cross-Kerr, and without making any of the energy levels of the system degenerate, by taking
g11 = g22, g12 = g21, χ1 = χ = −χ2, ∆11 = −∆22, ∆12 = −∆21
⇒ S2C2Ti = χ
g4i1∆
3
i2(2∆i2 − χ)− g4i2∆3i1(2∆i1 + χ)
∆3i1∆
3
i2(2∆i1 + χ)(2∆i2 − χ)
, X2C2T = 0.
(9.26)
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Figure 9.5: Schematic of setup of two cavities and two qubits that achieves cancellation of the cross-Kerr
effect. In this configuration, the degree of entanglement between the two cavity states is unchanged. The
entanglement operation can be switched on by detuning the lower qubit further away from the cavities. A
change of 1 GHz is sufficient to increase the cross-Kerr almost to the strength it would be if the lower qubit
was not present.
Figure 9.6: Plots of purities P (ρ12) in red and P (ρ1) in blue showing the effect of switching the cross-Kerr
between mode off and on. P (ρ2) is identical to P (ρ1). (a) If we tune the second qubit according to the
values predicted to the perturbation theory calculations ∆12 = −1.2 GHz,∆21 = −1 GHz, then the cavities
remain in a product state, shown by both P (ρ12) and P (ρ1) remaining close to 1. Using a single qubit which
is detuned by a further 1 GHz from both cavities (shown in grey) does not turn off the entangling operation
as effectively. (b) When the second qubit is detuned so that ∆12 = −2.2 GHz,∆21 = −2 GHz then maximal
entanglement is achieved after 30 µs, almost as quickly as would be achieved if the second device was not
present. Other system parameters are ∆11 = 1 GHz, ∆21 = 1200 GHz, g11 = 80 MHz, g12 = 87.6 MHz,
g21 = 87.6 MHz, g80 = 80 MHz, χ1 = −300 MHz, χ2 = 300 MHz.
9.2.2 Entangling gates using flux-tunable qubits
The effect of the cross-Kerr interaction is to create entanglement between the two cavities. When self-Kerr
effect and other nonlinearites are present, additional phases are introduced which change what gate is applied
but do not change the degree of entanglement present in the system. A useful way to see this is by using
the purity [43] of the state and its individual parts. For a maximally entangled state of two qubits, the full
two-qubit system will be pure, whereas tracing out either subsystem will produce a single qubit which is in a
completely mixed state.
To perform using entangling gates, we now imagine two distinct regimes. In the first, the frequency of the
second qubit is selected so that the cross-Kerr is cancelled and the entanglement operation is switched off.
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In the second, the qubit is tuned further from the cavities, X becomes non-zero and entanglement occurs. If
this interaction can be switched on for the correct duration, then a maximally entangling operation can be
performed. Switching between the two states is achieved by changing the qubit frequency, as can be achieved
using an external flux in some transmon devices [44]. To test our perturbation theory results, we fully simulate
the evolution of the systems under H2C2T , starting with both cavities in the initial condition (|0〉+ |1〉)/√2.
We show the results of these simulations in Figure 9.6, where we plot the evolution of the system in both the
on and off configurations. We plot the purity of the two-qubit state with both cavities traced out and the
purity of the individual qubit states with the remainder of the system traced out.
When the qubits are arranged to cancel the cross-Kerr, the system remains in a product state over the full
time interval, as shown by the fact that both the two-qubit and single-qubit states have a purity very close
to one. The rapid oscillations in the purity are caused by the entanglement of the cavities and qubits that
occurs even in the dispersive regime. When one qubit is detuned 1 GHz further from the cavities, we see that
the purity of the single qubit states oscillate between 1 and 0.5, with a period of 60 µs. This means that if
the interaction is switched on for 30 µs then the two cavity states become maximally entangled. We compare
this to the reduction in the cross-Kerr that can be achieved by detuning a single qubit by 1 GHz. We see that
the second qubit allows us to switch off the interaction much more effectively, without significantly slowing
the entanglement in the ‘on’ configuration. In practice, the range over which a qubit can be tuned is limited
and so it is difficult to reduce the cross-Kerr sufficiently using a single qubit. We therefore have significant
advantages over using a single tunable qubit to implement gates. It may also be possible to improve this
scheme by adding extra qubits to each cavity which cancel the self-Kerr. This ability to perform a cross-Kerr
based gate between two modes becomes even more valuable when extended to an array of cavities, where it
may enable quantum computation when combined with a single qubit rotation implemented via one of the
qubits.
9.3 Kerr engineering in cavity lattices
Having demonstrated the principle of Kerr engineering and two applications in smaller systems, we now
study an extended superconducting system. We consider a line of N cavities which are coupled together by
intermediary qubits. This setup is shown in Figure 9.7. Each cavity also possesses an on-site qubit device,
with every device modelled as a Duffing oscillator. The Hamiltonian for this extended system is
H =
N∑
i
ωia
†
ia+
N+1∑
i
(
Ωjb
†
i bi + χib
†
i b
†
i bibi
)
+
N∑
i
(
Ω˜jc
†
i ci + ηic
†
i c
†
i cici
)
+
N∑
i
[
gi(a
†
i bi + aib
†
i ) + fi(a
†
i ci + aic
†
i ) + hi(a
†
i bi+1 + aib
†
i+1)
]
,
(9.27)
where the b operators correspond to the intermediary qubits, while the c operators are for on-site qubits. Each
cavity is coupled to three qubits – two hopping qubits to the left and right, with couplings gi and hi, and
one in the cavity with coupling fi. Note that the very end qubits are coupled to a single cavity, so we can
set g1 = hN = 0 if required. We also define ∆ij = ωi − ωj the detuning between the ith and jth cavities,
Γij = ωi − Ωj the coupling between ith cavity and jth qubit and Ξi = ωi − Ω˜i the detuning between cavity
i and its on-site qubit.
Once again, we apply time-independent perturbation theory to find the self-Kerr on each site Si and the
cross-Kerr between any two cavities xij . These are also derived fully in C. The self-Kerr is simply the sum of
the individual qubits contributions
Si =
(
χig
4
i
Γ3ii(Γii + χi)
+
ηif
4
i
Ξ3i (Ξi + ηi)
+
χi+1h
4
i
Γ3i,i+1(Γi,i+1 + χi)
)
n2i , (9.28)
and the cross-Kerr between adjacent cavities in the chain is
Xi,i+1 = 2h
2
i g
2
i+1
χi+1(Γi,i+1 + Γi+1,i+1)
Γ2i,i+1Γ
2
i+1,i+1(Γi,i+1 + Γi+1,i+1 + χi+1)
nini+1, (9.29)
while non-adjacent cavities experience no direct interaction up to fourth order in the coupling. We can see
from these expressions that it is possible to arrange the parameters of the chain such that many combination
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Figure 9.7: (a) Schematic of a line of superconducting cavities coupled by intermediary qubits and with an
on-site qubit per cavity. (b) Enlarged drawing of a single site, showing the relevant couplings and detunings
in the model.
of self and cross-Kerr coefficients can be realised, in particular Si = 0, Xi,i+1 6= 0. The existence of the on-site
qubits, whose fi parameter does not feature in the expressions for the cross-Kerr, allows the cross-Kerr to
be tuned initial and then the fi used to achieve the desire self-Kerr. This allows us to realise an effective
Hamiltonian
H ′ =
N∑
i
(
ω′ia
†
ia+ Sia
†
ia
†
iaiai
)
+
N−1∑
i
Xi,i+1a
†
iaia
†
i+1ai+1, (9.30)
where ω′i are rescaled cavity frequencies, Si are the on-site self-Kerr strengths and Xi,i+1 is the cross-Kerr
between the i-th and i+ 1-th cavities. In practice these results only converge if no two cavities or qubits have
the same frequency, so selecting the parameters so that the entire system behaves dispersively is non-trivial.
However, as devices become further separated from each other on the chain, their frequencies can become
close as the order of the interaction becomes larger and reduces the effect of the two elements coupling to
each other.
The realisation of this and similar many-body Hamiltonians could provide a platform for both quantum
simulation, providing a simple analogue in which to study more complex quantum systems and quantum
computations, we combined with the tunable qubits discussed above. Including tunable devices would also
allow sudden parameter changes, quantum quenches, to be implemented and studied experimentally.
9.4 Conclusions
We have shown that it is possible to use different types of superconducting qubit to engineer Kerr nonlinearities
in systems of cavities, demonstrating a significant benefit to using multiple device types in a single circuit.
Using perturbation theory and numerical simulations we have shown that coupling two types of qubit, with
opposite anharmonicities, to a single cavity can enable a complete cancellation of the cavity self-Kerr. The
cavity field can still be controlled, however, due to the number splitting of the qubit due to the coupling to the
cavity. We then showed that a similar result can be achieved for cross-Kerr between modes, demonstrating
that configurations exist where the cross-Kerr can be switched on and off, enabling a maximally entangling
operation to implemented between the two cavities if frequency-tunable qubits are used. This is a great
improvement over a single tunable qubit, which can only reduce the interaction strength polynomially in the
cavity-qubit detuning. Finally, we extended this to a line of superconducting cavities and showed that it could
be possible to engineer a chain of cavities with arbitrary on-site and interaction Kerr-coefficients. The on-site
qubit for each cavity then allows additional tunability of the array parameters. This many-body Hamiltonian
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could enable the study of phase transition and quenches in a cavity array coupled by cross-Kerr interactions,
or use as a quantum simulator. Implementing cross-Kerr mediated gates in a line of superconducting cavities
could also provide a platform for quantum computing.
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Chapter 10
Conclusions
Rapid developments in the field of circuit quantum electrodynamics have provided the opportunity to make
progress on multiple different fronts. Firstly, superconducting circuits may one day provide the basis for a de-
terministic quantum computer. However this goal will require significant progress in areas ranging from new,
higher coherence qubit designs to developments in optimal control and error correction as superconducting
systems scale up. In the shorter term, circuit QED will also enable exciting discoveries in new regimes of
quantum optics and in the field of condensed matter physics, possibly helping realise a quantum simulator.
This thesis has made progress on these fronts, covering problems in the study of nonclassical states in driven
dissipative systems from across this full spectrum: squeezing generation and the exact solutions of quantum
oscillators, along with Kerr effect engineering, are of interest in pure quantum optics; entanglement using the
Kerr effect and cat state amplification and stabilisation have application in quantum computing; and engi-
neering Kerr interactions in large many body systems could allow breakthroughs in quantum simulation. I will
now outline the main contributions of each of the chapters, with their implications and possible applications:
• Chapter 6 focuses on squeezing and state tomography. It studies driving a Jaynes-Cummings oscillator
with the squeezed output of a generate parametric amplifier using both self-consistent solutions of an
effective Gaussian model along with master equation solutions to study the mean field behaviour of the
system. The main result is that in this system it is possible to realise intracavity squeezing of greater
than a factor of two in the presence of nonlinearity, using the filtering effect of a cavity on the output
of a parametric amplifier, while simultaneously being in a parameter regime where a strongly coupled
qubit can be used to measure this intra-cavity squeezing directly. It also gives us an insight into the
study of interacting dissipative systems in the limit of weak nonlinearity compared with the dissipation
rate. In this case the loss of higher order correlations keeps the system in an approximate Gaussian
state, suggesting that effective Gaussian models may still be applicable in the study of higher order and
multimode interactions in this limit, for example in optomechanics.
• Chapter 7, which addresses quantum coherent control, proposes a novel amplification scheme for
Schro¨dinger cat states, based on the stimulated Raman adiabatic passage and flux-tunable qubits,
and demonstrates that amplification could be implemented in principle with a fidelity greater than 85%
for moderate sized even cat state without the pulse sequences being fully optimised. The main innova-
tion here is that the protocol is based on a unitary operation implemented with microwave pulses and
is therefore deterministic. This is in contrast to earlier amplification schemes for these states which
are either probabilistic or require significant reservoir engineering. The scheme is also compatible with
larger coherent state superpositions, allowing a full logical cat qubit to be encoded and amplified. Com-
bined with parity measurements, it could form part of a scheme to project and re-amplify and therefore
perform stabilisation of the state and enable preservation of quantum information stored in the cat.
This does not require the dissipation engineering used in other stabilisation schemes and may therefore
scale more easily to multi-cavity systems. Finally, this unitary state manipulation could be applied more
generally to realise other unitaries on the cavity state.
• Chapter 8 studies more in-depth the uses of a quantum optics method in circuit QED. It deals with
using the Fokker-Planck equation to gain insight into systems of interest in circuit QED by finding exact
solutions for the steady state moments, number state distribution and Q-functions of the system. The
most interesting result of this section is using an adiabatic elimination process to obtain the steady state
of an atom-cavity system in the bad cavity limit when the qubit is modelled by a realistic multilevel
transmon. This gives us the ability to quickly obtain results over large ranges of parameter space and
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at high driving powers where large numerical simulations would normally be required, and in many
cases are not even feasible. We see many of the features in the device response seen experimentally, in
addition to other results that are not possible using other analytical methods, for example the return of
the cavity to behaving linearly at high powers in the resonant regime. Comparisons with experimental
reflection data show that this model agrees well despite the fact that the method cannot consider
nonzero temperature. The second part of this chapter dealt with solutions of the parametrically driven
Duffing oscillator, comparing the behaviour of the full quantum system to the classical phase diagram
and demonstrating two applications to generation of nonclassical states in circuit QED. The first is that
even a small nonlinearity can significantly reduce the degree of squeezing that is produced in the internal
field of a parametric amplifier although in the limit of large nonlinearity, some steady state squeezing
is always possible. The second is that increasing the ratio of two-photon loss to single photon loss in
such a system can counteract the Kerr effect of the resonator and enable the stabilisation of smaller
cat states which are less susceptible to photon loss without fear of distortions causing overlap between
the coherent states.
• Finally, Chapter 9 investigates Hamiltonian engineering in circuit QED. It presents a series of results
relating to using different types of superconducting qubits in a single circuit to control the strength of
the self-Kerr and cross-Kerr interaction acting on resonators. The first application of this is to use qubits
which can be modelled as Duffing oscillators with opposite anharmonicities to cancel the self-Kerr of a
cavity and use this to allow states to be stored for a longer period in a cavity without being distorted
while still being controlled via the qubit. This was demonstrated using both perturbation theory and
master equation simulations and also works when a fluxonium qubit, which cannot be modelled as
simply, is used. A similar setup could also be used to cancel the cross-Kerr interaction between two
cavities using two qubits. This presents the chance to use a flux-tunable qubit to create an entangling
gate which can be switched on and off by tuning the qubit. Unlike using a single qubit, it would be
possible to completely switch off the interaction and therefore entangle and then store a multi-qubit
state. Finally, this chapter discussed using these principles to engineer novel Hamiltonians in a line
of cavities, using intermediary an on-site qubits to choose the desired self- and cross-Kerr coefficients.
This has potential applications in many body physics and quantum simulation, for example realising the
phase transitions predicted theoretically in a line of cavities coupled only by cross-Kerr interactions.
10.1 Further Work
In covering such a large range of problems within the field of circuit QED, this thesis naturally leads to many
further projects in many different areas. I will describe some of these avenues of research chapter by chapter:
• In order to use a cavity-qubit system to characterise sources of squeezing it is necessary to study the
effects of nonlinearities in the source on the reconstructed field from the cavity. As these sources
improve, these nonlinearities will become more important, partly because the results of Chapter 8
suggest that small nonlinearities can cause a large reduction in intracavity squeezing, but also because
very broadband squeezing requires stronger drives which may cause other nonlinear effects to arise
in the circuit. Quadratic and higher order nonlinearities in the source would not easily yield to the
self-consistent models used but could be investigated using master equation simulations. As squeezed
vacuum has been proposed as a resource for performing higher fidelity qubit readout, it would also be
interesting to see how nonlinearites in the system affect this process.
As discussed above, the other avenue this work leads to is in using Gaussian effective models to study
multimode interactions in the limit that the nonlinearities are smaller than the dissipation. In closed
Gaussian systems, conserved quantities can be easily calculated and it may be possible to see analogues
of these in the dissipative system as we see with the conservation of the squeezing in the presence
of the qubit nonlinearity. This type of result would also have application in other areas, such as
optomechanics, where the dissipation tends to be relatively large. In many cases this would require an
extension of the idea to the case of non-zero amplitude in the modes, which would possibly allow the
mean field approximation of some condensed matter systems to be studied.
• The cat state amplification protocol proposed in Chapter 7 could potentially be extended and improved
in a variety of ways. In addition to possible experimental verification, it would be interesting to see
whether it can be implemented using a process such as side-band transitions, which can operate much
more quickly but occur at higher powers, risking exciting undesirable transitions. This may also lead to
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using optimal control techniques to mitigate these problems and improve the fidelity of the amplification.
Speeding up the transfers significantly would improve this schemes usefulness in a realistic stabilisation
scheme.
Another use of optimal control techniques is to design robust controls which are not sensitive to errors
in the system parameters or the implementation of the control. In our case we may also want robustness
to the size of the initial cat state, allowing us to amplify my different sized inputs well with a single
control sequence. It would also be interesting to see whether it is possible to design the pulse scheme
so that it is not necessary to tune the qubit in and out of resonance with the cavity. This would be
particularly challenging as the small nonlinearity would lead to crowding of the driven transitions, but
could remove an element which is relatively hard to engineer and provides a source of decoherence. A
final use of optimal control techniques would be to design the pulses so that the number dependant
phase shifts of the cavity are eliminated and the SNAP gate at the end of the protocol is not required.
An extension to four-coherent-state superpositions would allow amplification of general logical qubits
rather than just even cat states. In principle, the scheme required for this is identical, although in
general larger states must be used and therefore a larger number of control pulses would be required to
transfer the populations of higher Fock states. In combination with parity measurements of the cavity
field, this could form part of a full stabilisation scheme for quantum information and is therefore of
interest for quantum error correction. As the process is based on single state transfers, this type of
scheme can in principle be generalised to a wide variety of control and state-synthesis problems.
• While systems for which the Fokker-Planck equation can be solved exactly are very rare, these systems
are often difficult to solve by any method and so solutions can be particularly valuable and provide great
insight. It would be especially interesting to study what kind of two-mode systems can be solved in
general. I would also like to investigate more fully the implications of the adiabatic elimination procedure
used to solve the cavity-transmon system. When not operating in the bad cavity limit it appears that
the solution greatly overestimates the nonlinearity induced by the transmon, and it would be interesting
if this could be quantified and possibly extend the solution out of this regime.
The response of the cavity-qubit system that we solved using this method does not reproduce all of the
experimental features at high powers, suggesting that higher order terms of the transmon nonlinearity
are required. While the FPE cannot be used for these, further work to find a method to analyse these
terms would be valuable. It is possible that at these photon populations the technique used could be
semiclassical.
• Finally the Kerr engineering work presented in Chapter 9 has many possible applications in quantum
information processing and many body physics. Obviously it would be of huge benefit to have experi-
mental confirmation of self- or cross-Kerr engineering to demonstrate that using different types of qubit
in a single circuit has significant benefits. On the theoretical side it is necessary to study the circuit
from first principles to check that there are no interactions between the devices that are not captured
by our Hamiltonian.
There is scope to investigate further all of the applications considered in this chapter. In the case of
reducing self-Kerr for quantum memory, it would be useful to investigate further how the addition of
the second qubit device affects the controllability of the cavity field, for example the qc-map, or its
equivalent for other coherent state superpositions, to encode information in the cavity. Further study
of how different decoherence processes affect the state storage is also required. For the purpose of
using using tunable qubits to implement cross-Kerr entangling gates further work is required to make
is suitable for quantum information processing. Again, optimal control techniques could be useful here
to optimise switching the gate operation on and off and to implement different gates. The addition of
tunable on-site qubits may also allow the self-Kerr of both modes to be eliminated during the gate or
cancelled out afterwards
The greatest scope for further work is in the field of many body physics where realising a lattice of
cavities with intermediary and on-site qubits could allow to study of non-equilibrium phase transitions in
a system with only self- and cross-Kerr interactions. The addition of tunable qubits would allow these
interactions to be modified dynamically, enabling quench dynamics to also be investigated. Finally, if
robust gates can be implemented between a pair of cavities, then it is possible to imagine extending
this to a full line of cavities where entangling gates between all adjacent cavities would enable quantum
computation. Additional work is required on the line of cavities to establish the effects of spectral
crowding, how close in frequency the elements of the system can be placed and to what extent the
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system would be robust to errors in the device parameters. Simulating such a system with more than
a few cavities is computationally very difficult and would require advances techniques such as time
dependent matrix product states calculations.
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Appendix A
Further investigation of STIRAP-type
transfers
The Appendix includes a discussion of two technical points raised for the cat state amplification scheme in
Chapter 7: the fact that the transfer operates in a reversible manner; and how the adding of a third transmon
level affects our ability to perform this transfer.
A.1 Reversibility of the STIRAP-type transfer
Although this STIRAP-type operation behaves well enough for our desired state transfer (|+, n〉 → |−, n〉), it
cannot be fully explained by the models for conventional STIRAP in a bare Λ atomic system. In STIRAP, the
state transfer efficiency is strongly dependent on the overlap of the two pulse envelopes [1, 2]. In particular,
efficient state transfer only occurs for the ‘counter-intuitive’ sequence of the two pulses, coupling the target
state and excited state first to dress the states.
We have examined the transfer efficiency of our scheme for the simplest transfer from |+, 0〉 to |−, 0〉
with detuning ∆0 in Figure A.1. For positive τ , the behaviour is similar to the conventional STIRAP counter-
intuitive pulse sequence, with transfer efficiency rapidly increasing as τ increases, nearly reaching one and
then plateauing. The efficiency then drops with decreasing overlap area. However, our operation also shows
excellent state transfer for the reverse pulse sequence. It therefore behaves like a generalisation of the σx
operation to the cavity state, which swaps the populations in |+, n〉 and |−, n〉. In our application for
amplification we are only ever moving populations from a partially occupied state a completely unoccupied
state, so the transfer appears undirectional.
In our parameter region, and without decoherence, the transfer efficiency is symmetric about τ = 0 (fully
overlapped pulses). However, the transfer efficiency for reversed pulses is more sensitive to changes in ∆0
and the length of pulse envelopes. Oscillations are seen in the transfer efficiency when these parameters are
changed, indicating that the process may not be ‘as adiabatic’ as conventional STIRAP. These phenomena
might be better understood in adiabatic Floquet theory [3, 4] and we believe they are caused by the existence
of energy levels outside the Λ-system [5, 6].
A.2 Including additional transmon levels
As the transmon is in fact a multilevel system, there is the potential for additional levels to affect the
state transfer. While we showed in Figure 7.4 that these levels should not cause problems for the adiabatic
qubit sweep, the presence of these levels may effect the transfer efficiency between computational states.
We therefore simulate the STIRAP-type state transfer from |0,+〉 to |0,−〉, both with an without a third
transmon level. The results are shown in Figure A.2. Using the same pulse envelopes, frequencies, amplitudes
and overlaps, all of the population is successfully transferred. Crucially this means that the transfer does not
have to be performed more slowly when a realistic transmon is introduced. One significant problem that the
transmon will introduce is that there will be many more unwanted transitions which we must avoid with our
microwave controls.
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Figure A.1: Transfer efficiency of the STIRAP-type pulses between |+, 0〉 and |−, 0〉 as a function of the
overlap between the two pulses (see the right top). Unlike STIRAP in cavity QED, this scheme is reversible
and in effect behaves like a generalised σx operation between |+, n〉 and |−, n〉 for all n, exchanging the
populations in the two states. (Reproduced from [7])
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Figure A.2: Comparison of the population transfer via the STIRAP-type pulses from |+, 0〉 (blue) to |−, 0〉
(red) in (a) two levels and (b) three levels of the transmon. while the presence of the third transmon level
affects the transfer process, introducing some oscillation in the state populations, it does not affect the final
transfer fidelity. (Reproduced from [7])
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Appendix B
Exact solutions of the Fokker-Planck
equation
The results in Chapter 8 rely on exact solutions of two Fokker-Planck equations in the generalised P -
representation. The majority of this Appendix is dedicated to showing how the exact solution for a cavity
transmon system is obtained, including the special functions that are used in the derivation and how expres-
sions for the Q-function and P (n) are subsequently calculated. The final section gives the corresponding
results for the Q-function and number state distributions of the parametrically driven Duffing oscillator.
B.1 Adiabatic elimination of the cavity
A Fokker-Planck equation of the form
∂P (x)
∂t
=
[
− ∂
∂xj
Ai +
1
2
∂
∂xi
∂
∂xj
Dij
]
P (x), (B.1)
where Ai is known as the drift vector and Dij the diffusion matrix, can be written equivalently as a quantum
Langevin equation, provided that the diffusion matrix can be written as D = BBT for some matrix Bij , given
by
dxi
dt
= Ai +Bijη(t), (B.2)
where η(t) is a vector of zero-mean, delta correlated stochastic processes representing noise acting on the
phase space coordinates. As in our system the cavity has no diffusive processes acting directly on it, the
Langevin equation for this subsystem is
∂
∂t
(
α1
β1
)
=
( −i∆cα1 + − gα2 − γc2 α1
i∆cβ1 + 
∗ − gβ2 − γc2 β1
)
. (B.3)
In the limit that the cavity is much faster than the qubit (γc  γt), we assume that the cavity state
relaxes extremely quickly in response to changes in the qubit field and is therefore in a steady state. By setting
the equation equal to 0, we can obtain expressions for the variables of the first cavity in terms of those of the
second:
α1 =
2
γ˜c
(− gα2), β1 = 2
γ˜∗c
(∗ − gβ2). (B.4)
We can use these expressions to eliminate the first mode from the system completely, by substituting them
back into the FPE
B.2 Special functions
In solving the systems in Chapter 8, we encounter various different special functions. While we do not need
to study the properties of these in detail for our purposes, it may be useful to know some basis features.
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Gamma function
The Gamma function Γ(x) is a generalisation of the factorial function x! to real and complex numbers. For
positive integers
Γ(n) = (n− 1)!, (B.5)
and for any complex number z with a positive real part the function is defined by the integral
Γ(z) =
∫ ∞
0
xz−1e−xdx. (B.6)
The definition can also be analytically continued to all complex numbers, except for non-positive integers, for
which the function is not defined.
Hypergeometric functions
A hypergeometric series is a power series
∑∞
n=0 βnz
n where the ratio of successive coefficients is a rational
function of n. The standard notation for these functions is
Fp q (a1, . . . , ap; b1, . . . , bq; z) =
∞∑
n=0
(a1)n . . . (ap)n
(b1)n . . . (bq)n
zn
n!
, (B.7)
where we have used the Pochhammer symbol
(a)0 = 1, (a)n = a(a+ 1) . . . (a+ n− 1). (B.8)
Many other special functions can be written as limits of the hypergeometric function, the most simple example
being F0 0 (; ; z) = e
z. As with the Gamma function, integral representations of the hypergeometric function
exist. The Gauss hypergeometric function F2 1 is defined by the Euler integral
Γ(b)Γ(c− b)
Γ(c)
F2 1 (a, b; c; z) =
∫ 1
0
xb−1(1− x)c−b−1(1− zx)−adx, <(c) > <(b) > 0, (B.9)
for |z| ≤ 1. For other values of z, analytic continuation is possible be using contour integrals which take
paths through the z plane which enclose the poles of the integrand in various orders.
B.3 Solving the Fokker-Planck equation
The FPE we wish to solve, after the cavity has been eliminated, is simply that for a driven, damped quantum
Duffing oscillator with the parameters replaced by functions of the original system parameters. The solution
is very similar to that given in [1], which we follow, but the elimination means that all of the parameters are
complex and some of the simplifying solutions are not possible. The system satisfies the potential conditions
∂Fi/∂xj = ∂Fj/∂xi, where
Fi ≡ 2D−1ij
(
Ak − 1
2
∂Djk
∂xk
)
, (B.10)
and it is therefore possible to find the steady state of the system. In this case there are only two terms to
calculate,
F1 =
2
iχ
(
iχβ2 +
γ˜t − 2iχ
2α2
− ˜
α22
)
, (B.11)
F2 = − 2
iχ
(
−iχα2 + γ˜
∗
t + 2iχ
2β2
− ˜
∗
β22
)
, (B.12)
and the cross derivatives are indeed equal. The steady state P -function is then obtained by integrating
P1(α) = N exp
[∫
1
iχ
(
iχβ2 +
γ˜t − 2iχ
2α2
− ˜
α22
)
dα2 −
∫
1
iχ
(
−iχα2 + γ˜
∗
t + 2iχ
2β2
− ˜
∗
β22
)
dβ2
]
= N exp
[
α2β2 +
(
γ˜t
2iχ
− 2
)
logα2 +
˜
iχα2
+ α2β2 +
(
γ˜∗t
−2iχ − 2
)
log β2 +
˜∗
−iχβ2
]
= Nαd−22 βd
∗−2
2 exp
[
˜
iχ
1
α2
+
˜∗
−iχ
1
β2
+ 2α2β2
]
,
(B.13)
108
B.4. CAVITY MOMENTS
where we have defined d = γ˜t/(2iχ) and N is some normalisation constant. In order to find N , we integrate
P (α) again, making use of the substitution x = 1/α2, y = 1/β2 and Taylor expanding the second term of
the exponential to give
1
N =
∫ ∞∑
n=0
2n
n!
x−d−ny−d
∗−n exp
[
˜
iχ
x+
˜∗
−iχy
]
dxdy. (B.14)
These integrals are related to the Gamma function by the identity
2pii
tn+d−1
Γ(d+ n)
=
∫
C
x−n−dextdx, (B.15)
which implies that
1
N = −
∞∑
n=0
2n
n!
(
˜
iχ
)d+n−1(
˜∗
−iχ
)d∗+n−1
4pi2
|Γ(d+ n)|2 , (B.16)
where we have also used the fact that (xy)∗ = x∗y
∗
. Finally we note that the infinite sum is of the same
form as the definition of the hypergeometric function F0 2 (a, b;x) and that the normalisation can be written
1
N = −4pi
2
(
˜
iχ
)d−1(
˜∗
−iχ
)d∗−1 F0 2 (d, d∗, 2 ∣∣∣ ˜χ ∣∣∣2)
Γ(d)Γ(d∗)
. (B.17)
The moments of the transmon field in the generalised P -representation are defined as〈
b†nbm
〉
=
∫ ∫
αm2 β
n
2 P1(α2, β2)dα2dβ2, (B.18)
and are of the same form as the normalisation integral but with d→ d+m, d∗ → d∗+n. We therefore have
the final expression for the moments
〈
b†nbm
〉
=
(
˜
iχ
)m(
˜∗
−iχ
)n F0 2 (d+m, d∗ + n, 2| ˜χ |2)Γ(d)Γ(d∗)
F0 2 (d, d
∗, 2| ˜χ |2)Γ(d+m)Γ(d∗ + n)
. (B.19)
B.4 Cavity moments
The moments of the cavity field in the generalised P -representation are given by〈
a†nam
〉
=
∫
αm1 β
n
1 P (α)dα. (B.20)
If we instead substitute in the relations given in Equation 8.5, then we obtain a new expression for the moments
〈
a†nam
〉
=
(
2
γ˜c
)m(
2
γ˜∗c
)n ∫
(− gα2)m(∗ − gβ2)nP (α)dα. (B.21)
This can be expanded out for any value of m and n and written in terms of moments of the transmon
subsystem. For example, 〈a〉 (m = 1, n = 0) is given by
〈a〉 = 2
γ˜c
∫
(− gα2)P (α)dα = 2
γ˜c
(

∫
P (α)dα − g
∫
α2P (α)dα
)
=
2
γ˜c
(− g 〈b〉). (B.22)
where we have used the fact that the P -function is normalised over phase space.
B.5 Transmon P (n) and Q-functions
The photon number distribution of the transmon can be written in the generalised P -representation as [2]
P (n) =
1
n!
∫∫
αn2β
n
2 e
−α2β2P (α2, β2)dα2dβ2. (B.23)
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This integral is the same as that for the moments, up to the coefficients of the terms of the Taylor expansion
and with m = n, so the number distributions is given by
P (n) =
∣∣∣∣ ˜χ
∣∣∣∣2n Γ(d)Γ(d∗)F (d+ n, d∗ + n, | ˜χ |2)Γ(d+ n)Γ(d∗ + n)F (d, d∗, 2| ˜χ |2) . (B.24)
The Q-function is defined by performing the trace of the density matrix over a basis of coherent states
Q(α) =
1
pi
〈α|ρ|α〉, (B.25)
In the generalised P -representation, this can be written as
Q(α) = e−αβ
∫∫ ∞∑
k,l=0
(−1)k+l
k!l!
αkβlα′kβ′le−α
′β′P (α′, β′)dα′dβ′ (B.26)
Again, this is just an infinite sum of the type of integrals done to calculate the moments of the field, and the
Q-function can be written as
Q(x, y) = e−x
2−y2
∞∑
k,l=0
(−1)k+l
k!l!
(
x+ iy√
2
)k (
x− iy√
2
)l
×
(
˜
iχ
)k (
˜∗
−iχ
)l Γ(d)Γ(d∗)F (d+ k, d∗ + l, | ˜χ |2)
Γ(d+ k)Γ(d∗ + l)F (d, d∗, 2| ˜χ |2)
,
(B.27)
where, for the purposes of plotting the functions, we have written α = x+ iy.
B.6 Parametrically driven Duffing P (n) and Q-functions
In a very similar fashion to the cavity-transmon system above, we can also obtain an expression for the Fock
state distribution of the parametrically driven Duffing oscillator
P (n) =
1
I00
∞∑
j=0
1
n!j!
∣∣∣∣ 2κ2
∣∣∣∣j+n | F2 1 (−j − n,A−B, 2A; 2)|2 , (B.28)
where the normalisation is as defined in Equation 8.18:
I00 =
∞∑
j=0
2j
j!
∣∣∣∣ 2κ2
∣∣∣∣j | F2 1 (−j, A−B, 2A; 2)|2 . (B.29)
An analytical expression for the Q-function can also be written for this system and is given by
Q(x, y) = e−
x2+y2
2
1
I00
∞∑
j,k,l=0
(−1)k+l
k!l!
(
x+ iy√
2
)k (
x− iy√
2
)l(
−
√
2
κ2
)j+k(
−
√
∗2
κ∗2
)j+l
× F2 1 (−j − k,A−B, 2A; 2) F2 1 (−j − l, A∗ −B∗, 2A∗; 2).
(B.30)
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Appendix C
Perturbation theory
This final Appendix includes details of the perturbation theory calculation used in Chapter 9. For a system
with Hamiltonian
H = H0 + λV, (C.1)
where λ is a small parameter compared with the terms in the unperturbed Hamiltonian H0, we can write the
first four orders of energy corrections in terms of the unperturbed eigenstates |k〉 and eigenvalues E(0)k . We
define Vnm = 〈n|V |m〉 and Enm = E(0)n − E(0)m . The perturbations to the state energies are
E(1)n = Vnn, E
(2)
n =
|Vni|2
Eni
, E(3)n =
VnjVjiVin
EniEnj
− Vnn |Vnj |
2
E2nj
E(4)n =
VnkVkjVjiVin
EniEnjEnk
− |Vnk|
2
E2nk
|Vni|2
Eni
− VnnVnkVkjVjn
E2njEnk
− VnnVnkVkiVin
EniE2ni
+ V 2nn
|Vnk|2
E3nk
.
(C.2)
where all the ki are summed over with ki 6= n.
In the systems we are looking at, with only linear couplings between cavities and qubits appearing in
V , applying V to any eigenstate of the unperturbed system will take the system to an orthogonal state, so
Vnn = 0. If we are only considering systems without any closed loops, then it is also impossible to have terms
such as Vnk2Vk2k1Vk1n, with odd numbers of matrix elements. This is because an odd number of applications
of the linear coupling term cannot map you back to the original state. This greatly simplifies the perturbed
energies to
E(1)n = 0, E
(2)
n =
|Vni|2
Eni
, E(3)n = 0, E
(4)
n =
VnkVkjVjiVin
EniEnjEnk
− |Vnk|
2
E2nk
|Vni|2
Eni
. (C.3)
These remaining terms can be thought of as contributions from one or more excitations hopping through the
system, through a set of unique intermediary states before returning to their initial configuration.
C.1 Cross-Kerr interaction
The first case we apply perturbation theory to is two cavities that are both coupled to a single qubit. The
Hamiltonian in this case is
H2C1Q =
∑
i
ωia
†
iai +
ωq
2
σz +
∑
i
gi(a
†
iσ− + aiσ+). (C.4)
The second order corrections to the cavity energies include only terms with two applications of the interaction
Hamiltonian. The only such paths are one excitation from either cavity hopping to the qubit and back again,
so the correction is given by
E2C1Q(2)n1,n2,g =
g21
∆1
n1 +
g22
∆2
n2. (C.5)
The fourth order correction includes all paths made up of four applications of the Hamiltonian, where every
intermediary state is different to the initial (and final) state. The first two terms come from an excitation
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moving from one cavity to the other and back again with opposite signs because they occur in opposite
directions.
E2C1Q(4)n1,n2,g = g
2
1g
2
2
n1(n2 + 1)
∆21∆12
− g21g22
n2(n1 + 1)
∆22∆12
−
(
g21
∆1
n1 +
g22
∆2
n2
)(
g21
∆21
n1 +
g22
∆22
n2
)
= g21g
2
2n1n2
[
1
∆21∆12
− 1
∆22∆12
− 1
∆1∆22
− 1
∆21∆2
]
+
g21g
2
2
∆12
[
n1
∆21
− n2
∆22
]
− g
4
1
∆31
n21 −
g42
∆32
n22
= g21g
2
2
∆22 −∆21 −∆12(∆1 + ∆2)
∆21∆
2
2∆12
n1n2 + g
2
1g
2
2
[
n1
∆21∆12
− n2
∆22∆12
]
− g
4
1
∆31
n21 −
g42
∆32
n22
= −2g21g22
∆1 + ∆2
∆21∆
2
2
n1n2 + g
2
1g
2
2
[
n1
∆21∆12
− n2
∆22∆12
]
− g
4
1
∆31
n21 −
g42
∆32
n22.
(C.6)
In this system we see both cross-Kerr and self-Kerr terms in the fourth-order correction. The self-Kerr is
always present, but the cross-Kerr can in principle be eliminated by an appropriate choice of the parameters.
C.1.1 Adding the third transmon level
If instead of a qubit we use a transmon modelled as a Duffing oscillator, then the Hamiltonian for a single
cavity and qubit
H1C1T = ωca
†a+ ωqb†b+ χb†b†bb+ g(ab† + a†b). (C.7)
There are no additional corrections to the cavity energy levels, with the qubit in the ground state, at second
order because it is not possible to access the higher qubit levels and return to the initial state with two
applications of the interaction
E1C1T (2)n,g =
g˜2n
∆
. (C.8)
At fourth order however now two excitations can hop into the transmon, giving us the next order correction
E1C1T (4)n,g = −
g˜4n2
∆3
+ 2
g4n(n− 1)
∆2(2∆ + χ)
= −2 g
4
∆2(2∆ + χ)
n+
χg4
∆3(2∆ + χ)
n2. (C.9)
C.2 Cross-Kerr with transmon
Now in the two cavity-one qubit case the Hamiltonian is
H2C1T =
∑
i
ωia
†
iai + ωqb
†b+ χb†b†bb+
∑
i
g(aib
† + a†i b). (C.10)
Again, the second order correction is unchanged by the extra transmon levels
E2C1T (2)n1,n2,g =
g21
∆1
n1 +
g22
∆2
n2, (C.11)
but there are new terms at the fourth order correction. These are associated with two photons from one qubit
going into the qubit and back again, and also terms where one from each cavity goes into the qubit and then
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return to the cavities, in four different orders. The fourth order correction is therefore
E2C1T (4)n1,n2,g = g
2
1g
2
2
n1(n2 + 1)
∆21∆12
− g21g22
n2(n1 + 1)
∆22∆12
−
(
g21
∆1
n1 +
g22
∆2
n2
)(
g21
∆21
n1 +
g22
∆22
n2
)
+
2g41n1(n1 − 1)
∆21(2∆1 + χ)
+
2g42n2(n2 − 1)
∆22(2∆2 + χ)
+ 2g21g
2
2
[
1
∆21(∆1 + ∆2 + χ)
+
1
∆22(∆1 + ∆2 + χ)
+
2
∆1∆2(∆1 + ∆2 + χ))
]
n1n2
= g21g
2
2n1n2
[
1
∆21∆12
− 1
∆22∆12
− 1
∆1∆22
− 1
∆21∆2
]
+
g21g
2
2
∆12
[
n1
∆21
− n2
∆22
]
− g
4
1
∆31
n21 −
g42
∆32
n22
+
2g41n1(n1 − 1)
∆21(2∆1 + χ)
+
2g42n2(n2 − 1)
∆22(2∆2 + χ)
+ 2g21g
2
2
(∆1 + ∆2)
2
∆21∆
2
2(∆1 + ∆2 + χ)
n1n2
= 2g21g
2
2
χ(∆1 + ∆2)
∆21∆
2
2(∆1 + ∆2 + χ)
n1n2 +
g21g
2
2
∆12
[
n1
∆21
− n2
∆22
]
− 2 g
2
1
∆21(∆1 + χ)
n1 − 2 g
2
2
∆22(∆2 + χ)
n2
+
χg41
∆31(2∆1 + χ)
n21 +
χg42
∆32(2∆2 + χ)
n22.
(C.12)
We can repeat this with two Duffing-like devices to give the self- and cross-Kerr coefficients
S2C2Ti =
χ1g
4
i1
∆3i1(2∆i1 + χ1)
+
χ2g
4
i2
∆3i2(2∆i2 + χ2)
, (C.13)
X2C2T = 2g211g
2
21
χ1(∆11 + ∆21)
∆211∆
2
21(∆11 + ∆21 + χ1)
+ 2g212g
2
22
χ2(∆12 + ∆22)
∆212∆
2
22(∆12 + ∆22 + χ2)
. (C.14)
C.3 Array of cavities
Finally, we consider a complete line of cavities, each connected by intermediary qubits, and with each cavity
possessing its own on-site qubit. The complete Hamiltonian using only two-level qubits is
H =
N∑
i
ωia
†
ia+
N+1∑
i
Ωj
2
σzj +
N∑
i
Ω′j
2
σ˜zj
+
N∑
i
[
gi(a
†
iσi− + aiσi+) + fi(a
†
i σ˜i,i + aiσ˜i,+)hi(a
†
iσi+1,− + aiσi+1,+)
]
. (C.15)
The second order correction is as simple for other cases, simply adding the contributions due to each qubit
E(2)ni,g =
N∑
i
(
g2i
Γii
+
f2i
Ξi
+
h2i
Γi,i+1
)
ni. (C.16)
For the fourth order contribution, there are terms associated with: excitations in each cavity hopping to
the cavities to the left and right; two excitations in the same cavity hopping onto different qubits; and two
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excitations from different points in the line hopping onto different qubits. The full correction is
E(4)n,g,g =
N∑
i
(
g2i h
2
i (Γii + Γi,i+1)
Γ2iiΓ
2
i,i+1
+
g2i f
2
i (Γii + Ξi)
Γ2iiΞ
2
i
+
f2i h
2
i (Ξi + Γi,i+1)
Ξ2iΓ
2
i,i+1
)
ni(ni − 1)
+
∑∑
i 6=j
(
g2i h
2
j (Γii + Γj,j+1)
Γ2iiΓ
2
j,j+1
+
g2i f
2
j (Γii + Ξj)
Γ2iiΞ
2
j
+
f2i h
2
j (Ξi + Γj,j+1)
Ξ2iΓ
2
j,j+1
)
ninj
+
∑∑
i 6=j
(
g2i g
2
j (Γii + Γjj)
2Γ2iiΓ
2
jj
+
h2ih
2
j (Γi,i+1 + Γj,j+1)
2Γ2i,i+1Γj,j+1
+
f2i f
2
j (Ξi + Ξj)
2Ξ2iΞ
2
j
)
ninj
−
N−1∑
i=1
(
h2i g
2
i+1(Γi,i+1 + Γi+1,i+1)
Γ2i,i+1Γ
2
i+1,i+1
)
nini+1
+
N−1∑
i=1
h2i g
2
i+1
(
ni(ni+1 + 1)
∆i,i+1Γ2i,i+1
− ni+1(ni + 1)
∆i,i+1Γ2i+1,i+1
)
−
N∑
i
(
g2i
Γii
+
f2i
Ξi
+
h2i
Γi,i+1
)
ni
N∑
j
(
g2j
Γ2jj
+
f2j
Ξ2i
+
h2j
Γ2j,j+1
)
nj
=−
N∑
i
(
g2i h
2
i (Γii + Γi,i+1)
Γ2iiΓ
2
i,i+1
+
g2i f
2
i (Γii + Ξi)
Γ2iiΞ
2
i
+
f2i h
2
i (Ξi + Γi,i+1)
Ξ2iΓ
2
i,i+1
)
ni
−
N−1∑
i=1
(
h2i g
2
i+1(Γi,i+1 + Γi+1,i+1)
Γ2i,i+1Γ
2
i+1,i+1
)
nini+1
+
N−1∑
i=1
h2i g
2
i+1
(
ni(ni+1 + 1)
∆i,i+1Γ2i,i+1
− ni+1(ni + 1)
∆i,i+1Γ2i+1,i+1
)
−
N∑
i
(
g4i
Γ3ii
+
f4i
Ξ3i
+
h4i
Γ3i,i+1
)
n2i .
(C.17)
As before we can now extract the self-Kerr from the new energies
Si = −
(
g4i
Γ3ii
+
f4i
Ξ3i
+
h4i
Γ3i,i+1
)
n2i , (C.18)
and we see that the total nonlinearity is given by adding the separate induced nonlinearities due to the
individual qubits. The cross-Kerr between adjacent cavities is only affected by the qubit coupled between
them
Xi,i+1 = 2h
2
i g
2
i+1
χi+1(Γi,i+1 + Γi+1,i+1)
Γ2i,i+1Γ
2
i+1,i+1(Γi,i+1 + Γi+1,i+1 + χi+1)
nini+1. (C.19)
C.3.1 Using multilevel transmons
Finally these calculations can be performed for the full array of cavities considering three transmon levels
H =
N∑
i
ωia
†
ia+
N+1∑
i
(
Ωjb
†
i bi + χib
†
i b
†
i bibi
)
+
N∑
i
(
Ω˜jc
†
i ci + ηic
†
i c
†
i cici
)
+
N∑
i
[
gi(a
†
i bi + aib
†
i ) + fi(a
†
i ci + aic
†
i ) + hi(a
†
i bi+1 + aib
†
i+1)
]
.
(C.20)
As with the cross-Kerr calculations, the only additionally terms come from two excitations, either from the
same or adjacent cavities hopping into the same qubit. Including these terms gives the Kerr terms quoted in
the main text
Si =
(
χig
4
i
Γ3ii(Γii + χi)
+
ηif
4
i
Ξ3i (Ξi + ηi)
+
χi+1h
4
i
Γ3i,i+1(Γi,i+1 + χi)
)
n2i , (C.21)
Xi,i+1 = 2h
2
i g
2
i+1
χi+1(Γi,i+1 + Γi+1,i+1)
Γ2i,i+1Γ
2
i+1,i+1(Γi,i+1 + Γi+1,i+1 + χi+1)
nini+1. (C.22)
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