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A Review of Current Components for Integrated 
Computational Environments 
Benjamin M. Sloan1, Douglas S. McCorkle2 and Kenneth M. Bryden3 
Ames Laboratory, Ames, Iowa, 50011 
 
The integrated computational environment has remained some sort of a unicorn since it was 
first postulated in the 1960’s. Some of the most important components to these environments 
are used in their own stand alone systems such as problem solving environments, model 
integration frameworks, and virtual environments. Characteristics of these systems have 
been identified creating a checklist upon which these and other environments can be 
compared in order to determine the actuality of integrated computational environment. 
Finally, the future of integrated computational environments are discussed including the 
ancillary components that will soon be included that create a complete design envelope 
within one single virtual space. 
I. Introduction 
onsider a massive, multiplayer online game, a group of people work together in a shared computational 
environment with defined rules to solve a problem. These computational environments link together physics 
engines, monetary systems, populations of virtual beings, data information systems and a wide variety of other 
computational support to create an environment that is so compelling that people pay to work in these environments. 
The engineering work flow common today is in stark contrast with these massive, multiplayer online games. As a 
starting place the “work” that is accomplished in these massive, multiplayer online games could not be performed 
without the computational framework and environment supporting it, even with the best of engineering project 
management. Recognizing this many have sought to develop computational frameworks and systems that enable 
engineers and others to design, build, and deliver engineered products. However the complexity of representing real 
systems and the challenge of creating a computational framework that can support a complete engineering workflow 
has limited  this work. Indeed,  recently Andreasen1 identified in a review of his work throughout his life that 
creating a workbench is inherently difficult such that he had to abandon his work toward developing one. 
 
While recognizing the challenges of creating this type of comprehensive engineering work environment the rewards 
are significant and several different approaches have addressed various aspects of an computational engineering 
work environment. These include model integration frameworks, problem solving environments (PSEs), design 
workbenches, integrated computational environments (ICE), and virtual environments. One of the difficulties within 
this field the vocabulary associated with each topic especially with many terms used interchangeably describing the 
many of the same ideas and topics. This paper reviews these topics and proposes a critical set of research topics that 
need to be addressed as part of developing this integrated engineering environment.   
II. Computational Environments 
The definitions of framework are varied and can refer to software libraries, software applications, structural 
components of a building, and everything in between. A general definition of framework is “a basic structure 
underlying a system, concept, or text” 2. In this discussion, framework will refer to a software application that is the 
basic structure utilized to integrate, simulate, and understand complex systems. Padula and Gillian3 note that the 
main issues facing the development of software frameworks are 
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• Verification and validation of federated simulation environments 
• Knowledge capture stemming from these large federated simulation environments 
• Easy access to large simulations through graphical displays 
One of Padula and Gillian’s key ideas is that many frameworks center on creating data repositories that tie 
information to the components they represent. 4 These repositories then enable the users of the frameworks to 
seamlessly query information on a per-component basis.  
To do this the integration framework must address five essential needs: 
1. Seamless integration of existing models.  Models and databases that address individual aspects of this 
overall system exist today. These models are fully developed, validated, and peer-reviewed. The integration 
framework must be able to incorporate these models without change to their source code or validity. 
2. Plug-and-play interaction.  The core set of models has been developed independently from this framework 
and from each other. As a result, these models will continue to be updated and revised independently from 
the integration framework. In addition, different scenarios will require different models and databases, and 
researchers may wish to compare the results of one set of models or databases with the results of another. 
Because of this, a “hard coded” approach is not appropriate and the integration framework must support 
interactive update and revision of the models and databases within the systems model. 
3. Intuitive, collaborative, real-time interaction.  The integrated computational model will be used by a 
number of different groups and individuals, each with different skills and different analysis needs. The 
framework needs to be able to interactively support the disparate needs of each of these groups for varying 
models, assumptions, scenarios, and user interfaces. 
4. Customizable real time visualization tools.  
5. Standard engineering tools. Optimization, large data management,  
The development of this integrated residue removal modeling system is described in this paper. The case study 
presented demonstrates the initial implementation of this modeling tool following the description of the 
development of the modeling system. 
 
A. Model integration Frameworks 
   
Model integration frameworks have been developed and used extensively for environmental modeling 
applications. There are several examples integrated modeling frameworks used for hydrology and water resource 
management applications including pesticide development in tile-drained fields5, investigating the impacts of 
wildfires on flow and constituent loading6, a dam break scenario7, water requirement determinations8,  and microbial 
respiration in floodplain landscapes9. Additional applications of integrated environmental modeling frameworks 
have focused on supporting policy and water resource allocation decisions10-13. Frameworks which integrate 
environmental models with economic models have also been developed to investigate land use14 and water 
management at the catchment scale. 15 Considerable attention has also focused on defining and evaluating integrated 
environmental modeling frameworks16-19. The definition of framework used in this paper is consistent with the 
definition provided by Rizzoli et al. 20: “a set of software libraries, classes, and components, which can be (re-)used 
to assemble and deliver an environmental decision support system (EDSS) or an integrated assessment tool (IAT) to 
support modeling and processing of environmental knowledge and to enhance the re-usability and distribution of 
such knowledge.” Lloyd et al. 21 further classified environmental modeling frameworks as “traditional vs. 
lightweight” and presented a methodology for measuring framework “invasiveness,” defined as the “degree to which 
model code is coupled to the underlying framework.” 
In the model presented here, the goal is to create an integrated residue removal modeling tool that utilizes 
an integration framework to couple the RUSLE2, WEPS, and SCI models together with the databases needed. In 
addition to integrating a set of disparate models and databases, the integrated modeling framework chosen also 
needs to provide an extensible, easily understood user interface that enables the user to investigate opportunities for 
agricultural residue removal for energy use. Currently available open-source software frameworks addressing one or 
more aspects of this task include 
• SCIRun for scientific visualization and computational steering22 
• Dataflow visualization-oriented packages, such as OpenDX23, for visualization integration 
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• Common Component Architecture (CCA)-capable CCaffeine 24,25, a general purpose component framework 
that uses wrappers to work with software source units 
• Object Modeling System (OMS) 26-28 facilitates component-oriented model development and provides an 
integrated development environment with GIS, visualization, statistical analysis, model calibration, and 
data retrieval tools. 
• The Invisible Modeling Environment (TIME) 29 utilizes a .NET platform to supports the development of 
new model components, utilization of multiple programming languages, testing of model components, and 
data handling.  
• Open Modelling Interface (OpenMI) 30 provides a standardized time-step based interface to define, describe, 
and transfer data. 
• VE-Suite 31, which is a general purpose integration package that enables users to interact with coupled 
engineering models and simulations interactively 
Examples of closed-source packages include 
• Matlab’s SimulinkTM 32 for integrating third-party software such as LMS Virtual.LabTM 33 with MatlabTM 
• Execution Engine TM (formerly Fiper TM) 34 for distributed collaboration of design teams, which has been 
customized primarily for GE 
• Aspen PlusTM 35 for chemical process plant simulation 
• ModelCenterTM 36 for integrating a wide range of third-party solvers (e.g., Excel™, user subroutines) with 
optimization and design space exploration 
• ProtraxTM 37 for modeling large plants at a system level 
Many of these packages tend to be targeted to specific applications (e.g., Aspen Plus for chemical process 
modeling) and do not address the need for a generalized framework that can be used to create integrated 
computational environments for the engineering of generic complex systems and processes. For example, SCIRun 
has computational steering capability and visualization support but does not provide an extensible method for 
integrating generic simulation and modeling tools. ModelCenterTM, Execution EngineTM, ProtraxTM, and Matlab’s 
SimulinkTM all provide support for the integration of specific sets of tools or for high-level systems modeling 
capability. OMS, TIME, and OpenMI are focused on environmental model integration. OMS 3.0 provides a 
lightweight architecture using annotation for data transfer, but requires access to source code for the models being 
integrated. TIME requires utilization of .NET as the development environment, which presents limitations when 
considering cross-platform implementations. OpenMI is widely used in Europe for environmental model integration 
and provides a specification for linking components. Each of these packages fills a specific need and provides a 
desired set of tools for a specific clientele, but they do not include the capability for the inclusion of a generic set of 
models. VE-Suite provides a shared framework that integrates of a generic set of models that can be accessed in real 
time. 38 Models can be included without access to the source code. In addition the longer term goal of this project is 
to integrate a broad set of engineering, economic, and environmental analyses. VE-Suite is not primarily focused on 
coupled environmental models, and OMS, TIME, and OpenMI have a larger literature base and existing bank of 
code for environmental model integration. However, VE-Suite enables users to incorporate component models and 
corresponding two-dimensional and three-dimensional graphical representations to create new plug-and-play 
framework components. By design, the framework components can be distributed across computational resources to 
make the most efficient use of resources.  
 
B. Design Workbenches 
 The design workbench or virtual workbench has been heavily studied within the field of human computer 
interaction (HCI) with a large focus being on how the user can design a receive feedback from the manipulation of 
virtual objects. The workbench has been defined by Krueger and Froehlich as “depending on the application, the 
virtual workbench can integrate various input and output modules such as, motion, gesture, and voice recognition 
systems.” 39 Andreasen 40 identified in a review of his work throughout his life that creating a workbench is 
inherently difficult such that he had to abandon his work toward developing one. The Responsive Workbench was 
developed by Krueger and Froehlich to mimic the functionality of a real workbench by projecting virtual objects and 
controls on the workbench. DONALD is a design workbench used to numerically compute analog circuit designs for 
correct sizing though the means of heuristic algorithm. 41 Maher et al. 42 works to invent a design workbench capable 
of integrating physical human responses while maintaining a detailed visualization of the design. Ullmer and Ishii43 a 
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workbench called metaDesk that develops a tangible user interface that responds to human interaction. 
 Design workbenches have a broad range of applications but these systems remain limited to a set of problems 
for which they are designed for, usually through the means of hard coding. Additionally, while visualization of a 
system is part of the basic function of a workbench it is again specific for the application thus limiting its ability to 
be seamlessly integrated into models and also have plug and play capabilities. These systems excel in their ability to 
visualize and intuitively interact with the user providing them with tactile feedback needed for a more in depth 
understanding of the displayed system. 
C. Problem Solving Environment 
 Scientists and engineers have become removed from the complexities that these complicated problems entail 
and thus reduces their understanding of the systems operation. Many systems require the expertise of an analysts to 
be able to interpret the resultant data further removing the user from how their solution came to fruition.44 It was 
suggested that the link between computers and humans could be strengthened to allow engineers to more readily and 
easily solve engineering problems without being constrained by the knowledge of the computer code, graphics, or 
the numerical tools necessary to solve difficult engineering problems. Today, the tools that exist allow full 
immersion into engineering environments where modeling and testing is done together.45 Additionally, the 
computing allows for the designers to explore a broader range of optimization their models that previously would 
have been limited to a handful of dimensions within the design space. 
 A problem-solving environment (PSE) addresses many of these difficulties facing researchers and works to 
simplify the computational experience. John R. Rice originally defined the PSE as “a computer system that provides 
all the computational facilities necessary to solve a target class of problems”.46 They were first postulated in the 
1960’s and were unsuccessful in implementation due to the limits of the computing power at the time.47-50 Not until 
the 1990’s were PSEs a possibility which have resulted in a broad range of naming conventions such as 
computational workbenches, component frameworks, webs of science solvers, virtual engineering, immersive 
engineering, computer aided engineering and virtual reality. The PSE must encompass anything that would be 
needed by the engineer to adequately and easily design a system. At its core, a PSE can be used to solve a variety of 
problems from a simple algebraic manipulation in a spreadsheet to a multi-component system optimization. 
Examples of some of the earliest PSEs are Matlab, Mathematic, Maple, and ANSYS, which were used to solve a 
predefined set of mathematical or engineering problems.51 In order for the PSE to succeed in the large scale 
problems, a range of computational tools are utilized. Parallel computing analyzes the computations simultaneously 
on multiple processors while networked computing lets users dynamically connect to software running on remote 
servers maintained by specialists.52 The use of a Graphic User Interface (GUI) demonstrates the ability to provide 
both usability and flexibility without extensive training or technical expertise.53 Belleman et al. notes how PSEs 
utilizing virtual reality is more useful to the designer since they become part of the solution. Symbolic and algebraic 
computing increase both the accuracy and speed of the complicated calculations by automating them internally.54 A 
key attribute of such environments is their reusability once the problem has been solved, to further the environments 
reuse an open source software package is encouraged. SCIRun and VE-Suite are two PSEs that are commonly used 
and open source. SCIRun is primarily used within medical community and allows them to visualize their data from 
large- scale scientific computations.55 VE-Suite enables users to view engineering analysis and visual data at the 
same time.  This toolkit allows access to multiple different data analysis packages simultaneously such as complex 
fluid dynamics, finite element analysis, process control, information management, system design, and visualization 
all in a real time, interactive, collaborative environment. This is the main purpose for incorporating visualization into 
engineering because it provides a medium for which information (i.e., data) can be presented to many audiences in a 
meaningful and understandable manner. The visualization of the data within the environment allows the users to 
create different levels of analogies based of off previous experiences to further understand the visualized 
information.56 PSEs are widely available each with their own capabilities enabling them to solve a specific set of 
problems.  
 The broad definition of PSEs provided by Rice appears to meet almost all of the tenants needed to be 
identified as an integrated computational environment. The systems today though have become specialized for this 
target class of problem which  has resulted in difficulties seamlessly integrating models outside their defined target 
and also have evolved the standard group of engineering tools to be specific for the PSE. The utilization of real time 
visualization tools is often a common characteristic but it is not absolute in the development and use of certain PSEs 
Thus the assumption of these visualization tools included in all PSEs can be false. If though the PSE is viewed as the 
precursor to the integrated computational environment then similar if not exact characteristics would make sense. 
Some PSEs have begun to blur the line between a PSE and an ICE but the level of complexity and sophistication 
varies from one environment to the next thus making difficult to make any general characteristics of the group as a 
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whole. 
D. Virtual Environments and Virtual Engineering 
Virtual environments (VE) or worlds are defined as “synthetic sensory information that leads to the perceptions of 
environments and their contents as if they were not synthetic,”57 VEs were originally limited to a specific 
visualization tool such as a desktop computer or 3D immersive system.58 This limitation is no longer the case with 
virtual environments able to be used across a broad spectrum of visualization tools such as VE-Suite.59 The virtual 
environment though will continue to evolve from a strict visualization tool and begin to include haptic interfaces that 
provide a kinesthetic link between an operator and the environment.60,61 Additionally these environments have a 
varied range of applications from gaming such as Second Life to data analysis.62 Young et al. 63 works to develop an 
interactive narrative with a three dimensional virtual environment in order to receive cognitive responses from the 
user. Winsberg64 works to define simulations and experiments in the virtual world through construction of local 
models. These environments are common place as components of other computational environments including many 
PSEs such as SCIRun or VE-Suite. Crabb’s book The Virtual Engineer65, looks at the state of computer aided 
engineering (CAE) prior to the year 2000 and works to identify how virtual engineering will impact the field of 
engineering especially within the confines of product development. The author determined that in the future 
engineers will have the power of the supercomputers in 1998 on the desktop in 2011 and with this computing power 
they will be able to simulate and analyze their designs in much greater depth and in a significantly shorter amount of 
time. Ryken and Vance66 established how virtual engineering found solutions to a design problem that would be 
difficult to determine by other methods due to the natural interaction that the user experiences with the product. Yeh 
and Vance further identified how virtual reality provides valuable “what-if studies gives the designer an intuitive 
sense of the performance of the design change, thus it helps the designer to achieve a viable, optimal solution in a 
timely manner.” 67 
Going back to the 5 tenants that compose an integrated computation environments, virtual environments and 
virtual engineering are dependent upon the frameworks that they are used with, for example many of the proprietary 
frameworks such as Simulink or Aspen Plus are limited to a specific set of tools that can be integrated which can 
limit their plug and play interaction with other frameworks or systems. 
 
 
III. Integrated Computational Environments  
 The evolution of the PSE is to an integrated computational environment (ICE). The ICE allows for the 
assimilation of a large amount of various data sources that can be visualized by a range of decision makers.68 ICEs 
differ from PSEs in one part due to the wide range of problems that the environments are capable of solving. In 
order to solve these range of problems the environments are designed to modular relying on plugins to interpret the 
problem in order to be visualized by the environment. In a literature search of the integrated computational 
environment the results were few in number as compared to the three other topics discussed as a result some of the 
environments discussed in this sections do not meet the exact definition of an ICE but instead are included because 
they claim to be an ICE. di Sessa offers some of the earliest work mapping out the structure of an ICE discussing 
how to design a computational environment called Boxer developed by MIT; the system was constrained in its 
functions by hardware capabilities. Currently, ICEs are still limited in their abilities by hardware constraints and as a 
result they exist as more of an expanded version of a problem-solving environment in a more expanded role in 
different environments.69 These environments have been specific to their respective fields such as Willetts et al. to 
minimize nuclear waste, 70 Turinsky and Sensen to study disease patterns, 71 and Ward, Pouchard, and Nutaro to 
model the consequences of a wounded soldier.72 From an engineering standpoint an ICE will provide a framework 
for engineering design allowing for models to be created and updated with the associated analysis's reflecting the 
changes instantaneously. Additionally, feedback is provided to the user enabling them to better understand and 
explore the environment.  
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Framework 
Seamless 
Integration 
of Existing 
Models 
Plug and 
Play 
Interaction 
Intuitive, 
Collaborative, 
Real-Time 
Interaction 
Customizable 
Real-Time 
Visualization 
Tools 
Standard 
Engineering 
Tools 
Model Integration 
Framework X   X  
Design 
Workbenches   X X  
Problem Solving 
Environment X  X  X 
Virtual 
Environment and 
Virtual Engineering 
  X X X 
Integrated 
Computational 
Environment 
X X X X X 
Table 1. Comparison of features of different computational environments. 
IV. Conclusion 
The future of the integrated computational environment and the work required to reach such an encompassing 
system  have resulted in very advanced PSEs, design workbenches, model integration frameworks, and virtual 
environments but no stand alone integrated computational environments. The table separates the different systems 
and identifies their futures critical to an ICE. Each of the systems does one to a few components extremely well but 
none of them have yet met all of the requirements necessary for an ICE. Additionally these identified characteristics 
are not the final components needed for an ICE bust instead a basis. A next step that will soon be taken will be the 
integration of digital manufacturing into this virtual world creating a closed loop of the design process.  
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