Abstract, an efficient feedback scheduling scheme based on the proposed Feed Forward Neural Network (FFNN) scheme is employed to improve the overall control performance while minimizing the overhead of feedback scheduling which exposed using the optimal solutions obtained offline by mathematical optimization methods. 
INTRODUCTION
The feedback scheduler attempts to control the CPU utilization to less than or equal to UR=Ci/hi (where UR is CPU utilization reference, Ci is the processing time, hi is the sampling periods) by rescaling the sampling periods of the controllers. The feedback scheduler is implemented as a high-priority task that regularly collects execution-time measurements from the control tasks and estimates the CPU load. Based on the load estimate, new sampling periods are communicated to the control tasks.
Generally, online scheduling using optimal feedback scheduling schemes is too computationally demanding in terms of cost and time. An efficient feedback scheduling scheme using Feed Forward Neural Networks will be proposed in this paper, It should be mentioned here the applied assumptions in this research where as follows:
 Hard real time tasks scheduling.  All hard tasks are periodic, with known periods.  All release times are zero  Jobs are ready to run at their release times.
 Deadlines are equal to periods.  Jobs do not suspend themselves.  Jobs are independent (i.e., they do not communicate or share other resources than the CPU).  All systems context switching time and so on are ignored in JSSP and CS.  Non preemption concept has been limited the scheduling of the jobs Several attempts have been dome in this field and below are some of them: Scto et. al. (1996) [1] considered periodic tasks for scheduling of optimized performance of real time control system. Varying sampling period with defined rages of the lower and upper bounds to optimize the system control performance subjected to RMS constraints; Eker et. al. (2000) [2] used feedback scheduler to distribute computing resources over a set of real-time control loops in order to optimize the total control performance. Two issues had been treated; first, how the control performance depends on the sampling interval. Second, how a recursive resource allocation optimization routine can be designed; Cervin et. al. (2002) [3] used a scheduler architecture which combines feedback and feedforward action in order to optimize control performance while maintaining high resource utilization. The feedback performed via the execution time measurements and feedforward via the workload changes to adjust the sampling periods of the control tasks so that the combined performance of the controllers is optimized. An inverted pendulum example is presented with using cost function describe the performance of each IP's controller. The application for periodic tasks with Earliest Deadline First (EDF) scheduling under overload conditions makes it possible to, in certain situations, to interpret a plain EDF dispatcher as a feedback scheduler for control tasks; and Feng Xia et. al. (2007) [4] used feedback scheduling scheme based on FFNN. The optimal solutions had been obtained offline by mathematical optimization methods, a BackPropagation Neural Network (BPNN) had been designed to adapt online the sampling periods of concurrent control tasks with respect to changes in computing resource availability. Numerical simulation results show that the proposed scheme can reduce the computational overhead significantly while delivering almost the same overall control performance as compared to optimal feedback scheduling.
II. FEEDBACK SCHEDULING CONTROL SYSTEM
The problem of feedback scheduling can be expressed as a constrained optimization problem, which is usually referred to as Optimal Feedback Scheduling [5] .
Feedback Scheduling has been employed in real time systems to overcome the uncertainty in the availability of the resources. The feedback scheduler should control the workload of the processor by adjusting the sampling periods of the controllers. At the same time, it should optimize the overall control performance. This is stated as the following optimization problem [6] . In feedback scheduling, the scheduler get feedback information about the actual execution time of a task, and also feedforward information when the control tasks are about to switch mode. It tries to keep the CPU utilization at set-point by manipulating the sampling periods of each task [7] .
Optimal feedback scheduling schemes are usually too computationally expensive to be used online, though they are in principle capable of maximizing the overall Quality of Control (QoC) of real-time control systems. With the goal of optimizing the overall QoC of multitasking embedded control systems, the problem of optimal feedback scheduling is explicitly formulated, and relevant mathematical solutions are discussed [8] .
To overcome the disadvantage of overly large computational overheads associated with mathematical optimization routines, a fast feedback scheduling scheme exploiting FFNN is used in this chapter. It aims at reducing the feedback scheduling overhead while delivering almost optimal overall QoC. Besides, the use of neural networks potentially enhances the adaptability, robustness, and fault-tolerance of the feedback scheduler [8] .
Since optimal feedback scheduling schemes are generally too computationally expensive to be used online, schemes with much less computational complexity are desirable. The typical scheme of Intelligent Feedback Scheduler is shown in Fig. 1 . Fig. 1 : Architecture of Neural Network Scheduling [9] Some reasons why the neural networks technology is introduced into the framework of feedback scheduling are described below [8] :
(1) From the overhead perspective, feedforward neural networks with simple structures can yield smaller feedback scheduling overheads than mathematical optimization methods with less complex computations. In addition, information processing inside neural networks is highly parallel, which makes it possible to achieve higher processing speed by means of suitable hardware implementation.
(2) With regard to the accuracy of solutions, mathematical optimization methods can generate accurate optimal solutions offline, which should be exploited in the design of online feedback schedulers. On the other hand, neural networks are powerful in learning and adapting, and enable of approximating arbitrarily complex nonlinear functions with arbitrary precision. Once well trained by the accurate optimal solutions at design time, neural networks will be able to deliver online almost optimal feedback scheduling performance.
(3) The generalization capability of neural networks is also very good, in that neural networks can easily handle things like untrained input data, noise, and incomplete data. This helps to improve the performance of the feedback scheduler with better fault tolerance.
In this work, different optimization methods had been used to figure out the effectivity of the developed NN with different optimizations methods. Then, as an application, inverted pendulum control system case is presented with SQP as optimization method for the optimal feedback scheduling scheme.
A. Neural Feedback Schedule Strategy
The goal of the Neural Feedback Schedule "NFS" is to optimally allocate available CPU resources among control loops, and ultimately to optimize the overall quality of the control of the system, by exploiting feedback scheduling. In the feedback scheduling loop, the CPU utilization is chosen as the controlled variable. It is the responsibility of the feedback scheduler to adapt sampling periods (i.e. task periods) so that the CPU utilization is maintained at a desired level. For simplicity, assume that all task execution times and the CPU workload are known at runtime.
B. Optimization Complexity
There are many well-known methods for solving the constrained optimization problem formulated by the cost function and the condition. The necessary and sufficient condition for the optimal solutions is given by KuhnTucker condition [10] .
Given that the cost function Ji(fi) is convex. When Ji(fi) is not convex, the Kuhn-Tucker condition becomes a necessary condition. Since Ji(fi) is convex for most control systems [2] , the Kuhn-Tucker condition can be regarded as a general tool for obtaining the optimal sampling frequencies/periods. Sequential quadratic programming (SQP) has been recognized as one of the most efficient methods for solving constrained optimization problems [11] .
The optimization role is to minimize the total control cost (J) by optimizing scheduling parameters of control tasks under the constraint of system schedulability. As feedback schedulers are usually executed at runtime, it is of paramount importance to take into account the computational overhead of the feedback scheduling algorithm to be employed. If the feedback scheduler consumes too much computing resources, the execution of control tasks definitely will be impacted in the presence of resource constraint. This may then cause significant degradation of the overall performance. Optimization solutions typically involve complex computations, which induce large feedback scheduling overheads. Therefore, they are not suitable for online use in most cases [4] .
Solving the optimization problem exactly can be very time-consuming. Evaluating a cost function for a single sampling frequency involves a large amount of computations. If the resource allocation problem is to be solved by an on-line optimizer, the cost functions for the plants must be computed off-line and then approximated by simpler functions. A quadratic approximation was suggested in [2] . The solution to the approximated problem can in both cases be interpreted as a simple linear rescaling of the nominal sampling periods.
The reasons that the computational complexity of the optimization algorithms to be considerably high; In the SQP method, for instance, one or two quadratic programming subproblems must be solved in each iteration and thus take a great deal of time to complete. When applied to feedback scheduling, this algorithm may introduce significant overheads. Practically most of existing optimal feedback scheduling algorithms suffer from the problem of too large computational overheads, which impair their application [4] .
The minimization process is carried out using MATLAB 2012 function fmincon, which finds the constrained minimum of a nonlinear multivariable scalar function starting at an initial estimate. This is generally referred to as constrained nonlinear optimization or nonlinear programming.
1) Cost Functions (J)
As a Quality-of-Service (QoS) measure, each controller is associated with a cost function J(h), which measures the performance of the controller as a function of the sampling period h [2] . And smaller sampling periods yield better control performance, because the performance of sampled-data control with smaller sampling periods approaches more closely to that of 2 , 2014 continuous-time control. However, the decrease in sampling period will result in an increase in the requested CPU utilization of the relevant control task. In extreme cases the schedulability of the system may be violated, and hence the control performance will deteriorate due to deadline misses. In order to optimize the overall performance, the sampling periods should be adjusted under the constraint of system schedulability [12] .
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C. General NN Design methodology.
To overcome the problem associated with the large computational overheads of optimal feedback scheduling algorithms, a Neural Feedback Scheduling (NFS) scheme has been proposed. The goal is to optimize the overall performance of multitasking control systems through feedback scheduling while minimizing the feedback scheduling overhead. A Feedforward Back-Propagation Neural Network (FFBPNN) with a simple structure is adopted to build the feedback scheduler. Training and testing data can be easily created offline by applying the Sequential Quadratic Programming (SQP). This scheme has advantages such as low feedback scheduling overhead, wide applicability, and intelligent computation. It is also capable of delivering almost optimal performance.
In this work, the NN has been placed to do the optimization role (function) to overcome the weak points which has been mentioned before. The first step starts with determine the cost function of the system and the scheduling method to specify the scheduling condition in the optimization procedure according to the system type. Ranges of data should be specified to be optimized to get the required training data for the pre-specified training data. After train the NN, no need to go back to the optimization any more as the NN will be placed instead of it to proceed the required data will minimize the overhead and better performance. The design flow of the neural feedback scheduler is as follows:
Firstly, formulate the problem in the form of constrained optimization equation. Determine the form of the cost functions based on control systems analysis, and initialize related parameters.
Secondly, analyze the characteristics of the execution times of the control tasks to obtain the ranges of their values. Within the ranges of Ci as well as UR, select a number of data pairs, and for each pair, use the SQP method to solve the optimal feedback scheduling problem offline, producing sufficient sample data sets.
Thirdly, determine the number of hidden neurons according to the number of control loops, and initialize the NN.
Finally, train and test the neural network using pre-processed sample data sets. Once the BP network passes the test, it can thereafter be used online as the neural feedback scheduler.
1) NN Design methodology.
The main role of the NFS is to approximate the optimal solutions, which are obtained using mathematical optimization methods. Based on this, training and testing data will not be a problem since it can be easily created offline by applying any of the following optimization algorithm:
Then a suitable NN will be developed with each algorithm to overcome the optimization algorithms' complexity and overhead.
As shown in Fig. 1 , there is only one hidden layer apart from the input and output layers in the BP network used as the neural feedback scheduler. Since feedforward neural networks with only one hidden layer are able to approximate arbitrary functions with arbitrary precision that are continuous on closed intervals, one hidden layer is sufficient for guaranteeing solution accuracy [4] .
A three-layer feedforward back-propagation (BP) network has been used to build the feedback scheduler as shown in Fig. 2 . 
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With given cost functions, the values of sampling frequencies (fi) will depend on the execution time (Ci) of each control task and the desired CPU utilization UR. The consequence of this work, (N+1) inputs, i.e.,( C1, …, CN, and UR), are set for the neural feedback scheduler inputs. Since the role of the feedback scheduler is to determine sampling periods of all loops, the sampling periods (h1, …, hN) or frequencies (f1, …, fN) are natural outputs of the neural feedback scheduler.
Both inputs and outputs of the feedback scheduler are related to resource utilization based on real-time scheduling viewpoint. While sampling periods/frequencies are important design parameters of the control loops based on control perspective. For that reason, the neural feedback scheduler establishes a mapping from temporal parameters (for real-time scheduling) to controller parameters (for real-time control) [5] .
2) Neural Feedback Scheduler Design
In order to determine the number of hidden neurons, i.e. the value of M, neural networks of different sizes are compared, gives the training errors of neural networks with M = 4, 6, 8, 10, 16, and 20, respectively. Given that the performance is comparable, a smaller M value should be chosen in order to reduce the feedback scheduling overhead. From this insist, it is set that M = 6 because of the good performance of corresponding neural network and the fast reaching to the required results.
III. SIMULATION AND RESULTS
In this work, the developed feedback scheduling scheme using FFNN will be presented in addition to presenting the effectivity of NN to solve different optimization complexity and act as optimization technique. Simulation carried out by using Matlab 2012.
The runtime overhead of the neural feedback scheduler is examined in comparison with the optimal feedback scheduler. Both of the feedback schedulers are implemented in the same environment using Matlab 2012. The hardware platform is the same PC with an Intel® Core (TM) i5-3337U @ 1.8 GHz, RAM 8.00 GB. The operating system is Windows® 8.1.
A. NNO for different Optimization Algorithms 1) General Overview on Optimization Methods
Determine the "best" solutions to certain mathematically defined problems that are under constrained:
 determine optimality criteria.  determine the convergence of the solution.
The advent of computer had great impact on the development of optimization methods: a. Linear Programming: is the problem of finding a vector x that minimizes a linear function subject to linear constraints: (1) Such that one or more of the following hold: A·x ≤ b, Aeq·x = beq, l ≤ x ≤ u  Large Scale Linear Programming  Active-Set Medium-Scale linprog Algorithm  Medium-Scale linprog Simplex Algorithm b. Quadratic programming: is the problem of finding a vector x that minimizes a quadratic function, possibly subject to linear constraints
Optimization Algorithms: constrained minimization is the problem of finding a vector x that is a local minimum to a scalar function f(x) subject to constraints on the allowable x
such that one or more of the following holds: c(x) ≤ 0, ceq(x) = 0, A·x ≤ b, Aeq·x = beq, l ≤ x ≤ u.
 Trust Region Reflective Algorithm
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2) Complexity analysis.
The application of neural feedback schedulers contains not only online computations but also offline computations, e.g., mathematical optimization, network training and test, etc., only the complexity of online computations is of concern. The feedback scheduling overhead is determine the computational operations at runtime.
With a given time interval, the amount of computing resource consumed by the feedback scheduler depends directly on the CPU time needed for each run.
Below methods has been chosen to compare results with adapted neural network.
 Interior-point methods: in mathematical programming have been the largest and most dramatic area of research in optimization since the development of the simplex method [13] .
Interior-point methods have permanently changed the landscape of mathematical programming theory, practice and computation (also referred to as barrier methods) which deals with a certain class of algorithms to solve linear and nonlinear convex optimization problems.  Active Set: Is a procedure for determining inequality constraints which will be "Active" at each iteration. An essential part of many iterative methods for linearly constrained [13] .  Sequential Quadratic Programming (SQP): is one of the most successful methods for the numerical solution of constrained nonlinear optimization problems. It relies on a profound theoretical foundation and provides powerful algorithmic tools for the solution of large-scale technologically relevant problems [14] . Tables 1, 2 , and 3 have been created based on inverted pendulum cost function to optimize the sampling periods with RMS constraints. The execution time Ci ranges started from 0.001 to 0.009 seconds.
The In order to determine the number of hidden neurons, i.e. the value of M, neural networks of different sizes (4, 6, 8, 10, 16 , and 20) has been compared and the most applicable one was with M=20, as the performance indices equals to 1.807910 -6 , 2.771110 -7 , and 7.30110 -8 for Interior-Point, Active-Set, and SQP optimization algorithms' respectively as shown in Fig. 4 , 5, and 6. Given that the performance is comparable. From this perspective, it is set that M = 20 because of the good performance of corresponding NN and the fast reaching to the required results. 
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3) NNO and Optimization Algorithm Comparison
By choosing random values for C1,C2,C3, and U to evaluate the NNO performance comparing with 3 different optimization algorithms, let C1=0.001, C2=0.004, C3=0.009; and U=0.6, the optimization and NNO results are shown in Table 4 , Table 5 , and Table 6 . 2 , 2014 As shown in Table 4 , the NNO enhanced the overhead by 82.5% in Interior Point optimization algorithm type with the same minimum cost function value J. As shown in Table 5 , the NNO enhanced the overhead by 91.88% than Active Set optimization algorithm type with the same minimum cost function value J. As shown in Table 6 , the NNO enhanced the overhead by 79.75% than SQP optimization algorithm type with the same minimum cost function value J. 
B. Intelligent Feedback Scheduling for Inverted Pendulum Control System
In this case, multitasking embedded processor that is responsible for controlling three inverted pendulums concurrently has been considered, as shown in Fig. 7 . System where three independent control tasks running and controlled by a one processor (resource) with limited processing capability. This control problem has been depicted in Fig7. A linear digital controller is designed for each pendulum. The pendulum different lengths motivate different sampling intervals for the different controllers: h1, h2, h3 = 58.8, 71.4, and 83.3 ms [15] . Besides these three control tasks, there is an additional periodic non-control task running on the same processor. The execution time of this task is variable, causing UR to vary over time. The execution times of control tasks and the requested CPU utilization of non-control tasks may change over time. The desired total CPU utilization of all tasks is set to U = 0.75 < 4(21/4 -1) = 0.76. The feedback scheduler adapts the sampling periods (hi) of the control tasks to workload variations so that the CPU utilization is maintained at a desired level UR=U-C4/h4 [5] . According to Liu and Layland [12] , the system schedulability under the RMS algorithm is guaranteed by U. The execution time of the noncontrol task is C4, and its period h4 = 10 ms. Therefore, UR=U-C4/h4, implying that UR will change with C4. All task execution times (Ci) and the CPU workload has been assumed available at run-time and by using NNO, sampling periods can be produced to fit control stability criteria and RMS constraints. The scheduling part is done by NNS which built based on RMS criteria.
Let hi and Ci denote the sampling period and the execution time of control task i, respectively. Optimal feedback scheduling can be formulated as a constrained optimization problem [8] :
Subjected to ∑ ℎ =1 ≤
where Ji(hi) is the control cost function of loop i, as a function of the sampling period; UR is the maximum allowable utilization reference of all control tasks and is related to the underlying scheduling policy employed and the requested utilization of disturbing task.
Each pendulum is controlled independently by PID Controller, whose objective is to 2 , 2014 minimize the below cost function. The costs functions for the three pendulums as functions of the sampling period are computed according to cost function.
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For simplicity the constant equal to zeroes for all values and the estimated slopes of the cost functions are =43, 67, 95, and the pendulum frequencies is estimated as hi = 1/58.8, 1/71.4, 1/83.3 in ms, and for non-control task ℎ 4 will be 10 ms [5] .
After subscription in above Equation 5.4 and Equation 5.6, the cost function will be represented as:
Subjected to The applied parameters for inverted pendulums are listed in Table 7 .
Inverted Pendulum Transfer Function is: The comparison of different feedback schedulers in terms of time overhead can be clarified as; for the optimal feedback scheduler and the neural feedback scheduler, the CPU time they actually expend for 1000 consecutive runs is recorded, respectively. In each run, task execution time is randomly drawn from the sets given in Fig. 15 
1) Simulation under SQP Optimization Results
2) Simulation under Proposed NNO Results
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IV. DISCUSSION
As a fast and intelligent feedback scheduling scheme, neural feedback scheduling has been proposed in this chapter for real-time control tasks. It fully exploits the offline solutions for the optimal feedback scheduling problem, which are offered by mathematical optimization algorithms. With the proposed approach, almost optimal QoC can be achieved. Meanwhile, compared to optimal feedback scheduling, it can significantly reduce the runtime overhead, which is particularly beneficial to embedded control systems that operate in resource-constrained and dynamic environments.
Simulation results argue that neural feedback scheduling can dramatically reduce the feedback scheduling overhead, while yielding overall QoC almost identical with optimal feedback scheduling.
It is clear from the results that the neural feedback scheduler induces significantly less computational overhead than the optimal feedback scheduler. The proposed approach does not rely on any specific forms of the control cost functions, making it widely applicable. In addition, the use of neural networks potentially enhances the adaptability, robustness, and faulttolerance of the feedback schedule. 
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