Contrast-enhanced radiation therapy (CERT) is a treatment approach involving the irradiation of tumours containing high atomic number (Z) contrast media, using low-quality x-ray beams. This work describes the experimental generation of x-ray beams using a linear accelerator with low-Z target materials (beryllium and aluminium), in order to produce photon energy spectra appropriate for CERT. Measurements were made to compare the experimental beams to conventional linear accelerator photon beams in terms of per cent depth dose. Monte Carlo simulation was used to model the generation of each beam, and models were validated against experimental measurement. Validated models were used to demonstrate changes in photon spectra as well as to quantify the variation of tumour dose enhancement with iodinated contrast medium concentration in a simulated tumour volume. Finally, the ratio of the linear attenuation coefficient for iodinated contrast medium relative to water was determined experimentally as a function of iodine concentration. Beams created with low-Z targets show significant changes in energy spectra compared to conventional beams. For the 4 MeV/Be beam, for example, 33% of photons have energies below 60 keV. Measurements and calculation show that both the linear attenuation coefficient ratio and dose enhancement factor (DEF) increase most rapidly at concentrations below 46 mg I ml −1 . There is a significant dependence of DEF on electron energy and a lesser dependence on target material. The 4 MeV/Be beam is the most promising in terms of magnitude of DEF-for example, DEF values of 1.16 and 1.29 are obtained for concentrations of 20 mg I ml −1 and 50 mg I ml
enhancement is possible by altering the linear accelerator target and filtration, but the magnitude is highly dependent on contrast medium concentration.
(Some figures in this article are in colour only in the electronic version)
Introduction
The primary goal of radiation therapy is to achieve tumour control while minimizing toxicity to surrounding tissues and structures. For external beam radiation therapy, improvements in conforming the absorbed dose distribution to the target volume have been achieved mainly through refinement of treatment planning techniques, conformal beam shaping and increased flexibility in beam delivery using, for example, intensity modulated radiation therapy (IMRT). However, a separate and to date experimental approach is the delivery of radiation therapy after modifying the radiological properties of the tumour itself relative to proximal tissues, through the administration of contrast media (CM). CM are used ubiquitously for contrast enhancement during CT or MRI imaging. CM molecules containing high atomic number (Z) atoms such as iodine (Z = 53) or gadolinium (Z = 64), for example, localize within brain tumours due to local damage of the blood-brain barrier. The presence of the high-Z material increases the effective atomic number of the tumour itself. Selective enhancement of absorbed dose can be achieved in the CM-containing tumour with use of x-ray photon spectra for which the interaction cross section exhibits a significant Z-dependence. Recently, this method has been termed contrast-enhanced radiation therapy (CERT) (Verhaegen et al 2005) .
Eliciting a significant dose-enhancement effect requires the use of spectra containing photons having a large relative cross section for photoelectric absorption, to take advantage of the Z 4 to Z 4.8 dependence per atom. Accordingly, most investigations into CERT have used x-ray beams in the superficial or orthovoltage energy range. Monte Carlo calculation has been used to estimate achievable magnitudes of dose enhancement using photon beams below 200 kVp for simplified (Solberg et al 1992) and realistic treatment geometries. Norman et al (1991) demonstrated that the presence of iodinated CM has an enhancing effect on cell kill using 140 kVp and 250 kVp beams. Iwamoto et al (1987) demonstrated increased survival times of animals when treated with 120 kVp following administration of iodine. This groundwork led to treatment of metastases in humans using a 140 kVp beam produced by a modified CT scanner (Rose et al 1999) . Most recently, the dosimetric and microdosimetric effects of using kilovoltage x-rays in combination with iodine have been examined (Verhaegen et al 2005) . Gold has been shown to have a dose enhancing effect also, as demonstrated by cell-kill experiments using microspheres (Herold et al 2000) , murine models using nanoparticles (Hainfeld et al 2004) and through Monte Carlo modelling of nanoparticles within tumour volumes (Cho 2005) .
It is clear that the use of kilovoltage x-ray beams will maximize tumour dose enhancement; however, this approach involves several technical barriers. First, orthovoltage and superficial teletherapy units are not designed to deliver highly conformal, isocentric treatment, and thus CERT would be implemented as an alternative, rather than an adjunct to well-established, linear accelerator-based techniques such as conformal radiosurgery and IMRT. Moreover, the use of kilovoltage x-rays produces poor dose uniformity within the tumour volume (Verhaegen et al 2005 and inadvertent dose enhancement within the skull . Previously, we reported on the feasibility of using unflattened beams produced by linear accelerators for CERT (Robar et al 2002) . Removal of the x-ray flattening filter recovers a population of photons that will undergo photoelectric absorption in the CM-loaded tumour; however, for a 4 MV beam, Monte Carlo simulation demonstrated that the dose enhancement was limited in magnitude to 9.9% and 13.7% for a tumour containing 30 mg ml −1 iodine and gadolinium, respectively. Achieving greater dose enhancement was shown to be possible by using lower quality beams, e.g., 2 MV-a mode not readily facilitated by most waveguides in clinical linacs. The limited magnitude of dose enhancement is partly due to the fact that the low-energy photon population is self-absorbed upstream from the flattening filter by the high-Z linac target.
In the present work, we extend the previous modelling study (Robar et al 2002) with physical measurement, and, in addition to removing the flattening filtration, we create linac beams by using alternative, low-Z target materials. As demonstrated, for example, by Galbraith (1989) , compared to standard target materials (e.g. tungsten or copper), low-Z elements are attractive for this application because (i) the fractional yield of low-energy photons will be larger (Tseng and Pratt 1979 , Motz 1955 , Pratt et al 1977 , (ii) electron-electron bremsstrahlung is more significant, which has a lower energy peak compared to electronnuclear bremsstrahlung (Motz 1955) , and (iii) self-absorption of low-energy bremsstrahlung photons will be reduced due to the lower photoelectric cross section (Motz 1955) .
The specific goals of this work are the following:
(1) To generate experimental x-ray beams (henceforth called CERT beams) optimized for dose enhancement using beryllium and aluminium targets. (2) To model the generation of the CERT beams using Monte Carlo simulation and to validate through comparison to characteristics of beams produced in step (1). (3) To measure, for the CERT beams, the ratio of attenuation coefficient for iodine CM to water and the variation of this ratio with iodine concentration. (4) To determine, using the models validated in step (2), the variation of dose enhancement with the concentration of iodinated CM in the tumour.
Materials and methods

Generation of CERT x-ray beams
Our installation of low-Z targets in the linear accelerator is similar to the approach used by Ostapiak et al (1998) , Tsechanski et al (1998) and Flampouri et al (2002) for the purposes of improved contrast in portal imaging. Four different low-Z targets, made of either beryllium or aluminium, were installed in previously unoccupied ports of a Varian 2100C (Varian Medical Systems, Palo Alto, CA, USA) linac carousel. For each material, two target thicknesses were used-one for each of the 4 MeV and 6 MeV electron energies (table 1). In each of the previous low-Z portal imaging studies, targets had thicknesses less than the continuously slowing down approximation (CSDA) range of the incident electrons. For our study, we used a Be target thickness of 1.5 cm, which is close to that used previously by Ostapiak et al (1.57 cm), for the 6 MeV beam. This corresponds to approximately 60% of the CSDA range for the material. The same design rule was used for the other three targets. Each target was 5.0 cm in diameter and secured within an aluminium casing similar to those used to house scattering foils. Transmitted electrons were absorbed within a 9.0 mm polystyrene filter inserted into the upper wedge tray. This polystyrene filter was used for all measurements except for the validation of the Monte Carlo models of the linac head, described in section 2.2. For experimental measurements, the carousel-mode/BMAG board was accessed to manually select any one of the four targets. All beams were produced with a nominal rep-rate of 400 MU min −1 . 
Monte Carlo modelling of CERT beams and experimental validation
In order to examine changes in photon energy spectra and to quantify dose enhancement in iodinated CM, generation of the CERT beams was modelled with Monte Carlo simulation using the BEAMnrc package (Rogers et al 1995) . All calculations were performed using a cluster of six 3.4 GHz PCs, with distributed processing facilitated by the Sun Grid Engine (Sun Microsystems, Santa Clara, CA, USA). In accordance with the physical set-up, the downstream surfaces of the custom targets were located in the same location as electron scattering foils in the carousel, approximately 88 cm from mechanical isocentre. Separate models were run for field sizes of 5 × 5 cm 2 and 1 × 1 cm 2 (specified at isocentre), with 1 × 10 8 and 1 × 10 10 electron histories incident on the targets, respectively. For the 5 × 5 cm 2 field size, models were run with as well as without the 9.0 mm polystyrene filtration. A conventional 4 MV linear accelerator head with flattening filtration was also modelled for comparison to the CERT beams. For all BEAMnrc simulations, the global electron and photon cut-off energies (ECUT and PCUT) were 0.7 MeV and 0.01 MeV, respectively. For both nominal electron energies examined, the actual mean energy of the electron beam was determined with reference to the bending magnet shunt current read directly from the linac. Figure 1 shows, for example, the BEAMnrc-modelled generation of photons in the 1.0 cm Al target. This figure emphasizes that the target location is by no means optimized; after exiting the vacuum section of the primary collimator, electrons scatter over several cm of air prior to impinging on the target, resulting in a larger focal spot size than is necessary. Eventual refinement of this set-up would involve placement of the low-Z target at the usual location above the primary collimation-this would also introduce the possibility for a retractable arm housing multiple targets (similar to that for dual-energy linear accelerators) to facilitate a 'dose-enhancement mode' as well as conventional photon beams. Interlock systems would be similar to those used presently (i.e. a combination of hardware feedback and software control to ensure correspondence of the selected mode and target arm position).
To validate the Monte Carlo models, particularly in terms of beam quality, measured and simulated depth doses in water were compared. This comparison was made initially for beams without the 9.0 mm polystyrene filter, i.e. including all electrons transmitted through the target. This approach provides a sensitive comparison because the relative height and depth of the electron depth dose peak are highly variable with the electron energy as set in the BEAMnrc simulation, as well as the geometry of the model; for example, the effect of tuning the electron energy by ±0.1 MeV could be detected in the comparison, whereas the effect would be less marked in comparing depth doses for the filtered photon beams. Depth dose measurements were performed in water using a parallel-plate chamber (Capintec PS-033, Ramsey, NJ, USA) to achieve high resolution in the narrow electron peak region and with a cylindrical mini-ionization chamber (PTW Semiflex 0.125cc, PTW, Freiburg, Germany) at greater depths. The EGSnrc/DOSXYZnrc code (Nelson et al 1985) was used to calculate depth dose with the 5 × 5 cm 2 beams incident normally on a homogeneous 30 × 30 × 30 cm 3 water phantom with a source-to-surface distance of 100 cm. Dose was scored down the central axis in depth increments of 0.1 cm from the surface to 1.0 cm depth, in 0.2 cm increments from 1.0 cm to 2.0 cm depth and in 1.0 cm increments at greater depths. For these simulations, ECUT and PCUT were set to 0.7 and 0.01 MeV, respectively.
Monte Carlo modelling of iodine CM and attenuation of CERT beams
A commonly used non-ionic, iodinated radiographic contrast agent is iopamidol (C 17 H 22 I 3 N 3 O), which is commercially available diluted in water to various concentrations. For the purposes of Monte Carlo modelling, cross sections for this material were generated using the PEGS utility (Nelson et al 1985) as a 'compound' by specifying the relative number of iodine atoms to water molecules. The highest concentration considered is representative of undiluted iopamidol containing 370 mg ml −1 organically bound iodine (i.e. Isovue 370, Bracco Diagnostics, Mississauga, Canada), with 18 water molecules per iodine atom. The physical density for this concentration at 20
• C as given by manufacturer and confirmed through measurement is 1.4 g cm −3 . Cross-sectional data files were also created for concentrations corresponding to reducing the undiluted concentration by factors of 2, 4, 8, 16, 32, 64 and 128, i. e. the lowest concentration considered was 2.9 mg I ml −1 . The density of each CM medium was adjusted according to the dilution ratio. Electron and photon lower cut-off energies used in creating PEGS data were 0.521 MeV and 0.01 MeV, respectively. Rayleigh scatter cross sections were not generated.
Since the CM was created as a new material for Monte Carlo simulation, it was of interest to validate this material, and the combination of this material with modelled CERT beams, with comparison to physical measurement. This was done by comparing simulated and measured transmissions of the CERT beams through the CM. The arrangement for this measurement is shown in figure 2 . A Lucite vial 14 cm in length with 1.0 cm inner diameter was machined to fit into a block tray (i.e. several cm below the polystyrene electron filter), centred on the beam axis. The end window of this vial was thin (approximately 0.5 mm) to include a minimum of non-CM material in the beam path. Transmission measurements through 370 mg I ml −1 iopamidol were made, minimizing the field size and maximizing distance from the attenuating material to the detector, to avoid detection of attenuator-scattered photons. Accordingly, a 1 cm × 1 cm field size was used for all measurements with a mini-ionization chamber (PTW Semiflex 0.125cc, PTW, Freiburg, Germany) located 200 cm from the source. The chamber was located in an 8 cm thick Solid Water TM phantom (Gammex RMI, Middleton, WI, USA), with the centre of the chamber volume 1.5 cm below the surface.
If the form of the transmission curve is known, the measured transmission T may be parameterized with as few as two measurements with different attenuation thicknesses (x); however, our intention was to confirm the fit of our data to the form proposed by Bjärngard and Shackford (1994) for polyenergetic spectra:
where µ and η are the linear attenuation and beam hardening coefficients, respectively. Measurements were made with thicknesses ranging from 1.0 to 13.0 cm. This was repeated for the 4 MeV/Be and 6 MeV/Be CERT beams. The experimental set-up was replicated as closely as possible using the DOSXYZnrc Monte Carlo code by creating a phantom consisting of a 1 cm × 1 cm column of iodinated CM within air and a water phantom 200 cm from the source. The dose was scored on the central axis within a 0.5 cm × 0.5 cm × 0.5 cm voxel centred 1.5 cm below the surface of the water phantom. The thicknesses of modelled 370 mg I ml −1 CM were the same as those used experimentally. The phase-space files for the 4 MeV/Be and 6 MeV/Be beams with 1 × 1 cm 2 field size (at isocentre) were used as input to these calculations.
Measurement of attenuation coefficient ratio
The goal of this experiment was to quantify, through physical measurement alone, radiological change of the iodinated CM relative to water for the CERT spectra. Accurate measurement of absorbed dose in a non-water medium is difficult without Monte Carlo generated parameters, however; for example, if an ionization chamber is used, conversion of ionization to dose requires ratios of averaged restricted stopping powers for the medium to air, for the particular incident spectrum (el-Khatib and Connors 1992). These were not known a priori for our combination of spectra and media and thus direct measurement of dose would not be possible without relying on further Monte Carlo calculation. In addition, since the dose enhancement arises from low-energy photoelectrons, the fluence of these electrons would be perturbed significantly by the chamber wall, and the measurement would therefore depend on the accuracy of wall correction factors (el-Khatib and Connors 1992). Dose measurement using alternate detectors such as diodes or thermoluminescent dosimeters (TLDs) would be confounded by over-response to low-energy photons and spectral change with depth in the medium.
However, absorbed dose can be expressed (Johns and Cunningham 1983) as
i.e. the product of the fluence , mass attenuation coefficient (µ/ρ) medium and average energy absorbed per interaction in the medium E ab,medium . Therefore, using transmission measurements parameterized by equation (1), it is possible to determine µ CM /µ water , i.e. one term in the ratio D CM /D water depending on both the medium and incident spectrum. The quantification of D CM /D water itself is left to Monte Carlo simulation (section 2.5).
To determine the variation of µ CM /µ water with CM concentration, transmission measurements were made for two thicknesses (3.0 cm and 13.0 cm), for iopamidol concentrations ranging from 11.6 mg I ml −1 to 370 mg I ml −1 . This was done with a serialdilution method, i.e. after making measurements with the 370 mg I ml −1 CM, this solution was diluted by a factor of 2, remixed and reinserted into the linear accelerator tray. Transmission measurements were repeated for distilled water. Complete data sets were acquired in this fashion for the 4 MeV/Be and 4 MeV/Al CERT beams, and also for a flattened 4 MV beam for comparison. The 4 MeV CERT beams were chosen for this experiment following consideration of results of dose enhancement modelling (section 3.5).
Quantification of tumour dose enhancement
Having validated the Monte Carlo models of the CERT beams as well as simulated attenuation of these beams by modelled CM, we used DOSXYZnrc simulation to calculate dose enhancement within a tumour volume. This was done using a phantom identical to that described recently by Cho (2005) , consisting of a simulated tumour volume inside a cubic tissue phantom. The tumour region is 2.4 × 2.4 × 3.5 cm 3 with the top surface located 4.75 cm below the surface of a 30 × 30 × 30 cm 3 tissue slab. Dose was scored in 0.5 cm depth increments. Separate simulations were run for each of the iodinated CM concentrations and each of the four CERT beams (4 MeV/Be, 4 MeV/Al, 6 MeV/Be and 6 MeV/Al), as well as for the 4 MV flattened beam, for comparison. Dose enhancement was quantified by calculating the dose enhancement factor (DEF) defined (Robar et al 2002) as the mean dose within the tumour with CM to the mean dose within a tumour composed of tissue alone. Figure 3 shows measured per cent depth dose (PDD) in water for the four CERT beams, compared to measured PDD for standard 4 MV and 6 MV beams. All curves correspond to a 5 × 5 cm 2 field size. The energy of the incident electron beam is the predominant factor in determining the penetration of the beams in water, but the trend with atomic number of the target is as expected. Thus, the 4 MeV/Be target combination gives the lowest beam quality, with a PDD(10 cm) of 48.5%. Note that beyond approximately 5 cm, both 6 MeV CERT beams have depth dose curves similar (within 3%) to that for a 4 MV flattened beam. The relatively high surface dose for the 6 MeV/Be target beam is caused by the fact that the electrons transmitted through the target have a range of almost 1.5 cm and thus the 9.0 mm polystyrene filter was not sufficient to eliminate this contamination completely. This is less pronounced for the 6 MeV/Al target case because the ratio of photon to electron fluence below the target is greater (see section 3.2). Although the magnitude of dose enhancement for linac-generated CERT beams cannot be expected to reach that for kilovoltage x-ray beams, figure 3 demonstrates an important advantage of the current approach: while the CERT beams are of significantly lower quality compared to standard megavoltage beams, skin sparing is preserved. Figure 4 shows radial profiles for the four CERT beams, measured in the cross-plane dimension (i.e. perpendicular to the waveguide axis) at 5 cm depth in water, with the linac jaws set to define the maximum field size (40 cm × 40 cm at isocentre). This demonstrates that the use of a higher electron energy and/or a lower-Z target produces a more forward-peaked dose profile. Several investigators have shown that unflattened beam profiles do not present insurmountable challenges for treatment planning and delivery. O'Brien et al (1991) have demonstrated that unflattened beams can be used effectively for stereotactic radiosurgery due to the small field sizes required. Recently, Titt et al (2006) have shown that for IMRT flattened beams are not required and that unflattened beams offer the advantages of increased dose rate, reduced scatter and reduced leakage from the linear accelerator head.
Results and discussion
CERT x-ray beam characteristics
Validation of Monte Carlo models
Figure 5 compares measured and calculated per cent depth dose curves in water for the CERT beams, without polystyrene filtration. All four curves show rapid dose fall-off with depth due to the transmitted electrons, followed by a region corresponding to attenuation of the photon component. Simulated and measured curves were normalized at a shallow depth in the photon region (1.5 cm for the 4 MeV beams and 2.0 cm for the 6 MeV beams) and then rescaled by the same factor to set the measured electron peak to 100%. The ranges of the electrons in water suggest that the mean energies of transmitted electrons are approximately 2 MeV and 3 MeV for the 4 MeV and 6 MeV CERT beams, respectively. Good agreement between measurement and calculation is observed for all four cases-within 2% throughout the majority of the depth range. A discrepancy of 5% is seen at the maximum of the 4 MeV/Al target PDD, but this is likely caused by sampling differences between the measurement and simulation in the region of the very sharp peak. This level of agreement between simulation and measurement was observed following only minor tuning (of ±0.1 MeV) of the electron energy in the BEAMnrc model from the value derived from the actual bending magnet shunt current. The final electron energies were 4.5 MeV and 7.0 MeV for the nominal 4 MeV and 6 MeV beams, respectively. Figure 6 shows the spectra below 400 keV for all CERT beams at a plane immediately below the 9.0 mm polystyrene filter. These are compared to the spectrum for a flattened 6 MV beam from our previous study (Robar et al 2002) . All spectra have been normalized to unit area and consider all photons reaching the phase-space plane within a 40 cm × 40 cm area. Clearly, the use of thin, low-Z targets and absence of flattening filtration produce a marked change in the photon spectra over the low-energy range. Note that normalization to unit area was used to compare spectra in a relative sense; however, if the spectra are compared in terms of fluence per MeV per incident electron, the spectra have peak values of 7.2 × 10 −6 (Be 4 MeV), 5.3 × 10 −6 (Al 4 MeV), 1.7 × 10 −5 (Be 6 MeV) and 1.1 × 10 −6 (Al 6 MeV) MeV −1 cm −2 . Thus, although the normalized spectra shown in figure 6 indicate that both lower Z and lower energy result in a higher proportion of low-energy photons, for these targets, use of 4 MeV instead of 6 MeV will reduce the efficiency of x-ray production (near low-energy peak) by a factor of 0.42 and 0.48 for Be and Al, respectively. Figure 7 gives the fraction of photons below given energies for each spectrum. Recently, Verhaegen et al (2005) illustrated that the maximum dose enhancement should be expected at photon energies exceeding the contrast medium K-edge (i.e., 33.2 keV for I, 50.2 keV for Gd) by up to 30 keV, where the separation between water and CM absorption coefficients is greatest. For iodine, this group estimated that this occurs at approximately 60 keV. For the 4 MeV/Be, 6 MeV/Be, 4 MeV/Al and 6 MeV/Al spectra, 33%, 29%, 18% and 13% of photons have energies less than 60 keV.
Energy spectra for CERT beams
Among previous reports in the literature, the portal imaging study by Tsechanski et al (1998) is most similar to our own in terms of energy of incident electrons, target materials and target thickness used. Using the EGS4 Monte Carlo code (Nelson et al 1985) , this group modelled 4.0 MeV electrons (actual energy) incident upon 0.727 cm Be and 0.498 cm Al targets (i.e. as compared to our 4.5 MeV electrons incident upon 1.0 cm Be and 0.67 cm Al). Figure 8 shows a comparison of the energy spectra from this study to our own calculated results.
Validation of attenuation of CERT beams by modelled contrast medium
Measured and calculated transmission values agree within associated uncertainties (±1.5% for measurement and approximately ±2% for simulation), as shown in figure 9 . The solid and dashed curves result from fitting to the measured and calculated data, respectively, using equation (1). Fitting yields values of µ agreeing to within 1.0% (µ measured = 0.1095 cm −1 and µ calculated = 0.1105 cm −1 for the 4 MeV/Be beam and µ measured = 0.951 cm −1 and µ calculated = 0.961 cm −1 for the 6 MeV/Be beam). scatter, the increase can be attributed simply to the increase in density of the CM (1.4 g cm
Measurement of linear attenuation coefficient for CM relative to water
for the 370 mg I ml −1 concentration). We emphasize that figure 10 provides directly measured data showing the effect of using beams from thin, low-Z targets on attenuation in contrast medium but does not give dose ratio itself. With increasing iodine concentration, the ratio D CM /D water will in fact vary according to the product of the ratios µ CM /µ water and E ab,CM /E ab,water . The latter term is also expected to increase with iodine concentration due to an increase in the photoelectric cross section relative to the total cross section; thus, the results in figure 10 likely represent an underestimation of the dose ratio. 9, 5.8, 11.6, 23.1, 46.2, 92.5, 185 and 370 mg I ml −1 . Figure 11 shows the depth dose distribution in the tumour region of the DOSXYZnrc phantom described in section 2.5 for concentrations of 0, 2. 9, 5.8, 11.6, 23.1, 46.2, 92.5, 185 and 370 mg I ml −1 , for the 4 MeV/Be CERT beam. For purposes of comparison, figure 12 shows the corresponding results for the flattened 4 MV beam. A summary of dose enhancement results for all CERT beams is given in figure 13 , showing the variation of DEF with iodine concentration. DEF is seen to increase rapidly at low concentrations, followed by a saturation of the effect. There is a strong dependence on electron energy and a secondary dependence on target material. This energy dependence, combined with the observation that skin sparing is preserved (figure 3) for the 4 MeV/Be beam, suggests that investigation of energies lower than 4 MeV is warranted.
Quantification of tumour dose enhancement
With regard to magnitude of dose enhancement, the key finding is that the DEF increases rapidly over a range of iodine concentrations achievable in brain tumours. Previous studies have estimated maximal iodine concentrations ranging from 20 mg I ml −1 (Mesa et al 1999, Rose et al 1999, Adam et al 2005) to 50 mg I ml −1 (Verhaegen et al 2005) ; for the 4 MeV/Be beam, this would yield DEF values of 1.16-1.29, respectively. The sensitivity of DEF to CM concentration in figure 13 underlines the importance of maximizing uptake of CM concentration within tumours. This challenge is outside the scope of this paper-however, recently, Adam et al (2005) have reported a five-fold increase in iodine tumour uptake with the use of mannitol to increase blood-brain-barrier permeability.
Note that the relative magnitudes of DEF for the four CERT beams in figure 13 appear to contradict the spectral comparison in figure 6, i.e. the spectra immediately below the exit window of the linac would suggest that the 4 MeV/Be and 6 MeV/Be beams should yield the highest values of DEF. We investigated this issue by using the FLURZ Monte Carlo code (Nelson et al 1985) to record the photon spectra at various depths in a phantom similar to that described in section 2.5. Figure 14 shows the spectra in tissue 1.25 cm below the surface of the tissue phantom, where each spectrum has been normalized to unit area. While the relative order of the spectra in the low-energy range (e.g. below 100 keV) is the same as that at the exit window of the linac (figure 6), it can be seen that the difference between the 6 MeV/Be and 4 MeV/Al beams is less significant. The spectra are shown at a depth of 6.25 cm, corresponding to the tumour region, in figure 15 . In terms of relative population of low-energy photons, the order of the four spectra has changed and now corresponds to the trend of DEF with energy/target combination shown in figure 13 . This study thus demonstrates the effect of beam hardening: with increasing depth, both 4 MeV beams contain a higher proportion of low-energy photons compared to the 6 MeV beams.
The diminution of the low-energy photon populations in figure 15 suggests that beam hardening will also reduce the magnitude of DEF with depth. Note that the results in figure 13 correspond to a tumour centred 6.5 cm within the tissue phantom, i.e. with a proximal surface 4.75 cm deep. Repeating the simulation with the tumour surface at varying depths, from 0 to 10 cm, for the 4 MeV/Be beam and a fixed concentration of 23.1 mg I ml 
Conclusions
This work demonstrates the generation and modelling of megavoltage beams with beryllium and aluminium targets for maximizing dose enhancement in contrast-enhanced radiation therapy (CERT). The results of our studies show that, compared to flattened photon beams with standard tungsten/copper targets, low-Z targets produce (i) reduced penetration in water, (ii) a significant increase in the relative population of photons in the vicinity of the K-edge of iodine, (iii) a more rapid rise of µ CM /µ water with iodine concentration, and (iv) a more rapid increase of DEF with iodine concentration. The 4 MeV/Be beam is the most promising in terms of magnitude of dose enhancement. This beam has a per cent depth dose at depth 10 cm of 48.5%, yet preserves skin sparing. Monte Carlo results demonstrate that this energy/target combination yields an energy spectrum with 33% of photons below 60 keV. Physical measurement and Monte Carlo modelling demonstrate, respectively, significant increases in the attenuation coefficient and absorbed dose, for iodinated CM at concentrations below 50 mg I ml −1 . The 4 MeV/Be beam yields the most rapid increase in dose enhancement factor (DEF) with iodine concentration, with DEF values equal to 1.16 and 1.29 for CM concentrations of 20 mg I ml −1 and 50 mg I ml −1
, respectively, for a tumour centred 6.5 cm below the surface of a tissue phantom. The DEF will increase or decrease for shallower or deeper tumours, at a rate of approximately 1.1% cm −1 , due to effects of beam hardening. If linac-based CERT is to become a viable technique, maximizing the concentration of contrast medium in the tumour will be essential.
