A common assumption in frequency analysis is that hydrologic extremes oods or heavy precipitation are generated by a random process. This implies that natural climatic variability does not change the distribution of extreme events. A regional frequency analysis approach is proposed to test the hypothesis of randomness over secular time scales. Observed regional occurrences of extreme events are compared to those from a random process. Signi cant departures may indicate nonrandomness due to climatic variability. Application of the approach to a region in the Southern Plains indicates nonrandomness in annual maximum precipitation. 
Introduction
Engineers and hydrologists estimate probabilities associated with large oods or heavy rainfall by analyzing hydrologic records. A probability distribution is chosen to model the frequency of extreme events, and the distribution is t to historical data using statistical techniques for examples, see U. S. Water Resources Council, 1982; Stedinger et al., 1993 . An important assumption made with this approach is that the process is random. This means that extreme events are independent and identically distributed with some unchanging underlying probability distribution.
The treatment of hydrologic extremes as a random process implies that natural climatic variability does not a ect the occurrence of extreme events. Yet for some regions, there is compelling evidence that hydrologic extremes respond to large-scale climatic forcings. Eltahir 1996 found that 25 of the natural variability of the Nile River ood can be associated with the El Niño Southern Oscillation ENSO. He concludes that the relationship provides a physical explanation for the Hurst phenomenon Hurst, 1951; Mandelbrot and Wallis, 1968; Kleme s, 1974 for the Nile ood series. Ely et al. 1994 observed that large winter oods in the southwestern United States occur more frequently during multiple-year periods of the low phase of the Southern Oscillation El Niño events, and that major oods are absent during the high phase. They conclude that global-scale climate anomalies have a strong impact on the occurrence of winter oods in the region. Numerous other studies have established linkages between natural climatic variability and hydrologic variables on monthly and annual time scales Lins, 1985; Ropelewski and Halpert, 1987; Cayan and Peterson, 1989; Redmond and Koch, 1991; Leathers et al., 1991; Cayan and Webb, 1992; Kahya and Dracup, 1993; Dracup and Kahya, 1994; Dettinger and Cayan, 1995; Lall and Mann, 1995; among others . A few studies have considered the e ects of climatic variability on the probability o f h ydrologic extremes. Knox 1993 found that relatively modest changes in annual temperatures 2 C during the Holocene have resulted in large changes in the frequency of extreme oods in the Upper Mississippi Valley. The e ects of climatic variability over secular time scales have also been explored. Knox 1984 estimated ood quantiles for the Mississippi River at St. Paul 1867-1981 for four climatic periods de ned by independent investigations of atmospheric circulation patterns. Large di erences were observed in extreme ood quantiles for the four climatic periods. Webb and Betancourt 1992 observed an increase in ood magnitudes on the Santa Cruz River Arizona in recent decades, due in large part to an increase in oods from dissipating tropical storms during El Niño years. As a result, the estimated magnitude of the 100-year return period event increased by a factor of ve. Hirschboeck 1988 proposed a hydroclimatological model of nonstationarity for ood distributions. She conceptualized the underlying ood distribution as a mixture of ood distributions associated with distinct atmospheric forcings. Interannual and interdecadal variations in the frequency atmospheric circulation patterns would then lead to nonstationarity. Other investigations that have considered the issue of nonrandomness in hydrologic extremes include Wall and Englot 1985 , Booy and Lyle 1989 , Krasovskaia and Gottschalk 1993 , and Lisi and Villi 1997 Although the assumption of randomness may be clouded by natural climatic variability, for many problems in water resources, it remains a useful operational model. However, for some problems e.g., predicting the impacts of climate change on extreme events, the relationship between hydrologic extremes and climate must be investigated.
To what extent is there a climatic signal in records of extreme hydrologic events? Are the variations in extreme events su ciently nonrandom to distinguish them from a random stationary process? A serious obstacle in answering these questions is the shortness of hydrologic records. However, if climate variability is responsible for changing the underlying distribution of extreme events, the change should a ect a fairly large region due to the mismatch b e t ween scales for climatologic and hydrologic phenomena Hirschboeck, 1988 . Therefore, an e ective means for testing whether there have been changes in the frequency of hydrologic extremes is to use a regional approach.
In this paper, a regional frequency analysis approach is proposed to test the null hypothesis of randomness over secular time scales. The approach builds on recent developments in regional ood frequency analysis. An index ood procedure is used to model hydrologic extremes. A random process can then be simulated based on the assumed regional model. The observed occurrences of extreme events are then compared to those predicted by the random model of extremes. Deviations from the random model provide evidence of nonrandomness in hydrologic extremes. The regional frequency model and the proposed test for nonrandomness are described in the next two sections. The approach is then applied to a region in the Southern Plains of the United States.
Regional Frequency Analysis
Many di erent techniques are used to regionalize information on oods and extreme rainfall. One approach is the index ood procedure, originally developed for ood frequency analysis Dalrymple, 1960 , but more recently used for precipitation frequency analysis Guttman et al., 1993 . The procedures presented below are described in detail in Hosking and Wallis 1993 , Stedinger et al. 1993 , and Hosking and Wallis 1997 In the index ood approach, the quantile function Q i p for the i-th site in the region is:
where p is the exceedance probability 0 p 1, i is a site-speci c scaling factor, or index ood", and qp is the regional quantile function. This implies that quantile functions at all sites in the region are identical, apart from the site-speci c scaling factor i.e., a homogeneous region Hosking and Wallis, 1993 . It also assumes that the process is stationary i.e., no watershed or climate changes. The scaling factor is usually estimated by the site-speci c sample mean i . Sample data for a site fX ij ; j = 1 ; :::; n i g can be non-dimensionalized using:
Z ij = X ij = i ; j = 1 ; :::; n i : 2 The parameters of the regional quantile function are commonly estimated using the method of probability weighted moments PWM Greenwood et al., 1979; Hosking, 1986 . First, the sample L-moments are computed for each of the M sites using the unbiased PWM estimators Hosking, 1986; Hosking, 1990 . Regional L-moments are computed as the weighted average of the sample L-moments for the M sites. The weighting factor is proportional to the sample length n i . The regional L-moments are used as estimates of the L-moments of the assumed regional distribution. The form of the regional distribution may be selected using a goodness-of-t measure Vogel, 1986; Vogel and McMartin, 1991; Chowdhury et al., 1991; Hosking and Wallis, 1993 . The quantiles for individual sites are estimated by:
whereqp is the estimated regional quantile function.
Tests for Nonrandomness
The regional model assumes that the regional distribution does not change through time. Therefore, in each y ear j, the non-dimensionalized sample data fZ ij ; i = 1; M g represent a sample drawn from the regional distribution. Let Z j p be a nonparametric estimate of the regional quantile qp i n y ear j. Z j p is found based on the ranked sample data for year j. Exceedance probabilities for the ranked data are estimated using the Weibull plotting position. The time series fZ j p; j = 1; N g will be referred to as the annual quantile series.
Any n umber of statistical tests for nonrandomness can be applied to the annual quantile series. Kendall's correlation coe cient can be used test for trends in Z j p. This is a nonparametric test that can detect monotonic trends Hirsch et al. 1991; Hirsch et al. 1993 8
The use of moving averages of Z j p makes it possible to evaluate nonrandomness over a range of time scales. One possible cause of nonrandomness could be short-term climate anomalies that change the distribution of extreme events. For example, the 1993 oods in the Midwest may be an example of a shortterm climate anomaly several months that resulted in an increased probability of extreme events Kunkel et al., 1994; Mo et al., 1994; Bell and Janowiak, 1995 . Another possible cause of nonrandomness may be secular changes in the distribution of extreme events. For example, stationary climatic periods with di erent distributions would lead to nonrandomness over secular time scales. Similar ideas have motivated the shifting-level models used to describe the Hurst phenomenon Kleme s, 1974; Potter, 1976; Boes and Salas, 1978 . Each of the three test statistics can be compared to the random model of hydrologic extremes. Monte Carlo simulation is used to derive the distribution of S k min , S k max , and S k range for a random process. The distributions are then used to compute signi cance levels. This approach has similarities to that proposed by Livezey and Chen 1983 , which uses Monte Carlo methods to determine the spatial signi cance from local hypothesis tests applied to a set of sites. In the next section, these techniques are used to test for nonrandomness in extreme precipitation for a region in the Southern Plains. Figure 1 shows the locations of the 43 hourly precipitation stations in the Southern Plains study area. These stations were selected because 1 the stations were in operation continuously during the 42-year study period from , and 2 the distance between adjacent stations is at least 50 km. For each station, annual maximum precipitation series were extracted for durations ranging from 1 to 72 hours. For all durations, the peak occurrence of annual maxima is in May. However, for short durations 3 hours, there is a steady decrease from the peak in May through the summer and into the fall. For longer durations, a secondary peak in September appears. The two peak months become more dominant a s t h e precipitation duration increases 24 hours. These results are consistent with previous studies of extreme rainstorms in this region by Bradley and Smith et al. 1994 .
Case Study
The proposed region was evaluated using the guidance provided Hosking and Wallis 1993 and Hosking and Wallis 1995 . The sample L-moments for each station were computed and compared using the heterogeneity measure H. This measure compares the degree of variability of the sample L-moments with that for a homogeneous region. The results are shown in Table 1 . The region was found to be acceptably homogeneous H 1 for durations of 6-hours or longer. The region was found to be possibly heterogeneous 1 H 2 for 2-to 3-hour precipitation durations, and de nitely heterogeneous H 2 for the 1-hour duration. Despite concerns of heterogeneity for short durations, the 43-station region was used for all durations to maintain consistency in the regional de nition.
The selection of the probability distribution for the regional quantile function was based on the goodnessof-t measure G Hosking and Wallis, 1993 . For all durations, the generalized extreme value GEV distribution was selected as the best t. However, for the 72-hour duration, jGj was slightly greater than the 1.65 value recommended. Since the deviation is quite small, the GEV distribution was also used for the 72-hour duration. Table 1 shows the estimated parameters of the tted distribution and estimated regional quantiles for each duration.
In each year of the 42-year period, Z j p was estimated for exceedance probabilities of 0.5, 0.25, 0.1, 0.05, and 0.0227. These correspond to nonparametric annual quantile estimates of the 2-, 4-, 10-, 20-, and 44-year return period events. Note that since the annual sample contains 43 sites, Z j 0:0227 is simply the series of the maximum non-dimensionalized value observed in the region for each y ear. Figure 2 shows Z j 0:50 and Z j 0:10 for 1-and 24-hour annual maximum precipitation. The linear regression for each series suggests that the estimated annual quantiles increase over time. Note that the increases for the 24-hour precipitation are much greater than for the 1-hour precipitation.
Trend Tests for Annual Maxima
Kendall's correlation coe cient was used to test for statistically signi cant trends in Z j p for each duration and exceedance probability. All the time series have a positive v alue of S, indicating that ex-treme precipitation increases over time for all durations. The signi cance level for rejecting the null hypothesis that there is no trend i.e., that the correlation of the values Z j p with time is zero is shown in Table 2 . Many of the annual quantile series have statistically signi cant trends at the 5 level. Trends for the 44-year event are signi cant for all durations except 1 and 3 hours. For the 20-year event, the trends are signi cant for long durations 6 hours. Most of the trends for the 4-and 10-year events are signicant at the 10 level or less. However, for the 2-year event, the only signi cant trend at the 10 level is for the 24-hour duration.
Overall, it is clear that annual maximum precipitation is increasing over the study region over the period of record. Statistically signi cant trends at the 5 level were detected for one or more of the annual quantile series for nearly all durations. All the signi cant trends occurred for 4-year events or greater exceedance probabilities of 0.25 or less. In the next sections, other forms of nonrandomness in the extreme precipitation process are explored.
Test for Nonrandomness
Signi cance levels for the three test statistics, S k min , S k max , and S k range , w ere computed using Monte Carlo simulation. A GEV regional quantile function with parameters estimated from the Southern Plains analysis was assumed to be the true quantile function. Usually, correlation of hydrologic extremes between sites is ignored in regional frequency analysis notable exceptions are the work of Wallis 1988 and Tasker 1985 . However, annual maximum precipitation for gages in close proximity are correlated. Furthermore, intersite correlation increases as precipitation is aggregated over longer durations. Figure 3 shows computed correlation coecients for 24-hour annual maximum precipitation for the Southern Plains region. Also shown is a logarithmic function tted to the data. Note the tendency for larger coe cients at smaller intersite distances.
The e ects of intersite correlation were included in the Monte Carlo simulations. The simulations were patterned after those described in Hosking and Wallis 1988 . First, intersite dependence was modeled using a logarithmic correlation function. Next, samples for the 43 sites were randomly generated from a multivariate normal distribution with covariance de ned by the correlation function, and then transformed to generalized extreme value deviates. The annual quantile series Z j p and the moving averages S k j p w ere computed for each sample. In addition, the three statistics, S k min , S k max , and S k range , w ere evaluated for the 42-year long samples. The procedure was repeated for 5000 samples to derive the distribution for the test statistics. Note that in using this procedure, the correlation function should be estimated using data that have been transformed to normality. However, Hosking and Wallis 1988 note that the di erences are not signi cant for a GEV distribution with skewness between one and three. Figure 4 shows the 5 signi cance levels based on a one-sided test for S k min 0:1 and S k max 0:1, for k ranging from 1 to 42 years, for the 24-hour precipitation. Signi cance levels are computed assuming independence between sites i.e., no intersite correlation and assuming the logarithmic correction function shown in Figure 3 . The random model of hydrologic extremes implies that 95 of the time, values of S k min will fall above the lower limit, and S k max will fall below the upper limit. Values exceeding the limits occur by chance only 5 of the time. For observed values of S k min and S k min that exceed the limits, one can reject the null hypothesis of a random process at the 5 signi cance level i.e., conclude that there is evidence for nonrandomness. Note that intersite correlation has a v ery signi cant e ect on the 5 signi cance levels, especially for very short moving average windows. Figure 5 shows the annual quantile series for the 10-year 24-hour event Z j 0:1, as well as its 5-year moving average S 5 j 0:1. Also shown are the 5 signi cance levels for the minimum and maximum values of the 5-year moving average for no intersite correlation and with the logarithmic correlation model. Clearly, the minimum of the 5-year moving average in the 1950s is much less than would be expected for a random process with no intersite correlation. Yet even for a region with intersite correlation, the 5-year moving average is still signi cant at the 5 level. Therefore, one could reject the null hypothesis of randomness for this series at the 5 signi cance level.
Regional Results
The statistical methods were applied to annual quantile estimates for all durations. For each duration, a logarithmic correlation function was used to model the intersite correlation. Signi cance levels were then computed for the observed values of the three test statistics. None of the observed values of S k max exceeded the 5 signi cance limit. However, many v alues of S k min were signi cant at the 5 level; a smaller number of the values of S k range were also signi cant. Selected results are shown in Tables 3  through 6.  Table 3 shows the estimated signi cance levels for an exceedance probability of 0.0227 44-year event for the minimum test statistic S k min for moving averages ranging from 1 to 30 years. Only those values that are signi cant at a 10 level or less are shown. The minimum test statistic is statistically signi cant at the 5 level for 12-, 48-, and 72-hour durations. Recall that for all durations except 1 hour, the trends in the 44-year event are statistically signi cant at the 5 level. Although the signi cant values for long moving average windows for the 48-and 72-hour durations are a direct result of the long term increase in annual quantile series, the trends observed for durations of 24 hours or less are insu cient to distinguish these series from a random process.
Unlike the results for 44-year event, the agreement between the signi cant trends and signi cant departures from the random model is generally better for exceedance probabilities of 0.05 or greater 2-to 20-year events. Table 4 shows the estimated signi cance levels for an exceedance probability of 0.1 10-year event for the range test statistic S k range . Fo r a m o ving average of 30 years, the results are signi cant a t t h e 10 level for durations of 24-hours or less, and significant at the 5 level for most of the durations. These results are due to the long-term increase in Z j 0:1. Recall that statistically signi cant trends in Z j 0:1 were also observed for durations of 24 hours or less.
For exceedance probabilities of 0.05 or greater 2-to 20-year events, the results show many statistically signi cant departures from the random process for short moving average windows. Table 5 shows the estimated signi cance levels for an exceedance probability of 0.1 10-year event for the minimum test statistic S k min . For all durations except 1 hour, the minimum values are signi cant at the 5 level for moving average windows of 1 or 5 years. In each case, the minimums are associated with the period from 1952 to 1956, which has low estimated annual quantiles for all exceedance probabilities. For the 1-and 24-hour durations see again Figure 2 , the two lowest estimated quantiles within the region occur in 1952 and 1956. The results of the test indicate that such an extended period with low estimated annual quantiles would be unusual for the random model of hydrologic extremes. Table 6 shows the estimated signi cance levels for an exceedance probability of 0.5 2-year event for the minimum test statistic S k min . Although the trends in the estimated 2-year events are not statistically signi cant, the test again shows signi cant departures from the random model for moving average windows o f 1 t o 5 y ears. Note that the results are signi cant for the 5-year moving average at the 1 level or less for durations of 2-to 24-hours.
In summary, the results show evidence of nonrandomness in extreme precipitation for all durations based on the proposed test. Most occurrences of signi cant statistics were for the minimum test statistics S k min . Signi cant values were often associated with moving average window of 1 to 5 years. A period with low annual quantiles in the 1950s was responsible. Some values of the minimum and range test statistics were also signi cant for moving average window o f 20 to 30 years. These results are due to the long-term trends in extreme precipitation.
Discussion
There are several possible explanations for the apparent nonrandomness detected in extreme precipitation based on the regional test: 1 the signi cant departure from the random process results from limitations of the random model; 2 the signi cant departure arises due to non-climatic causes; or 3 the process is not random and the change in the distribution is related to natural climatic variability. Each o f these explanations will be considered below.
Limitations of the Random Model
The use of the regional frequency model of hydrologic extremes assumes that 1 the region is homogeneous, 2 the form of the regional distribution and the distribution parameters are known, and 3 the form of the intersite correlation function and the model parameters are known. Studies by Lettenmaier and Potter 1985 , Lettenmaier et al. 1987 , Hosking and Wallis 1988 , and Potter and Lettenmaier 1990 , have shown that even with regional heterogeneity, regional frequency estimation is superior to at-site approaches. Still, regional heterogeneity will a ect the distribution of Z j p and its moving averages. Based on a measure of homogeneity H Hosking and Wallis, 1993 , heterogeneity for durations of 1 to 3 hours is a serious concern. Sample L-moments do show systematic variations across the region. Speci cally, L-CV tends to decrease from west to east. Figure 6 shows the most severe case 1-hour duration. Systematic variations are not observed for higher order sample L-moments, although the larger sampling variability for these moments may mask heterogeneity.
Additional Monte Carlo experiments were carried out to evaluate the e ects of regional heterogeneity on the signi cance levels. First, a sloping plane trend surface was t to the sample L-CVs. The tted value of the L-CV at each site was assumed to be the true value. Next, samples for the 43 sites were randomly generated and the three test statistics were computed from the annual quantile series. The procedure was repeated for 5000 samples to derive signi cance levels for the test statistics. Figure 7 shows the results for the 10-year 1-hour precipitation. The signi cance levels are nearly identical to those for a homogeneous region. The results for other durations, where the regional trends in the sample L-CV are less signi cant, were similar. Therefore, the test results for this region are not signi cantly altered by the apparent regional heterogeneity.
In this analysis, the form of the regional quantile function was selected based on a goodness-of-t measure G Hosking and Wallis, 1993 . However, the use of the incorrect probability distribution in regional frequency estimation results in biased estimates of quantiles Lettenmaier and Potter, 1985 . For the Monte Carlo simulation of the random process, the bias would have the greatest e ect on the upper tail of the distribution. Yet in this study, signi cant departures from the random model were more common for less extreme annual quantiles 2-to 10-year events. The signi cance for these quantiles should be more robust to the distributional assumption.
A simple model was used to simulate the e ects of intersite correlation for the Southern Plains region. Hosking and Wallis 1988 have noted that the intersite correlation for oods may depend on ood magnitude. Although many i n vestigations on rainfall modeling have dealt with the form of the spatial correlation for individual storms for examples, see Laughlin, 1981; Waymire et al., 1984; Bell, 1987 , little is known about the form of the correlation for annual maxima. Clearly, the correlation structure of annual maxima would not be the same as for a single rainstorm. Figure 8 summarizes the number of days per year containing an annual maximum, a measure of the number of individual storms for each duration. The average number ranges from just over 30 1-hour duration to 23 72-hour duration for the 43 sites. Therefore, in each y ear, the annual maxima for sites across the region are produced by many independent storm events. Figure 8 also shows the maximum number of annual maxima in a single day in each year, a measure of the regional impact of a single storm. The maximum numberaverages between 4 1-hour duration and 7.2 48-hour duration. For the study period, the largest number of annual maxima in a single day w as 15 48-hour duration. Given the importance of the intersite correlation model on the derived signi cance levels, further research is needed to de ne the form and estimate the parameters of the correlation function.
Non-Climatic Causes
Another possible cause for the apparent nonrandomness may be non-climatic factors. Most important, precipitation records may not be homogeneous. Changes in the location of gages or the environment surrounding the gages is known to a ect the homogeneity of gages. Changes in the gaging equipment may also a ect the measurement of heavy rainfall rates. For instance, the installation of windshields at existing gage sites would increase the precipitation catch, and could result in an apparent increase in extreme precipitation. Furthermore, recording practices may a ect the quality of the data sets collected over time. Potter 1979 examined the e ect of nonhomogeneity for annual precipitation in the northeastern United States. He found that nonhomogeneous records resulted in in ated estimates of the autocorrelation function and the Hurst coe cient. He noted that these results could lead to a false conclusion that the time series have v ery long memory.
The precipitation records were examined for homogeneity using the bivariate test described by Potter 1981 . This test compares the annual precipitation series for each site with the annual precipitation from a regional series. The areal-average annual precipitation based on a network of 1999 National Weather Service NWS cooperative observer gages within the study area was used as the regional series. The test can detect nonhomogeneity that produces a shift in the mean of the gage series e.g., the result from a gage relocation or the installation of a windshield. It is assumed that the regional series is homogeneous. Only two of the 43 gages would appear to be nonhomogeneous based on this test. For one, a shift in the mean of the series was detected in the mid-1970s. For the other, a shift was indicated in the last year of the record. Still, these results do not suggest that the apparent nonrandomness is a result of nonhomogeneous precipitation records.
Climatic Causes of Nonstationarity
If the extreme precipitation process in the Southern Plains is not random, and the change is related to climatic variability, concomitant c hanges in other hydroclimatological variables might also be expected. Figure 9 shows the areal-average annual precipitation for the Southern Plains region during the 42-year study period based on the network NWS cooperative observer gages. Note that there is an increase in annual precipitation over time, similar to that observed for the annual quantile series. However, the trend is not signi cant at the 5 level based on Kendall's correlation coe cient. Still, the trend is consistent with long-term precipitation trends for the Southern Plains observed by Lettenmaier et al. 1994 and Karl et al. 1996 . More important, Karl et al. 1996 showed that the most pronounced trend during this century is the increase in the fraction of precipitation in the form of heavy rainfall 1-inch per day. Clearly, the increases in the annual quantile series, which represent e v en larger precipitation amounts, are consistent with this observation.
The 5-year period from 1952 to 1956 contained the lowest annual quantiles on record, and this produced many statistically signi cant results with the test for nonrandomness. From Figure 9 , it is clear that the period from 1952 to 1956 was also the driest during the study period. Three years were among the four driest on record; the other two y ears had below-average precipitation. Figure 10 compares the monthly precipitation for the two driest years, 1952 and 1956, with monthly average precipitation for the region. During the warm season months of May through October, when most annual maxima occur, both years have below a verage precipitation in each month. Still, the most striking similarity is the very low precipitation accumulations in late summer and early fall, which corresponds to the secondary peak in annual maximum for longer durations. A similar observation was made by Eddy 1982 in a climatological analysis of precipitation in Oklahoma. For the ve driest years on record which include 1952 and 1956 , Eddy 1982 noted that the principal cause of the below average precipitation was the absence of heavy rainfall 1:0 inch per day during the fall.
To determine whether the variations in annual quantiles are related to the variations in annual precipitation, the correlation between the two v ariables was examined. Figure 11 shows the regression for Z j 0:5 2-year event for 24-hour annual maximum precipitation and the annual precipitation. Although there is a great deal of scatter, there is still a clear relationship = 0.746. Table 7 shows the correlation coe cients for each exceedance probability and duration. The relationships are signi cant for all exceedance probabilities at the 5 level or less. In general, the correlation is lower for more extreme quantiles and shorter durations.
The results of this analysis suggest a linkage between extreme events and natural climatic variability on a regional basis. The atmospheric circulations that bring wetter conditions to the region also tend to favor the occurrence of more extreme events and vice versa, even for durations as short as 1 hour. Although a better statistical relationship between annual quantiles and regional hydroclimatic variables is certainly possible and should be pursued, it is clear that such relationships would be useful in predicting the impacts of regional climate change on the occurrence of extreme precipitation.
Summary and Conclusions
A regional frequency analysis approach is proposed to evaluate the changes in hydrologic extremes over secular time scales. Non-dimensionalized regional data are used to construct time series of annual quantile estimates. Statistical tests for trends and nonrandomness are applied to the annual quantile series. The test for nonrandomness is based on the regional model of hydrologic extremes. Observed annual quantiles are compared to those for a random process. The results are used to detect statistically signi cant departures from a random process. The proposed regional approach should be useful for identifying the e ect of climate variability on extreme events. The results may also provide a means for the assessment of hydrologic extremes under changing climatic conditions.
The regional approach w as applied to a study area in the Southern Plains of the United States. Signicant trends increases in annual quantile series were observed over time. Nonrandomness in the extreme precipitation process was detected based on the proposed method.
Many factors may in uence the observed departures from the random model of hydrologic extremes, including regional heterogeneity, distributional assumptions, and intersite correlation. Further research is needed to quantify their impact on the signi cance associated with the observed results. Still, there is strong supporting evidence for climate-related non-randomness in extreme precipitation in the Southern Plains region. The increases in annual quantiles over time are consistent with the trend in annual precipitation and a trend for a larger fraction of precipitation from heavy daily amounts. Statistically signi cant departures from the random model were also associated with a 5-year period of anomalously dry conditions in the Southern Plains. Finally, strong relationships between the variations in annual quantiles and annual precipitation were observed for durations ranging from 1 to 72 hours. 
