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Abstract
We classify all 0rm and residually connected coset geometries satisfying the intersection prop-
erty (IP)2, and on which the group S5×2 acts 3ag-transitively and residually weakly primitively.
This work was motivated by a study of the Ivanov–Shpectorov coset geometry for the O’Nan
sporadic simple group (see Buekenhout, Leemens, J. Combin. Theory Ser. A 85(2) (1999) 148).
The importance of having a list of residually weakly primitive coset geometries for S5×2 is also
shown by Buekenhout et al. (in: A. Pasini et al. (Eds.), Groups and Geometries, Birkh=auser,
Basel 1998, pp. 39–54) and Buekenhout and Dony (Bull. Soc. Math. Belg. XLII (1990) 471).
We extend the concept of direct sum introduced by Valette in (Simon Stevin 56(3) (1982) 167)
to coset geometries and show that all coset geometries are either direct sums of coset geometries
of S5 and 2 satisfying the same properties or are extensions of lower rank coset geometries
given by a theorem of Leemans’ (see Leemons, Master’s Thesis, Vol. 1, UniversitCe Libre de
Bruxelles, 1994.). c© 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction
The present paper gives a complete classi0cation of the 0rm and residually con-
nected coset geometries satisfying the intersection property (IP)2, and on which the
group S5× 2 acts 3ag-transitively and residually weakly primitively (see Section 2 for
de0nitions).
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We decided to study this group for several reasons. First, it appears as one of the
maximal parabolic subgroups of the Ivanov–Shpectorov coset geometry for the O’Nan
sporadic simple group (see [16,7]). Secondly, it was already needed in [4] to show that
the Mathieu group M12 does not have RWPRI and (IP)2 coset geometries of rank ¿6.
Also, since S5× 2 is a maximal subgroup of M12, some of its coset geometries might
appear as residues of coset geometries for M12. Let us remark that for this reason we
decide to classify all coset geometries of S5× 2, i.e. even those which have a nontrivial
kernel, since they might appear as residues of coset geometries with a trivial kernel.
Note that at present, the only sporadic groups for which all RWPRI and (IP)2 coset
geometries are classi0ed are M11 and J1. The next one to study is thus precisely M12.
This work continues a systematic investigation of groups that started some years ago
(see [2,5,3,11–15,18]). It can be seen as an appendix to the Atlas of RWPRI coset
geometries [5].
The paper is organized as follows. In Section 2, we recall de0nitions and notation
for incidence geometry. In Section 3, we de0ne G-direct sums of coset geometries and
prove some of their properties. In Section 4, we prove our main theorem which states
that all coset geometries of S5× 2 can be constructed with the knowledge of the coset
geometries of both groups S5 and 2. The diagrams of the coset geometries obtained
for S5× 2 are available at the following address:
http://cso.ulb.ac.be∼dleemans/abstracts/s5x2.html
The subgroup pattern of S5× 2 is given in Table 1. For every conjugacy class of
subgroups of S5× 2, this table contains: a number (No.), one description of a repre-
sentative R of the class (struct.), the order of R (#), the length of the class (length), the
numbers of the conjugacy classes of subgroup having subgroups containing R (max.
subgroups), and the numbers of the conjugacy classes of subgroups having subgroups
that are maximal in R. In the third column, a number n between parentheses after a
number m means that there are n subgroups of the class m that are contained in R.
In the last column, a number n between parentheses after a number m means that n
subgroups of the class m contain R as a maximal subgroup.
2. Basic denitions and notation
Most of the following ideas arise from [19] (see also [1, Chapter 3]). Let G be
a group together with a 0nite nonempty family of subgroups (Gi)i∈I . We de0ne the
(coset) pre-geometry =(G; (Gi)i∈I ) as follows. The set X of elements of  consists
of all cosets gGi; g∈G; i∈ I . We de0ne an incidence relation ∗ on X by
g1Gi ∗ g2Gj iN g1Gi ∩ g2Gj is nonempty in G:
The type function t on  is de0ned by t(gGi)= i. The type of a subset Y of X is
the set t(Y ); its rank is the cardinality of t(Y ) and we call |t(X )| the rank of . The
Borel subgroup of the pre-geometry is the subgroup B()=
⋂
i∈I Gi. A 5ag is a set of
pairwise incident elements of X and a chamber of  is a 3ag of type I . An element
of type i is also called an i-element.
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Table 1
The subgroup pattern of S5× 2
No. Struct. # Length Max. subgroups Minimal overgroups
1 1 1 1 2(1), 3(15), 4(15), 5(10), 6(10),
7(10), 8(6)
2 2 2 1 1 9(10), 10(15), 18(10), 25(6)
3 2 2 15 1 10, 11(2), 12(2), 19(2), 26(2)
4 2 2 15 1 10, 11, 13, 14, 15, 16, 17,
20(2), 27(2)
5 2 2 10 1 9, 12(3), 16(3), 21, 22(3)
6 2 2 10 1 9, 12(3), 17(3), 23, 24(3)
7 3 3 10 1 18, 19, 20, 21, 22, 23, 24, 42(2)
8 5 5 6 1 25, 26, 27
9 22 4 10 2, 5, 6 28(3), 35, 37(3)
10 22 4 15 2, 3, 4 28, 29, 30, 36(2), 43(2)
11 22 4 15 3(2), 4 29, 31, 32
12 22 4 30 3, 5, 6 28, 38, 39
13 4 4 15 4 30, 31, 33, 44(2)
14 4 4 15 4(3) 30, 32, 34, 45(2)
15 22 4 5 4 29, 33(3), 34(3), 42
16 22 4 15 4, 5(2) 28, 31, 34, 40(2)
17 22 4 15 4, 6(2) 28, 32, 33, 41(2)
18 6 6 10 2, 7 35, 36, 37, 48(2)
19 S3 6 10 3(3), 7 36, 38, 39
20 S3 6 10 4(3), 7 36, 40, 41, 52
21 6 6 10 5, 7 35, 38, 40
22 S3 6 10 5(3), 7 37, 39, 40, 50(2)
23 6 6 10 6, 7 35, 39, 41
24 S3 6 10 6(3), 7 37, 38, 41, 49(2)
25 10 10 6 2, 8 43
26 D10 10 6 3(5), 8 43
27 D10 10 6 4(5), 8 43, 44, 45, 52
28 23 8 15 9(2), 10, 12(2), 16, 17 46, 47(2)
29 23 8 5 10(3), 11(3), 15 46(3), 48
30 4× 2 8 15 10, 13, 14 46, 51(2)
31 D8 8 15 11, 13, 16 46
32 D8 8 15 11, 14, 17 49
33 D8 8 15 13, 15, 17 46, 49
34 D8 8 15 14, 15, 16 46, 50
35 6× 2 12 10 9, 18, 21, 23 47
36 D12 12 10 10(3), 18, 19, 20 47, 56
37 D12 12 10 9(3), 18, 22, 24 47, 53(2)
38 D12 12 10 12(3), 19, 21, 24 47
39 D12 12 10 12(3), 19, 22, 23 47
40 D12 12 10 16(3), 20, 21, 22 47, 55
41 D12 12 10 17(3), 20, 23, 24 47, 54
42 A4 12 5 7(4), 15 48, 49, 50, 52
43 D20 20 6 10(5), 25, 26, 27 51, 56
44 5 : 4 20 6 13(5), 27 51, 54
45 5 : 4 20 6 14(5), 27 51, 55
46 2×D8 16 15 28, 29, 30, 31, 32, 33, 34 53
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Table 1 (continued)
No. Struct. # Length Max. subgroups Minimal overgroups
47 22× S3 24 10 28(3), 35, 36, 37, 38, 57
39, 40, 41
48 2×A4 24 5 18(4), 29, 42 53, 56
49 S4 24 5 24(4), 33(3), 42 53, 54
50 S4 24 5 22(4), 34(3), 42 53, 55
51 2× (5 : 4) 40 6 30(5), 43, 44, 45 57
52 A5 60 1 20(10), 27(6), 42(5) 54, 55, 56
53 2× S4 48 5 37(4), 46(3), 48, 49, 50 57
54 S5 120 1 40(10), 45(6), 50(5), 52 57
55 S5 120 1 41(10), 44(6), 49(5), 52 57
56 2×A5 120 1 36(10), 43(6), 48(5), 52 57
57 S5× 2 240 1 47(10), 51(6), 53(5), 54,
55, 56
The group G acts on  as an automorphism group, by left translation, preserving
the type of each element.
For any group G, we also de0ne a coset geometry of rank 0 which has an empty
element set and whose Borel subgroup is equal to G.
As in [11], we call  a (coset) geometry provided that every 3ag of  is contained
in some chamber and we call  5ag-transitive (FT) provided that G acts transitively
on all chambers of , hence also on all 3ags of any type J , where J is a subset of I .
Assuming that  is a 3ag-transitive coset geometry and that F is a 3ag of , the
residue of F is the pre-geometry
F =

 ⋂
j∈t(F)
Gj;

Gi ∩

 ⋂
j∈t(F)
Gj




i∈I\t(F)


and we readily see that F is a 3ag-transitive coset geometry.
Given a coset geometry =(G; (G0; G1; : : : ; Gn−1)) and a subset J of {0; 1; : : : ;
n−1}, the truncation of  to J is the coset geometry J=(G; (Gi)i∈J ). We call  6rm
(F), thick or thin provided that every 3ag of rank |I | − 1 is contained in at least two,
at least three or exactly two chambers, respectively. We call  residually connected
(RC) provided that the incidence graph of each residue of rank ¿2 is connected.
We call  primitive (PRI) provided that G acts primitively on the set of i-elements
of , for each i∈ I and we call  residually primitive (RPRI) if each residue F of a
3ag F is primitive for the group induced on F by the stabilizer GF of F .
As in [5], we call  weakly primitive (WPRI) provided there exists some i∈ I such
that G acts primitively on the set of i-elements of  and we call  residually weakly
primitive (RWPRI) provided that each residue F of a 3ag F is weakly primitive for
the group induced on F by the stabilizer GF of F .
If  is a coset geometry of rank 2 with I= {0; 1} such that each of its 0-elements
is incident with each of its 1-elements, then we call  a generalized digon.
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We say that  satis0es the rank two intersection property (IP)2 if in every rank 2
residue of  other than a generalized digon, any two elements of the same type are
incident with at most one element of the other type.
We call  locally 2-transitive and we write (2T )1 for this, provided that the stabilizer
GF of any 3ag F of rank |I | − 1 acts 2-transitively on the residue F .
Note that whenever we talk about a “coset geometry” , our de0nition implies
that some group G (of automorphisms of ) is involved. Sometimes (see [5,2] for in-
stance) this group is mentioned explicitly: one gets an ordered pair (;G). Two ordered
pairs (;G) and (′; G) are isomorphic (resp. conjugate) if there exists an automor-
phism (resp. internal automorphism) of G mapping (the subgroups de0ning)  onto
(the subgroups de0ning) ′. An isomorphism will be denoted by the symbol “∼=”.
The group Cor(;G) (resp. Aut(;G)) is the group of automorphisms (resp. type-
preserving automorphisms) of the pair (;G). The 3ag-transitive residually weakly
primitive pairs (;G) in which G= S5× 2 and  is a 0rm, residually connected
coset geometry satisfying (IP)2 will be classi0ed up to isomorphism in the sense
just de0ned.
As to notation for groups, we follow the conventions of the Atlas [10] up to slight
variations. We denote by A :B and A :ˆ B a split and nonsplit extension, respectively, of
A by B. The symbol “l” is used to indicate maximal subgroups.
3. Direct sums
In general, a geometry , not necessarily de0ned by a group with a family of
subgroups, is a set X () of elements, together with a set I() of types, a re3exive and
symmetric incidence relation ∗() and a type function t() :X ()→ I() satisfying
the following axioms:
• ∀x; y∈X (): (x; y)∈ ∗ () and t()x= t()y⇒ x=y.
• Every maximal 3ag is a chamber.
Let 1 and 2 be geometries. According to [20], the direct sum of these two geometries
is a new geometry  de0ned as follows. The element set X () (resp. type set I())
is the disjoint union of the sets X (1) and X (2) (resp. I(1) and I(2)). Two elements
x∈X (i) and y∈X (j) are incident if either i= j and x ∗ y in i or i =j. The type
function is the union of the type functions t(1) and t(2). The direct sum  of 1 and
2 is denoted by 1⊕2.
Now take 3ag-transitive coset geometries A=(A; (A1; A2; : : : ; An)) and
B=(B; (B1; B2; : : : ; Bm)). For (a; b)∈A×B, we can de0ne (a; b) :X (A⊕B)→
X (A⊕B) by (a; b)(x)= ax if x∈X (A) and (a; b)(x)= bx whenever x∈X (B).
This describes an action of A×B as an automorphism group of the direct sum
A⊕B. This action is easily seen to be 3ag-transitive since any 3ag in A⊕B is
the disjoint union of a 3ag in A and one in B. An easy exercise shows that the
stabilizer of an element aAi of A⊕B in A×B is isomorphic to Ai×B. Similarly,
the stabilizer of an element bBj is isomorphic to A×Bj. A theorem of Buekenhout
40 P. Cara, D. Leemans /Discrete Mathematics 255 (2002) 35–45
et al. [10] then shows that
A⊕B∼=(A×B; (A1×B; A2×B; : : : ; An×B; A×B1; A×B2; : : : ; A×Bm)):
We have to be careful here and realize that A×B may act 3ag-transitively in another
way than described above. We give an example for A= S5 and B=2.
Take A=(S5; (A5)) and B=(2; (1)). Let  denote the generator of 2 and pick a
transposition ∈ S5. Now de0ne the 3ag-transitive action  of S5× 2 to be the same as
 de0ned above, except that (a′; )(x)= a′x for x∈X (A). In this case, the stabilizer
of an element of X (A) is (A5× 1)∪ (A5×{}), which is isomorphic to S5, where
with the action  we would get A5× 2. Both actions yield the same direct sum seen
as a geometry but we get two diNerent objects when we take groups into account.
Therefore, we call (A×B; (A1×B; A2×B; : : : ; An×B; A×B1; A×B2; : : : ; A×Bm))
the G-direct sum of A and B and denote it by A⊕G B. We remark that this de0ni-
tion also makes sense if one of the coset geometries is of rank 0. We now give some
lemmas about G-direct sums.
Lemma 1. A×B acts 5ag-transitively on A⊕G B if and only if A acts 5ag-
transitively on A and B acts 5ag-transitively on B.
Proof. For suSciency, we remark that every chamber in A⊕G B is the disjoint union
of a chamber in A and one in B. Flag-transitivity in both summands, together with
the action  described above, completes the argument.
The converse is proved by the remark that a chamber in one of the summands can
be completed to a chamber in the direct sum and then taking the induced action of the
automorphisms on the desired summand.
Lemma 2. The Borel subgroup of A⊕G B is the direct product of the Borel sub-
groups of the summands.
Proof. By de0nition, the Borel subgroup of A⊕G B is equal to
n⋂
i=1
(Ai×B)∩
m⋂
j=1
(A×Bj) =
(
n⋂
i=1
Ai
)
×B∩A×

 m⋂
j=1
Bj


= B(A)×B∩A×B(B)
= B(A)×B(B):
Lemma 3. The G-direct sum A⊕G B is 6rm if and only if A and B are 6rm.
Lemma 4. The G-direct sum =A⊕G B is residually connected if and only if A and
B are residually connected.
Lemma 5. The G-direct sum =A⊕G B satis6es (IP)2 if and only if both summands
satisfy (IP)2.
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Lemma 6. The G-direct sum A⊕G B satis6es RWPRI if and only if both A and
B do.
Proof. Consider a 3ag F in =A⊕G B. Since F=(A)FA ⊕G (B)FB , it is easy to see
that the stabilizer (A×B)F is the direct product AFA ×BFB , where FA=F ∩X (A) and
FB=F ∩X (B). We may assume, without loss of generality, that F has elements in
X (A). Since A is RWPRI, we may assume that the stabilizer S of some element
of (A)FA is maximal in AFA . The stabilizer of this element in F is S ×BFB which is
maximal in AFA ×BFB .
A contraposition argument completes the proof.
4. The coset geometries of S5× 2
In this section we construct all the F, RC, FT, RWPRI and (IP)2 coset geometries
of S5× 2 from the coset geometries of S5 and 2 satisfying the same properties. For
the remaining part of the paper, when we say “coset geometry”, we mean F, RC, FT,
RWPRI and (IP)2 coset geometry. When we talk about a direct product G× 2, the
generator of the second factor will be denoted by .
For the group 2, there are only two coset geometries. One of rank 1 which has two
elements and is denoted by 21=(2; (1)). The second one is the coset geometry of
rank 0 which we denote by 20.
By the lemmas of the previous section, it is clear that for every coset geometry  of
S5, the G-direct sums ⊕G 21 and ⊕G 20 are coset geometries for S5× 2. We get
(S5; (G1; : : : ; Gn))⊕G 20 =(S5× 2; (G1× 2; : : : ; Gn× 2)); (1)
(S5; (G1; : : : ; Gn))⊕G 21 =(S5× 2; (S5× 1; G1× 2; : : : ; Gn× 2)): (2)
Computer searches with the computer algebra package Magma [9] con0rm this but
show that there are also coset geometries having two subgroups Gi isomorphic to S5.
These cannot be explained as G-direct sums of a coset geometry of S5 and one of 2
since 2 has no coset geometry of rank 2.
Observation of these unexplained coset geometries (S5× 2; (G−1; S5× 1; G1; : : : ;
Gn)) with G−1∼= S5 showed that their truncations (S5× 2; (S5× 1; G1; : : : ; Gn))
are coset geometries (in the sense given at the beginning of this section) and moreover
G-direct sums of the form (2). It was also observed that not every G-direct sum of
the form (2) could be extended to an RWPRI coset geometry having two stabilizers
Gi isomorphic to S5. Necessary conditions can be found in the next lemma which was
proved by Leemans in [17].
Lemma 7. Let G be a group and H one of its subgroups. Consider the geometries
=(G; (G1; : : : ; Gn)); ′=(H; (G1 ∩H; : : : ; Gn ∩H)) and ′′=(G; (H;G1; : : : ; Gn)).
Then
(1)  and ′ are 5ag-transitive coset geometries provided that ′′ is 5ag-
transitive;
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(2) if ′ is 6rm and B() is not contained in H , then ′′ is 6rm;
(3) if  and ′ are RWPRI and B(′) is a maximal subgroup of B(), then ′′ is
RWPRI;
(4) if  and ′ are both RC, then so is ′′.
We see that if we take a coset geometry  of rank n + 1 for S5× 2 which is a G-
direct sum of type (2) described above, it can be extended to a coset geometry of rank
n+ 2 by adding a group G−1 isomorphic to S5 to the list of subgroups if G−1 ∩B()
is a maximal subgroup of B(). This new coset geometry is called an S5-extension
of .
We now show that we get all coset geometries of S5× 2 by 0rst constructing
all possible G-direct sums and then applying Lemma 7 to the coset geometries of
type (2).
Lemma 8. Let G be a group. A maximal subgroup of G×〈〉 is either isomorphic
to G or equal to H ×〈〉 for a maximal subgroup H of G.
Lemma 9. Let G be a 6nite group. Consider two di=erent proper subgroups G0 and
G1 of G× 2=G×〈〉 and suppose that G1 =G0 ∩G1lG0lG×〈〉. If  =∈G0 ∩G1,
then Gi∼=G for at least one i∈{0; 1}. Moreover, the inclusions G0 ∩G1¡G1¡G×〈〉
are maximal.
Proof. The subgroup G1 must be contained in some maximal subgroup M of G×〈〉.
By Lemma 8, we know that G0 and M are either isomorphic to G or equal to H ×〈〉
for some HlG. If G0∼=G, we are done, whence we assume G0 =H ×〈〉. Another
application of Lemma 8 to G0 ∩G1lG0 yields that G0 ∩G1∼=H because  =∈G0 ∩G1.
Now suppose that M= J ×〈〉 with JlG. The inclusion G0 ∩G1¡J ×〈〉, together
with  =∈G0 ∩G1, implies H6J . Since HlG, we must have H=J and also G1=H×〈〉
because HlH×〈〉lG×〈〉; this is a contradiction. Hence M must be isomorphic to
G and HlG forces G1 =M ∼=G. The rest of the claim is now clear.
Lemma 10. Let G be a 6nite group and =(G×〈〉; (G0; G1; : : : ; Gn)) a coset
geometry. If none of the subgroups Gi is isomorphic to G, then the Borel subgroup
of  contains .
Proof. In rank 0, we have B()=G×〈〉 and in rank 1 we know that maximality
of G0 ∼=G in G×〈〉 implies G0 =H ×〈〉 with HlG. We continue the proof by
contraposition: assume  =∈B=⋂i∈I Gi.
Since  is RWPRI, we may assume that G0 is a maximal subgroup of G×〈〉.
In rank 2, we have exactly the situation of Lemma 9 and we are done. We now
assume that  has rank ¿2 and that the statement is true for all lower ranks.
Lemma 8 implies that either G0∼=G or G0 =H ×〈〉 for some HlG. By assump-
tion, G0 ∼=G. Hence, G0 =H ×〈〉 for some HlG. The Borel subgroup of the
residue (G0; (G1 ∩G0; G2 ∩G0; : : : ; Gn−1 ∩G0)) is the same as for  and hence
does not contain . By induction G0 ∩Gi must be isomorphic to H for some
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i∈{1; 2; : : : ; n − 1}. This yields H ∼=G0 ∩GilH ×〈〉lG×〈〉, implying Gi∼=G
by Lemma 9.
Lemma 11. Let =(G×〈〉; (Gi)i∈I ) be a coset geometry. If ∀i∈ I : ∈Gi, then
there exists a coset geometry (G; (Hi)i∈I ) with =(G×〈〉; (Hi×〈〉)i∈I )∼=
(G; (Hi)i∈I )⊕G 20.
Proof. If B() contains the subgroup 〈〉 that is normal in G×〈〉, then the action
of G×〈〉 on  involves a nontrivial kernel containing this subgroup of order 2. A
theorem by Tits [19] asserts that (G×〈〉=〈〉; (Gi=〈〉)i∈I ) is a coset geometry of G
that is isomorphic to .
Lemma 12. If =(S5× 2; (Gi)i∈I ) is a coset geometry of rank n, then all subgroups
Gi must be isomorphic to either S5 or H × 2 for some H¡S5.
Proof. We assume, without loss of generality, that I= {0; : : : ; n − 1}. We have two
cases: either at least one of the subgroups Gi is isomorphic to S5 or not.
• If one of the subgroups is isomorphic to S5, we may assume G0∼= S5. We 0rst show
that the elements of type 0 are incident to all other elements of . Since S5 has
index 2, there are exactly 2 elements of type 0. Consider any other element x of
type i. This is contained in at least one chamber C. Now take F to be the set of
all elements of C which are not of type 0. This 3ag contains x and, by 0rmness,
its residue must contain both elements of type 0.
Consider 0¡i¡n. Flag-transitivity ensures that the intersection G0i of the stabi-
lizer Gi of x and the stabilizer of an element of type 0 is of index 2 in Gi. Since
our coset geometries satisfy residual properties, the residue (S5; (G0i)i¿0) must be
a coset geometry of S5. The list of coset geometries for S5 can be found in [5].
There, we can see that the groups G0i must be isomorphic to one of the following
groups A5, S4, S3× 2∼=D12, 5 : 4, D8. Inspection of the subgroup lattice of S5× 2
(given in Table 1 at the end of this paper) shows that the isomorphism types of the
subgroups of S5× 2 containing one of these groups as a subgroup of index two are
the following: S5, A5× 2, S4× 2, S3× 2× 2, (5 : 4)× 2, D8× 2. We conclude that
Gi∼= S5 or Gi =H × 2 with H¡S5.
• If no subgroup Gi is isomorphic to S5, we apply Lemma 10. Since the Borel sub-
group is the intersection of all subgroups Gi, we conclude that all subgroups Gi
contain . This implies that for every i∈ I the subgroup Gi equals Hi×〈〉 for
some Hi6G.
Lemma 13. Let =(G; (Gi)i∈I ) be a coset geometry of rank n. If G0∼= S5 and
∀i =0 :Gi ∼= S5, then there is a coset geometry ′ of S5 such that =′⊕G 21.
Proof. As in the proof of Lemma 12, we show that all elements of type 0 are incident
to all other elements of . Put ′ to be the residue of an element of type 0. Since
G0∼= S5, this group acts 3ag-transitively on ′. All properties needed to be a coset
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geometry are residual properties. This shows that ′ is a coset geometry for S5. The
residue of type 0 is a well-known coset geometry: it is 21. Moreover, Lemma 12
provides that ∀i =0 :Gi =Hi× 2. It follows that =′⊕G21.
Theorem 14. Let =(S5× 2; (Gi)i∈I ) be a coset geometry for S5× 2. At most two
subgroups Gi are isomorphic to S5. Moreover,
(1) if no Gi is isomorphic to S5, then  is a G-direct sum of 20 and a coset
geometry of S5;
(2) if exactly one Gi is isomorphic to S5, then  is a G-direct sum of 21 and a
coset geometry of S5;
(3) if two subgroups Gi are isomorphic to S5, then  is an S5-extension of a coset
geometry obtained in 2.
Proof. We 0rst remark that 0rmness implies that all subgroups Gi must be diNerent.
Then a glance at the subgroup lattice learns that S5× 2 has only two diNerent subgroups
isomorphic to S5. We get three cases.
(1) If none of the subgroups Gi is isomorphic to S5 then Lemma 10 yields that all
subgroups must contain 1× 2 so that we can apply Lemma 11.
(2) If exactly one subgroup Gi is isomorphic to S5, we apply Lemma 13.
(3) For convenience, we put I= {0; 1; : : : ; n− 1}. Suppose that two subgroups G0 and
G1 are isomorphic to S5. We shall show that this coset geometry can be found from
Lemma 7. Since  is RWPRI, it is clear that the residue 0 =(S5× 2; (G1; G2; : : : ;
Gn−1)) satis0es RWPRI. Now consider the truncation {1; :::; n−1}=(S5× 2; (G1; G2;
: : : ; Gn−1)). It certainly satis0es WPRI because G1∼= S5lS5× 2. The subgroup
lattice (see Table 1 at the end of the paper) learns that G0 ∩G1∼=A5. Now
the residue of G1 in  is an RWPRI coset geometry 1 of S5 with the sta-
bilizer of a type isomorphic to A5. A quick look at the list of coset geome-
tries for S5 in [5] shows that the truncation (1){1; :::; n−1} is also RWPRI. Since
this truncation is equal to the residue ({1; :::; n−1})1 of an element of type 1 in
the truncation {1; :::; n−1}, we know that this residue of the truncation must be
RWPRI.
To show that the other residues also satisfy RWPRI, we introduce some no-
tation. Let K be a subset of {1; 2; : : : ; n − 1}; by GK we denote the intersection⋂
k∈K Gk . It can easily be seen that [S5× 2 : S5]= 2 implies that [GJ :GJ∪{1}] = 2
for every subset J of {2; 3; : : : ; n − 1}. This means that all corresponding inclu-
sions GJ∪{1} ⊂ GJ are maximal. By this, all remaining rank n− 2 residues of the
truncation (and hence the whole truncation) are RWPRI.
Since the coset geometry  is supposed to be RWPRI, we have that the Borel
subgroup of the residue 0 is maximal in the Borel subgroup of the truncation of
 to the set {1; 2; : : : ; n− 1}. Hence the coset geometry  is the result of the ap-
plication of Lemma 7 to the truncation {1;2; :::; n−1}=(S5× 2; (G1; G2; : : : ; Gn−1))
which is a coset geometry of S5× 2 having one Gi isomorphic to S5 (namely G1)
and which has been constructed in step (2) of the theorem.
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