A mobile robot system was developed that is capable of automating the complete sample management in a biotechnological laboratory. The robot consists of a wheeled platform and a mounted industrial robot arm with a gripper tool attached to it. The proper interaction with the biotechnological devices is given by the use of a colour camera for object recognition, a force/torque sensor to prevent damages and laser scanners for localisation. Furthermore necessary changes to the environment of the robot are kept to a minimum. By providing a scripting language, the robot system can be easily adapted to new devices and further tasks. By the use of this autonomous robot operating distinct devices, a fully automated sample management system was established which is available day and night.
INTRODUCTION
Sample management is an inevitable part during the development and production of biopharmaceuticals to keep track of the growth conditions for the optimisation of the harvest time during development and to ensure the repeatability during production. Monitoring and controlling the growth parameters for a cultivation usually causes a high human effort for weeksnights and weekends including.
For this reason an autonomous mobile robot was previously developed at the University of Bielefeld which is capable of automating the entire sample management in a cell culture pilot plant (Lütkemeyer et al. 2002 , Scherer et al. 2003 , Knoll et al. 2004 , Scherer 2004 and Poggendorf 2004 .
The robot's role in the sample management process is similar to a human's. After drawing a sample from a bioreactor utilising a sampling device, it is brought to a pipetting station which is capable of taking out a specific amount of aliquot and diluting it for examination at a Cedex cell counter. For archiving, the cells are separated from the sample in a centrifuge, tagged with barcodes, registered at an appropriate scanner and finally stored in a freezer. Meanwhile the process control system evaluates the received data and adjusts the production parameters if necessary, see Figure 1 . 
ROBOT
A robot needs to accomplish certain requirements, to be used for sample management in an environment which is made for humans. Of course it needs to reach the distinct devices, to identify them and to be able to use them with care, not to damage anything. Furthermore it is supposed to handle several sizes of tubes.
Hardware setup
On this account, a battery driven mobile platform MP-L655 from Neobotix was chosen to provide the robot with the necessary mobility and autonomy, being controlled by its own platform computer running a Linux operating system. Equipped with an industrial seven joints robot arm PA-10 from Mitsubishi Heavy Industries and a two-fingered gripper tool attached to it, it is able to reach and to operate the involved devices and to carry the desired tubes, see Figure 2 . 
Localisation and Navigation
Two 180º laser scanners at the front and back side of the platform detect laser scan markers attached to the walls of a biotechnical laboratory whose positions are matched against the known entries in a map. This method enables the robot to estimate its position and orientation up to 38 times per second, see Figure 3 . In conjunction with the given map the A* algorithm and tangent graph are applied to find the shortest non colliding way through the lab to the goal positions. If dynamic obstacles -like for example human personnel -are detected to be too close to the robot on its way to its target position, it stops immediately until the obstacle is out of scope again. 
Device Interaction
Because of the need for high accuracy while operating the laboratory devices, the robot tool is supplied with additional sensors. Since cameras provide a very natural and comprehensive sensor input, a camera is included at the gripper tool to investigate the device, the robot is working at. Thus it is possible to compensate little navigation errors caused by noise during the laser scans and to guide the robot arm with an accuracy of one millimetre.
Image processing often is time consuming, however it can be accelerated if unnecessary information is filtered out. For the current object recognition a colour based region growing approach was chosen evaluating YUV images. The algorithm looks for compound segments of the colours blue, red and yellow and calculates their centres of gravity to match their relative position between each other against entries in the robot's database which makes object identification possible, where objects contain enough unique colour information or at least are supplied with appropriate colour markers, see Figure 4 . The absolute position of the centres of gravity supply the necessary information for fine positioning the robot arm.
Once the position and orientation of the current device or object is calculated, a scripted action is triggered which may be supplied with force constraints guarded by the force/torque sensor not to cause harm to the equipment or even to human personnel. By the use of the general colour based identification method and the scripting language, the robot can easily be adapted to new devices.
