easy in implementation and robustness with measurement noise and model uncertainties [4] . In visual servoing system, there are two ways to configure the camera: 1) eye-in-hand configuration, where the camera is rigidly attached to the robot end-effector; and 2) eye-to-hand configuration, where the camera is fixed in the workspace. Among them, eye-in-hand configuration is widely used because it provides high precise and workspace exploration [5] , [6] .
In the IBVS, the control input is computed based on the feedback of the difference between the current and desired image features. Thus, the system is working well only when all the desired features are extracted correctly. Toward this research direction, reliable feature extraction methods have been developed in computer vision [7] . In addition, reliable feature tracking methods have also been developed to enhance the robustness of feature tracking based on Kalman filter (KF) [8] or Particle filter [9] , etc. However, the designed image features are not always correctly identified by these methods; some features may appear in or disappear from the image during visual servoing [10] . Generally, there are two sources that make the failures of the image feature extraction during visual servoing [10] , [12] : 1) while the camera is moving, some parts of the object, which contain the designed features, are out of the field of view (FOV) of camera; and 2) due to the environment noises (image noise, obstacles, target itself), some desired features will disappear (occlusion), or some undesired features will appear. The failure scenarios of the visual servoing due to the appearance/disappearance of the image feature are generally illustrated in Fig. 4 , will be discussed later on. In this study, detecting failures of visual servoing system is focused on. Fault diagnosis (FD) has not been a focus of prior works on visual servoing, but there are a few examples that have been developed to avoid the designed image features being out of FOV of camera during visual servoing for both PBVS and IBVS [11] . In [12] , a continuous control has been developed by weighting the displacement of the image features. In [13] , a controller based on a switching between PBVS and backward motion has been developed. In [14] , a randomized kinodynamic path planning algorithm has been developed to enhance the visibility of the camera and avoiding workspace obstacles during tracking. In [15] , a probabilistic road map has been developed for path planning of visual servoing to enhance the visibility of camera. Other approaches to deal with the image feature occlusion during visual servoing are to combine multiple sensors [16] . Although the aforementioned approaches can reduce the appearance/disappearance of the image feature that are caused by the limitation of the FOV of camera or occlusion by obstacles, no report certainly guarantees that the image feature will not be moved out/in of the FOV of camera during visual servoing in a complex environment. In addition, the appearance/disappearance of the image feature due to the image noise has not yet been considered, in fact this failure usually presents in real applications.
It is obvious to figure out that the IBVS is working well when not only the designed features need to be extracted correctly but also the robot needs to be moved freely and correctly. However, several problems that make the robot wrong execution have been reported; for example, the failures caused by kinematic singularity, joint limits, collision with obstacle [14] , or failure of the robot components (actuator or encoder) [17] , etc. In literature, several approaches have been developed to detect the internal robot system faults, such as actuators, components, and encoder faults [18] . However, no FD schemes have been developed for the robot used in visual servoing. Recently, due to the sensitivity capability, the vision system has been applied for FD of robotic system based on the assumption that the camera signal has no failures [19] . However, this assumption is not usually valid in real applications due to the failures of feature extraction task mentioned above.
In summary, most of the previous approaches have just focused on increasing the visibility capability of the camera during visual servoing or detecting the faults of the internal robot components, there were no approaches in literature to review the failure scenarios of visual servoing system in depth and to develop a condition monitoring scheme to monitor the presence of such failures as well.
In this paper, FD problem for visual servoing is stated and classified into actuator and sensor faults. Then, a FD scheme is designed to detect and isolate the faults. Detection and identification tasks are activated by approximating parameters related to potential failures based on the KF algorithm. The KF is used here because it has a good capability to approximate the Gaussian noise system parameters [8] , [20] , [21] , and has been successfully applied for design of state estimation and condition monitoring [22] .
The major contributions of this paper can be summarized as follows:
1) A dynamic model of the visual servoing is derived.
2) Popular fault scenarios in IBVS with eye-in-hand configuration are declared and classified into actuator and sensor faults. 3) A fault detection scheme is proposed to detect the faults. 4) A decision table is proposed to isolate the actuator and sensor fault types. The rest of this paper is organized as follows. In Section II, an IBVS and its model are described. In Section III, fault scenarios for visuals servoing are reviewed. The proposed fault detection and isolation scheme is described in Section IV. In Sections V and VI, simulation and experimental results are shown to verify the effectiveness of the developed FD scheme. In Section VII, we provide conclusions and future works.
II. IBVS AND ITS MODEL
Let the axes of the camera frame C attached at the center of the camera O c be denoted
T are the Fig. 1 . Geometric model of a pinhole camera [21] .
axes of the image frame I, and O I denotes the center of the image, as depicted in Fig. 1 . Note that the Z c -axis of the camera frame is perpendicular to the image plane traversing O I . In this configuration, the relations between a set of n fixed 3-D points
.., n expressed in the camera frame and the corresponding 2-D image feature
T , i = 1, ..., n are given by:
where λ is the focal length of the camera. Thus, the effect of the camera motion of the feature coordinates at the image plane is given byṡ
where
is the interaction matrix, and V c = (υ c , ω c ) denotes the spatial velocity of the camera, in which υ c denotes the instantaneous linear velocity and ω c denotes the instantaneous angular velocity of the camera frame. Let the pose of the robot end-effector in the robot base frame be denoted by 
6×6 is the transformation matrix that converts the velocities expressed in the camera frame to the velocities expressed in the robot base frame.
The dynamic model (3) can be represented by the following state space model if we consider a local model based on the interaction matrix [21] :
T denotes the system state vector, u =Ẇ b is the input signal, Δ k represents the system uncertainties, which consists of the error when converting the (3) to (4), the vibration of the robot end-effector during moving, etc., N (μ, Σ) refers to Gaussian noise with expected value μ and covariance Σ, and
where I is the identity matrix. In this paper, the control law is designed based on the standard algorithm for IBVS [1] .
III. CONSIDERED FAULT SCENARIOS
The overall control system of an IBVS is illustrated in Fig. 2 . From Fig. 2 , the IBVS controller is computed on the error between the target and actual feature, which is extracted from the image information acquired by camera. Thus, if we consider the motion of camera and feature extraction task as the plant of the system dynamics, as illustrated in Fig. 2 , the input (actuator) and output (sensor) can be declared as in Fig. 2 . In this paper, two main classes of failures in the visual servoing systems are investigated: incorrect camera motion and incorrect image features extraction. Based on the classification of the fault types in [23] , for the dynamic system (4), the incorrect camera motion can be considered as actuator fault, and the failures of image feature extraction task can be referred to sensor fault.
A. Actuator Faults
When an actuator fault occurs, the actual velocity control input consists of the nominal velocity calculated by the IBVS controller defined in (2), u, and the input fault, Δu(t), i.e., u(t) = u(t) + Δu(t). In practice, the source of this kind of fault usually comes from the robot manipulator, such as kinematic singularity, joint limits, failure of the robot system (actuator, components or encoder [17] , [18] ) or collision with obstacle [14] , etc. Fig. 3 illustrates some kind of actuator faults.
In the presence of an actuator fault, the visual dynamic system (4) can be written as
Here, the form of the actuator fault is modeled by
where T a is the unknown time of occurrence of actuator fault. 
B. Sensor Faults
In the presence of sensor faults, the actual displacement of the extracted image features is expressed bys(t) = s(t) + Δs(t), where s(t) is the true but unknown displacement of the image feature output (i.e., the image feature displacements), while Δs(t) is the vector of the fault signals acting on it. In practice, this kind of failure could be caused by the appearance/disappearance of a feature or the change of a feature due to noise or reflection. The failure scenarios of sensor (feature extraction task) are illustrated in Fig. 4 . Fig. 4(a) illustrates the visual servoing in normal operation; the system extracts the designed image feature points correctly. Fig. 4(b) illustrates a failure scenario when a feature point is disappearing. Fig. 4(c) illustrates a failure scenario when the vision system extracts an incorrect feature point (feature point 5), which has the similar property with a designed feature (feature point 4), while the designed feature point 4 is occluded. Fig. 4 (d) describes a popular sensor bias fault; the vision system reads a wrong displacement of the image feature. This kind of failure can be found widely Fig. 5(a) , three designed feature points are extracted correctly for V-groove welding type. However, in Fig. 5(b) , due to the image noise, the vision system cannot determine the true designed image feature point, instead extracting the noise feature point. The video that illustrates a bias fault in weld seam extraction of welding robot is described in Appendix A. It is clear to recognize that the failure due to the disappearance of the feature point illustrated in Fig. 4 (b) can be detected easily by controller system based on the prior knowledge about the designed features. However, the failure scenarios illustrated in Fig. 4 (c) and (d) are difficult cases, the traditional controller may not be able to detect this kind of fault since it may misunderstands that the noise feature is the designed feature.
Under the effects of time varying bias due to the sensor faults, the system dynamics can be described by
where the sensor bias is modeled as
where T s is the unknown time of occurrence of sensor fault.
IV. FAULT DETECTION AND ISOLATION

A. Fault Detection
To detect the fault parameters related to potential failures are estimated. Since the presented state space model in (4) contains noises, the KF is used in this paper to handle the noises. The estimation of the state vector based on KF is updated by using the two groups of equations [8] , [20] , [21] .
1) Time update: Compute a priori quantities for iteration
where P k and P − k +1 are the estimation error covariance matrix at time k and error covariance matrix at time k + 1, respectively.
2) Measurement update: Use the measurement available at time k + 1 to enhance the accuracy of the predictionx k +1
Thereafter, the estimated output is calculated aŝ
In order to detect a fault, residual and threshold, which is denoted by E th throughout the text, need to be suitable selected [23] . These parameters are chosen such that the system can distinguish between normal operation and fault operation clearly. In this paper, the KF estimation error e defined in (14) , which is defined as the different between the actual designed image feature output and the KF output estimate, is chosen as the residual.
Because the KF eliminates the Gaussian white noise effectively, from (9) and (11), the residual e tends to approximate the zero-mean white sequence produced by the KF, χ ≈ ω + ζ, and the uncertainty Δ, i.e., e ≈ χ + Δ, when the system in normal operation. It is assumed that the system uncertainties and noises are bounded by χ + Δ ≤ e T , where e T is a constant. In practice, the bound value of the system uncertainty and noise are usually obtained by experiments. Since e ≈ χ + Δ, one way to estimate the system uncertainty and noise values is to calculate the residual e when the system in normal operation. This method is used in this paper.
In the visual servoing, n designed image features are captured by one camera. By using suitable feature extraction techniques, the displacement of each feature point does not affect to other features. Thus, it is reasonable to assume that n distinguishable virtual sensors are used to measure n distinguishable designed image features. The state condition of a feature point is represented by two state variables u and v. To facilitate in detecting fault of a feature point, the information of two state variables u i and v i are converted to the state variable s i by introducing the following root mean square estimation error: (15) where e u i and e v i represent the KF estimation error of the state variables u i and v i of the feature point i, respectively, and e s i is used to represent the KF estimation error of the feature point i.
Then, the residual vector is defined as
where E th i = e 2
is a chosen threshold.
Robustness property: the robustness property of a fault detection scheme is defined as its capability to prevent 2 u + (χ + Δ) 2 v + Ω s = −E th + Ω s . Therefore, when Ω > 2E th , the inequality e s > E th is always satisfied. This means that when a fault with magnitude Ω s > 2E th occurs, the residual overshoots the threshold E th , and thus the fault is detected.
B. Fault Isolation
After a fault is detected, it is necessary to isolate its location for easy in fault accommodation or maintenance. In literature, the popular method used to isolate the fault is to use multiple observers, i.e., one observer is used to isolate one fault type [23] . However, the approach increases the computation time of the FD system. In this paper, a simple rule is designed to isolate the actuator and sensor faults based on the relation in motion between the actuator and the sensors in the visual servoing system. In the eye-in-hand IBVS, the displacements of the designed image features are dependent on the camera motion, while the extractions of the feature points are independent. It means that the designed image features are dependent on the actuator motion but independent in extraction. Thus, the failure of a feature point does not affect much to the displacement of other features, while the failure of the actuator will affect to the displacement of all the feature points. Thus, a decision rule can be defined as in Table I to isolate the fault types, wherein r i is defined as in (16). The isolation of a fault is then performed by comparing the binary detection vector r defined in (16) with the subsequent fault signature table, Table I .
Remark: This paper does not consider the heavy sensor fault case, where all the sensors are failed at the same time. In this case, according to Table I, the control system will isolate a wrong actuator fault instead of the sensor faults, but in real application such consistency is rarely occurred.
V. SIMULATION RESULTS
In order to verify the developed FD system for visual servoing, we have simulated an IBVS. The dashed and dot-dashed lines in the image space in Fig. 6(a) are the coordinate of the four points in the initial image and desired image, respectively. The size of the image is 1000 × 1000 pixel. For KF, using a trialand-error procedure, the parameters are set as Q = 10 × I 8×8 and R = I 8×8 . To verify the developed algorithm, the visual servoing system is considered in three working scenarios: normal operation, sensor fault, and actuator fault. On the other hand, because the residual and the corresponding chosen thresholds are dependent on the system uncertainties and noises as the analysis in Section IV, the system is modeled with different level of measurement noise conditions σ = 1, σ = 5, and σ = 10, where σ is the mean value of the noises.
A. Visual Servoing in Normal Operation
The tracking performance of the visual servoing system in normal operation for the case σ = 1 is shown in Fig. 6 (the results for σ = 5 and σ = 10 are not shown to reduce the length of the paper). The result shows that the system provides a good tracking performance. The KF estimation errors for the three cases, σ = 1, σ = 5, and σ = 10, are shown in Fig. 7 . From Fig. 7 , it is obvious to see that the bigger the system noises are, the bigger the residuals obtain. The results are identical to the analyzed theoretical in Section IV. It can be assumed that the unknown faults only occur after the KF estimation errors converge close to zero (after the iteration 5 in Fig. 7) . Then, from analysis in Section IV-A, the thresholds, E th , are selected as shown in Fig. 7 for the three cases σ = 1(blue line), σ = 5(red line), and σ = 10(green line). A fault is detected and isolated whenever the residual exceeds its corresponding selected threshold E th .
B. Sensor Faults
It is assumed that the feature points 3 and 4 are incorrectly extracted by visual servoing at the iteration 25. It means the displacement location of the features 3 and 4 are changed by adding a bias faultΔs = [0, 0, 0, 0, 50, −50, 15, −15] . This kind of failure, illustrated in Figs. 4(d) and 5(b) , can be used to represent the appearance [illustrated in Fig. 4(c) ] or disappearance [illustrated in Fig. 4(b) ] or bias fault [illustrated in Fig. 4(d) indicates that the faults diminish the performance of the whole visual servoing system. The responses of the KF estimation errors to the assumed faults for the visual servoing system in the three cases σ = 1, σ = 5, and σ = 10 are shown in Figs. 9-11 , respectively. For the system with σ = 1, the failures of the points 3 and 4 have been detected and isolated correctly and obviously, as shown in Fig. 9 . For the system with σ = 5, the failures of the points 3 and 4 are also correctly detected and isolated, but not obvious compared to the case σ = 1, as shown in Fig. 10 . For the system with σ = 10, only the failure of the feature point 3 is detected and isolated, while the failure of the feature point 4 cannot be detected, as shown in Fig. 11 . Thus, it can be concluded that the sensitivity of the FD scheme is decreased according to the increasing of level of noises and uncertainties of the system. Fortunately, in the system with heavy noise, the effect of the failure of the point 4 is weak and it does not affect much to the performance of the whole visual servoing system. As such, the effects of the assumed fault in the feature point 4 can be considered as same as the effects of the measurement noise.
C. Actuator Faults
To simulate the actuator fault in the visual servoing system, the motion of the robot end-effector is assumed to move incorrect as the command of the IBVS controller. To simulate this failure situation, we simply add a fault function Δu = [0.2, 0, 0, 0, 0, 0] (rad/s) to the input velocity command of the robot end-effector at the iteration 25. This fault function can be used to represent the faults caused by the source of the robot system in general. Because the sensitivity of the FD scheme to the actuator fault is similar to the sensor fault case, FD for the system with the noise σ = 1 is examined only (to reduce the length of the paper). The responses of the visual servoing system under the assumed actuator fault are shown in Fig. 12 . It can be seen from the figure that the system performance is decreased significantly due to the effect of the actuator fault. The KF estimation errors, shown in Fig. 13 , indicate that the actuator fault has been existed in the system according to the decision rule defined in Table I . Thus, the actuator fault has been detected and isolated correctly.
VI. EXPERIMENTAL RESULTS
To validate the proposed FD system, it has been implemented for visual servoing with a Baxter industrial robot [24] . The Baxter has two arms with 7-DOF for each and eye-in-hand camera equipped in each hand. In this paper, the left-arm and left-hand camera were used to execute the experiment. The camera images were sent at 30 fps (frame/s) to the host PC running under Linux. The images had the size of 640 × 400 pixels and had an effective focal length of 1.2 mm.
In this paper, the visual target is composed of four points, which is determined by the center of four green circles. Fig. 14 illustrates the experiment setup used in this paper. The parameters for the KF are set as Q = 10 × I 8×8 and R = I 8×8 . The values are selected based on the trial and error evaluation. In order to verify the detection and isolation capability of the proposed FD method, we also consider the visual servoing system in three working scenarios: normal operation, sensor fault, and actuator fault. In each experiment, the robotic arm is controlled to allocate to a desired pose regulated by four feature points. quickly convergent close to the system uncertainty and noise values after a few iterations. To isolate the normal condition and the fault condition, the thresholds values, E th , are then selected as described in Section IV and are shown in Fig. 16 (red line) .
A. Visual Servoing in Normal Operation
B. Sensor Faults
To simulate the sensor fault scenario, a bias fault situation like the bias fault in weld seam extraction shown in Fig. 5 is modeled; the vision system reads wrong displacement of the feature point 4. To simulate this scenario, a white paper is used to cover the feature point 4 to change its displacement at around the iteration 28, as shown in Fig. 17 . The response of the visual servoing system under the effect of the fault is shown in Fig. 18 . It can be seen from Fig. 18 that the system performance is reduced due to the effect of fault. The responses of the KF estimation errors, shown in Fig. 19 , verify that the fault has been detected and isolated successfully.
C. Actuator Faults
To simulate the actuator fault, a fault signal Δu = [1.5, 1.5, 0, 0, 0, 0] (rad/s) is added into the velocity control input of the robot end-effector at the iteration 28. The video that describes the experiment setup for the actuator fault is described in Appendix B. The behavior of the visual servoing system un- der the effect of the generated actuator fault is shown in Fig. 20 . It is obvious to see that all the feature errors become larger when the actuator fault occurs. All the KF estimation errors, shown in Fig. 21 , overshoot the corresponding predefined threshold values E th , indicating that the actuator fault has been existed in the system according to the decision rule in Table I .
From the presented results, it can be concluded that, in our experimental evaluation, the proposed FD scheme has detected and isolated the faults effectively and there was no false alarm or missed detection.
VII. CONCLUSION
The failure scenarios of visual servoing have been reviewed in this paper. The FD system for monitoring the failures of a vision feedback robotic control system has been designed based on KF. The residuals and thresholds have been effectively derived so that the fault detection scheme can provide a correct decision when a fault occurs. To isolate the actuator and sensor faults, a decision table has also been proposed. Simulation and experiment results have shown the correct fault detection and isolation of the proposed FD algorithm. After the fault is detected and isolated, it is desired that the visual servoing control system should be reconfigured according to the obtained fault information to reduce the effects of the fault in the system. Fault tolerant control for visual servoing system will be a major part of the future work.
APPENDIX A
The video that describes the failure of weld seam extraction can be found in the experiment at: http://youtu.be/3qF6cltZw0I. In this experiment, the sensor system consists of the following hardware: a CCD camera, a red stripe laser and a reflector. The sensor system setup is shown in Fig. 22 .
The camera takes an image that contains the information about the laser projected onto the workpiece and possible distortions caused by noise. In normal working condition, the three designed feature points are correctly extracted for V-groove welding type by means of suitable image processing algorithm, as shown in Fig. 5(a) . However, due to the image noise, the vision system cannot determine the true designed image feature point, instead extracting the noise feature point, as shown in Fig. 5(b) .
APPENDIX B
The video that describes the experiment setup for actuator fault is described in: https://www.youtube.com/ watch?v=tUuBtxNZYks. In the experiment, the fault signal is generated to the Baxter by simply adding a fault signal Δu = [1.5, 1.5, 0, 0, 0, 0] (rad/s) into the velocity control input of the end-effector at the iteration 28.
In the video, the behaviors of the robot end-effector when the systems are in normal operation and in the actuator fault operation are compared. From the video, it can be seen that the robot in the actuator fault operation tracks the object as in normal operation until the fault is generated. At the time the actuator fault is generated, the position of the robot end-effector is changed accordingly. And thus, the FD system can detect the failure.
