Abstract-Fire hazards occurring recently in the world lead to the need of designing accurate fire detection systems in order to save human lives. The newest innovations continue to use cameras and computer algorithms to analyze the visible effects of fire and its motion in their applications like the adaboost classifier which is well known for its strength in rigid objects detection from images. This paper presents a Fire Detection System (FDS) with an algorithm that works side by side with the adaboost classifier to determine the presence of fire in an image taken by a normal web camera (webcam), in order to decrease the false alarms in an indoor scene. The images are first preprocessed and their selected discrete cosine coefficients are kept for analysis to get better coefficients that will be fed to a neural network for classification and results are compared to a statistical approach used in combination with binary background mask (BBM) and a wavelet-based model of fire's frequency signature(WMF) to test its accuracy.
I. INTRODUCTION
Fire is useful to our life but nowadays it has shown to be one of threats to humanity; like on December 11th, 2005, fire and explosion happened in Buncefield oil depot. It caused 43 persons wound, and the direct economic loss is 2.5 billion pounds. On October 29th, 2009, the fire and explosion happened in a large oil tank farm at Rajasthan state of India. It caused the death of fifteen people and one hundred fifty people were injured [1] . As fire accidents frequently put in danger our life at the same time causing economical and ecological damages and as the scarcity of automatic fire detection systems continues to be a problem that really needs serious attention, to save human lives by preventing injuries and/or deaths, new approaches to detect fire can help to avoid those fire disasters. Many early fire-detection techniques have been explored and most of them are based on particle sampling, temperature sampling, relative humidity sampling, air transparency testing, smoke analysis, in addition to the traditional ultraviolet and infrared fire detectors. However, in large rooms and high buildings, it may take a long time for smoke particles and heat to reach a detector. Those detectors then must be set in the proximity of a fire or can't provide any additional information about the process of burning, such as fire location, size, growing rate, and so on and most of time their installation is very costive. Thus, they are not always reliable because energy emission of non-fires or by products of combustion, which can be yielded in other ways, may be detected by misadventure which usually results in false alarms. To provide more reliable information about fires, Computer Vision-based approaches are becoming more and more helpful. The newest innovations are continuing to use cameras and computer algorithms to analyze the visible effects of fire and its motion in their applications. Adaboost classifier is well known for its strength in rigid objects detection in images, but this approach presents some drawbacks when working on non-rigid objects like fire. The main difficulty is then to identify the fire if it does not occur at the expected position.
This paper proposes then an improvement due to the reprocessing of images and extraction of their features in frequency domain and their classification by a neural network.
II. RELATED WORKS
There exists a video based fire detection (VFD) which is a newly developed technique as it can greatly complete the fire detection requirements in large rooms and high buildings, and even for outdoor environments [2] . Up to Corresponding author: dukuze@gmail.com now, most of methods make use of the visual features of fire including color, textures, geometry, flickering and motion, [3] , [4] .
Some researchers used RGB input as a simple and effective procedure for real-time applications. To improve the RGB systems, a fuzzy logic enhanced generic color model for fire pixel classification was proposed and it used YCbCr color space to separate the luminance from the chrominance more effectively than color spaces such as RGB [5] . An algorithm of early fire image detection and identification based on discrete fractal brownian incremental random field model is proposed in [6] . It is important to realize that most of fire detection systems used the heuristic fixed threshold values in their specific methods [7] .
In addition to motion and color, another approach proposing smoke/fire detection by analyzing the video in wavelet domain has been treated in [8] .
To improve the solutions to the shortcomings enumerated above, many researchers opted computer vision based fire/smoke detection. Some techniques such as combination of color and stereo vision used in [8] have been developed to compensate small or gradual changes in the scene or the lighting. Although stereo vision and edge detection proposed in [9] can be used to detect independently moving targets in the presence of camera motion, it is not feasible for non-rigid object extraction since the movements of the fire/smoke are different. To increase reliability, some systems like the one used in [10] [11] integrate multiple cues such as stereo, color and wavelet pattern to detect fire /smoke. However, color is very sensitive to illumination changes [11] [12] which proves that frequency domain features can be more reliable cues than color in general situations, the reason why a new colour-based model of fire's appearance as well as a new Wavelet-based model of fire's frequency signature are proposed in [13] and this paper proposes an improvement by extracting images features in frequency domain (Discrete Cosine coefficients) used with adaboost method for object detection and their classification by a neural network.
III. PROPOSED APPROACH
Our new fire warning system is designed to be equipped with a normal web camera detection module that detects fire in real-time based on frequency features of frames, and its main function is to improve the previous work in reducing false fire alarms by distinguishing fire information from other objects present in the scene. The common process of in detection methods consist of two steps: the first step is extracting features; the second is using learning method or classifying method to build classifiers based on those features [14] . This is achieved through frames reprocessing, discrete cosine for features extraction and recognition based on neural networks. The neural network modeling system is developed to model a system with some descriptive rules that are designed to deal with complex, ill-defined and unconstrained problems. The two main purposes of neural networks are: (i) to make an accurate and quick procedure to approach the desired result, (ii) to help in building a general and flexible mechanism which is applicable in solving various fields of modeling problems shown in [14] and [15] . As accuracy is very important in classifiers used for emergency applications, a high percentage of false negatives in screening systems increases the risk of real fire images by not receiving the attention they need, while a high false alarm rate causes unwarranted worries and increases the load on system resources.
IV. THE ALGORITHM
Our algorithm consists of four steps: adaboost classification, preprocessing, features extraction and classification. The adaboost classification is helped by the next steps in case it failed to detect an actually present fire in the video frame. Preprocessing deals with segmentation in order to isolate the new object, image enhancement, conversion, resizing, border normalization and histogram equalization after the object has been isolated as being within the indoor scene with the help of a predetermined disparity map. The features extraction is accomplished using discrete cosine transforms. Lastly we recognize the presence of fire in the frame based on neural networks classification. In our experiment, we took 1000 positives (images with fire) and 1000 negatives (images without fire) indoor images to use for the production of an adaboost xml description file. Every image has been resized to 256×192. The data set contains images taken in different circumstances of light and time to ensure variety [13] . We used several different environments such as candles, electrical tubes, paper fire and plastic fire in night shots or daytime shots to gain the variability. Fig. 1 depicts the general flowchart of our fire classification system. The system input is a web camera video images, the system output is the class label (1 for positive and 0 for negative) to determine whether there is fire or not in the frame,
V. SYSTEM SETUP AND DETECTION ALGORITHM
The system is set in a way that if the adaboost classifier manages to find a fire in the frame, so there is no need for further steps as shown in Fig. 2 . If the adaboost failed to find the fire then an improvement of the system is done by the next steps: reprocessing, discrete cosine transform, and the neural networks classifier to determine whether the system was right or wrong as shown in Fig 3. Adaboost Stop Figure.3 The Flowchart of the improved system after adaboost failed to find the existing fire
As the fire has to be detected in an indoor scene, there is need to determine the interior of the room so that outside scene is not taken into account. Given a 3D information recovered from the calculation of the disparity map, an issue to solve is the determination of the lowest boundary of the house interior in the disparity space. Then, the object of interest will be defined as all connected pixels with disparity values larger than the predetermined disparity threshold map. This stage mainly consists of three steps [16] :
1. Off-line determination of a unique disparity threshold map: Establish a pre-determined disparity threshold map (disparity template) that defines the background surfaces for suppression. This disparity template is built off-line.
2. Current creation of a binary suppression mask using the disparity map of the present situation and the predetermined threshold map. The disparity map of a new pair stereo is generated during the operation and compared with the disparity threshold map. The output is a binary mask and the background pixels are then assigned to zeros.
3. Employ morphological closing operator to remove the noise and smooth the foreground regions: due to noise and other artifacts coming from the calculation of the disparity map, the extracted object from the previous step might appear as containing holes or even being sliced into several parts. This refinement stage of the algorithm handles these problems through binary image processing techniques including dilation, singularity suppression and erosion. 
A. Disparity Threshold Map Determination
The disparity threshold map is generated off-line using a set of representative images of the interiors of a kitchen without fire presence. Both physical and virtual boundary surfaces with added artificial textures to the physical boundary are used. A physical boundary is defined as the interior of the kitchen or a structure that limits the view depth of the cameras. A virtual boundary surface can be established from the stereo camera configuration and the desired maximum view depth of the camera. Obviously, the selected boundaries should contain the maximum volume within which a fire will be classified. For better range accuracy, artificial textures are added to the physical boundary surfaces in creating the disparity threshold map in order to obtain the perceptual benefits of texture gradients. The goal of this approach is not to produce realistic textured images, but rather to aid the visualization of rendered surfaces. For the same reason, averaged disparity values of a number of image frames are used in the process. Experimentally, an average of over 100 frames is good enough to establish the disparity threshold map [11] .
B. Background Suppression
A comparison between the measured disparity value and the disparity threshold for all the pixels in the image creates a binary map having the same matrix correlation as the original image. For a given pixel location (i, j), assume the measured disparity value is Db(i, j) and the disparity threshold is Dt(i, j). The new binary map Q(i, j) with the same matrix correlation as the original image is first created with the following rules: If Db(i, j) ≤ Dt(i, j) + μ(i, j), then Q(i, j) = 0 otherwise Q(i, j) = 1, where the parameter μ(i, j) is used to control the degree of background suppression which can be a function of the disparity threshold Dt(i, j), the location of the pixel or simply a constant. In our current implementation, it was chosen as a constant for simplicity. The disparity value is defined in such a way that it increases as the object distance decreases. In this case, the areas indicated by 0s in Q(i, j) represent objects that are beyond the desired detection range. Similarly, the areas indicated by 1s in Q(i, j) represent objects that are within the desired detection range. We have set up the stereo cameras so that their image planes are embedded within the same plane and separated with base length (b) of 10 cm as shown in Fig. 5 . Under this condition, the difference between dl and dr is called the disparity, and is directly related to the distance of the object normal to the image plane [1] . 
C. On-line Morphological Operator Application for Object Enhancement
In order to reduce the noise effects, fill out the holes and/or connect several parts of the object of interest in the binary image, Image processing techniques of type opening and closing operations are used to achieve a smoother and reliable background suppression mask [16] .
• A 3 × 3 8−way flat structuring element for morphological operators is applied to the initial binary mask Q(i, j). Two different levels of erosion and other singularity suppression operators are introduced here and applied as follows: • Erosion Level 1: If the summation of its 8−way neighbors is greater than or equal to 1, set Q(i, j) to 1; otherwise set Q(i, j) to 0 [11] .
• Erosion Level 2: If the product of its 8−way neighbors is 0, then set Q(i, j) to 0, otherwise set Q(i, j) to 1.
• Suppression: If the summation of its 8−way neighbors is less than or equal to 3, set Q(i, j) to 0; otherwise no change to Q(i, j).
• Since the segmentation is based on a low-resolution disparity calculation, the disparity calculation is applied block by block instead of pixel by pixel. The block size is 10×16 pixels. Multiple binary image processing steps should be applied to the new binary map to reject noise.
VI. FEATURES EXTRACTION
DCT (Discrete Cosine Transform) has been the features generator which has been applied to the image block and only the first 10 of the total coefficients are retained after they showed to be more discriminative than others after analysis and along with the eleventh attribute which determines the class label( 0 or 1 given that a fire is present or not in the frame) they have contributed to the feed of the first layer of the neural network.
VII. NEURAL NETWORKS BASED FIRE RECOGNITION
A back-propagation neural network has been used as it can be trained for different kinds of scenes and can even deal with noisy data robustly. The design of the input data to the neural network (NN) is important as it directly affects the performance of the network. The goal is to make the input data maintain the shape information for recognition while being reduced to a manageable amount. The network is set to be of 3 layers (11-10-2):
-one input node per attribute for input layer -10 hidden nodes -one output node per label At the prediction stage -the highest probability can be accepted as the "winning" class label output by the network. The network uses a sigmoid function with alpha and beta parameters 0.6 and 1 specified respectively. The network will terminate the training after either 1000 iterations or a very small change in the network weights is below the specified values. The network gives out a vector of probabilities for each class, taking the class with the highest probability for simplicity and it should also check the separation of different probabilities in this vector in case two classes have very similar values.
VIII. EXPERIMENT RESULTS
We implemented the FDS by using Visual C++ 6.0 and OpenCV computer vision library. Windows XP, intel 1.86GHz and RAM 1GB are used as our computing environment.
For machine learning, 1000 images of fire and 1000 images without fire were used for testing the proposed method. Every image has been resized to 250×250. Several different environments were used; such as candles light, electrical tubes light, paper fire and plastic fire in night shots and day time shots to gain the variability. Another source of frames has been taken from the indoor video clips from Signal and Image Processing Group at Bilkent University in Turkey (http://signal.ee.bilkent.edu.tr/ VisiFire/Demo/FireClips/) and we compared the results with a Background Binary Mask denoted as BBM used with statistical color model as it has been developed on the same environments [7] and then we compared our results with a wavelet-based model of fire's frequency signature denoted as WMF [13] .
From the results presented in Table I , out of 1000 images containing fire, the adaboost classifier counted up to only 720 images, the BBM counted up to 820, the WMF counted up to 850 whereas the improved FDS counted up to 890 images; all the systems getting 72%, 82% , 85%and 89% respectively.
From the results presented in Table II , out of 1000 images without fire, the adaboost classifier got 810 images, the BBM counted up to 840, the WMF counted up to 860 whereas the FDS got 870; all the systems getting 81%, 84%,86% and 89% of the total images respectively. From the results, it is clear that the FDS based fire detection presented an advantage of getting more positive images as shown by the three different judging methods: accuracy, sensitivity and specificity, which were used as defined in equation (1), (2) Where TP is the true positive, TN the true negative, FP the false positive, and FN the false negative.
IX. CONCLUSION
In this paper, an algorithm based on computer-vision has been proposed for fire detection using frequency features of the video frames. The input images were first transformed to grey scale then image processing techniques were used to reject noise introduced into the images through low resolution disparity calculations. To check the robustness of the used technique, we compared our results to those from adabost classifier and spacial statistical color model with Binary Background Mask (BBM) as well as the wavelet-based model of fire's frequency signature (WMF) and the averaged overall accuracy is about 11.5% better than that of adaboost classifier, 5% better than BBM and 2.5% better than that of WMF. The sensitivity of 0.72 and specificity of 0.81 showed that this approach can be used along with the adaboost classifier to get smarter fire detection. 
