Abstract-The quantitative assessment of cardiac motion is a fundamental concept to evaluate ventricular malfunction. We present a new optical-flow-based method for estimating heart motion from two-dimensional echocardiographic sequences. To account for typical heart motions, such as contraction/expansion and shear, we analyze the images locally by using a local-affine model for the velocity in space and a linear model in time. The regional motion parameters are estimated in the least-squares sense inside a sliding spatiotemporal B-spline window. Robustness and spatial adaptability is achieved by estimating the model parameters at multiple scales within a coarse-to-fine multiresolution framework. We use a wavelet-like algorithm for computing B-spline-weighted inner products and moments at dyadic scales to increase computational efficiency. In order to characterize myocardial contractility and to simplify the detection of myocardial dysfunction, the radial component of the velocity with respect to a reference point is color coded and visualized inside a time-varying region of interest. The algorithm was first validated on synthetic data sets that simulate a beating heart with a speckle-like appearance of echocardiograms. The ability to estimate motion from real ultrasound sequences was demonstrated by a rotating phantom experiment. The method was also applied to a set of in vivo echocardiograms from an animal study. Motion estimation results were in good agreement with the expert echocardiographic reading.
I. INTRODUCTION

E
CHOCARDIOGRAPHY is an effective imaging modality that enables clinicians to study the shape, size, and dynamics of the heart. It is noninvasive, relatively inexpensive, and fairly simple to use. The analysis of ventricular motion, in particular, provides an efficient means to evaluate the degree of ischemia and infarction [1] - [3] . In clinical practice, the analysis mainly relies on visual inspection or manual measurements by experienced cardiologists. Manual methods are tedious and time consuming, and visual assessment leads to qualitative and subjective diagnoses that suffer from a considerable inter-and intra-observer variability. Therefore, an automated, Manuscript received June 15, 2003 ; revised December 17, 2003 . This work was supported in part by the Swiss National Science Foundation under Grant 3200-059517.99 and in part by the Swiss Heart Foundation. The associate editor coordinating the review of this manuscript and approving it for publication was Dr. Tamas Sziranyi.
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Digital computer-based analysis is highly desirable to obtain more objective and quantitative diagnoses. Several approaches have been proposed to quantify heart motion from two-dimensional (2-D) echocardiograms. One approach consists of segmenting and tracking myocardial borders using active contours [4] - [6] or active appearance models [7] . However, motion information is only obtained for myocardial borders which are often poorly defined, especially in the case of the epicardial border. A different approach is to estimate motion for the entire image content; optical flow methods, in particular, have led to promising results: Mailloux et al. [8] extended the optical flow algorithm of Horn-Schunk [9] by adding a linearity constraint to the motion field. Zini et al. [10] added an additional incompressibility constraint. A popular optical flow algorithm is the Lucas-Kanade method [11] , which estimates the motion locally, assuming that the velocity field is constant within a window. This method was applied to ultrasound by Chunke et al. [12] . An evaluation of different optical flow methods applied to echocardiograms can be found in [13] .
In this paper, we propose a novel optical-flow-based algorithm that is tuned for the analysis of ventricular wall motion from dynamic B-mode echocardiograms. Inspired by the Lucas-Kanade method [11] , we use a local motion model inside a sliding spatiotemporal window. We use a local-affine model for the velocity in space that allows to describe typical heart motions such as rotation, contraction/expansion and shear. The motion parameters are estimated in the weighted least-squares sense inside the sliding spatiotemporal window. Instead of working at a fixed scale, we consider estimation windows of increasing sizes and develop a multiresolution strategy to improve the estimation of large motions and to reduce the sensitivity to noise. We introduce a B-spline weighting scheme that has important computational advantages for multiscale processing. In particular, we develop a wavelet-like multiresolution implementation. We also add a temporal linear component to our motion model. This leads to a more robust motion estimation which combines the information from multiple frames. It also yields an additional acceleration parameter-a useful indicator of heart dynamics.
Since the estimated velocity data itself is not of direct use for the clinician, it has to be processed and visualized properly to facilitate the diagnosis. In order to focus on the relevant regions of the heart, the motion information is only displayed inside a user-defined region of interest (ROI) that typically corresponds to the myocardium. In order to follow the movement of the myocardium, the ROI contour is automatically tracked in time by using the estimated velocity field. Robustness of the tracking process is achieved by using a spline representation of the ROI contours that is fitted in the least-squares sense to the estimated motion field. To extract myocardial contractility information from the overall motion field, we compute the radial component of the estimated velocity field with respect to the ROI centroid (center of gravity). This radial velocity component is then color coded and superimposed on the original image sequence in a semitransparent fashion that is similar to tissue Doppler imaging. The color display allows a more intuitive and simplified identification of regions with abnormal motion patterns. As additional information, the motion trajectory of the ROI centroid, the principal axes of inertia and the area size of the ROI can also be displayed.
The paper is organized as follows. We describe the motion estimation algorithm in Section II. The ROI tracking and radial motion visualization is presented in Section III. The algorithm is validated in Section IV. First, we apply it to synthetic data that simulates the characteristics of a beating heart and compare it with alternative motion estimation approaches. In particular, we test its robustness by simulating the ultrasonic image formation to generate characteristic speckle noise. Second, we demonstrate the ability of the proposed method to analyze motion from real echocardiograms by performing an experiment with a tissue mimicking phantom that is described in Section IV-B. Finally, in Section IV-C, we validate the algorithm on a set of clinical echocardiograms obtained from an animal study. Data sets that were acquired before and after an artificially induced infarction were analyzed and compared.
II. LOCAL-AFFINE, MULTISCALE MOTION ESTIMATION
Several methods have been proposed to quantify heart motion from 2-D echocardiograms. Special attention has been paid to optical flow methods which have led to promising results [13] . Gradient-based optical flow estimation relies on the assumption that the intensity of a particular point in a moving pattern does not change with time. Let denote the intensity of pixels at location and time in an image sequence. The constant intensity assumption can be expressed as [9] (1) where , , and denote the spatial and temporal derivatives of the image intensity. To obtain accurate numerical derivative estimates, we use cubic spline interpolation [14] in space and time. The velocities and are, respectively, the and components of the optical flow that we wish to estimate. Since (1) is a single equation in two unknowns and , it cannot be solved uniquely without introducing additional constraints.
A. Local-Affine Velocity in Space Time
A popular optical flow algorithm is the Lucas-Kanade method [11] , which was applied to ultrasound in at least two studies [13] , [12] . The method estimates the motion locally assuming it to be constant within a spatial window. Since typical heart motions are given by rotation, expansion, contraction, and shear, we use a local-affine model for the motion in space. Additionally, we introduce a linear model for the velocity along the time direction. This allows us to capture local accelerations in time better than by a locally constant model. Another advantage is that we can base our estimation on multiple frames around a given time point which is more robust than using only two frames as many classical optical flow methods do. Let denote the center of a small spatiotemporal image region . Then the spatiotemporal-affine model is defined as (2) The parameters and correspond to the velocity at the center point ; , , , , , and are the first order spatial and temporal derivatives of and , respectively. The derivatives are assumed to be constant within the local neighborhood.
The submatrix of spatial derivatives describes the local variation of the velocity field in space. It can be decomposed into two terms such that , where and The antisymmetric matrix corresponds to a rigid, rotational velocity field that leaves the local tissue area unchanged. The angular velocity is given by , which is equal to one half of the curl of the velocity field. The second, symmetric term accounts for the deformation of the heart tissue, both contraction/expansion and shear. The components on the principal diagonal describe a dilation along the coordinate axes, whereas the off-diagonal components correspond to a shearing.
We estimate the motion components at by minimizing the weighted least-squares criterion ( 3) The symmetric window function gives more weight to constraints at the center of the local spatiotemporal region than to those at the periphery. A well-suited window function is , where is the symmetrical B-spline of degree [14] . B-splines rapidly converge to Gaussians when their degree increases, which ensures isotropy of the window in multiple dimensions. Varying the B-spline degree also allows to change the size of the window function. Additionally, the B-splines satisfy a two-scale equation which leads to an efficient computation of B-spline-weighted inner products at dyadic scales by using a wavelet-like algorithm (cf. Section II-B).
By differentiating (3) with respect to each of the eight unknown parameters, we obtain a symmetric linear system in terms of local moments of the spatial and temporal derivatives of , as defined in (9) . The coefficients of this system of equations at a given position are of the form shown in (4) at the bottom of the page, where and represents the functions , , , , or .
B. Multiresolution Moments Computation
It is obviously difficult to estimate large motions at fine scales. Small window functions may lead to aliasing artifacts if the motion is large. To reduce this problem, we apply a coarse-to-fine strategy in space. At each spatial scale , we use dilated and shifted versions of the window function (5) The window functions at scale are dilated by the factor . They are spaced at a distance of pixels which corresponds to a subsampling of the inner products (4) by in the spatial dimensions. Computing inner products with large windows is computationally expensive; however, inspired by the framework of wavelets [15] , [16] , we have developed a multichannel, Mallat-like algorithm to compute the local moments (4) recursively within a multiresolution framework [17] . Since B-splines satisfy a two-scale equation [14] , the relevant moments at successive scales can be computed iteratively as (6) The one-dimensional two-scale filters (7) are scaled versions of basic filters and are applied separately in the -and directions. The corresponding two-scale filters for the cubic B-spline up to order are given in Table I . Practically, this means that the moments are first computed at the finest scale (initialization) and that the counterparts at successive coarser scales are obtained by multichannel filtering and summation as in (6) . For further details, we refer to [17] .
C. Coarse-to-Fine Multiscale Strategy
Our coarse-to-fine multiresolution strategy is sketched in Fig. 1 and works as follows. First, the local linear system (9) is set up and solved at each spatiotemporal position of the sliding window at the coarsest spatial scale. The motion vectors are 1) The local linear system has to be well conditioned, i.e., the condition number is below a predefined limit. Its size corresponds to the level above which a linear system is considered to be singular. In the experiments, the value is 2000. 2) The normalized residual error (8) is smaller than the corresponding one at the next coarser scale.
3) The length of the estimated central motion vector does not exceed a scale-dependent limit [see (9) at the bottom of the next page]. A motion estimate is set to zero if the local average of the time derivative is smaller than a predefined noise level. As a final step, we fit a spatiotemporal B-spline model to the discrete output at the finest scale to obtain a global, continuous representation of the velocity field.
(4)
III. ROI TRACKING AND MOTION VISUALIZATION
Since the motion is estimated for the complete sequence, the information of interest needs to be extracted and displayed in a proper way to facilitate the identification of wall motion abnormalities. Therefore, we compute radial velocity information from the estimated velocity field and visualize it inside a timevarying ROI. For each frame, the ROI is defined by a set of closed spline curves (typically, the inside and outside of the myocardium). For a given time , each spline curve is parameterized as in terms of the variable . In particular, we represent as a linear combination of B-spline basis functions [14] (10)
The integer denotes the degree of the B-spline and denotes a sequence of vector spline coefficients given by . The basis functions are dilated and shifted by some integer meaning that spline knots on the curve are located at distance . Since the curves are closed, the sequence of spline coefficients is periodic with some period length . To track a curve in time, we compute a series of sample points , , at integer distance on the curve. For these sample points, we compute the displacement from the continuous spline representation of the velocity field. By adding the displacements to the current position of the sample points, we obtain their position (11) in the next frame , as shown in Fig. 2 . To obtain a robust tracking, we approximate the displaced sample points by the spline model (10) that has degrees of freedom, i.e., the spline coefficients , . These spline coefficients are determined by minimizing the least-squares approximation error (12) The choice of the parameter determines the tradeoff between closeness to the sample points and smoothness of the spline curve. An efficient filter-based approach to compute the spline coefficients is described in [18] , [19] . The set of obtained spline curves then defines the ROI at time . To initialize the tracking process, the observer outlines the ROI by placing landmarks on the first frame of the image sequence. The user-defined landmarks are then used to obtain the initial spline curve. The corresponding spline coefficients in (10) are determined such that the curve exactly interpolates the landmarks . Having computed the ROI for each frame, we compute the centroids (centers of gravity), the areas, and the principal axes of inertia of the ROIs. These parameters can be computed exactly from the spline representation of the contours [20] . The velocity field of each frame is then projected onto the radial direction defined with respect to the centroid of the ROI of a particular frame (end diastolic or end systolic). Optionally, the velocity can also be projected onto the floating centroid of the ROI. In this case, the global translational motion of the ventricle is compensated by subtracting the velocity of the floating centroid from the estimated overall velocity. The choice of the optimal centroid (fixed versus floating) depends on the conditions under which the heart is imaged. Under conditions where excessive translation of the heart occurs, such as might be the case after cardiac surgery, a floating centroid approach would be more appropriate.
Inside the time-varying ROI, we color code the radial velocity using a similar color map as in tissue Doppler imaging (TDI). The color-coded velocity is then superimposed on the underlying image sequence in a semitransparent fashion. The color (9) display corresponds directly to myocardial contractility and allows to identify regions of abnormal motion more easily. The motion trajectory of the centroids, the principal axes of inertia and area-size of the ROIs can also be displayed. The movement of the ROI centroid allows to identify and quantify an underlying rigid translation of the myocardium. The motion of the principal axes of inertia allows to identify a global ventricular rotation (heart twisting).
To improve the contour tracking accuracy further, the proposed method may be combined with active contour techniques. However, most of these techniques are based on the detection of strong edges or ridges which do not necessarily correspond to the expert-defined ROI. Furthermore, the transition between the epicardial border and the surrounding tissue is usually very smooth and requires a more adapted definition of cardiac borders. The combination with trainable shape models may also improve the performance, but requires a large set of normalized training examples that also includes a variety of cases with abnormal motion. We did not consider these options here.
IV. NUMERICAL RESULTS
For validation purposes, the algorithm was tested in three different ways. First, it was applied to synthetic data and compared to other motion estimation methods. Second, we analyzed echocardiograms of a rotating phantom. Third, the algorithm was applied to a set of clinical echocardiograms.
A. Application to Synthetic Data
A quantitative analysis of the performance of the algorithm is done on synthetic sequences for which the exact motion field is known.
1) Modeling of Echographic Texture:
In order to simulate the appearance of clinical echo images, we use the linear image formation model of [21] and [22] . The model assumes that the echographic radio-frequency signal can be described by a spatial convolution between the system point spread function (PSF),
, and the impulse response of the tissue
The tissue is modeled as a collection of point scatterers with 2-D normally distributed random echogenicity. The speed of sound throughout the tissue is assumed to be constant. The PSF is assumed to be space invariant with zero attenuation in the case of an adequately adjusted gain control. In particular, we use the Gabor function (14) where and correspond to the axial and lateral dimension of the PSF, respectively. The parameter denotes the acoustic spatial frequency in axial direction. In order to simulate the radial propagation of the ultrasound beam, we divide the image plane into radial segments along the directions , . The oriented filter in each segment is obtained from the basic filter via the coordinate transformation
The resulting B-mode images are given by the modulus (envelope) of the complex echographic radio-frequency signal. The B-mode image gray level histogram has a Rayleigh distribution which is also known as "fully formed" speckle. In this experiment, we have used the parameter set , , , and .
2) Modeling of Heart Motion:
In this study, we simulate an apical short-axis view of a heart. For simplicity, we consider a circular heart model and simulated a periodic displacement field that maintains the area of the myocardium constant. This is achieved by applying a radial displacement field with a magnitude decreasing with the distance from the center. This displacement field is cosine modulated in time to simulate the expansion and contraction. This kind of motion reflects the wall thinning and thickening of a beating heart during diastole and systole. Additional to the myocardial excursion, the heart model is translated toward the upper-right direction to simulate an underlying rigid motion. The known motion field is applied to the initial point scatterer image to obtain a sequence of warped images. The dynamic model was set such that the maximum velocity per frame is 2.0 pixels. In order to simulate additional changes of the scatterer echogenicity that are not caused by motion, we added normally distributed zero-mean white noise to each frame of the warped image sequence. This models, for example, echogenicity changes that are caused by blood flow. This is a simplified, not entirely realistic noise model, but allows us to test the robustness of the algorithms. The final echo sequence is computed by applying the image formation process described above to each frame of the perturbed point scatterer images. As an example, one frame of a 32-frame test sequence is shown in Fig. 3(a) . In this case, the signal-to-noise ratio (SNR) of the point-scatterer images is 13.98 dB.
3) Motion Estimation Results:
The applied motion field was estimated by the algorithm from the simulated B-mode images. As an example, the corresponding estimated velocity field of Fig. 3(a) is shown in Fig. 3(b) . The performance of the algorithm was tested on sequences that were obtained from point scatterer images of different SNRs. The method was compared with the Lucas-Kanade [11] and the Horn-Schunk [9] optical flow methods. For the Lucas-Kanade method, we have used the same parameter set as proposed in [23] . For the Horn-Schunk method, we performed, at most, 250 steps of the iterative algorithm and used a range of regularization parameters . All sequences were prefiltered in space with a Binomial filter of variance . The experiments were performed on a 400-MHz Macintosh G4 computer. The computation time of the proposed algorithm applied to the test sequences [32 (256 256)-frames] was 44 s. To assess the performance of these algorithms, we used two error measures. The first is the angular error between the estimated velocity and the exact velocity which is given by (17) This error measure does not depend on the magnitude of the motion vectors but describes the directional error of the motion vectors. The second is the relative error of the velocity magnitude which is calculated as (18) The mean errors and and their corresponding standard deviations were computed by averaging over all pixels in the image sequence.
To test the accuracy of the different methods, they were first applied to echo sequences that were obtained from point scatterer images without additional noise. The resulting errors are summarized in Table II . The worst method is the Lucas-Kanade method. This is due to the fact that the diverging character of the motion field is not compatible with the local constancy assumption and that it works only at a single scale. The method of Horn-Schunk performs better with respect to the angular error measure. Table II shows the lowest possible angular error for the Horn-Schunk method that was obtained for the regularization parameter . However, the regularization parameter depends on the image sequence and the best choice is not known a priori. Moreover, an increase of the regularization parameter leads to biased velocity estimates toward lower values which is reflected by the relatively high-amplitude error for . Low values for reduce the bias but lead to an increased directional error. The spatiotemporal-affine method performs best since it is well adapted to the underlying motion pattern. The robustness of the algorithms in the presence of additional scatterer noise is illustrated in Fig. 4 . The algorithms were applied to echo sequences that were obtained from point scatterer images of SNRs varying from 26.02 to 13.98 dB. Fig. 4(a) shows the average angular errors of the three methods. For each noise level, we have chosen the regularization parameter of the Horn-Schunk method such that the error was minimal. The corresponding amplitude errors are illustrated in Fig. 4(b) . The Lucas-Kanade method is the most sensitive one, whereas the Horn-Schunk method performs reasonably well if the regularization parameter is chosen properly. The spatiotemporal-affine algorithm performs best with respect to both error measures because the multiresolution strategy and the use of a temporal window provide increased robustness against noise. However, it can be shown in general that the least-squares method, as used in (9), yields estimates that are biased toward smaller values if the data matrix contains noise [24] . This can also be observed from the experiments by computing the relative bias (19) The mean bias , averaged over the whole image sequence, was calculated for each noise level. The underestimation grows with increasing noise level and ranged from 1.7% to 11.4%. To demonstrate the influence of the bias to the amplitude error (18), we recalculated it after correcting the velocity estimates by the average bias such that (20) The resulting amplitude error is also plotted in Fig. 4(b) ; it is smaller than in the noncorrected case, confirming our observation. A more systematic way to correct for the bias is given by the total least-squares (TLS) technique [24] , [25] . However, this technique requires the knowledge of the noise covariance of a system matrix that is composed by the original data matrix and the right hand side vector. Its estimation is challenging if the sample sizes are small and if an accurate noise model is not known. Our experiments with the TLS method (not reported here) were not satisfactory. Of all the techniques we tried, the proposed least-squares fit of the spatiotemporal-affine motion model in combination with the bias correction (20) performed best.
The experiments demonstrate the robustness of the proposed algorithm in the case of a simple ultrasound imaging model. More realistic simulations should, perhaps, consider a nonlinear model for the image formation and a tissue model that reflects the heart anatomy, such as fiber directions and the nonuniformity of the speed of sound, more closely. However, these properties are difficult to simulate which calls for alternative validation methods, such as phantom experiments.
4) Radial Motion Visualization:
For radial motion visualization, the estimated velocity was projected onto the direction to the floating centroid of the ROI to compensate for the underlying translational motion. The color-coded radial velocities for the example sequence are shown in Fig. 5(a) and (b) for systole and diastole, respectively. The uniform contraction during systole is clearly expressed by the red/yellow colors. On the other hand, the expansion during diastole is correctly displayed by the blue/green colors. The color display is more intuitive than the velocity field representation and is not distorted by the underlying global translation. The ROI also clearly tracks the myocardium and the circular form of the ROI contours is maintained due to the least-squares fitting to the estimated noisy motion field. 
B. Phantom Study
The algorithm's ability to estimate motion from real echocardiograms was tested in a phantom experiment. A cylinder-shaped, tissue-mimicking phantom was placed inside a tube of water and rotated with constant angular velocity around its longitudinal axis. The gelatine phantom had a diameter of 7.5 cm and was made out of a 2% agar-agar solution containing randomly dispersed scatterers ranging from 50 to 250 m. Echocardiograms of a 2-D cross section orthogonal to the axis of rotation were acquired and analyzed by the algorithm. Fig. 6(a) shows one frame of a rotating phantom echocardiogram and Fig. 6(b) shows its corresponding estimated velocity field. Since the applied motion is purely rotational, the velocity magnitude increases linearly with the radius. To test this relationship for the estimated velocity field, we computed local means and standard deviations of the velocity field along annuli of different radii. We then fitted a linear regression line to these mean velocities as shown in Fig. 7 . The coefficient of determination is 0.993 which confirms the linear relationship. The slope of the regression line corresponds to the estimated angular velocity. The estimated value was 0.0727 rps, whereas the true angular velocity applied to the phantom was 0.0796 rps. This corresponds to an underestimation of 8.7%. This experiment can also serve as a calibration tool to determine the factor for the bias correction of the motion estimates as proposed in (20) .
C. Application to Clinical Data
For a first in vivo validation, we applied the method to a set of clinical echocardiograms that were obtained from an animal study. We analyzed ultrasound sequences of six dogs with infarctions that were artificially induced by the occlusion of the left anterior descending artery (LAD). Fig. 8 shows a standardized division of the left ventricle into 16 segments according to the American Heart Association [26] . Regions that depend on the left anterior descending artery blood supply are also indicated. Echocardiograms were acquired in an open-chest state before and after the infarction. Since the infarction was caused manually, the exact localization and extend is known and a direct comparison between normal and pathological cases is possible. For one case, two frames of a long-axis view (LAX) before the infarction are shown in Fig. 9(a) and (c) for systole and diastole, respectively. The corresponding motion estimation results are superimposed in the form of a needle diagram. The typical ventricular contraction and expansion of a normal beating heart during systole and diastole is clearly captured by the estimated motion fields. Fig. 10 shows the status after the infarction. Fig. 10(a) and (c) correspond to a frame during systole and diastole, respectively. In both figures, the dyskinesia (paradoxical motion) in the apical to mid anteroseptal segments (upper-right region) is correctly captured by the motion field; during systole, the affected segments move outwards due to the inner blood pressure, whereas they move inwards during diastole.
The color-coded display of the radial velocity confirms the observations obtained from the motion fields, but can be interpreted in a more straightforward way. The color-coded radial velocity of the example case before the infarction is shown in Fig. 9 . Fig. 9(b) and (d) show the corresponding frames during systole and diastole, respectively. In all cases, the velocity was projected onto a fixed reference point that is given by the ROI centroid at end diastole. The regular contraction of the whole myocardium during systole is indicated by the red/yellow colors, whereas the blue/green colors reflect the normal expansion during diastole. The color-coded radial velocity after the infarction is shown in Fig. 10 . In Fig. 10(b) , the outward motion of the apical to mid anteroseptal segments (upper-right region) during systole is correctly visualized by the blue/green colors. The infarction also causes an outward movement of the basal posterior (lower left) segment. Fig. 10(d) shows the pathological motion during diastole. Here, the red/yellow colors indicate that the apical to mid anteroseptal segments (upper-right region) move inwards instead of outwards as in the normal case. Accordingly, the basal posterior (lower left) segment also moves inwards.
1) Segmental Wall Motion Analysis:
For all six cases, we compared peak radial velocities of myocardial segments during systole before and after the infarction. In particular, we analyzed segments that were classified as dyskinetic by the expert. Since, during systole, the ventricle is contracting (negative radial velocity), a normal beating heart does not exhibit significant positive radial velocities. However, dyskinetic segments expand during systole and show significant positive values. In this experiment, eight segments out of a total of 36 were classified as dyskinetic by the expert. The average of the measured positive peak radial velocities in these dyskinetic segments is cm/s. In contrast, the average peak velocity in these segments before the infarction was cm/s. A paired t-test shows a significant difference between the two states . Although differences are clearly significant for the dyskinetic case, the distinction between normal, akinetic (no motion), and hypokinetic (very little motion) cases is not so well defined. Statistical evidence in these cases could not be established since the experiment only included six hearts that also show a variation in velocities before the infarction. To perform a meaningful statistical study with a higher number of infarct categories, a larger number of cases needs to be analyzed.
2) ROI Tracking Validation:
The motion estimation algorithm in combination with the automatic contour tracking was also validated by comparing it to the manual contour tracking by an expert. Since the epicardial border is, in general, not clearly defined and is only partially imaged in our test sequences, the validation is performed by tracking the endocardial border of the left ventricle. In all 12 test sequences, an expert, who was blind to the computer analysis, outlined the contours of the endocardial border at the end-diastolic and end-systolic frames, respectively. Each contour was defined by a set of landmarks that were interpolated by a cubic B-spline curve. In this experiment, the curves were not closed, but the two landmarks at the mitral valve attachment were connected by a straight line to define an endocardial area. The manually defined B-spline contour at end diastole was then tracked by the algorithm to end systole. We calibrated the system and used a constant bias correction factor in all experiments. Fig. 11(a) and (c) show one example of the manually determined contours (green line) at end diastole and end systole, respectively. The automatically tracked contour is shown in Fig. 11(b) and (c) for mid systole and end systole, respectively (white line). The areas that are enclosed by the manually determined contours at end diastole and end systole are denoted by the characteristic functions and , respectively. The area defined by the automatically tracked contour at end systole is denoted as . By calculating the area size of a characteristic function as (21) we define the manually determined area ejection fraction as . Accordingly, we denote the computer-based area ejection fraction by . The area ejection fraction can be interpreted as the 2-D analog of the volumetric ejection fraction [27] and relates the endocardial area before and after the contraction phase (systole). To compare the automatically tracked contours with the expert standard, we compute two error measures. The first is the relative ejection fraction error . Let denote the area size of the characteristic function that describes the region where the end-systolic manual and computer-based masks do not coincide. Then, the second error measure corresponds to the relative size of the area, where the manual and computer-defined masks do not overlap. In this experiment, the average area error was determined as and the area-ejection fraction error was . To determine the variability of the expert contour tracking, the contours at end systole were outlined a second time by the observer. The same error measures as in the manual/computer comparison were calculated. The intra-observer error for the end-systolic area was determined as and the intra-observer area ejection fraction error was . These results show that the motion estimation algorithm yields realistic results and that the contours are sufficiently well tracked to provide a time-varying ROI for further post processing and motion visualization.
V. CONCLUSION
We proposed a new method to estimate heart motion from echocardiograms that uses a local motion model that is particularly well adapted to typical heart dynamics. The method is fast and robust due to a wavelet-like multiresolution implementation. For visualization purposes, we developed a robust method to track a ROI in time. Inside the time-varying ROI, we superimpose a color-coded radial velocity component onto the echocardiogram that allows to directly identify and quantify myocardial contractility. The algorithm outperforms other methods on simulated data; its applicability to real echocardiograms was demonstrated by a phantom experiment. A first validation of the proposed method on clinical echocardiograms yielded realistic motion fields. We also verified that the estimated regional wall motion was in good agreement with the expert echocardiographic reading.
