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Simultaneous Approximation Terms for Multi-Dimensional
Summation-by-Parts Operators?
David C. Del Rey Ferna´ndez · Jason E. Hicken ·
David W. Zingg
Abstract This paper is concerned with the accurate, conservative, and stable imposition
of boundary conditions and inter-element coupling for multi-dimensional summation-by-
parts (SBP) finite-difference operators. More precisely, the focus is on diagonal-norm SBP
operators that are not based on tensor products and are applicable to unstructured grids
composed of arbitrary elements. We show how penalty terms — simultaneous approximation
terms (SATs) — can be adapted to discretizations based on multi-dimensional SBP operators
to enforce boundary and interface conditions. A general SAT framework is presented that
leads to conservative and stable discretizations of the variable-coefficient advection equation.
This framework includes the case where there are no nodes on the boundary of the SBP
element at which to apply penalties directly. This is an important generalization, because
elements analogous to Legendre-Gauss collocation, i.e. without boundary nodes, typically
have higher accuracy for the same number of degrees of freedom. Symmetric and upwind
examples of the general SAT framework are created using a decomposition of the symmetric
part of an SBP operator; these particular SATs enable the pointwise imposition of boundary
and inter-element conditions. We illustrate the proposed SATs using triangular-element SBP
operators with and without nodes that lie on the boundary. The accuracy, conservation,
and stability properties of the resulting SBP-SAT discretizations are verified using linear
advection problems with spatially varying divergence-free velocity fields.
1 Introduction
We are interested in high-order discretizations that obey the summation by parts (SBP)
property. The SBP property mimics integration by parts, and it greatly facilitates the con-
struction of high-order schemes that are conservative and provably stable (linearly and non-
linearly) [1–3]. We are, in addition, interested in the flexibility provided by SBP operators
that do not have a standard polynomial basis representation. In principle, this flexibility
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can be used to optimize SBP operators in various ways. For example, their efficiency can
be improved by reducing their spectral radius or decreasing the number of floating point
operations per node.
SBP methods have predominantly been developed in the context of high-order finite
difference methods [4,5] where the nodal distribution in computational space is uniform; see
the review papers [6,7] and the references therein. While SBP methods have been extended
in a number of ways, for example see [8–11], the majority of these developments have been
limited to one-dimensional operators that are applied to multi-dimensional problems using
tensor-product operators in computational space. An interesting exception is the work by
Nordstro¨m et al. [12], which presents a vertex-centered second-order-accurate finite-volume
scheme with the SBP property on unstructured grids.
The tensor-product approach, while adequate for many applications, has limitations
when applied to complex geometries and in the context of localized, anisotropic mesh adap-
tation. This motivates our interest in generalizing SBP operators to more general multi-
dimensional subdomains, i.e. elements.
Building on the generalization in [9], we presented an SBP definition in [13] (see also [14])
that is suitable for arbitrary, bounded subdomains with piecewise smooth, orientable bound-
aries. For diagonal-norm1 multi-dimensional SBP operators that are exact for polynomials
of total degree p, it was shown that the norm and corresponding nodes define a strong
cubature rule that is exact for polynomials of degree 2p − 1. This connection to cubature
rules greatly simplifies the construction of SBP operators, since many suitable cubature
rules have already been identified in the literature [15]. In this paper, we will only consider
diagonal-norm operators.
SBP derivative operators do not inherently enforce boundary conditions or inter-element
coupling. The majority of SBP-based discretizations rely on simultaneous approximation
terms (SATs) [16–19] to impose boundary conditions, as well as inter-element coupling
when the solution space is discontinuous. SATs are terms that impose boundary data and
inter-element coupling in a weak sense and lead to stable and conservative schemes without
impacting the asymptotic order of the discretization.
In [13] we derived SATs for multidimensional diagonal-norm SBP operators and showed
that the resulting discretizations are stable for the linear constant-coefficient advection equa-
tion. Indeed, for constant-coefficient advection these penalties are the strong-form equivalent
of the boundary-integrated numerical flux functions used in [20]. The SATs described in [13]
can theoretically accommodate variable-coefficient advection problems; however, they are
not practical for this class of problem because new SBP operators would be needed when-
ever the variable coefficients change.
The multi-dimensional SBP operators in [13] were designed to have a unisolvent set of
nodes on each face for the appropriate space of polynomials. This constraint was imposed,
in part, to simplify the construction of pointwise SATs, but it increases the total number of
nodes required for the SBP cubature. For example, the quadratic, cubic, and quartic SBP
operators for the triangle require 7, 12, and 18 nodes, respectively, rather than the 6, 10, and
15 nodes necessary for a total-degree basis [13]. A similar trend is observed for tetrahedral
elements. Given the quadratic complexity of matrix-vector multiplication, there is impetus
to minimize the number of volume nodes. In addition, it is well known that strong cubature
rules without boundary nodes tend to be more accurate than rules with boundary nodes for
the same number of nodes [15].
In light of the limitations of the SATs used in [13], the objectives of the present work
are to:
1. generalize the SAT definition to accommodate multi-dimensional SBP operators that
may not have a sufficient number of boundary nodes to construct adequate face cubature
rules, including operators that have no boundary nodes, and;
1 The norm matrix can be viewed as a mass matrix.
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2. develop SATs that lead to provably stable and conservative schemes for variable coeffi-
cient partial differential equations (PDEs) in split form.
The remainder of the paper is organized as follows. After introducing some notation, Sec-
tion 2 reviews the definition of multi-dimensional SBP operators from [13]. Section 3 demon-
strates the decomposition of the symmetric component of the SBP-derivative operator by
considering a set of auxiliary nodes on the boundary using interpolation/extrapolation oper-
ators and face cubature rules. In Sections 4 and 5 the general framework for construction of
stable and conservative SATs is presented and two examples of SATs are discussed. In order
to illustrate SATs on a concrete example, Section 6 presents two families of SBP operators
for the triangle and describes how SATs are constructed for these operators. A numeri-
cal verification using the linear advection equation with a spatially varying divergence-free
velocity field is given in Section 7, and conclusions are provided in Section 8.
2 Notation and review of multi-dimensional summation-by-parts operators
This work builds on [13], so similar notation is maintained for consistency. As in that work,
we focus on two-dimensional operators to simplify the presentation. One notable difference
between the present work and [13] is that we consider general (smooth) bijective mappings
from physical to computational space. Domains and their boundaries in physical space are
denoted with Ω and Γ , respectively. The corresponding sets in computational space are
given by Ωˆ and Γˆ . Physical-space coordinates are represented with (x, y) ∈ Ω, and the
computational-space coordinates are given by (ξ, η) ∈ Ωˆ. Several definitions and theorems
are limited to operators defined in the ξ coordinate direction, since operators defined in the
other directions are analogous.
Functions are denoted with capital letters with a script type; e.g., U(ξ, η, t) ∈ L2(Ωˆ ×
[0, T ]) denotes a square-integrable function on the space-time domain Ωˆ × [0, T ]. Functions
and operators are discretized on a set of n nodes, SΩˆ = {(ξi, ηi)}ni=1 ⊂ Ωˆ. The restriction
of a function to the nodes is a column vector that is represented using lower-case bold font.
For example, in the case of U we would write
u = [U(ξ1, η1), . . . ,U(ξn, ηn)]T .
A number of definitions and theorems rely on the monomial basis, defined below in
(partial) order of nondecreasing degree.
Pk(ξ, η) ≡ ξiηj−i, k = j(j + 1)/2 + i+ 1, ∀ j ∈ {0, 1, . . . , p}, i ∈ {0, 1, . . . , j}.
The cardinality of the monomial basis of total degree p is denoted
N∗p ≡
(
p+ d
d
)
,
where d is the spatial dimension; for d = 2 this gives N∗p = (p+ 1)(p+ 2)/2. The monomials
and their derivatives evaluated at the nodes are represented by the n-vectors
pk ≡ [Pk(ξ1, η1), . . . ,Pk(ξn, ηn)]T ,
and p′k ≡
[
∂Pk
∂ξ
(ξ1, η1), . . . ,
∂Pk
∂ξ
(ξn, ηn)
]T
.
We can now state the following definition of a multi-dimensional SBP operator that was
proposed in [13]:
Definition 1 Two-dimensional summation-by-parts operator: Consider an open and
bounded domain Ωˆ ⊂ R2 with a piecewise-smooth boundary Γˆ . The matrix Dξ is a degree
p SBP approximation to the first derivative ∂∂ξ on the nodes SΩˆ = {(ξi, ηi)}ni=1 if
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I. Dξpk = p
′
k, ∀ k ∈ {1, 2, . . . , N∗p };
II. Dξ = H
−1Qξ, where H is symmetric positive-definite; and
III. Qξ = Sξ +
1
2Eξ, where S
T
ξ = −Sξ, ETξ = Eξ, and Eξ satisfies
pTk Eξpm =
∮
Γˆ
PkPmnξdΓˆ , ∀ k,m ∈ {1, 2, . . . , N∗r },
where r ≥ p, and nξ is the ξ component of n = [nξ, nη]T, the outward pointing unit normal
on Γˆ .
A diagonal-norm SBP operator is one where H is a diagonal matrix. As mentioned in the
Introduction, such diagonal-norm operators are closely linked to cubature rules and, under
mild assumptions on a generalized Vandermonde matrix, the existence of a cubature implies
the existence of an SBP operator [13]. Conversely, the norm matrix H is a cubature rule
satisfying
pTk Hpm =
∫
Ωˆ
PkPmdΩˆ,
where, at a minimum, H is of degree 2p− 1, i.e. the above equality holds provided PkPm is
at most degree 2p−1. In addition, since H is symmetric positive definite, it defines the finite-
dimensional norm (hence the name, norm matrix) that is a degree 2p− 1 approximation to
the L2 norm:
‖u‖2H ≡ uTHu ≈
∫
Ωˆ
U2dΩˆ.
We use this norm frequently in the following stability analysis.
3 Decomposition of Eξ
The pointwise nature of SATs complicates their direct application to multi-dimensional SBP
operators, which may not have any nodes on the boundary of their domain. Fortunately, as
we show in this section, the Eξ and Eη matrices of many multi-dimensional SBP operators
can be decomposed in terms of nodes that lie on the boundary of Ωˆ. These auxiliary nodes
provide a straightforward means of applying traditional SAT penalties.
In order to proceed, we introduce some assumptions regarding the reference element, Ωˆ,
and its boundary, Γˆ .
Assumption 1 The reference element Ωˆ is a polygon, and its boundary Γˆ is piecewise lin-
ear with Γˆ =
⋃κ
j=1 Γˆj and
⋂κ
j=1 Γˆj = ∅. Furthermore, for each Γˆj there exists a strong
cubature rule, with nodes SΓˆj = {(ξ
(j)
i , η
(j)
i )}nji=1 and weights {b(j)i }nji=1, that exactly inte-
grates polynomial integrands of degree q ≥ 2r, where r is the integer used in property III of
Definition 1.
Remark 1 The assumption that the reference element is a polygon is reasonable; for example,
the most common finite elements are polytopes in computational space.
Assumption 1 ensures that we can evaluate element boundary fluxes with sufficient
accuracy in computational space. For example, the cubature rule for each Γˆj allows us to
write ∫
Γˆj
Pk(ξ, η)nξ dΓˆ = nξj
nj∑
i=1
b
(j)
i Pk
(
ξ
(j)
i , η
(j)
i
)
,
for all polynomials Pk of total degree q or less, where q ≥ 2r. A similar expression holds
for fluxes in the η direction. Note that nξj is constant over Γˆj , due to linearity, so it can be
pulled outside the integral.
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Our approach to imposing boundary and interface conditions pointwise is to inter-
polate/extrapolate the solution from the element nodes onto the cubature nodes SΓˆj =
{(ξ(j)i , η(j)i }nji=1 using operators Rj . To decompose Eξ and Eη , these interpolation/extrapolation
operators must be sufficiently accurate. Specifically,
(Rjpk)i = Pk
(
ξ
(j)
i , η
(j)
i
)
, i = 1, 2, . . . , nj , ∀ k ∈ {1, 2, . . . , N∗r },
where r ≥ p.
We first prove that we can construct Eξ that satisfy the requirements of Definition 1
using the interpolation/extrapolation operators, R, and the face-cubature rules from As-
sumption 1.
Theorem 1 Let Assumption 1 hold and let SΩˆ = {(ξi, ηi)}ni=1 be a given a nodal distribution
on the domain Ωˆ. Then, a matrix Eξ that satisfies the requirements of Definition 1 can be
constructed as
Eξ =
κ∑
j=1
nξjR
T
j BjRj , (1)
where Bj = diag
(
b
(j)
1 , b
(j)
2 , . . . , b
(j)
nj
)
is a diagonal matrix holding the cubature weights for
Γˆj, and Rj ∈ Rnj×n is a degree r ≥ p interpolation/extrapolation operator from the nodes
SΩˆ to the nodes of the reference boundary domain, SΓˆj .
Proof The terms RTj BjRj are symmetric by construction. Therefore, we need only show
that the accuracy conditions of Property III hold. Since the Rj are exact for degree r ≥ p
polynomials, we have, ∀ k,m ∈ {1, 2, . . . , N∗r },
pTk E˜ξpm =
κ∑
j=1
nξjp
T
k R
T
j BjRjpm
=
κ∑
j=1
nξj
nj∑
i=1
b
(j)
i Pk
(
ξ
(j)
i , η
(j)
i
)
Pm
(
ξ
(j)
i , η
(j)
i
)
=
κ∑
j=1
∫
Γˆj
PkPmnξj dΓˆ ,
where we have used the linearity of the mappings (see Assumption 1) and the fact that
the product PkPm has total degree less than or equal to 2r ≤ q. The result follows by the
additive property of integrals. uunionsq
Next, we prove that we can construct a multi-dimensional SBP operator Dξ from a given,
sufficiently accurate, strong cubature rule and an Eξ matrix that satisfies the requirements
of Definition 1. For this result, we will need the degree p (rectangular) Vandermonde matrix
V ≡
[
p1,p2, . . . ,pN∗p
]
,
as well as the associated matrix containing the projection of the ξ derivatives of the mono-
mials
Vξ ≡
[
p′1,p
′
2, . . . ,p
′
N∗p
]
.
Theorem 2 Let the diagonal elements of H and the nodes SΩˆ = {(ξi, ηi)}ni=1 define a degree
2p−1 strong cubature rule on the domain Ωˆ. If the Vandermonde matrix, V, associated with
the nodes SΩˆ has full column rank, and Eξ ∈ Rn×n is symmetric and satisfies Property III
of Definition 1, then there exists at least one degree p SBP operator, Dξ = H
−1(Sξ + 12Eξ),
based on the given nodes SΩˆ and matrices H and Eξ.
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Proof We must show that, for the given H and Eξ, we can find a skew symmetric Sξ that sat-
isfies the accuracy conditions I. The SBP accuracy conditions can be recast as the following
set of matrix conditions:
Dξ
V˜︷ ︸︸ ︷
[V W] =
V˜ξ︷ ︸︸ ︷
[V Wξ], (2)
where W is a set of linearly independent vectors, of size n×(n−N∗p ), such that V˜ is invertible,
e.g., a basis for the null space of V. The matrix Wξ is of size n × (n − N∗p ) and is to be
determined. Using (2) and the multi-dimensional SBP definition, we can solve for Sξ as
Sξ = HV˜ξV˜
−1 − 1
2
Eξ. (3)
What remains to be shown is that Sξ can be constructed to be skew symmetric using
Wξ. Rather than doing so directly, we show that an associated matrix is skew symmetric;
left and right multiplying (3) by V˜T and V˜, respectively, results in
S˜ξ ≡ V˜TSξV˜ =
[
VTHVξ − 12VTEξV VTHWξ − 12VTEξW
WTHVξ − 12WTEξV WTHWξ − 12WTEξW
]
. (4)
If we can show that S˜ξ is skew symmetric, this will imply skew symmetry for Sξ.
We first show that the block S˜ξ(1 : N
∗
p , 1 : N
∗
p ) is skew symmetric;
S˜ξ(1 : N
∗
p , 1 : N
∗
p ) + S˜ξ(1 : N
∗
p , 1 : N
∗
p )
T = VTHVξ + V
T
ξ HV − VTEξV = 0,
where we have used the compatibility conditions VTHVξ + V
T
ξ HV = V
TEξV [4, 5, 9, 13].
Next, notice that the entries in the lower-left block S˜ξ(N
∗
p + 1 : n, 1 : N
∗
p ) are fully
specified by V, W, and Vξ. To make the rest of S˜ξ skew symmetric, we specify the columns
of Wξ in order to match the upper-right block to the (negative transposed) lower-left block
and a zero lower-right block. In other words, for skew-symmetry we require that
S˜ξ(:, N
∗
p + j) = V˜
THWξ − 1
2
V˜TEξW =
[−VTξ HW + 12VTEξW
0
]
.
Rearranging we have
V˜THWξ =
1
2
V˜TEξW +
[−VTξ HW + 12VTEξW
0
]
,
which we can solve for Wξ, because V˜
TH is invertible. This particular Wξ ensures that S˜ξ is
skew symmetric, and, therefore, guarantees that Sξ is skew symmetric. uunionsq
Theorems 1 and 2 imply the following:
Corollary 1 If the hypotheses of Theorem 1 and 2 are met, then there exists at least one
degree p SBP operator whose Eξ has the decomposition (1).
Remark 2 The implication of Corollary 1 is that Dξ exist for which Eξ is constructed as
the sum of matrices, each of which is associated with a face Γˆj ; more importantly, it ex-
presses these constituent matrices in terms of the face cubature points and the Rj operators,
facilitating pointwise imposition of SATs.
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4 Linear variable-coefficient PDEs
While the ideas presented in this paper can be used to construct SATs for PDEs in various
forms, one of our goals is to develop SATs suitable for split forms of nonlinear PDEs. Such
split forms can be used to prove nonlinear stability, for example of the Burgers and Euler
equations, and more generally are related to the entropy stability theory in Refs. [1–3,21,22].
Moreover, such split-forms can be advantageous in improving robustness [23]. Therefore, in
this section, we develop a general framework for constructing SATs to impose boundary
and inter-element conditions weakly for multi-dimensional SBP operators in split form. We
do so by examining the variable-coefficient linear advection equation in two dimensions in
skew-symmetric form. We review the use of the energy method to prove stability for the
continuous problem and then apply the same ideas to prove stability of the semi-discrete
equations. The goal of this section is to determine a set of conditions that, if satisfied, lead
to stable and conservative semi-discrete forms.
4.1 Stability and conservation of the variable-coefficient linear advection equation
Consider the divergence and skew-symmetric forms of the linear advection equation with a
spatially varying velocity field, λ = [λx, λy]
T
:
∂U
∂t
=−∇ · (λU)
=− 1
2
∇ · (λU)− 1
2
λ · ∇U − 1
2
U∇ · λ,
(5)
for all (x, y) ∈ Ω and t ≥ 0. The initial and boundary conditions are
U(x, y, 0) = F(x, y), ∀ (x, y) ∈ Ω,
U(x, y, t) = G(x, y, t), ∀ (x, y) ∈ Γ−, t ≥ 0, (6)
respectively, where Γ is subdivided into the inflow boundary,
Γ− = {(x, y) ∈ Γ |nxλx + nyλy < 0} ,
and the outflow boundary, Γ+ = Γ\Γ−.
We use the energy method — applying a similar analysis to that in Ref. [24] to our two-
dimensional problem — to prove that the problem defined by (5) and (6) is stable; those
interested in further details are referred to the texts [25,26]. Multiplying the divergence form
of (5) by U and integrating in space results in∫
Ω
U ∂U
∂t
dΩ = −
∫
Ω
(
U ∂λxU
∂x
+ U ∂λyU
∂y
)
dΩ. (7)
Equation (7) can be expressed in two alternative forms: i) using the Leibniz rule on the
left-hand side and the product rule on the right-hand side, or; ii) using the Leibniz rule on
the left-hand side and expanding the derivative terms on the right-hand side. Adding these
two alternative expressions leads to
d‖U‖2
dt
= −
∫
Ω
(
∂λxU2
∂x
+
∂λyU2
∂y
+ U2 ∂λx
∂x
+ U2 ∂λy
∂y
)
dΩ. (8)
Using integration by parts on the first two terms of the right-hand side of (8) leads to
d‖U‖2
dt
= −
∮
Γ
U2 (nxλx + nyλy) dΓ −
∫
Ω
U2
(
∂λx
∂x
+
∂λy
∂y
)
dΩ. (9)
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Assuming that the divergence of λ is bounded, that is
α = max
(x,y)∈Ω
(
∂λx
∂x
+
∂λy
∂y
)
≤ ∞,
we have that ∫
Ω
U2
(
∂λx
∂x
+
∂λy
∂y
)
dΩ ≤ α‖U‖2.
The following inequality results from breaking up the surface integral in (9) into integrals
over Γ+ and Γ−, inserting the boundary condition, and making use of the above bound:
d‖U‖2
dt
≤−
∮
Γ+
U2|nxλx + nyλy|dΓ +
∮
Γ−
G2|nxλx + nyλy|dΓ + α‖U‖2
≤
∮
Γ−
G2|nxλx + nyλy|dΓ + α‖U‖2.
(10)
We integrate (10) in time and apply the initial condition (see [25] pg. 94), resulting in the
estimate
‖U‖2 ≤ exp (αt) ‖F‖2 +
∫ t
0
exp (α(t− τ))β(τ)dτ,
where β ≡
∮
Γ−
G2|nxλx + nyλy|dΓ.
Thus, we see that the problem defined by (5) and (6) is stable in the sense of Hadamard,
that is, the solution depends continuously on the data [25].
Remark 3 In the numerical experiments presented later, we consider the special case of (5)
where the velocity is divergence free, ∇ · λ = 0, and the boundary conditions are periodic.
Under these assumptions, starting from (8), the energy method results in
d‖U‖2
dt
= 0,
which shows that the energy is constant.
In addition to stability, we are interested in constructing schemes that are conservative.
To understand the discrete conditions that will be imposed, it is useful to delineate the
conditions on the continuous problem. The PDE (5) has an integral form representation
given as
d
dt
∫
Ω˜
UdΩ +
∮
Γ˜
Un · λdΓ = 0, (11)
where (11) holds for all arbitrary subdomains Ω˜ ⊂ Ω with piecewise smooth, orientable
boundaries Γ˜ . Typically, the strong form (5) is discretized using SBP-SAT schemes; never-
theless, we would like our schemes to mimic (11) discretely on arbitrary domains composed
of one or more elements.
4.2 The generic SBP-SAT semi-discretization
In this section, we present a generic SBP-SAT semi-discretization of (5), and then determine
the general conditions on the SATs necessary to obtain an energy-stable, accurate, and
conservative scheme. We focus on SATs for inter-element coupling — weak enforcement of
boundary conditions is similar.
Simultaneous Approximation Terms for Multi-Dimensional Summation-by-Parts Operators? 9
Fig. 1 Illustration of two generic SBP elements and their common interface used for the analysis of SATs.
The circles denote the volume nodes at which the solutions uL and uR are stored, and the black squares
denote cubature nodes for the face; the latter are introduced in Section 3.
The domain Ω is partitioned into E nonoverlapping elements: Ω =
⋃E
e=1Ωe. On each
element Ωe, the PDE (5) is mapped from physical coordinates to computational, or refer-
ence, coordinates. For a time-invariant transformation, this results in the following skew-
symmetric form:
∂JU
∂t
+
1
2
∂λξU
∂ξ
+
1
2
∂ληU
∂η
+
λξ
2
∂U
∂ξ
+
λη
2
∂U
∂η
+
U
2
(
∂λξ
∂ξ
+
∂λη
∂η
)
= 0, (12)
where
λξ =
∂y
∂η
λx − ∂x
∂η
λy, λη = −∂y
∂ξ
λx +
∂x
∂ξ
λy, J = ∂x
∂ξ
∂y
∂η
− ∂x
∂η
∂y
∂ξ
.
To present and analyze the SATs, we consider the interface between two generic ele-
ments, labeled “left” and “right,” having solutions uL and uR, respectively; see Figure 1.
Suppose the left and right elements have κL and κR faces, respectively. Then, without loss
of generality, we can index the non-shared faces such that the EξL and EξR decompositions
can be written as (see Theorem 1)
EξL =
κL−1∑
j=1
EξL,j + nξLR
T
LBLRL and EξR =
κR−1∑
j=1
EξR,j + nξRR
T
RBRRR,
where the terms nξLR
T
LBLRL and nξRR
T
RBRRR correspond to the shared face. Similar ex-
pressions hold for EηL and EηR. In the following, we will focus on the shared face and will
drop contributions from the remaining κL−1 faces on the left and κR−1 faces on the right,
unless otherwise noted.
The SBP-SAT semi-discretization of (12) is given by
d
dt
(JLuL) +
1
2
DξLΛξLuL +
1
2
DηLΛηLuL +
1
2
ΛξLDξLuL +
1
2
ΛηLDηLuL
+
UL
2
(DξLΛξL1L + DηLΛηL1L) =
1
2
H−1L
(
M
λξ
LLuL −MλξLRuR
)
︸ ︷︷ ︸
SATL
, (13)
on the left element and
d
dt
(JRuR) +
1
2
DξRΛξRuR +
1
2
DηRΛηRuR +
1
2
ΛξRDξRuR +
1
2
ΛηRDηRuR
+
UR
2
(DξRΛξR1R + DηRΛηR1R) =
1
2
H−1R
(
M
λξ
RRuR −MλξRLuR
)
︸ ︷︷ ︸
SATR
, (14)
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on the right element. These discretizations introduce several new matrices and vectors. For
instance,
ΛξL = diag (λξ(ξ1, η1), . . . , λξ(ξnL , ηnL)) ,
UL = diag (uL,1, . . . , uL,nL) ,
JL = diag (J (ξ1, η1), . . . ,J (ξnL , ηnL)) ,
are diagonal matrices, where nL is the number of nodes in the left element. Similar definitions
hold for ΛηL, ΛξR, ΛηR, UR, and JR. In addition, 1L ∈ RnL and 1R ∈ RnR are constant
vectors with entries equal to one.
The matrices M
λξ
LL ∈ RnL×nL , MλξLR ∈ RnL×nR , MλξRR ∈ RnR×nR , and MλξRL ∈ RnR×nL
depend on the spatially varying field λξ = [λξ, λη]
T, in general, and this dependence is
reflected in the notation. It is these four SAT matrices that we seek to constrain using
stability, accuracy, and conservation conditions.
4.2.1 Stability
We begin by determining the condition imposed by stability on the SAT matrices. The
energy method applied to (13) and (14) consists of multiplying the equations by uTLHL and
uTRHR, respectively, and adding the resulting expressions. After cancellation, and using the
fact that uTHdJudt =
1
2
duTHJu
dt , we find
d
dt
(
uTLHLJLuL + u
T
RHRJRuR
)
=
− uTLULHL (DξLΛξL1L + DηLΛηL1L)− uTRURHR (DξRΛξR1R + DηRΛηR1R)
− uTLRTLBLRLΛLuL + uTLMλξLLuL − uTLMλξLRuR
− uTRRTRBRRRΛRuR + uTRMλξRRuR − uTRMλξRLuL, (15)
where
ΛL = nξLΛξL + nηLΛηL and ΛR = nξRΛξR + nηRΛηR.
As explained earlier, we have retained only those boundary matrices corresponding to the
common face shared by the left and right elements. The terms corresponding to the remain-
ing faces have been dropped to simplify the presentation.
We treat the first terms on the right, i.e. the terms on the second line of (15), in much
the same way as we did for the continuous analysis. In particular, assuming the coordinate
transformation is differentiable and has a bounded and nonzero Jacobian, we have
−uTLULHL (DξLΛξL1L + DηLΛηL1L) ≤ γL‖uL‖2H˜L ,
−uTRURHR (DξRΛξR1R + DηRΛηR1R) ≤ γR‖uR‖2H˜R
where
γL = max
i∈[1,nL]
[
J−1L (DξLΛξL1L + DηLΛηL1L)
]
i
,
γR = max
i∈[1,nR]
[
J−1R (DξRΛξR1R + DηRΛηR1R)
]
i
,
and we have defined new norms H˜L = u
T
LHLJLuL, H˜R = u
T
RHRJRuR. Using these bounds
in (15), and grouping the terms involving the SAT matrices, we obtain
d
dt
(
‖uL‖2H˜L + ‖uR‖
2
H˜R
)
≤ C
(
‖uL‖2H˜L + ‖uR‖
2
H˜R
)
− [uTL uTR]
[
RTLBLRLΛL −MλξLL MλξLR
M
λξ
RL R
T
RBRRRΛR −MλξRR
] [
uL
uR
]
, (16)
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for C = max(γL, γR).
In order to bound the solution in terms of the initial and boundary conditions, the
matrix in the right-hand side must be must be negative semi-definite. This motivates the
first condition on the SAT matrices.
Condition 1 (Stability) The matrices M
λξ
LL, M
λξ
LR, M
λξ
RR, and M
λξ
RL must be such that[
RTLBLRLΛL −MλξLL MλξLR
M
λξ
RL R
T
RBRRRΛR −MλξRR
]
is positive semi-definite for all ΛL and ΛR.
4.2.2 Accuracy
In order to maintain the accuracy of the base scheme, the SATs must add terms that are of
the order of the discretization. The required conditions are therefore given by
Condition 2 (Accuracy) The matrices M
λξ
LL, M
λξ
LR, M
λξ
RR, and M
λξ
RL must be such that
H−1L
(
M
λξ
LLvL −MλξLRvR
)
= O(hp˜),
H−1R
(
M
λξ
RRvR −MλξRLvL
)
= O(hp˜),
where h is an appropriate measure for the linear dimension of the shared face, and vL and
vR are the projection, onto the nodes of the left and right domains in physical space, of some
continuous function V(x, y), and p˜ ≥ p.
We will have more to say about the above accuracy condition in the context of specific
examples of SATs in Section 5.
4.2.3 Conservation
In order to determine the constraints on the SAT matrices such that the scheme is conserva-
tive, we multiply (13) by 1TLHL, and (14) by 1
T
RHR and sum the expressions; this operation
is the discrete analogue of integrating the PDE over the volume consisting of both elements,
i.e., Ω˜ in (11). Simplifying the result we obtain
d
dt
(
1TLHLJLuL + 1
T
RHRJRuR
)
=
1
2
[
−1TLRLBLRLΛLuL − 1TLΛLRTLBLRL + 1TLMλξLL − 1TRMλξRL
]
uL,
+
1
2
[
−1TRRTRBRRRΛRuR − 1TRΛRRTRBRRR + 1TRMλξRR − 1TLMλξLR
]
uR.
For conservation, we want the right-hand side to vanish for arbitrary uL and uR. Thus,
after rearranging the right-hand side, we arrive at the third, and final, condition on the SAT
matrices.
Condition 3 (Conservation) The matrices M
λξ
LL, M
λξ
LR, M
λξ
RR, and M
λξ
RL must be such
that[
1TL
(
M
λξ
LL − RTLBLRLΛL
)
− 1TRMλξRL
]
uL
−
[
1TR
(
−MλξRR + RTRBRRRΛR
)
+ 1TLM
λξ
LR
]
uR
= (RLΛL1L)
T BLRLuL + (RRΛR1R)
T BRRRuR
for all uL, uR, ΛL, ΛR.
In the above condition, we have left the conservation conditions coupled and depen-
dent on the solution as this is the typical situation for numerical fluxes used for nonlinear
problems. We elaborate further on the conservation condition below.
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4.3 Divergence-free advection field
We conclude Section 4 by investigating the special case of a divergence-free advection field
in the variable-coefficient problem (5), i.e., ∇ · λ = 0. This case is of practical interest,
because it arises in the incompressible Navier-Stokes and Maxwell’s equations. We also use
this case to verify the theory for scalar variable-coefficient equations in Section 7.
In the divergence-free case, the skew-symmetric form of the PDE (5) simplifies to
∂U
∂t
= −1
2
∇ · (λU)− 1
2
λ · ∇U , (17)
and the SBP-SAT semi-discretization of (17) on the left element becomes
d
dt
(JLuL) +
1
2
DξLΛξLuL +
1
2
DηLΛηLuL +
1
2
ΛξLDξLuL +
1
2
ΛηLDηLuL
=
1
2
H−1L
(
M
λξ
LLuL −MλξLRuR
)
. (18)
The semi-discretization on the right element is similar.
It is straightforward to show that the stability and accuracy conditions remain the same
in the divergence-free case. However, the conservation condition is modified:
Condition 3′ (Divergence-Free Conservation) For the SBP-SAT semi-discretization
of (17), the matrices M
λξ
LL, M
λξ
LR, M
λξ
RR, and M
λξ
RL must be such that[
1TL
(
M
λξ
LL − RTLBLRLΛL
)
− 1TRMλξRL
]
uL
−
[
1TR
(
−MλξRR + RTRBRRRΛR
)
+ 1TLM
λξ
LR
]
uR =
1TL (ΛξLQξL + ΛηLQηL)uL + 1
T
R (ΛξRQξR + ΛηLQηR)uR
for all uL, uR, ΛξL, ΛηL, ΛξR, and ΛηR.
Note that the right-hand side of the divergence-free conservation condition involves Qξ
and Qη.
5 Concrete examples of SATs: symmetric and upwind SATs
The SATs presented in Section 4 offer significant generality, but they are also somewhat
abstract. In this section, we present two concrete examples of SATs — symmetric and
upwind — for multidimensional SBP discretizations, and we show that these SATs satisfy
Conditions 1–3 for stability, conservation, and accuracy.
The proposed symmetric and upwind SATs require the following assumption that con-
strains the face-cubature rules and coordinate transformations of adjacent elements.
Assumption 2 The cubature rule of the face shared by adjacent elements has the same
number of nodes, ν, in both reference spaces. In addition, the coordinate transformations
in the adjacent elements continuously map their respective face-cubature nodes to the same
locations in physical space. For example, in the case of the left and right elements we have
x (ξL,i, ηL,i) = x (ξR,i, ηR,i) and y (ξL,i, ηL,i) = y (ξR,i, ηR,i) , ∀ i = 1, 2, . . . , ν,
where (ξL,i, ηL,i) and (ξR,i, ηR,i) denote the ith face-cubature points on the left and right
elements, respectively. Furthermore, the scaled face-normal vectors, based on the coordinate
transformations along the shared face, are equal and opposite at the cubature nodes:
bL,i [J (nξ∇ξ + nη∇η)]L,i = −bR,i [J (nξ∇ξ + nη∇η)]R,i , ∀ i = 1, 2, . . . , ν, (19)
where bL,i and bR,i denote the ith face-cubature weights on the left and right elements,
respectively.
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Remark 4 In principle, the cubature rules for the shared face could use a different number
of nodes on the left and right elements, but this case is beyond the scope of the current
work.
Remark 5 Equation (19) is satisfied by isoparametric and subparametric coordinate trans-
formations that use the same (possibly scaled) cubature rule on each face.
Let λn = λξnξ + ληnη be the advection velocity normal to the shared face. Then,
assuming that λx and λy are continuous, one can use (19) and the definitions of λξ and λη
to show that
bL,i (λn)L,i = −bR,i (λn)R,i , ∀ i = 1, 2, . . . , ν. (20)
In other words, the cubature-scaled advection velocity normal to the face is equal in magni-
tude and opposite in direction at the coincident nodes along the face. We use (20) to define
the diagonal ν × ν matrix
Bλ = BLΛΓˆ ,L = BRΛΓˆ ,R (21)
where
ΛΓˆ ,L = diag
[
(λn)L,1 , . . . , (λn)L,ν
]
, ΛΓˆ ,R = −diag
[
(λn)R,1 , . . . , (λn)R,ν
]
.
Bλ will play a central role in defining the symmetric and upwind SATs below.
Remark 6 Using (20) to define Bλ simplifies the proof of accuracy for the symmetric and
upwind SATs, but it is important to emphasize that neither (20) nor (19) are necessary for
stability, accuracy, or conservation. Conditions 1–3 will still hold as long as Bλ agrees with
(20) on the order of the discretization and satisfies (24) below. This is important, because
nonlinear problems will not satisfy (20) due to jumps in λx and λy across elements.
5.1 Symmetric SATs
Symmetric SATs are constructed by defining
M
λξ
LL = R
T
LBLRLΛL, M
λξ
LR = R
T
LBλRR,
M
λξ
RR = R
T
RBRRRΛR, M
λξ
RL = −RTRBλRL.
(22)
Based on these matrices, symmetric SATs for (13) and (14) are given by
2HLSATL,sym = R
T
LBLRLΛLuL − RTLBλRRuR,
2HRSATR,sym = R
T
RBRRRΛRuR + R
T
RBλRLuL,
(23)
Theorem 3 The symmetric SATs (23) satisfy the stability and accuracy Conditions 1 and
2. In addition, they satisfy the conservation Condition 3 provided
1T
Γˆ
Bλ (RLuL − RRuR) = (RLΛL1L)T BLRLuL + (RRΛR1R)T BRRRuR (24)
for all uL, uR, ΛL, ΛR, where 1Γˆ is a vector of ones of length ν.
Proof It is easy to see that the symmetric SAT matrices (22) lead to a skew-symmetric
matrix in Condition 1, which implies that the SATs (23) are stable.
To prove that the symmetric SATs satisfy the accuracy condition, we show that they
vanish for all polynomial face-normal fluxes, (λξnξ + ληnη)U , of total degree p or less on
the reference domain. We do this for the left-element SAT only, since the proof is analogous
for the right-element SAT.
Let ΛLuL ≡ pk,L be the face-normal polynomial flux evaluated at the SBP nodes of
the left element (in reference space) — where we consider all ΛL and uL that satisfy this
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definition — and let pk,ΓˆL be the same polynomial evaluated at the face-cubature points on
the left element. Then, we consider those states on the right element such that
ΛΓˆ ,L(RRuR) = pk,ΓˆL .
Note that such states uR exist provided ΛΓˆ ,LRR is full rank. The vector pk,ΓˆL defines the
“boundary” flux for which we must show the left SAT vanishes. We have
RTLBLRLΛLuL − RTLBλRRuR = RTLBLRLΛLuL − RTLBLΛΓˆ ,LRRuR
= RTLBL
(
RLpk,L − pk,ΓˆL
)
= 0, ∀ k ∈ {1, 2, . . . , N∗p },
where we have used Bλ = BLΛΓˆ ,L and the fact that RL is exact for polynomials of degree
r or less, where r ≥ p. Thus, the SAT is zero for all polynomial face-normal fluxes of total
degree p or less.
Finally, we substitute the M matrices into the equation in Condition 3 and find
1T
Γˆ
Bλ (RLuL − RRuR) = (RLΛL1L)T BLRLuL + (RRΛR1R)T BRRRuR,
which is precisely (24). Therefore, if this constraint is satisfied, the symmetric SATs are
conservative. uunionsq
Equation (24) can be viewed as a constraint on the variable coefficient matrices ΛL, ΛR,
and Bλ. There are a few ways this constraint can be satisfied:
– For scalar variable-coefficient advection, we can apply a preprocessing step to enforce
discrete continuity of the face-normal velocities, that is BLRLΛL1L = −BRRRΛR1R =
Bλ1Γˆ ; we use a similar preprocessing step for the divergence-free variable-coefficient
advection case presented in the results.
– For nonlinear systems of PDEs, such as the Euler equations of gas dynamics, the variable
coefficients are functions of the solution and the coordinate transformation. In this case,
it is more convenient to consider pointwise conditions on a numerical flux Jacobian. To
illustrate, in the scalar case we would have
λ¯i [(RLuL)i − (RRuR)i] = F [(RLuL)i ,ni,L] + F [(RRuR)i ,ni,R] , ∀ i = 1, 2, . . . , ν,
where F [u,n] is the nonlinear flux in the direction n, and λ¯i is the numerical flux
Jacobian at the ith common face node. Note that the pointwise conditions define a
secant-like equation for the numerical flux Jacobian, which is a common condition for
numerical fluxes used in nonlinear hyperbolic systems.
5.2 Upwind SATs
To construct upwind SATs, we define
M
λξ
LL = R
T
LBLRLΛL − RTL|Bλ|RL, MλξLR = RTL (Bλ − |Bλ|) RR,
M
λξ
RR = R
T
RBRRRΛR − RTR|Bλ|RR, MλξRL = −RTR (Bλ + |Bλ|) RL.
(25)
Therefore, upwind SATs for (13) and (14) are given by
2HLSATL,upwd =
(
RTLBLRLΛL − RTL|Bλ|RL
)
uL − RTL (Bλ − |Bλ|) RRuR,
2HRSATR,upwd =
(
RTRBRRRΛR − RTR|Bλ|RR
)
uR + R
T
R (Bλ + |Bλ|) RLuL.
(26)
Theorem 4 The upwind SATs (26) satisfy the stability and accuracy Conditions 1 and 2.
In addition, they satisfy the conservation Condition 3 provided
1T
Γˆ
Bλ (RLuL − RRuR) = (RLΛL1L)T BLRLuL + (RRΛR1R)T BRRRuR (24)
for all uL, uR, ΛL, ΛR, where 1Γˆ is a vector of ones of length ν.
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Proof The matrix in Condition (1) is positive semi-definite using the upwind SAT matrices
(25) if [
(RLuL)
T (RRuR)
T
] [ |Bλ| −|Bλ|
−|Bλ| |Bλ|
] [
RLuL
RRuR
]
≥ 0,
for all nonzeros uL and uR. This is satisfied, because the matrix
[
|Bλ| −|Bλ|
−|Bλ| |Bλ|
]
has non-
negative eigenvalues.
The proof that the upwind SATs satisfy the accuracy Condition 2 is similar to the
accuracy proof of the symmetric SATs, so we omit it for brevity.
Substituting the upwind SAT matrices (25) into the conservation condition, Condi-
tion 3, we obtain the same constraint on the variable coefficients as for the symmetric
SATs, namely (24). uunionsq
5.3 Divergence-free advection field with upwind SATs
We consider the use of the upwind SATs in the SBP-SAT discretization of the divergence-
free variable-coefficient problem, (17), because this is the PDE and the SATs we employ in
the results presented below. As remarked previously, the divergence-free case does not alter
the stability or accuracy of the discretization. Thus, we need only address the conservation
condition.
With upwind SATs, the equation in Condition 3′ reduces to
1T
Γˆ
Bλ (RLuL − RRuR) = 1TL (ΛξLQξL + ΛηLQηL)uL + 1TR (ΛξRQξR + ΛηLQηR)uR, (27)
where we have made use of RL1L = RR1R = 1Γˆ . Unlike the non-divergence-free situation,
the conservation condition (27) is no longer local to the common face.
One way to satisfy conservation in this case is to define the discrete divergence-free
condition in such a way that (27) is satisfied. In particular, we require that Λξ, Λη and Bλ,j
satisfy
(DξΛξ + DηΛη) 1 = H
−1
κ∑
j=1
(
RTj BjRjΛj − RTj Bλ,jRj
)
1, (28)
on all elements, where Λj = nξjΛξ + nηjΛη, and Bλ,j is analogous to Bλ for face j. The
left-hand side of (28) is a direct SBP discretization of the divergence-free condition, while
the right-hand side is a SAT-like penalty. Our approach to satisfying (28) is described in
Appendix A.
If (28) is satisfied, it follows from the properties of SBP operators that
1T (ΛξQξ + ΛηQη)v =
κ∑
j=1
(
1T
Γˆj
Bλ,jRj
)
v, ∀ v ∈ Rn. (29)
Using identity (29) in (27) — and neglecting SATs on the non-shared faces as usual — we
find that the conservation condition is satisfied.
Remark 7 Divergence-free equations also arise in the so-called metric invariants that are
needed for “free-stream” preservation; see, for example, [27]. These metric invariants can
also be satisfied using the approach described in Appendix A, by setting [λx, λy]
T
= [1, 0]T
and [0, 1]T, in turn.
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p = 1 p = 2 p = 3 p = 4
Fig. 2 Nodes of the SBP-Γ family of operators that include p + 1 nodes on each face. The open circles
denote the SBP operator nodes, while the black squares denote the face cubature points used for the SATs.
6 Example operators on the triangle
In this section, we describe the construction of multi-dimensional SBP operators on triangu-
lar elements in conjunction with the matrices R and B that define the SATs. We present two
families of SBP operators for the triangle. The first family was presented previously in [13].
This family consists of operators with p + 1 nodes on each face and will be referred to as
the SBP-Γ family. Figure 2 shows the p = 1 through p = 4 operators from this family. The
second family of triangular-element SBP operators has strictly interior nodes. This family
will be referred to as the SBP-Ω family, and the first four operators in this family2 are
shown in Figure 3.
The algorithmic steps involved in constructing the operators are listed below. The process
is similar to that outlined in [13] for SBP-Γ , with a few minor changes that are highlighted.
1. For a given design accuracy p, a symmetric cubature rule is selected or constructed that
is exact for polynomials of total degree 2p− 1 and has at least N∗p nodes. The nodes for
the SBP-Ω family are required to be strictly interior, and the SBP-Γ family is required to
have p+1 nodes on each face, including the vertices. For all SBP-Ω operators considered
here (p = 1, . . . , 4), there are exactly N∗p cubature nodes, whereas the SBP-Γ operators
generally have more nodes for the same value of p.
2. A Legendre-Gauss quadrature rule with p+ 1 nodes is used to define Bν on all faces, i.e.
the same quadrature rule is used for all three sides, although this is not strictly necessary.
3. Let Γˆj denote one of the faces of the triangle. Then the volume-to-face interpola-
tion/extrapolation operator for this face is defined by R = VΓˆj (VΩˆ)
†, where VΓˆj de-
notes an orthogonal polynomial basis evaluated at the quadrature nodes of Γˆj , and the
superscript † denotes the Moore-Penrose pseudoinverse. The definition of VΩˆ depends
on whether we are constructing the SBP-Γ or SBP-Ω family. For the latter, VΩˆ is an
orthogonal polynomial basis evaluated at all of the nodes in the volume. In contrast, for
the SBP-Γ family, VΩˆ is the basis evaluated at the p+ 1 volume nodes that lie on face
Γˆj .
Although we have considered only the face Γˆj , symmetry allows the same R matrix to
be used on all three faces simply by permuting indices of the volume nodes.
4. The boundary operator Eξ is constructed from the face cubature B and interpolation
operator R using (1). An analogous equation is used for Eη.
5. The skew-symmetric operators Sξ and Sη are determined using the accuracy conditions,
Property I of Definition 1. For the SBP-Ω operators considered here, the Sξ and Sη oper-
ators are fully determined by the accuracy conditions; in contrast, the SBP-Γ operators
are underdetermined by the accuracy conditions, so the minimum-norm solution is used
for those operators.
Table 1 summarizes the accuracy and node-set properties of both the SBP-Ω and SBP-Γ
families. Beyond the fact that SBP-Γ includes boundary nodes and SBP-Ω excludes bound-
2 We do not consider the p = 0 operator in this work
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Fig. 3 Nodes of the SBP-Ω family of operators whose nodes are strictly interior to Ω. The open circles
denote the SBP operator nodes, while the black squares denote the face cubature points used for the SATs.
Table 1 Summary of cubature accuracy, node counts, and operator dimensions for the two different families
of SBP operators on the triangle.
family degree (p) # nodes (n) H degree R matrix size
SBP-Γ 1 3 1 2× 2
SBP-Ω 1 3 2 2× 3
SBP-Γ 2 7 3 3× 3
SBP-Ω 2 6 4 3× 6
SBP-Γ 3 12 5 4× 4
SBP-Ω 3 10 5 4× 10
SBP-Γ 4 18 7 5× 5
SBP-Ω 4 15 7 5× 15
ary nodes, a few other differences between the families are worth highlighting. First, the
SBP-Γ family generally requires more nodes than the SBP-Ω family for the same design
accuracy p; this translates into Dξ and Dη operators that require more storage and com-
putation, at least for hyperbolic problems. Second, the cubature accuracy is higher for the
SBP-Ω family; the p = 1 and p = 2 operators have cubatures that are exact to degree 2p,
rather than 2p− 1, and the p = 3 and p = 4 operators have smaller error constants. Finally,
the volume-to-face interpolation operators used by the SBP-Γ operators have fewer entries,
giving them a computational advantage when it comes to evaluating the SATs.
7 Numerical verifications
In this section, we use numerical experiments to demonstrate the accuracy, conservation, and
stability properties of multi-dimensional SBP-SAT discretizations. These experiments are
intended to verify the theory developed in Sections 4 and 5. Before presenting the individual
verifications, we first describe their common features.
Each experiment is based on the linear advection PDE with a divergence-free velocity
field, Equation (17). In all cases the domain is the unit square, Ω = [0, 1]2, and the boundary
conditions are periodic: U(0, y, t) = U(1, y, t) and U(x, 0, t) = U(x, 1, t).
For each SBP element, we introduce a curvilinear coordinate transformation
(x(ξ, η), y(ξ, η)). Under this transformation, it is straightforward to show that (17) is equiv-
alent to
∂JU
∂t
+
1
2
∇ξ · (λξU) + 1
2
λξ · ∇ξ (U) = 0, where ∇ξ · λξ = 0. (30)
Thus, the transformed velocity field is divergence-free in the space (ξ, η).
We consider a monolithic coordinate transformation that is applied over the entire (x, y)
domain, because this simplifies mesh refinement studies by permitting uniform grid refine-
ment in (ξ, η) space. Let N denote the number of element edges along the ξ and η coor-
dinates. The vertices of the elements are located at (ξi, ηj) = (ih, jh), ∀i, j = 0, 1, . . . , N ,
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Table 2 Maximally stable Courant numbers and minimum node spacing for discretizations of constant-
coefficient advection based on the SBP-Γ and SBP-Ω operators.
p=1 p=2 p=3 p=4
SBP-Γ CFLmax 0.7500 1.3398 1.2045 1.1597
∆r 1.0000 0.2357 0.1487 0.0949
SBP-Ω CFLmax 0.5217 0.4130 0.3083 0.3428
∆r 0.5000 0.3378 0.2402 0.1636
where h = 1/N . For each of the N2 quadrilaterals, two right triangles are generated from
the vertices
{(ξi, ηj), (ξi+1, ηj), (ξi, ηj+1)} and {(ξi+1, ηj+1), (ξi, ηj+1), (ξi+1, ηj)}.
The nodes associated with these right triangles are then mapped to physical space using an
analytical coordinate transformation.
The SBP-SAT spatial discretization of the PDE (30) is given by (18) with the SAT
matrices defined by the upwind scheme in Section 5.2. As explained in Section 5.3, the
discretization (18) must satisfy (27) to achieve discrete conservation. To this end, we project
the analytical advection field onto a discrete field that satisfies (28), the discrete divergence-
free equation. The details of this projection can be found in Appendix A.
The SBP-SAT semi-discretizations are advanced in time using the classical 4th-order
Runge-Kutta scheme with a sufficiently small time step to ensure that the error is dominated
by the spatial discretization. In particular, the time step is one half the maximally stable
value permitted by the Courant number for a given SBP element, where the Courant number
is defined as
CFL =
∆t‖λξ‖
h∆r
,
for a time step of ∆t and a nominal node spacing of h∆r. Here, ∆r is the minimum distance
between cubature nodes on a right triangle with vertices at (0, 0), (1, 0) and (0, 1). Table 2
lists ∆r and the maximally stable Courant numbers for the SBP-Γ and SBP-Ω elements
when applied to constant-coefficient advection with λx = λy.
7.1 Constant-coefficient advection with a curvilinear coordinate mapping
As our first verification of the SBP-SAT discretizations, we conduct a mesh refinement
study and discretize the constant-coefficient advection equation with λ = [1, 1]
T
. While this
PDE does not have a spatially varying velocity field, we employ a curvilinear coordinate
transformation given by [
x
y
]
=
[
ξ + 15 sin(piξ) sin(piη)
η − 15 exp(η) sin(piξ) sin(piη)
]
,
where (ξ, η) ∈ [0, 1]2. Consequently, the transformed PDE, (30), does have a spatially-
varying velocity field even though the physical-space PDE does not. The sequence of grids for
the mesh refinement study is generated as described earlier using N ∈ {12, 24, 36, 48, 60, 72}.
The initial condition for the accuracy study is a bell-shaped function centered at
(
1
2 ,
1
2
)
with
compact support:
U(x, y, 0) =
{
1− (4ρ2 − 1)5 if ρ ≤ 12
1, otherwise,
where ρ(x, y) ≡
√
(x− 12 )2 + (y − 12 )2. The solution is advanced one time unit, which returns
the bell-shaped initial condition to its initial position.
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(a) SBP-Γ family (b) SBP-Ω family
Fig. 4 Normalized error, measured in the SBP-norm, between the discrete and exact solutions to (30) for
different mesh spacing and SBP operators.
7.1.1 Accuracy
To assess the accuracy of the discrete solutions, we evaluate the SBP-based L2 norm of the
difference between the numerical solution and the exact solution. We then normalize by the
norm of the exact solution; that is,
Normalized L2 Error =
√
(u− ue)THg(u− ue)√
uTe Hgue
,
where u is the discrete solution at the final time, and ue is the exact solution evaluated at
the mesh nodes at time t = 1. The matrix Hg is the global SBP-norm assembled from the
local element SBP-norm matrices scaled by the appropriate mapping Jacobian determinant
on each element, i.e. it is the diagonal mass matrix.
The accuracy results of the mesh refinement study are shown in Figure 4 for discretiza-
tions based on the SBP-Γ and SBP-Ω families of operators. The expected asymptotic con-
vergence rate for the errors is O(hp+1), and most of the schemes exhibit this convergence
rate. The SBP-Γ p = 1 discretization is the only scheme that has a suboptimal convergence
rate for the range of meshes considered — it could be the case that the sequence of meshes
was not sufficiently fine so as to be in the asymptotic region. The SBP-Γ p = 2 scheme and
the SBP-Ω p = 1 and p = 2 schemes exhibit O(hp+2) rates.
For the same h and p, the two SBP families produce notably different absolute errors.
The difference is especially significant for the p = 1 and p = 2 schemes. On the finest grid,
the error in the SBP-Ω p = 1 solution is 16.6 times smaller than the corresponding error in
the SBP-Γ p = 1 solution. The solution errors of the p = 2 schemes differ by a factor of 5
on the finest grid. We believe this difference is related to the increased accuracy of the SBP
cubature rules associated with the SBP-Ω schemes.
7.1.2 Conservation
The integral of the analytical solution of (30) is constant in time, because the PDE is con-
servative and the boundary conditions are periodic. Based on the analysis in Section 4, the
SBP-SAT discretization should mimic this property, and the schemes should be conservative
to machine precision.
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family ]
(a) SBP-Ω family
Fig. 5 Conservation and energy errors for different mesh spacing and SBP operators.
Discrete conservation is assessed using the following metric:
Conservation Metric ≡ |1THgu0 − 1THgu|,
where u0 is the initial condition evaluated at the nodes and, as before, u is the discrete
solution at t = 1. Figure 5 plots this metric for the SBP-Γ and SBP-Ω discretizations on
each of the grids in the mesh refinement study. These results provide strong evidence that
the SBP-SAT discretizations are conservative. Note that the SBP-Ω p = 2 scheme produces
a double-precision zero for the conservation metric on the coarsest grid, which cannot be
represented on the logarithmic scale.
7.1.3 Stability
The L2 norm of the analytical solution to (30) is also constant in time; however, in contrast
with conservation, the energy of the SBP-SAT discrete solution is only guaranteed to be
non-increasing when upwind SATs are used, in general. To assess the various schemes’ ability
to conserve energy, we evaluate the energy error for each mesh and operator:
Energy Error ≡ uT0 Hgu0 − uTHgu.
The energy errors are included in Figure 5 above the conservation metrics. Since the
energy error is the signed difference between the initial and final values, it offers some
evidence that the energy is non-increasing; stronger evidence is provided below in Section 7.2
Remark 8 The rate of convergence of the energy error is approximately 2p for the SBP-Γ
schemes and 2p+ 1 for the SBP-Ω schemes. This is an example of functional superconver-
gence, which has also been observed and explained for tensor-product SBP schemes [28].
7.2 Robustness of SBP-SAT discretizations: advection in a confined domain
For the second numerical experiment, we consider a challenging test of the numerical stability
of the SBP-SAT discretizations. The test case is challenging, because the advection field,
λ =
[
pi sin(pix) cos(piy),
− pi cos(pix) sin(piy)
]
,
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(a) initial condition (b) exact solution at t = 1
Fig. 6 Initial condition, left, and exact solution at t = 1 for robustness test.
is parallel to the boundary of the domain and produces no boundary flux; thus, the solution,
and its energy, are confined to the domain. In addition, the nonpolynomial velocity and
solution produce aliasing errors that the numerical scheme must handle “gracefully.”
The initial condition is given by U(x, y, 0) = exp(xy), and the solution is advanced for
10 nondimensional time units on a uniform grid with N = 12 edges in each direction, i.e.
there are 2N2 = 288 elements in total. As before, the time step is set such that the Courant
number is one half the value of CFLmax listed in Table 2; however, we emphasize that we
are only interested in assessing the stability of the methods with this experiment, and the
discrete solutions after 10 time units are not accurate for the coarse grids considered. To
give some indication of the solution behavior and the time duration, Figure 6 shows the
initial solution and the exact solution after only one unit of time.
To demonstrate that the SBP-SAT discretizations are energy stable, Figure 7 shows the
change in normalized energy as the discrete solutions evolve from t = 0 to t = 10. The
normalized change in energy is given by
u(t)THgu(t)− uT0 Hgu0
uT0 Hgu0
=
‖u(t)‖2Hg
‖u0‖2Hg
− 1
where u(t) denotes the discrete solution at time t. As with the conservation metric, we
consider a uniform triangulation with N = 12 edges in each direction and 288 elements
total.
Figures 7(a) and 7(b) show the change in energy for the SBP-Γ and SBP-Ω families
applied to the skew-symmetric discretization (18) with upwind SATs. The plots show that
the SBP-SAT discretizations have nonincreasing energies, as expected from the analysis in
Sections 4 and 5.2. In contrast, Figure 7(c) shows the change in energy for the SBP-Γ family
applied to the “divergence” form of the discretization, namely
dJu
dt
+ DξΛξu+ DηΛηu = SATu.
As the plots show, only the skew-symmetric discretizations have bounded energies3
3 For this problem the discretization of the divergence form leads to increasing energy, but this is not
always the case. Indeed, when solving the constant-coefficient, curvilinear-coordinate problem we did not
encounter increasing energy.
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(a) SBP-Γ family
(b) SBP-Ω family
(c) SBP-Γ with divergence formulation
Fig. 7 Normalized change in energy versus time. Every 100th time-step is marked with a symbol.
8 Conclusions
Multi-dimensional SBP operators offer time-stable, high-order, and conservative discretiza-
tions on complex domains, but only if boundary conditions and inter-element coupling can
be imposed in a suitable manner. To this end, we have proposed a general framework for the
development of SATs that lead to accurate, stable, and conservative schemes. We focused
on developing a set of SATs that are simple to construct and that allow for the pointwise
imposition of boundary conditions and inter-element coupling. This was accomplished by
using interpolation/extrapolation operators and face-based cubatures to construct the cou-
pling terms in the SATs. A key insight of this paper is that the E matrices and the coupling
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terms in the SATs can be decomposed in the same way; this insight significantly simplifies
the development of this class of SATs.
Using these SATs, we showed how to derive conservative and time-stable discretizations
for multi-dimensional SBP operators in the context of the linear advection equation with a
spatially varying velocity field. In this context, conservation requires a particular relationship
between the interpolated/extrapolated fluxes and the SATs. For a divergence-free problem,
we satisfied this conservation condition by projecting the analytical advection field onto a
field that satisfies a discrete form of the divergence-free equation. For nonlinear hyperbolic
systems of PDEs, numerical flux functions can be used to satisfy the conservation condition.
The SAT methodology was illustrated using SBP operators on triangular elements. Two
SBP families were considered: the SBP-Γ family with p + 1 nodes on each face and the
SBP-Ω family with strictly interior nodes.
The accuracy, conservation, and stability properties of the SBP-SAT discretizations were
verified using the linear advection equation with divergence-free velocity fields. Both the
SBP-Ω and SBP-Γ schemes were shown to be conservative to machine precision, and both
produced non-increasing energy. For the same operator degree p, the SBP-Ω scheme was
found to be more accurate. Finally, we numerically demonstrated that the SBP-SAT dis-
cretizations presented result in superconvergent functional estimates.
A Satisfaction of the discrete divergence-free equation
In general, the analytical velocity, which we will denote here as λˆξ, does not satisfy the
discretized divergence-free condition, (28). Therefore, we seek a discrete vector field that
satisfies the discrete divergence-free condition and is as close as possible, in some norm, to
the analytical field. This appendix describes how find such a discrete vector field.
First we solve for the face-normal velocities, (λn)i = (λξnξ + ληnη)i, that appear in
the elements of the Bλ matrices. A constraint on the (λn)i for each element is obtained by
substituting v = 1 into the identity (29):
κ∑
j=1
(
1T
Γˆj
Bλ,jRj
)
1 =
κ∑
j=1
nj∑
i=1
b
(j)
i
(
λ(j)n
)
i
= 1T (ΛξQξ + ΛηQη) 1 = 0,
where the last equality follows from Qξ1 = Qη1 = 0. This constraint is simply a discretiza-
tion of
∫
Γˆ
λ·n dΓˆ = 0 on each element. There are fewer elements than face-normal velocities,
so we solve a quadratic optimization problem that minimizes the Cartesian norm between
the discrete and analytical values at the face nodes, (λ
(j)
n )i and (λˆ
(j)
n )i, respectively, subject
to the above constraint.
Once the Bλ matrices are determined, we solve for the diagonal matrices Λξ and Λη. We
follow a procedure analogous to the one used for Bλ; in this case we minimize the Cartesian
norm between the discrete and analytical values at the SBP nodes and (28) becomes the
constraint. The optimization problems on each element are decoupled.
For the cases considered here, we verified that the L2 error in the discrete velocity field
is at least an order of magnitude smaller than the L2 error in the scalar field U . Moreover,
the error in the velocity field decreases with h, the average mesh spacing, at a faster rate
than the error in u, and the error in the velocity field has an insignificant impact on the
solution error.
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