ABSTRACT. We obtain boundness and asymptotic behavior of solutions for semilinear functional difference equations with infinite delay. Applications on Volterra difference equations with infinite delay are shown.
INTRODUCTION AND STATEMENT OF RESULTS
The theory of difference equations has grown at an accelerated pace in the last decades. It now occupies a key position in applicable analysis. Several aspects of the theory of functional difference equations can be understood as a proper generalization of the theory of ordinary difference equations. However, the fact that the state space for functional difference equations is infinite dimensional requires the development of methods and techniques coming from functional analysis (e. g. theory of semigroups of operators on Banach spaces, spectral theory, etc.) The idea Date: May 27, 2011. of considering phase spaces for studying qualitative properties of functional difference equations was used first by Murakami [53] for the study of some spectral properties of the solution operator for linear Volterra difference systems and then by Elaydi et al. [35] for the study of asymptotic equivalence of bounded solutions of a homogeneous Volterra difference system and its perturbations.
Besides its theoretical interest, the study of abstract retarded functional difference equations in phase space has great importance in applications. For those reasons the theory of difference equations with infinite delay has drawn the attention of several authors. Properties of the solutions have been studied in several contexts. For example, invariant manifolds theory [50] , convergence theory [17, 27, 28] , discrete maximal regularity [30] , asymptotic behavior [20, 29, 51] , exponential dichotomy and robustness [13] , stability [36, 37] , periodicity [8, 25, 32, 42, 54, [59] [60] [61] 63] .
However, until now the literature concerning discrete maximal regularity for functional difference equations with infinite delay is too incipient and should be developed, so that to produce a significant progress in the theory of Volterra difference equations with infinite delay. We note that even in difference equations this new subject is limited essentially to a few articles. In the continuous case, it is well known that the study of maximal regularity is very useful for treating semilinear and quasilinear problems (e. g. see [6, 7, 14, 33] and the bibliography therein). Discrete maximal regularity has been studied by Blunck in [9, 10] for linear difference equations of first order; see also [40, 57, 58] . Kalton and Portal in [48] discussed maximal regularity of power-bounded operator and relate the discrete to the continuous time problem for analytic semigroups. Recently, three interesting articles were published, the first one by Geissert [38] concerning the maximal regularity for linear parabolic difference equations. The second one by Cuevas and Lizama [22] , who obtained existence and stability of solutions for semilinear second-order difference equations on Banach spaces by using recent characterization, in terms of R-boundness of discrete maximal regularity studied in [21] . The third one by Cuevas and Lizama [24] concerning the existence and stability of solutions for semilinear first-order difference equations via maximal regularity.
1.1. Boundness. We are concerned with the study of the existence of bounded solutions for the semilinear problem (1.1)
x(n + 1) = L(n, x n ) + f (n, x • ), n ≥ 0, by means of the knowledge of maximal regularity properties for the retarded linear functional equation (e. g. see Marakami's paper [52] .)
where L : Z + × B → C r is a bounded linear map with respect to the second variable; B denotes an abstract phase space which we shall explain briefly later (see Hino et al. [47] for an outline of the general philosophy of such spaces); x • denotes the B-valued function defined by n → x n , where x n is the history function, which is defined by x n (θ) = x(n + θ) for all θ ∈ Z − . We assume the following condition:
Condition (A). {L(n, ·)} is a uniformly bounded sequence of bounded linear operators mapping B into C r .That means that there is a constant M > 1 such that |L(n, ϕ)| ≤ M ϕ B , for all n ∈ Z + and ϕ ∈ B.
Condition (A) plays a crucial role in the obtainment of a characterization of exponential dichotomy for retarded functional difference equations in the phase space B γ (γ > 0) defined by The following result (Theorem 1.1) ensures the existence and uniqueness of bounded solutions which are in l p under quite general hypotheses. Such a theory does not exist at this time. The framework for the proof of this theorem uses the exponential dichotomy of the solution operator of system (1.2) and a new approach based on discrete maximal regularity (see [30] .)
To establish Theorem 1.1 we need to introduce the following condition:
Condition (B). The following assumptions hold (B 1 )
The function f (n, ·) : l p (Z + ; B) → C r satisfies a Lipschitz condition, that is, for all ξ, η ∈ l p (Z + ; B) and n ∈ Z + we get
where 
where C > 0, and
Estimate (1.6) implies the continuity of the application
Next, we are concerned with the initial value problem defined by the semilinear difference equation with infinite delay
with initial condition
where L : B → C r is a bounded operator and g : Z + × B → C r . The following result ensures the existence and uniqueness of bounded solutions of problem (1.7)-(1.8). To study this initial value problem we assume the following condition: 
for every n ∈ Z + and ϕ, ψ ∈ B. Then there exists an unique bounded solution of the problem (1.7)-(1.8).
A similar result was obtained by Henríquez [43] for functional differential equations.
1.2. Weighted boundness and asymptotic behavior. To state the next result we introduce the following condition.
Condition (D).
Suppose that the following statements hold (D 1 ) The function g (n, ·) : B → C r satisfies a Lipschitz condition for all n ∈ Z + , that is for all ϕ, ψ ∈ B and n ∈ Z + , we have
for n ≥ 0 with y 0 = 0 and y
1). Moreover, we have the following a priori estimate for the solution
The exponential dichotomy gives us relevant information about the asymptotic relation between weighted bounded solutions of (1.2) and its perturbed system (1.11). Precisely we have the following theorem on asymptotics.
Theorem 1.4. Assume that Condition (A) holds and that the functions N (·) and M (·)
given by Axiom (PS 1 ) are bounded. Suppose also that equation (1.2) has an exponential dichotomy with data (α, K ed , P (·)) and that condition (D 1 ) holds with g (·, 0) ∈ l [62] .) Almost periodicity of a discrete function was first introduced by Walther [67, 68] . There is much interest in developing the periodicity study for difference equations. For details, including some applications and recent developments, see the monographs of Agarwal [1] , Elaydi [34] and Agarwal and Wong [5] , and the papers by Agarwal et al. [3, 4, 56] , Corduneanu [16] , Halanay [41] and Sugiyama [64] . Recently several works (see [59] [60] [61] 63] ) have been devoted to studying the existence of almost periodic solutions of discrete systems with delay. The main method employed in these papers is to assume certain stability properties of a bounded solution.
On the other hand, we mention here the paper by del Campo et al. [32] where the authors established the existence of almost and asymptotic almost periodic solutions for functional difference equations with infinite delay of the form (1.7). The authors have assumed that the solution operator T (·) associated to the homogeneous linear system (1.9) is uniformly stable.
The class of functions ξ : Z + → B for which there exists ω ∈ Z + \{0} such that lim n→∞ (ξ(n + ω) − ξ(n)) = 0 are called S-asymptotically ω-periodic solutions for retarded functional difference equations. The literature concerning S-asymptotically ω-periodic functions with values in Banach spaces is very new. This kind of functions have many applications in several problems, for example in the theory of functional differential equations, fractional differential equations, integral equations and partial differential equations. The concept of S-asymptotic ω-periodicity was introduced by Henríquez et al. [44, 45] . The article [45] concerns the development of a theory of this type of functions in a Banach space setting. In particular, the authors have established a relationship between S-asymptotically ω-periodic functions and the class of asymptotically ω-periodic functions. In [44] the authors study the existence and qualitative properties of Sasymptotically ω-periodic mild solutions for a class of abstract neutral functional differential equations with infinite delay. Related to the problem of existence of S-asymptotically ω-periodic solutions for ordinary differential equations described in finite dimensional spaces we cite [39, 49, 65, 69] . It is important to note the fact that a S-asymptotically ω-periodic function is not in general asymptotically ω-periodic (see [55] ) and that the theory of almost periodic functions (see [15, 70] ) have not been satisfactory to study this class of functions. Recently Cuevas and de Souza [18, 19] [2] and Caicedo and Cuevas [11] studied the existence of such solutions to an abstract neutral integro-differential equation with unbounded delay. Cuevas and Lizama [23] have studied the existence of studied the existence of S-asymptotically ω-periodic solutions to a class of semilinear Volterra equations. In Hernán-dez et al. [46] the authors studied the existence of S-asymptotically ω-periodic "classical" solutions for a class of abstract neutral functional differential equations with unbounded delay (see also [12, 26] .)
The next result ensures the existence and uniqueness of a discrete Sasymptotically ω-periodic solution for the problem (1.7)-(1.8). To the knowledge of the authors until now there are no results in such direction for functional difference equations. To establish our next result on the existence of discrete asymptotically ω-periodic solutions (see Definition 2.12) for the abstract problem (1.7)-(1.8) we introduce the another assumption.
Condition (E). The function
? 
Assume also that Condition (E) holds, g (·, 0) is a bounded function and for
The paper is organized as follows. In Section 2 we explain the basic properties and we recall the definition of exponential dichotomy which is a natural tool in our setting. We also give some basic properties related with S-asymptotically ω-periodic functions. In Section 3 we prove theorems 1.1 and 1.2, while in Section 4 we prove theorems 1.3 and 1.4. Also we prove that under certain conditions there is a one-to-one correspondence between weighted bounded solutions of equation (1. 
PRELIMINARIES AND NOTATIONS
We introduce certain notations which will be used along the paper without any further mentioning. To write out statements, we will often adopt the symbols and notation in a standard way as in [13, 20, [27] [28] [29] [30] [35] [36] [37] 42, [50] [51] [52] [53] , for example. As usual, we denote by Z, Z + and Z − the sets of all integers, all non-negative integers and non-positive integers, respectively. Let C r be the r -dimensional complex Euclidean space with norm | · |. We follow the terminology used in Murakami [52] , thus the phase space B = B(Z − , C r ) is a Banach space with norm denoted by · B and it is assume to satisfy the following axioms.
Axiom (PS 1 ).
There are a positive constant J and non-negative functions N (·) and M (·) on Z + with the property that if
Denote by B (Z − , C r ) the set of bounded functions from Z − to C r .
Axiom (PS 2 ). The inclusion map i : (B (Z
From now on B will denote a phase space satisfying the axioms (PS 1 ) and (PS 2 ). Throughout this paper, for any number 1 ≤ p < ∞ we shall consider the following spaces:
For any n ≥ τ we define the operator T (n, τ) : B → B by
where x(·, τ, ϕ, 0) denotes the solution of the homogeneous linear system (1.2) passing through (τ, ϕ). It is clear that the operator T (n, τ) is linear and by virtue of Axiom (PS 1 ) it is bounded on B. We denote by T (n, τ) B→B the norm of the operator T (n, τ), which satisfies the semigroup properties
The operator T (n, τ) is called the solution operator of the homogeneous linear system (1.2) (see [52] for details.) Definition 2.2 (Cardoso and Cuevas [13] ). We say that Equation (1.2) (or his solution operator T (n, τ)) has an exponential dichotomy on B with data α, K ed , P (·) if α, K ed are positive numbers and P (n), n ∈ Z + , are projections in B such that, letting Q(n) − I − P (n):
, and then we define T (τ, n) as its inverse mapping.
In what follows we consider the matrix function
We denote by Γ(n, s) the Green function associated with (1.2), that is,
The following definition was introduced in [30] . Definition 2.3. We say that system (1.2) has discrete maximal regularity if for each h ∈ l p (Z + , C r ) (1 ≤ p < ∞) and each ϕ ∈ P (0)B the solution z of the boundary value problem
It was shown in [13] the following result:
Exponential boundness of the solution operator plays a key role in our results.
Theorem 2.5 (Exponential boundness of the solution operator). Assume that (A) is fulfilled. In addition suppose that the functions N (·) and M (·)
given in Axiom (PS 1 ) are bounded 2 Then there are positive constants K
A similar result was obtained by Cardoso and Cuevas [13] in the phase space B γ given by (1. 
This clearly implies (2.6) with
Proposition 2.6. Under the conditions of Theorem 2.5, if system (1.2) has an exponential dichotomy with data
In addition, we have
Also one has
If ϕ ∈ B is such that P (τ)ϕ = 0 and Q(τ)ϕ = 0, then
Hence,
It remains to show that there is a constant C > 0 (independent of τ) such that γ τ ≥ C . For this we consider ϕ ∈ P (τ)B, ψ ∈ Q(τ)B with ϕ B = ψ B = 1. Taking advantage of the exponential boundness of the solution operator, we have
(ii) The inclusion
is obvious, while the conversely follows from
where C is a suitable constant.
(iii) It is easy to see that for n ≥ τ
We recall that the operator T (n, τ), n ≥ τ, is an isomorphism fromQ(τ)B toQ(n)B. In fact, we define T (τ, n) as the inverse mapping which is given by
On the other hand, if n ≥ τ and ϕ ∈P (τ)B, then T (n, τ)ϕ is estimated by
If n < τ e ϕ ∈Q(τ)B and ϕ ∈Q(τ)B then we estimate T (n, τ)ϕ by
it is easy to see that (2.7) and (2.8) hold. This completes the proof of Proposition 2.6.
Let X and Y be two Banach spaces. The notation L (X , Y ) stands for the space of bounded linear operators from X into Y endowed with the uniform operator topology, and we abbreviate to L (X ) is X = Y . Theorem 1.5 ensures the existence and uniqueness of a discrete S-asymptotically ω-periodic solution of (1.7)-(1.8). We recall the definition of S-asymptotic ω-periodicity. 
Definition 2.7 (Henríquez et al. [45]). A sequence
The function F is said strongly S-asymptotically ω-periodic if F (·)ϕ is Sasymptotically ω-periodic for all ϕ ∈ B. ??? ALTEREI A DEFINICAO PARA ALGO QUE ME PARECEU O CORRETO ???
Definition 2.9 (Henríquez et al. [45] ). A continuous function g : Z + ×B → C r is said uniformly S-asymptotically ω-periodic on bounded sets if for every bounded subset B of B, the set {g (n, ϕ) : n ∈ Z + , ϕ ∈ B } is bounded and lim n→∞ (g (n, ϕ) − g (n + ω, ϕ)) = 0 uniformly on ϕ ∈ B . Definition 2.10 (Henríquez et al. [45] ). A function g : Z + × B → C r is said uniformly asymptotically continuous on bounded sets if for every > 0 and every bounded set B ⊂ B, there are K ,B ≥ 0 and δ ,B ≥ 0 such that |g (n, ϕ) − g (n, ψ)| < for all n ≥ K ,B and all ϕ, ψ ∈ B with ϕ − ψ < δ ,B .
Lemma 2.11 (Henríquez et al. [45] ). Let g : Z + × B → C r be uniformly Sasymptotically ω-periodic on bounded sets and asymptotically uniformly continuous on bounded sets. Let ξ :
Definition 2.12 (Henríquez et al. [45]). A sequence
Remark 2.13. Note that it is possible to exhibit a function that is S-asymptotically ω-periodic for every ω ∈ Z + \ {0} but not asymptotically periodic. See [45, 55] .
BOUNDNESS
In this section we will prove theorems 1.1 and 1.2.
Proof of Theorem 1.1. Let ξ be a sequence in l p (Z + , B). Using Condition (B) we obtain that the function
proving that g ∈ l p (Z + , B). If ϕ ∈ P (0)B, by Theorem 2.4, system (1.2) has discrete maximal regularity, so the Cauchy problem
has an unique solution z such that z • ∈ l p (Z + , B) which is given by , ξ) ).
We now show that the operator K :
has a unique fixed point. Let ξ and η be in l p (Z + , B). In view of Condition (B) we have that
By (1.4) and the contraction principle, it follows that K has a unique fixed point ξ ∈ l p (Z + , B). The uniqueness of solutions is reduced to the uniqueness of the fixed point of map K . Indeed, let y = y(n, 0, ϕ) be a solution of Equation (1.1) with P (0)y 0 = ϕ. Considering ξ(n) = [K y • ](n), it follows from a straight forward computation that
Applying [29, Lemma 2.8], x(n) solves the evolution equation
together with the relation x n = ξ(n), n ≥ 0. Put z n = x n − y n , so z(n) is solution of (1.2) for n ≥ 0, with P (0)z 0 = 0. Using Theorem 2.1 in [52] , we get z n = T (n, 0)z 0 , n ≥ 0. Now, by property (ii) of Definition 2.2, we obtain that
By property (iv) of Definition 2.2 and taking into account Proposition 2.6 (i), we obtain
We conclude that z 0 = 0 and hence 
Our next step is to show (1.6), and we argue as follows.
It is easy to see that the desired bounds, (1.6), follow from the above inequality. This ends the proof of the theorem. If sup n∈Z + L (n, ·) B γ →C r is sufficiently small, then by the robustness of the exponential dichotomy (see [13, Theorem 1.3]) we get that equation
has an exponential dichotomy (on B γ ) as well for suitable data (α * , K * , P * (n)). Next, assume that Condition (B) holds and that
Then by Theorem 1.1 for each ϕ ∈ P * (0)B γ there is an unique bounded solution x of the initial value problem
, and in particular x ∈ l p (Z + , C r ). Moreover, we have the following a priori estimate for the solution:
where C > 0.
Proof of Theorem 1.2. We introduce the space l ∞ (Z + , R) endowed with the norm of uniform convergence. We consider l ∞ (Z + , R) provided with the pointwise order relation and define the map m :
It is easy to see from this construction that the following properties hold:
Now, let us consider ϕ ∈ B fixed and let us introduce the de Banach
endowed with the norm of uniform convergence. We define on l
We will show initially that A ξ ∈ l ∞ ϕ . In fact, we have the following estimates.
Hence we obtain
is a continuous map. On the other hand, we define the linear map C :
It is easy to show that C is a bounded linear operator on l ∞ (Z + , R). In fact, we can infer that
Moreover, C is a completely continuous map. To establish this assertion, for each > 0 and n 1 ∈ N sufficiently large such that K T K B ∞ s=n 1 l g (s) ≤ and, for each α ∈ l ∞ (Z + , R) with α ∞ ≤ 1, we define the functions
We can infer that
we can affirm that
what shows that the set {C (α) : α ∞ ≤ 1} is relatively compact in l ∞ (Z + , R) and, in turn, that C is completely continuous.
Moreover, since the point spectrum σ p (C ) = {0}, the spectral radius of C is equal to zero. On the other hand, the operator C is increasing with respect to the order , that is, if 0 α 1 α 2 then C α 1 C α 2 . Now, taking into account (3.4), we observe that 
Corollary 3.2.
Assume that the solution operator of (1.9), T (n), decays exponentially (see (1.15 ) and Section 7.) Let g be a perturbation of (1.9) as in Theorem 1.2, and that one of the following conditions holds: 
WEIGHTED BOUNDNESS AND ASYMPTOTIC BEHAVIOR
In this section we shall prove theorems 1.3 and 1.4.
Proof of Theorem 1.3 (page 5). We define the operator
We now show that the operator Ω : l
α # has an unique fixed point. We observe that Ω is well defined. In fact, we use Condition (D) and Theorem 2.5 to obtain
It proves that the space l ∞ α # is invariant under Ω.
Let ξ and η be in l ∞ α # . In view of Theorem 2.5 and Condition (D 1 ), we have initially
Next we consider the iterates of the operator Ω. We observe from (4.3) that
In general, proceeding by induction, we can assert that
The above estimates imply that the operator Ω n is a contraction for n sufficiently large. Therefore, Ω has an unique fixed point in l ∞ α # . The uniqueness of solutions ??? of (1.11) ??? is reduced to the uniqueness of the fixed point of the map Ω.
Let ξ be the unique fixed point of Ω. Then by Condition (D) we have
Then by an application of the discrete Gronwall's inequality [1, Cor. 4.12, p. 183] we get
This ends the proof of the theorem. 
where K T and K B are the constants given by (3.5) and Axiom (PS 2 ) respectively.
Next we shall prove that under certain conditions there is a one-toone correspondence between weighted bounded solutions of (1.2) and its perturbation (1.11). 
where Ω is given by (4.1). Conversely, for any solution y of (1.11) there exists an unique solution z of (1.2) such that such that z
Proof. Let z be any solution of (1.2) 
We can proceed analogously as in the proof of Theorem 1.3 to obtain
Applying [29, Lemma 2.8] we can see that y is a solution of (1.11) and y n = ξ(n), n ∈ Z + . Conversely, let y be a solution of (1.11) 
Define a B-valued function ζ by
Applying [29, Lemma 2.8] we obtain that z is a solution of (1.2) and z n = ζ(n), n ∈ Z + . We can verify that z • ∈ l ∞ α # . The proof of the theorem is therefore complete.
Proof of Theorem 1.4 (page 5).
Let z be any solution of (1.2) 
where η ∈ l ∞ α # , n ∈ Z + and Γ(n, s) denotes the Green function associated 
It proves that the space l ∞ α is invariant under Θ # . A similar argument shows that
By (1.13) we have that Θ # is a contraction in l ∞ α and hence Θ # has a unique fixed point ξ ∈ l ∞ α .
Next we define
Applying [29, Lemma 2.8] we can see that y is a solution of (1.11) and y n = ξ(n), n ∈ Z + . Conversely, let y be a solution of (1.11) such that
From [52, 
Applying [29, Lemma 2.8] we obtain that z is a solution of (1.2) and z n = ζ(n), n ∈ Z + . Next we prove the asymptotic relation (1.14). For n ≥ m we have
We can assert that for m sufficiently large
In fact, we observe that
On the other hand, we can infer that (4.10)
It is clear from expressions (4.7), (4.8) and (4.10) that we get (1.14).
Finally we observe that
This establishes the continuity of y • → z • and z • → y • . The proof is therefore complete.
LOCAL PERTURBATIONS
Next we will establish a version of Theorem 1.1 which enables us to consider locally Lipschitz perturbations of Equation (1.1).
To state the next result we need to introduce the following assumption.
Condition (F).
Suppose that the following conditions hold:
r is locally Lipschitz with respect to the second variable, that is, for each positive number R, for all n ∈ Z + and for all ξ, η ∈ l p (Z + , B) with ξ < R, η < R,
is a nondecreasing function with respect to the second variable. (F 2 ) There is a positive number a such that
We need to introduce some basic notations. We denote by l p m the closed subspace of Proof. Let ν ∈ (0, 1). Using (F 2 ) and (F 3 ) there are n 1 and n 2 in Z + such that
where K B is the constant of Axiom (PS 2 ). Let us denote
. A short argument involving Condition (F) shows that the sequence
belongs to l p . By discrete maximal regularity (see Theorem 2.4) the Cauchy problem
has an unique solution z such that ∞ n=m z n p B < ∞, which is given by
Taking into account Condition (F), we have the following estimates which imply thatK ξ belongs to
Analogously we have
Then, inequalities (5.6)-(5.8) together with (5.1) and (5.2) imply 
HenceK is a (τ − ν)-contraction. Next we will establish the uniqueness of solutions. Let y = y(n, m, ψ) be a solution of (1.1) with the properties stated there. Considering z(n) = [K y • ](n), it follows from a straight forward computation that
We define a function a :
Applying [29, Lemma 2.8], we can infer that a(n) satisfies a n = z(n), n ≥ m, and it is a solution of
Then the difference x n = a n − y n is a solution of the linear problem (1.2) for n ≥ m. In this way, we have
and y • ,K y • are bounded, we conclude that y n = [K y • ](n). Hence the uniqueness of y follows from the uniqueness of the fixed point of the map K . This completes the proof of the theorem. Now we establish a local version of the Theorem 1.3. To state such version, we will require the following assumption.
Condition (G). Suppose that the following conditions hold:
(G 1 ) The function g : Z + ×B → C r is locally Lipschitz with respect to the second variable, that is, for each positive number R, for all n ∈ Z + and for all ϕ, ψ ∈ B with ϕ ≤ R, ψ ≤ R, we get
where ρ : Z + × [0, ∞) is a nondecreasing function with respect to the second variable. (G 2 ) There is a positive number a such that
We have the following result. 
We observe that Ω is well defined. In fact,
Hence Ω is a (τ−ν)-contraction. This completes the proof of the theorem. 
We shall prove that Γ is well defined. It is easy to see that the remains of the proof is the same as in Theorem 1.2. We note that the function
Moreover, in view of that the semigroup T (n) is uniformly bounded in
We get the following estimate
On the other hand, we have the following estimates
Hence we obtain that 
Taking into account that T (·) is S-asymptotically ω-periodic and the above property, we infer from the decomposition
Remark 6.1. A result similar to Theorem 1.5 was obtained by Henríquez et al. [45] for first order abstract Cauchy problem in Banach spaces.
Notice that Theorem 1.5 does not cover the cases when the perturbation g of (1.7) has a Lipschitz factor l g being a constant. Next we establish a new result on the existence of discrete S-asymptotically ω-periodic solutions of problem (1.7)-(1.8). Proof. We define the map Γ on the space SAP ω (B) by the expression [Γξ](n) = T (n)ϕ + v ξ (n), where ξ ∈ SAP ω (B) and v ξ is given by (6.1). We will show initially that Γ is SAP ω (B)-valued. Since T (n) decays exponentially, the problem is reduced to show that v ξ belongs to SAP ω (B). Using the fact that g (·, ξ(·)) is a bounded function, it follows that v ξ ∈ l ∞ (Z + , B). On the other hand, in view that g is asymptotically uniformly continuous on bounded sets and applying Lemma 2.11, we have that for each > 0 there is a constant N ∈ Z + so that
For n > N we estimate
−1 ]-contraction, which finishes the proof of Theorem 6.2.
Proof of Theorem 1.6. Let S (B) the the space consisting of all sequences ξ ∈ l ∞ (Z + , B) such that lim n→∞ ξ(n + mω) − ξ(n) = 0 uniformly for m ∈ Z + . It is easy to see that S (B) is a closed subspace of l ∞ (Z + , B). Let ξ ∈ S (B). Since Range(ξ) is a bounded set and taking into account that lim n→∞ g (n + mω, ϕ) − g (n, ϕ) = 0 uniformly for ϕ ∈ Range(ξ), it follows that lim n→∞ g (n + mω, ξ(n + mω)) − g (n, ξ(n)) = 0 uniformly for m ∈ Z + . We keep notations introduced in the proof of Theorem 1.5. We consider the map Γ defined in S (B). From
we get that Γ is S (B)-valued. Therefore the fixed point of Γ belongs to S (B) and the assertion is consequence of [45, Cor. 3.1] . The proof is complete.
APPLICATIONS TO VOLTERRA DIFFERENCE SYSTEMS
We complete this work by applying our previous results to the Volterra difference systems with infinite delay. Let γ be a positive real number and let A(n), K (n) and D(n, s) be three r × r matrices defined for n ∈ Z + , s ∈ Z such that
We consider the following Volterra difference systems with infinite delay.
where ν is a real number.
We recall that Volterra system (7.3) and (7.4) are viewed as a retarded functional difference equations on the phase space B γ , where B γ is defined as in (1.3) . We have, as consequences of Theorem 1.1, the following result.
Theorem 7.1. Suppose that the following hypothesis hold:
If |ν| is small enough, then for each ϕ ∈ P (0)B there is a unique bounded solution y of the System (7.4) with P (0)y 0 = ϕ such that y • ∈ l p (Z + , B γ ),
in particular y • ∈ l p (Z + , C r ). Moreover, we have the following a priori estimate for the solution:
where C > 0 is a suitable constant. Furthermore, the application ϕ ∈ P (n 0 )B γ → y • (ϕ) ∈ l p (Z + , B γ ) is continuous.
Let B (n) and G(s) be two r × r matrices defined for n ∈ Z + and s ∈ Z − such that |B (·)| ∈ l p and (7.5)
|G(−n)|e γn < ∞.
Next we consider the following Volterra difference system with infinite delay: We consider the following nonautonomous difference equation
with L(n, ϕ) = A(n)ϕ(0), ϕ ∈ B γ , where A(n) = diag a 1 (n), a 2 (n) . The solution operator T (nτ), n ≥ τ, of (7.7) is a bounded linear operator on the phase space B γ given by We have the following estimates:
T (n, τ)P (τ) B γ →B γ ≤ 4σ 2 ρ * 1 e −α(n−τ) , n ≥ τ, (7.8) T (n, τ)Q(τ) B γ →B γ ≤ σρ * 2 e −α(τ−n) , τ ≥ n. (7.9) From estimates (7.8) and (7.9) we get that Equation (7.7) has an exponential dichotomy with data (α, K , P (·)) where K = 4σ 2 ρ * 1 + σρ * 2 . Next we consider the following perturbation of Equation (7.7): (7.10) x(n + 1) = L 1 (n, x n ), n ≥ 0, where L 1 (nϕ) = L(n, ϕ)+B (n)ϕ(−1) and B (n) is a 2×2 matrix with B (·) ∞ sufficiently small. Then by the Cardoso-Cuevas' perturbation theorem [13, Theorem 1.3] Equation (7.10) has an exponential dichotomy for suitable data (α,K ,P (·)). Let D(n) be a 2 × 2 matrix defined for n ∈ Z + such that ∞ n=0 |D(n)| p < ∞. We have, as consequence of Theorem (7.1), the following result. Proposition 7.4. Let ν be a real number such that |ν| is small enough, and ϕ ∈P (0)B γ . Then (7.11) x(n + 1) = L 1 (n, x n ) + νD(n)x(n), n ≥ 0, has a unique bounded solution y(n) withP (0)y 0 = ϕ such that y ∈ l p (Z + , C 2 ).
Next we consider the equation LetK (z) be a z-transform of K (n) (e. g. see [34] .) Notice thatK (z) exists and is analytic in the domain |z| > e −γ on the complex plane. Suppose that the characteristic operator of (7.13), z I −K (z), is invertible for |z| ≥ 1, that is, z I −K (z) −1 ∈ L (C r ) for all |z| ≥ 1, where I is the identity operator on C r . Let T (n) be the solution operator of (7.13) in B γ . Then by Furumochi et al. [36, Corollary 2.3 ] T (n) decays exponentially (see (1.15) .) From Theorem 6.2 we obtain the following result. 
