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ABSTRACT
Hyper-dimensional images are informative and become increasingly common in biomedical research.
However, the machine learning methods of studying and processing the hyper-dimensional images are
underdeveloped. Most of the methods only model the mapping functions between input and output by
focusing on the spatial relationship, whereas neglect the temporal and causal relationships. In many cases,
the spatial, temporal, and causal relationships are correlated and become a relationship complex. Therefore,
only modeling the spatial relationship may result in inaccurate mapping function modeling and lead to
undesired output. Despite the importance, there are multiple challenges on modeling the relationship
complex, including the model complexity and the data availability.
The objective of this dissertation is to comprehensively study the mapping function modeling of the
spatial-temporal and the spatial-temporal-causal relationship in hyper-dimensional data with deep learning
approaches. The modeling methods are expected to accurately capture the complex relationships in classlevel and object-level so that new image processing tools can be developed based on the methods to study
the relationships between targets in hyper-dimensional data.
In this dissertation, four different cases of relationship complex are studied, including the class-level
spatial-temporal-causal relationship and spatial-temporal relationship modeling, and the object-level
spatial-temporal-causal relationship and spatial-temporal relationship modeling. The modelings are
achieved by deep learning networks that implicitly model the mapping functions with network weight
matrix. For spatial-temporal relationship, because the cause factor information is unavailable,
discriminative modeling that only relies on available information is studied. For class-level and object-level
spatial-temporal-causal relationship, generative modeling is studied with a new deep learning network and
three new tools proposed.
For spatial-temporal relationship modeling, a state-of-the-art segmentation network has been found to
be the best performer over 18 networks. Based on accurate segmentation, we study the object-level temporal
iii

dynamics and interactions through dynamics tracking. The multi-object portion tracking (MOPT) method
allows object tracking in subcellular level and identifies object events, including object born, dead, split,
and fusion. The tracking results is 2.96% higher on consistent tracking accuracy and 35.48% higher on
event identification accuracy, compared with the existing state-of-the-art tracking methods.
For spatial-temporal-causal relationship modeling, the proposed four-dimensional reslicing generative
adversarial network (4DR-GAN) captures the complex relationships between the input and the target
proteins. The experimental results on four groups of proteins demonstrate the efficacy of 4DR-GAN
compared with the widely used Pix2Pix network. On protein localization prediction (PLP), the predicted
localization from 4DR-GAN is more accurate in subcellular localization, temporal consistency, and
dynamics. Based on efficient PLP, the digital activation (DA) and digital inactivation (DI) tools allow
precise spatial and temporal control on global and local localization manipulation. They allow researchers
to study the protein functions and causal relationships by observing the digital manipulation and PLP output
response.

iv

ACKNOWLEDGEMENTS
I would like to thank the following people and institutes, without whom I would not have been able to
accomplish this research.
Dr. Mei Yang is my advisor and the committee chair for both my Master’s thesis and Ph.D.’s
dissertation. Her expertise and dedication on computer engineering and computer science guide me in my
6-year post-bachelor study in UNLV.
Dr. Mo Weng guides this research with her expertise on life science. Everything I know about life
science comes from her.
Thanks for Dr. Yingtao Jiang and Dr. Emma Regentova for being the committee members of my
Master’s thesis and Ph.D.’s dissertation. Without their advices, I would not have been able to complete my
research.
I also appreciate the scholarships from UNLV, the graduate college, Howard R. Hughes College of
Engineering, and the Department of Electrical and Computer Engineering.
Finally, I want to gratitude for the support from my family. Despite the fact that we must physically
separate during my studies, our hearts are constantly connected.

v

TABLE OF CONTENTS
ABSTRACT ...................................................................................................................................................... III
ACKNOWLEDGEMENTS ............................................................................................................................... V
LIST OF TABLES ............................................................................................................................................ IX
LIST OF FIGURES ............................................................................................................................................ X
CHAPTER ONE: INTRODUCTION ................................................................................................................1
1.1 Deep learning in hyper-dimensional fluorescence image ............................................................................1
1.2 Motivation ...................................................................................................................................................2
1.3 Objective .....................................................................................................................................................3
1.4 Outline .........................................................................................................................................................4
CHAPTER TWO: BACKGROUND .................................................................................................................6
2.1 Introduction on hyper-dimensional images .................................................................................................6
2.1.1 The importance of fluorescence microscopy .......................................................................................6
2.1.2 The challenge of fluorescence microscopy ..........................................................................................6
2.1.3 Multiple indicators ...............................................................................................................................7
2.2. Introduction on Deep learning ....................................................................................................................8
2.2.1 The rise of machine learning and deep learning ...................................................................................8
2.2.2 General CNN structures .......................................................................................................................9
2.2.3 Common deep learning tasks ............................................................................................................. 11
2.2.4 Mapping function modeling in microscopic images .......................................................................... 15
CHAPTER THREE: INCORPORATING THE RELATIONSHIPS IN MAPPING FUNCTION
MODELING FOR HYPER-DIMENSIONAL IMAGES ....................................................................................... 19
3.1 Gaps in existing study ............................................................................................................................... 19
3.2 Complex relationships in hyper-dimensional images ................................................................................ 19
3.3 Modeling mapping functions with complex relationship using DNN ....................................................... 21

vi

CHAPTER FOUR: DISCRIMINATIVE MODELING WITH THE CLASS-LEVEL SPATIAL,
TEMPORAL INTRA-CLASS RELATIONSHIPS ................................................................................................ 25
4.1 Introduction ............................................................................................................................................... 25
4.2. Method ..................................................................................................................................................... 26
4.3 Experimental results .................................................................................................................................. 28
4.4 Summary ................................................................................................................................................... 33
CHAPTER FIVE: DISCRIMINATIVE MODELING WITH THE OBJECT-LEVEL SPATIAL AND
TEMPORAL INTRA-CLASS RELATIONSHIPS ................................................................................................ 34
5.1 Introduction ............................................................................................................................................... 34
5.2 Related Work............................................................................................................................................. 35
5.3 Method ...................................................................................................................................................... 37
5.3.1 Segmentation...................................................................................................................................... 37
5.3.2 Multi-object portion tracking with deep feature map ......................................................................... 37
5.4 Experimental result.................................................................................................................................... 45
5.4.1 Dataset ............................................................................................................................................... 45
5.4.2 Evaluation .......................................................................................................................................... 47
5.5 Summary ................................................................................................................................................... 51
CHAPTER SIX: GENERATIVELY MODELING WITH THE CLASS-LEVEL SPATIAL,
TEMPORAL, AND CAUSAL INTER-CLASS RELATIONSHIPS ..................................................................... 52
6.1 Introduction ............................................................................................................................................... 52
6.2. Method ..................................................................................................................................................... 53
6.2.1 Four-dimensional Reslicing GAN...................................................................................................... 53
6.2.2 Detail network implementation .......................................................................................................... 55
6.2.3 Training objective function and parameters ....................................................................................... 57
6.2.4 Evaluation metrics and their implementation ..................................................................................... 59
6.3 Experimental result.................................................................................................................................... 60
6.4 Tool development: protein localization prediction (PLP) ......................................................................... 61

vii

6.4.1 Predicting protein localization at subcellular levels ........................................................................... 61
6.4.2 Protein localization dynamics ............................................................................................................ 68
6.5 Discussion and summary ........................................................................................................................... 72
CHAPTER SEVEN: GENERATIVELY MODELING WITH THE OBJECT-LEVEL SPATIAL,
TEMPORAL, AND CAUSAL INTER-CLASS RELATIONSHIPS ..................................................................... 74
7.1 Introduction ............................................................................................................................................... 74
7.2 Method: Digital activation (DA) and digital inactivation (DI) practice .................................................... 75
7.3 Experimental result.................................................................................................................................... 76
7.4 Discussion and summary ........................................................................................................................... 82
CHAPTER EIGHT: CONCLUSION AND FUTURE WORK ..................................................................... 84
APPENDIX ........................................................................................................................................................ 85
REFERENCES .................................................................................................................................................. 88
CURRICULUM VITAE ................................................................................................................................. 102

viii

LIST OF TABLES
Table 4.1 | A list of networks in the experiment. ................................................................................ 27
Table 4.2 | Hyperparameter setting for benchmark training. .............................................................. 28
Table 4.3 | Performance comparison on various evaluation metrics. The best results are bold. ........ 30
Table 5.1 | 3D Asymmetric FCDN-103 Detail. .................................................................................. 38
Table 5.2 | Object tracking and event identification results. The best results are bold....................... 49
Table 6.1 | Prediction quality evaluation by FID score. Lower is better. The best results are in bold.
.................................................................................................................................................... 61

ix

LIST OF FIGURES
Fig. 1.1 | Hyper-dimensional image and the spatial, temporal, and causal relationships. ..................... 2
Fig. 2.1 | Fluoresence live imaging with multiple indicators. (a) 3D and 2D view of Myosin (green),
E-Cad (red); (b) 3D and 2D view of Myosin (green), Jub (red). .................................................. 8
Fig. 2.2 | Layer connections in CNN; (a) encoder; (b) encoder-decoder. ........................................... 11
Fig. 2.3 | Network architectures of two types of blocks: (a) plain blocks; (b) branching blocks. ....... 12
Fig. 3.1 | The known relationship between Myo and E-Cad. .............................................................. 21
Fig. 4.1 | Validation accuracy for different models during training on the benchmark. ..................... 28
Fig. 4.2 | Statistic results of the experiments. The first row is the mean Dice and IOU of segmentation
over all classes. The second row is the segmentation accuracy per class. .................................. 29
Fig. 4.3 | Result visualization of the benchmark test. ......................................................................... 31
Fig. 4.4 | ROC of protein cluster in the benchmark. The best performer is bold................................ 32
Fig. 4.5 | Computational cost of various models for comparison........................................................ 32
Fig. 5.1 | 3D asymmetric FCDN-103: (a) network architecture; (b) dense block. .............................. 37
Fig. 5.2 | Segmentation results of 3D fluorescence image: (a) 3D view; (b) 2D view. Red: segmentation
masks for the positive class. ........................................................................................................ 38
Fig 5.3 | The overall flow of MOPT. 𝜃 is deep features, 𝑂 is object sets, 𝑜 is individual objects, 𝑇 is
the time scale, and 𝑡 is a time point. ........................................................................................... 39
Fig. 5.4 | 3D view of the 4D extended search and portion matching using deep feature map (DFM).
.................................................................................................................................................... 43

x

Fig. 5.5 | Object events: (a) birth; (b) death; (c) split; (d) merge. ....................................................... 44
Fig. 5.6 | Correlation maps. Each object is in a unique color.............................................................. 46
Fig. 5.7 | Ground truth objects: (a) t=1; (b) t=69. ............................................................................... 47
Fig. 5.8 | Object tracking and event identification results. .................................................................. 50
Fig. 5.9 | 3D tracking by the proposed approach. Object IDs and colors are inherited if tracking is
successful. ................................................................................................................................... 51
Fig. 6.1 | The overall flow of training the generator and the discriminator of Four-dimensional
Reslicing GAN (4DR-GAN). Various types of arrows are used to distinguish different operations,
as shown in the legend. ............................................................................................................... 54
Fig. 6.2 | 4DR-GAN architecture and layer arrangement. .................................................................. 57
Fig. 6.3 | The way of demonstrating 4D images with a z-slice and multiple time frames. ................. 63
Fig. 6.4 | Localization prediction from Myo to E-Cad shown with the input Myo, the ground truth Ecad
localization, our 4DR-GAN prediction results, and the Pix2Pix prediction results. The red boxes
show 4DR-GAN predicts better cell outlines and the yellow boxes show the prediction results are
too smooth without showing E-Cad clusters............................................................................... 63
Fig. 6.5 | Localization prediction from Jub to E-Cad. The red boxes show Pix2Pix predicts inaccurately
resulting in extra cell boundaries. ............................................................................................... 64
Fig. 6.6 | Localization prediction from E-Cad to Myo. The red boxes show that Pix2Pix predicts
inaccurately resulting in visible cell boundaries. ........................................................................ 65
Fig. 6.7 | Temporal consistency of prediction results. Red arrows show inconsistent predictions in time.
.................................................................................................................................................... 67
Fig. 6.8 | Generating an additional channel that cannot be imaged together. ..................................... 68
xi

Fig. 6.9 | The predicted Myo dynamic intensity in Z and T dimensions compared with GT. The
prediction is from Myo to E-cad. ................................................................................................ 69
Fig. 6.10 | The predicted Myo intensity dynamics in Z dimension with a fixed time frame (t=30)
compared with GT. The example images show the GT signal in Z dimension. The prediction is
from Myo to E-cad. ..................................................................................................................... 70
Fig. 6.11 | The predicted Myo intensity dynamics in T dimension with a fixed z-slice (z=4) compared
with GT. The example images show the GT signal in T dimension. The prediction is from Myo
to E-cad. ...................................................................................................................................... 70
Fig. 6.12 | The relationship between cell area and average Myo intensity in prediction results compared
with GT. The example images demonstrate that the cells with smaller apical surface areas are
more likely to have higher active Myo. The example images show the GT signal in T dimension.
The prediction is from Myo to E-cad. ......................................................................................... 71
Fig. 6.13 | The relationship between cell area decreasing (DECR) ratio and average Myo intensity
(INTST) increasing (INCR) ratio. The example images demonstrate that when the cell apical
surface area decreases continuously, the cell is more likely to have increasing active Myo. The
prediction is from Myo to E-cad. ................................................................................................ 71
Fig. 7.1 | Overall flow of Digital Activation (DA) and Digital Inactivation (DI). .............................. 76
Fig. 7.2 | Observing E-Cad and cell response when digitally inactivating Myo subcellular localization.
The gray circles highlight the DI manipulation, and the gray rectangles highlight the responses.
.................................................................................................................................................... 77
Fig. 7.3 | Observing E-Cad and cell response when digitally activating Myo subcellular localization.
The gray circles highlight the DA manipulation, and the gray rectangles highlight the responses.
.................................................................................................................................................... 78
xii

Fig. 7.4 | Observing Myo response when digitally inactivating E-Cad and stopping apical areas
shrinking. The orange dotted lines show the apical surface areas manipulation, and the gray
rectangles highlight the responses............................................................................................... 80
Fig. 7.5 | Observing Myo response when digitally activating E-Cad and increasing apical areas
shrinking. The orange dotted lines show the apical surface areas manipulation, and the gray
rectangles highlight the responses............................................................................................... 81
Fig. 7.6 | Observing E-Cad response when digitally inactivating Jub. The gray arrows highlight the DI
manipulation, and the red arrows highlight the responses. ......................................................... 81
Fig. 7.7 | Observing E-Cad response when digitally activating Jub. The gray arrows highlight the DA
manipulation, and the red arrows highlight the responses. ......................................................... 82
Fig. A.1 | Junctional and medial Myosin differentiation by E-Cad and Myo segmentation. For a 5D
fluorescence image with total 40 time frames, we demonstrate two thresholding results of E-Cad
and Myo on 15 and 30 time frames............................................................................................. 85
Fig. A.2 | Cell segmentation and quality control; (a) cell segmentation by reverse E-Cad segmentation;
(b) segmentation quality control to exclude connected segmentations. The background is E-Cad
localization which is used to define cell boundaries using thresholding. The gray masks are
segmented cells. The quality control is excessively performed intentionally to fully exclude
connected segmentations so that evaluations are performed precisely. ...................................... 86
Fig. A.3 | Three examples of cell tracking based on cell segmentation. The gray masks in a row
demonstrate successful cell tracking in three continuous time points. Cells that size decrease in
three time points are used to analyze the relationship between size decrease and medial Myosin
increase. ...................................................................................................................................... 87

xiii

CHAPTER ONE: INTRODUCTION
1.1 Deep learning in hyper-dimensional fluorescence image
The discovery of fluorescent proteins has allowed almost any cellular protein to be visualized,
especially in living cells or organisms. Specifically, proteins and cellular structures are labeled with
fluorescent proteins tags, imaged with microscopes, and analyzed with image analysis methods. On the
other hand, fluorescence microscopy uses a variety of fluorescent indicators (a.k.a fluorophores) and
technologies such as confocal and multi-photon microscopy that enable the acquisition of optical sections
of thick biological objects in multiple channels [1]. Thus, it allows accurate reconstruction of the protein
localization and dynamics resulting in hyper-dimensional image such as four-dimensional images with
spatial and temporal axes and five-dimensional images with spatial, temporal, and channel axes. An
illustration of hyper-dimensional image is shown in Fig. 1.1.
The hyper-dimensional images by live cell fluorescence imaging are informative. By using the 3D
localization of fluorophores, one now has the capacity to identify a domain required for subcellular
localization and identify effectors required for proper localization as well as study the spatial and temporal
dynamics of subcellular proteins and other molecules in live cells. This capability aids the establishment of
genome-wide screens for the localization of all known gene products. Furthermore, fluorescence
microscopy has been used in screening tests for small molecule effectors of subcellular localization, cellcycle progression, cell motility, and other processes in the quest for new lead compounds for medication
development. These investigations are expected to be just the start of a wave of cellular research and drug
discovery applications that are benefit from fluorescence microscopy [2].
When machine learning and deep learning rising, numerous methods have been explored using
machine learning and deep learning to utilize the information in the fluorescence images. Although
machine-learning and deep learning methods are typically application driven, the core is to effectively
model the mapping functions from the input observation to the output conclusions so that researchers can
1

obtain desired conclusion from new observations. Particularly, deep learning methods use weight matrix to
implicitly mimic the mapping function between input and output. Although the fluorescence images are
informative and the methods are powerful, the analysis methods are monotonous. Other than statistical
methods, the common machine learning analysis methods including image classification, detection,
segmentation, and restoration [3] only take advantage of spatial information and focus on 2D images and
3D volumes. Current methods rarely consider other dimensions like the temporal and causal dimension,
while it is undoubtable that the specific spatial localization of microscopic objects at a time point can have
strong correlation with the temporal dynamics and the cause factors. However, the methods of modeling
these dimensions are underexplored in the study of fluorescence microscopy.

Fig. 1.1 | Hyper-dimensional image and the spatial, temporal, and causal relationships.

1.2 Motivation
A key reason why the temporal and causal dimensions are neglected is that the mapping function
modeling process is a learning process that requires sophisticated engineering. When only modeling the
mapping function with the spatial relationship between the input and the output, such as image classification
2

and segmentation, the modeling task is onefold. However, taking the spatial, temporal, and channel
relationships simultaneously are much more complex and has multiple challenges. First, the spatial,
temporal, and channel dimensions are hardly independent and can be seen as a relationship complex. The
modeling of the relationship complex requires to consider all dimensions simultaneously, which
tremendously complicates the method development. Second, the computational complexity of deep
learning modeling can grow exponentially with more dimensions. Therefore, affordable modeling methods
are necessary. Third, with limited learning samples, the mapping function modeling is required to learning
generally to adopt various imaging brightness, contrast, and other factors. Fourth, the annotation of
biological image is extremely challenging due to the three or four dimensions involved as well as the
missive and dense object localization.
While it is challenging to modeling the spatial, temporal, and causal relationships by machine learning
methods, a successful modeling will benefit the microscopic object study from multiple aspects. First, the
model can automate the process of output production. When encountering new input, the model can
generate desired output automatically based on the mapping function it learned from previous data. The
conclusion can either be judgements based on the input, or new data generated from the input. When
considering the spatial, temporal, and causal relationship, the model will draw conclusion more accurately
compared with when only spatial relationship is considered. Second, although the mapping function is
modeled implicitly by weight matrix, by observing the input and the model, we can analyze the spatial,
temporal, and causal relationships, which is a new way to study the relationships between microscopic
objects.

1.3 Objective
Addressing the aforementioned challenges in analyzing hyper-dimensional images, the objective of
this dissertation is to comprehensively study the mapping function modeling of the spatial-temporal and the
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spatial-temporal-causal relationship in hyper-dimensional image with deep learning approaches. In specific,
the following subtasks are conducted.
•

Modeling the intra-class spatial and temporal relationship complex in class-level and object-level
using discriminative networks;

•

Developing tools based on the modeling methods for intra-class spatial and temporal relationship
study;

•

Modeling the inter-class spatial, temporal, and causal relationship complex in class-level and
object-level using generative networks;

•

Developing tools based on the modeling methods for inter-class spatial, temporal, and causal
relationship study.

The intra-class modeling studies the spatial and temporal relationship complex in one channel of
hyper-dimensional image, while the inter-class modeling studies the spatial, temporal, and causal
relationship complex within multiple channels. The illustration of intra-class and inter-class relationships
are shown in Fig. 1.1.
The proposed methods and developed tools fill the gaps in the current microscopic image analysis
field. Either in discriminative or generative ways, these methods can model the spatial-temporal relationship
complex and the spatial-temporal-channel relationship complex in affordable ways to process and generate
evidence for biological study. Furthermore, they will guide the development of the machine learning
method for mapping function modeling for hyper-dimensional image processing in the future.

1.4 Outline
The rest of the dissertation is structured as following: Chapter 2 reviews hyper-dimensional images,
development of deep learning, the structures of deep learning network, the deep learning tasks, and the deep
learning methods for microscopic images; Chapter 3 analyzes the gaps in existing study, and the challenges
4

and methods to fill the gaps; Chapter 4 demonstrates the spatial and temporal relationship modeling in
class-level and studies protein localization segmentation; Chapter 5 demonstrates the spatial and temporal
relationship modeling in object-level and presents the study of multi-object tracking of protein localization;
Chapter 6 presents the spatial, temporal, and causal relationship modeling in class-level and further studies
the protein localization prediction; Chapter 7 illustrates the spatial, temporal, and causal relationship
modeling in object-level and proposes the protein localization activation and inactivation; Chapter 8
summarizes the study.

5

CHAPTER TWO: BACKGROUND
2.1 Introduction on hyper-dimensional images
2.1.1 The importance of fluorescence microscopy
When exploring new phenomena, imagery is important since the adage "seeing is believing" becomes
a prevalent belief [4][5]. When it comes to investigating microcosmos, microscopy has shown to be a
valuable tool for observing and identifying the activity of micro-objects, particularly live events with
increasing spatial and temporal resolution. Despite the fact that numerous approaches to making living
events more visible have been studied, the introduction of fluorescence microscopy, which uses a variety
of fluorescent indicators (referred to as indicators hereafter) that can be tailored in terms of their specificity
for targets such as proteins, lipids, or ions [6][7], has perhaps been the most significant step in allowing us
to observe cell physiology.
The underlying process of fluorescence involves the absorption of light energy (a photon) by an
indicator, followed by the release of some of that energy (as another photon) a few nanoseconds later. A
specified wavelength of light is used to illuminate fluorescently labeled proteins or other intracellular
molecules, ideally at the top of the fluorophore excitation spectrum. Because some energy is lost in the
process, the released photon has a lower energy than the absorbed photon and is hence dimmer. Following
that, the fluorescence microscope's purpose is to distinguish between emitted light (dim) and excitation
light (bright). Dichroic mirrors and barrier filters are a frequent method.
2.1.2 The challenge of fluorescence microscopy
Fluorescence microscopy, like many other techniques, has actual physical constraints, such as cell
photodamage, FP photobleaching, and image resolution [8][9]. Although high-intensity excitation light can
damage cells (especially in the near-UV range, which can cause DNA damage), fluorophore photobleaching,
a phenomenon in which a fraction of the fluorophore population is irreversibly destroyed each time a
6

fluorescent sample is illuminated, is the main phototoxic effect in live cell fluorescence microscopy [10].
The only definite strategy to reduce photobleaching and associated photodamage is to limit excitation light
exposure as much as possible while yet maintaining a useful signal-to-noise ratio required for the given
experimental inquiry. For live cell imaging, laser scanning confocal microscopes use a concentrated beam
to illuminate a relatively tiny region at a time and their usual irradiance levels can be many orders of
magnitude greater, making them a better choice [10]. However, even when out-of-focus light is rejected by
a confocal setup, the specimen above and below the focal plane is still exposed, exposing it to
photobleaching and toxicity. This severely limits the number of photos that can be captured and, in many
situations, makes high-resolution, time-lapse series of 3D volumes difficult to obtain.
2.1.3 Multiple indicators
When conducting comparative research, two or more indicators are frequently used. Because of the
indicators' somewhat broad excitation and emission spectra, as well as their less-than-ideal filter
characteristics, simultaneous monitoring of many indicators can be difficult due to wavelength cross talk
from one indication to the next. Although taking separate, consecutive photos with filters particularly built
for each indication is the clearest way, cross talk is still feasible if numerous indicators exist in the
preparation [4][8]. However, the sequential collection of images with different filters requires the careful
alignment of both the dichroic mirror and blocking filters if a shift in image position is to be avoided. It's
also worth noting that as more indicators are utilized, the bandwidth available for detecting emitted light
becomes increasingly narrow, resulting in a dimmer image. Many investigations, however, necessitate the
simultaneous monitoring of numerous indicators within a sample, and therefore face the issue of
distinguishing emitted lights while maintaining an acceptable signal-to-noise ratio. Fig. 2.1 shows two
examples of fluorescence live imaging with multiple indicators.

7

Fig. 2.1 | Fluoresence live imaging with multiple indicators. (a) 3D and 2D view of Myosin (green), ECad (red); (b) 3D and 2D view of Myosin (green), Jub (red).

2.2. Introduction on Deep learning
2.2.1 The rise of machine learning and deep learning
Machine learning (ML) has accumulated a vast diversity of methods that differ not only in terms of
their mathematical foundations, but also in terms of their application scenarios. Overall, ML has been used
as a robotic assistant to deal with tedious routine tasks, and as a comprehensive analytical tool to address
tasks such as visualization, clustering, and mathematical modeling.
Supervised, semi-supervised, and unsupervised machine learning methods perform in different
scenarios to address problems of classification, detection, segmentation etc. [11]. When the object labels
are seeable, parameters of machine learning methods, such as support vector machine, decision tree and
neural network, are trained and verified using these seeable data. Semi-supervised and unsupervised
methods apply when object labels are only partially seeable or unavailable. Methods such as clustering,
principal component analysis and outlier detection are typical examples of unsupervised models applied to
biological data.
8

Deep convolutional neural networks, also commonly referred as deep learning, refresh the upper
bounds of all conventional image analysis techniques, and therefore gain attention. As a subfield of machine
learning that harnesses multi-layered neural networks to automatically convert data into abstract
representations via adjusting their weights, deep learning does not depend on handcrafted features and it is
free from sophisticated engineering. One key advantage of it is automatic feature extraction and selection
with a learned weight matrix [11]. It is known that in biology, objects, from molecules to organs, are subject
to deformation as well as physiological and pathological variations, and thus their features do not always
preserve the temporal and spatial consistencies as required for highly accurate and reproducible image
analysis. This challenge is addressed using many of the deep learning methods that have been developed
and adopted in academia, medical labs, and industry. Thanks to the emerging high performance computing
platforms like graphic processing units (GPUs) and large image datasets that are becoming widely available,
deep learning methods hold a great promise to fully automate the process and generate results with high
degree of accuracy and low turn-around time. Both Convolutional Neural Networks (CNNs) and Recurrent
Neural Networks (RNNs) are recognized as the workhorse of deep neural networks (DNNs). Unlike RNNs,
which deal with sequential samples, CNNs target non-sequential samples, making them particularly
appreciated for tasks such as image classification and segmentation.
2.2.2 General CNN structures
In general, CNNs strategically stack various types of layers (Fig. 2.2). Arranged from the input to the
output layers, CNNs are made of any combination of convolutional, down-sampling, activation, fully
connected, dropout, pooling, activation, normalization layers, etc.
•

Convolutional layers: When CNNs are applied to image classification and segmentation, they
take image as input and let convolutional layers convolve image pixels into low-level feature
maps; next, low-level feature maps are convolved into high-level feature maps.

9

•

Down-sampling layers: Since overlaying convolutional layers in high resolution requires high
computing power, the down-sampling layers help eliminate ineffective features and keep the
model effective. Down-sampling is addressed by convolutional layers or pooling layers.

•

Up-sampling layers: Up-sampling layers recover the small feature maps to the same or similar
size of the original image for segmentation output. Up-sampling is addressed by transposed
convolutional layers or up-pooling layers.

•

Activation layers: Activation functions map the layer input into a new range with nonlinearity to
prevent layer output from overgrowing. Sigmoid, Tanh, ReLu, LeakReLu, etc. are among the
most popular activation functions.

•

Fully connected layers: Fully connected layers flatten the feature maps to a vector and calculate
the output through nonlinearly-weighted combining of the feature vector units.

•

Dropout layers: Dropout is a technique that prevents models from overfitting. Through dropout,
a set of random neurons with fraction p are ignored during each iteration of training.

Fig. 2.2 presents two CNN architectures featuring various combinations of different layers and the
interconnections thereof. A combination of convolution and down-sampling layers serves as an encoder
that encodes an image sample into small but high-level feature maps. A DNN encoder is often used as a
discriminative model to achieve classification and detection. Convolution layers can also be combined with
up-sampling layers to form a decoder that can recover the small, high-level feature maps to the original
image size. The combination of encoder and decoder can build both discriminative and generative models
to achieve segmentation, data generation, sample domain translation, and so on.
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Fig. 2.2 | Layer connections in CNN; (a) encoder; (b) encoder-decoder.

2.2.3 Common deep learning tasks
2.2.3.1 Classification
Tasks like classification and segmentation have greatly benefited from CNNs going deep. In 2012, for
the first time, AlexNet [12], a deep learning classification network, outperformed other methods on the
ImageNet LSVRC-2012 challenge [13]. The deep learning methods continued to push the performance
envelope in various challenging tasks [11], with CNN networks becoming deeper [14] by plainly cascading
more than 10 convolutional layers. A plain block and a network example are shown in Fig. 2.3 (a) and Fig.
2.4 (a). Beyond plainly overlapping layers, the idea of multi-scale feature enhancement drove the birth of
branching blocks. See a branching block example in Fig. 2.3 (b). GoogleNet [15] (also called Inception
blocks [16]), ResNets [17], DenseNets [18], and MobileNets [19] are popular branching blocks. By creating
multiple paths and establishing dense connections across the paths, the CNNs' branching modules tend to
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help resolve representational bottlenecks, alleviate the vanishing-gradient problem, and strengthen feature
propagation.

Fig. 2.3 | Network architectures of two types of blocks: (a) plain blocks; (b) branching blocks.

Besides the architectural improvements in CNNs, bounding boxes are introduced to frame the objects
that are classified out of an image. Ideally, any identifiable object in an image shall be boxed within a
bounding box as a result of a primitive modality of pixel-wise classification. Also known as semantic
segmentation, pixel-wise classification is a high-level task that is performed to reveal object contour and
classify objects in both 2D and 3D images.
2.2.3.2 Segmentation
Semantic segmentation has been addressed from both discriminative and generative perspectives. A
fully convolutional neural network (FCN) [20], one type of CNN that abandons the fully connected layers,
applies a decoder to up-sample high-level feature maps so that the feature maps become fine-tuned for
semantic segmentation in a discriminative fashion. Fig. 2.4 (b) shows a common architecure. Originally
designed for biological segmentation but later expanded to various segmentation tasks, U-Net [21], as a
variation of FCN, treats up-sampling layers as one pooling layer, called “skip connection”. The
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corresponding layers produce low-level feature maps that can be taken into the up-sampling layers to
generate a fine-tuned output, as shown in Fig. 2.4 (b). Recently, more fundamental, and powerful
segmentation networks (e.g., FCDNs [22], DeepLabs [23]) have been proposed for more dedicated
information handling, feature extraction, and computational cost reduction. Besides being applied on the
entire image, FCN is applied at the bounding box level. For example, Mask-RCNN [24] is an instance
segmentation network that locates every object within a bounding box by adding a branch of FCNs.
2.2.3.3 GAN and generation
Many of the CNNs and FCNs are discriminative models that learn the conditional probability
distribution of the target given the input. In contrast to these, deep generative models including Generative
Adversarial Networks (GANs) [25] variational autoencoder (VAE) [26] perform in a generative way. A
GAN typically contains two DNNs as a generator and a discriminator. The generator uses network
parameters to implicitly learn the joint probability distribution between the target data and the random
variables and further generates realistic outputs based on the input random variables. The discriminator
learns the conditional probability distribution of the fakeness judgment given either a ground truth or a
generated sample. The generator and the discriminator are adversarial networks as shown in Fig. 2.4 (c)(d).
Image and video domain translation are the most common topics that are built upon generative DNNs.
Image domain translation. The achievements of image-to-image translation are on the assumption
that a large amount of annotated and matching image pairs is accessible for model training. In practice,
unpaired translation is studied as well. An image-to-image translation problem is commonly formulated as
pixel-to-pixel classification or regression, which employs encoder-decoder CNNs [21], or generatordiscriminator GANs [25], to generate the output space. As a general solution for image-to-image translation,
Conditional GANs [27] constrain the output space from the given conditions including class labels, text,
and images. In the case of image conditioning, conditional GANs utilize structured losses to penalize the
joint configuration of the output in order to limit the structural difference between the output and target. In
previous work, paired [28][29][30][31] and unpaired [32][33][34][35] image translations have attracted
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attention. Recently, Pix2pix [30] has presented a conditional GAN, which has the objective of combining
adversarial loss with L1 distance. It was tested on various types of paired tasks, such as semantic labels to
photo and BW to color photo. For unpaired cases, CycleGAN [35] introduce the cycle consistency loss that
reduces the space of possible mapping functions from input to output and constrain a style consistency.
However, the cycle consistency loss only helps to constrain the frame consistency, while discarding any
temporal information in multi-frame cases such as video translation. Besides, in our experiment, the cycle
consistency strongly forces the output into a similar style as the input, which is the opposite of our goal. In
this paper, we present weighted cycle consistency loss to weaken the input-output style consistency and
highlight the target-output style consistency.

Fig. 2.4 | DNN architectures, (a) CNN; (b) FCN; (c) GAN generator; (d) GAN discriminator.
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Video domain translation. Besides applying image-to-image translation methods to videos [36],
overlapping temporal information to image-to-image translation is a more informative way for paired
[37][38] and unpaired samples [39][40]. Further than spatial information, temporal information provides
more constrains to optimization for transforming one domain to another. Wang et al. [37] present a spatialtemporal adversarial objective and acquire temporally coherent video results. Wei et al. [38] target the
flickering issue in video-to-video translation and propose combined global and local consistency to achieve
stable video translation. Bansal et al. [39] introduce temporal constrain to CycleGAN and propose the
Recycle-GAN for unsupervised video retargeting. In Recycle-GAN, a future frame predicted by a temporal
predictor participates in the recycle loss calculation. The Mocycle-GAN [40] models the motion across
frames with optical flow and pursues cycle consistency on motion. It applies motion translator and motion
cycle consistency in terms of constraining temporal coherence between synthetic frames.
2.2.4 Mapping function modeling in microscopic images
2.2.4.1. Discriminative modeling
Discriminative modeling is one hot topic in past decades. Based on the captured image, discriminative
modeling builds the mapping function between images and categorical conclusions. Therefore, the mapping
function modeling is easier and more likely to success, compared with other complex conclusions.
Classification, detection, and segmentation are typical examples of discriminative modeling.
Classification/detection. Cell classification and detection are essential for illness diagnosis, illness
and healing study, and drug development. In recent development, various DNNs are used to achieve cell
classification and detection. For example, Chen et al. [41] uses a three-layer neural network. The authors
engineer 16 types of features from the cell images as the input to the neural network. Later, instead of
engineering image features manually, Zhang et al. [42] directly input cell images to CNNs to classify cells.
More importantly, the authors propose a transfer learning where training the CNN on large public dataset
and fine-tuning on the cell classification dataset. The classification accuracy reaches to 98.6% on their
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dataset. Similarly, Habibzadeh et al. [43] propose using pre-trained DNNs including ResNets and Inception,
several very deep CNNs. When fine-tuning all layers on their cell classification dataset, ResNet-150 and
ResNet-152 [17] achieve 100% classification accuracy on four type of white blood cells. Although the
above works achieve astonishing results, they work on small datasets that consist of 1x103 to 1x104 samples.
Meng et al. propose a fast method that achieves accuracy classification on large-scale dataset using a
shallow CNN. On a dataset of 1x107 samples, their network leads to an over 99% accuracy.
Segmentation. Compared with cell classification, segmentation in biological images is a more
challenging task because it requires pixel-level classification. Cell segmentation is one of the hot topics. In
2015, Ronneberger et al. [21] proposed U-Net, a FCN that is built with deep layers and skip connections.
U-Net originally achieves segmentation neuronal structures but is quickly adopted to achieve other
biological and medical image segmentation because of its superior performance. It is further developed into
3D named 3D U-Net [44] to fit the fact that many biological and medical images are 3D. In 2016, Akram
et al. [45]developed a region proposal network, which has two paths where one proposes cell bounding
boxes and the other refines the masks. To address the problem of the huge training sample demand of DNNs,
Xu et al. [46] proposed a semi-supervised learning method for neuron segmentation in 3D. The method
introduces a subtle regularization term and an optimization algorithm to take the unlabeled sample into
account. Taking advantage of the prior knowledge that the localization of nuclei associates with the
localization of cells, Al-Kofahi et al. [47]developed a deep-learning-based scheme that simultaneously
segments cell and nuclei so that the information of cell and nuclei can infer with each other.
2.2.4.2. Generative modeling
Compared with discriminative modeling, generative modeling is more sophisticated because the
outputs or the conclusions we want draw from the generative modeling are various. For example, generative
modeling can draw categorical conclusions as the discriminative modeling, while it also has capacity to
generate image outputs, such as generate low-noise image or high-resolution image. Therefore, it requests
more subtle engineering than discriminative modeling.
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Data augmentation. Back to 2017, Osokin et al. [48] proposed to capture the relationships between
protein localizations in two fluorescence channels and developed an image generation method that
generates 2D dual-channel fluorescence images from Gaussian noise. After that, there are multiple works
proposing generating data from Gaussian noise. Dirvanauskas et al. [49] proposed generating human
embryo images, Baur et al. generated skin lesion images, and Teramoto generated lung cytological images.
Furthermore, targeting the challenging of obtaining 3D biological data, Baniukiewicz et al. [50] used 2D
GAN to generate 2D slices from binary masks and stack to pseudo 3D volumes. Compared with this work,
another study proposed reconstructing 3D structures from real 2D slices using GAN.
Resolution enhancement. As imaging becomes increasingly important in biological study, image
resolution is a key limit of microscopy imaging, particularly fluorescence microscopy imaging.
Undoubtable, high-resolution imaging helps clearly visualize detailed localization and dynamic. However,
because of the limitation of hardware and the phototoxic effects, there are often obstacles to obtaining highresolution microscopic images. Therefore, there are many works targeting to refine low-resolution images
to high-resolution ones. Both conditional-style and cycle-style GANs are often used in this topic. For
example, Wang et al. [51] presented a cross-modality super-resolution method using GAN. The generator
uses U-Net. Ishii et al. [51] proposed a high-resolution 3D image reconstruction method using a U-Net like
generator, while Alam et al. [52] used a deeper residual network. Wang et al. [53] utilized Cycle-GAN [34]
to study super-resolution in unpaired data because paired data is not often available.
Virtual stain and stain correction. In 2017, virtual stain was realized by Bayramoglu et al. [55] on
hyperspectral lung histology images. This work limits the sample noise and variation by pre-processing and
further trains GAN on paired stained and unstained samples. Although the virtual stained results are far
from accurate, it is the first attempt on this topic. Quickly, the virtual H&E practiced by Rana et al. [56]
and Rivenson et al. [57] had perceptually well results. The first work built a cycle-style GAN that consists
of two GANs where the first de-stains and the second stains images, while the second work used a normal
cGAN. Unlike these works that worked on paired images, Liu et al. [58] studied unpaired stain transferring
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that is able to transfer images between H&E and Ki-67 staining. The key point of this work is the pathologyconsistent constrain when transferring. Vasiljevic´et al. [59] also studied stain transfer for unpaired samples,
but achieved transferring between 5 types of stains.
Different from transferring stains, stain normalization for flaw-stained samples is another interesting
topic. In this work [60], the authors proposed an auxiliary network as the discriminator of GAN to force the
output have a prior Dirichlet distribution and control the color of staining hematoxylin and eosin (H&E)
images. Another work [61] proposed a content loss to train GAN for samples without reference.
Domain translation. Although virtual staining or stain transferring can be seen as domain translation,
the work below focuses on image modality translation. Han and Yin [62] used cGAN to translate
microscopy images modality from phase contrast to differential interference contrast. They added the cell
segmentation loss to constrain the cell morphology and localization. A similar idea was used in a paper [63]
that translate between CT and MRI. The translation of 3D images has been studied as well. For example,
Tang et al. [64] studied to translate between neuron images and neuron skeleton.
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CHAPTER THREE: INCORPORATING THE RELATIONSHIPS IN
MAPPING

FUNCTION

MODELING

FOR

HYPER-DIMENSIONAL

IMAGES
3.1 Gaps in existing study
After reviewing the existing works, multiple gaps can be observed. First, only few works study hyperdimensional images. Second, when focusing on the works that study biological images, most of the studies
cover 2D and 3D images and only study the spatial information in images. However, the temporal
information in hyper-dimensional biological images is a key to study micro-objects. Unlike other
commonly studied images like street scenes where the localization of objects is mostly arbitrary or shorttermly temporally correlated (e.g., pedestrian trajectory [65]), the localization of objects in the biological
images can be a mixture of arbitrary, short-termly temporally correlated, and long-termly temporally
correlated. More challenging, when one only considers the spatial information, the localization of an object
may seem arbitrary but in fact, is correlated with another object because of causal relationships.
Consequently, one should consider the spatial, temporal, and causal relationships of an object when
modeling the mapping functions that takes the localization as input observations. Only modeling the spatial
information can easily result in unsatisfied outcomes.

3.2 Complex relationships in hyper-dimensional images
Unlike statistical relationships between objects that reduce dimension using statistical approaches, the
object localization relationships in a hyper-dimensional image involves all dimensions including the spatial,
temporal, and causal dimensions. There exists a relationship between object localizations in each dimension,
which contributes to a relationship complex. The relationship complex within the hyper-dimensional
images results in the localization and the localization dynamics. On the one hand, there exist uncountable
relevant variables within the relationship complex that make the relationship complex merely possible to
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be precisely described by mathematical functions. On the other hand, within the relationship complex, the
relationships are highly possibly correlated. Subsequently, modeling and describing the relationships
between the object localizations are challenging.
For example, the localization and dynamic of Myosin (Myo), E-Cadherin (E-Cad), and Ajuba (Jub)
are correlated spatially, temporally, and causally. They are imaged from live imaging of Drosophila early
embryos. The presented data sets record the ventral cells of fly embryos during a period when these cells
turn from a flat sheet into a tube-like structure, as Fig. 3.1 illustrates. This tissue shape change is driven by
the combined action of Myo and E-Cad. Myo is a molecular motor that generates the contractile physical
force that changes cell shape while E-cad connects Myo filaments in individual cells into tissue-level
network [66][67]. During the imaging period, more and more Myo proteins are activated in ventral cells
and the activation is restricted on the apical surface of the cell (Fig. 3.1, red filaments). In confocal
microscopy images, the activated Myo complexes are visualized as filamentous networks of high
concentration in top slides of the image stacks. The inactive pool of Myo appears to be uniform and at low
concentration since they diffuse freely inside the cell. To apply the force generated by active Myo to the
cell, Myo network is connected to the cell membrane through the interaction with E-Cad complexes. E-Cad
complexes provide adhesions between neighboring cells. In the images, inactive E-Cad proteins uniformly
diffuse on and label cell membranes with low intensity, whereas the E-Cad proteins engaged in cell
adhesion are assembled into higher-order complexes and appear to be high-intensity clusters along the cellcell boundaries. By connecting to these E-Cad clusters, Myo filaments pull cell boundaries towards the
center of the apical surface, therefore reducing cell apical surface areas. Meanwhile, in response to the force
experienced by the E-Cad complex, Jub is recruited to the cell adhesion complex and detected as spots
overlapping with a portion of E-Cad clusters along cell-cell boundaries [68].
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Fig. 3.1 | The known relationship between Myo and E-Cad.

3.3 Modeling mapping functions with complex relationship using DNN
Deep neural networks are acknowledged for using network parameters to implicitly model mapping
functions with complex relationships. For example, DNNs are highly successful on classic computer vision
problems like object recognition. Specifically, DNNs are able to model mapping functions with complex
relationships in a discriminative way or a generative way. Particularly, if we see the global localization as
a composition of individual objects, the modeling can be studied in both class-level that reflects the global
relationships and in object-level that reflects the local relationships. Suppose a class-level localization with
spatial and temporal axis of x is 𝑥𝑇𝑁 where N is the number of individual objects of x and T is the time
𝑁
duration of x. Subsequently, 𝑥𝑇𝑁=𝑛 is the object-level localization of object n, 𝑥𝑇=𝑡
is the class-level
𝑁=𝑛
localization of x at t frame, and 𝑥𝑇=𝑡
is the object-level localization of object n at t frame. If we assume
𝑁=𝑛
each object 𝑥𝑇𝑁=𝑛 is independent with each other, 𝑃(𝑥) = ∏𝑁
))
𝑛=1(𝑃(𝑥 𝑇

In the discriminative DNN 𝐷, given a set of inputs X={𝑥𝑇𝑁 }, the discriminant output is Q={𝑞𝑇𝑁 } and
{𝑥𝑇𝑁 } and {𝑞𝑇𝑁 } are bijective. The DNN models the conditional probability distribution which is denoted as
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P(Q|X). Therefore, when given a new input 𝑥𝑇𝑁 , the network is able to produce an output based on
P(Q=𝑞𝑇𝑁 |X=𝑥𝑇𝑁 ). Intuitively, the modeled relationship can be summarized as a non-linear function 𝜃𝑑 so
that 𝑞𝑇𝑁 = 𝐷(𝑥𝑇𝑁 ; 𝜃𝑑 ). The function is implicitly approximated by the network parameters which are
updated using loss functions like cross-entropy.
𝑀

𝐿𝐶𝐸 = 𝐸𝑥 𝑁~𝑝(𝑥 𝑁) [− ∑ 𝑞𝑇𝑁 𝑙𝑜𝑔(𝑝𝑐 )]
𝑇

𝑇

𝑐=1

When P(Q|X) is known, because 𝑥𝑇𝑁 ={𝑥𝑇𝑁=𝑛 } and 𝑞𝑇𝑁 ={𝑞𝑇𝑁=𝑛 }, and objects in {𝑥𝑇𝑁=𝑛 } and {𝑞𝑇𝑁=𝑛 }
are bijective, P(Q= 𝑞𝑇𝑁=𝑛 |X= 𝑥𝑇𝑁=𝑛 ) can be obtained by the modeled function 𝜃𝑑 so that 𝑞𝑇𝑁=𝑛 =
𝐷(𝑥𝑇𝑁=𝑛 ; 𝜃𝑔 ).
The discriminative DNN applies to cellular applications including cell detection, cell/tissue
segmentation, and nucleus segmentation, and subcellular applications like protein cluster segmentation.
The discriminative way of modeling localization relationships provides automatic methods that recognize
the object localization and benefit the analysis build upon them. Because the discriminative modeling learns
the conditional probability distribution, in the most common case, it requests a set of input observations
and the corresponding judgments as ground truth to initiate the learning process, known as supervised
learning. However, the annotation of the observations is so labor-costly that limits the amount of ground
truth.
On the other hand, generative models of DNNs do not necessarily request judgment output, and
therefore do not necessarily request annotation. Specifically, given a set of inputs X={𝑥𝑇𝑁 } and target
outputs Y={𝑦𝑇𝑁 }, the DNN models the joint probability distribution of X and Y as Px,y(X,Y). Therefore, when
given a new observation 𝑥𝑇𝑁 , the network is able to produce a probability P(Y= 𝑦𝑇𝑁 |x= 𝑥𝑇𝑁 )=
Px,y(X,Y)/P(X=𝑥𝑇𝑁 ). In the case of cGAN, the output of the generative network 𝐺 is 𝑦̂𝑇𝑁 . 𝑦̂𝑇𝑁 is expected to
have visual similarity with the real sample 𝑦𝑇𝑁 that is drawn from the real data distribution 𝑝𝑟 (𝑦𝑇𝑁 ). We
denote the non-linear mapping function learned by 𝐺 parametrized by 𝜃𝑔 as 𝑦̂𝑇𝑁 = 𝐺(𝑥𝑇𝑁 ; 𝜃𝑔 ) . The
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generated samples form a distribution 𝑝𝑔 (𝑦̂𝑇𝑁 ) which is desired to be an approximation of 𝑝𝑟 (𝑦𝑇𝑁 ) after
successful training. Subsequently, this feature can be applied to approximate the distribution of data in
many cases such as generating fake samples, predicting future frames, and translating low resolution
samples to super resolution.
A cGAN consists of a discriminative network 𝐷. The input to 𝐷 is either a real or generated sample.
The output of 𝐷, 𝑞 is a single value indicating the probability of the input being a real or fake sample. The
mapping learned by 𝐷 parametrized by 𝜃𝑑 is denoted as 𝑞 = 𝐷(𝑦𝑇𝑁 ; 𝜃𝑑 ) . The objective of 𝐷 is to
differentiate these two groups of images whereas the objective of 𝐺 is trained to confuse 𝐷 as much as
possible. Therefore, 𝐺 performs as an adversary of . In an alternative view, we can perceive 𝐺 as receiving
a reward signal from 𝐷 depending upon whether the generated data is accurate or not. The gradient
information is back propagated from 𝐷 to 𝐺, so 𝐺 adapts its parameters in order to produce an output image
that can fool 𝐷 [9]. The optimizations of 𝐷 and 𝐺 are shown in Eqs. (1-2).

𝐿𝐺𝐴𝑁
= 𝐸𝑥 𝑁 ~𝑝𝑔(𝑥 𝑁 ) [𝑙𝑜𝑔 (1 − 𝐷(𝑥𝑇𝑁 ))]
𝐺

(1)

𝐿𝐺𝐴𝑁
= 𝐸𝑦 𝑁 ~𝑝𝑟 (𝑦 𝑁 ) [𝑙𝑜𝑔𝐷(𝑦𝑇𝑁 )] + 𝐸𝑦̂ 𝑁 ~𝑝𝑔(𝑦̂ 𝑁 ) [𝑙𝑜𝑔 (1 − 𝐷(𝑦̂𝑇𝑁 ))]
𝐷

(2)

𝑇

𝑇

𝑇

𝑇

𝑇

𝑇

Furthermore, cGANs utilize structured losses to further constrain the mapping function from
conditioning images to the target outputs to appropriately reach a structural similarity.

𝐿𝑐𝐺𝐴𝑁
= 𝐸𝑦̂ 𝑁 ~𝑝𝑔(𝑦̂ 𝑁 ) [𝑙𝑜𝑔 𝑙𝑜𝑔 (1 − 𝐷(𝑦̂𝑇𝑁 )) + 𝜆|𝑦𝑇𝑁 − 𝑦̂𝑇𝑁 |1 ]
𝐺
𝑇

𝑇

(3)

Particularly, Pix2pix [30] is a successful example of cGANs, which trains a U-Net [36] based generator
and a PatchGAN [30] discriminator to generate an output that is realistic and similar to a known paired
ground truth target.
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When the class-level mapping function 𝐺(𝑥𝑇𝑁 ; 𝜃𝑔 ) is modeled, to study the object-level relationships,
one feasible way is to manipulate 𝑥𝑇𝑁 into 𝑥′𝑁
𝑇 by changing the localization of an individual object so that
̂ 𝑁 reflects the relationship between X and Y in object-level.
𝑦̂𝑇𝑁 -𝑦′
𝑇
𝑁
̂𝑁
𝑦̂𝑇𝑁 = 𝐺(𝑥𝑇𝑁 ; 𝜃𝑔 ), 𝑦′
𝑇 = 𝐺(𝑥′ 𝑇 ; 𝜃𝑔 )

The reason is that in generative modeling, 𝑥𝑇𝑁 ={𝑥𝑇𝑁=𝑛 } and 𝑦𝑇𝑁 ={𝑦𝑇𝑁=𝑛 }, and objects in {𝑥𝑇𝑁=𝑛 } and
{𝑦𝑇𝑁=𝑛 } are not bijective.
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CHAPTER FOUR: DISCRIMINATIVE MODELING WITH THE CLASSLEVEL SPATIAL, TEMPORAL INTRA-CLASS RELATIONSHIPS
When modeling intra-class relationships, the cause factor of localization is unknown, which makes it
challenging to model generative mapping functions. Compared with generative modeling, discriminative
modeling becomes a preferred choice to promise accurate modeling. In this chapter, segmentation, as a
classic discriminative mapping function, is taken as an example and experienced. To evaluate the
performance of the various developed networks on segmentation, a total of 18 state-of-the-art 3D deep
learning networks are performed on a dataset of fluorescence live imaging. The testing results clearly
indicate the well-performing networks in each dataset. The segmentation of the dataset of fluorescence live
imaging reveals the spatial and temporal relationships of proteins, and will further help study the objectlevel spatial and temporal relationships.

4.1 Introduction
For a four-dimensional (4D) image, when the spatial and temporal localization of a channel is
presented, the preferred mapping function modeling is the discriminative intra-class modeling with spatial
and temporal relationships. Compared with generative modeling that requires spatial, temporal, and causal
information, discriminative modeling with annotations is more promising when causal information is
missing. Therefore, in this chapter, we build a segmentation model that models the conditional probability
distribution of pixel classification because segmentation is the fundamental tools for further dynamic and
function analysis in both class level and individual level.
Considering the segmentation methods for 2D and 3D data are well developed, rather than developing
any new segmentation methods, comprehensive experiments are conducted based on 18 state-of-the-art
deep-learning-based segmentation networks. the experiment results are analyzed from performance and
computational cost perspectives that will guide the network selection for fluorescence image segmentation.
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4.2. Method
3D deep learning networks tend to adopt effective architectures and components from developed 2D
networks, which have been approved on semantic segmentation. Noticeably, some components (such as
residual connection, skip connection, dense connection, dilated convolution) have been widely adopted,
whereas some have not. Within the 3D deep networks, three types of accommodations are commonly
applied: (1) simplify and extend a 2D segmentation network to deal with 3D data (e.g., 3D U-net [44] and
V-net [69]). (2) Employ multi-scale feature extraction to avoid a very deep layer stack (e.g., VoxResNet
[70], RP-Net [71]); (3) directly extend from the successful 2D network (e.g., 3D FCDN [72]). In this section,
these 3D networks on two benchmarks cover medical materials and biological images, which provide a
comprehensive comparison on existing or newly extended deep-learning networks. Table 4.1 lists the
networks. All networks are built in Python 3.6 and TensorFlow. MATLAB is used in data preparation. The
authors’ computer setting is i7-8700k CPU, 32GB RAM, 11 GB GTX1080Ti GPU, 8TB HDD.
The experiment benchmark is a 3D fluorescence image of E-Cadherin labeled with Green Fluorescent
Protein (GFP). The benchmark was included in the work of [72]. The 3D fluorescence microscopy
benchmark describes the distribution of E-Cad protein clusters on the membrane of developing cells, and it
involves multiple time points and various object sizes. The test presents the ability of segmenting multiple
objects with relatively small volumes. Because the Z-axis is 13 for this dataset, all pooling strides, including
maxpooling and stride-n convolution, are asymmetric as (k,k,1). Consequently, up-sampling strides are
asymmetric as well.
The dataset contains 594 training samples and 198 validation samples with binary classes. All
samples are randomly separated. Sample size varies based on different input size requirements. A vital
challenge faced in biomedical image processing is the problem of highly unbalanced classes. To manage
this challenge, class balancing (weighted cross-entropy) is applied in training. Table 4.2 lists the training
details.
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Table 4.1 | A list of networks in the experiment.
Networks

Remarks

3D U-Neta

[44] 3D U-Neta is modified from U-Net. It has a few filter channels to relieve the intense VRAM occupation of 3D networks.

V-Net

[69] V-Net is proposed for volumetric medical image segmentation and tested on prostate segmentation.

VConvNet

[73] The architecture is a mixed residual connects 3D CNN that applies one residual block between each down-sampling to
achieve prostate segmentation.

VoxResNet

[70] VoxResNet involves six 3D residual blocks in the architecture and applies deep supervision for brain segmentation.
Two identical VoxResNets are cascaded into a system.

RP-Net

[71] For brain segmentation, RP-Net expands recursive residual blocks and pyramid pooling to three dimensional.

3D SegNet

[74] SegNet is built in an encoder-decoder architecture and uses the corresponding max pooling indices (locations) to restore
spatial information.

3D U-Netb

[21] U-Net is an illustration of end-to-end networks with a skip connection. U-Net was first designed especially for medical
image segmentation. The 3D U-Netb in this work is developed from the original U-Net.

3D FRRN-A

[75] FRRN is an example of the multi-scale processing technique. It accomplishes this using two separate streams: the
residual stream and the pooling stream. After each max pooling, FRRN does some joint processing of the features maps
from the two streams to combine their information.

3D FRRN-B

[75] FRRN-B has one more block than FRRN-A, which results in higher resolution processing.

3D DeepLabV3

Employed by DeepLabV3 [23], Atrous convolutions increase the spacing between the convolution weights, without
increasing the number of weights in operation. The DeepLabV3 model mixes Atrous convolutions with different dilation
rates to capture multiscale information.

3D GNC

As one-dimensional kernels scale much more efficiently than 2D kernels, the Global Convolutional Network (GCN) [76]
proposes to use large one-dimensional kernels instead of square ones, so that GCN performs processing on all scales, all the
way up to the full resolution, rather than staying small and upscaling afterwards.

3D PSPNet

To obtain the multi-scale information, PSPNet [77] applies four different max pooling operations with 4 different window
sizes and strides. This effectively captures feature information from 4 different scales without the need for heavy individual
processing of each one.

3D RefineNet

Without directly combining information from multiple resolutions, RefineNet [78] combines the low-resolution feature map
with the higher resolution one while upscaling.

3D FCDN

FCDN [22][72] uses dense connections similar to the DenseNet classification model, and emphasizes the feature extraction
front end is the main backbone for performing well on any other task.

3D
DeepLabV3+

To overcome the potential bottleneck of upscaling with bilinear interpolation at the end of the network, DeepLabV3+ [79]
lightens the load from the end of the network and provides a shortcut path from the feature extraction front end to the near
end of the network.

3D AdapNet

Proposed for robots, AdapNet [80] enables a multi-stream, deep neural network to learn features from complementary
modalities and spectra. The model adaptively weighs class-specific features of expert networks based on the scene condition
and further learns fused representations to yield robust segmentation.

3D BiSeNet

BiSeNet [81] has two branches: one is deep to get semantic information, while the other achieves processing on the input
image as to preserve the low-level pixel information

3D DenseASPPNet

Densely connected Atrous Spatial Pyramid Pooling (DenseASPP) [82] connects a set of atrous convolutional layers in a
dense way, such that it generates multi-scale features densely without significantly increasing the model size.
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Table 4.2 | Hyperparameter setting for benchmark training.

Bechmark

Sample size

Class balancing

Training
epochs

Optimizer

A

224x224x13

Applied

100

Adam [83]

Loss function

Auxiliary path weight

Learning rate

Beta1

Beta2

C-E

0.2

10-4

1-10-1

1-10-3

4.3 Experimental results
Fig. 4.1 shows the validation losses in the benchmark tests. It shows that all networks successfully
converged during training. Within the epoch of training, VoxResNet shows a relatively slow convergence,
compared with other networks on the benchmark.

Fig. 4.1 | Validation accuracy for different models during training on the benchmark.
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Fig. 4.2 | Statistic results of the experiments. The first row is the mean Dice and IOU of
segmentation over all classes. The second row is the segmentation accuracy per class.

In the test of the benchmark, the inputs are in relative high resolution. 3D FCDN-103 (IOU 0.776) and
3D FRRN-A (IOU 0.760), which are modified from 2D semantic segmentation networks, achieve the best
scores. VConvNet (IOU 0.741) achieves the best score, compared with the original 3D networks. Besides,
VConvNet achieves the best foreground class accuracy and the best foreground/background balance,
whereas the high ratio of background affects the overall IOU score. The detailed results are illustrated in
Fig. 4.2 and Table 4.3. The graphic result of the benchmark test is shown in Fig. 4.3.
Fig. 4.4 demonstrates the Area Under Curve (AUC) of Receiver operating characteristic (ROC) in the
benchmark tests. From Fig. 4.4, we observe that the class accuracy in Fig. 4.1 hardly presents the whole
picture of the performance because class accuracy only presents the true positive rate, while discarding the
false positive rate. Having the best ROC result in Fig. 4.4, 3D FCDN-103 confirms the IOU and Dice score.
Additionally, ROC curve shows that 3D FCDN-103 has the best performance overall because it reaches to
the most upper-left corner than other networks.
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Table 4.3 | Performance comparison on various evaluation metrics. The best results are bold.

Model
3D U-Net a
V-Net
VConvNet
VoxResNet
RP-Net
3D SegNet
3D U-Net b
3D FRRN-A
3D FRRN-B
3D Deeplabv3
3D GNC
3D PSPNet
3D FCDN-103
3D Deeplabv3+
3D AdapNet
3D BiSeNet
3D DenseASPP

Acc
0.997
0.993
0.997
0.985
0.994
0.994
0.995
0.997
0.997
0.987
0.996
0.996
0.997
0.994
0.995
0.994
0.994

P
0.997
0.993
0.997
0.984
0.994
0.994
0.995
0.997
0.997
0.986
0.996
0.997
0.997
0.994
0.995
0.994
0.994

Evaluation results comparison
R
F1
IOU
0.997
0.997
0.736
0.993
0.993
0.535
0.997
0.997
0.741
0.985
0.981
0.369
0.994
0.994
0.586
0.994
0.994
0.590
0.995
0.995
0.582
0.997
0.997
0.760
0.997
0.997
0.730
0.987
0.985
0.450
0.996
0.996
0.703
0.996
0.997
0.685
0.997
0.997
0.776
0.994
0.994
0.632
0.995
0.995
0.664
0.994
0.994
0.635
0.994
0.994
0.557
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FG
0.955
0.872
0.920
0.962
0.920
0.824
0.673
0.868
0.905
0.903
0.820
0.750
0.924
0.843
0.858
0.900
0.720

BG
0.998
0.995
0.998
0.985
0.995
0.996
0.998
0.998
0.998
0.988
0.998
0.999
0.998
0.996
0.997
0.995
0.997

Fig. 4.3 | Result visualization of the benchmark test.
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Fig. 4.4 | ROC of protein cluster in the benchmark. The best performer is bold.

Fig. 4.5 | Computational cost of various models for comparison.

Regarding the balance between computational costs and performance, there are two key points that
3D networks commonly adopt:
•

Network depth: Compared with semantic segmentation networks, biomedical 3D networks
usually sacrifice network depth in order to reduce the computational costs during training. This
is effective in limiting network complexity, but may lead to performance bottleneck.
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•

Filter channels: Based on the same reason, limiting the number of filter channels is another
effective way to reduce the computational costs; however, it may limit network performance.

Fig. 4.5 illustrates test time-consumption per sample. From Fig. 4.5, in original 3D networks,
constraining network depth and filter channels results in relatively fewer parameters, as well as less training
time. However, beyond network parameters, the VRAM occupation and training time also depend on other
factors, like the preserved data dimension at each layer. For example, ResNet-152 applies a maxpooling
layer at the beginning, which highly reduces the data dimension. Furthermore, techniques like spatial
pyramid pooling, atrous convolution, and deeply-supervised net extract features from multiple scales, which
have the potential to relieve the deep networks from deep down-sampling and intensive VRAM occupation.
From Fig. 4.5, we observe that that VoxResNet, DeepLabv3+, PSPNet, and DenseASPP, which apply these
techniques, train and test relatively fast.

4.4 Summary
In this chapter, 18 state-of-the-art segmentation networks has been explored for hyper-dimensional
images. With over a thousand hours of training, the training performance, validation performance, and
training/test time consumption are presented and analyzed. These networks were then compared in terms
of quality of segmentation and computational cost. Evaluation methods including accuracy, precision, recall,
F1 score, IOU, Dice, and ROC curve are applied to represent the networks’ performances. We found that
3D FCDN-103 and 3D FRRN-A performed the best on the subcellular protein cluster segmentation. Finally,
for the computation complexity problem of 3D CNNs, our performance study also confirmed that applying
feature enhancement techniques like atrous convolution can extract multi-scale features efficiently and help
reduce computation complexity.
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CHAPTER FIVE: DISCRIMINATIVE MODELING WITH THE OBJECTLEVEL SPATIAL AND TEMPORAL INTRA-CLASS RELATIONSHIPS
3D fluorescence microscopy of living organisms has increasingly become an essential and powerful
tool in biomedical research and diagnosis. An exploding amount of imaging data has been collected,
whereas efficient and effective computational tools to extract information from them are still lagging behind.
This is largely due to the challenges in analyzing biological data. Interesting biological structures are not
only small, but are often morphologically irregular and highly dynamic. Although tracking cells in live
organisms has been studied for years, existing tracking methods for cells are not effective in tracking
subcellular structures, such as protein complexes, which feature in continuous morphological changes
including split and merge, in addition to fast migration and complex motion. In this chapter, we first define
the problem of multi-object portion tracking to model the protein object tracking process. A multi-object
tracking method with portion matching is proposed based on 3D segmentation results. The proposed method
distills deep feature maps from deep networks, then recognizes and matches objects’ portions using an
extended search. Experimental results confirm that the proposed method achieves 2.96% higher on
consistent tracking accuracy and 35.48% higher on event identification accuracy than the state-of-art
methods. This chapter has been published in [72].

5.1 Introduction
As mentioned in previous chapters, hyper-dimensional fluorescence images are informative, while the
current bottleneck in biomedical research and diagnosis is to effectively extract the information from the
increasingly large and complex biological image dataset in quantitative ways. One key challenge comes
from the intrinsically dynamic behaviors of the biological objects of interest. Living objects can often
change their morphologies rapidly, which is especially true for protein machinery inside cells. Furthermore,
many biological objects display constant movement and even interact with other objects of the same type.
One well-studied example is tracking cells in living organisms [84]. Different from macro objects, e.g. cars
34

or bicycles, cells may present deformations such as elongation, expansion, and shrinkage [85], as well as
demonstrate complex motion patterns in a short time period [86]. However, compared to subcellular
structures, which are often the machinery that perform tasks for cells, cells largely maintain constant
volumes and have a nucleus that is often large and easily trackable. Subcellular structures, such as protein
clusters, grow or shrink much more rapidly. They can also interact with each other through split and merge.
Conventional tracking methods used for biomedical image analysis employ either nearest neighbor
linking or a motion detector, like a Kalman filter (KF) [84]. These methods can be limited in tracking fast
migration and complex motions including split and merge. In recent years, deep learning methods have
been applied to biomedical image analysis [87]. Due to the lack of remarkable features, object recognition
in biomedical images is rather difficult compared with the detection of macro-objects. It has been
discovered that instead of using object position or motion path, like nearest neighbor linking and KF,
tracking by object recognition is more reliable [88]. However, the physical scale and more dynamic
properties of functional protein clusters make conventional cell tracking methods ineffective in producing
reliable results.
In this chapter, to tackle the challenges faced by cell/protein tracking, we propose a multi-object
portion tracking method with portion matching for 3D fluorescence microscopy images. Based on 3D
segmentation results, the proposed deep feature map tracking method distills deep feature maps from deep
learning networks, then recognizes and matches objects’ portions using an extended search. The proposed
method conquers the challenges of rapid deformation, as well as object birth and death, and object split and
merge. The method is evaluated by the 3D fluorescence images of E-Cadherin fused with Green Fluorescent
Protein (GFP) from developing Drosophila (fruit fly) embryos and compared with four tracking methods.

5.2 Related Work
Tracking is a complex processing, following object detection and segmentation. The popular cell or
particle tracking methods can be divided into three categories: Nearest neighbor [89][90][91][92][93],
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Kalman filter [94][95][96], data association [94][95], and deep learning [96][97]. The nearest neighbor
method is the simplest approach, which links every segmented object to the nearest object in the next frame
[98]. It has been applied to track label-free single cells in 3D matrices [89], as well as for particle and whole
cell tracking [90]. However, as shown in [89], the nearest neighbor method fails when a cell migrates fast.
A tumor cell tracking platform is developed in [91] to recreate a tightly interconnected system of cancer
and immune cells with 3D environmental properties. As a method proposed for multiple object tracking
(MOT) [92][93], intersection-over-union that overlaps objects in two frames, is applied to a cell tracking
benchmark [99] to perform multi-cell tracking in 2D and 3D space. A Kalman filter (KF) [100] tracks an
object by projecting the current state forward (in time) and estimating error covariance to obtain the a priori
estimates for the next frame [86]. KF is commonly employed with data association to improve performance,
e.g., maximum likelihood, and acceptance gate associated with KF [94][95]. To improve KF estimation,
local graph matching is applied after KF in the case of plant cell tracking because only cell movement is
relevant [96]. Further, deep learning architectures can be used to solve tracking problems. The common
method is converting the tracking task into a 2D classification, which adopts the initial state of an object as
input and predicts the future states [86][97].
Despite the aforementioned methods proposed for cell tracking, cell tracking or protein cluster tracking
that support split and merge is rarely studied. According to [84], among 28 tracking methods reviewed,
only two [101][102] that use watershed segmentation and the nearest neighbor tracking method support
split and merge. In [103], the split and merge measurements are represented by a sparse matrix and solved
by a Markov chain Monte Carlo based auxiliary particle filter. However, the basic assumptions of this
approach are: (1) objects are almost non-deformable; (2) the size and shape remain the same after cell
events. The Markov chain Monte Carlo data association method is then proposed in [104], which adopts
multiple GFP cluster split and merge tracking for 2D frames. By defining object events into five conditions,
including object born, vanish, remain, merge, split, and edge, conditions of objects are measured as distance,
which is then input to the method.
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5.3 Method
5.3.1 Segmentation
From the previous chapter, we have known that FCDN-103 performs the best in fluorescence image
segmentation. In our case, because the images are asymmetric on three spatial axes, we adopt the the
network architecture with asymmetric convolution and pooling kernels. Fig. 5.1 illustrates the architecture
of 3D asymmetric FCDN-103. The parameter setting is shown in Table 5.1. Fig. 5.2 presents the
segmentation results.
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Layer
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C
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I/O

Concatenation

Transition Up
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Fig. 5.1 | 3D asymmetric FCDN-103: (a) network architecture; (b) dense block.

5.3.2 Multi-object portion tracking with deep feature map
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The proposed multi-object portion tracking (MOPT) method distills deep feature maps from the 3D
segmentation results, then recognizes and matches objects’ portions using an extended search. Fig. 5.3
present the overall flow.

(a.1)

(b.1)

(a.2)

(b.2)

Fig. 5.2 | Segmentation results of 3D fluorescence image: (a) 3D view; (b) 2D view. Red:
segmentation masks for the positive class.

Table 5.1 | 3D Asymmetric FCDN-103 Detail.

Sub-architecture

Layer
Batch Norm.
ReLU
3x3x3 Convolution
Dropout p=0.2

Transition Down
Batch Norm.
ReLU
1x1x1 Convolution
Dropout p=0.2
2x2x1 Max Pooling

5.3.2.1 Multi-object portion tracking problem
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Transition Up
3x3x3 Transposed
Convolution
stride=2x2x1

One important problem in cell/protein tracking is how to track split and merge behaviors. Via breaking
the whole object tracking problem into object portion tracking, any type of object relationship, including
one-to-many (split) and many-to-one (merge), can be modeled as one-to-one mapping. That is, if a portion
is selected as small as possible, there only exists in one or none object in a next time frame. The multiobject portion tracking problem can be modeled using a probabilistic model as follows:

Fig 5.3 | The overall flow of MOPT. 𝜃 is deep features, 𝑂 is object sets, 𝑜 is individual objects, 𝑇 is the
time scale, and 𝑡 is a time point.

Assume Ω is the collection of all tracks in time period T; 𝑌 is the total observation; a single track is
defined as,
ω𝑗 = Ω(𝑗)
where j is track ID, and a single track at time t is 𝜔𝑗 (𝑡).
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Let 𝑂𝑡 be the observation set of objects at time t, assume that 𝑜𝑡𝑖 is an object in 𝑂𝑡 , and 𝛿𝑂𝑛𝑖 is a portion
𝑡

of 𝑜𝑡𝑖 , where i is the object ID of time t and n is the portion ID. For the history observation 𝑂𝑡−𝜏 , 𝜏 =
𝑖′
𝑖′
1,2, … 𝑇 − 1, 𝑜𝑡−𝜏
is an object in 𝑂𝑡−𝜏 and 𝛿𝑂𝑛′𝑖′ is a portion of 𝑜𝑡−𝜏
, where τ is the frame gap; i′ is the
𝑡−𝜏

object ID of time t-τ and n′ is the portion ID.
𝑖′
Assuming that 𝑜𝑡−𝜏
∈ ω𝑗 , as 𝛿𝑂𝑛′𝑖′

𝑡−𝜏

𝑖′
∈ 𝑜𝑡−𝜏
, the probability of portion matching, i.e., portion 𝛿𝑂𝑛𝑖 is
𝑡

𝑖′
matched with object 𝑜𝑡−𝜏
, is set as
𝑖′
P(𝛿𝑂𝑛𝑖 |𝑜𝑡−𝜏
) = max P(𝛿𝑂𝑛𝑖 |𝛿𝑂𝑛′𝑖′ )
𝑛`

𝑡

𝑡

𝑡−𝜏

𝑖′
Then for all τ, the probability that 𝛿𝑂𝑛𝑖 is in the track of 𝑜𝑡−𝜏
, can be formulated as
𝑡

𝑖′
P (𝛿𝑂𝑛𝑖 |𝜔𝑗 (𝑡)) = ∑ P(𝛿𝑂𝑛𝑖 |𝑜𝑡−𝜏
)
𝑡

𝑡

𝜏

𝑖′
For all 𝛿𝑂𝑛𝑖 ∈ 𝑜𝑡𝑖 , one can determine that 𝑜𝑡𝑖 is in the track of 𝑜𝑡−𝜏
by
𝑡

𝑖′
P(𝑜𝑡𝑖 |𝜔𝑗 (𝑡)) = max P (𝛿𝑂𝑛𝑖 |𝜔𝑗 (𝑡)) = max ∑ P(𝛿𝑂𝑛𝑖 |𝑜𝑡−𝜏
)
𝑛

𝑛

𝑡

𝑡

𝜏

which gives
P(𝑜𝑡𝑖 |𝜔𝑗 (𝑡)) = max ∑ max P(𝛿𝑂𝑛𝑖 |𝛿𝑂𝑛′𝑖′ )
𝑛

𝜏

𝑛`

𝑡

𝑡−𝜏

Assuming that the object birth/death has no impact to the tracking of one existing object, the
probability of one consistent tracking in T can be modeled as
𝑃(ω𝑗 |𝑌) = ∏𝑇𝑡=1 P(𝑜𝑡𝑖 |𝜔𝑗 (𝑡)) = ∏𝑇𝑡=1 max ∑𝜏 max P(𝛿𝑂𝑛𝑖 |𝛿𝑂𝑛′𝑖′ )
𝑛
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𝑛`

𝑡

𝑡−𝜏

The objective of the multi-object portion tracking problem is to maximize 𝑃(ω𝑗 |𝑌) ∀ω𝑗 ∈ Ω. Hence,
to optimize the multi-object portion tracking, one has to maximize the sum of the maximal portion matching
probability among interval τ, i.e.,
∑ max P(𝛿𝑂𝑛𝑖 |𝛿𝑂𝑛′𝑖′ )
𝜏

𝑛`

𝑡

𝑡−𝜏

The optimization can be achieved by (1) reliable segmentation because false segmentation disturbs
portion matching results; (2) an efficient matching approach to improving the successful matching rate.
In the proposed approach, segmentation and tracking are based on deep feature maps extracted by a
deep learning architecture. The merits of deep feature maps are (1) Abundant: deep feature maps are
extracted from deep learning architectures that allow multiple map layers. Taking U-Net as an example, 64
feature map layers are preserved as effective ones before pixel-wise classification, which is preferable to
single contour or surface information. (2) Reliable: deep feature maps are weight matrices that are selected
and optimized by deep learning architectures. Distilled by multiple encoders and decoders, weight matrices
are optimized via a global training and loss function, which raises convergence of error. (3) Complex object
events supportive: birth/death, split/merge are able to be identified by recognition through deep feature
maps. Traditionally, nearby search and motion prediction accelerate tracking as well as improve tracking
performance by error elimination. However, they are limited by high migrating speed, high object density,
and complex motion models. Deep feature maps help a tracking mechanism achieve reliable object
recognition. The abovementioned limitations are thus released. (4) Multidimensional: deep feature maps
can associate with data of any dimension. For example, a 3D image will have a (X, Y, Z, D) size of feature
map where X, Y, and Z are length, width, and height of the image respectively, and D is the depth of feature
maps. (5) Calculation efficiency: although 64-layer deep feature maps are extracted by U-Net, maps with
fewer layers can be employed in tracking considering hardware and time efficiency.
5.3.2.2 Portions of 4D deep feature maps
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After training with the Adam Optimizer and the softmax cross entropy loss function, the final
parameter matrix of DB5 is 𝑊𝑡𝑚 , which is a 64-layer 4D feature map of time t, and m is the layer of the
feature map. The 4D feature maps of all observations 𝑂𝑡 at time t can be defined as
𝑚
𝛩𝑡 = ⋃64
𝑚=1 𝑊𝑡

Instead of using direct image information (e.g., intensity), here, the portion matching is realized by
using deep feature maps. The deep feature map portions corresponding to the object portions
𝑖`
𝛿𝑂𝑛𝑖 ∈ 𝑜𝑡𝑖 and 𝛿𝑂𝑛′𝑖′ ∈ 𝑜𝑡−𝜏
,
𝑡

𝑡−𝜏

are denoted as
𝑖`
𝜃𝑂𝑛𝑖 ∈ 𝛩𝑡 (𝑜𝑡𝑖 ) and 𝜃𝑂𝑛′𝑖′ ∈ 𝛩𝑡−𝜏 (𝑜𝑡−𝜏
),
𝑡

𝑡−𝜏

respectively.
5.3.2.3 Extended search and portion matching
Rather than only matching between a pair of portions from two time frames, an extended search
employs a set of portions to cover the surroundings in volume. It is applied to 𝛩𝑡 to accommodate motions
and fluctuations.
Taking a pixel 𝑝(𝑥𝑝 , 𝑦𝑝 , 𝑧𝑝 ) ∈ 𝑜𝑡𝑖 as the center point in x, y, and z dimension of object 𝑜𝑡𝑖 , the deep
feature map portion is defined as
𝜃𝑂𝑛𝑖 = {𝛩𝑡 (𝑥𝑝 ± 𝑟𝑥 , 𝑥𝑝 ± 𝑟𝑦 , 𝑥𝑝 ± 𝑟𝑧 , 𝑚), ∀𝑚},
𝑡

where 2𝑟𝑥 , 2𝑟𝑦 𝑎𝑛𝑑 2𝑟𝑧 are the lengths in dimensions x, y, and z of each portion, respectively. For the
extended search in frame 𝑡 − 𝜏, a pixel group is obtained by
𝑝𝜏 ∈ {(𝑥𝑝𝜏 , 𝑦𝑝𝜏 , 𝑧𝑝𝜏 ) | 𝑥𝑝𝜏 ∈ (𝑥𝑝 ± 𝑟𝑥𝑒𝑥𝑡 ), 𝑦𝑝𝜏 ∈ (𝑦𝑝 ± 𝑟𝑦𝑒𝑥𝑡 ), 𝑧𝑝𝜏 ∈ (𝑧𝑝 ± 𝑟𝑧𝑒𝑥𝑡 )},
where 𝑟𝑥𝑒𝑥𝑡 , 𝑟𝑦𝑒𝑥𝑡 , 𝑎𝑛𝑑 𝑟𝑧𝑒𝑥𝑡 are the extended range in x, y, and z dimension, respectively. Then an object’s
deep feature map portion in frame 𝑡 − 𝜏 is defined as ∀ 𝑝𝜏 (𝑥𝑝𝜏 , 𝑦𝑝𝜏 , 𝑧𝑝𝜏 ),
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𝜃𝑂𝑛′𝑖′ = {𝛩𝑡−𝜏 (𝑥𝑝𝜏 ± 𝑟𝑥 , 𝑥𝑝𝜏 ± 𝑟𝑦 , 𝑥𝑝𝜏 ± 𝑟𝑧 , 𝑚), ∀𝑚}
𝑡−𝜏

The portion matching between 𝜃𝑂𝑛𝑖 and 𝜃𝑂𝑛′𝑖′ is defined by Pearson’s correlation coefficient as
𝑡

ρ (𝜃𝑂𝑛𝑖 )
𝑡

=

𝑡−𝜏

∑𝑥,𝑦,𝑧,𝑛(𝜃𝑛𝑖 (𝑥,𝑦,𝑧,𝑚)−𝐸(𝜃𝑛𝑖 ))(𝜃𝑛′𝑖′ (𝑥,𝑦,𝑧,𝑚)−𝐸(𝜃𝑛′𝑖′ ))
𝑂
𝑂
𝑂
𝑂
𝑡

𝑡

𝑡−𝜏

𝑡−𝜏

𝑛
𝑛
𝑛′
2 𝑛′
2
√∑𝑥,𝑦,𝑧,𝑛(𝜃𝑂𝑖 (𝑥,𝑦,𝑧,𝑚)−𝐸(𝜃𝑂𝑖 )) (𝜃𝑂𝑖′ (𝑥,𝑦,𝑧,𝑚)−𝐸(𝜃𝑂𝑖′ ))
𝑡

𝑡

𝑡−𝜏

,

𝑡−𝜏

where 𝐸(𝜃𝑂𝑛𝑖 ) is the expectation of the portion 𝜃𝑂𝑛𝑖 . If a portion 𝜃𝑂𝑛𝑖 is associated with 𝑙 objects in the
𝑡

𝑡

𝑖

𝑡

𝑖

𝑖

𝑙
extended search space among τ time frames {𝑂𝑡 1 , 𝑂𝑡 2 , … 𝑂𝑡−𝜏
}, it has an array of coefficient 𝜌 (𝜃𝑂𝑛𝑖 )
𝑡

describing its correlation with all 𝑙 objects. The best matched object portion is selected by
𝑀 (𝜃𝑂𝑛𝑖 ) = {𝑘|𝜌 (𝜃𝑂𝑛𝑖 ) ≥ 𝛾},
𝑡

𝑡

where 𝛾 is a lower bound of acceptance for portion matching. 𝑀 (𝜃𝑂𝑛𝑖 ) is a set of matched object ID. Fig.
𝑡

5.4 shows a 3D view of the 4D extended search and portion matching.

DFM of an object
DFM of a portion
Extended search
Portion matching
Portion matching

Fig. 5.4 | 3D view of the 4D extended search and portion matching using deep feature map (DFM).
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(a)

(b)

(c)

(d)

Fig. 5.5 | Object events: (a) birth; (b) death; (c) split; (d) merge.

5.3.2.4 Object events identification
Besides one-to-one object mapping, the object events of cells and protein clusters include four types:
birth, death, split, and merge, as shown in Fig. 5.5.
Birth: An object 𝑂𝑡𝑖 is newborn if none of its portions are matched with any object portion in τ former
time frames, i.e.,
⋃ M (𝜃𝑂𝑛𝑖 ) ∩ ⋃ M (𝜃𝑂𝑛′𝑖′ ) ∩ … ≠ ∅, ∀n, n′, …
n

𝑡

n′

𝑡

New IDs are assigned to newborn objects.
Death: Observations for dead objects at time point t are not available. These objects’ IDs will be held
and never assigned to other objects in case of reappearance.
Split: Two or more objects are considered split from one parent if the intersection of unions of the
matched object ID set is not empty. New object IDs are assigned to child objects but parents’ IDs are
recorded for tracking.
⋃ M (𝜃𝑂𝑛𝑖 ) ∩ ⋃ M (𝜃𝑂𝑛′𝑖′ ) ∩ … ≠ ∅, ∀n, n′, …
n

𝑡

n′

𝑡
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Merge: An object is considered merged if the matched object union contains multiple elements as
⋃ M (𝜃𝑂𝑛𝑖 ) ∩ ⋃ M (𝜃𝑂𝑛′𝑖′ ) ∩ … ≠ ∅, ∀n, n′, …
n

𝑡

𝑡

n′

The object ID of the merged object is inherited from the major (larger size) parent object, though all
parents’ IDs are recorded.
Via DFMT, the matching relationships between portions and corresponding objects are identified. The
collection of all matched objects at time t is defined as
⋃ ⋃ M (𝜃𝑂𝑛𝑖 )
𝑖

𝑡

𝑛

Fig. 5.6 plots the sample correlation map of protein objects in the time interval [t, t-τ]. Through portion
matching with extended search in τ time frames, DFMT successfully identifies the split and merge relations
among multiple objects. Object IDs are inherited from the parents following the matching relationships.

5.4 Experimental result
5.4.1 Dataset
The 4D dataset used for evaluating the proposed method is a time-lapse movie taken from developing
Drosophila (fruit fly) embryos. The surface of each embryo is covered by a single layer of columnar-shaped
epithelial cells, with the top of the cells on the surface of the embryo. The dimension of the columnar cell
is proximately 6.5 micron wide and 30 microns tall. E-Cad fused with Green Fluorescent Protein (GFP) is
expressed in the entire embryo to visualize adherent junctions, the major cell-to-cell junctions that
physically connect neighbor cells. E-Cad is the membrane component of adherent junctions and therefore
localize exclusively on the cell membrane. At this point of development, E-Cad molecules are organized
into small clusters of various sizes on the lateral membrane of the columnar cells.
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Fig. 5.6 | Correlation maps. Each object is in a unique color.
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Fig. 5.7 | Ground truth objects: (a) t=1; (b) t=69.

Images were taken on a Leica SP5 laser scanning confocal microscope. The 488 µm laser was used to
excite the GFP. At each time point, a 60-micron by 30-micron area was imaged and a z-stack of optical
sections were taken from the top of the cell to six microns below, creating a 3-D data set. The developing
embryo was imaged this way every five seconds, generating a 4-D data set.
5.4.2 Evaluation
Based on the same segmentation result generated by the asymmetric 3D FDCN in Section 3.1, six
tracking methods, including the proposed MOPT method, are tested and compared with the ground truth.
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For the comparing methods, Method1 (M1) [92] employs intersection-over-union (IOU), which scores the
cell relations by
𝐴𝑟𝑒𝑎(𝑎)∩𝐴𝑟𝑒𝑎(𝑏)

𝐼𝑂𝑈(𝑎, 𝑏) = 𝐴𝑟𝑒𝑎(𝑎)∪𝐴𝑟𝑒𝑎(𝑏),
where a and b are two objects. Based on the performance, the threshold 𝜎𝐼𝑂𝑈 is set to 0 to maximize the
tracking result. Method2 (M2) [104] uses object linking and expands linking (10 pixels) when objects move.
Besides, overtime tracking is applied in Method2. For object events, a split is determined if two objects a
and b in frame t are linked to one object c in frame t-1, and merge is determined if object a in frame t has
two sources b and c in frame t-1 when 𝑠𝑖𝑧𝑒(𝑎) ≥ 1.5 × 𝑎𝑣𝑒𝑟𝑎𝑔𝑒 𝑠𝑖𝑧𝑒(𝑏, 𝑐). Since Method1 does not
support object event identification, Method1 is evaluated one more time with the object event identification
approach of Method2, shown as M1+M2. Method3 (M3) [105] is applied through Fiji [106] and
ImageJ[107]. It supports tracking with (M3 (S&M)) or without (M3) split and merge detection. Both
versions are tested.
As Fig. 5.7 shows, the evaluation is based on the tracking of 12 objects through 69 time points. Due
to the difficulty of determining a single time point of object events by the naked eye, a time range is set for
each object event. Fig. 5.8 presents the ground truth of split and merge events in the time range. For
evaluation purposes, if a method detects a respond object event within the time range, the detection is
positive. Any missed detection is determined as false negative (FN), and any false detection is counted as
false positive (FP). The evaluation metrics include accuracy, sensitivity, and precision, as defined by the
following equations.
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 𝑇𝑃/(𝑇𝑃 + 𝐹𝑃) 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 𝑇𝑃/(𝑇𝑃 + 𝐹𝑃)
𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 = 𝑇𝑃/(𝑇𝑃 + 𝐹𝑁)
𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = (𝑇𝑃 + 𝑇𝑁)/(𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁)
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Table 5.2 | Object tracking and event identification results. The best results are bold.
Methods
MOPT (proposed)
M1 [92]
M1+M2 [92][102]
M2 [102]
M3 [105]
M3 (S&M) [105]

Tracking
Accuracy
98.52%
43.28%
77.31%
95.56%
65.84%
93.09%

Split
Accuracy
81.82%
63.64%
54.55%
63.64%

Merge
Accuracy
85.00%
40.00%
40.00%
40.00%

S&M
Accuracy
83.87%
48.39%
45.16%
48.39%

S&M
Sensitivity
83.87%
50.00%
53.85%
51.72%

S&M
Precision
96.30%
83.33%
82.35%
88.24%

Fig. 5.8 demonstrates the tracking of six example objects. In Table 5.2, tracking accuracy describes
the capacity of consistent tracking in time period T. The split/merge accuracy represents the accuracy of
split/merge event identification. Split and merge event accuracy, sensitivity, and precision show the
comprehensive performance for both split and merge events. From Fig 5.7 and Table 5.2, one can see that
without split and merge detection, M1 and M3 lose tracking with higher frequency. The proposed MOPT
method achieves long-term tracking at a highly successful rate, among all methods. Besides, it significantly
improves the performance of object event identification. Both the split and merge of protein clusters are
accurately detected with low FN and FP. The proposed method achieves 2.96% higher on consistent
tracking accuracy than Method2 and 35.48% higher on event identification accuracy than Method3,
respectively. The efficiency of MOPT is delivered by the valid recognition of objects based on the accuracy
and reliability of the deep feature maps. It is confirmed that the deep feature map tracking method is
powerful in cases including fast migration, dense distribution, and complex motion models. Fig. 5.9 shows
the 3D tracking result by the proposed method.
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Fig. 5.8 | Object tracking and event identification results.
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Fig. 5.9 | 3D tracking by the proposed approach. Object IDs and colors are inherited if tracking is
successful.

5.5 Summary
In this chapter, we proposed the deep feature map tracking method for tracking objects in 4D
fluorescence imagery. The MOPT method targets complex motion objects, such as protein clusters, which
may demonstrate dense distribution, fast migration, rapid volume alternation, split, and merge. The
proposed method works in two main steps. First, based on the 3D segmentation result, the 4D deep feature
map is extracted from the last dense block for each 3D fluorescence frame. Next, portion matching between
objects in two frames is performed by finding the highest correlation within the extended search space.
Consequently, partial or whole object tracking, covering object events like birth, death, split, and merge,
are realized by the proposed method. The experiment results demonstrate that the MOPT method achieves
a high success rate on long-term tracking and object event identification.
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CHAPTER SIX: GENERATIVELY MODELING WITH THE CLASSLEVEL

SPATIAL,

TEMPORAL,

AND

CAUSAL

INTER-CLASS

RELATIONSHIPS
While multi-channel fluorescence microscopy is a vital imaging method in biological studies, the
number of channels that can be imaged simultaneously is limited by the technology. In this paper, we
propose a Protein Localization Prediction (PLP) method using a new cGAN named Four-dimensional
Reslicing Generative Adversarial Network (4DR-GAN) to digitally generate additional channels. 4DRGAN models the joint probability distribution of imaged and target proteins by simultaneously
incorporating the protein localization signals in four dimensions including space and time. A
comprehensive experiment on four groups of proteins shows that 4DR-GAN achieves higher-quality PLP
than Pix2Pix. By modeling the spatial and temporal dimensions, the prediction quality is improved in both
spatial and temporal dimensions. The tool of PLP can accurately generate additional channels for living
images.

6.1 Introduction
Although generative modeling mapping functions between input and output is more complex than
discriminative modeling, it generates resourceful information rather than only draw categorical conclusions.
When given five-dimensional images, the abundant spatial, temporal, and causal information may support
the generative modeling. Therefore, in this chapter, I take the mapping function modeling between the
localization of two proteins as an example and propose a general generative method of modeling the spatial,
temporal, and causal relationship complex in hyper-dimensional images.
As introduced in chapter 2, multi-channel fluorescence imaging is a powerful tool to understand
protein functions. In practice, the number of proteins that can be simultaneously imaged is limited. This is
because the emission spectra of individual fluorophores is often too wide to be separated sufficiently [4].
Additionally, the choice of fluorophores is limited by the quantum yield and photostability of fluorophores
52

[4][108] as well as the in vivo concentration of target proteins. When it comes to live imaging, the choice
of fluorophores is particularly limited because signals from live samples are typically much weaker.
Because of the above limitations, it is often difficult to simultaneously image more than two proteins in live
samples. Beyond the choice of compatible fluorophores, the number of channels is also limited by the
availability of laser lines and detectors on a microscope, the demand for acquisition speed, and the
availability of genetically labeled proteins. All these factors make it challenging to observe and study
multiple proteins simultaneously.
One way to alleviate the challenge is to use machine learning methods to digitally predict the
localization of unimaged proteins based on the localization information from the imaged ones, called PDP.
To model the spatial, temporal, and causal relationship complex from hyper-dimensional images for PDP,
a new cGAN is proposed named Four-dimensional Reslicing Generative Adversarial Network (4DR-GAN).
To our best knowledge, 4DR-GAN is the first DNN that models the spatial, temporal, and causal
dimensions. The generator of 4DR-GAN is an end-to-end network that takes a 4D image as an input, and
incorporates the spatial and temporal information by two encoding paths. Subsequently, it extracts the 5D
feature maps from two paths, reslices them to the same shape, and pairs the features in space and time. The
paired features are reconstructed to an output 4D image. In my experiment, when given a 4D input with the
localization of a protein with spatial and temporal dimensions, using 4DR-GAN, we can accurately predict
the localizations of another protein, which is called Protein Localization Prediction (PLP).

6.2. Method
6.2.1 Four-dimensional Reslicing GAN
The fundamental role of 4DR-GAN is to incorporate spatial and temporal information simultaneously
in the input 4D image and produce realistic 4D output. In the case of PLP, by taking the channel of one
protein localization as input, 4DR-GAN is able to predict that of another protein localization as output.
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4DR-GAN consists of a 4D-reslicing generator (G) that predicts the protein localization in 4D images, and
a 4D-consistency discriminator (D) that assesses the realness of the prediction in terms of localization,
temporal consistency, and the input-target correlation. Fig. 6.1 demonstrates the structure of 4DR-GAN. In
high-level, the 4DR-GAN takes the input and the target 4D images constitute two channels of a 5D
fluorescence image, which visualize the localizations of two proteins in the X, Y, Z, and T-axes. G is a
dual-path network that separately encodes the XYZ-axis and XYT-axis information of the input 4D image.
D justifies the realness of the predicted image by taking the 4D images that are resliced into XY(ZxT) view.
𝑥𝑦𝑧𝑡

Specifically, the input 4D image is denoted as 𝑉𝛼
𝑥𝑦𝑧−𝑡

first resliced into XYZ-T view as 𝑉𝛼
𝑥𝑦𝑡−𝑧

XYT-Z view as 𝑉𝛼

𝑥𝑦𝑧𝑡

, and the target 4D image denoted as 𝑉𝛽

𝑥𝑦𝑧𝑡

. 𝑉𝛼

is

which sees the 4D image as XYZ-volumes with t frames, and

which sees it as XYT-volumes with z frames.

Fig. 6.1 | The overall flow of training the generator and the discriminator of Four-dimensional Reslicing
GAN (4DR-GAN). Various types of arrows are used to distinguish different operations, as shown in the
legend.
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Correspondingly, the generator G has two paths. In the XYZ-T path of G, the XYZ-volume of each t
𝑥𝑦𝑧−𝑡

frame 𝑉𝛼

𝑥𝑦𝑧−𝑡

(𝑡) is sent to XYZ Encoder to obtain the feature maps, denoted as 𝐹𝛼

(𝑡), while in the

XYT-Z path, the XYT-volume of each z frame is sent to XYT Encoder to obtain the feature maps, denoted
𝑥𝑦𝑡−𝑧

as 𝐹𝛼

𝑥𝑦𝑧−𝑡

(𝑧) . 𝐹𝛼

𝑥𝑦𝑡−𝑧

(𝑡) and 𝐹𝛼

(𝑧) are 4D maps that incorporate both spatial and temporal

𝑥𝑦𝑧−𝑡

information. All the feature maps, 𝐹𝛼
𝑥𝑦𝑧𝑡

denoted as 𝐹𝛼

𝑥𝑦𝑡𝑧

1

and 𝐹𝛼

𝑥𝑦𝑡−𝑧

(𝑡) and 𝐹𝛼

(𝑡), are further assembled into 5D feature maps
𝑥𝑦𝑧𝑡

1

, respectively. Subsequently, taking into account that 𝐹𝛼
𝑥𝑦𝑡𝑧

represent different views of the image, we reslice 𝐹𝛼
𝑥𝑦𝑧𝑡

which spatially and temporally matches 𝐹𝛼

1

𝑥𝑦𝑡𝑧

1

and 𝐹𝛼

1

𝑥𝑦𝑧𝑡

1

according to XYZ-T view to become 𝐹𝛼

2

,

. This reslicing operation is detailed in Method Section 2.
𝑥𝑦𝑧𝑡

To reconstruct a 4D output, the two 5D feature maps 𝐹𝛼

𝑥𝑦𝑧𝑡

1

and 𝐹𝛼

2

in XYZ-T view will be

𝑥𝑦𝑧−𝑡
𝑥𝑦𝑧𝑡
independently decoded to obtain 𝑉𝛽̂ (𝑡) in all t frames. In specific, the 5D feature maps 𝐹𝛼 1 and
𝑥𝑦𝑧𝑡

𝐹𝛼

𝑥𝑦𝑧−𝑡

2

are resliced into individual 4D feature maps 𝐹𝛼

𝑥𝑦𝑧𝑡

1

(𝑡) and 𝐹𝛼

2

(𝑡) in t frames, and the

𝑥𝑦𝑧−𝑡
corresponding pairs in time are sent to the Decoder to reconstruct the XYZ-volume 𝑉𝛽̂ (𝑡). Upon the
𝑥𝑦𝑧𝑡
completion of reconstruction, the prediction in all t frames 𝑉̂
is obtained.
𝛽

The discriminator D justifies the realness of the prediction by taking the 4D images that are resliced
𝑥𝑦(𝑧∗𝑡)

into XY(ZxT) view such as 𝑉𝛼

𝑥𝑦(𝑧∗𝑡)

̂
𝑥𝑦(𝑧∗𝑡)
, 𝑉𝛽
. D takes the localizations of the input and the target

𝑥𝑦(𝑧∗𝑡)

, 𝑉𝛽

, 𝑉𝛽

proteins simultaneously, such as 𝐷[(𝑉𝛼

𝑥𝑦(𝑧∗𝑡)

𝑥𝑦(𝑧∗𝑡)

), (𝑉𝛼

̂
𝑥𝑦(𝑧∗𝑡)
, 𝑉𝛽
)]. In this way, D justifies the

localization and the temporal consistency of proteins, as well as the interaction between proteins.
6.2.2 Detail network implementation
4DR-GAN. The proposed 4DR-GAN consists of a generator G and a discriminator D. G is an encoderdecoder network that has two encoders and a decoder. The layer arrangement of the encoders and the
decoder in 4DR-GAN is similar to that of Pix2Pix [30]. Fig. 6.2 demonstrates the implementation details
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of G and D. In our experiment, the input of G is 256x256xZxT, where Z and T are the sample sizes in the
z-axis and t-axes, respectively. The output of G has the same size. In particular, conv(4x4x4,n,2x2x1)
represents a 3D convolutional layer with a 4x4x4 filter size, n filters, and an asymmetric stride of 2x2x1.
Similar to Pix2Pix, the first conv block in encoders works without batch normalization layers. As noted,
we use ReLu activation in our generator implementation rather than LeakReLu used in Pix2Pix. D is a
PatchGAN [30] that takes two channels as inputs in our implementation. The two inputs to D are
concatenated to extract features on protein localization, dynamics, and interaction. The feature maps from
each convolutional block are exported for loss calculation. All adding and multiplication operations are
element-wise. Particularly, the stride of convolutional layers in G is asymmetric to preserve the feature size
on z-axis and t-axis. Subsequently, the feature maps with an identical shape are able to be resliced and
paired. The decoder of G has two feature map composing methods: concatenation and residual SPADE
(Res SPADE) [109]. The concatenation layer is used in most cases, whereas we find Res SPADE benefits
when the boundaries in the input are important to the prediction (e.g. Ajuba and E-Cad) because Res
SPADE was proposed for semantic boundary refinement. We introduced the structure of 4DR-GAN with
feature reslicing for the mainstream. Here, Fig. 6.2 demonstrates the feature reslicing details for mainstream
and skip connections.
Pix2Pix. Pix2Pix [30] is the baseline network we compared with. The original Pix2Pix is implemented
in 2D, whereas it is expanded to 3D in this work by replacing all 2D network layers with 3D layers. In this
way, Pix2Pix is able to incorporate localization information in three dimensions and therefore is optimized
for PLP for 4D images.
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Fig. 6.2 | 4DR-GAN architecture and layer arrangement.

6.2.3 Training objective function and parameters
To tune the generator and the discriminator together, we combine the adversarial loss, feature loss,
and reconstruction loss in the training objective to achieve stable training and realistic prediction. If we
̂
denote the input 4D image as𝑉𝛼 , the target as 𝑉𝛽 with the data distribution 𝐸(𝑉𝛼,𝑉𝛽) , the prediction is 𝑉
𝛽 =
𝐺(𝑉𝛼 ). To tune the generator G and discriminator D, we will have the adversarial loss as
̂
𝐿𝐺𝐴𝑁 (𝐺, 𝐷) = 𝐸(𝑉𝛼,𝑉𝛽) [𝑙𝑜𝑔 (𝐷(𝑉𝛼 , 𝑉𝛽 )) + 𝑙𝑜𝑔 (1 − 𝐷(𝑉𝛼 , 𝑉
𝛽 ))]
The feature matching loss based on the discriminator is adopted to stabilize the training, thus
improving the GAN loss [110]. In addition, this loss can help accelerate the convergence. If 𝐷 𝑗 describes
𝑗

the 𝑗 𝑡ℎ convolutional block in D, the output of 𝐷 𝑗 is 𝐹𝑉𝛼,𝑉𝛽 = 𝐷 𝑗 (𝑉𝛼 , 𝑉𝛽 ) . Subsequently, the feature
matching loss 𝐿𝐹𝑀 (𝐺) is
1

𝑗

𝑗

ℒ𝐹𝑀 (𝐺) = 𝔼(𝑉𝛼,𝑉𝛽) ∑𝐽𝑗=1 𝑁 [‖𝐹𝑉𝛼,𝑉𝛽 − 𝐹𝑉
𝑗
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̂𝛽
𝛼 ,𝑉

‖ ],
1

where 𝐽 is the total number of D’s output used in loss calculation, and 𝑁𝑗 is the total number of elements in
𝑗

𝐹𝑉𝛼,𝑉𝛽 . 𝐽 = 1 in our implementation.
Because we are seeking vivid protein localization prediction, we apply the reconstruction loss to
minimize the pixel level difference between the predicted result and the target. As pointed out in existing
works [30], L1 loss has advantages, including less blurring and high-quality distribution approximation:
̂
𝐿𝐿1 (𝐺) = 𝐸(𝑉𝛼,𝑉𝛽) [‖𝑉𝛽 − 𝑉
𝛽 ‖1 ]
The final objective function combines the GAN loss, feature matching loss, and the reconstruction loss
as:
[(𝐿𝐺𝐴𝑁 (𝐺, 𝐷)) + 𝜆1 𝐿𝐹𝑀 (𝐺) + 𝜆2 𝐿𝐿1 (𝐺)],
where 𝜆1 and 𝜆2 are 100 in our implementation. The generator tries to minimize the objective function,
while the discriminator tries to maximize it.
Both baseline and 4DR-GAN are trained on the same objective function for fair comparison. In the
training process, the baseline takes an individual 3D fluorescence image at a single time frame as the input,
which has batch size 2. The baseline is trained for 100 epochs. 4DR-GAN is trained for 40 epochs because
it takes 4D images as the input, which has batch size 1. The optimizer used is Adam [83] with a learning
rate of 2x10-4 with a decay rate of 0.96 every 1000 optimization steps. The network and the training program
are implemented by Python and Tensorflow 2.3. The computing machine has an Intel i7-8700k, 48GB
RAM, and a NVIDIA Titan RTX with 24GB GRAM.
We applied this 4RD-GAN to the 5D data sets collected from live imaging of Drosophila early
embryos. Together, they involve three proteins: Myosin (Myo), E-Cadherin (E-Cad) and Ajuba (Jub). Each
data set has two color channels corresponding to two of the three proteins. Using these data sets, we
performed four groups of PLP: from Myo to E-Cad, from E-Cad to Myo, from Jub to Myo, and from Jub
to E-Cad.
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6.2.4 Evaluation metrics and their implementation
To quantitatively evaluate the quality of the predictions generated by 4DR-GAN, we first employed
the Fréchet Inception Distance (FID) [111]. It is a widely used metric that reflects the human perception of
similarity better because it employs a deep CNN layer closer to output nodes that correspond to real-world
objects. In contrast, the traditional pixel-level metrics, such as like mean square error (MSE), Structural
Similarity Index (SSIM), and Peak signal-to-noise ratio (PSNR), are mismatched with human perceptual
preference [112]. We employed two widely used pre-trained CNNs in our evaluation: InceptionV3 [113]
trained on ImageNet for image classification, and I3D [37][114] trained on Kinetics400 for video
recognition.
Originally proposed for evaluating image generation, FID adopts the pre-trained InceptionV3 network
as the feature extractor and removes the last classification layer. Subsequently, when gaining an image and
sending it to the InceptionV3, FID obtains the features and calculates the mean and covariance matrix. In
this way, it obtains the features from both the prediction and the target ground truth. The mean and the
covariance matrix for the prediction and the target ground truth are denoted as 𝜇̃ and 𝛴̃ , and 𝜇 and 𝛴,
respectively. The FID formula is
𝐹𝐼𝐷 = ‖𝜇 − 𝜇̃‖2 + 𝑇𝑟(𝛴 + 𝛴̃ − 2√𝛴𝛴̃ )
In this work [114], the authors proposed a video-based FID using pre-trained video recognition
networks for video generation evaluation that measures both visual quality and temporal consistency. In
our work on 4D images, the original FID is used to measure the quality in slice-wise, and the video-based
FID is used to measure the volumetric and temporal consistency separately. Like the work [114], the
InceptionV3 pre-trained on ImageNet and the I3D [37] pre-trained on Kinetics400 are used. Because our
prediction output is 4D, the output is sliced on the Z-axis and T-axis into 2D images to fit InceptionV3 so
that the prediction quality is evaluated in XY-plane. To fit I3D, the prediction output is sliced along Z-axis
or T-axis, which results in XYZ-volume and XYT-volume respectively. This allows the evaluation of
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volumetric consistency and temporal consistency. We compared 4DR-GAN against Pix2Pix which was
used in a previous work [115], and we further developed Pix2Pix from 2D to 3D to optimize its ability in
PLP.
To segment medial and junctional Myo (Fig. 6.9-6.11), we differentiated E-Cad and Myo by
thresholding, as shown in Appendix Fig. A.1 in Supplementary. For E-Cad, adaptive thresholding41 was
used and for Myo, fixed thresholding (thre=0.25) was used. The E-Cad and Myosin masks were used to
locate junctional and medial Myosin. The junctional Myo mask was calculated by multiplying the E-Cad
and Myo masks while the medial Myo mask was the multiplication of the reversed E-Cad mask and Myo
mask. Applying the junctional and the medial Myo masks on Myo images produced the junctional and
medial Myosin images respectively. In Fig. 6.12, we used adaptive thresholding on E-Cad with image
closing to segment cells, and we further excluded connected cells by detecting the high-level E-Cad
intensity inside segmented cells, as shown in Appendix Fig. A.2. Furthermore, for changing rate analysis
in Fig. 6.13, we tracked cells in three time points to observe the mean intensity variation of Myo, with the
tracking results shown in Appendix Fig. A.3. We used MATLAB to implement this method.

6.3 Experimental result
Table 6.1 demonstrates the FID evaluation on the prediction of four groups of samples. For evaluating
the prediction quality in 2D, we observe the FID with InceptionV3 and find that 4DR-GAN surpasses
Pix2pix. Since 4DR-GAN has a similar network depth and layer arrangement with Pix2Pix, the results show
that predicting protein localizations by incorporating 4D information helps improve the quality of prediction
in the view of 2D. FID with I3D(z) and I3D(t) further evaluates the volumetric consistency and temporal
consistency, respectively, and in most cases, 4DR-GAN outperforms Pix2pix. We observe that 4DR-GAN
records a substantial improvement in temporal consistency as expected, because the temporal correlation is
ignored in Pix2Pix. For example, in the case of predicting E-Cad from Myosin, the score of volumetric
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consistency improves by 10.63%, from 0.762 to 0.681, and the score of temporal consistency improves
even more: by 30.03%, from 1.612 to 1.130.

Table 6.1 | Prediction quality evaluation by FID score. Lower is better. The best results are in bold.
Protein\Network

Pix2pix

4DR-GAN

input

output

InceptionV3

I3D(z)

I3D(t)

InceptionV3

I3D(z)

I3D(t)

Myo

E-Cad

2243.99

0.762

1.61

578.44

0.681

1.130

E-Cad

Myo

2872.24

0.638

1.261

393.77

0.557

0.882

Jub

Myo

1861.57

0.920

1.700

415.48

0.976

1.379

Jub

Myo

4253.36

1.389

2.129

1156.77

1.207

1.714

Two functionally related proteins could correlate in four dimensions. Therefore, incorporating the
information in all four dimensions is necessary for PLP. Indeed, compared with Pix2Pix, 4DR-GAN is able
to achieve higher prediction quality in all three perspectives of evaluation.

6.4 Tool development: protein localization prediction (PLP)
6.4.1 Predicting protein localization at subcellular levels
Next, we evaluate the similarity between the prediction and target ground truth using key biological
characteristics of the subcellular localization of each protein. The subcellular localization is determined by
the function and activation state of the protein. To evaluate the subcellular localizations of the predicted
proteins, we pick a z slice close to the apical surface that includes major Myo and E-Cad signals and
demonstrate the changes in consecutive t frames (Fig. 6.3).
First, we compare the morphology of the protein localizations. Fig. 6.4-6.6 shows the PLP results, with
four rows displaying the input protein localization, the ground truth (GT) of target protein localization, and
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the prediction by Pix2Pix and our 4DR-GAN, respectively. As discussed above, E-Cad signals largely label
cell boundaries. Consistent with the GT, 4DR-GAN produces correct outlines of individual cells, whereas
extra or missing cells are often present in the Pix2Pix prediction (Fig. 6.4, red rectangle). 4DR-GAN is also
better at recapitulating the clustering behavior of E-Cad proteins. Because inactive E-Cad uniformly labels
cell membrane and active E-Cad form clusters, the cell outlines visualized by E-Cad are not continuous but
dotted lines. By comparison, the Pix2Pix results tend to be smooth lines without clusters (Fig. 6.4, yellow
rectangle). This shows utilizing the temporal information in 4DR-GAN allows capturing more information
of the predicted proteins. This is especially important when input images are of low signal-to-noise ratios,
such as Jub channel co-imaged with E-Cad.
As shown in Fig. 6.5, E-Cad predicted from the Jub channel by Pix2Pix show an extensive amount of
extra cell boundaries that do not exist in the ground truth (Fig. 6.5, red rectangle). In contrast, our 4DRGAN prediction is able to generate correct cell boundaries for most cells. 4DR-GAN also generates more
faithful predictions of Myo from E-Cad channel. 4DR-GAN is able to recapitulate both the active Myo pool
(high-intensity network) and the inactive pool (uniform at low intensity). Among the active Myo, the
majority localize in the center of the apical surface (medial Myo), while a minor pool localizes to some ECad complexes (junctional Myo). In Pix2Pix results, the predicted Myo shows much lower intensities
overall than GT and 4DR-GAN prediction. Interestingly, medial Myo and inactive Myo are more affected
than junctional Myo and this results in a lower intensity ratio between medial Myo and junctional Myo in
the Pix2Pix prediction. In addition, the localization of junctional Myo excessively resembles that of the
input E-Cad rather than the ground truth Myo: cell outlines are clearly visible in Pix2Pix predicted Myo
images even though cell outlines are barely visible in Myo images from GT and 4DR-GAN prediction (Fig.
6.6, red box). These analyses show that 4DR-GAN gives rise to a more accurate prediction of protein
subcellular localization.
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Fig. 6.3 | The way of demonstrating 4D images with a z-slice and multiple time frames.

Fig. 6.4 | Localization prediction from Myo to E-Cad shown with the input Myo, the ground truth Ecad
localization, our 4DR-GAN prediction results, and the Pix2Pix prediction results. The red boxes show 4DRGAN predicts better cell outlines and the yellow boxes show the prediction results are too smooth without
showing E-Cad clusters.
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Fig. 6.5 | Localization prediction from Jub to E-Cad. The red boxes show Pix2Pix predicts inaccurately
resulting in extra cell boundaries.
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Fig. 6.6 | Localization prediction from E-Cad to Myo. The red boxes show that Pix2Pix predicts inaccurately
resulting in visible cell boundaries.

Secondly, we evaluate the temporal consistency of the predicted signals. Our 4DR-GAN is temporally
more stable in terms of both pixel intensity and object morphology (Fig. 6.7). In the ground truth and 4DRGAN images, the pixel intensities of cell boundaries labeled by E-Cad are consistent between time frames.
Whereas, in the predictions of Pix2Pix, the intensity of cell boundaries changes drastically, with some cell
boundaries jumping from low intensity to high intensity in a single time interval and dropping back in the
next time interval. Morphologically, we can observe that the shape of the same cell often changes sharply
and cell boundaries can suddenly appear or disappear between time frames (red arrows in Fig. 6.7). These
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are clearly wrong predictions as the shape and existence of cell boundaries do not change this drastically
with our 10-sec frame rate. Our 4DR-GAN reduces such problems and maintains the temporal consistency
of cell morphology.
Lastly, to test the effectiveness of generating an additional channel that cannot be imaged together, we
applied the trained 4DR-GAN to dual-channel data sets of Myo and Jub and generate E-Cad images as the
third channel. E-Cad cannel can be successfully predicted through either Myo channel or Jub channel, as
shown in Fig. 6.8. The predicted E-Cad gives rise to cell boundaries that not only are of appropriate sizes
and shapes but also cover Jub signals, consistent with Jub localizing exclusively to a portion of the E-Cad
complex. Lastly, Myo appears to be mostly inside the cell boundaries labeled by predicted E-Cad, which is
also consistent with the known spatial relationship of Myo and E-Cad localization.
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Fig. 6.7 | Temporal consistency of prediction results. Red arrows show inconsistent predictions in
time.
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Fig. 6.8 | Generating an additional channel that cannot be imaged together.

6.4.2 Protein localization dynamics
Protein subcellular localization is dynamic during development and can change dramatically. We
evaluate how much 4DR-GAN predicts protein localization dynamics using Myo images predicted from
the E-Cad channel since Myo subcellular localization changes in all five dimensions during the live imaging
periods.
First, we compare Myo intensity between GT and prediction in Z and T dimensions (Fig. 6.9). Similar
to GT, in 4DR-GAN predicted images, high-intensity Myo is only detected on the apical surface (the first
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several z slices) and becomes more and more intense during the imaging time frame. This is true for both
medial and junctional Myo. Although Pix2Pix prediction follows a similar pattern, the intensity of predicted
Myosin is lower. This is especially prominent for medial Myo, consistent with the 2D analysis that finds a
lower medial: junctional Myo ratio (Fig. 6.6). This can be more easily seen when analyzing the intensity
profiles along Z at a given time point or the intensity increase with time at a given z (Fig. 6.10 and 6.11).
While GT and 4DR-GAN closely resemble each other, the profiles generated by P2P show lower intensities
and somewhat deviated curves.

Fig. 6.9 | The predicted Myo dynamic intensity in Z and T dimensions compared with GT. The prediction
is from Myo to E-cad.
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Fig. 6.10 | The predicted Myo intensity dynamics in Z dimension with a fixed time frame (t=30) compared
with GT. The example images show the GT signal in Z dimension. The prediction is from Myo to E-cad.

Fig. 6.11 | The predicted Myo intensity dynamics in T dimension with a fixed z-slice (z=4) compared with
GT. The example images show the GT signal in T dimension. The prediction is from Myo to E-cad.

Secondly, we examine whether the predicted Myo localization is consistent with its biological function.
Higher concentration (intensity) of filamentous Myo is correlated with higher contractile force [116]. By
connecting to E-Cad complex, the contractile force reduces apical surface area. Therefore, at a given time
point, cells with smaller apical surface areas are more likely to have higher active Myo. In Fig. 6.12, we
70

quantified the average Myo intensities for cells of different sizes during the 10 consecutive time points
when Myo is extensively activated. These histograms show Myo is indeed at higher levels in cells of smaller
size. The histogram profile of 4DR-GAN prediction is closer to that of GT than the Pix2Pix result. Similarly,
a given cell usually has more active Myo when its area is reduced. In Fig. 6.13, we quantified the changing
rate of Myo in cells of decreasing sizes within three time points. Within this small time scale (30 sec), 4DRGAN prediction and GT have over 30% of cells that show more than 10% increase in Myo. This parameter
in Pix2Pix prediction is 22% which is 30-40% less than that of 4DR-GAN prediction and GT.

Fig. 6.12 | The relationship between cell area and average Myo intensity in prediction results compared
with GT. The example images demonstrate that the cells with smaller apical surface areas are more likely
to have higher active Myo. The example images show the GT signal in T dimension. The prediction is from
Myo to E-cad.

Fig. 6.13 | The relationship between cell area decreasing (DECR) ratio and average Myo intensity (INTST)
increasing (INCR) ratio. The example images demonstrate that when the cell apical surface area decreases
continuously, the cell is more likely to have increasing active Myo. The prediction is from Myo to E-cad.
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6.5 Discussion and summary
Compared with Pix2Pix, protein localization prediction generated by 4DR-GAN is more accurate in
subcellular localization, temporal consistency, and dynamics. This demonstrates the importance of
incorporating information from all spatial and temporal dimensions in the prediction of protein localization,
which allows 4DR-GAN to capture more relationship features between two protein localizations.
Noticeably, there are often different pools of the same protein that change with time and show differential
localizations. When the pools of a protein play different roles in protein relationships, taking advantage of
four dimensions simultaneously is the key for accurate prediction. For example, predicting E-Cad from
Myo localization requires the network to differentiate between junctional Myo and medial Myo. 4DR-GAN
is able to do so and accurately predict the localization of E-Cad when junctional and medial Myo signals
change dramatically with time. Similarly, the prediction from Jub to E-Cad requires 4DR-GAN to learn the
relationship between Jub, activate E-Cad (high-intensity clusters), and inactivate E-Cad (low intensity
uniformly membrane). These experimental cases suggest that 4DR-GAN can learn complex spatial and
temporal relationships.
The proposed PLP method can benefit a variety of fluorescence microscopies, especially live imaging
where fluorophore choices are highly limited. For example, in our experiments, imaging Jub and E-Cad
together is already challenging due to low in vivo protein concentration and fluorophore limitations, let
alone imaging three proteins. With PLP, we successfully predicted E-Cad from the imaged Myo channel in
Myo-Jub data sets, which leads to high-quality signals for all three proteins. PLP can also be instrumental
in case of hardware limitations such as the availability of laser lines and detectors on a microscope by
predicting other channels from imaged channels.
There are other possible applications of PLP. For example, in the cases of predicting the localizations
of E-Cad from that of Myo and backward, we observe that the prediction of E-Cad from Myo has better
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perceptual quality than the prediction of Myo. The high prediction quality of E-Cad could imply that Myo
is a major factor affecting E-Cad localization, while the information from E-Cad alone is insufficient and
factors other than E-Cad contribute significantly to Myo localization. This observation also suggests
potential future works of PLP. By adopting multiple information sources, the performance of PLP for
proteins that have multiple factors can be improved. In addition, analyzing the prediction quality may
provide clues to the causality between proteins or cellular structures labeled by proteins.
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CHAPTER SEVEN: GENERATIVELY MODELING WITH THE OBJECTLEVEL

SPATIAL,

TEMPORAL,

AND

CAUSAL

INTER-CLASS

RELATIONSHIPS
Because protein localization often correlates with protein activation state, with accurate PLP, we
further propose two novel tools: digital activation (DA) and digital inactivation (DI) to digitally activate
and inactivate a protein and observe the response of the protein in another channel. Compared with genetic
approaches, these tools allow precise spatial and temporal control, and therefore, allow object-level protein
function and object relationship study. A comprehensive experiment on four groups of proteins shows that
the DA and DI responses are consistent with the known protein functions. The proposed DA and DI provide
guidance to study localization-based protein functions.

7.1 Introduction
When we successfully model the class-level spatial, temporal, and causal relationship complex as well
as the mapping functions, it is possible to build individual-level model based on the class-level model
because from the image perspective, the class-level localization is a composition of individual-level
localizations. Therefore, in our example study, the new capability of accurate PLP of fluorescence images
opens the door to digitally manipulate a protein’s individual-level localization and activation, which is
expected to trigger another protein’s response in localization prediction and reveal the protein relationships
in individual level. In this regard, we further propose two novel tools, digital activation (DA) and digital
inactivation (DI). DA digitally increases protein localization or protein activity, while DI performs in
contrast.
DA and DI present advantages when compared with genetic knockout and knockdown in terms of
protein activity manipulation. Essential in testing the function of a gene, genetic knockout removes the gene
from the genome, and gene knockdown stops or decreases the expression of the targeted genes. However,
gene knockout and knockdown have drawbacks that mostly originate from their limited spatial and temporal
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control capabilities. Applying genetic knockdown or knockout to undesired tissues or stages often
complicates the analysis of gene functions. Another drawback of these genetic approaches is that they are
unable to manipulate gene functions at subcellular levels, a capability important in understanding the
differential functions of a protein that localizes at multiple subcellular compartments. In contrast, DA and
DI can manipulate gene functions with precise spatial and temporal control and induce immediate effects,
allowing gene function to be digitally removed or activated in any cells and subcellular regions at any time
point. If the protein manipulation consistently leads to changes in prediction, it reflects the local or global
relationship between the input and the predicted proteins, making DA and DI desirable tools for protein
functional relationship study.

7.2 Method: Digital activation (DA) and digital inactivation (DI) practice
The overall method flow is shown in Fig. 7.1 that demonstrates the necessary steps of DA and DI
including image manipulation, protein localization prediction, and localization comparison. The PLP has
been introduced in chapter 6 and the localization comparison can be conducted by unlimited approaches.
In this section, we conclude several manipulation approaches that was applied in this study.
Two methods were implemented to apply digital inactivation (DI) on different proteins. For Myo, we
covered the Myo signals with masks. Masks were drawn in each z slice at each time frame to cover the
target Myo object. This operation was performed by using ImageJ [106]. For cell outlines labeled by E-Cad
and Ajuba, the target cell in the first time point was copied to all later time points, using MATLAB.
To apply digital activation (DA) and mimic in vivo protein behaviors, we copied the images of
activated proteins from other regions to the targeted region. A single cell was used as a unit for this operation.
Cells with activated proteins were copied and passed to the target region to mimic activation in this region.
This process was conducted in MATLAB.
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Fig. 7.1 | Overall flow of Digital Activation (DA) and Digital Inactivation (DI).

7.3 Experimental result
The above analysis shows that, by integrating the information from all four dimensions, 4DR-GAN
can accurately predict protein subcellular localizations and concentrations. Protein localization and
concentration are not only the input and output of PLP, but are also closely related to protein activation
states. For example, a higher concentration of Myo indicates more activated Myo proteins and is correlated
with higher physical tension generated by Myo. Therefore, we reason that it is possible to digitally control
protein activities through altering their localization and concentration in the images and our predicted
channel should respond to the input change in a way consistent with their functional relationship. This
inspired us to develop effective digital activation and digital inactivation methods to digitally manipulate
protein activities and use 4DR-GAN-based PLP to predict likely functional consequences.
To test the effectiveness of these digital operations, we first used Myo as the input channel and the
change in cell apical surface area as the consequence of Myo activities. We performed DI of Myo in the
circled region by erasing Myo signals (Fig. 7.2, second row). Since Myo produces contractile tension to
reduce the cell apical surface, removing active Myo should lead to the relaxation of apical surface area,
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which can be observed in the image as bigger cells outlined by E-Cad. Indeed, we observe an immediate
response of the predicted E-Cad around the Myo knockout region: the cell outline marked by E-Cad
becomes bigger (red) than that predicted before the digital inactivation (cyan). This is consistent with
observations from biological loss-of-function experiments where breaking Myo filaments with high power
lasers leads to relaxation and expansion of the cell apical surface [66]. In Fig. 7.3, we performed digital
activation of Myo by increasing Myo intensity in the circle, which represents an increase in the contractile
force and should lead to a reduction in the cell apical surface area. As expected, the cell outline marked by
E-Cad becomes smaller (red) than that predicted before the digital activation (cyan). Again, this is in line
with the observations from biological experiments [117] where forced Myo activation using genetic
approaches induces cell apical surface area reduction.

Fig. 7.2 | Observing E-Cad and cell response when digitally inactivating Myo subcellular localization. The
gray circles highlight the DI manipulation, and the gray rectangles highlight the responses.
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Fig. 7.3 | Observing E-Cad and cell response when digitally activating Myo subcellular localization. The
gray circles highlight the DA manipulation, and the gray rectangles highlight the responses.

In the above case, Myo is the driving force and cell apical area is the consequence. Next, we ask when
we digitally change the consequence, whether we can predict the localization pattern of Myo that is required
to achieve the altered consequence. In other words, we tested whether keeping cells from decreasing their
apical areas would decrease the predicted Myo intensity and whether forcing cells to shrink will increase
the predicted Myo intensity. Both operations generate the expected results around the digitally altered
regions. Myo is indeed weakened when cell areas are kept from being reduced (Fig. 7.4), while Myo is
predicted to increase when one big cell is digitally split into two smaller ones that shrink in apical area (Fig.
7.5).
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To test whether this approach can be applied to a variety of proteins, we digitally activate and inactivate
Jub and observe how E-Cad responds (Fig. 7.6-7.7). Jub diffuses in cytoplasm when inactive. It can be
activated in response to Myo-generated tension and recruited to E-Cad clusters [68]. This recruitment of
Jub into clusters is hypothesized to stabilize cell-adhesion provided by E-Cad complexes [118]. Based on
Jub localization properties, we digitally activate or inactivate Jub by strengthening or weakening Jub cluster
intensity in the input images. We found that a weakened Jub cluster is translated into a weakened E-Cad
cluster and the two clusters overlap with each other. On the other hand, a Jub cluster of increased intensity
is translated into a higher-intensity E-Cad cluster (Fig. 7.6-7.7). This indicates that Jub and E-Cad not only
colocalize in the images due to their molecular interaction, there is also a strong intensity correlation
between Jub and E-Cad clusters, consistent with Jub’s role in stabilizing E-Cad-based cell adhesion
[68][118]. This also shows that DA and DI can be a versatile approach applicable to proteins with a
network-like localization (Myo) and proteins with a cluster-like localization (E-Cad and Jub).
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Fig. 7.4 | Observing Myo response when digitally inactivating E-Cad and stopping apical areas shrinking.
The orange dotted lines show the apical surface areas manipulation, and the gray rectangles highlight the
responses.
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Fig. 7.5 | Observing Myo response when digitally activating E-Cad and increasing apical areas shrinking.
The orange dotted lines show the apical surface areas manipulation, and the gray rectangles highlight the
responses.

Fig. 7.6 | Observing E-Cad response when digitally inactivating Jub. The gray arrows highlight the DI
manipulation, and the red arrows highlight the responses.
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Fig. 7.7 | Observing E-Cad response when digitally activating Jub. The gray arrows highlight the DA
manipulation, and the red arrows highlight the responses.

7.4 Discussion and summary
Based on 4DR-GAN-based PLP, DA and DI are two novel tools we proposed for protein functional
relationship study. A key feature of DA and DI is the capacity to precisely manipulate a protein localization
in space and time. When doing so, DA and DI reflect the immediate effect on the output protein localization
and therefore shed light on the protein relationships locally and globally. The experimental results not only
demonstrate that DA and DI can predict the correct consequences of protein loss-of-function and gain-offunction, but also suggest that the 4DR-GAN-based PLP learns correct protein relationships. DA and DI
require manipulation designs appropriate for protein functions. For unknown protein functions, multiple
designs should be considered and analyzed.
Another key feature of DA and DI is that the outputs respond to input manipulation regardless of
causality between proteins or the structure labeled by the protein. When the upstream protein is manipulated
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digitally, it mimics biological loss-of-function and gain-of-function experiments and the downstream
protein responds in the predicted localization.
However, when manipulation is applied to the downstream protein, while upstream protein does not
respond in biological experiments, it does in digital experiments. Specifically, when downstream protein is
digitally manipulated into a certain localization, the prediction provides a clue on the localization of
upstream protein localization that is required to drive the downstream protein into this certain localization.
Therefore, DA and DI provide additional information in such cases. Overall, the realization of DA and DI
provides a convenient and low-cost way to study protein functions and relationships and guides
experimental designs in biological studies of unknown proteins.
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CHAPTER EIGHT: CONCLUSION AND FUTURE WORK
This dissertation focuses on the study of mapping function modeling of complex spatial, temporal, and
causal relationships in hyper-dimensional images at both class-level and object-level using deep learning
methods. The proposed deep learning modeling methods can capture complex relationships between input
and the output, either in generative and discriminative way, which efficacy is confirmed in experimental
results. Furthermore, the tools developed based on efficient relationship modeling are demonstrated to be
effective and accurate as well. Below summarizes the major contributions:
•

For spatial-temporal relation modeling, the proposed multi-object portion tracking method achieves
accurate object tracking and event identification in subsellular level. The developed MOPT tool
significantly contributes to tracking in biology study because subcellular tracking has been rarely
studied.

•

For spatial-temporal-causal relationship modeling, the proposed four-dimensional reslicing generative
adversarial network innovatively incorporates three-dimension spatial and one-dimension temporal
information simultaneously. It can guide future development of GAN-based methods on fourdimensional images in the fields of computer visions and machine intelligence.

•

The protein localization prediction tool achieves high accuracy in subcellular localization, temporal
consistency, and dynamics. The digital activation and digital inactivation tools allow precise spatial
and temporal control on global and local localization manipulation. The PLP and DA/DI tools will be
instrumental in overcoming hardware limitations on simultaneously visualizing multiple proteins, as
well as providing guidance for biological experiment design by digitally testing protein functions and
relationships.
In the future, we will further study the modeling of spatial, temporal, and causal relatioin at intra-class

level using deep learning methods. Laying the groundwork for protein study at subcellular levels for highresolution live imaging, the developed MOPT, the PLP and the DA/DI tools will be applied in more
biological study and further refined.
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APPENDIX

Fig. A.1 | Junctional and medial Myosin differentiation by E-Cad and Myo segmentation. For a 5D
fluorescence image with total 40 time frames, we demonstrate two thresholding results of E-Cad and Myo
on 15 and 30 time frames.
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Fig. A.2 | Cell segmentation and quality control; (a) cell segmentation by reverse E-Cad segmentation; (b)
segmentation quality control to exclude connected segmentations. The background is E-Cad localization
which is used to define cell boundaries using thresholding. The gray masks are segmented cells. The quality
control is excessively performed intentionally to fully exclude connected segmentations so that evaluations
are performed precisely.
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Fig. A.3 | Three examples of cell tracking based on cell segmentation. The gray masks in a row demonstrate
successful cell tracking in three continuous time points. Cells that size decrease in three time points are
used to analyze the relationship between size decrease and medial Myosin increase.
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