A sufficient condition for entire functions f and g to be such that the series (m) /m! represents an entire function is established; and in that case, the growth of the resulting function is described.
Introduction
This paper is concerned with the growth of entire functions. Let 0 < ρ < ∞ and 0 τ ∞. An entire function is said to be of growth (ρ, τ ) if it is of order less than ρ or is of order ρ with type not exceeding τ . (For the definitions of order and type, see [1] or [5] .) Therefore an entire function f is of growth (ρ, τ ) with τ < ∞ if and only if for each > 0 there is a constant C > 0 such that |f (z)| C exp((τ + )|z| ρ ) for all z; and it is of growth (ρ, ∞) if and only if for each > 0 there is a constant C > 0 such that |f (z)| C exp(|z| ρ+ ) for all z. We remark that this notation is due to Boas [1, p. 8] .
When g is an entire function and m a nonnegative integer, we denote the mth derivative of g by D m g, that is, D m g = g (m) . It is well known that if g is of growth (ρ, τ ), then the same holds for D m g for all m [5, Chapter 1]. More generally, suppose that f and g are entire functions and one of them is a polynomial. Also suppose that g is of growth (ρ, τ ). Then the entire function
is also of growth (ρ, τ ). Note that this series is actually a finite sum. We denote this new entire function by f (D)g. For each nonnegative integer n, let M n denote the monic monomial of degree n, that is, M n (z) = z n . Then we have
and the series converges absolutely and uniformly on compact sets in the complex plane.
Note that the right-hand side is an infinite series if and only if g is transcendental and f does not vanish identically. Now suppose that f and g are entire functions, and that both 
It should be remarked that an equivalent version of this theorem is stated and proved in Sikkema's book [6, pp. 89-106], but our statement and proof are much easier to apply and simpler than those of Sikkema.
We will prove Theorem 1.1 in Section 2. In fact, our proof gives a slightly more general result. See Propositions 2.1 and 2.2 below. This paper concludes with an example which shows that the assumptions of the theorem are necessary and the results are best possible with regard to the growth scale we are using (Section 3).
Proof of Theorem 1.1
When f is an entire function, we definef byf = 
Therefore, in order to prove Theorem 1.1, we need only to consider the functions f and
In the remainder of this section, we assume that f and g are such entire functions, so that f =f and g =g. Then Theorem 1.1 is an immediate consequence of the following three propositions. 
In our proofs of these propositions, we will use the following lemma. for some constant C > 0. Therefore
Cg(x + α + ) (x 0). ✷ 
Proof of Proposition 2.2. From Lemma 2.4, we have
The right-hand side of this inequality is equal to C 1 √ m b m exp(βx q ). Recall that we have set b = (e 1−q βq) 1/q . Thus
Suppose > 0. Then the last inequality implies that there is a constant C 2 > 0 such that
Therefore we have 
.).
Since p −1 + q −1 = 1 and Γ (s + 1) ∼ √ 2πs s+1/2 e −s for s → ∞, it follows that
Hence there is a constant C 1 > 0 such that
For convenience, we set B = (pα) 1/p (qβ) 1/q . Then the last inequality becomes
and hence we have
From this, we obtain 
Now, our assertion follows from (2.1) and (2.2). ✷
An example
For convenience, we denote by G the set of ordered pairs (p, α) of real numbers such that p > 1 and
If The following lemma implies that f (p,α) is of order p and type α. 
