Motivation: The morphologies contained in 3D third harmonic generation (THG) images of human brain tissue can report on the pathological state of the tissue. However, the complexity of THG brain images makes the usage of modern image processing tools, especially those of image filtering, segmentation and validation, to extract this information challenging. Results: We developed a salient edge-enhancing model of anisotropic diffusion for image filtering, based on higher order statistics. We split the intrinsic 3-phase segmentation problem into two 2-phase segmentation problems, each of which we solved with a dedicated model, active contour weighted by prior extreme. We applied the novel proposed algorithms to THG images of structurally normal ex-vivo human brain tissue, revealing key tissue components-brain cells, microvessels and neuropil, enabling statistical characterization of these components. Comprehensive comparison to manually delineated ground truth validated the proposed algorithms. Quantitative comparison to second harmonic generation/auto-fluorescence images, acquired simultaneously from the same tissue area, confirmed the correctness of the main THG features detected.
Introduction
Multi-photon microscopies, (a combination of) second and third harmonic generation microscopy, 2-and 3-photon excited autofluorescence microscopy, and coherent Raman scattering microscopies (CARS/SRS), show great potential as clinical tools for the assessment of the pathological state of tissue during surgery, as the relative speed of the imaging modalities approaches 'real' time, and no preparation steps of the tissue are required (see for example Huland et al., 2014; Kuzmin et al., 2016; Jain et al., 2014; Ji et al., 2013; Jung & Schnitzer, 2003; Pavlova et al., 2012; Williams et al., 2010) . Third harmonic generation (THG) imaging (Chen et al., 2006; Débarre et al., 2006; Olivier et al., 2010; Witte et al., 2011) in particular is an emerging label-free microscopy technique, with strong potential. THG is a nonlinear optical process that depends on the third-order susceptibility v (3) of the tissue and phase-matching conditions that make it essentially an interface sensitive technique (Débarre et al., 2006) . Excellent agreement with standard histopathology has been demonstrated for THG in case of skin cancer diagnosis (Chen et al., 2010; Lee et al., 2013) and for ex-vivo human brain tumor tissue (Kuzmin et al., 2016) . The lipid rich microstructure of the brain has been proven a major source of contrast in THG microscopy of brain tissues (Witte et al., 2011) . THG has been shown recently to yield label-free V C The Author 2017. Published by Oxford University Press. All rights reserved. For Permissions, please e-mail: journals.permissions@oup.com images of ex-vivo human brain tumor tissue of histo-pathological quality. The morphologies observed in THG tumor images, e.g. increased cellularity, nuclear pleomorphism and rarefaction of neuropil, are similar to the standard histo-pathological criterion currently used by pathologists, making the transition from the current practice to THG images relatively easy (Kuzmin et al., 2016) . To exploit all these attractive features of THG, automatic image analysis tools need to be developed for better visualization of the rich morphologies observed in THG images and for accurate statistical analysis of the pathological relevant features. To this end, we have combined and further developed several classical image processing tools to create an effective tool for the statistical analysis of THG images. THG images of structurally normal ex-vivo human brain tissue were used as test material.
The very rich morphological information contained in THG images of brain (tumor) tissue makes it challenging to extract all the features. The observed features appear both as dark and bright objects and thus pose a 3-phase segmentation problem: 'dark' objects (DO), 'bright' structures (BS) and a background of intermediate intensity ( Fig. 1 ). Brain cells are visible as dark holes (Fig. 1E) , and are the salient features of THG images of mouse brain and human brain tumor tissues (Kuzmin et al., 2016; Witte et al., 2011) . In images of normal human brain tissue, dark objects include neurons with bright lipofuscin granules inside (Fig. 1B) , glial cells, dark blood vessel with bright red blood cells inside ( Fig. 1A and C) , and the surrounding small cells. Bright structures mainly include lipofuscin granules inside the dark objects, neuropil consisting of axons and dendrites (Fig. 1D) , and red blood cells inside the vessel (Fig. 1C) . Moreover, the rich morphologies and the associated noise of the THG images make image filtering challenging. Finally, the THG images usually suffer from low contrast in the corners because of the imperfectness of the imaging system, and intensity inhomogeneity caused by the rough surface of the imaged tissue (Fig. 1A) . Therefore, automatic analysis of 3D THG images is hampered by a 3-phase segmentation problem, low signal-to-noise ratio and intensity inhomogeneity together with low local contrast in the corners. These three difficulties correspond to three different image processing aspects: (i) image segmentation, aiming to extract the targeted objects from an image; (ii) image filtering, aiming to remove the image artifacts and the noise; (iii) contrast enhancement, aiming to enhance the global/local contrast of an image and attenuate the intensity inhomogeneity.
In this paper we concentrate on image filtering and solving the 3-phase segmentation problem. The problem of low contrast can be addressed by local histogram equalization (Kim et al., 2001) . To the best of our knowledge, image filtering for THG images has not been studied. Image filtering has been in the center of the image processing field for decades, especially, the anisotropic diffusion filter (Weickert, 1999) , which has been widely used for noise reduction because of its capability of keeping the object edges sharp and enhancing certain kinds of structures (Pop et al., 2013; Weickert 1999) . Image segmentation is another hot issue in image processing. Although large numbers of segmentation methods have been proposed in the past decades for microscopic images, they have been only sparsely applied to THG images. Watershed algorithms and manual delineations lie in the center stage of THG image segmentation. The viscous watershed transform was used to delineate the THG cell membranes of zebrafish embryos (Luengo-Oroz et al., 2012; Olivier et al., 2010) . The watershed-based approach was used to extract the nuclear-to-cytoplasmic ratio of 2D THG images of human skin cancer (Lavanya et al., 2014; Lee et al., 2013) . Manual delineation and intensity thresholding were combined to segment THG images of stem cells (Chang et al., 2013) . However, THG images of different tissues contain different structures, presenting different morphologies. The rich morphologies make the watershed based approaches fail to accurately extract all the structures in THG images of brain tissue. Active contour (Chan & Vese, 2001; Kass et al., 1988; Mumford & Shah, 1989; Wang et al., 2009 ) is another important image segmentation technique. Thanks to the level set representation, active contour models have received intensive attention in the past years (Cai et al., 2013; Duan et al., 2015; Dufour et al., 2005; Li et al., 2011) , and they are widely used for cell/nuclei segmentation (Dufour et al., 2005; Dzyubachyk et al., 2010; Maska et al., 2013) .
In this paper, a novel image filtering model, a combination of anisotropic diffusion and higher order statistics (HOS), is proposed and applied for image denoising and edge enhancement. The 3-phase segmentation problem is split into two 2-phase segmentation problems, each of which is addressed by a novel segmentation model, active contour weighted by prior extremes (ACPE). THG images of normal brain tissue are used to test the algorithms. Both manually delineated ground truth and quantitative comparison to second harmonic generation (SHG) images acquired simultaneously from the same tissue area, containing also auto-fluorescence (AF) from the lipofuscin granules in brain cells, are used for validation.
Methods and algorithms
A general overview of the proposed processing procedure is illustrated in Figure 2 . We split the procedure into two separate lines with the same input. The rationale is that local histogram equalization (LHE) is needed to enhance the local contrast for the dark objects, especially those in the corners, but LHE will destroy the 1D line-like neuropil. Therefore, the 3-phase segmentation problem is split into two 2-phase segmentation problems, while the segmentation results are merged together after post-processing. The difference between the two lines is that, partially overlapped sub-block histogram-equalization (POSHE) (Kim et al., 2001 ) is applied to enhance the local contrast for further segmenting dark objects. Another bonus of POSHE is that intensity inhomogeneity is attenuated. After filtering by our proposed anisotropic diffusion model, dark objects and bright structures are segmented by our proposed active contour model, respectively. 
Image sample and acquisition
The imaged normal brain samples were cut from the temporal cortex and subcortical white matter that had to be removed for the surgical treatment of deeper brain structures for epilepsy. For details of the imaging setup and the preparation of the samples, we refer to previous works (Kuzmin et al., 2016; Witte et al., 2011) and the Supplementary Material.
Anisotropic diffusion driven by salient edges
Image filtering is crucial for processing THG images, and the filter used should meet the following demands: (i) the filter should be able to remove noise while keeping the edges sharp; (ii) the filter should be able to restore line and flow-like structures in a cluttered background.
Anisotropic diffusion filtering (ADF) lies in the center of the methods satisfying the above requirements, because it not only takes into account the modulus of the edge, but also its directions. ADF has been one of the standard choices for noise reduction available from open source software like ImageJ (Collins, 2007) and Icy (De Chaumont et al., 2012) . The ADF model was first proposed by Weickert (Weickert, 1998) to enhance the edges of objects, known as the EED model. Later on in 1999 (Weickert, 1999) the CED model was proposed to enhance flow-like structures, based on which various other ADF models have been developed to enhance line-like structures (Manniesing et al., 2006; Maska et al., 2013) , and 2D plate-like structures in 3D images (Pop et al., 2013) . However, the CED model performs poor on the background, and it creates artifacts (Pop et al., 2013) . The EED performs well on noise reduction, but it fails to restore line-like structures because it diffuses too much along the second direction. The membrane-enhancing diffusion (MED) model (Pop et al., 2013) performs very well on the noise reduction and is able to enhance both line-like and plate-like structures, but it fails to work on highly noisy and cluttered images since it allows negative diffusivity along the first direction, making the algorithm unstable and false objects created around the edges.
Motivated by the MED model, as well as the model of Kim (Kim and Kim, 2013) where higher order statistics (HOS) were combined with the isotropic diffusion model-the PM model (Perona and Malik, 1990) , we further combine HOS with ADF to provide an edge-enhancing framework that offers not only strong noise suppression but also the capability to enhance the salient edges of objects in a cluttered background.
The diffusion equation of ADF reads as follows:
where u denotes a 3D image and D is the diffusivity tensor, depending on the gradient of a Gaussian smoothed version of the image ru r . The diffusivity tensor D is constructed from the structure tensor defined as follows:
where each component of the resulting matrix of the tensor product is convolved with a Gaussian kernel K q of standard deviation q. The standard deviation r denotes the noise scale, and q is the integration scale that reflects the characteristic size of the texture, and usually it is large compared to the noise scale r (Weickert, 1999 ). Here we set r ¼ 1 and q ¼ 2.
The structure tensor J can be decomposed as the production of the eigenvectors and the diagonal matrix of eigenvalues. We denote the eigenvectors of J asṽ i ; i ¼ 1; 2; 3 with their corresponding eigenvalue l i . The eigenvectors are ordered decreasingly according to their eigenvalues. Then the diffusivity tensor D is constructed from J by replacing the all the eigenvalues l i by k i , which represents the amount of diffusivity along the eigenvector direction, as follows,
By exploiting some peculiar properties of higher order statistics (HOS), e.g. insensitivity to additive Gaussian noise, provision of high contrast at the region boundary, and capabilities of better characterizing non-Gaussian signals, it has been proved that HOS-based algorithms are able to solve problems involving non-linear, nonGaussian and noisy signals even with very low signal-to-noise ratios (Tsatsanis and Giannakis, 1992; Murino et al., 1998; Kim and Kim, 2013) . According to the work of Kim (Kim and Kim, 2013) , the salient edge is defined by HOS as follows,
where n denotes the order of HOS and WðxÞ is a set of neighbor voxels with size N centered at the position x. lðxÞ is the mean computed in the window WðxÞ. In our implementation, we use an image window of 3 Â 3 Â 3 voxels for computing the HOS (i.e. N ¼ 27). Note that the obtained HOS image is normalized to [0, 255] for grayscale representation. Then we combine the HOS and the MED model together, and propose the HOS model of ADF as follows,
HOS is then incorporated into the diffusivity tensor D, and should be updated at each iteration step. We refer readers to the Supplementary Material for the definition of h s and C plane , the discussion of the behaviors of diffusion along each eigenvector direction, and the details of the implementation.
The performance of our HOS model in comparison with the CED, MED and EED models is illustrated on a simulated image and a THG image. In Figure 3A the simulated image contains a 3D ball, a 3D ring, a 3D line and 4 small gray balls to mimic a cell, a plate-like structure, a 1D line-like structure, and a clustered background, respectively. All the objects have intensity 255 except the gray balls whose intensity is 150. In Figure 3B , we randomly remove 50% of the foreground voxels to simulate an inhomogeneous signal and Gaussian noise of standard deviation 60 is added. From Figure 3C -E, we clearly see the noise cannot be well removed by CED model. The MED model is not so stable, because the contrast is lowered and some artificial objects have been created around the edges and inside. The EED model restores the objects very well with high contrast but it fails to restore the line-like structure. However, from Figure 3F -H, we see that the HOS model with n ¼ 1 (the HOS1 model) succeeds to restore all the objects, while only objects with salient edges are kept by the HOS model with n ¼ 2 (the HOS2 model). Figure 3H shows the edge map of Figure 3G , calculated from Equation (4). The edges of all gray balls have disappeared, which means the clustered background is removed by the HOS2 model. In Figure 4 , the models are applied to a THG image of normal human brain tissue. Similarly, the noise cannot be well removed by the CED model (Fig. 4B) . The noise is removed successfully with the MED model, but many artifacts have been created around the edges and the contrast has become lower (Fig. 4C ). The EED model fails to restore the line-like neuropil (Fig. 4D ). The HOS1 model succeeds to remove the noise and restores all the bright structures (Fig. 4E) , while with the HOS2 model, the line-like neuropil are blurred as expected and only salient objects are left (Fig. 4F) .
Compared to the MED model, our improvements are twofold: the HOS model is stable with less artifacts created and the clustered background can be removed. With the first order HOS (n ¼ 1) more details are preserved while with higher order HOS, only objects with salient edges are kept. Since the goal of ADF for filtering dark objects is edge enhancement with few details remaining, the HOS2 model is used, while for filtering bright structures, the HOS1 model is used to keep as many neuropil as possible. Figure 5 shows an example of the filtered images of the dark objects and bright structures, respectively. Note that the HOS model with n ! 3 gives similar results as Figure 5D with even fewer details left.
Active contour weighted by prior extremes
The classical CV model (Chan and Vese, 2001 ) has been demonstrated to be a powerful tool for cell/nuclei segmentation in the past years (Dufour et al., 2005; Dzyubachyk et al., 2010) . Let X be the image domain, andIðxÞ is the image intensity at the location x ¼ ðx; y; zÞ 2 X. A segmentation of the image I is achieved by finding a contour C which partitions the image domain X into the foreground and the background, and a piecewise constant function u which takes value c 1 inside the foreground, and c 2 inside the background. This can be formulated as a problem of minimizing the energy function,
In the expression, H is the Heaviside function and / is the zero level set function of the contour C which partitions the image domain X into foreground and background regions, X 1 ¼ fxj/ðxÞ > 0g and X 2 ¼ fxj/ðxÞ < 0g. The CV model works well on homogeneous images, and it segments an image using the means of the foreground and background. However, for THG images, due to intensity inhomogeneity caused by the rough surface of the tissue and the intensity degeneration along the depth, the boundaries between some dark objects and the background are not clear, resulting in large 'shadows' around them (Fig.  6A ). This significantly affects the segmentation accuracy of the CV model. The bright structures suffer from the similar problem, but not as intensively, as the dark objects. To reduce the influence of the 'shadows' associated with intermediate gray values, we propose a novel model, active contour weighted by prior extremes (ACPE), by adding a penalty term to the energy function of the classical CV model to force the foreground towards the desired regions, as follows,
where c ext is the intensity extreme of the image and w 2 ½0; 1 is the weight between the mean and c ext . The smaller w is, the smaller the foreground regions will be, and vice versa. Note that c ext is assigned the lowest intensity of the image to segment the dark objects, and the highest intensity to segment the bright structures. We make use of the histogram to assign a value for c ext to make it less noise sensitive. Keeping / fixed and minimizing the energy function E with respect to the constants c 1 and c 2 , it immediately follows that they are the means of the foreground and background, respectively,
Then, keeping c 1 and c 2 fixed and applying the Euler-Lagrange equation to (7), the evolution equation is obtained,
where d e is the regularized Dirac function. For the details of the implementation, we refer to the Supplementary Material. A good segmentation initialization will seriously decrease the computational effort. Here we adopt the non-PDE based method of the CV model (Song, 2003) to reach a reasonable initialization. Another issue of the level set approach is re-initialization of the level set function, which is very time-consuming. Some re-initialization free frameworks (Li et al., 2010; Zhang et al., 2013) were proposed to overcome this issue. However, applied to our THG images, the results are not as accurate as the conventional re-initialization approach. Here we adopt the reaction diffusion method (Zhang et al., 2013) to partly get rid of the issue, but the level set function is reinitialized every 10-th iteration step by a signed distance function (Felzenszwalb and Daniel, 2004) to reach better segmentation results.
From Figure 6B -C, we see the difference of the segmentation results between the ACPE and CV model. The ACPE succeeded to extract the darkest hole out of the image, but the CV model detected more regions than the darkest parts. Figure 7 shows segmentation results of the dark objects and bright structures of a THG image, by the ACPE model, in comparison with the CV model. One observes that the standard 2-phase CV model fails to segment THG images. The reason of the failure of segmenting bright structures is the existence of intensity inhomogeneity. In Figure 7A , the intensities in the bottom-right corner are higher than other corners. The reason of the failure to segment dark objects is the existence of the large 'shadows' aforementioned ( Fig. 6C) , causing an overestimated mean of the foreground.
Post-processing
Before we combine the segmentation results of the dark objects and bright structures, tiny objects (< 100 voxels) are ignored and the large shadows in the top slices caused by the rough surfaces of the tissue are removed. To preserve the dark objects which are very close to the surface edges, we apply the following procedure to the segmented image of the dark objects, 1. Apply distance transform to the foreground regions, and inverse the foreground voxels. 2. Use extended h-minima transformation (Soille, 2003) with threshold hExt to define watershed seeds. 3. Apply the seeded watershed transform to the foreground regions of the image obtained from step (1), and remove components whose area in the first slice, a, is larger than 100 Â 100 pixels.
Similarly, morphological erosion (Soille, 2003) and seed watershed transform are combined to separate cell clumps where cells are slightly touched.
SHG/AF segmentation and validation method
The complete 3D ground truth for a THG image is impossible to obtain using manual delineation due to complexity and irregularity of the object shapes and rich information contained. Meanwhile, SHG images contain 2-or 3-photon excited auto-fluorescence (AF) signals from lipofuscin granules in brain cells, microtubules or collagen from small blood vessel walls, and can be acquired simultaneously from the same tissue along with THG images. Except for the small line-like neuropil and small 'dark' cells, most of the large structures in a THG image agree with those of the corresponding SHG/AF image, whereas the SHG/AF images are easier to process since they are background free and standard methods can be used. Therefore, we can use the segmentation result of the corresponding SHG/AF image to confirm if the main features of a THG image also appear in the SHG/AF image, and thus confirm the correctness of the main THG features detected. To avoid the possibility that correlated segmentation errors in SHG/AF and THG treatment are being interpreted as correct THG identification results, we adopt standard methods to segment SHG/AF images: each image is first smoothed by a 3 Â 3 Â 3 Gaussian filter, and then segmented by the CV model. Figure 8 shows a segmentation result of the corresponding SHG/AF image. After segmentation, we compare THG and SHG/AF segmentations pixel by pixel (Fig. 8D) . All the THG detections that do not overlap with the SHG/AF segmentations are picked out, as F-P candidates. F-P candidates with relatively large size are passed to a human observer for further confirmation. Precisely, the dark objects larger than 5000 voxels (900 lm 3 ) that tend to represent brain cells and the bright structures larger than 1000 voxels (180 lm 3 ) are passed to the human observer. In addition, we also evaluate the precision of THG segmentation results both in 2D and 3D to reach a thorough validation. Since active contour model gives closed and smooth contours of target objects, we use a contour-based metric (Li et al., 2011) to measure the mean error of the resulting contours to the ground truth (see Supplementary Material). Several 2D slices of different depths are selected from the tested THG images and manually segmented by a human observer, as ground truth. 2D segmentation results of these slices are taken from our 3D segmentation results and compared to the ground truth using the contour-based metric. Note that the mean error obtained here from 2D slices is more critical than that of 3D images, and the under-and over-segmented objects also contribute to the mean error. In addition, one test image is randomly selected by the human observer for complete 3D visual inspection. Each THG detection is identified as true positive (T-P) or false positive (F-P).
Results and validation
All the algorithms were implemented in Visual Studio C þþ 2010 on a PC with a 3.40-GHz Intel(R) Core(TM) 64 processor and a 8 GB memory.
We applied our proposed algorithms on 11 pairs of THG and SHG/AF images of structurally normal ex-vivo human brain tissue. Each image has a size of around 1000 Â 1000 Â 50 voxels, which corresponds to a tissue volume of around 300 lm Â 300 lm Â 300 lm. One pair was used for training to obtain the optimized parameter settings, and the remaining 10 pairs were used to test the algorithms with the same parameter settings. Figure 9 shows segmentation results of a typical THG image (Fig. 9A-B) , with neurons (Fig. 9C) , microvessels (Fig. 9D) and neuropil ( Fig. 9E-F) . A 3D surface rendering of the object in Figure 9E made in ParaView is shown in Figure 9F . A movie of the 3D surface rendering of the whole image (Fig. 9B) can be seen in the Movie S1.
Parameter settings
The parameters of the HOS model were set to n ¼ 2, h ¼ 10 and s ¼ 0:2 for filtering dark objects, and n ¼ 1, h ¼ 20 and s ¼ 0:8 for filtering bright structures. The parameters of ACPE were fixed to In post-processing, the parameters to remove the rough surfaces of the tissue, were set to hExt ¼ 1, a ¼ 100 Â 100 pixels.
Segmentation evaluation
We give the general segmentation information of the tested THG and SHG/AF images in Table 1 . 11 pairs of images resulted in a total number of 20 409 detected objects in THG images, and 5806 detected objects in SHG/AF images. Among the detected objects of THG images, dark objects (DO) contribute 4944 and bright structures (BS) take up the rest, 15 465. The validation of large objects outlined in Section 2.4 yields 138 F-P candidates of DO and 736 F-P candidates of BS, from which 14 (14/854 ¼ 1.6%) DO and no BS are confirmed as real false positive. Most of the real F-P DO are dark fragments in the top slices caused by the rough surfaces of the imaged tissues. Comparing the third (left) with the fifth (left) column of Table 1 , we get the correspondence of the relatively large DO in THG and SHG/AF images, 1 -138/854¼ 83.8%. From this we conclude that the correspondence between THG and the SHG/AF images is high, and thus the main feature, brain cells, of THG images has been correctly detected.
In Figure 10 we show the size distributions of the F-P candidates of the DO and BS, respectively. There are 3214 DO and 9293 BS that disagree with SHG/AF images. Most of the candidates have size smaller than 1000 voxels, and they should therefore be either (fragments of) neuropil or small dark cells, that simply are not detected in the SHG/AF images.
Moreover, ten 2D slices of different depths from different tested images were selected for 2D validation. The average mean error of THG detections of all selected slices to the ground truth is 2.7 pixels (0.8 lm) for DO, and 1.4 (0.4 lm) pixels for BS. Image 3 was selected for 3D validation, via visual inspection and the segmentation accuracy is above 99%. We refer to the Supplementary Material for details of the validation.
Cell density is an informative parameter of the nature and pathological state of the tissue, and we show the number of large dark objects in the third column (left) of Table 1 . Most of these large dark objects represent neurons or glial cells. Moreover, since cell size is also an informative parameter, it's more convenient to consider the total number of voxels of detected cells. If this total number is normalized by the image size, then we get the percentage of space (PoS) taken by detected cells. More precisely, PoS of objects is the total number of voxels of detected objects divided by the image size. We show PoS of large and small dark objects of each tested THG image in Figure 11 .
Discussion
Statistical analysis of THG images of human brain tissue can yield valuable information on the nature or pathological state of the tissue. The automatic extraction of the key features from these THG images for this statistical purpose is hampered by the rich morphological information contained. We adapted two universally used models for image filtering and segmentation, respectively. Tests on THG images of normal human brain tissue showed that we were able to extract the rich morphological information contained. From these extractions, pattern descriptors such as eccentricity and sphericity can be applied to separate the pathological relevant featuresbrain cells, blood vessels and neuropil, and then the basic parameters of each feature can be computed. For instance, for our test images, the radius of the brain cells was around 15 l m , and the thickness of the most prominent neuropil fibers was around 2 l m . Furthermore, one potential application of THG images and the proposed algorithms would be providing pathological relevant parameters in the operating room during the brain tumor surgery to distinguish the tumor and non-tumor areas, without the presence of a pathologist. Another potential application would be using THG after surgery in the pathology department to select tissue areas for further research or clinical investigation, e.g. DNA-sequencing.
Both object density and object size are informative parameters of pathological state of the tissue. Towards the clinical application of THG images, the PoS, a combined parameter of the density and size, can be a better representation of each pathological feature. The underlying reason is that the number of cells or neuropil of tumor tissues can be extremely high (Kuzmin et al., 2016) , resulting in clusters of cells and nets of neuropil. For the same reason, we did not estimate the exact numbers of over-and under-segmented objects. Instead, the small mean error of the detected objects to the ground truth indicates that the boundaries of objects can be accurately located by the proposed algorithms, and thus the PoS can be precisely computed. Similarly, the small objects become less important because they are sparsely distributed in THG images (see Fig. 11 ).
The quantitative comparison of THG with SHG/AF images facilitates the estimation of F-P detections and confirms the interpretation of large dark objects as brain cells. Complete validation of all the small neuropil is not easy because the THG signals of neuropil are sometimes not so strong which causes the segmentation of neuropil to be incomplete. However, for clinical applications, the accurate number of neuropil is not necessarily needed.
We think the proposed improvements on the two classical algorithms are more widely applicable than THG images. For instance, the ACPE model can be extended for n-phase cell segmentation and tracking, where the extreme of each region can be incorporated.
Conclusion and outlook
In this paper, we adapted two classical image processing tools to extract rich morphological information contained in THG images of brain tissue. Tests on THG and SHG/AF images of normal human brain tissue validated the proposed algorithms. We will be able to segment THG images of human brain tumor tissue, using these image processing tools and the same processing procedure as in Figure 2 . Key features such as cell density and neuropil density will be computed to classify normal and tumor brain tissues. Our future work also includes applying classical machine algorithms to classify cell types and using deep learning models to directly classify THG images of normal and tumor tissues.
