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Re´sume´
Dans cet article, nous nous inte´ressons aux me´thodes
de re´solution de re´seaux de contraintes par des ap-
proches de de´compositions structurelles. La Hie´rarchie
des Contraintes Traitables de´finie dans [9] propose un
classement de ces me´thodes par rapport a` leur com-
plexite´ temporelle the´orique. Cependant, elle cre´e une
tre`s forte de´pendance entre les algorithmes de calcul de
de´compositions et les techniques d’exploitation de ces
dernie`res.
Nous faisons tomber ces cloisons par la de´fini-
tion de nouvelles me´thodes base´es sur des combinai-
sons d’approches Tree-Clustering [6], BTD [16], Tree-
Decomposition [18] et Hypertree-Decomposition [9].
Nous de´montrons leur inte´reˆt d’un point de vue the´o-
rique graˆce a` des re´sultats portant sur leur complexite´
temporelle. En outre, cette analyse nous a permis d’enri-
chir la Hie´rarchie des Contraintes Traitables. Finalement,
nous justifions notre approche avec des re´sultats expe´ri-
mentaux.
1 Introduction
Nous nous inte´ressons, dans ce papier, a` l’efficacite´
the´orique et pratique de me´thodes de re´solution de
CSP exploitant les proprie´te´s topologiques des re´seaux
de contraintes. Un CSP peut eˆtre vu comme un pro-
ble`me qui, e´tant donne´ un ensemble fini de variables
X prenant leur valeur dans des domaines finis D, ve´-
rifie l’existence d’une affectation de ces variables sa-
tisfaisant simultane´ment un ensemble de contraintes
C. Une telle affectation est une solution du CSP. De
manie`re plus ge´ne´rale, le proble`me consiste a` trouver
une solution voire l’ensemble des solutions. Malheu-
reusement, de´terminer l’existence d’une solution est un
proble`me NP-complet. Malgre´ tout, diffe´rentes classes
d’algorithmes de re´solution de CSP ont e´te´ propose´es.
D’une part, nous avons les algorithmes combinant la
technique standard du backtracking et celle du filtrage
des domaines tels que FC (Forward Checking [13])
ou MAC (Maintaining Arc Consistency [19]). Meˆme
si ces algorithmes sont relativement efficaces en pra-
tique, leur complexite´ temporelle the´orique est e´value´e
de manie`re classique par O(S.mn), avec S la taille du
CSP conside´re´, n le nombre de variables et m la taille
maximum des domaines des variables.
Diffe´rentes approches ont e´te´ propose´es pour ame´-
liorer cette borne qui se re´ve`le la pire possible. En
particulier, les me´thodes structurelles exploitent les
proprie´te´s topologiques qui existent fre´quemment dans
les proble`mes re´els. Ge´ne´ralement, elles reposent sur
les proprie´te´s d’une de´composition arborescente [18]
ou d’une de´composition hyperarborescente [9] du re´-
seau de contraintes qui capture sa structure et permet
donc d’exprimer ses proprie´te´s topologiques. Etant
donne´e une de´composition arborescente de largeur
w, la complexite´ temporelle des meilleures approches
structurelles, base´es sur cette de´composition, est en
O(S.mw+1), avec la garantie d’avoir w < n et dans
beaucoup de cas w ≪ n. De meˆme, si on consi-
de`re une de´composition hyperarborescente de largeur
h, il est possible d’obtenir une complexite´ temporelle
en O(S.rh), avec r la taille maximum des relations
(tables) associe´es aux contraintes. [9] a montre´ que
la de´composition hyperarborescente est meilleure que
la de´composition arborescente car h ≤ w. En outre,
les auteurs ont introduit un outil formel, la Hie´rar-
chie des Contraintes Traitables, pour la comparaison
de plusieurs me´thodes structurelles. Cet outil the´o-
rique conside`re les classes d’instances de CSP pouvant
eˆtre re´solues en un temps polynomial. Il apparaˆıt de`s
lors que la me´thode structurelle base´e sur la de´com-
position hyperarborescente (note´e MHD) [9] est plus
performante que le Tree-Clustering base´ sur la de´com-
position arborescente (note´ TC) [6] puisque la classe
des instances traitables par MHD contient strictement
celles traitables par TC.
D’un point de vue the´orique, cette hie´rarchie est
un outil d’un tre`s grand inte´reˆt dans la mesure ou`
elle permet de se reposer sur des crite`res fiables pour
choisir la meilleure approche pour la re´solution d’une
instance donne´e. Cependant, nous savons qu’il peut
parfois exister une grande diffe´rence entre les perfor-
mances the´oriques et pratiques d’une meˆme me´thode.
De ce fait, nous allons e´tendre notre e´tude de cette
hie´rarchie en y inte´grant des aspects lie´s au comporte-
ment et a` l’utilisation pratiques de ces me´thodes. Nous
pouvons de´ja` dire que les me´thodes de re´solution ba-
se´es sur une de´composition ne sont ge´ne´ralement pas
utilise´es comme cela est suppose´ dans la hie´rarchie. En
effet, cette dernie`re ne conside`re que des de´composi-
tions optimales. Or, le calcul d’une de´composition op-
timale est souvent inaccessible car il ne´cessite un temps
qui peut parfois de´passer largement le temps ne´ces-
saire a` la re´solution du proble`me sans de´composition.
Ainsi, en pratique, on pre´fe`re ge´ne´ralement utiliser un
algorithme heuristique (approximation des valeurs op-
timales de w ou h) pour trouver une de´composition.
Une fois celle-ci obtenue, l’e´tape suivante consiste a` re´-
soudre le CSP de´compose´. Dans la hie´rarchie, il existe
un lien rigide entre le type de la de´composition et la
me´thode qui exploite celle-ci. Dans cet article, nous
faisons tomber ces barrie`res en cre´ant une se´paration
entre la me´thode de de´composition graphique et la me´-
thode exploitant celle-ci pour re´soudre le proble`me.
Pour cela, nous de´finissons et e´tudions de nouvelles
combinaisons d’approches dans lesquelles un type de
de´composition (par exemple une de´composition hyper-
arborescente) peut eˆtre utilise´ pour la re´solution par
une me´thode initialement de´finie pour un autre type
de de´composition (par exemple TC).
Ensuite, nous montrons que ce type de me´thodes
hybrides a un re´el inte´reˆt d’un point de vue the´o-
rique. En effet, nous obtenons des re´sultats de com-
plexite´ originaux permettant d’enrichir la hie´rarchie
de [9]. Enfin, nous montrons de manie`re empirique,
sur des benchmarks de la dernie`re compe´tition CSP
(http ://www.cril.univ-artois.fr/CPAI08/), que notre
approche semble bien adapte´e pour comparer des me´-
thodes structurelles par rapport a` leur capacite´ a` re´-
soudre des CSP.
La section 2 rappelle des notations ainsi que des re´-
sultats sur la complexite´ de me´thodes e´nume´ratives et
structurelles. La section 3 introduit et e´tudie de nou-
velles approches qui combinent diffe´rents types de de´-
compositions et de me´thodes d’exploitation, puis pro-
pose de nouvelles bornes de complexite´ qui nous per-
mettent d’e´tendre la Hie´rarchie des Contraintes Trai-
tables. La section 4 pre´sente une comparaison pratique




Un proble`me de satisfaction de contraintes fini ou
re´seau de contraintes fini (X,D,C,R) est de´fini par
un ensemble fini de variables X = {x1, . . . xn}, un en-
semble de domaines finis D = {d1, . . . dn} (le domaine
di contient toutes les valeurs possibles pour la variable
xi), et un ensemble C de contraintes sur les variables.
Une contrainte ci ∈ C sur un sous-ensemble ordonne´
de variables, ci = (xi1 , . . . xiai ) (ai est appele´ l’arite´
de la contrainte ci), est de´finie par une relation asso-
cie´e ri ∈ R de combinaisons autorise´es de valeurs des
variables de ci. Nous allons utiliser la meˆme notation
pour la contrainte ci et l’ensemble des variables sur les-
quelles elle porte. Nous notons a l’arite´ maximale des
contraintes de C. Sans perte de ge´ne´ralite´, nous suppo-
sons que chaque variable est contenue dans au moins
une contrainte. Une solution de (X,D,C,R) est une
affectation de toutes les variables qui satisfait toutes
les contraintes. La structure d’un CSP peut eˆtre repre´-
sente´e par l’hypergraphe (X,C), appele´ l’hypergraphe
de contraintes.
Dans cet article (de meˆme que dans [9]), nous suppo-
sons que les relations ne sont pas vides et peuvent eˆtre
repre´sente´es par des tables comme dans la the´orie des
bases de donne´es relationnelles. Ensuite, nous notons
S la taille d’un CSP (qui ve´rifie S ≤ n.m+a.r.|C| avec
r = max{|ri| : ri ∈ R}). Soient Y = {x1, . . . xk} un
sous-ensemble de X et A une affectation sur Y . A peut
eˆtre vue comme un tuple A = (v1, . . . vk). La projec-
tion de A sur un sous-ensemble Y ′ de Y , note´e A[Y ′],
est la restriction de A aux variables de Y ′. La projec-
tion de la relation ri sur le sous-ensemble Y
′ de ci est
l’ensemble des tuples ri[Y
′] = {t[Y ′]|t ∈ ri}. La join-
ture des relations sera note´e ⋊⋉. La jointure de A avec
la relation ri est A ⋊⋉ ri = {t|t est un tuple sur Y ∪
ci et t[Y ] = A et t[ci] ∈ ri}.
2.2 Complexite´ de l’e´nume´ration
L’approche basique pour la re´solution de CSP re-
pose sur la proce´dure classique appele´e Backtracking
(BT). La complexite´ temporelle de cet algorithme de
base est en O(a.r.|C|.mn) car le nombre de nœuds po-
tentiels de´veloppe´s durant la recherche est mn et en
supposant qu’un test de contrainte A[ci] ∈ ri est re´a-
lise´ en O(a.r). Pour simplifier les notations, elle sera
exprime´e en O(S.mn). Ge´ne´ralement, cet algorithme
n’est jamais utilise´ car il est clairement inefficace en
pratique. L’approche la plus classique pour ame´liorer
BT est base´e sur le filtrage. Le premier algorithme
propose´ pour ce filtrage est le Forward Checking (FC
[13]). Il e´tait initialement de´fini sur les CSPs binaires.
De nombreuses extensions et ge´ne´ralisations de FC ont
e´te´ propose´es pour re´soudre des CSPs non binaires
ou pour exploiter des techniques de filtrage plus puis-
santes [13, 19, 2]. Une de ces extensions appele´e nFC2
[2] comporte un niveau de filtrage qui semble eˆtre un
bon compromis entre le couˆt de cette ope´ration et le
be´ne´fice qu’elle apporte dans la simplification de la re´-
solution. La complexite´ de nFC2 est e´galement borne´e
par O(S.mn) comme cela est indique´ dans [2]. Re´cem-
ment, [15] a propose´ une nouvelle borne qui conside`re
r la taille maximum des relations (tables) associe´es
aux contraintes. Il a e´te´ de´montre´ que la complexite´
temporelle de nFC2 est en O(S.rk), ou` k est la taille
de |C ′|, un recouvrement minimum de X. Pour rappel,
on dit que C ′ est un recouvrement minimum de X si
C ′ est recouvrement de X (C ′ ⊂ C et ∪ci∈C′ = X) et
il n’existe pas de recouvrement C ′′ tel que |C ′′| < |C ′|.
Ce re´sultat peut eˆtre e´tendu a` tout autre algorithme
qui maintient un niveau de filtrage au moins aussi puis-
sant que celui de nFC2. Par exemple, il est valable pour
nFCi (i ≥ 2) et MAC ([19]).
2.3 Me´thodes de re´solution base´es de´composition
La de´composition de re´seau de contraintes a e´te´ in-
troduite dans [6] avec le Tree-Clustering (TC). TC et
d’autres me´thodes base´es sur cette approche (voir [3])
reposent sur la notion de de´composition arborescente
de graphes. Ne´anmoins, e´tant donne´ un CSP n-aire, et
de ce fait un hypergraphe de contraintes, nous pouvons
continuer a` exploiter cette notion graˆce au graphe pri-
mal de ce dernier. Soit H = (X,C) un hypergraphe,
le graphe primal de H est le graphe G = (X,AC) avec
AC = {{x, y} ⊂ X : ∃ci ∈ C t.q. {x, y} ⊂ ci}. Ainsi,
e´tant donne´ un CSP, nous conside´rons son graphe pri-
mal pour de´finir une de´composition arborescente asso-
cie´e a` ce CSP.
De´finition 1 Une de´composition arborescente d’un




































X14 X15 X17 X19X13 X16 X18 X20
X8 X9 X10







X13 X15 X17 X18 X19 X20 X21 X22
X22 X26X25 X24 X27 X28
X11 X12 X13 X14 X15 X16 X17X10 X14 X16 X17 X18 X19 X20 X23 X24
Fig. 1 – Un hypergraphe et une de´composition arbo-
rescente optimale.
(I, F ) est un arbre avec un ensemble de nœuds I et
d’areˆtes F , et E = {Ei : i ∈ I} une famille de sous-
ensembles de X, telle que chaque sous-ensemble (ap-
pele´ cluster) Ei est un nœud de T et ve´rifie :
(i) ∪i∈IEi = X,
(ii) ∀{x, y} ∈ AC , ∃i ∈ I avec {x, y} ⊂ Ei, et
(iii) ∀i, j, k ∈ I, si k est sur le chemin entre i et j dans
T , alors Ei ∩ Ej ⊂ Ek.
La largeur w d’une de´composition arborescente
(E, T ) est e´gale a` maxi∈I |Ei| − 1. La largeur arbo-
rescente w∗ de G est la largeur minimale sur toutes
ses de´compositions arborescentes.
La figure 1 pre´sente un hypergraphe de contraintes
et une de´composition arborescente possible de cet hy-
pergraphe dont la largeur est minimum (w∗ = 7).
Dans [6], le Tree-Clustering (note´ ici TC-1989) a e´te´
de´fini initialement en utilisant un algorithme de com-
plexite´ temporelle polynomiale (MCS [20]) pour calcu-
ler la de´composition arborescente. Plus pre´cise´ment, la
me´thode se re´sume ainsi :
1. Calculer une de´composition arborescente du re´-
seau de contraintes
(a) Trianguler le graphe primal en utilisant MCS
(b) Identifier les clusters de variables (les cliques
maximales)
(c) Construire un arbre de clusters (arbre de
jointures)
2. Re´soudre les sous-proble`mes de´finis par les clus-
ters de variables
3. Re´soudre le proble`me acyclique re´sultant
La complexite´ de la premie`re e´tape est limite´e a`
O(n2). Cependant, nous n’avons aucune garantie sur
l’optimalite´ du parame`tre w. La complexite´ de la
deuxie`me e´tape est en O(S.mw+1). Ainsi, e´tant donne´
un re´seau de contraintes, plus la largeur de la de´-
composition est petite, plus cette complexite´ tempo-
relle est petite. Or, la largeur de la de´composition ar-
borescente calcule´e graˆce a` MCS peut eˆtre tre`s e´loi-
gne´e de l’optimum. En outre, trouver une de´com-
position arborescente optimale est un proble`me NP-
difficile. Nous faisons remarquer que dans [4] ou` TC-
1989 est appele´ Join Tree-Clustering, chaque sous-
proble`me est de´fini par l’ensemble des variables du
cluster et les contraintes dont les variables sont in-
cluses dans ce dernier. Ce qui assure une complexite´
en O(|C|.w.log(m).mw+1) pour la troisie`me e´tape. Fi-
nalement, le couˆt total de TC-1989 est en O(S.mw+1).
Quant a` la complexite´ en espace, celle-ci est lie´e a` la
sauvegarde des solutions des diffe´rents sous-proble`mes
qui vont conduire au nouveau proble`me acyclique. Elle
est en O(n.a.mw+1). Cependant, dans [4], Dechter sug-
ge`re de me´moriser uniquement une partie des solu-
tions, en fait leur projection sur les intersections entre
les clusters. De ce fait, la complexite´ en espace est li-
mite´e a` O(n.a.ms), ou` s est la taille maximum des
intersections entre les clusters.
De´fini initialement sur les CSPs binaires, TC-1989 a
e´te´ e´tendu depuis lors aux CSPs n-aires de diffe´rentes
manie`res [4]. Par ailleurs des ame´liorations de cette
me´thode ont e´te´ propose´es pour reme´dier a` certains de
ses inconve´nients (un espace me´moire requis trop im-
portant, re´solution comple`te des sous-proble`mes avant
le test de la consistance globale du CSP, valeur de w
qui peut eˆtre assez e´loigne´e de l’optimum). Cependant,
malgre´ ces ame´liorations, cette me´thode demeure peu
efficace en pratique. Par exemple, BTD [16] peut eˆtre
conside´re´e comme une approche efficace d’exploitation
de de´compositions arborescentes. Cette efficacite´ pra-
tique vient du fait que BTD utilise un algorithme e´nu-
me´ratif guide´ par un ordre sur les variables induit par
la de´composition arborescente. Cette approche e´vite
ge´ne´ralement la re´solution comple`te de tous les clus-
ters. Comme pour TC-1989, la complexite´ temporelle
de BTD est en O(S.mw+1) alors que celle en espace est
en O(n.a.ms). En outre, BTD conside`re une de´compo-
sition arborescente donne´e qui peut eˆtre obtenue graˆce
a` des algorithmes heuristiques ou exacts.
Alors que, TC-1989 peut eˆtre vue comme une me´-
thode oriente´e variables puisque les clusters sont de´fi-
nis par des ensembles de variables, [9] propose une nou-
velle me´thode qui conside`re des clusters de contraintes.
Cette approche est base´e sur la notion de de´composi-
tion hyperarborescente qui est une ge´ne´ralisation de la
de´composition arborescente.
De´finition 2 Etant donne´ un hypergraphe H =
(X,C), un hyperarbre de H est un triplet (T, χ, λ) ou`
T = (N,F ) est arbre enracine´, et χ et λ sont des fonc-
tions qui associent a` chaque sommet p ∈ N deux en-
sembles χ(p) ⊂ X et λ(p) ⊂ C. Si T ′ = (N ′, F ′) est un
sous-arbre de T , nous de´finissons χ(T ′) = ∪v∈N ′χ(v).
On note sommets(T ), l’ensemble N des sommets de
T , et racine(T ) la racine de T . En outre, quelque soit
p ∈ N , Tp est le sous-arbre de T enracine´ en p.
De´finition 3 Une de´composition hyperarborescente
de H est un hyperarbre HD = (T, χ, λ) de H qui sa-
tisfait les conditions suivantes :
(i) ∀c ∈ C,∃p ∈ sommets(T ) t.q. c ⊂ χ(p),
(ii) ∀x ∈ X, l’ensemble {p ∈ sommets(T ) : x ∈ χ(p)}
induit un sous-arbre (connexe) de T ,
(iii) ∀p ∈ sommets(T ), χ(p) ⊂ ∪c∈λ(p)c,
(iv) ∀p ∈ sommets(T ),∪c∈λ(p)c ∩ χ(Tp) ⊂ χ(p).
Une areˆte c ∈ C est fortement couverte dans HD
s’il existe p ∈ sommets(T ) tel que c ⊂ χ(p) et
c ∈ λ(p). Une de´composition hyperarborescente HD
est une de´composition comple`te de H si chaque areˆte
de H est fortement couverte dans HD.
La largeur h d’une de´composition hyperarborescente
HD = (T, χ, λ) est maxp∈sommets(T )|λ(p)|. La largeur
hyperarborescente h∗ de H est la largeur minimum sur
toutes ses de´compositions hyperarborescentes.
Nous remarquons que les hypergraphes acycliques
sont pre´cise´ment ceux ayant une largeur hyperarbo-
rescente e´gale a` 1. Pour la re´solution de CSP, nous
conside´rons uniquement des de´compositions hyperar-
borescentes comple`tes. La figure 2 pre´sente une de´com-
position hyperarborescente comple`te de l’hypergraphe
de la figure 1.
1E C7C6{ }
X10 X11 X12 X13 X14 X15 X16 X17 X18 X19 X20 X21 X22{ }
X27 X28X24{ }
C10{ }
X23 X24X14 X16 X17 X18 X19 X20{
C8{ }C5 }{




X22 X25 X26{ }
C9 }{
C3 C4{ }
X3 X5 X6 X7 X8{ }
X1 X2 X3 X4 X6{ }
C2C1{ }
}
Fig. 2 – Une de´composition hyperarborescente opti-
male (h∗ = 2).
La me´thode base´e sur cette notion de de´composition
hyperarborescente (note´e ici MHD-1999) a e´te´ e´gale-
ment propose´e dans [9]. Elle proce`de de la fac¸on sui-
vante :
1. Calculer une de´composition hyperarborescente du
CSP
2. Re´soudre chaque cluster par une jointure des re-
lations associe´es aux contraintes du cluster
3. Re´soudre le proble`me acyclique re´sultant
[9] pre´sente une e´valuation de la complexite´, en sup-
posant que la premie`re e´tape peut eˆtre re´alise´e en
O(|C|2h
∗
.n2) graˆce a` l’algorithme opt-k-decomp de´-
fini dans [8]. Pour cela, l’hypergraphe conside´re´ doit
avoir une largeur hyperarborescente borne´e par une
constante. L’algorithme opt-k-decomp est donc capable
de calculer une de´composition hyperarborescente op-
timale en un temps polynomial pour tout hypergraphe
dont la largeur hyperarborescente est borne´e par une
constante. Le couˆt de la re´solution des clusters dans
la deuxie`me e´tape est borne´ par O(S.rh). La com-
plexite´ en espace, en O(rh), est lie´e a` la taille des
relations re´sultant des jointures au sein des clusters.
L’inte´reˆt pratique de MHD-1999 n’a pas e´te´ claire-
ment e´tabli jusqu’a` pre´sent. Cela est probablement
duˆ au manque d’algorithmes efficaces pour calcu-
ler une de´composition hyperarborescente, mais e´gale-
ment a` l’espace me´moire (O(n.rh)) ne´cessaire dans la
deuxie`me e´tape. Ne´anmoins, d’un point de vue the´o-
rique, cette me´thode est clairement d’une tre`s grande
importance comme cela est de´montre´ dans la Hie´rar-
chie des Contraintes Traitables ([9]) (voir la figure 3).
Cette hie´rarchie donne une comparaison the´orique des
me´thodes les plus connues pour la re´solution de CSPs
par de´composition d’(hyper)graphes de contraintes.
Elle conside`re uniquement les me´thodes D qui pro-
ce`dent comme suit :
1. Reconnaˆıtre en un temps polynomial un CSP P
traitable (en ve´rifiant si sa largeur note´e D-width
par rapport a` la de´composition utilise´e par D est
borne´e par une constante)
2. Calculer en un temps polynomial une de´compo-
sition de P dont la largeur est infe´rieure a` cette
constante
3. Transformer en un temps polynomial P en un
CSP acyclique e´quivalent P ′.
4. Re´soudre P ′ en un temps polynomial (en
SD−width puisque D-width est borne´e par une
constante).
Ainsi, si on conside`re MHD-1999, D-width = h∗.
Tout CSP dont l’hypergraphe de contraintes a une lar-
geur hyperarborescente borne´e par une constante est
traitable (peut eˆtre re´solu en un temps polynomial)
par MHD-1999.
Formellement, soient D1 et D2 deux me´thodes de
re´solution base´es de´composition. On dit que D2 ge´-
ne´ralise fortement D1 (repre´sente´ par un arc (D1,D2)
dans la figure 3) si D2 ge´ne´ralise D1 (chaque proble`me
traitable parD1 est e´galement traitable parD2) et que
D2 bat D1 (il existe une classe de proble`mes traitables
par D2 et pas par D1).
Alors que MHD-1999 est au sommet de la hie´rarchie,












Fig. 3 – La hie´rarchie des Contraintes Traitables.
y figurer car cette me´thode ne garantit pas l’utilisation
d’une de´composition dont la largeur est borne´e par la
constante de la premie`re e´tape. En effet, la largeur de
la de´composition arborescente calcule´e par MCS peut
eˆtre tre`s e´loigne´e de l’optimum et ainsi de´passer cette
constante. Par ailleurs, il existe d’autres me´thodes de
re´solution base´es de´composition meilleures que MHD
(en termes de complexite´ de re´solution du CSP de´com-
pose´) : celle base´e sur la de´composition hyperarbores-
cente ge´ne´ralise´e (MGHD [10]) et celle base´e sur la de´-
composition hyperarborescente fractionnaire (MFHD
[12]). Malheureusement ces approches ne peuvent figu-
rer dans la hie´rarchie car il n’existe pas d’algorithmes
polynomiaux pour la reconnaissance des CSPs trai-
tables dans ce cas, et pour le calcul des de´compositions
correspondantes. Ainsi, MHD demeure au sommet de
la hie´rarchie. Enfin, [7] a re´cemment propose´ des outils
algorithmiques inte´ressants pour calculer efficacement
de bonnes approximations de de´compositions hyperar-
borescentes optimales.
3 De nouvelles me´thodes pour re´soudre
des CSPs de´compose´s
3.1 Re´solution VS De´compositions graphiques
En pratique, les me´thodes de re´solution base´es de´-
composition ne sont pas ve´ritablement utilise´es comme
cela est suppose´ dans la hie´rarchie. Ge´ne´ralement,
les deux premie`res e´tapes sont fusionne´es, le calcul
d’une de´composition dont la largeur est borne´e par
une constante permettant de conclure que la largeur
du proble`me P est borne´e par cette meˆme constante.
En plus, cette de´composition est calcule´e graˆce a` un
algorithme heuristique a` l’image de TC-1989 et non
par un algorithme exact trop couˆteux. En effet, de
ce point de vue pratique, les valeurs optimales de
w et h ne sont pas ne´cessaires voire meˆme totale-
ment inutiles [14]. Ensuite, les e´tapes 3 et 4 peuvent
eˆtre conside´re´es se´pare´ment comme dans TC-1989 et
MHD-1999, ou fusionne´es dans une unique e´tape a`
l’image de BTD. Ainsi, dans cet article, nous consi-
de´rons qu’une me´thode de re´solution base´e de´compo-
sition note´e DMDEC a pour entre´e un CSP P et une
de´composition graphique (note´e DEC ) de P . De`s lors,
la me´thode DM re´sout P en utilisant la de´composi-
tion graphique conside´re´e DEC. Par exemple, TC TD
est l’application de TC au CSP P en conside´rant
une de´composition arborescente optimale tandis que
TCMCS−TD travaille avec une de´composition arbo-
rescente calcule´e par MCS pour re´soudre P avec TC.
De ce fait, TCMCS−TD correspond a` TC-1989 alors
que TC TD est le TC re´fe´rence´ dans la hie´rarchie en
conside´rant une de´composition arborescente optimale.
Enfin,MHDHD correspond a` MHD-1999. Dans cet ar-
ticle, nous montrons l’inte´reˆt de ce type d’approche
par l’introduction de versions hybrides de me´thodes
DM ∈ {TC,MHD,BTD} et de de´compositions gra-
phiques de type de´composition arborescente (TD) ou
hyperarborescente (HD), optimales ou heuristiques.
Nous allons maintenant montrer comment des me´-
thodes comme TC ou BTD, base´es initialement sur des
de´compositions arborescentes, peuvent eˆtre e´tendues
pour utiliser des de´compositions hyperarborescentes,
et inversement comment MHD peut eˆtre restreintes
aux de´compositions arborescentes.
3.2 De HD a` TD
[15] donne une me´thode pour transformer une de´-
composition hyperarborescente en une arborescente.
En effet, e´tant donne´s un CSP P = (X,D,C,R) et
HD = (T, χ, λ) une de´composition hyperarborescente
de H = (X,C) de largeur h, (T, χ) ve´rifie toutes les
conditions requises pour eˆtre une de´composition ar-
borescente a` l’exception du fait qu’il peut exister un
cluster χ(p) qui soit contenu dans un autre χ(p′), avec
p, p′ ∈ sommets(T ). La de´finition suivante permet de
construire cette de´composition arborescente graˆce a` la
notion d’arbre de jointures d’un hypergraphe H [4] qui
est un arbre connexe dont les nœuds sont les hyper-
areˆtes de H telles que si un sommet x est dans deux
nœuds alors x est dans tous les nœuds sur la chaˆıne
reliant les deux nœuds.
De´finition 4 Etant donne´e une de´composition hy-
perarborescente HD = (T, χ, λ) de H = (X,C),
TD(HD) = (E, T ′) est de´finie par :
(i) E = {χ(p), p ∈ sommets(T )|∄p′ ∈
sommets(T ), χ(p) ( χ(p′)},
(ii) T ′ = (I ′, F ′) est un arbre de jointures de
l’hypergraphe (X,E).
Proprie´te´ 1 [15] TD(HD) est une de´composition ar-
borescente de H = (X,C).
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Fig. 4 – De´composition arborescente induite (a` partir
de la figure 2).
Dans la figure 4, nous avons une de´composition ar-
borescente qui n’est pas optimale (w = 12) et qui est
induite par la de´composition hyperarborescente opti-
male de la figure 2.
3.3 De TD a` (G)HD
Inversement, e´tant donne´e une de´composition arbo-
rescente TD = (E, T ) deH = (X,C), [15] propose une
manie`re de calculer une de´composition hyperarbores-
cente induite. Cette fois-ci, la construction n’est pas
imme´diate dans la mesure ou` recouvrir les diffe´rents
clusters ne suffit pas car la quatrie`me condition de
la de´finition de de´composition hyperarborescente n’est
pas force´ment ve´rifie´e. De ce fait, il faut trouver des
recouvrements des clusters satisfaisant cette condition
supple´mentaire. Ce qui peut eˆtre une taˆche assez ar-
due. Or, cette condition est pre´sente dans la de´finition
dans le seul but de s’assurer de l’existence d’un algo-
rithme permettant de calculer en un temps polynomial
une de´composition hyperarborescente dont la largeur
est borne´e par une constante si elle existe. Dans notre
cas, cet objectif est sans inte´reˆt. Nous avons de´ja` une
de´composition arborescente, et la meilleure de´compo-
sition hyperarborescente qu’elle induit est celle dont le
recouvrement des clusters est minimum. Aussi, nous
ne tiendrons plus compte de cette condition et allons
construire une de´composition arborescente ge´ne´ralise´e
(GHD [10]).
De´finition 5 [10] Une de´composition hyperarbores-
cente ge´ne´ralise´e de H est un hyperarbre HD =
(T, χ, λ) de H qui satisfait les conditions suivantes :
(i) ∀c ∈ C,∃p ∈ sommets(T ) t.q. c ⊂ χ(p),
(ii) ∀x ∈ X, l’ensemble {p ∈ sommets(T ) : x ∈ χ(p)}
induit un sous-arbre (connexe) de T ,
(iii) ∀p ∈ sommets(T ), χ(p) ⊂ ∪c∈λ(p)c,
La largeur gh d’une de´composition hyperar-
borescente ge´ne´ralise´e GHD = (T, χ, λ) est
maxp∈sommets(T )|λ(p)|. La largeur hyperarbores-
cente ge´ne´ralise´e gh∗ de H est la largeur minimum
sur toutes ses de´compositions hyperarborescentes
ge´ne´ralise´es.
Nous associons un recouvrement minimum λ(p) a`
chaque cluster Ep ∈ E avec p ∈ sommets(T ).
De´finition 6 Etant donne´e une de´composition
arborescente TD = (E, T ) de H = (X,C), nous
de´finissons GHD(TD) = (T, χ, λ) comme suit :
(i) E = χ,
(ii) λ = {recouvrement minimum de Ep dans C,∀p ∈
sommets(T )}.
Proprie´te´ 2 GHD(TD) est une de´composition hy-
perarborescente ge´ne´ralise´e de largeur k, la taille maxi-
mum de λ(p).
Ne´anmoins, cette de´composition hyperarborescente
ge´ne´ralise´e n’est pas ne´cessairement comple`te. Pour la
rendre comple`te, nous devons ajouter, pour toute areˆte
c qui n’est pas fortement couverte, un fils a` un nœud
p tel que c ⊂ Ep. Soit GHDc(TD) la de´composition
hyperarborescente ge´ne´ralise´e comple`te obtenue de la
sorte.
The´ore`me 1 GHD(TD) et GHDc(TD) ont la
meˆme largeur.
La de´composition hyperarborescente ge´ne´ralise´e in-
duite par la de´composition arborescente de la figure 1
est facilement obtenue, et sa largeur est 4, parce que la
taille maximum des λ(p) vaut 4 avec le nœud associe´
a` E6 ({C1, C2, C3, C4} est le recouvrement minimum).
En outre, si nous conside´rons gh∗, la largeur hy-
perarborescente ge´ne´ralise´e d’un hypergraphe donne´,
nous savons que gh∗ ≤ h∗ ≤ 3.gh∗+1 ([1]). Nous pou-
vons en de´duire l’existence d’une de´composition hy-
perarborescente HDc(TD) de largeur au plus 3.k+1.
3.4 De Nouvelles Me´thodes
Dore´navant, il est possible d’exploiter une de´com-
position hyperarborescente avec des me´thodes de type
TC ou BTD.
Auparavant, nous allons de´finir une nouvelle exten-
sion de TC (note´e TC-2009 ) plus approprie´e aux CSPs
avec des contraintes n-aires. Etant donne´s un CSP et
une de´composition arborescente TD = (E, T ), le sous-
proble`me associe´ au cluster Ei est de´fini, a` l’image de
TC-1989, par le meˆme ensemble de variables Ei. Mais
maintenant, l’ensemble des contraintes d’un cluster Ei
est CEi = {cj ∈ C : cj ∩ Ei 6= ∅}. Les relations as-
socie´es a` ces contraintes sont REi = {rj [cj ∩ Ei] :
cj ∈ CEi}. TC-2009 comporte e´galement 3 e´tapes.
La premie`re calcule une de´composition arborescente
du re´seau de contraintes, en utilisant un algorithme
de de´composition de (hyper)graphes alors que les
deux e´tapes suivantes restent identiques. Ainsi, cette
premie`re e´tape est maintenant parame´tre´e par une
de´composition graphique quelconque DEC. Si nous
conside´rons une de´composition hyperarborescente op-
timale, nous de´finissons TC-2009HD, qui exe´cute TC
sur une de´composition arborescente TD(HD) induite
par HD et en conside´rant comme sous-proble`mes, les
clusters de variables et les contraintes dont l’ensemble
des variables intersecte les clusters. De meˆme, nous
pouvons de´finir une large collection de me´thodes a`
l’instar de TC-2009TD (TC base´e sur une TD opti-
male), TC-2009MCS(TD) (TC base´e sur une TD cal-
cule´e par MCS), BTDHD (BTD base´e sur une HD
optimale), BTDTD (BTD base´e sur une TD opti-
male), BTDHMIN(HD) (BTD base´e sur une HD cal-
cule´e graˆce a` une heuristique), BTDHMIN(TD) (BTD
base´e sur une TD calcule´e graˆce a` une heuristique),
BTDHMIN(TD)+HMAX(HD) (BTD base´e sur une TD
optimale dont le nombre de contraintes dans les clus-
ters a e´te´ maximise´ graˆce a` une heuristique), etc.
Supposons que la largeur de de´composition hyperar-
borescente soit h dans le cadre de l’analyse de la com-
plexite´ de TC-2009HD. Chaque sous-proble`me (clus-
ter) est re´solu inde´pendamment (e´tape 2) en utilisant
un algorithme de type nFC2. Graˆce aux re´sultats pre´-
sente´s dans [15], le couˆt de la re´solution d’un cluster
Ei est maintenant en O(Si.r
ki), ou` Si est la taille du
sous-proble`me associe´ a` Ei, et ki = k(Ei,CEi ) (i.e. le
parame`tre associe´ au recouvrement minimum de Ei).
Il faut noter que la taille de l’ensemble de solutions
dans Ei est borne´e par O(r
ki). De ce fait, le couˆt total
pour la re´solution du CSP de´compose´ dans sa totalite´
est O(S.rk) ou` k = max{ki : i ∈ I}. En plus, nous
avons k ≤ h. Nous pouvons donc e´tablir que :
The´ore`me 2 La complexite´ en temps de TC-2009HD
et de BTDHD est en O(S.r
h).
Ce re´sultat donne une pre´sentation plus pre´cise de
la Hie´rarchie des Contraintes Traitables puisque TC-
2009HD et BTDHD sont au meˆme niveau (sommet)
dans la hie´rarchie. Cela de´montre que TC-2009HD
est au moins aussi performante que MHD-1999. Plus
pre´cise´ment, la complexite´ temporelle de TC-2009HD
et donc celle de BTDHD sont identiques a` celle de
MHD-1999. Une autre conse´quence de ce re´sultat est
que nous disposons d’une nouvelle imple´mentation de
MHD avec BTDHD qui he´rite de la meˆme complexite´
en temps que MHD tout en limitant drastiquement la
complexite´ en espace. Ainsi, cette approche peut po-
tentiellement be´ne´ficier d’une certaine efficacite´ pra-
tique.
4 Expe´rimentations
Dans cette section, nous allons pre´senter les expe´-
rimentations qui ont e´te´ mene´es pour e´valuer l’inte´-
FC BTDHMIN(TD)+HMAX(HD) BTDHMIN(TD) BTDHMIN(HD)
CSP temps temps w temps w temps1 temps2 w h
geo-1 18,01 14,19 26 18,03 19 MO 8,99 19 10
geo-9 10,40 19,00 26 5,46 18 TO 5,27 18 10
geo-12 14,18 17,50 31 17,68 22 MO 28,66 23 12
geo-19 17,04 30,64 23 170,28 18 TO 159,80 18 10
geo-41 11,46 11,12 24 8,03 19 12,93 8,09 19 10
geo-47 0 23,03 18 56,52 16 46,58 0,73 17 9
geo-52 10,96 10,91 31 7,51 19 8,70 7,44 19 10
geo-55 0,87 7,08 24 3,98 19 76,35 3,87 19 10
geo-57 5,61 6,69 26 6,19 23 4,68 6,16 23 12
geo-62 5,62 5,78 24 8,70 22 TO 11,93 20 11
geo-70 10,30 10,45 36 14,18 21 TO 13,96 21 11
geo-73 2,03 5,11 29 34,61 20 TO 8,17 21 11
geo-75 0,05 52,32 24 2,44 19 69,59 0,66 19 10
geo-86 12,81 13,50 27 15,97 23 TO 15,67 23 12
geo-94 16,82 14,40 27 18,68 18 TO 23,25 19 10
ren-3 TO 11,15 12 10,67 10 42,34 20,56 12 3
ren-6 TO 3,75 13 3,71 10 1279,55 2,70 13 3
ren-12 TO 11,85 12 11,64 10 134,24 10,49 10 3
ren-16 TO 10,36 12 6,04 10 3,65 6,43 13 3
ren-17 TO 5,42 12 9,59 10 145,06 3,41 11 3
ren-18 TO 12,09 11 12,23 11 39,34 10,46 12 3
ren-19 TO 12,07 11 7,74 9 49,25 16,36 11 3
ren-23 TO 2,81 11 12,87 9 28,82 3,79 12 4
ren-24 TO 8,05 14 7,97 11 35,01 7,63 12 4
ren-30 TO 9,81 13 3,80 10 202,05 8,25 11 3
ren-35 TO 12,28 12 7,32 10 57,33 13,19 11 3
ren-36 TO 1,78 13 3,80 11 225,76 4,88 13 4
ren-37 TO 17,01 15 13,68 12 13,64 21,16 14 4
ren-39 TO 35,55 16 13,45 12 746,24 1,79 12 5
ren-40 TO 8,60 14 5,86 11 65,55 9,01 12 4
ren-42 TO 3,44 15 2,48 12 TO 2,50 12 3
ren-47 TO 21,31 14 53,71 12 324,20 80,25 12 5
Tab. 1 – Temps de re´solution (en s) des me´thodes FC, BTDHMIN(TD)+HMAX(HD), BTDHMIN(TD) et
BTDHMIN(HD), et parame`tres des de´compositions sur les instances des classes modifiedRenault (111 variables)
et geom (50 variables) issues des benchmarks de la compe´tition CPAI08.
reˆt pratique des me´thodes que nous venons de de´finir.
Les instances CSP que nous avons conside´re´es sont is-
sues de la compe´tition CPAI08 (http ://www.cril.univ-
artois.fr/CPAI08/).
Les imple´mentations existantes de TC et MHD ne
permettent pas de re´soudre ces instances a` cause de
l’espace me´moire trop important qu’elles requie`rent ou
du temps beaucoup trop long qu’elles mettent pour re´-
soudre se´pare´ment les sous-proble`mes d’une de´compo-
sition. Ainsi, nous avons utilise´ BTD qui a de´ja` montre´
son efficacite´ sur des CSPs structure´s.
Par ailleurs, calculer une de´composition (hy-
per)arborescente optimale est un proble`me NP-
difficile. La dure´e d’exe´cution des techniques exactes
est trop importantes (voir [14]). En plus, il n’existe
aucune garantie sur l’efficacite´ pratique de l’utilisa-
tion de ces de´compositions. De ce fait, nous pre´fe´-
rons des heuristiques avec une meilleure complexite´
temporelle pour calculer nos de´compositions. Donc,
nous ne conside´rerons ni BTDHD, ni BTDTD. Dans
un premier temps, nous avons teste´ BTDHMIN(HD)
et BTDHMIN(TD). Nous de´finissons BTDHMIN(HD)
comme une extension de BTD qui ge`re les contraintes
de manie`re analogue a` MHD. Ainsi, lors de la re´so-
lution d’un cluster, seules les contraintes donne´es par
la HD sont prises en compte. En outre, pour calcu-
ler les HD, nous avons utilise´ les heuristiques Bu-
cket Elimination for Hypertree [7] et det-k-decomp [11]
dont les imple´mentations sont disponibles sur internet
(www.dbai.tuwien.ac.at/proj/hypertree/). Dans [11],
elles sont e´value´es comme les meilleures techniques
pour calculer les HD. Dans BTDHMIN(TD), les TD
sont calcule´es graˆce a` l’algorithme de triangulation
Minfill qui est bien connu pour ses excellents re´sultats.
Les expe´rimentations ont e´te´ conduites sur un PC
dote´ d’un Pentium IV de 3,2GHz et de 1Go de RAM,
avec un syste`me d’exploitation Linux. Pour chaque
proble`me, la dure´e limite de re´solution est borne´e a`
1800s. Au-dela`, le proble`me est conside´re´ comme non
re´solu et cela est symbolise´ par TO. Les re´sultats que
nous pre´sentons portent sur les instances des classes
modifiedRenault et geom. Dans le tableau 1, les re´-
sultats de la version classique de BTDHMIN(TD) sont
reporte´s dans la colonne temps1.
Comme nous nous y attendions, BTDHMIN(HD)
a des performances tre`s pauvres. Elle e´choue dans
la re´solution de beaucoup d’instances (TO ou l’es-
pace me´moire requis de´passe 1GB, ceci e´tant sym-
bolise´ par MO). Sa dure´e d’exe´cution moyenne de´-
passe 248s. En effet, les sous-proble`mes dans une
HD sont tre`s difficiles a` re´soudre a` cause du
nombre restreint de contraintes conside´re´es. Ce pe-
tit nombre de contraintes affaiblit la puissance des
techniques de filtrage qui contribuent grandement a`
l’efficacite´ de l’e´nume´ration dans ces sous-proble`mes.
BTDHMIN(TD) se comporte largement mieux graˆce a`
un nombre beaucoup plus grand de contraintes dans
les clusters qui deviennent plus faciles a` re´soudre. Elle
re´ussit a` re´soudre toutes les instances avec une dure´e
moyenne de 6,67s.
Pour confirmer cette observation, nous avons
essaye´ de mettre en lumie`re l’impact du nombre de
contraintes dans les clusters des TD. Ainsi, nous avons
conside´re´ les me´thodes BTDHMIN(TD)+HMIN(HD)
et BTDHMIN(TD)+HMAX(HD). Dans
BTDHMIN(TD)+HMIN(HD), nous avons utilise´
Minfill et MCS pour calculer deux TD et nous
choisissons ensuite celle qui minimise le nombre
maximum de contraintes dans les clusters, tandis que
dans BTDHMIN(TD)+HMAX(HD), nous choisissons
celle qui maximise ce nombre.
Nous observons que BTDHMIN(TD)+HMIN(HD)
et BTDHMIN(TD) obtiennent les meˆmes re´-
sultats rassemble´s dans la meˆme colonne.
BTDHMIN(TD)+HMAX(HD) donne les meilleurs
re´sultats puisque les clusters tre`s contraints sont plus
facile a` re´soudre. Sa dure´e de re´solution moyenne est
5,42s. En outre, les performances de BTDHMIN(HD)
sont drastiquement ame´liore´es si on prend en compte
toutes les contraintes possibles (dans la colonne
temps2) a` l’image de BTDHMIN(TD), tandis que
les bornes de complexite´ the´orique sont pre´serve´es.
Ne´anmoins, ces re´sultats restent en dessous de ceux
de la me´thode BTDHMIN(TD)+HMAX(HD). En effet,
la dure´e moyenne de re´solution de cette approche est
de 6,05s.
Il faut pre´ciser que FC, tout seul, e´choue dans la re´-
solution de pre`s de la totalite´ des instances de la classe
modifiedRenault, qui ont de bonnes proprie´te´s topo-
logiques (w est en moyenne infe´rieur a` n/10). Alors
que, ces re´sultats dans la classe geom sont meilleurs
par rapport a` ceux des me´thodes de re´solution base´es
de´composition car la taille de ces proble`mes est plus
petite et la qualite´ de leur proprie´te´s topologiques est
assez faible (w est en moyenne tre`s proche de n/2).
En re´sume´, nous avons note´ premie`rement que cal-
culer une TD avec une petite largeur est plus inte´-
ressant en pratique (pour la re´solution) que le cal-
cul d’une bonne HD. En effet, cette TD donnent
de meilleurs re´sultats en pratique, de meˆme que des
bornes de complexite´ de qualite´ par rapport a` la taille
des clusters et de leur recouvrement minimum. En
outre, ses clusters peuvent eˆtre re´solus plus facilement
quand ils contiennent plus de contraintes. Cela est jus-
tifie´ par le fait que plus un proble`me est contraint, plus
il est facile a` re´soudre (ce qui peut eˆtre de´montre´ ai-
se´ment graˆce a` des arguments probabilistes).
5 Discussion et Conclusion
Nous avons propose´ de nouvelles approches base´es
sur la combinaison de me´thodes de de´composition de
CSPs. Plus pre´cise´ment, nous avons introduit deux
me´thodes optimales, TC-2009HD et BTD-2009HD,
qui exploitent la de´composition hyperarborescente et
TC ou BTD pour re´soudre des re´seaux de contraintes.
Cette approche permet d’avoir de meilleures bornes
de complexite´ tout en he´ritant de l’efficacite´ pra-
tique des me´thodes e´nume´ratives telles que nFC2, une
des techniques les plus performantes dans la re´solu-
tion de CSP. Ensuite, nous avons enrichi la hie´rar-
chie des Contraintes Traitables en mettant a` jour le
sommet de la hie´rarchie ou` nous retrouvons de´sormais
les me´thodes TC-2009HD et BTD-2009HD. Finale-
ment, nous avons obtenu des re´sultats expe´rimentaux
qui montrent l’inte´reˆt pratique de notre approche.
Ce travail constitue une extension des re´sultats pre´-
sente´s dans [15]. D’une part, nous montrons, pour les
me´thodes de re´solution base´es sur la de´composition de
re´seaux, l’utilite´ d’une diffe´renciation de la phase de
de´composition et de la phase de re´solution. Cette dis-
tinction nous permet de de´finir une plus large palette
de me´thodes via des hybridations entre les techniques
existantes, et elle fournit e´galement une meilleure lec-
ture de la Hie´rarchie des Contraintes Traitables, tout
en la comple´tant. De plus, nous montrons expe´rimen-
talement comment il est possible d’exploiter ces me´-
thodes hybrides. En particulier, ce travail propose des
pistes nouvelles pour le choix des de´compositions de
re´seaux et pour celui des me´thodes de re´solution qui
permettront de les exploiter au mieux.
Nos re´sultats diffe`rent de celui de [4] (the´ore`me 7.28,
page 231). Dans cet article, Dechter propose la re´solu-
tion d’une de´composition arborescente de CSP en rhw
ou` hw est obtenu en faisant la somme du nombre de
contraintes inclues dans chaque cluster et du nombre
de variables du cluster qui ne sont pas couvertes par
ces contraintes, puis en prenant le maximum de ces va-
leurs sur tous les clusters. Pour TC-2009HD et BTD-
2009HD, la complexite´ en temps est limite´e a` r
h (ou` h
est la largeur hyperarborescente ge´ne´ralise´e induite).
De ce point de vue, notre re´sultat est meilleur.
Nos re´sultats diffe`rent e´galement de ceux de [5] qui
de´montrent de manie`re empirique que la borne four-
nie par la largeur arborescente est souvent meilleure
que celle de la largeur hyperarborescente dans les re´-
seaux de contraintes probabilistes ou de´terministes.
Dans le rapport technique constituant une extension
de cet article, il est dit que l’approche And/Or Search
Graph garantit une borne de complexite´ temporelle
qui de´pend de la largeur d’une de´composition hyper-
arborescente donne´e. Mais, cette me´thode ne consi-
de`re qu’une sous classe des de´compositions hyperarbo-
rescentes possibles. Cela veut dire que sa complexite´
est moins forte que celle de MHD, alors que celle
deTC-2009HD et BTD-2009HD de´pendent de la lar-
geur d’une de´composition hyperarborescente ge´ne´rali-
se´e. Donc, la complexite´ de ces dernie`res est au moins
e´quivalente a` celle de MHD.
Une poursuite naturelle de ce travail pourrait eˆtre
l’e´tude de de´compositions graphiques qui combinent
l’optimisation des parame`tres w (qui serait minimise´)
et h (qui serait maximise´). Par ailleurs, il semble natu-
rel d’e´tendre cette analyse au COP (optimisation sous
contraintes) ou aux mode`les graphiques probabilistes
comme dans [5] (et [17]).
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