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ABSTRACT 
The non-healthy lifestyle of the people in developed 
countries is one of the reasons for higher amounts of 
atherosclerosis and diabetes type 2, which are related to a 
metabolic syndrome. This paper proposes an intelligent 
system for the early, unobtrusive detection of metabolic 
syndrome in order to support sustainable environments for 
today’s and tomorrow’s generations. An implementation of 
Fuzzy ARTMAP Neural Network for diagnosis of 
Metabolic Syndrome is presented. It allows classifying 1H 
NMR serum spectra into five classes, from healthy person 
to person with Metabolic Syndrome. Using “Voting 
strategy” it gains an ability to classify samples with a 
confidence value. 
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INTRODUCTION 
The main purpose of this paper was to implement the Fuzzy 
ARTMAP neural networks in ANSI C to have a tool for 
classifying individuals into five classes, from healthy 
individuals to patients with metabolic syndrome (MetS). 
MetS is a combination of medical disorders that increase 
one's risk for diabetes (type 2) or cardiovascular disease, 
such as atherosclerosis. Because of unhealthy way of living 
it affects a large number of people in industrially developed 
countries. In some studies, the prevalence in the USA is 
calculated as being up to 25% of the population. The 
presence of a metabolic syndrome relates to particular 
changes in the lipoprotein subclass profile, but the current 
clinical assessment methodology cannot take this properly 
into account [1, 2].  
The solution may be 1H NMR (Proton Nuclear Magnetic 
Resonance) spectroscopy, which allows fast measurement 
of lipoprotein profile directly from blood or urine serum. 
The literature review has revealed measurement methods, 
however none of them uses probability approach to show 
the confidence value of the classification for each sample. 
Probability approach is performed with Fuzzy ARTMAP 
neural networks (FAM) using Voting strategy. FAMs are 
classification neural networks, which use supervised 
learning. In comparison to other types of neural networks 
(NN) FAMs have an ability of quick learning with reduced 
set of measurements, they need less computational power 
and have an ability of quick learning of rare events [3]. 
Using Fuzzy Artmap neural networks we have classified a 
large dataset of simulated 1H NMR spectra of serum. 
Dataset was built on the basis of experimental data of 
lipoprotein subclasses. It contains the typical spectra of 5 
classes, from normolipidemic (healthy) individuals through 
middle classes to MetS individuals [4]. 
THEORETICAL BACKGROUND 
The problem of Metabolic Syndrome 
Metabolic syndrome (MetS) is combination of medical 
disorders, which lead to increased risk for diabetes (type 2) 
or cardiovascular disease, such as atherosclerosis. These are 
the related facts: 
• around one quarter of adults have MetS; 
• people with MetS have twice bigger risk of heart 
attack and three times bigger risk of death by heart 
attack in comparison to people without MetS; 
• 80% of 200 millions of people with diabetes will 
die from cardiovascular disease [1, 5]. 
By the current clinical diagnostics an individual has MetS, 
if he/she has: 
• central obesity (defined as waist circumference):  
o larger than 88 cm for women and 102 cm 
for men in USA [2],  
o larger than 80 cm for women and 90 cm 
for men for the rest of the world; 
• raised plasma fasting glucose:  
o 100 mg/dl or more;  
• increased level of triglycerids: 
o 150 mg/dl or more; 
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• decreased level of HDL: 
o less than 40 mg/dl for men and 50 mg/dl 
for women; 
• raised blood pressure: 
o systolic – more than 130 mm Hg, 
o diastolic – more than 85 mm Hg . 
Atherosclerosis is a diffuse systemic disease that is 
characterized by the local build-up of lipid-rich plaques 
within the walls of large arteries (Fig. 1).  
 
 
Figure 1: Atherosclerotic vessel [6] 
If the plaque is eroded or ruptured and thrombus is created, 
event is denominated atherothrombosis. If a thrombus gets 
to coronary artery, blood flow to the heart is suddenly 
decreased and event is called Acute Coronary Syndrome 
(ACS). The symptoms are: 
• pain in the chest, 
• sweating, 
• nausea, 
• vomiting.  
However, in rare cases there is no symptom [8]. 
A common practice for assessing the risk of an individual 
for atherosclerosis is to measure the lipoprotein lipids in 
blood plasma or serum:  
• high levels of low-density lipoprotein (LDL), 
known as “bad cholesterol”, 
• low levels of high-density lipoprotein (HDL), 
known as “good cholesterol” [7]. 
Recent researches show that all 11 lipoprotein subclasses 
are characteristically connected with MetS and risk of 
atherosclerosis, thus we have to measure all of them. This is 
possible using 1H NMR and Fuzzy ARTMAP neural 
networks, implementation of which was the goal of this 
paper. 
METHODS 
The Fuzzy ARTMAP algorithm 
In this study the FAM is implemented. As any other neural 
network, it starts with learning/training, where the neural 
network adapts its weights, and continues with testing, 
where classification is done based on previous learning. If 
we compare predicted classes with real ones, the procedure 
is called evaluation.  
ARTMAP is a class of neural networks, which allows 
supervised learning of categories (classes) and making of 
multidimensional maps as a response to input vectors 
(measurements) in an arbitrary order [3, 9]. Supervised 
learning means that we provide the real class with each 
measurement for learning. However, for testing a neural 
network must predict classes by itself. 
The original ARTMAP [10] is built on the basis of Adaptive 
Resonance Theory (ART) and is limited to classification of 
binary vectors. As an ARTMAP’s improvement, Fuzzy 
ARTMAP includes fuzzy logic and the input vectors have 
components between 0 and 1. 
Basic ARTMAP (Fig. 2) includes two ART1 neural 
networks [11], which use the rules of fuzzy-set theory. 
Between them there is a map field, which is a map of 
connections between inputs and targets. It is made during 
training and used for testing.  
ART1 A ART1 B 
M
ap field 
v c  
Figure 2: ARTMAP 
Fuzzy Art A Fuzzy Art B 
v c 
M
ap field 
 
Figure 3: Fuzzy ARTMAP (FAM) 
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Fuzzy ARTMAP (Fig. 3) as an improvement of ARTMAP 
consists of two Fuzzy ART [12] networks instead of ART1 
networks. 
EXPERIMENTS 
Testing of the application was done using the following 
steps: 
• from the database of simulated inputs we took the 
desired type of inputs and number of inputs 
• half of the inputs were used for training and the 
other half for testing 
• testing was performed using different inputs than 
training in order to test the robustness of the 
classification. 
Components of input vector were coefficients, which 
describe the contribution of individual lipoprotein 
subclasses for the construction of the lipoplasma. An 
example is the input vector Vtrain, which was built from 
components of the second and third column of Table 1. 
Table 1: Relative contributions of lipoprotein subclasses 
spectra to the spectrum of lipoplasma [4] 
Lipoprotein subclass H (%) MetS (%) 
VLDL1 6.0 15.0 
VLDL2 6.0 15.0 
IDL 3.0 10.0 
LDL1 20.0 5.0 
LDL2 13.3 16.7 
LDL3 6.7 8.3 
HDL2b 17.5 5.0 
HDL2a 17.5 5.0 
HDL3a 2.0 4.0 
HDL3b 4.0 8.0 
HDL3c 4.0 8.0 
Classes from H to MetS are numerated from 1 to 5, so for 
the second column we get Ctrain=1 and for the third column 
we get Ctrain=5. The dimensions of the vector are 11. 
RESULTS 
Table 2 shows typical results of the classification of 100 
measurements and 50 repetitions of the voting strategy. We 
show only 10 measurements as part of it.  
Classification was very successful, because the smallest 
percentage was 94%. Label “Row” denotes the number of 
the measurement and “Pr. C1” to “Pr. C5” denote predicted 
classes from H to Mets. 
Table 2: Results of classification of each measurement (row) in 
percent for 10 measurements: 
     Pr.C1: Pr.C2: Pr.C3: Pr.C4: Pr.C5: 
Row 1: 100.0% 0.0% 0.0% 0.0% 0.0% 
Row 2: 0.0% 0.0% 100.0% 0.0% 0.0% 
Row 3: 98.0% 2.0% 0.0% 0.0% 0.0% 
Row 4: 0.0% 0.0% 0.0% 100.0% 0.0% 
Row 5: 0.0% 0.0% 0.0% 0.0% 100.0% 
Row 6: 98.0% 2.0% 0.0% 0.0% 0.0% 
Row 7: 0.0% 0.0% 100.0 0.0% 0.0% 
Row 8: 0.0% 0.0% 0.0% 100.0% 0.0% 
Row 9: 0.0% 0.0% 0.0% 0.0% 100.0% 
Row 10:100.0% 0.0% 0.0% 0.0% 0.0% 
 
Table 3 shows the content of the output file for 1250 
measurements and 50 repetitions of the voting strategy. 
Input parameters are: 
• vigbase – ρBASE 
• vigb – ρb 
• lra – βA 
• lrb – βB 
• alfa – α 
• new parameter: 
o viga – ρa 
The result is the classification accuracy of 94% which is a 
high accuracy. 
 
Table 3: Results in output file 
Input parameters: 
vigbase 0.000000 
vigb 0.999900 
lra 0.100000 
lrb 1.000000 
alfa 0.001000 
 
New parameter: 
viga 0.937952 
 
Results: 
23
Correctly classified measurements: 
94.0% 
Table 4 shows the confusion matrix for the described 
example, from which we can observe the percentage rate of 
classification of real classes (Real C1 – Real C5) into 
predicted classes (Pr. C1 – Pr. C5). Note that the largest 
numbers should be on the diagonal. 
In the described example this is true. Confusions occur only 
for neighbour classes, and that is interpreted as if 
classification is very good. 
Table 4: Confusion matrix 
   Pr. 
C1 
  Pr. 
C2 
  Pr. 
C3 
  Pr. C4   Pr. 
C5 
Real 
C1 
98,3% 1,7% 0,0% 0,0% 0,0% 
Real 
C2 
7,3% 91,9% 0,8% 0,0% 0,0% 
Real 
C3 
0,0% 0,0% 99,1% 0,9%
  
0,0% 
Real 
C4 
0,0% 0,0% 0,0% 92,1%
  
7,9% 
Real 
C5 
0,0% 0,0% 0,0% 0,0% 90,0% 
 
Figure 4 shows a confusion matrix visualized by a 3D 
graph, where one axis represent real classes, another 
represent predicted classes and the altitude of 3D blocks 
represent percentage of each classification. 
Figure 5 shows confusion matrix, represented with 
projection of altitude of blocks. Different altitudes are 
marked with different colours. 
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Figure 4: Confusion matrix, represented with 3D blocks 
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Figure 5: Confusion matrix, represented with projection of 
altitude of blocks 
CONCLUSION 
The study of this paper offers a great advantage in 
comparison with current clinical diagnostics for MetS. 
Current clinical diagnostics measures levels of HDL as a 
»good cholesterol carrier« and LDL as a »bad cholesterol 
carrier«. Our work deals with all 11 lipoprotein subclasses, 
which is much more precise according to the latest research 
in the field of metabonomics. This is possible with 1H NMR 
spectroscopy with help of our programming tool, which 
will classify 1H NMR serum spectra into 5 classes, from H 
to MetS. Our project is the first stage of complete NMR 
procedures for diagnostics of MetS and its progressions. 
All the goals of this paper were achieved or even exceeded. 
As a goal we had the implementation of Fuzzy ARTMAP 
neural networks in the C/C++ programming language. 
However at the end we chose the standard ANSI C 
language. The advantage of such choice is that we can 
compile program code with any compiler for any operating 
system on any personal or even embedded computer, such 
as a DSP. 
Our implementation in ANSI C has many advantages in 
comparison to the implementation in Matlab such as 
modularity, options of including into different programs, 
and in price, because some good development tools for C 
programming language are for free. 
We improved our algorithm in comparison to basic Fuzzy 
ARTMAP, and now it can automatically choose the highest 
vigilance parameter, which makes sure that every 
measurement is classified into a known class. 
Very important is the unique ability of the algorithm to tell 
the confidence value of the classified example. For this 
purpose the “Voting strategy” is used.  
Results show that the developed programming tools are 
appropriate for this assignment. Proofs for this are the high 
values of classification accuracy and good confusion 
matrices. 
The presented algorithm can be used for various domains. 
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For future work the real 1H NMR spectra could be 
classified, which was not possible in the time of this study. 
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