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Abstract
In this article we classify all positive ﬁnite energy solutions of the equation −u= u
n
n−2
|y| in Rn
where Rn=Rk ×Rn−k, n> k2 and a point x ∈ Rn is denoted as x= (y, z) ∈ Rk ×Rn−k . As
a consequence we obtain the best constant and extremals of a related Hardy–Sobolev inequality.
© 2005 Elsevier Inc. All rights reserved.
1. Introduction
In this article we classify all the solutions of
−u = u
n
n−2
|y| in R
n,
u > 0,
u ∈ D1,2(Rn),
⎫⎪⎬
⎪⎭ (1.1)
where Rn = Rk × Rn−k, k2, n3 and a point x ∈ Rn is denoted as x = (y, z) ∈
Rk × Rn−k .
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This is the limiting problem of a certain noncompact p.d.e. in Rn, which, in case
n = 3, comes from an astrophysics model (see [3]). In [3], it was proved that (1.1) is
the Euler equation associated to some Hardy–Sobolev inequality.
1.1. Hardy–Sobolev inequalities [3]
Let n3, 2kn, Rn = Rk × Rn−k, x = (y, z) ∈ Rk × Rn−k .
Let 0s < 2, and 2∗(s) := 2(n−s)
n−2 .
Then there exists a (optimal) constant S = Ss,n,k > 0 such that
S
(∫
Rn
|u|2∗(s)
|y|s
) 2
2∗(s)

∫
Rn
|∇u|2 ∀ u ∈ D1,2(Rn). (1.2)
Furthermore, the best constant in (1.2) is achieved.
If s = 2, (1.2) still holds true (see [3, Remark 2.3]) if 2 < kn, thus providing an
extension of the classical Hardy inequality (which is known not to possess extremal
functions).
The limiting case s = 0 corresponds to the classical Sobolev inequality. It has been
exhaustively studied by Aubin [1] and Talenti [20] who computed exactly the best
constant
S0,n = n(n − 2)
(
( n2 )(
n
2 + 1)n−1
(n + 1)
) 2
n
and proved existence of extremal functions, exhibiting them explicitly.
In the more general case 0s < 2 (but k = n ) the best constant has been computed
in [9] and extremal functions have been identiﬁed by Lieb [15]: they are given, up to
dilations and translations by
U(x) = 1
(1 + |x|2−s) n−22−s
.
More general inequalities of type (1.2), still in case k = n, have been considered by
Caffarelli–Kohn–Nirenberg [5]:
if 0a < n−22 , ab < a + 1, p = 2nn−2+2(b−a) , then
(∫
Rn
|u|p
|x|bp
) 2
p
Ca,b
∫
Rn
|x|−2a|∇u|2 ∀ u ∈ C∞0 (Rn).
Also here, positive solutions of the associated Euler equation (on a properly weighted
Sobolev space) turn out to be radially symmetric (see [7]) and they can be explicitly
computed just solving an ODE (see [6]). They turn out to be of the same form as in
the case a = 0.
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When k < n, extremals cannot be anymore radially symmetric and they cannot be
searched among solutions of an ODE. Cylindrical symmetry of minimizers has been
proved in [16], by symmetrizations arguments applied to a related Hardy–Littlewood–
Sobolev inequality (see also [19]).
Here we prove ﬁrst, using moving planes techniques, that all the solutions of (1.1)
(and infact of the more general Euler equation associated to (1.2)) are cylindrically
symmetric. Thanks to these symmetries, (1.1) reduces to an elliptic equation in the
positive cone in R2 which eventually leads to a complete identiﬁcation of all the
solutions of (1.1):
Theorem 1.1. Let u0 be the function given by
u0(x) = u0(y, z) = cn,k
(
(1 + |y|)2 + |z|2
)− n−22
,
where cn,k = {(n− 2)(k − 1)} n−22 . Then u is a solution of (1.1) if and only if u(y, z) =

n−2
2 u0(y, z + z0) for some  > 0 and z0 ∈ Rn−k .
The identiﬁcation of the solutions of the elliptic equation on the positive cone is
based on a mysterious identity which goes back to the work of Jerison and Lee [13]
on the CR-Yamabe problem. More precisely, it is related to the identiﬁcation of the
extremals for the Sobolev inequality on the Heisenberg group [14].
Actually, we follow closely the approach by Garofalo–Vassilev [8] in the search of
entire solutions of Yamabe-type equations on more general groups of Heisenberg type.
However, a peculiar difﬁculty here is that the solutions of our equation are not smooth,
and then appropriate estimates up to second-order derivatives have to be obtained
directly.
We also remark that, while symmetry properties and required estimates hold true for
the Euler equation associated to more general inequalities (1.2), we did not succeeded
in getting an efﬁcient Jerison–Lee type identity in the general case, and this is why
a classiﬁcation of solutions is missing if, in (1.2), s = 1. Similar difﬁculties are
encountered in dealing with Grushin type operators: −x − ( + 1)2|x|2y, (x, y) ∈
Rm × Rk with critical nonlinearity (see [4] for a related sharp Sobolev inequality and
identiﬁcation of extremals in case  = 1).
As noticed in [18], the Heisenberg sublaplacian is in fact a Grushin operator with
 = 1, m an even integer and k = 1 (the work of Garofalo–Vassiliev actually deals
with more general values of m and k) and identiﬁcation of solutions is available only
in case  = 1.
As a simple consequence of the above theorem, we have
Theorem 1.2. Let s = 1. Then the best constant S in the Hardy–Sobolev inequality
(1.2) is given by
S =
{
2()
n
2
(k − 2)!
(n + k − 3)!

(
n+k−2
2
)

(
k
2
)
} 1
n−1
(n − 2)(k − 1).
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Having known all the positive solutions of (1.1), we postpone the expected classiﬁ-
cation of Palais Smale sequences of (1.1) and its applications to a forthcoming paper
[17].
2. Symmetry properties of solutions
In this section we establish, using the moving planes method [10,11], the symmetry
properties of solutions of the Euler equation associated to (1.2).
−u = u2∗(t)−1|y|t in Rn,
u > 0,
u ∈ D1,2(Rn),
⎫⎪⎬
⎪⎭ (2.1)
where Rn = Rk × Rn−k, k2, n3, t ∈ (0, 2), 2∗(t) = 2 n−t
n−2 and a point x ∈ Rn
is denoted as x = (y, z) ∈ Rk × Rn−k .
Theorem 2.1. If u is a solution of (2.1) then u is cylindrically symmetric:
(i) for any choice of z ∈ Rn−k , u(·, z) is symmetric decreasing in Rk;
(ii) there exists z0 ∈ Rn−k such that, for any choice of y ∈ Rk, y = 0, u(y, ·) is
symmetric decreasing about z0 in Rn−k .
Proof. Let us denote a point x ∈ Rn as x = (y, z) = (y1, . . . , yk, z1 . . . zn−k). First we
will show that u is symmetric decreasing in the y variable.
For  > 0 deﬁne
 = {(y, z) : y1 > } (2.2)
and for x ∈  denote by x its reﬂection with respect to the hyper plane y1 = , i.e.,
x = (2− y1, y2 . . . yk, z) = (y, z). Now let us deﬁne
u(x) := u(x), x ∈ , w := u − u. (2.3)
Notice that w is smooth away from the subspace {(2, 0 . . . 0, z) : z ∈ Rn−k}, w = 0
on , w ∈ D1,2(). We ﬁrst claim that w0 in  for  large enough. First,
since  > 0 ⇒ |y| < |y| in , w satisﬁes
−wA(x) w|y|t , (2.4)
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where
0  A(x) := u
2∗(t)−1
 − u2
∗(t)−1
u − u
 (2∗(t) − 1) [max{u(x), u(x)}]2∗(t)−2 , 2∗(t) − 2 = 2 2 − t
n − 2 . (2.5)
Multiplying (2.4) by w− and integrating by parts over , we get
∫

|∇w− |2
∫

A(x)
(w− )
2
|y|t 
(∫
∩{w<0}
(A(x))
n
2−t
) 2−t
n
(∫

(w− )
2∗(s)
|y|s
) 2
2∗(s)
,
where we have set s := nt
n−2+t ∈ (0, 2), so that 2
∗(s)
2 = nn−2+t is the exponent conjugate
to n2−t . An application of (1.2) leads to
S
(∫

(w− )
2∗(s)
|y|s
) 2
2∗(s)

(∫
∩{w<0}
(A(x))
n
2−t
) 2−t
n
(∫

(w− )
2∗(s)
|y|s
) 2
2∗(s)
. (2.6)
Since u < u on {w < 0}, (2.5) gives
∫
∩{w<0}
(A(x))
n
2−t C
∫

u
2n
n−2 (2.7)
and the right-hand side goes to zero as  goes to inﬁnity. Hence it follows from (2.6)
that for  large enough w− = 0 and hence uu. Now, let
A = { > 0 : u′u in ′ for all ′ > }, 0 := inf A.
We will show that 0 = 0.
Assume that 0 > 0. Deﬁne w0 = u0 − u. Then w00 and satisﬁes −w00
in 0 and away from the (n − k) dimensional subspace y = (20, 0 . . . 0). Hence in
this region w0 > 0. Let ε > 0. Choose R > 0 and 0 > 0 such that
∫
|x|R
u
2n
n−2 <
ε
2
, (2.8)
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0−0<y1<0+0
u
2n
n−2 +
∫
20−0<y1<20+0
u
2n
n−2 <
ε
2
. (2.9)
Let us consider the set
K = {x = (y, z) : 0 + 0y120 − 0 or y120 + 0} ∩ {x = (y, z) : |x|R}.
Then K is compact and w0 > 0 in K .
Choose 0 < 1 < 0 such that u0−−u > 0 in K for all 0 <  < 1. Let 1 = 0−
with 0 <  < 1.
We claim that when ε is small enough u1u in 1 , which contradicts the deﬁnition
of 0 and hence 0 = 0. Now to see this, we deﬁne w1 = u1 − u and we proceed as
in the case of (2.6), to get
S
(∫
1
(w−1)
2∗(s)
|y|s
) 2
2∗(s)

(∫
1∩{w1<0}
(A(x))
n
2−t
) 2−t
n
(∫
1
(w−1)
2∗(s)
|y|s
) 2
2∗(s)
. (2.10)
By the choice of 1, w1 > 0 in K. This together with (2.8) and (2.9) gives
∫
1∩{w1<0}
(A(x))
n
2−t C
∫
1∩{w1<0}
u
2n
n−2 < ε. (2.11)
Eqs. (2.10) and (2.11) together implies that for ε small enough w−1 = 0 and this
completes the proof. Hence 0 = 0 and consequently
u(−y1, . . . , yk, z)u(y1, . . . , yk, z)
for all y1 > 0.
Doing the same arguments for v(y, z) = u(−y1, y2, . . . , yk, z) leads to u(−y1, . . . ,
yk, z)u(y1, . . . , yk, z) for y1 > 0 and hence
u(−y1, . . . , yk, z) = u(y1, . . . , yk, z) in Rn.
Now the symmetry in the y variable follows as one can do the moving plane argument
in any direction in the y plane instead of the y1 direction.
Next we will prove the symmetry in the z direction.
Let , x and u be as deﬁned in (2.2) and (2.3) with z1 in place of y1 and this
time for all  ∈ R.
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Now, exactly as in the previous case, one gets the existence of a 1 > 0 such
that uu in  for all 1. The same arguments applied to v(y, z1, . . . , zn−k) =
u(y,−z1, . . . , zn−k) yields the existence of 2 < 0 such that uu in  for all
2.
Now, let A = { ∈ R : u′u in ′ for all ′ > }. Then A is nonempty and
bounded below, let 0 = inf A. We claim that u0 = u in 0 .
Let w0 = u0 −u, then w0 is smooth in 0 except on the subspace y = 0, w00
and satisﬁes
−w0 =
1
|y|t
(
u
n+2−2t
n−2
0
− un+2−2tn−2
)
= A(x)w0|y|t , (2.12)
where A satisﬁes estimate (2.5).
Since 0 \ {(0, y) : y ∈ Rn−k} is connected, by strong maximum principle either
w0 ≡ 0 or w0 > 0. If the second case happens we can argue as in the previous case
(where we showed 0 > 0 ⇒ 0 is not the inﬁmum), to get a contradiction. Hence
w0 = 0 and therefore u is symmetric decreasing in the z1 direction with respect to
z01 = 0.
Similarly, one can show that u is symmetric decreasing in the zi direction with
respect to some z0i for i = 1, . . . , n − k.
Now, it is easy to show that u(y, .) is symmetric decreasing with respect to z0 =
(z01, . . . , z
0
n−k) for all y = 0. This completes the proof of Theorem 2.1. 
3. A priori estimates and regularity
In this section we establish the a priori estimates required to prove Theorem 1.1.
Lemma 3.1. Let u be a solutions of (2.1). Then
∃c2 > c1 > 0 : c11 + |x|n−2 u(x)
c2
1 + |x|n−2 ∀x ∈ R
n.
First we prove a lemma which is the key in obtaining estimates on u and its z
derivatives.
Lemma 3.2. Let t ∈ (0, 2), f, g ∈ Lploc(Rn) for some p > n2−t . Let u ∈ H 1loc(Rn)
satisfy
−u = f (x)u|y|t +
g(x)
|y|t . (3.1)
Then u is locally bounded in Rn.
G. Mancini et al. / J. Differential Equations 224 (2006) 258–276 265
Proof. We prove the result using the well known Moser iteration scheme (see [12]).
To start with let us deﬁne the test function to be used.
Fix R > 0 and let R < ri+1 < ri < 2R, and  be a smooth cut off function satisfying
01,  = 1 in B(0, ri+1),  = 0 outside B(0, ri) and |∇|C(ri − ri+1)−1 for
some constant C independent of ri+1 and ri .
Deﬁne u = u+ + 1 and, for m > 0, let
um =
{
u if u < m,
1 + m if um. (3.2)
Now for 0 deﬁne the test function v = v as
v = 2(u2m u − 1).
Then 0v ∈ H 10 (B(0, ri)) and hence from (3.1)
∫
Rn
∇u.∇v =
∫
Rn
f (x)uv
|y|t +
∫
Rn
g(x)v
|y|t . (3.3)
Now by direct calculation
∫
Rn
∇u.∇v =
∫
Rn
2u2m ∇u.∇u + 2
∫
Rn
2u2−1m u∇um.∇u
+ 2
∫
Rn
(u2m u − 1)∇u.∇. (3.4)
Observe that in the support of the integrand of the ﬁrst integral, ∇u = ∇u and in the
second integral um = u, ∇um = ∇u. These facts together with Cauchy Schwartz give
∫
Rn
∇u.∇v 1
2
∫
Rn
2(u2m |∇u|2 + 2u2−2m u2|∇um|2) − 2
∫
Rn
|∇|2u2m u2. (3.5)
Setting w = umu, (3.5) rewrites as
∫
Rn
∇u.∇v 1
4(1 + 2)
∫
Rn
|∇(w)|2 − C
(ri − ri+1)2
∫
B(0,ri )
w2. (3.6)
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The right-hand side of (3.3) can be estimated as follows:
∣∣∣∣
∫
Rn
(
f (x)uv
|y|t +
g(x)v
|y|t
)∣∣∣∣ 
∫
Rn
(|f (x) + g(x)|) (w)
2
|y|t

∥∥∥∥ (w)2|y|t
∥∥∥∥
Lq
‖f + g‖Lp(B(0,2R)), (3.7)
where 1
p
+ 1
q
= 1, p > n2−t and hence q < r := nn−2+t . Let 1q = 	 + 1−	r . The
interpolation inequality gives
∥∥∥∥ (w)2|y|t
∥∥∥∥
Lq
ε(1 − 	)
∥∥∥∥ (w)2|y|t
∥∥∥∥
Lr
+ ε− 1−		
∥∥∥∥ (w)2|y|t
∥∥∥∥
L1
∀ε > 0. (3.8)
The Hardy–Sobolev inequality (1.2) with s = nt
n−2+t ,
2∗(s)
2 = nn−2+t = r gives
∥∥∥∥ (w)2|y|t
∥∥∥∥
Lr
=
(∫ |w|2∗(s)
|y|s
) 2
2∗(s)
C‖∇(w)‖2
L2
and hence, from (3.8), we have
∥∥∥∥ (w)2|y|t
∥∥∥∥
Lq
Cε‖∇(w)‖2
L2 + Cε−
∥∥∥∥ (w)2|y|t
∥∥∥∥
L1
, (3.9)
where C and  are constants depending only on n, q and t .
Note that ‖f + g‖Lp(B(0,2R))C, where C depends only on R. Hence by choosing
ε suitably in (3.9) and from (3.3), (3.6) and (3.7), we get
∫
Rn
|∇(w)|2 C(1 + )

(ri − ri+1)2
∫
B(0,ri )
w2
|y|t , (3.10)
where C and  depends only on R,p and n.
Combining with the Hardy–Sobolev inequality (1.2) leads to
(∫
B(0,ri+1)
w2
n−t
n−2
|y|t
) n−2
n−t
 C(1 + )

(ri − ri+1)2
∫
B(0,ri )
w2
|y|t . (3.11)
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Substituting w, using umu and setting 
 = 2+ 2 and  = n−tn−2 , (3.11) becomes,
(∫
B(0,ri+1)
u


m
|y|t
) 1



(
C(1 + )
(ri − ri+1)2
) 1


(∫
B(0,ri )
u

|y|t
) 1


. (3.12)
Passing to the limit as m → ∞ we get
(∫
B(0,ri+1)
u

|y|t
) 1



(
C(1 + )
(ri − ri+1)2
) 1


(∫
B(0,ri )
u

|y|t
) 1


. (3.13)
provided the right-hand side is ﬁnite.
We prove our lemma by iterating the above relation. For i = 0, 1, 2, . . . , deﬁne

i = 2i and ri = R + R2i . Then 
i = 
i+1, ri − ri+1 = R2i+1 and hence from (3.13),
with 
 = 
i , we have
(∫
B(0,ri+1)
u
i+1
|y|t
) 1

i+1 C
i
i
(∫
B(0,ri )
u
i
|y|t
) 1

i
, i = 0, 1, 2 . . . , (3.14)
where C is a constant depending only on R and hence by iteration,
(∫
B(0,ri+1)
u
i+1
|y|t
) 1

i+1 C
j
j
(∫
B(0,r0)
u
0
|y|t
) 1

0
, i = 0, 1, 2, . . . . (3.15)
Taking the limit as i → ∞, we get
sup
B(0,R)
uC
(∫
B(0,2R)
u2
|y|t
)1/2
. (3.16)
Hence u+ is bounded in B(0, R). Applying the same argument to −u instead of
u we get the boundedness of u− and hence u is locally bounded. This proves the
lemma. 
Proof of Lemma 3.1. To show that u is locally bounded it is enough to show, in
view of Lemma 3.2, that u ∈ Lploc(Rn) for some p > 2nn−2 . To prove this additional
integrability of u let us multiply Eq. (2.1) by v = 2(min{u+,m}) 2−tn−2 u+. Then from
(3.6) with  = 2−t
n−2 we get
∫
Rn
|∇(w)|2 C(1 + )
(ri − ri+1)2
∫
B(0,ri )
w2 + 2(1 + 2)
∫
Rn
u
2(2−t)
n−2 (w)
2
|y|t . (3.17)
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Now choose M > 0 such that
(∫
uM u
2n
n−2
) 2−t
n
< S8(1+2) , where S is the constant
appearing in (1.2) with, instead of t, s := nt
n−2+t . Then, from Cauchy Schwartz and
Hardy–Sobolev inequality (1.2)
∫
Rn
u
2(2−t)
n−2 (w)
2
|y|t  M
2(2−t)
n−2
∫
Rn
(w)2
|y|t +
(∫
uM
u
2n
n−2
) 2−t
n
(∫
Rn
(
(w)2
|y|t
) n
n−2+t
) n−2+t
n
 M
2(2−t)
n−2
∫
Rn
(w)2
|y|t +
1
8(1 + 2)
∫
Rn
|∇(w)|2. (3.18)
Substituting (3.18) in (3.17) and using wu n−tn−2 we get
∫
Rn
|∇(w)|2  C
(∫
B(0,ri )
w2 +
∫
B(0,ri )
(w)2
|y|t
)
 C
(∫
B(0,ri )
u2
n−t
n−2 +
∫
B(0,ri )
u2
n−t
n−2
|y|t
)
, (3.19)
where C is a constant depending on , ri and ri+1. Now using the Sobolev inequality
and then passing to the limit as m → ∞ we get
∫
B(0,R)
u(1+)
2n
n−2 C
(∫
B(0,ri )
u2
n−t
n−2 +
∫
B(0,ri )
u2
n−t
n−2
|y|t
) 2n
n−2
(3.20)
and the right-hand side is ﬁnite thanks to (1.2). This shows the required integrability
and hence u is locally bounded. Also, since u is radially decreasing in y and z, we get
0 < c1u(x)c2, ∀|x|1.
Finally, the bounds at inﬁnity follow from the fact that if u is a solution of (2.1)
then its Kelvin transform v(x) = |x|2−nu(|x|−2x) also solves (2.1).
As a consequence of Lemma 3.1 and standard elliptic regularity, we see that any
solution of (2.1) is Holder continuous if t < 2k
n
(compare with Lemma 2.2 in [2]). A
more precise result is the following
Lemma 3.3. Let u be a solution of (2.1). Assume
t < 1 + k
n
if n4 and t < 3
2
if n = 3
Then u is C∞ in the z variable while, in the y variable, it is C1, ∀ < 1 − t if t < 1
and C0, ∀ < 2 − t if 1 t < 2.
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Proof. First we show the (local) boundedness of the z derivatives of u. Note that
from (2.1) and standard elliptic estimates u ∈ W 2,ploc (Rn) for all p < kt . Therefore
uzi ∈ W 1,ploc (Rn) for all p < kt and it satisﬁes
−uzi =
(n + 2 − 2t)
(n − 2)
u
2(2−t)
n−2
|y|t uzi . (3.21)
In order to prove uzi is locally bounded, it is enough to prove, in view of Lemma 3.2,
that uzi ∈ W 1,2loc (Rn). This clearly happens if t < 1.
If t = 1, from Hardy–Sobolev (see [3]) we see that uzi|y| ∈ Lploc(Rn) ∀p < k and
hence, by elliptic regularity and Sobolev imbedding, uzi ∈ W
1, np
n−p
loc (R
n) ∀p < k and
hence uzi ∈ W 1,2loc .
So, let t ∈ (1, 2). As above, uzi ∈ W 1,ploc (Rn) ∀p < kt ⇒
uzi|y| ∈ Lploc(Rn) ∀p < kt .
Since 1|y|t−1 ∈ L
q
loc ∀q < kt−1 and max{ pqp+q : p < kt , q < kt−1 } = k2t−1 > 1 if
k3, and also if k = 2 by the assumptions, we get by Holder inequality uzi|y|t ∈
Lrloc ∀r < k2t−1 and hence uzi ∈ W
1, nr
n−r
loc ∀r < k2t−1 , i.e. uzi ∈ W 1,ploc ∀p < 11− kt
where  := 1
t
(1 + k
n
)− 1 is a positive number, by the assumptions. Iterating, one ﬁnds
uzi ∈ W 1,ploc ∀p < 11−2 kt , and so on. Thus uzi ∈ W 1,2loc . Similar arguments proves the
local boundedness of uzi , uzizj , uzizj zk , . . . .
To prove holder continuity in the y variable, let us deﬁne v(y) = u(y, z) for y ∈ Rk .
Then from the local bounds on u and its z derivatives, we get v ∈ Lploc(Rk) locally
uniformly in z, for all p < k
t
. Hence v ∈ W 2,ploc (Rk) for all p < kt and thus, by Sobolev
imbedding, v ∈ C1, ∀ < 1 − t if t < 1 while v ∈ C0, ∀ < 2 − t if 1 t < 2. This
ends the proof of the lemma.
We know from Theorem 2.1 that u can be written, up to a translation in the z
variable, as
u(y, z) = 	(|y|, |z|), (3.22)
where 	(r, s) : R+ × R+ → R+. By the above lemma, we have in particular
|	(r, s)| + |	s(r, s)| + |	ss(r, s)|C for all |(r, s)|R (3.23)
for some constant depending only on R.
4. Classiﬁcation of solutions
In this section we establish our main results. First we will recall and outline the
proof of an identity due to Jerison and Lee [8,13,14].
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Let u be a solution of (1.1), then from the symmetry properties established in The-
orem 2.1, there exists 	(r, s), (r, s) ∈ R+ × R+ such that up to a translation in the z
variable, u(y, z) = 	(|y|, |z|). Deﬁne for r > 0, and s > 0
(r, s) =
(
n − 2
2
)2
	
−2
n−2 . (4.1)
Then from the equation 	 satisﬁes, we get
+ k − 1
r
r +
n − k − 1
s
s =
n
2
|∇|2

+ n − 2
2r
(4.2)
Let us also deﬁne for r > 0, and s > 0
F = 2∇.∇r −
|∇|2

r +
n − 2
2(k − 1)
|∇|2

− n − 2
(k − 1)rr , (4.3)
G = 2∇.∇s −
|∇|2

s −
n − 2
(k − 1)rs , (4.4)
h(r, s) = rk−1sn−k−1−(n−1) (4.5)
and X be the vector ﬁeld
X = (hF, hG). (4.6)
With these deﬁnitions we can state our Jerison–Lee identity as
Lemma 4.1. Let  and X be as above, then
divX = h
[(
2|∇2|2 − ()2
)
+ n
n − 2
(
− |∇|
2

)2]
+h
[
2(k − 1)(n − k − 1)
n − 2
(
s
s
− r
r
+ n − 2
2(k − 1)r
)2]
. (4.7)
Proof. For convenience we split X as X = Y + n−2
k−1Z, where
Z := h
(
1
2
|∇|2

− rr ,−rs
)
, Y := X − n − 2
k − 1Z.
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Then by direct calculation
divY = h
[(
2|∇2|2 − ()2
)
+ n
n − 2
(
− |∇|
2

)2
+ 2∇.∇
]
−h
[ |∇|2

− 2
n − 2
2 + k − 1
r
F + n − k − 1
s
G
]
, (4.8)
where  =  − n2 |∇|
2
 . Substituting  from (4.2) as  = n−22r − k−1r r − n−k−1s s ,
(4.8) becomes
divY = h
{(
2|∇2|2 − ()2
)
+ n
n − 2
(
− |∇|
2

)2}
+h
{
2(k − 1)(n − k − 1)
n − 2
(
r
r
− s
s
)2}
−h
{
n − 2
2r
|∇|2

+ (2k − n)r
r2
+ 2(n − k − 1)s
rs
− n − 2
2r2
}
. (4.9)
Again by direct calculation
n − 2
k − 1divZ = −
n − 2
r2
r +
(n − 2)2
2(k − 1)r2 +
n − 2
2r
|∇|2

. (4.10)
Now (4.7) follows by adding (4.9) and (4.10).
To put at work the Jerison–Lee identity, we need more estimates on our solution
written in cylindrical coordinates:
Lemma 4.2. Let u be a solution of (1.1) and 	 be as in (3.22). Then there exists a
constant C > 0 such that
(i) 1
C

(
1 + (r2 + s2) n−22
)
	(r, s)C;
(ii)
(
1 + (r2 + s2) n−12
)
|∇	(r, s)|C;
(iii)
(
1 + (r2 + s2) n2
)
|∇2	(r, s)|C.
Proof. Let as above v(y) = u(y, z) for y ∈ Rk . We know that v ∈ Cloc(Rk) for all  ∈
(0, 1). Hence |y||∇v(y)| → 0 as |y| → 0 for all  > 0. Hence
|r	r (r, s)| → 0 for all  > 0. (4.11)
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Now from (1.1), 	 satisﬁes the equation
	rr + k − 1
r
	r = −	
n
n−2
r
− f (r, s), (4.12)
where f (r, s) is the Laplacian in the z variable, which we know is locally bounded.
Multiplying (4.12) by rk−1 and integrating using (4.11) leads to
	r (r, s) = −1
rk−1
∫ r
0
tk−2	
n
n−2 (t, s) dt − 1
rk−1
∫ r
0
tk−1f (t, s). (4.13)
and the latter is bounded. This together with (3.23) gives
|∇	(r, s)|C for all |(r, s)|R. (4.14)
An integration by parts in (4.13) gives
	r = − 	
n
n−2
k − 1 +
C
rk−1
∫ r
0
tk−1	
2
n−2 	r − 1
rk−1
∫ r
0
tk−1f (t, s) (4.15)
and hence
k − 1
r
	r + 	
n
n−2
r
= C
rk
∫ r
0
tk−1	
2
n−2 	r − 1
rk
∫ r
0
tk−1f (t, s) (4.16)
and the latter is locally bounded. Plugging back this information in (4.12) gives the
local boundedness of 	rr . The local boundedness of 	rs follows similarly by integrating
the o.d.e uzi satisﬁes in the variable r. Thus we have
‖	(r, s)‖C2C for all |(r, s)|R. (4.17)
Now to prove the bounds at inﬁnity, let us observe that if u is a solution of (1.1) then
v(x) = |x|2−nu(|x|−2x) also solves (1.1). So, (r, s) := (r2 +s2) 2−n2 	((r2 +s2)−1(r, s))
is locally bounded in C2. This immediately proves (i) of Lemma 4.2 once we note
that  and 	 are bounded below by positive constants locally as they are decreasing in
both variables. Also by direct computation
|∇	(r, s)|(r2 + s2)−n2 |∇((r2 + s2)−1(r, s))| + (n − 2)(r2 + s2)−12 	(r, s). (4.18)
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This together with (i) of Lemma 4.2 proves (ii). Again by direct calculation
|∇2	(r, s)|  (r2 + s2)−(n+2)2 |∇2((r2 + s2)−1(r, s))|
+C(r2 + s2)−12 |∇	(r, s)| + C(r2 + s2)−1	(r, s). (4.19)
This together with (i) and (ii) proves (iii) and hence the lemma. 
Proof of Theorem 1.1. Let 0 < ε < R and deﬁne
ε,R =
{
(r, s) : s > 0, r > ε, r2 + s2 < R2
}
.
Integration by parts gives
∫
ε,R
divX =
∫
ε,R
X. dH1,
where  is the outward normal to ε,R and dH1 is the surface measure on the
boundary.
Now the boundary integral can be split as
∫
ε,R
X. dH1 = −
∫
1
hG dH1 −
∫
2
hFdH1 +
∫
3
X.
1
R
(r, s) dH1,
where 1 = ε,R ∩ {s = 0}, 2 = ε,R ∩ {r = ε} and 3 = ε,R ∩ {r2 + s2 = R2}.
Now note that since our original solution u is smooth away from {|y| = 0}, 	s , 	rs and
hence s and rs vanishes on 1. Consequently, G = 0 on 1. Hence∫
ε,R
divX = −εk−1
∫
2
sn−k−1F(ε, s)
n−1
+ 1
R
∫
3
{
rksn−k−1F(r, s)
n−1
+ rk−1sn−k G(r, s)
n−1
}
dH1.
It follows from Lemma 4.2 that  is locally bounded in C2 and for r2 + s2 > 1,
1
C
(r2+s2)(r, s)C(r2+s2), |∇(r, s)|C(r2+s2) 12 and |∇2(r, s)|C, for some
positive constant C. Hence F and G are locally bounded and |F(r, s)|C(r2 + s2) 12
and |G(r, s)|C(r2 + s2) 12 for r2 + s2 > 1, and for some positive constant C. Using
this estimates we get
∣∣∣∣∣
∫
ε,R
divX
∣∣∣∣∣ C
(
εk−1 + R−(n−2)
)
,
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where C is independent of both R and ε. Now passing to the limit as R → ∞ and
then ε → 0 we get ∫R+×R+ divX = 0. Note from the right-hand side of (4.7) that
divX0, and hence divX = 0 in R+ × R+ and thus from (4.7), we obtain
2|∇2|2 − ()2 = 0 (4.20)
and
− |∇|
2

= 0. (4.21)
It follows from (4.20) that
rr = ss and rs = 0.
This immediately tells us that all third-order derivatives of  vanishes and hence 
can be written as
(r, s) = a0 + a1r + a2s + a3rs + a4r2 + a5s2.
Recall that s(r, 0) = 0 and this gives,
a2 = a3 = 0. (4.22)
Since rr = ss , a4 = a5. Also from (4.21) and the fact that  is not a constant, we
can write
a4 = a5 = m, m > 0. (4.23)
Now from (4.2) and (4.21),  satisﬁes
n − 2
2
+ n − 2
2r
= (k − 1)r
r
+ (n − k − 1)s
s
(4.24)
and this gives.
a1 = n − 22(k − 1) . (4.25)
Finally from (4.21),
a0 =
( a1
2m
)2
. (4.26)
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Now (4.22), (4.23), (4.25) and (4.26) together gives
(r, s) = m
{(
r + n − 2
4(k − 1)m
)2
+ s2
}
. (4.27)
Writing m = n−24(k−1),  > 0, we get
(r, s) = n − 2
4(k − 1)
{(
r + 1

)2
+ s2
}
and thus
u(y, z) =  n−22 u0(x, y),
where u0 is as in Theorem 1.1. Conversely by direct calculation one can see that the
function u(y, z) =  n−22 u0(x, y+z0), indeed solve (1.1) for any  > 0 and z0 ∈ Rn−k .
This completes the proof of Theorem 1.1. 
Proof of Theorem 1.2. Let u0 be as in Theorem 1.1, then
Sn−1 =
∫
Rn
|∇u0|2 =
∫
Rn
u
2(n−1)
n−2
|y|
= [(n − 2)(k − 1)]n−1 k−1n−k−1
∫ ∞
0
∫ ∞
0
rk−2sn−k−1(
(1 + r)2 + s2)n−1 ,
where k−1 and n−k−1 are the surface measure of the k−1 and n−k−1 dimensional
sphere in Rk and Rn−k , respectively. Now
∫ ∞
0
∫ ∞
0
rk−2sn−k−1(
(1 + r)2 + s2)n−1 =
∫ ∞
0
rk−2dr
(1 + r)n+k−2
∫ ∞
0
tn−k−1dt
(1 + t2)n−1
= 1
2
(k − 2)!
(n + k − 3)!
(
n + k − 2
2
)

(
n − k
2
)
.
Substituting k−1 and n−k−1 will give the value of S. 
References
[1] T. Aubin, Problèmes isopérimétriques de Sobolev, J. Differential Geom. 11 (1976) 573–598.
[2] M. Badiale, E. Serra, Critical nonlinear elliptic equations with singularities and cylindrical symmetry,
Rev. Mat. Iberoamericana 20 (1) (2004) 33–66.
[3] M. Badiale, G. Tarantello, A Sobolev–Hardy inequality with applications to a nonlinear elliptic
equation arising in astrophysics, Arch. Rational Mech. Anal. 163 (4) (2002) 259–293.
276 G. Mancini et al. / J. Differential Equations 224 (2006) 258–276
[4] W. Beckner, On the Grushin operator and hyperbolic symmetry, Proc. Amer. Math. Soc. 129 (2001)
1233–1246.
[5] L. Caffarelli, R. Kohn, L. Nirenberg, First order interpolation inequalities with weights, Composito
Math. 53 (1984) 259–275.
[6] F. Catrina, Z.Q. Wang, On the Caffarelli–Kohn–Nirenmberg inequalities: sharp constants, existence
(and nonexistence) and symmetry of extremal functions, Comm. Pure Appl. Math. 54 (2) (2001)
229–258.
[7] K.S. Chou, C.W. Chu, On the best constant for a weighted Sobolev–Hardy inequality, J. London
Math. Soc. 2 (1993) 137–151.
[8] N. Garofalo, D. Vassilev, Symmetry properties of positive entire solutions of Yamabe-type equations
on groups of Heisenberg type, Duke Math. J. 106 (3) (2001) 411–448.
[9] V. Glaser, A. Martin, H. Grosse, W. Thirring, A family of optimal conditions for absence of bound
states in a potential, in: E.H. Lieb, B. Simon, A.S. Wightman (Eds.), Studies in Mathematical Physics,
Princeton University Press, Princeton, 1976, pp. 169–194.
[10] B. Gidas, W.M. Ni, L. Nirenberg, Symmetry and related properties via the maximum principle,
Comm. Math. Phys. 68 (1979) 209–243.
[11] B.Gidas, W.M. Ni, L.Nirenberg, Symmetry of positive solutions of nonlinear elliptic equations, in: Rn,
Mathematical Analysis and Applications, Part A, Advances in Mathematics Supplementary Studies,
vol. 7a, Academic Press, New York, London, 1981, pp. 369–402.
[12] Q. Han, F. Lin, Elliptic partial differential equations, Courant Lecture Notes in Mathematics, vol. 1,
New York University, Courant Institute of Mathematical Sciences, American Mathematical Society,
New York.
[13] D. Jerison, J.M. Lee, The Yamabe problem on CR manifolds, J. Differential Geom. 25 (2) (1987)
167–197.
[14] D. Jerison, J.M. Lee, Extremals for the Sobolev inequality on the Heisenberg group and the CR
Yamabe problem, J. Amer. Math. Soc. 1 (1) (1988) 1–13.
[15] E.H. Lieb, Sharp constants in the Hardy–Littlewood–Sobolev and related inequalities, Ann. of Math.
118 (1983) 349–374.
[16] G. Mancini, K. Sandeep, Cylindrical symmetry of extremals of a Hardy–Sobolev inequality, Ann.
Mat. Pura Appl. 183 (2004) 165–172.
[17] G. Mancini, K. Sandeep, Palais Smale characterisation for a critical Hardy–Sobolev operator, in
preparation.
[18] R. Monti, D. Morbidelli, Kelvin transform for Grushin operators and critical semilinear equations,
Duke Math. J., to appear.
[19] S. Secchi, D. Smets, M. Willem, Remarks on a Hardy–Sobolev inequality, C. R. Math. Acad. Sci.
Paris 336 (10) (2003) 811–815.
[20] G. Talenti, Best constant in Sobolev inequality, Ann. Mat. Pura Appl. 110 (1976) 353–372.
