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A COUNTEREXAMPLE TO A STRONG VERSION OF THE
ANDREWS-CURTIS CONJECTURE
JONATHAN ARIEL BARMAK †
Abstract.
We prove that the presentations 〈x, y|[x, y], 1〉 and 〈x, y|[x, [x, y−1]]2y[y−1, x]y−1, [x, [[y−1, x], x]]〉
are not Q∗-equivalent even though their standard complexes have the same simple homotopy type.
A finite presentation 〈x1, x2, . . . , xn|r1, r2, . . . , rm〉 of a group G can be transformed into
another presentation of G by performing one of the following:
(i) Change a relator rj by rjri for some i 6= j.
(ii) Change a relator rj by r
−1
j .
(iii) Change a relator rj by a conjugate grjg
−1 for some g in the free group F (x1, x2, . . . , xn).
(iv) Change each relator rj by φ(rj) where φ is an automorphism of F (x1, x2, . . . , xn).
(v) Add a generator xn+1 and a relator rn+1 which coincides with xn+1.
(vi) The inverse of (v), when possible.
Moves (i) to (iii) are called Q-transformations, (i) to (iv) are Q∗-transformations and
moves (i) to (vi) are called Q∗∗-transformations. Two finite presentations are said to be Q-
equivalent (Q∗ orQ∗∗) if one can be obtained from the other by performing a sequence ofQ-
transformations (Q∗ or Q∗∗). The Andrews-Curtis conjecture states that any two balanced
presentations (m = n) of the trivial group are Q-equivalent [1]. The weak version of the
Andrews-Curtis conjecture states that two balanced presentations of the trivial group
are always Q∗∗-equivalent. The latter is equivalent to the statement that any contractible
finite 2-dimensional CW-complex 3-deforms to a point. The so called generalized Andrews-
Curtis conjecture [12, Section 4.1] says that any two presentations P and Q with simple
homotopy equivalent standard complexes KP , KQ are Q
∗∗-equivalent. All these three
conjectures are open. In this article we prove that there exist presentations P and Q with
simple homotopy equivalent standard complexes which are not Q∗-equivalent. We do not
know whether these presentations are Q∗∗-equivalent or not.
The main ingredients of the proof are an example of Evans [10] of a matrix M ∈
GL2(Z[X,X
−1, Y, Y −1]) which is not a product of elementary matrices and diagonal ma-
trices, and a new invariant called the winding invariant. The present article was meant to
be a section in the paper [3] which introduces this invariant along with applications. We
believe that it is better to present this example in a separate article.
Previously known methods for proving that presentations 〈x1, x2, . . . , xn|r1, r2, . . . , rm〉
and 〈x1, x2, . . . , xn|s1, s2, . . . , sm〉 are not Q or Q
∗∗-equivalent were developed by Browning
[6], Hog-Angeloni and Metzler [13, Section 2.2] and Borovik, Lubotzky and Myasnikov
[5]. As explained in [14, Section 2.2], the idea is to define a homomorphism q from
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F (x1, x2, . . . , xn) to a test group G
∗ and prove that the m-tuples (q(r1), q(r2), . . . , q(rm)),
(q(s1), q(s2), . . . , q(sm)) are not equivalent. The results of Hog-Angeloni and Metzler [12,
Theorems 2.3 and 2.4] show that solvable groups are not useful as test groups to distinguish
Q∗∗-equivalence. In [5, 7, 14] there are results concerning the use of finite groups to
distinguish Q and Q∗∗-equivalences. Our methods appeared as a natural application when
studying the winding invariant. However, they can be seen through this perspective as
an application of solvable groups to distinguish Q-equivalence. Concretely we use G∗ =
F2/F
′′
2 , the free metabelian group of rank 2.
The presentations P, Q that we will define have fundamental group Z × Z, so their
Whitehead group is trivial. Therefore the torsion τ(f) ∈Wh(KP) of any homotopy equiv-
alence f : KQ → KP is trivial. In order to distinguish Q
∗-equivalence classes we will work
in GL2(Z[π1(P)])/GE2(Z[π1(P)]) instead of Wh(KP ) = GL(Z[π1(P)])/GE(Z[π1(P)]).
We recall the definitions of these concepts.
Given a ring R, denote by En(R) the subgroup of GLn(R) generated by the elementary
matrices. Recall that E ∈ GLn(R) is elementary if all the diagonal coefficients are 1 ∈ R
and all the other coefficients but one are 0 ∈ R. Note that En(R) is a normal subgroup
of GLn(R). We call Dn(R) the subgroup of GLn(R) of diagonal matrices and GEn(R)
the subgroup of GLn(R) generated by En(R) and Dn(R). If R is a Euclidean ring, then
GEn(R) = GLn(R) for every n ≥ 1. A ring R is said to be generalized Euclidean if
GEn(R) = GLn(R) for every n. It was proved by Bachmuth and Moshizuki [2, Theorem
1] that R = Z[X,X−1, Y, Y −1] is not generalized Euclidean. Evans gives in [10, Theorem
C] a concrete example of a 2 by 2 invertible matrix over that ring which is not in E2(R).
From now on R will denote the ring Z[X,X−1, Y, Y −1].
Theorem 1 (Evans). The matrix(
1− 2(X − 1)Y −1 4Y −1
−(X − 1)2Y −1 1 + 2(X − 1)Y −1
)
is in GL2(R) but not in GE2(R).
We denote by F2 the free group on generators x, y. Its commutator subgroup is denoted
[F2,F2] or F
′
2. Recall that w ∈ F2 lies in [F2,F2] if and only if the total exponents of x
and of y in w are both 0.
Definition 2. Let w ∈ F2. Then w = x
ǫ1
1 x
ǫ2
2 . . . x
ǫt
t where xi ∈ {x, y} and ǫi ∈ {1,−1} for
each i. The word w determines a path γw in R
2 which begins in (0, 0) and is a concatenation
of paths γ1, γ2, . . . , γl. The path γi moves one unit parallel to the axe xi and with positive
or negative direction depending on the sign ǫi. The image of γw is contained in the grid
Z×R ∪R× Z. Note that the ending point of γw is (k, l) where k is the total exponent of
x in w and l is the total exponent of y. Suppose w ∈ [F2,F2], so γw finishes in (0, 0). For
each (i, j) ∈ Z × Z, let ai,j be the winding number w(γw, i +
1
2 , j +
1
2) of γw around the
point p = (i+ 12 , j +
1
2). Define the winding invariant Pw ∈ Z[X,X
−1, Y, Y −1] of w to be
the Laurent polynomial Pw =
∑
ai,jX
iY j.
Our notation for commutators is [u, v] = uvu−1v−1. So, for instance the winding
invariant of [x, y] is P[x,y] = 1 ∈ Z[X,X
−1, Y, Y −1] and P[y−1,x] = Y
−1. The path γw is
just the lift of w to the Cayley graph Γ(Z× Z, {x, y}) = Z× R ∪ R× Z, and the winding
invariant F′2 → Z[X,X
−1, Y, Y −1] can be seen as the projection N → N/N ′ of the normal
closure N of [x, y] in F2 onto the relation module N/N
′ of the presentation 〈x, y|[x, y]〉.
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The geometric nature of our definition is useful to understand the intuition behind the
algebraic arguments. The coefficients ai,j of the winding invariant appear in an article of
Conway and Lagarias [8, Section 5]. However, no use is given there to the ring structure
of Z[X,X−1, Y, Y −1] which is key in our results.
The proof of the next result follows immediately from the definition or from the com-
ments above about relation modules.
Lemma 3. Let w,w′ ∈ [F2,F2], u ∈ F2. Then the following hold:
(i) Pww′ = Pw + Pw′ .
(ii) Pw−1 = −Pw.
(iii) Puwu−1 = X
kY lPw, where k and l are the total exponents of x and y in u.
(iv) P[u,w] = (X
kY l − 1)Pw.
Call a presentation P = 〈x, y|r1, r2, . . . , rm〉 cocommutative if each relator rj lies in
[F2,F2].
Remark 4. Every presentation Q∗-equivalent to a cocommutative presentation is also co-
commutative. We can associate with a cocommutative presentation P the vector Λ(P) =
(Pr1 , Pr2 , . . . , Prm) ∈ Z[X,X
−1, Y, Y −1]m. The effect on Λ(P) of performing a Q-transfor-
mation on P is to change a polynomial Prj by Prj +Pri for certain i 6= j, or by −Prj , or by
XkY lPrj for certain k, l ∈ Z. Therefore, if P is a cocommutative presentation and Q is Q-
equivalent to P, then Λ(Q)t = EΛ(P)t for some E ∈ GEm(R). Here Λ(P)
t,Λ(Q)t ∈ Rm×1
denote the column vectors.
If P = 〈x, y|r1, r2, . . . , rm〉 and Q = 〈x, y|s1, s2, . . . , sm〉 are cocommutative presenta-
tions such that the normal closure of {r1, r2, . . . , rm} coincides with the normal closure of
{s1, s2, . . . , sm}, then each sj is a product of conjugates of ri’s and inverses of ri’s. By
Lemma 3, Psj is an R-linear combination of the Pri ’s. Therefore Λ(Q)
t = MΛ(P)t for
certain M ∈ Rm×m. Symmetrically, Λ(P)t =M ′Λ(Q)t for some M ′ ∈ Rm×m.
Let
P = 〈x, y|[x, y], 1〉
and let
Q = 〈x, y|[x, [x, y−1]]2y[y−1, x]y−1, [x, [[y−1, x], x]]〉.
We state the main result of the article.
Theorem 5. The standard complexes KP and KQ are simple homotopy equivalent while
P and Q are not Q∗-equivalent.
Since the Whitehead group of π1(KP ) = Z× Z is trivial [4], to prove simple homotopy
equivalence we only need to prove homotopy equivalence. This can be achieved by standard
methods and we postpone this part to the end of the proof.
We begin by proving that P and Q are not Q-equivalent. We compute first Λ(Q). Let
r1 = [x, [x, y
−1]]2y[y−1, x]y−1 and r2 = [x, [[y
−1, x], x]] be the relators of Q. By Lemma
3 the winding invariant of r1 is 2(X − 1)P[x,y−1] + Y P[y−1,x]. Since P[y−1,x] = Y
−1 and
P[x,y−1] = −P[y−1,x] = −Y
−1, then Pr1 = 1 − 2(X − 1)Y
−1 (See Figure 1). Similarly
Pr2 = (X − 1)P[[y−1,x],x] = −(X − 1)
2P[y−1,x] = −(X − 1)
2Y −1. Thus,
Λ(Q) = (1− 2(X − 1)Y −1,−(X − 1)2Y −1)
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Figure 1. At the left, the graphical representation of the curve γr1 which
begins in the black dot. The represented curve and the actual curve are
homotopic in the plane with the centers of the squares removed. In the
interior of the squares we see the corresponding winding numbers. At the
right the curve γr2 .
is the first column of matrix M in Theorem 1.
On the other hand it is easy to see that Λ(P) = (1, 0) ∈ R2. If P andQ are Q-equivalent,
by Remark 4 there exists a matrix E ∈ GE2(R) such that M
(1
0
)
= Λ(Q)t = EΛ(P)t =
E
(1
0
)
. Then E−1M
(1
0
)
=
(1
0
)
. Thus E−1M is a matrix of the form
(
1 A
0 B
)
for some A,B ∈ R. Moreover, since E,M ∈ SL2(R), B = 1 ∈ R, so E
′E−1M = Id for
the elementary matrix
E′ =
(
1 −A
0 1
)
.
Then M = E(E′)−1 ∈ GE2(R), which contradicts Theorem 1. This completes the proof
that P and Q are not Q-equivalent. The last lines of our proof are implicit in the com-
ments of [9, p. 115] about unimodular columns. The matrix M was used by Myasnikov,
Myasnikov and Shpilrain in [17, Theorem 1.6] to study Q-transformations of m-tuples in a
non-free group G. As we mentioned above, the idea of our proof naturally appeared when
studying applications of the winding invariant. We discovered later that our methods are
very similar to those used in the proof of [17, Proposition 5.1].
The fact that P and Q are not Q∗-equivalent either will follow from the next lemma.
Lemma 6. The normal closure N of {r1, r2} is [F2,F2].
Before we give a proof the lemma, we show how to use it to prove that P and Q are
not Q∗-equivalent. Suppose they are. Then there is an automorphism φ of F2 such that
φP = 〈x, y|φ([x, y]), 1〉 and Q are Q-equivalent. Since Q-transformations preserve the
normal closure of the relators, the normal closure of φ([x, y]) is [F2,F2] by Lemma 6. By a
well-known result of Magnus, φ([x, y]) is a conjugate of [x, y] or [x, y]−1. In any case, φP
is Q-equivalent to P, so P and Q are Q-equivalent, a contradiction.
Alternatively, that P and Q are not Q∗-equivalent follows from the fact that there is
no matrix E ∈ GE2(R) such that EΛ(P)
t = Λ(Q)t and the following. If φ ∈ Aut(F2),
then the winding invariant Pφ([x,y]) is a unit of R, so there exists E
′ ∈ GE2(R) such that
E′Λ(P)t = Λ(φP)t (see [3]). Then φP and Q cannot be Q-equivalent.
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Proof of Lemma 6. It is clear that r1, r2 ∈ [F2,F2], so we only need to show that [x, y] = 1
in F2/N . Let d = [x, y
−1] = xy−1x−1y. Since
1 = r2 = [x, [d
−1, x]] = xd−1xdx−1x−1xd−1x−1d = xd−1xdx−1d−1x−1d
in F2/N , then xdx
−1d−1 = dx−1d−1x = x−1(xdx−1d−1)x. Therefore e = [x, d] commutes
with x in F2/N .
On the other hand 1 = r1 = [x, d]
2yd−1y−1 = e2yd−1y−1, so
d = y−1e2y. (1)
Finally, by definition e = xdx−1d−1 = x(y−1e2y)x−1d−1. But since, d = xy−1x−1y, we
have dy−1x = xy−1. We use this in the previous equation to obtain
e = dy−1xe2x−1yd−1d−1.
We use now that e and x commute to deduce e = dy−1e2yd−2 = ddd−2 = 1 in F2/N .
The last equality follows from (1). By (1) again we deduce, d = 1 in F2/N . Thus,
d = [x, y−1] ∈ N , so [x, y] ∈ N . 
To finish the proof of the theorem we need to prove that KP and KQ are homotopy
equivalent. We have done the most important part already in Lemma 6. It implies thatKP
and KQ have isomorphic fundamental groups with an isomorphism f∗ : π1(KQ)→ π1(KP )
induced by a map which is the identity on 1-skeletons. Then KP and KQ have isomorphic
fundamental groups and the same Euler characteristic. In general this does not imply
homotopy equivalence, but it does in our case since π1(KP ) is free abelian of rank 2. This
is explained by Harlander in [11]: Suppose K and L are finite connected two-dimensional
complexes with π1(K) ≃ π1(L) ≃ Z × Z and χ(K) = χ(L). Since Z × Z is aspherical,
H2(K˜) and H2(L˜) are projective R-modules by the generalized Schanuel Lemma. By
the Quillen-Suslin Theorem, these R-modules are free (see [20] for Swan’s comments on
how to go from polynomials to Laurent polynomials). Since χ(K) = χ(L), H2(K˜) and
H2(L˜) have the same rank, so they are isomorphic. Once again, since Z×Z is aspherical,
H3(Z×Z,H2(K˜)) = H
3(Z×Z,H2(L˜)) = 0, so K and L have isomorphic algebraic 2-types.
By MacLane-Whitehead’s Theorem [18, Theorem 4.9], K and L are homotopy equivalent.
This finishes the proof of Theorem 5.
An alternative and simpler way to see that KP and KQ are homotopy equivalent is to
construct a homotopy equivalence KQ → KP using standard techniques. Let f : KQ →
KP be any map which is the identity on 1-skeletons. This lifts to a map f˜ : K˜Q → K˜P
between universal covers and we have the following commutative diagram of R-modules
with exact rows
0 // H2(K˜Q)
i
//
f˜
♯
2

C2(K˜Q)
d2
//
f˜2

C1(K˜Q)
d1
//
f˜1
C0(K˜Q) //
f˜0
Z // 0
0 // H2(K˜P )
i′
// C2(K˜P )
d′
2
// C1(K˜P)
d′
1
// C0(K˜P) // Z // 0
A computation of Fox derivatives shows that d2 has matrix representation(
(1− y)(1− 2(x− 1)y−1) (x− 1)2(1− y−1)
(x− 1)(1 − 2(x− 1)y−1) −(x− 1)3y−1
)
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and d′2 is represented by (
1− y 0
x− 1 0
)
.
Note that d2 =
(
1−y
x−1
)
Λ(Q) and d′2 =
(
1−y
x−1
)
Λ(P). This is no coincidence as the boundary
operator C2(K˜T )→ C1(K˜T ) is represented by
(1−y
x−1
)
Λ(T ) for any cocommutative presen-
tation T in which the normal closure of the relators is [F2,F2].
Suppose f˜2 : C2(K˜Q)→ C2(K˜P ) is represented by a matrix
(
a b
c d
)
. Then d′2f˜2 = d2
implies that a = 1− 2(x− 1)y−1 and b = −(x− 1)2y−1. The complex KP is a wedge of a
torus and a two-dimensional sphere, so K˜P is homeomorphic to the plane R
2 with a sphere
attached at every point with integer coordinates. It is easy to see that H2(K˜P) is a free
R-module of rank 1 and i′ : H2(K˜P )→ C2(K˜P ) is the inclusion in the second coordinate.
Let γ : C2(K˜Q)→ H2(K˜Q) be defined by the 1× 2 matrix (4y
−1− c, 1+2(x− 1)y−1− d).
There exist then a map g : KQ → KP which is the identity on 1-skeletons and g˜2 =
f˜2 + i
′γ : C2(K˜Q)→ C2(K˜P) (see [15, Lemma 1.2]). Therefore
g˜2 =
(
1− 2(x− 1)y−1 −(x− 1)2y−1
c d
)
+
(
0
1
)(
4y−1 − c 1 + 2(x− 1)y−1 − d
)
=
=
(
1− 2(x− 1)y−1 −(x− 1)2y−1
4y−1 1 + 2(x− 1)y−1
)
is the transpose of the matrix M in Theorem 1, which is invertible. Thus g˜2 : C2(K˜Q)→
C2(K˜P) is an isomorphism, and then so is g˜
♯
2 : H2(K˜Q) → H2(K˜P). Therefore g : KQ →
KP induces isomorphisms in π1 and π2, so it is a homotopy equivalence.
Comments. The matrix M t ∈ GL2(R) is the matrix used to compute the Whitehead
torsion τ(g) ∈Wh(KP) of g (see [16, Section 2]). Although [M
t] = 0 ∈Wh(KP ), we have
used in the first part of the proof that M 6= 0 in GL2(R)/GE2(R).
Recall that by a result of Suslin [19, Corollary 7.10], GL3(R) = GE3(R). This seems to
give some evidence that P and Q could be Q∗∗-equivalent. However, that r, s ∈ [F2,F2]
have the same winding invariant only says that r and s are equal modulo F′′2 (see [3]). The
fact that P can be Q∗∗-deformed into a presentation P ′ with relators that are equal to
those of Q modulo F′′2 was already known by [13, Theorem 2.3]. Our results show that [13,
Theorem 2.3] does not hold if we replace Q∗∗-transformations by Q∗-transformations: if
P ′ = 〈x, y|s′1, s
′
2〉 and Q
′ = 〈x, y|r′1, r
′
2〉 are obtained from P and Q by Q
∗-transformations,
then Λ(P ′)t = EPΛ(P)
t and Λ(Q′)t = EQΛ(Q)
t for certain EP , EQ ∈ GE2(R). On the
other hand, if rjs
−1
j ∈ F
′′
2 for j = 1, 2, then Λ(P
′) = Λ(Q′). This is not possible since Λ(P)
and Λ(Q) are not in the same orbit under the action of GE2(R).
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