In this paper, we study the estimation problem of an unknown drift parameter matrix for fractional Ornstein-Uhlenbeck process in multi-dimensional setting. By using rough path theory, we propose pathwise rough path estimators based on both continuous and discrete observations of a single path. The approach is applicable to the high-frequency data. To formulate the parameter estimators, we define a theory of pathwise Itô integrals with respect to fractional Brownian motion. By showing the regularity of fractional Ornstein-Uhlenbeck processes and the long time asymptotic behaviour of the associated Lévy area processes, we prove that the estimators are strong consistent and pathwise stable. Numerical studies and simulations are also given in this paper.
Introduction
The statistical analysis of time series and random processes, parameter estimations, nonparameter estimations and statistical inferences, has been mainly concentrated on models described in terms of diffusion processes and semi-martingales, see e.g. some standard references such as [23, 21, 35, 36] and etc. Models which are not semi-martingales have received some attention in applications where long-time memory effects have to be taken into consideration, see e.g. [22, 38, 19] for example. In this article, we study multi-dimensional Ornstein-Uhlenbeck processes (OU processes for short) driven by fractional Brownian motions (fBM), known in recent literature as fractional Ornstein-Uhlenbeck processes (fOU processes for simplicity), defined to be the solution of the stochastic differential equation (SDE)
where B H is a d-dimensional fBM with Hurst parameter H ∈ (0, 1), Γ ∈ R d×d is the drift matrix and Σ ∈ R d×d is the volatility matrix which is non-degenerate. The previous SDE has to be interpreted as the stochastic integral equation The integral on the right hand side is understood as an Young's integral. Therefore, like ordinary OU processes, (X t ) is a Gaussian process. Equation (1.1) can be used to describe systems with linear interactions perturbed by Gaussian noise. An example of applications is inter-banking lending, see e.g. [8, 14] . In applications, an important question is to estimate the interaction structure Γ from an observation of a single path of the process, assuming that Σ is known and a single path X(ω) can be observed continuously or at discrete time.
For one dimensional case, the maximum likelihood estimator (MLE) and the least square estimator (LSE) and their properties have been studied in literature, see e.g. [22, 38, 19, 20] . Kleptsyna and Le Breton [22] and Tudor and Viens [38] have studied the maximum likelihood estimator based on continuous observation and obtained the strong consistency of the MLE as T goes to infinity. Hu and Nualart [19] studied the least square estimator for the case where the Hurst parameter H > 1 2 . The strong consistency as T → ∞ was proved for H > 1 2 and a central limit theorem was also established if 1 2 < H < 3 4 . Hu, Nualart and Zhou [20] extended their results for all H ∈ (0, 1).
There are however few works on parameter estimation for multi-dimensional fOU processes. The aim of this paper is therefore to fill this gap. First, for continuous observation of a single path, we give an estimator based on the rough path theory (see e.g. Lyons and Qian [27] ). In order to formulate the parameter estimator, we should define an Itô type integration theory for multi-dimensional fBM.
Coutin and Qian [11] proposed a theory of Stratonovich integration for multi-dimensional fBM with H > 1 4 by using the rough path analysis. It remains an open question to build a rough path theory for fBM with Hurst parameter H ≤ 1 4 . Therefore, we consider fBM with Hurst parameter H where 1 3 < H ≤ 1 2 . For this case, both fBM and fOU processes are of finite p-variation with 2 ≤ p < 3, and can be enhanced canonically to be geometric rough paths. We may define Itô type integrals with respect to fBM and fOU processes by correcting their enhanced Lévy area processes, and apply it to the study of the parameter estimation problem for fOU processes based on continuous observation. In order to show that the parameter estimator is strongly consistent, we study the regularity of fOU processes and long time asymptotic behaviours of their Lévy area processes, which we believe are of interests by their own.
We also study the estimation problem based on discrete observation. In applications, observation times are discrete rather than continuous, though the sampling frequency can be made to tend to infinity, which is the case for high-frequency financial data. For the statistical inference in this direction, we recommend [1, 2, 28, 3, 5, 10, 4] and references therein. In this paper, we construct a parameter estimator based on high-frequency discrete observation by using rough path theory, and establish the strong consistence of this estimator. We would like mention that Diehl, Friz and Mai [12] studied the maximum likelihood estimators for diffusion processes via the rough path analysis, and initiated a study of estimators for the fractional case, but only for the case that H = 1 2 − ε, for small ε. The approach we present in this paper has several advantages over other methods in the existing literature. First, our estimators are for multi-dimensional fOU processes where the no trivial role played by Lévy area processes may be revealed, which differs fundamentally from the one dimensional case. Second, the parameter estimators are pathwise defined, and can be calculated based on observation of a single path. Third, the parameter estimators are pathwise stable and robust, in the sense that, if two observations are very close according to the so called p-variation distance (see the main text below), then their corresponding estimators are close too. Fourth, our estimators can be constructed by both continuous observation and discrete observation, in particular for high-frequency financial data.
Numerical studies and simulations are given in this paper, to demonstrate that the parameter estimators we propose are very good. Let us mention that the approach in this paper can be extended to Ornstein-Uhlenbeck process X t driven by a general Gaussian noise G t , so that
where the integral on the right-hand side is well defined as long as t → G t is α-Hölder continuous for some α > 0. Such singular OU processes may be useful in applications. The paper is organized as follows. In section 2, we recall some preliminaries of the rough path theory and outline a theory of pathwise Itô integrals for both fBM and fOU processes. In section 3, we prove the regularity of fOU process and study long time asymptotics of the associated Lévy area processes. Then we construct a continuous rough path estimator in Section 4. We give a complete proof for almost sure convergence and pathwise stability of this estimator. Then in section 5, the discrete rough path estimator based on high-frequency data is presented. In section 6, we give two concrete experimental examples based on simulated sample paths, and the numerical results are shown there.
Rough paths and Itô integration
In this section, we introduce several notations from the rough paths theory, following the standard references [15, 16, 17, 26, 27] . We give a definition of Itô integrales for fBM and fOU processes.
Preliminary of rough paths
Define the truncated tensor algebra
= R, and use ∆ to denote the simplex {(s, t) : 0 ≤ s < t ≤ T }. Let X t be a continuous path on interval [0, T ] and X s,t = (1, X s,t , X s,t ) be an element of space T (2) (R d ). Actually, when X t is of finite p-variation with 2 < p < 3, we may lift it to the space T (2) (R d ) as a multiple function. The initial motivation is to define integrals with respect to X by increasing information to X. We recall Chen's identity (algebraic information) and the definition of finite p-variation (analysis information).
We call that X s,t = (1, X s,t , X s,t ) satisfies Chen's identity if
where P is a partition of [0, T ]. It is equivalent to that there exists a control ω(s, t) such that
A control ω is a non-negative, continuous, super-additive function on ∆ and satisfies that ω(t, t) = 0. Let 2 < p < 3 be a constant. A function X = (1, X, X) from ∆ to T (2) (R d ) is called a p-rough path if it has finite p-variation, and satisfies Chen's identity. Denote the space of p-rough paths as Ω p (R d ). According to Lyons and Qian [27] , the integration operator is defined as a linear map from
, and denote the integral by
and the second level Y 2 by 4) where the limit takes over all finite partitions P of interval [u, v].
FBM as rough paths
Almost all sample paths of a d-dimensional fBM with Hurst parameter H ∈ ( ] have finite p-variation with 2 < 1 H < p < 3, which can be enhanced canonically to be geometric rough paths. In fact Coutin and Qian [11] constructed the canonical rough path enhancement B H,Str = (1, B H , B H,Str ) in the Stratonovich sense by using dyadic approximations of fBM and their iterated integrals. But for the parameter estimation problem discussed in this paper, if the stochastic integral in the estimator (see section 4) is understood in the Stratonovich sense, it will almost surely converge to 0. Such estimator is not reasonable and therefore it has no use. So we need a theory of Itô type integration for fBM and fOU process. In [34] 
for every ω ∈ N c , where N is a null set. The second levels are defined similarly as (2.4).
However, this theory of Itô rough path enhancement and associated Itô integration works well only for one forms, i.e. only works well for functions of B H t , and therefore this theory is not suitable in dealing with fOU processes which are not one forms of the fBM B H t . An fOU process X t depends on the whole path of {B H s , 0 ≤ s ≤ t}. In the present paper, we will reveal that a different integration theory (i.e. with different rough paths associated with fBM) is required. To define an Itô rough path enhancement associated with fBM which is suitable for the study of fOU processes. Take
with
Then ϕ γ (t) has finite q-variation with q = , this Itô rough path enhancement is consistent with Itô theory for the standard Brownian motion. When Γ = 0, this enhancement is the same with the one form case defined in [34] . In the following, we will illustrate why we call it as Itô rough path/Itô rough integration.
FOU as rough paths
For the fOU process X t defined by stochastic differential equation (1.1), it can also be enhanced as a rough path according to the theory of rough path, which is the essence of the theory of rough differential equations. Although for the existence and uniqueness of the solution to (1.1), for this simple case, the theory of rough path is not needed. However, when we ask if X t can be enhanced to a rough path, or when we want to integrate F (X) with respect to X, the rough path analysis is a natural tool to deal with these problems.
We emphasize that the meaning of the solution X to a rough differential equation enhanced by ( 11) and Itô integral (first level) of fOU process with respect to fBM as
Now we can define stochastic integrals with respect to fOU rough path enhancement X by equations (2.3), (2.4) . Note that these integrals are pathwise defined and continuous with respect to the sample path X(ω) in p-variation metric. In what follows, we denote Stratonovich rough integral as
and Itô rough integral as
As an application we will use the Itô rough integrals to construct the estimator for parametric matrix Γ and prove the asymptotic properties and pathwise stability in the following sections.
Zero expectation
Let us illustrate the reason for naming Itô rough paths and Itô rough integrals. In stochastic analysis, Itô integrals can be defined in terms of the martingale property, which is suitable for semi-martingales. While for processes which are not semi-martingales such as fBM, attempts of making integrals with respect to fBM being martingales are of course hopeless. We instead demand that the expectations of integrals with respect to fBM are constant (e.g., to be zero). We call this kind of integrals as Itô type integrals, which is in fact an extension of classical Itô integration theory. Now let us verify that expectation of the Itô integral of fOU process with respect to fBM
According to the theory of differential equations driven by rough paths and the definition of integrals above, and assuming that coefficient matrices Γ and Σ are commutative for simplicity, we have
where X 0 is a constant vector and the integral on the right hand side is Young's integral and equals
. Therefore
The first term on the right hand side is zero, and the second term
where
) is the covariance function of fBM and the integral against R H (u, s) is defined as an Young's integral in 2D sense (see e.g. [16] ). Thus, combining equations above, we have proved the zero expectation property, i.e.
(2.15)
Long time asymptotic of Lévy area of fOU processes
In this section, we study properties of fOU processes. We show the α-Hölder continuity of fOU processes, and prove a long time asymptotic property of Lévy area of fOU processes.
Regularity of fOU processes

The covariance of fOU processes
The covariance function of a general fOU process can be worked out explicitly. For simplicity, we first study a stationary version of fOU process in this section. Consider
which is stationary and ergodic (see e.g. [9] ), and B H is fBM with Hurst parameter H < . It is well known that the covariance R H (·, ·) of B H is of finite
where G(·) is the Gamma function, cosh(·) the hyperbolic cosine function, 1 F 2 (·; ·, ·; ·) the generalized hypergeometric function, i.e.
One can see the figure of this covariance function r(·) and its first and second derivatives below, where we take H = 0.2, σ = λ = 1 as an example. , we have the following properties: (i) r(t) is 2H-Hölder continuous on R + , that is,
for any s, t ∈ R + and C H depends on H, σ, λ only (we may ignore σ, λ).
(ii) There exist constants 0 < T 0 < T 1 such that r (T 0 ) = 0, and
Proof. For covariance function r(·), near t = 0,
and for t large enough (see Theorem 2.3, [9] ),
Since r(t) is continuous on [0, ∞) and one can also see that r(t) has polynomial decay to zero as t large from above equality. For (i), we have max t≥0 |r(t)| = C < ∞, for any s, t ∈ R + and |t − s| ≥ 1, then
For any s, t ∈ R + and |t − s| < 1, we show the statement in three case:
. For the first and third terms, we actually need to show that for any s, t ∈ [0, 2] and |t − s| < 1, there exists a constant C such that
, where ϕ(·) is smooth on R + , then
For the second case, i.e. for any s, t ∈ [1, ∞) and |t − s| < 1, we have
Thus we proved the statement (i). For (ii), one can see that there exists a small number ε > 0 such that r (ε) > 0 and a large number T 1 > 0 such that, for all t ≥ T 1 , r (t) < 0. By the continuity of r on (0, ∞), there exists a T 0 ∈ (ε, T 1 ) satisfying r (T 0 ) = 0 and r (t) > 0 for any t ∈ (0, T 0 ).
Followings are important properties of fOU processes when H < 1 2 . It is well-known that, increments of fBM are negatively correlated when H < increments over different time periods are independent. We found that for fOU process with H < 1 2 , the disjoint increments are locally negative correlated. If the distance of the intervals corresponding the disjoint increments is large, then they are positively correlated, we call it long-range positive correlation. See the theorem below. Heuristically, fOU process is locally like fBM so that it has the locally negative correlation property as fBM when H < 1 2 . For long distance the drift becomes the dominated force, so the fOU behaves positively correlated. In the case where H = , the fOU is the standard OU process driven by standard Bownian motion. The properties of it are well known. Our main concern here is for the true fOU process case with H < 
(ii) (Long-range positive correlation) For any 0 ≤ t i < t i+1 < t j < t j+1 , and if
by convexity of r. This proves (3.1).
(ii) The proof of (3.2) is almost the same as (i).
Now we have the following propositions.
Proposition 3.3. For the stationary fOU process X, it satisfies that
for any s, t ∈ R + , and C H depends on H, σ, λ only (we ignore σ, λ here).
Proof. Since X is a stationary Gaussian process, then
The last inequality holds by 2H-Hölder continuity of the covariance function r(t), i.e. Lemma 3.1.(i).
Proposition 3.4. Let X be the stationary fOU process with H ∈ (0, 1 2 ). Then its covariance
and P = {t i }, P = {t j } are any two partitions of interval [s, t].
Proof. By Lemma 5.54 of [16] , we just need to show the finite -variation by the same partition
For a fixed i, and
by Theorem 3.2, hence,
Therefore, we have
The second term on the right hand side is controlled by C(H)|t − s| by Proposition 3.3. Now we show that
Now we have completed the proof.
Corollary 3.5. Let X be the stationary fOU process with H ∈ (0, 1 2 ). Then its covariance
This completes the proof of the corollary.
Regularity of fOU processes
In the following, we study the α-Hölder continuity of one dimensional, stationary fOU process
Before showing the regularity, we recall the usual GarsiaRodemich-Rumsey inequality (see e.g., page 60, Stroock and Varadhan [37] ). 
As an application of this lemma above, we have Proposition 3.7. Let X be a one dimensional, stationary fOU process with H ∈ (0,
Then there exist a constant 0 < β < 1 and an almost surely finite random variable C independent of T such that
Proof. By Proposition 3.3, we know that
Since X t is Gaussian process, all the norms are equivalent, we get
for any p > 2. Next, we apply the Garsia-Rodemich-Rumsey inequality. Take Ψ(x) = x p and p(x) = x H . Then inequality (3.12) implies that
Then for any q > 3, we get
Thus there exists an almost surely finite random variable R independent of n such that
So we have
Then the Garsia-Rodemich-Rumsey inequality gives that
for any α ∈ (0, H), p > 3 ∨ 2 H−α and 3 < q < p. This concludes the lemma.
, it still satisfies inequality (3.10). Besides, we prove a proposition for a function of fOU processes, which will be applied in section 5.
, and the norm of matrix A as A = d i,j=1 |a ij |. Then there exist a constant 0 < β < 1, an almost surely finite random variable C (independent of T ) and a random variable R T (tends to zero almost surely as T → ∞) such that
Proof. First, we present a fact about supremum of one dimensional, stationary fOU process
Since we know that X i and −X i have the same distribution and their covariance function is
for t small, where C = σ 2 λ −2H i HG(2H) and G(·) is Gamma function. So by Theorem 3.1 of Pickands [32] , we know that for t tending to infinity
where the last second inequality is followed from Proposition 3.7. One can choose δ, β such that 0 < δ + β =: β < 1. Thus, we have . This completes the proof of the statement.
Lévy area of multi-dimensional fOU processes
In this subsection, let
is stationary (see [9] ). Its covariance function is given by
. In this subsection, we will show one estimate for off-diagonal elements of Lévy area
j of the multi-dimensional fOU process X. We denote Stratonovich's Lévy area of fOU process X as
, and A ij (t) as its components.
Before showing the estimate of off-diagonal elements, we recall a lemma based on Wiener chaos. We denote H n (P) as homogeneous Wiener chaos of order n and C n (P) := ⊕ n j=0 H j (P) the Wiener chaos (or non-homogeneous chaos) of order n. The lemma below gives the hypercontractivity of Wiener chaos.
Lemma 3.10. (Refer to, e.g., Lemma 15.21, [16] ) Let q ∈ N and Z ∈ C q (P). Then, for p > 2,
Now we illustrate one estimate for off-diagonal elements, i.e. when i = j, we have the following proposition.
Lévy area of X. Then there exist 0 < β < 1 and an almost surely finite random variable C such that
for any s, t ∈ [n − 1, n] and any integer n ≥ 1.
Proof. First, we rewrite R i (s, t) as
and denote
For the second moment of the Lévy area,
where the integral which appears on the right hand side above can be viewed as a 2-dimensional (2D) Young's integral (see e.g. Section 6.4 of Friz and Victoir [16] = sup
and
In above estimate, function r i is the covariance r i (t) = E(X i s X i s+t ). Thus, we have
For the third term III, it is the same with the second term II line by line. So
For the last term IV ,
Now combing inequalities (3.18), (3.19) , (3.20) and (3.21), we get
Let s < t and s, t ∈ [n − 1, n], so we have
Now we turn to prove the estimate, for arbitrary p ≥ 2, by the hypercontractivity of Wiener chaos (see Lemma 3.10), we further have
Take Ψ(x) = x p and p(x) = x H , the above inequality implies that
Then for any q > 1, we get
Apply the Garsia-Rodemich-Rumsey inequality, and for any n − 1 ≤ s < t ≤ n, we get
for any p > 2 H and 1 < q < p. Thus we complete this proof.
Long time asymptotic of Lévy area
Now in this subsection, we consider the multi-dimensional fOU process which is the solution to stochastic differential equation
where Γ is a symmetric, positive-definite matrix, σ is a constant, and
Our aim in this section is to show a long time asymptotic property of Lévy area A(t) = t 0
as t goes to infinity. The components of solution process X are not independent since the interactions between each other. We first make an orthogonal transformation for this dynamical system. Since the drift matrix Γ is symmetric and positive-definite, there exists an orthogonal matrix Σ such that 
Now the fOU process X t has independent components. We also have that
What we should prove now is that
as t goes to infinity.
We may ignore the symbol tilde and use X, B H to denote X and B H , respectively, for simplicity. Now the d-dimensional fOU process X = (X 1 , X 2 , · · · , X d ) has independent components and satisfies
Then {X i t , t ≥ 0} are stationary, ergodic, Gaussian processes, see [9] .
On-diagonal case
Lemma 3.12. For the on-diagonal components of Lévy area A(t) = t 0
as t tends to infinity.
Proof. First, we show that for any α > 0,
As we know that the covariance of the process X i t is
for t small, where C = σ 2 λ −2H i HG(2H) and G(·) is Gamma function. Then the limit (3.30) follows from Theorem 3.1 of Pickands [32] .
Since
then from (3.30), it follows that
Thus, we conclude this lemma for on-diagonal case.
Off-diagonal case
Let X = (X 1 , X 2 , · · · , X d ) be the d-dimensional, stationary Gaussian process given by (3.28) . Its covariance function is given by
When i = j, we have (as proof of equation (3.22) in Proposition 3.11) that
When t ≥ 1, we have A ij (n), n ≥ 1} and H ∈ ( ), we have
as n goes to infinity.
Proof. By the inequality (3.33), we have
According Proposition 15.20 of [16] , we know that Z ij n belongs to the second Wiener chaos C 2 (P). By Lemma 3.10, we have
For any > 0, by Chebyshev inequality, we have
The almost sure convergence follows from the Borel-Cantelli lemma. Now we can conclude this subsection, that is, to show the limit for arbitrary t rather than at discrete time N + . Theorem 3.14. Suppose stochastic process X t is fOU process which is the solution to stochastic differential equation (3.24) and Γ is symmetric and positive-definite. Then
as t → ∞, where the above integral is in Stratonovich sense.
Proof. First, assume that X is the stationary fOU process as in equation (3.28) . The ondiagonal case is proved in Lemma 3.12. For the off-diagonal case, since (3.36) and setting n = [t], by Proposition 3.11, we have that the first term on the right hand side is controlled by Ct −1 n β ≤ Cn β−1 → 0, a.s. And the second term also tends to zero by Proposition 3.13. Thus we have completed the proof of Theorem 3.14 when fOU process X is stationary.
If X is not stationary version but starts at point 0 at t = 0, we can also prove this asymptotic for their Stratonovich integrals. Now let X = (X 1 , · · · , X d ) be the stationary version as above.
Then fOU process
where the last three integrals are Young's integrals. The first term on the right hand side tends to zero almost surely, which has been proved above. The last term also goes to zero almost surely, which can be proved easily. For the second and third terms, we can see that 
prove that the second and third terms both converge to zero almost surely. Here we just give a sketch of proof for the second term.
where C, C independent of n. Then
by Borel-Cantelli lemma, we proved that 1 n (ξZ n ) → 0, a.s. Now we show for any n ≥ 1 and any s, t ∈ [n, n + 1], there exist a constant β ∈ (0, 1) and an almost surely finite random variable R such that |Z t − Z s | ≤ Rn β , a.s.. Since
where C is a universal constant, applying Garsia-Rodemich-Rumsey inequality as Proposition 3.11, we get
Thus we proved the limit of the second term. The third term follows likely as above. By taking an orthogonal transformation for X (independent components), we get the same limit for Stratonovich integral of solution to equation (3.24) . Therefore, we conclude this theorem.
Pathwise Stable estimators 4.1 Continuous Rough Path Estimator
In this section, let X be fOU process, i.e. the solution to the following stochastic differential equation
We construct an estimator based on continuous observation via rough path theory. We suppose that the rough path enhancement (X 0,t (ω), X 0,t (ω)) of fOU process X t (ω) could be continuously observed in Itô sense defined in section 2. It may leave the users with the question of how to understand data as a rough path in practice. For this direction, there are in fact works on how to inverse data to rough paths. We recommend those who may be interested in these questions to look at the literature on rough path analysis, in particular [6] . For the construction of estimator, we adapt the idea of least square estimator of Hu and Nualart [19] who derived this estimator in one dimensional case, which is formally taken as the minimizer
where Θ is the parameter space. In multi-dimensional case, we take (formally) the estimator as the minimizer
which leads to the solution
, and M T denotes transpose of matrix M . The integral S t is taken as Itô rough integral of X defined in section 2. We call this estimator as rough path estimator. When Σ = σI (I is identity matrix, σ is a constant), the estimator becomes
Acctually, we can make a rotation to dynamical system (4.1), i.e. act Σ −1 to X t , then we get the above diagonal case. So without loss of generality, we can suppose that Σ = σI. Now we give two examples for cases d = 1, 2. For one dimensional case, the rough path estimator is
For d = 2, the transpose of the rough path estimator is
As a remark, we mention that here in our paper X(ω), X(ω), and Γ(ω) are pathwise-defined almost surely.
Strong Consistency
Now we consider the asymptotic behavior of this rough path estimator Γ t . The solution X to (4.1) is given by
Without loss of generality, we suppose that X 0 = 0. In the following, we will prove chain rules for our rough integrals, and then show the almost sure convergence of our rough path estimator.
Chain Rules
First, we have the following lemma.
Here, the integrals can be either Stratonovich's or Itô's rough integrals.
Proof. We use the relationship between almost rough paths and rough paths, see Theorem 3.2.1 in [27] , to prove this lemma. To simplify notations, we show d = 1 case, i.e. to prove
First, by the theory of rough differential equations and (2.8), we know that 16) where the right hand sides are actually almost rough paths associated Z s,t , and means the
Almost sure convergence
In order to establish the strong consistency of the rough path estimator Γ t , i.e. 22) our aim now is to prove that
Then by Slutsky Theorem and Corollary 4.2, we can get (4.22).
Proposition 4.3. Suppose stochastic process X t is the fOU process to stochastic differential equation (4.1) and Γ is symmetric and positive-definite, then
where the above integral on the left hand side is Lebesgue integral and the constant matrix
Proof. Define the process 25) then the process X is stationary Gaussian process and it is ergodic (see subsection 3.2). By the ergodic theorem (see [9] ), we have
For the right hand side, applying integration by parts, we have
Thus we have proved this lemma.
Proposition 4.4. Suppose stochastic process X t is the fOU process to stochastic differential equation (4.1) and Γ is symmetric and positive-definite, then ].
Proof. Applying integration by parts, we have
By definitions of Itô integration and Stratonovich integration with respect to fBM for fOU process (see rough differential equation (2.8)), we have
For the first term on the right hand side, it is defined as Stratonovich integral, and has the following expression (by Lemma 4.1)
Now we represent U γ (t) as 
Thus we conclude this proposition.
As a corollary of Theorem 3.14, now we have the following statement, in which the integral is in Itô sense.
Corollary 4.5. Suppose stochastic process X t is the fOU process to stochastic differential equation (4.1) and Γ is symmetric and positive-definite, then
where the above integral is in Itô sense.
Proof. As we can see from the definition of rough integral and Lemma 4.1 that
for any (s, t) ∈ ∆. Thus we have
By Theorem 3.14 and the limit in equation (4.31), we get
Besides, by the definition of C 1 (H), we also have the relation between C 2 (H) and C 1 (H) as
Now we have strong consistency of the rough path estimator Γ t as t tends to infinity.
Theorem 4.6. Suppose Γ is a parametric matrix and it is symmetric and positive-definite. Let Γ t be the rough path estimator as (4.7) of Γ for the stochastic differential equation (4.1). Then
Proof. Applying Proposition 4.3 and Proposition 4.4, and by Slutsky Theorem, we have
as t goes to infinity. Hence, by Corollary 4.2, the rough path estimator Γ t almost surely converges to Γ.
Remark 4.7. Suppose we take the stochastic integral 
Pathwise Stability
In this subsection, we will show that our rough path estimator is pathwise stable and robust. Note that Γ T is a functional on the path space C([0, T ], R d ), or exactly on the rough path space
For every observation sample path X(ω) or rough path enhancement X(ω) = (X(ω), X(ω)), one has a corresponding estimator Γ T (X(ω)) or Γ T (X(ω)) = Γ T ((X(ω), X(ω))).
In the following, we will use the rough path notation rather than sample path, since our continuous rough path estimator depends on X(ω) = (X(ω), X(ω)) rather than just the first level sample path X(ω).
A natural question about robustness of estimator arise: if two observations X and X are very close in some sense, e.g. uniform distance or p-variation distance etc, does it give arise to close estimations Γ T (X) ≈ Γ T ( X)? In other words, is the estimator Γ T (·) continuous in some distance?
Actually, the rough path idea gives us a good solution to this problem. As well-known, in rough path space, rough integration is continuous with respect to p-variation distance. Now we first recall the p-variation rough path distance d p : ] and (X, X) be the Itô rough path enhancement. Then rough path estimator Γ T : (X(ω), X(ω)) → Γ T ((X(ω), X(ω))) is continuous with respect to p-variation distance d p for
Proof. The statement is a corollary of Theorem 5.3.1 of Lyons and Qian [27] .
Rough Path Estimator Based on High-Frequency Data
In previous sections, the estimator we have considered up to now is based on continuous observations. However, in the real world the process can be only observed at discrete time. Thus deriving an estimator based on discrete observations is necessary. Based on our continuous rough path estimator, we can construct a discrete rough path estimator and it still has very good properties. We assume that the fOU process X can be enhanced to an Itô rough path X = (1, X, X) as section 2 and can be observed at discrete time {t = h, = 0, 1, 2, · · · , n}, or equivalently we can get the discrete data {(X t 0 ,t 1 , X t 0 ,t 1 ), (X t 1 ,t 2 , X t 1 ,t 2 ), · · · , (X t n−1 ,tn , X t n−1 ,tn )} in Itô sense as in section 2. Here, n is sample size, h = h n is the observation frequency, and t := nh is the time horizon. We further assume that as the sample size n tends to infinity, the observation frequency h = h n → 0 and time horizon t = nh → ∞. In other words, the data is high-frequency. Besides, we also should give more assumptions to balance the rate of sample size n and the frequency h in order to get good estimator below. Now we give the theorem of almost sure convergence for our high-frequency rough path estimator.
Theorem 5.1. Suppose the fOU process X which is the solution to stochastic differential equation (3.24) with H ∈ ( ] can be observed at discrete time {t = h, = 0, 1, 2, · · · , n} and as sample size n → ∞, n and h satisfy
for some p ∈ (1, 1+H+β 1+β
), and 0 < β < 1. Let
where Γ T denotes transpose of matrix Γ. Then
Proof. Let
By Proposition 4.3, we know that
From Corollary 4.5, we have
In the following, we show that If so, combining (5.4), (5.5), (5.6) and (5.7), we can conclude this theorem, that is,
Now we first show the limit (5.7), we have
For the limit (5.6),
Let F (X t ) = X t ⊗ X t , and any 0 ≤ s < t ≤ T . Then by Proposition 3.9, we get
Take s = h, t = ( + 1)h, and T = nh, we have
By assumption, there exists a number p ∈ (1,
) such that nh p → 0 and nh → ∞ as
(We may assume that the components of fOU process X are independent, we should make an orthogonal transformation for X.) Thus, we have completed the proof of Theorem 5.1.
Numerical Study
In this section, we give some examples based on simulation to demonstrate our theoretical results. We simulate samples from one and two dimensional fOU processes X to stochastic differential equation (1.1) by Euler scheme. In one dimensional case, there is no need to simulate the Lévy area. For two dimensional examples, we exploit the trapezoidal scheme (For those who may be interested in this aspect, see e.g. [29] to get some ideas) to discretize the fractional Lévy area in order to get the second level X of fOU rough path (X, X). Thus we can get the simulation of sample paths (first level processes) X by Euler scheme and Lévy area (second level processes) X by trapezoidal scheme. Then we use our theoretical results to do estimation for the drift parameter. We get one estimation for each sample path and simulate 1000 paths of fOU process by Monte Carlo iteration. We demonstrate that our rough path estimator performs very good.
One-dimensional example
In this subsection, we demonstrate an example of one dimensional fOU process with Hurst parameter H ∈ ( ] to stochastic differential equation
We use Euler scheme to draw n equidistant samples on a time horizon T with observation frequency h = T n for each sample path X(ω). The samples are
and through Monte Carlo iterations, we get 1000 sample paths {X(ω j ), j = 1, 2, · · · , 1000}. See Figure 6 .1 below, they are simulated sample paths of fBM and respective fOU processes for varying Hurst parameter H ≤ . One could see from Figure 6 .1 that the sample paths of fBM and fOU processes become rougher and rougher as Hurst parameter H becomes smaller, and locally sample path of fOU process looks like fBM who generates it.
By our theory, the discretized rough path estimator γ n in this model is given by
where X h,( +1)h (ω) = X ( +1)h (ω) − X h (ω) are increments of sample path X(ω) and the second level/Lévy area
, and
In summary, (X h,( +1)h (ω), X h,( +1)h (ω)) =0,1,··· ,n−1 are our discrete observation for estimation. Note that since the dimension d = 1 in this model, there is no Lévy area to be discretized. In the real world application such as the Vasicek interest rate model, the problem left for estimation is how to enhance high-frequency data to Itô rough path. We may refer to [6] as an inspiration for answering this problem. We illustrate our simulation results in Table 1 , where, one can see the mean and standard deviation of our discretized rough path estimators γ n (ω) for varying Hurst parameter H based on 1000 Monte Carlo iterations of sample path X(ω). We take the time horizon T = {20, 30, 40}, sample size n = {2 In addition, we can see even more information about our rough path estimators from Table  1 . Actually, the sample size n, time horizon T and sampling frequency h = T n affect the value of these estimators for different Hurst parameter H. One can see that when sample size n fixed, as time horizon T = nh becomes larger, the mean and standard deviation become smaller. When time horizon T fixed, as sample size n becomes large, the estimated values change regularly according to T . One may notice that it does not become better even if T and n become larger and larger. The reason behind that is T and n are not the only two variables which effect the estimator. Actually, the sampling frequency h also works. The assumption in Theorem 5.1
), is very important when one computes the value of estimator. The three limits above mean that the convergence rate of mesh size/sampling frequency should be not too slow or too large. One should give a proper mesh size/sampling frequency h in order to obtain better value of estimator. Besides, the proper sampling frequency h also depends on Hurst parameter H. In Table 1 , when T, n, h are fixed, the mean value and standard deviation both become smaller. It is better to use different sampling frequency h according to Hurst parameter H.
Following is a Box-and-Whisker Plot, in which the central red mark of each blue box indicates the median of rough path estimators γ n (ω) based on 1000 Monte Carlo iterations of sample paths X(ω), and the bottom and top edges of the box indicate the 25th and 75th percentiles, respectively. Besides, the outliers are plotted individually using the red '+' symbol. 
Two-dimensional example
In this subsection, we give numerical examples for two dimensional fOU processes, for example, the dynamics dX t = −ΓX t dt + dB We still apply Euler scheme to draw n equidistant samples {X h (ω), X 2h (ω), · · · , X nh (ω)} on time horizon T with frequency h = T n . In Figure 6 .3, we show the paths of components of two dimensional fBM and its associated fOU process with H = 0.45. B H,1 and B H,2 are independent, and X 1 and X 2 locally look like B H,1 and B H,2 , respectively, for this model. In order to estimate the parameter matrix, we should enhance sample paths to data in rough path sense. That is, to get {(X h,( +1)h (ω), X h,( +1)h (ω)) =0,1,··· ,n−1 } as our observation data for estimation. , and all the rough integrals above are defined in our Itô sense. Discretizing every integral above, we obtain our high frequency rough path estimator. The attention we need pay to is the cross term of rough integral, i.e. Lévy area X i d R 1 X j or X ij . Since where ϕ s,t is defined in section 2 and X
•,ij
s,t denotes the second level/Lévy area of fOU rough path enhancement in the Stratonovich sense. Now we can discretize the Stratonovich's Lévy area X
•,ij by trapezoidal scheme, see [29] . By this, we get {(X h,( +1)h (ω), X h,( +1)h (ω)) =0,1,··· ,n−1 } as our discrete observation data for estimation.
We illustrate our two dimensional simulation results in Table 2 below. In this case, we estimate the parameter matrix Γ using the simulated data {(X h,( +1)h (ω), X h,( +1)h (ω)) =0,1,··· ,n−1 }. We draw 1000 sample paths by Monte Carlo iterations.
In Table 2 , every component of 'Mean' denotes average of the value of respective estimator based on 1000 Monte Carlo simulation. And the component of 'Standard deviation (Std dev)' represents the fluctuation of estimation of parameter with corresponding index. One could see that, under proper time horizon T , sample size n and frequency h, the rough path estimator performs very well and the results are quite stable.
As a remark, in one dimensional case, we have seen that the performance of discrete estimator dependents on time horizon T , sample size n and frequency h. But it is not so sensitive in dimension d = 1 so that we can still use the same sample setting for varying Hurst parameter H. However, in dimension d = 2, it becomes a little sensitive to sampling mode. One should adhere to the conditions about T, n, h in Theorem 5.1 in order to obtain better estimated values. In Table 2 , we set frequency h becomes smaller as sample size n becomes larger and Hurst parameter H smaller. Table 2 : Mean and standard deviation of rough path estimators Γ n based on 1000 Monte Carlo iterations in dimension d = 2, n sample size, T time horizon, h sampling frequency, H Hurst parameter, and true parameter matrix Γ = [1 2; 2 5].
In Figure 6 .4, we fix time horizon T = 40, and take sample sizes n = 2 8 , 2 9 , · · · , 2 14 . We show the trend of mean of estimated values Γ 12 n (as an example) with respect to sample size n based on 100 Monte Carlo simulated sample paths. As one can see, when sample size n is too small or observation frequency h = T n too large, the estimated values are bad. However, as expected, the estimation becomes good with n increasing or h decreasing, and stabilised at the exact value Γ 12 = 2.
