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Abstract
In this paper, we propose a fast multipole method (FMM) for 3-D linearized Poisson-Boltzmann
(PB) equation in layered media. The main framework of the algorithm is analogous to the
FMM for Helmholtz and Laplace equation in layered media [1, 2], using an extension of the
Funk-Hecke formula for pure imaginary wave number. Moreover, a recurrence formula is
provided for the run-time computation of the Sommerfeld-type integrals used in the FMM
algorithm. Due to the similarity between Helmholtz and linearized PB equation, the recur-
rence formula can also be used for the FMM of Helmholtz equation in layered media with
minor changes as mentioned in [1]. Numerical results validate that the FMM for interac-
tions of charges under screen’s potentials in layered media has the same accuracy and CPU
complexity as the classic FMM for charge interactions in free space.
Keywords: Fast multipole method, Poisson-Boltzmann equation, layered media, spherical
harmonic expansion, equivalent polarization source
1. Introduction
In this paper, we continue our research on the FMM associated with the Green’s function
of elliptic equations
a`
[
∆u``′(r, r
′) + κ2`u``′(r, r
′)
]
= −δ(r, r′), (1.1)
in layered media, where {a`, κ`} are parameters in the `-th layer, δ(r, r′) is the Dirac delta
function and r and r′ are two points in the ` and `′-th layers, respectively. More general
settings about the layered structure will be discussed later. Three typical cases with pa-
rameters {a`, κ`} to be {1, k`}, {ε`, 0} or {ε`, iλ`}, such that ε`, k`, λ` > 0 are related to
three categories of important applications. Typical examples among them are wave propa-
gation, static electromagnetics and nuclear physics. Recently, we have developed FMM for
Helmholtz and Laplace equations (cf. [1, 2]) which are corresponding to the cases with pa-
rameters {a` = 1, κ` = k`} and {a` = ε`, κ` = 0}. Now, we continue our work to consider the
linearized Poisson-Boltzmann equation, i.e., the case {a` = ε`, κ` = iλ`} with λ` > 0.
Problems modeling by linearized Poisson-Boltzmann equations arise in various applications
in physics, chemistry and biology when Coulomb forces are damped by screening effects (cf. [3,
4, 5, 6]). In the free space case, the Green’s function is referred as Yukawa potential or screened
∗Corresponding author
Email address: cai@mail.smu.edu (Wei Cai)
Preprint submitted to Journal of Computational Physics February 5, 2020
ar
X
iv
:2
00
2.
01
33
4v
1 
 [m
ath
.N
A]
  3
 Fe
b 2
02
0
Coulomb potential and the classic FMM for Coulomb potential has been successfully extended
to Yukawa potential (cf. [7, 8]) for the reduction of the O(N2) cost of computing corresponding
N particles (or sources) problem to O(N). Due to the significant efficiency improvement,
Yukawa-FMM has been widely used in modern computational biology, chemistry (cf. [9, 10]).
Similar with the FMM for Coulomb potential [11, 12], the mathematical foundation of the
Yukawa-FMM is the addition theorem for modified Bessel functions as we will review in the
next section. The theory provides optimal approximation for the far field interactions in the
free space, and at the meantime implies the major difficulty for the development of FMM in
layered media. That is optimal expansion theory for the Green’s function in layered media
(layered Green’s function in short in this paper) has not been developed. Nevertheless, layered
media are usually the basic setting in many applications in biology, e.g., ion channel [5]. For
those applications, layered Green’s function is preferably used to describe the interactions
to avoid introducing artificial unknowns on the infinite material interfaces. To handle the
interaction of sources embedded in layered media using layered Green’s functions, various
approaches have been proposed (cf. [13, 14, 15, 16, 17, 18]).
Recently, we have proposed a mathematical theory to obtain optimal far field approxi-
mation for the layered Green’s function of Helmholtz and Laplace equations (cf. [1, 19, 2]),
where the generating function of the Bessel function (2-D case) or a Funk-Hecke formula (3-D
case) were used to connect Bessel functions and plane wave functions. With the optimal
far field approximation theory, corresponding FMMs for layered Green’s function have been
implemented. The reason of using Fourier (2-D case) and spherical harmonic (3-D case) ex-
pansions of plane waves is that the layered Green’s functions have Sommerfeld-type integral
representations in which the plane waves are involved. Note that the layered Green’s func-
tion of the linearized Poisson-Boltzmann equation also has similar integral form as that of
Helmholtz equation, we will continue the series research work by investigating the case with
pure imaginary parameters κ` = iλ. Another extension the Funk-Hecke formula with pure
imaginary wave number is the key in the derivation of the multipole and local expansions
(MEs, LEs) and multipole to local (M2L) translation operators for the reaction components
of the layered Green’s function. Under the framework proposed in our previous work, the
potential due to sources embedded in layered media is decomposed into free space and reac-
tion components and equivalent polarization charges are introduced to re-express the reaction
components. The FMM in layered media will then consist of classic Yukawa-FMM for the
free space components and FMMs for reaction components based on equivalent polarization
sources and the new MEs, LEs and M2L translations. Moreover, in order to avoid making
memory consuming pre-computed 3-D tables (cf. [1]), we will develop a recurrence formula
for efficient computation of the Sommerfeld-type integrals used in the algorithm. The FMMs
for the reaction field components are much faster than that for the free space components due
to the fact that the introduced equivalent polarization charges are always separated from the
associated target charges by a material interface. As a result, the new FMM for sources in
layered media costs almost the same as the Yukawa-FMM for the free space case.
The rest of the paper is organized as follows. In Section 2, after a short discussion on
the Green’s function in layered media consisting of free space and reaction components, we
present the formulas for the potential induced by sources embedded in layered media. In
section 3, we first further extend the Funk-Hecke formula to derive a spherical harmonic ex-
pansion for the exponential functions involved in the integral representation of the layered
media Green’s function of Poisson-Boltzmann equation. By using this expansion, we present
a new approach for the derivation of the ME, LE and M2L operators of the free space Green’s
function. The same approach will be then used to derive MEs, LEs and M2L translation
operators for the reaction components of the layered Green’s function. By introducing equiv-
alent polarization charge for each type of the reaction components, the reaction potentials
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are re-expressed. Then the MEs, LEs and M2L translation operators for the reaction com-
ponents are derived based on the new expressions. Combining the original source charges
and the equivalent polarization charges associated to each reaction component, the FMMs
for reaction components can be implemented. Section 4 will give numerical results to show
the spectral accuracy and O(N) complexity of the proposed FMM for interactions in layered
media. Finally, a conclusion is given in Section 5.
2. Potential due to sources in layered media
In this section, the potential induced by sources embedded in layered media is formulated
using layered Green’s function and then decomposed into a free space and four types of
reaction components.
2.1. Green’s function of linearized Poisson-Boltzmann equation in layered media
Consider a layered medium consisting of L-interfaces located at z = d`, ` = 0, 1, · · · , L− 1
in Fig. 2.1. The material parameters are given by {a` = ε`, κ` = iλ`}L`=0 where ε` and λ`
are the dielectric constant and the inverse Debye-Huckel length in the `-th layer. Suppose we
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1D
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Figure 2.1: Sketch of the layer structure for general multi-layer media.
have a point source at r′ = (x′, y′, z′) in the `′-th layer (d`′ < z′ < d`′−1). Then, the layered
Green’s function of the linearized PB equation satisfies (1.1) at field point r = (x, y, z) in the
`-th layer (d` < z < d`−1) where δ(r, r′) is the Dirac delta function. By using partial Fourier
transform along x− and y−directions, the problem can be solved analytically for each layer
in z by imposing transmission conditions at the interface between `-th and (` − 1)-th layer
(z = d`−1), i.e.,
u`−1,`′(x, y, z) = u``′(x, y, z), ε`−1
∂u`−1,`′(x, y, z)
∂z
= ε`
∂û``′(kx, ky, z)
∂z
, (2.1)
as well as decaying conditions in the top and bottom-most layers for z → ±∞.
Here, we just present the expression of layered Green’s function, and the derivation is
an analogue to that for layered Green’s function of the Helmholtz equation (cf. [14]). The
expression of the layered Green’s function in the physical domain takes the form
u``′(r, r
′) =
ureact``′ (r, r′) +
e−λ`|r−r
′|
4piε`|r − r′| , ` = `
′,
ureact``′ (r, r
′), otherwise,
(2.2)
where ureact``′ (r, r
′) is the reaction component induced by the layered media. In general,
ureact``′ (r, r
′) has two components. However, only one component left in the top and bottom
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layer due to decaying conditions as z → ±∞. Thus, the reaction component has decomposi-
tion
ureact``′ (r, r
′) =

u10`′(r, r
′),
u1``′(r, r
′) + u2``′(r, r
′), 0 < ` < L,
u2L`′(r, r
′),
(2.3)
with components given by Sommerfeld-type integrals:
u1``′(r, r
′) =
1
8pi2
∫ ∞
0
∫ 2pi
0
λρe
iλα·(ρ−ρ′) e
−λ`z(z−d`)
λ`z
ψ1``′(λρ, z
′)dαdλρ, ` < L,
u2``′(r, r
′) =
1
8pi2
∫ ∞
0
∫ 2pi
0
λρe
iλα·(ρ−ρ′) e
−λ`z(d`−1−z)
λ`z
ψ2``′(λρ, z
′)dαdλρ, ` > 0,
(2.4)
where λα = λρ(cosα, sinα), ρ = (x, y), ρ
′ = (x′, y′),
ψ1`0(λρ, z
′) =

e−λ`′zz
′
σ11`0 (kρ),
e−λ`′z(z
′−d`′ )σ11``′(λρ) + e
−λ`′z(d`′−1−z′)σ12``′(λρ), 0 < `
′ < L,
e−λ`′z(dL−1−z
′)σ12`L(λρ).
ψ2``′(kρ, z
′) =

e−λ`′zz
′
σ21`0 (kρ),
e−λ`′z(z
′−d`′ )σ21``′(λρ) + e
−λ`′z(d`′−1−z′)σ22``′(λρ), 0 < `
′ < L,
e−λ`′z(dL−1−z
′)σ22`L(λρ).
(2.5)
It is worthy to point out that reaction densities σ11``′(λρ), σ
12
``′(λρ), σ
21
``′(λρ), σ
22
``′(λρ) are only
determined by the layered structure and the material parameters ε` and λ` in each layers.
The above are general formulas which are applicable to multi-layered media. Here, we give
explicit formulas (see (2.6),(2.7), (2.8)) for reaction densities in the cases of three layers as
example.
• Source in the top layer:
σ1100(λρ) =
ε1λ1z(ε0λ0z − ε2λ2z) cosh(−d1λ1z)− (ε21λ21z − ε0ε2λ0zλ2z) sinh(−d1λ1z)
ε0κ(λρ)
,
σ1110(λρ) =
ε0λ1z(λ1λ1z − ε2λ2z)
ε0κ(λρ)
, σ2110(λρ) =
ε0λ1z(ε1λ1z + ε2λ2z)e
−d1λ1z
ε0κ(λρ)
,
σ2120(λρ) =
2ε0ε1λ1zλ2z
ε0κ(λρ)
.
(2.6)
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• Source in the middle layer:
σ1101(λρ) =
ε1λ0z(ε1λ1z − ε2λ2z)
ε1κ(λρ)
, σ1201(λρ) =
ε1λ0z(ε1λ1z + ε2λ2z)e
−d1λ1z
ε1κ(λρ)
,
σ1111(λρ) =
(ε1λ1z − ε2λ2z)(ε1λ1z + ε0λ0z)e−d1λ1z
2ε1κ(λρ)
,
σ1211(λρ) =
(ε1λ1z − ε2λ2z)(ε1λ1z − ε0λ0z)
2ε1κ(λρ)
,
σ2111(λρ) =
(ε1λ1z − ε2λ2z)(ε1λ1z + ε0λ0z)
2ε1κ(λρ)
,
σ2211(λρ) =
(ε1λ1z + ε2λ2z)(ε1λ1z − ε0λ0z)e−d1λ1z
2ε1κ(λρ)
,
σ2121(λρ) =
ε1λ2z(ε0λ0z + ε1λ1z)e
−d1λ1z
ε1κ(λρ)
, σ2221(λρ) =
ε1λ2z(ε1λ1z − ε0λ0z)
ε1κ(λρ)
.
(2.7)
• Source in the bottom layer:
σ1202(λρ) =
2ε1λ1zε2λ0z
ε2κ(λρ)
,
σ2212(λρ) =
ε2λ1z(ε1λ1z − ε0λ0z)
ε2κ(λρ)
, σ1212(λρ) =
ε2λ1z(ε0λ0z + ε1λ1z)e
−d1λ1z
ε2κ(λρ)
,
σ2222(λρ) =
ε1λ1z(ε2λ2z − ε0λ0z) cosh(−d1λ1z)− (ε21λ21z − ε0ε2λ0zλ2z) sinh(−d1λ1z)
ε2κ(λρ)
,
(2.8)
where
κ(λρ) = ε1λ1z(ε0λ0z + ε2λ2z) cosh(−d1λ1z) + (ε21λ21z + ε0ε2λ0zλ2z) sinh(−d1λ1z).
2.2. Components of the potential due to sources embedded in layered media
Let P` = {(Q`j , r`j), j = 1, 2, · · · , N`}, ` = 0, 1, · · · , L be L groups of source particles
distributed in a multi-layered medium with L+ 1 layers (see Fig. 2.1). The group of particles
in `-th layer is denoted by P`. Then, the potential at r`i due to all other particles is given
by the summation
Φ`(r`i) =
L∑
`′=0
N`′∑
j=1
Q`′ju``′(r`i, r`′j)
=
N∑`
j=1,j 6=i
Q`j
e−λ`|r`i−r`j |
4piε`|r`i − r`j | +
L∑
`′=0
N`′∑
j=1
Q`′ju
react
``′ (r`i, r`′j).
(2.9)
By expressions in (2.4) and (2.5), u1``′(r, r
′) and u2``′(r, r
′) have further decomposition
ua``′(r, r
′) =

ua1`0 (r, r
′),
ua1``′(r, r
′) + ua2``′(r, r
′), 0 < ` < L, a = 1, 2,
ua2`L(r, r
′),
(2.10)
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while each component has Sommerfeld-type integral representation:
uab``′(r, r
′) =
1
8pi2
∫ ∞
0
∫ 2pi
0
λρ
λ`z
Eab``′(r, r′)σab``′(λρ)dαdλρ, a, b = 1, 2. (2.11)
Here, ρ′ = (x′, y′) is the source coordinates in x− y plane, {Eab``′(r, r′)}a,b=1,2 are exponential
functions defined as
E11``′(r, r′) := eiλα·(ρ−ρ
′)−λ`z(z−d`)−λ`′z(z′−d`′ ),
E12``′(r, r′) := eiλα·(ρ−ρ
′)−λ`z(z−d`)−λ`′z(d`′−1−z′),
E21``′(r, r′) := eiλα·(ρ−ρ
′)−λ`z(d`−1−z)−λ`′z(z′−d`′ ),
E22``′(r, r′) := eiλα·(ρ−ρ
′)−λ`z(d`−1−z)−λ`′z(d`′−1−z′).
(2.12)
Since the reaction components of the Green’s function in layered media have different
expressions (2.4) and (2.10) for source and target particles in different layers, it is necessary
to perform calculation individually for interactions between any two groups of particles among
the L+ 1 groups {P`}L`=0. Applying expressions (2.3), (2.4) and (2.10) in (2.9), we obtain
Φ`(r`i) =Φ
free
` (r`i) + Φ
react
` (r`i)
=Φfree` (r`i) +
L−1∑
`′=0
[Φ11``′(r`i) + Φ
21
``′(r`i)] +
L∑
`′=1
[Φ12``′(r`i) + Φ
22
``′(r`i)],
(2.13)
where
Φfree` (r`i) :=
N∑`
j=1,j 6=i
Q`j
e−λ`|r`i−r`j |
4piε`|r`i − r`j | , Φ
ab
``′(r`i) :=
N`′∑
j=1
Q`′ju
ab
``′(r`i, r`′j). (2.14)
It is clearly that the free space component Φfree` (r`i) can be computed using Yukawa-FMM.
Therefore, we only focus on the computation of the reaction components {Φab``′(r`i)}, a, b = 1, 2
in the `-th layer.
3. FMM for 3-D linearized Poisson-Boltzmann equation in layered media
In this section, we first review the MEs and LEs for the free space Green’s function of the
linearized PB equation and the corresponding shifting/translation operators. They are the
key formulas used in the Yukawa-FMM which we will adopt for the computation of the free
space components given in (2.14). Then, a new derivation for the ME and LE using an integral
representation of modified spherical Bessel functions are presented. This new technique will
be applied to derive MEs, LEs and M2L translations in the development of the FMMs for the
reaction components of the layered media Green’s function later on.
3.1. The multipole and local expansions of free space Green’s function
Define the spherical harmonics
Y mn (θ, φ) = (−1)m
√
2n+ 1
4pi
(n−m)!
(n+m)!
Pmn (cos θ)e
imφ = P̂mn (cos θ)e
imφ, (3.1)
for n = 0, 1, · · · , 0 ≤ |m| ≤ n, where Pmn (cos θ) is the associated Legendre function and
P̂mn (cos θ) is its normalized version. Suppose rj = (rj , θj , ϕj) is the position vector of a point
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P in spherical coordinates with respect to a given center Oj for j = 1, 2, and b = (b, α, β) is
the position vector of O1 with respect to O2, such that r2 = r1 + b. By the relations
kn(z) = −pi
2
inh(1)n (iz), in(z) = i
−njn(iz), (3.2)
and the addition theorems of spherical Bessel functions (cf. [20]), there holds the following
addition theorems.
Theorem 3.1. Let r2 = r1 + b. Then
k0(λr2) = 4pi
∞∑
n=0
n∑
m=−n
(−1)nkn(λb)Y mn (α, β)in(λr1)Y mn (θ1, ϕ1) (3.3)
for r1 < b, and
k0(λr2) = 4pi
∞∑
n=0
n∑
m=−n
(−1)nin(λb)Y mn (α, β)kn(λr1)Y mn (θ1, ϕ1) (3.4)
for r1 > b.
Theorem 3.2. Let r2 = r1 + b. Then
in(λr2)Y
m
n (θ2, ϕ2) =
∞∑
ν=0
ν∑
µ=−ν
Ŝmµnν (b)iν(λr1)Y
µ
ν (θ1, ϕ1), (3.5)
where
Ŝmµnν (b) = 4pi
∞∑
q=0
(−1)ν−n+m+qiq(λb)Y µ−mq (α, β)G(n,m; ν,−µ; q), (3.6)
with G(n,m; ν,−µ; q) being the Gaunt coefficient.
Theorem 3.3. Let r2 = r1 + b. Then
kn(λr2)Y
m
n (θ2, ϕ2) =
∞∑
ν=0
ν∑
µ=−ν
Smµnν (b)iν(λr1)Y
µ
ν (θ1, ϕ1), (3.7)
for r1 < b, and
k(1)n (λr2)Y
m
n (θ2, ϕ2) =
∞∑
ν=0
ν∑
µ=−ν
(−1)ν−n+mŜmµnν (b)k(1)ν (λr1)Y µν (θ1, ϕ1), (3.8)
for r1 > b, where Ŝ
mµ
nν (b) is given by (3.6) and
Smµnν (b) = 2pi
2(−1)m+ν+1
∞∑
q=0
kq(λb)Y
µ−m
q (α, β)G(n,m; ν,−µ; q), (3.9)
and G(n,m; ν,−µ; q) is a Gaunt coefficient.
The Gaunt coefficient G(n,m; ν, µ; q) is defined using the Wigner 3− j symbol. Although,
there are explicit formulas (3.6) and (3.9) for the separation matrices Ŝmµnν (b) and S
mµ
nν (b),
they are too complicated to be used directly for practical computations. Recurrence formulas
(cf. [21, 22]) are usually more preferable for their computations.
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Figure 3.1: Spherical coordinates used in multipole and local expansions.
With these addition theorems, we can present the multipole and local expansions used in
the Yukawa-FMM for Yukawa potential (cf. [7, 8]). Consider the free space Green’s function
of the linearized PB equation with a source and a target at r′ and r, respectively. By using
the addition Theorem 3.1, we have the ME with respect to a source center rsc :
k0(λ|r − r′|) = pi
2
e−λ|r−r
′|
λ|r − r′| =
∞∑
n=0
n∑
m=−n
Mnmkn(λrs)Y
m
n (θs, ϕs), (3.10)
and the LE with respect to a target center rtc:
k0(λ|r − r′|) =
∞∑
|n|=0
n∑
m=−n
Lnmin(λrt)Y
m
n (θt, ϕt), (3.11)
where
Mnm = 4piin(λr
′
s)Y
m
n (θ
′
s, ϕ
′
s), Lnm = 4pikn(λr
′
t)Y
−m
n (θ
′
t, ϕ
′
t), (3.12)
rsc is the source center close to r
′ and rtc is the target center close to r, (rs, θs, ϕs), (rt, θt, ϕt)
are the spherical coordinates of r − rsc and r − rtc, (r′s, θ′s, ϕ′s), (r′t, θ′t, ϕ′t) are the spherical
coordinates of r′ − rsc and r′ − rtc( see Fig. 3.1).
Applying addition Theorem 3.3 to k
(1)
n (λrs)Y
m
n (θs, ϕs) in (3.10), the translation from the
ME (3.10) to the LE (3.11) is given by
Lnm =
∞∑
|ν|=0
ν∑
µ=−ν
Smµnν (r
t
c − rsc)Mνµ. (3.13)
Similarly, we can shift the centers of MEs and LEs via the following translations,
M˜nm =
∞∑
ν=0
ν∑
µ=−ν
Ŝmµnν (rsc − r˜sc)Mνµ, L˜nm =
∞∑
n=0
ν∑
µ=−ν
Ŝµmνn (r˜
t
c − rtc)Lνµ, (3.14)
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where
M˜nm = 4piin(λr˜
′
s)Y
m
n (θ˜
′
s, ϕ˜
′
s), L˜nm = 4pikn(λr˜
′
t)Y
m
n (θ˜
′
t, ϕ˜
′
t) (3.15)
are the coefficients of the ME and LE with respect to new centers r˜s and r˜t, respectively.
Two important features in (3.10)-(3.11) are (i) the source and target coordinates are
separated; (ii) they both have exponential convergence. These are the key features for the
compression in the Yukawa-FMM (cf. [7, 8]). Besides using addition theorem, a new approach
which can handle Green’s function in layered media has been proposed for Helmholtz and
Laplace equations in layered media (cf. [1, 19, 2]).
3.2. A new derivation for the multipole and local expansions and translation operator
The Green’s function of the linearized PB equation in free space is the modified spherical
Bessel function, which has the Sommerfeld-type integral representation
k0(λ|r|) = pi
2
e−λ|r|
λ|r| =
1
4λ
∫ ∞
0
∫ 2pi
0
λρe
iλρ(x cosα+y sinα)
e−λz|z|
λz
dαdλρ, (3.16)
where λz =
√
λ2 + λ2ρ. In the spectral domain, the source-target separation can be achieved
straightforwardly as
k0(λ|r − r′|) = 1
4λ
∫ ∞
0
∫ 2pi
0
λρ
eλ·(r−r
s
c)e−λ·(r
′−rsc)
λz
dαdλρ,
k0(λ|r − r′|) = 1
4λ
∫ ∞
0
∫ 2pi
0
λρ
eλ·(r−r
t
c)e−λ·(r
′−rtc)
λz
dαdλρ,
(3.17)
for z ≥ z′, where λ = (iλρ cosα, iλρ sinα,−λz). Without loss of generality, here we only
consider the case z ≥ z′ for an illustration.
The FMM for Helmholtz equation in layered media use similar source/target separation
in its spectral domain. One of the key ingredient is the following extension of the well-known
Funk-Hecke formula (cf. [23, 24, 1]).
Proposition 3.1. Given r = (x, y, z) ∈ R3, k > 0, α ∈ [0, 2pi) and denoted by (r, θ, ϕ) the
spherical coordinates of r, k = (
√
k2 − k2z cosα,
√
k2 − k2z sinα, kz) is a vector of complex
entries. Choosing branch (3.19) for
√
k2 − k2z in eik·r and P̂mn (kzk ), then
eik·r =
∞∑
n=0
n∑
m=−n
Amn (r)i
nP̂mn
(kz
k
)
e−imα =
∞∑
n=0
n∑
m=−n
Amn (r)i
nP̂mn
(kz
k
)
eimα, (3.18)
holds for all kz ∈ C, where
Amn (r) = 4pijn(kr)Y
m
n (θ, ϕ).
This extension enlarges the range of the classic Funk-Hecke formula from kz ∈ (−k, k) to
the whole complex plane by choosing branch√
k2 − k2z = −i
√
r1r2e
i
θ1+θ2
2 , (3.19)
in the square root function
√
k2 − k2z . Here (ri, θi), i = 1, 2 are the modules and principle
values of the arguments of complex numbers kz + k and kz − k, i.e.,
kz + k = r1e
iθ1 , −pi < θ1 ≤ pi, kz − k = r2eiθ2 , −pi < θ2 ≤ pi.
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There, it is enough to consider the case k > 0 is a real positive number. Note that the linarized
PB equation can be obtained from Helmholtz equation via modification k → iλ. Therefore,
we shall prove another extension of the Funk-Hecke formula to allow pure imaginary k = iλ.
By using the branch defined in (3.19) for the square roots, we have the extension of the
well-known Legendre addition theorem [25, p.395].
Lemma 3.1. Let w = (
√
1− w2 cosα,√1− w2 sinα,w) be a vector with complex entries,
θ, φ be the azimuthal angle and polar angles of a unit vector rˆ. Define
β(w) = w cos θ +
√
1− w2 sin θ cos(α− φ), (3.20)
then
Pn(β(w)) =
4pi
2n+ 1
n∑
m=−n
P̂mn (cos θ)P̂
m
n (w)e
im(α−φ), (3.21)
for all w ∈ C.
The following Lemma is actually the same conclusion of Lemma 4 in [1]. Here we make it
more general by enlarge the domain of a to be any complex number.
Lemma 3.2. For any complex number a, there holds
eaz =
∞∑
n=0
(2n+ 1)in(a)Pn(z), ∀z ∈ C, (3.22)
where in(a) =
√
pi
2aIn+1/2(a) is the modified spherical Bessel function of the first kind, Pn(z)
is the Legendre polynomial extended to the complex plane.
Proof. Recall the series (cf. [26, 10.60.8])
ea cos θ =
∞∑
n=0
(2n+ 1)in(a)Pn(cos θ), (3.23)
we can see that (3.22) holds for all z ∈ [−1, 1]. Next, we consider its extension to the whole
complex plane. Apparently, eaz is an entire function of z. Meanwhile, the spherical Bessel
function in(a) has the following upper bound (cf. [27, 9.1.62])
|in(a)| = |i−njn(ia)| ≤
Γ( 32 )
Γ(n+ 32 )
(a
2
)n
≤ 1
n!
(a
2
)n
. (3.24)
Obviously, the extension of the Legendre polynomial Pn(z) to the whole complex plane is a
polynomial of degree n with n distinct roots {zj}nj=1 in the interval [−1, 1]. Therefore,
|Pn(z)| = |an|
n∏
j=1
|z − zj | ≤ 2n(|z|+ 1)n, ∀z ∈ C, (3.25)
here the estimate an =
(2n)!
2n(n!)2 ≤ 2n for the coefficient of the leading term of Pn(z) is used.
These upper bounds for in(a) and Pn(z) give an estimate
∞∑
n=0
(2n+ 1)|in(a)Pn(z)| ≤
∞∑
n=0
(2n+ 1)
an(|z|+ 1)n
n!
= (2a(|z|+ 1) + 1)ea(|z|+1). (3.26)
It is easy to show that the series on the righthand side of (3.22) converges uniformly in any
compact set D ⊂ C and hence converges to an entire function of z. By the analytic extension
theory, we complete the proof.
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Proposition 3.2. Given r = (x, y, z) ∈ R3, λ > 0, α ∈ [0, 2pi) and denoted by (r, θ, ϕ) the
spherical coordinates of r, λ = (iλρ cosα, iλρ sinα,−
√
λ2 + λ2ρ) is a vector of complex entries.
Choosing the branch (3.19) for
√
λ2z − λ2 in eiλ·r and P̂mn (λzλ ), then
eλ·r =
∞∑
n=0
n∑
m=−n
Bmn (r)P̂
m
n
(λz
λ
)
eimα =
∞∑
n=0
n∑
m=−n
Bmn (r)P̂
m
n
(λz
λ
)
e−imα, (3.27)
holds for all λρ ∈ C, where
Bmn (r) = 4pi(−1)nin(λr)Y mn (θ, ϕ).
Proof. Define
β = −
√
1 +
λ2ρ
λ2
cos θ + i
λρ
λ
sin θ cos(α− φ),
then, λrβ = λ · r. Let a = λr, z = β in (3.22), we have
eλ·r =
∞∑
n=0
(2n+ 1)in(λr)Pn(β). (3.28)
Then, the spherical harmonic expansion (3.27) follows by applying Lemma 3.1 together with
the property P̂mn (−z) = (−1)nP̂mn (z) for all z /∈ [−1, 1].
Applying the spherical harmonic expansion (3.27) to exponential functions e−λ·(r
′−rsc) and
e−λ·(r−r
t
c) in (3.17) gives
k0(λ|r − r′|) =
∞∑
n=0
n∑
m=−n
Mnm
4λ
∫ ∞
0
∫ 2pi
0
λρ
eλ·(r−r
s
c)
λz
P̂mn
(λz
λ
)
eimαdαdλρ, (3.29)
and
k0(λ|r − r′|) =
∞∑
n=0
n∑
m=−n
Lˆnmin(krt)Y
m
n (θt, φt), (3.30)
for z ≥ z′, where Mnm is defined in (3.12) and
Lˆnm =
(−1)n
4λ
∫ ∞
0
∫ 2pi
0
λρ
eλ·(r
t
c−r′)
λz
P̂mn
(λz
λ
)
e−imαdαdλρ. (3.31)
For the convergence of the Sommerfeld-type integrals in the above expansions, we only con-
sider centers such that zsc < z and z
t
c > z
′. Recall the identity
kn(λ|r|)Y mn (θ, ϕ) =
1
4λ
∫ ∞
0
∫ 2pi
0
λρ
eλ·r
λz
P̂mn
(λz
λ
)
eimαdαdλρ (3.32)
for z ≥ 0, we see that (3.29) and (3.30) are exactly the multipole and local expansions (3.10)-
(3.11) for the case of z ≥ z′.
To derive the translation from the multipole expansion (3.29) to the local expansion (3.30),
we perform a further splitting in (3.29)
eλ·(r−r
s
c) = eλ·(r−r
t
c)eλ·(r
t
c−rsc) (3.33)
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and apply expansion (3.27) to obtain the following translation
Lnm =
(−1)n
2λ
∞∑
ν=0
ν∑
µ=−ν
Mνµ
∫ ∞
0
∫ 2pi
0
λρ
eλ·(r
t
c−rsc)
λz
P̂mn
(λz
λ
)
P̂µν
(λz
λ
)
ei(µ−m)αdαdλρ,
which implies an integral representation of Smµnν (r
t
c − rsc) in (3.13). In order to ensure the
convergence of the Sommerfeld-type integral in the translation operator, the centers are also
assumed to satisfy ztc > z
s
c .
3.3. Equivalent polarization sources for reaction components
Note that free space components only involve interactions between sources in the same
layer. All interactions between sources in different layers are included in the reaction compo-
nents. Two groups of sources involved in the computation of a reaction component could be
physically very far away from each other as there could be many layers between the source
and target layers associated to the reaction component, see Fig. 3.3 (left).
Our recent work on the Helmholtz equation [19, 1] has shown that the exponential con-
vergence of the ME and LE for the reaction components uab``′(r, r
′) in fact depends on the
distance between the target and a polarization source defined for the source at r′, which uses
the distance between the source r′ and the nearest material interface and always locates next
to the nearest interface adjacent to the target. Fig. 3.2 illustrates the location of the polar-
ization charge r′ab for each of the four types of reaction fields u˜
ab
``′ , a, b = 1, 2. Specifically, the
equivalent polarization sources associated to reaction components uab``′(r, r
′), a, b = 1, 2 are
set to be at coordinates (see Fig. 3.2)
r′11 := (x
′, y′, d` − (z′ − d`′)), r′12 := (x′, y′, d` − (d`′−1 − z′)),
r′21 := (x
′, y′, d`−1 + (z′ − d`′)), r′22 := (x′, y′, d`−1 + (d`′−1 − z′)),
(3.34)
and the reaction potentials are
u˜1b``′(r, r
′
1b) :=
1
8pi2
∫ ∞
0
∫ 2pi
0
λρ
λ`z
E+``′(r, r′1b)σ1b``′(λρ)dαdλρ,
u˜2b``′(r, r
′
2b) :=
1
8pi2
∫ ∞
0
∫ 2pi
0
λρ
λ`z
E−``′(r, r′2b)σ2b``′(λρ)dαdλρ
(3.35)
where
E+``′(r, r′1b) := eiλα·(ρ−ρ
′
1b)e−λ`z(z−d`)−λ`′z(d`−z
′
1b),
E−``′(r, r′2b) := eiλα·(ρ−ρ
′
2b)e−λ`z(d`−1−z)−λ`′z(z
′
2b−d`−1),
(3.36)
and ρ′ab = (x
′
ab, y
′
ab), z
′
ab denote the x− y and z-coordinate of r′ab, i.e.,
z′11 = d` − (z′ − d`′), z′12 = d` − (d`′−1 − z′),
z′21 = d`−1 + (z
′ − d`′), z′22 = d`−1 + (d`′−1 − z′).
We can see that the reaction potentials (3.35) represented by using the equivalent polar-
ization sources has similar form as the Sommerfeld-type integral representation (2.11). Recall
the expressions (2.12), one can verify that
E1b``′(r, r′) = E+(r, r′1b), E2b``′(r, r′) = E−(r, r′2b). (3.37)
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Figure 3.2: Location of equivalent polarization sources for the computation of uab
``′ .
Therefore, the reaction components of layered Green’s function can be re-expressed using
equivalent polarization coordinates as follows
u1b``′(r, r
′) = u˜1b``′(r, r
′
1b), u
2b
``′(r, r
′) = u˜2b``′(r, r
′
2b), b = 1, 2. (3.38)
Substituting into the expression of Φab``′(r`i) in (2.14), we obtain
Φab``′(r`i) :=
N`′∑
j=1
Q`′j u˜
ab
``′(r`i, r
ab
`′j), (3.39)
where
r11`′j = (x`′j , y`′j , d` − (z`j − d`′)), r12`′j = (x`′j , y`′j , d` − (d`′−1 − z`j)),
r21`′j = (x`′j , y`′j , d`−1 + (z`j − d`′)), r22`′j = (x`′j , y`′j , d`−1 + (d`′−1 − z`j)),
(3.40)
are equivalent polarization coordinates of r`′j for the computation of reaction components in
the `-th layer, see Fig 3.3 for an illustration of {r11`′j}N`′j=1 and {r21`′j}N`′j=1.
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Figure 3.3: Equivalent polarized sources {r11
`′j}, {r21`′j} and boxes in source tree.
By using the expression (3.39), the computation of the reaction components can be per-
formed between targets and associated equivalent polarization sources. The definition given
by (3.40) shows that the target particles {r`i}N`i=1 and the corresponding equivalent polar-
ization sources are always located on different sides of an interface z = d`−1 or z = d`, see
Fig. 3.3. We still emphasize that the introduced equivalent polarization sources are separate
with the targets even in considering the reaction components for sources and targets in the
same layer, see the numerical examples given in section 3.4. This property implies significant
advantage of introducing equivalent polarization sources and using expression (3.39) in the
FMMs for the reaction components Φab``′(r`i), a, b = 1, 2. More details about this advantage
will be discussed in Remark 3.1. The numerical results presented in Section 4 also validate
that the FMMs for reaction components have high efficiency as a direct consequence of the
separation of the targets and equivalent polarization sources by interface.
3.4. Multipole and local expansions and translation operators for a general reaction component
In the development of FMM for reaction components Φab``′(r`i), we will use expression
(3.39) with equivalent polarization coordinates. Therefore, MEs, LEs and corresponding
translation operators for u˜ab``′(r, r
′
ab) are required. Recall source/target separation in (3.17),
similar separations
E+``′(r, r′1b) = E+``′(r, r1bc )eiλα·(ρ
1b
c −ρ′1b)−λ`′z(z1bc −z′1b)
E−``′(r, r′2b) = E−``′(r, r2bc )eiλα·(ρ
2b
c −ρ′2b)+λ`′z(z2bc −z′2b)
(3.41)
and
E+``′(r, r′1b) = E+``′(rtc, r′1b)eiλα·(ρ−ρ
t
c)−λ`z(z−zc),
E−``′(r, r′2b) = E−``′(rtc, r′2b)eiλα·(ρ−ρ
t
c)+λ`z(z−zc).
(3.42)
can be obtained for b = 1, 2 by inserting the polarization source centers rabc = (x
ab
c , y
ab
c , z
ab
c )
and the target center rtc = (x
t
c, y
t
c, z
t
c), respectively. Here we also use notations ρ
ab
c =
14
(xabc , y
ab
c ), ρ
t
c = (x
t
c, y
t
c). Moreover, Proposition 3.2 gives spherical harmonic expansions:
eiλα·(ρ
1b
c −ρ′1b)−λ`′z(z1bc −z′1b) =
∞∑
n=0
n∑
m=−n
4pi(−1)nin(λ`′r1bs )Y mn (pi − θ1bs , pi + ϕ1bs )P̂mn
(λ`′z
λ`′
)
eimα,
eiλα·(ρ
2b
c −ρ′2b)+λ`′z(z2bc −z′2b) =
∞∑
n=0
n∑
m=−n
4pi(−1)nin(λ`′r2bs )Y mn (θ2bs , pi + ϕ2bs )P̂mn
(λ`′z
λ`′
)
eimα,
eiλα·(ρ−ρ
t
c)−λ`z(z−ztc) =
∞∑
n=0
n∑
m=−n
4pi(−1)nin(λ`rt)Y mn (θt, ϕt)P̂mn
(λ`z
λ`
)
e−imα,
eiλα·(ρ−ρ
t
c)+λ`z(z−ztc) =
∞∑
n=0
n∑
m=−n
4pi(−1)nin(λ`rt)Y mn (pi − θt, ϕt)P̂mn
(λ`z
λ`
)
e−imα,
(3.43)
where (rabs , θ
ab
s , ϕ
ab
s ) is the spherical coordinates of r
′
ab − rabc . Since
Y mn (pi − θ, ϕ) = (−1)n+mY mn (θ, ϕ), Y mn (θ, pi + ϕ) = (−1)mY mn (θ, ϕ),
the above spherical harmonic expansions together with source/target separation (3.41) and
(3.42) implies
E+``′(r, r′1b) = E+``′(r, r1bc )
∞∑
n=0
n∑
m=−n
4piin(λ`′r
1b
s )Y
m
n (θ
1b
s , ϕ
1b
s )P̂
m
n
(λ`′z
λ`′
)
eimα,
E−``′(r, r′2b) = E−``′(r, r2bc )
∞∑
n=0
n∑
m=−n
4pi(−1)n+min(λ`′r1bs )Y mn (θ1bs , ϕ1bs )P̂mn
(λ`′z
λ`′
)
eimα
(3.44)
and
E+``′(r, r′1b) = E+``′(rtc, r′1b)
∞∑
n=0
n∑
m=−n
4pi(−1)nin(λ`rt)Y mn (θt, ϕt)P̂mn
(λ`z
λ`
)
e−imα,
E−``′(r, r′2b) = E−``′(rtc, r′2b)
∞∑
n=0
n∑
m=−n
4pi(−1)min(λ`rt)Y mn (θt, ϕt)P̂mn
(λ`z
λ`
)
e−imα
(3.45)
for b = 1, 2. Then, a substitution of (3.44) into (3.35) gives ME
u˜ab``′(r, r
′
ab) =
∞∑
n=0
n∑
m=−n
MabnmF˜abnm(r, rabc ), Mabnm = 4piin(λ`′rabs )Y mn (θabs , ϕabs ), (3.46)
at equivalent polarization source centers rabc and LE
u˜ab``′(r, r
′
ab) =
∞∑
n=0
n∑
m=−n
Labnmin(λ`rt)Y
m
n (θt, ϕt) (3.47)
at target center rtc. Here, F˜abnm(r, rabc ) are represented by Sommerfeld-type integrals
F˜1bnm(r, r1bc ) =
1
8pi2
∫ ∞
0
∫ 2pi
0
λρ
λ`z
E+``′(r, r1bc )σ1b``′(λρ)P̂mn
(λ`′z
λ`′
)
eimαdαdλρ,
F˜2bnm(r, r2bc ) =
(−1)n+m
8pi2
∫ ∞
0
∫ 2pi
0
λρ
λ`z
E−``′(r, r2bc )σ2b``′(λρ)P̂mn
(λ`′z
λ`′
)
eimαdαdλρ,
(3.48)
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and the local expansion coefficients are given by
L1bnm =
(−1)n
2pi
∫ ∞
0
∫ 2pi
0
λρ
λ`z
E+``′(rtc, r′1b)σ1b``′(λρ)P̂mn
(λ`z
λ`
)
e−imαdαdλρ,
L2bnm =
(−1)m
2pi
∫ ∞
0
∫ 2pi
0
λρ
λ`z
E−``′(rtc, r′2b)σ2b``′(λρ)P̂mn
(λ`z
λ`
)
e−imαdαdλρ.
(3.49)
According to the definition of E−``′(r, r′) and E+``′(r, r′) in (3.37), the centers rtc and rabc have
to satisfy
z1bc < d`, z
2b
c > d`−1, z
t
c > d` for u˜
1b
``′(r, r
′
1b); z
t
c < d`−1 for u˜
2b
``′(r, r
′
2b). (3.50)
to ensure the exponential decay in E+``′(r, r1bc ), E−``′(r, r2bc ) and E+``′(rtc, r′1b), E−``′(rtc, r′2b) as
λρ →∞ and hence the convergence of the corresponding Sommerfeld-type integrals in (3.48)
and (3.49). These restriction can be met in practice, since we are considering targets in
the `-th layer and the equivalent polarization coordinates are always locate up the interface
z = d`−1 or below the interface z = d`.
Next, we discuss the center shifting and translation for ME (3.46) and LE (3.47). A
desirable feature of the expansions of reaction components discussed above is that the formula
(3.46) for the ME coefficients and the formula (3.47) for the LE have exactly the same form as
the formulas of ME coefficients and LE for free space Green’s function. Therefore, we can see
that center shifting for MEs and LEs are exactly the same as free space case given in (3.14).
We only need to derive the translation operator from ME (3.46) to LE (3.47). Recall the
definition of exponential functions in (3.36), E+``′(r, r1bc ) and E−``′(r, r2bc ) have the following
splitting
E+``′(r, r1bc ) = E+``′(rtc, r1bc )eiλα·(ρ−ρ
t
c)e−λ`z(z−z
t
c),
E−``′(r, r2bc ) = E−``′(rtc, r2bc )eiλα·(ρ−ρ
t
c)eλ`z(z−z
t
c).
Applying spherical harmonic expansion (3.27) again, we obtain
eiλα·(ρ−ρ
t
c)+λ`z(z−ztc) = 4pi
∞∑
n=0
n∑
m=−n
(−1)min(rt)Y mn (θt, ϕt)P̂mn
(λ`z
λ`
)
e−imα,
eiλα·(ρ−ρ
t
c)−λ`z(z−ztc) = 4pi
∞∑
n=0
n∑
m=−n
(−1)nin(rt)Y mn (θt, ϕt)P̂mn
(λ`z
λ`
)
e−imα.
Substituting into (3.46), the multipole expansion is translated to local expansion (3.47) via
L1bnm =
∞∑
ν=0
ν∑
|µ|=0
T 1bnm,νµM
1b
νµ, L
2b
nm =
∞∑
ν=0
ν∑
|µ|=0
T 2bnm,νµM
2b
νµ, (3.51)
and the multipole-to-local translation operators are given in integral forms as follows
T 1bnm,νµ =
(−1)n
2pi
∫ ∞
0
∫ 2pi
0
λρ
λ`z
E+(rtc, r1bc )σ1b``′(λρ)Qνµnm(λρ)ei(µ−m)αdαdλρ,
T 2bnm,νµ =
(−1)m+ν+µ
2pi
∫ ∞
0
∫ 2pi
0
λρ
λ`z
E−(rtc, r2bc )σ2b``′(λρ)Qνµnm(λρ)ei(µ−m)αdαdλρ,
(3.52)
where
Qνµnm(λρ) = P̂
m
n
(λ`z
λ`
)
P̂µν
(λ`′z
λ`′
)
.
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Again the convergence of the Sommerfeld-type integrals in (3.52) is ensured by the conditions
in (3.50).
At the end of this subsection, we give some numerical examples to show the convergence be-
havior of the multipole expansions in (3.46). Consider the multipole expansions of u˜1111(r, r
′
11)
and u˜2211(r, r
′
22) in a three-layer media with ε0 = 1.0, ε1 = 8.6, ε2 = 20.5, λ0 = 1.2, λ1 = 0.5,
λ2 = 2.1, d0 = 0, d1 = −1.2. In all the following examples, we fix r′ = (0.625, 0.5,−0.1)
in the middle layer and use definition (3.34) to determine r′11 = (0.625, 0.5,−2.3), r′22 =
(0.625, 0.5, 0.1). The centers for multipole expansions are set to be r11c = (0.6, 0.6,−2.4),
r22c = (0.6, 0.6, 0.2) which implies |r′11 − r11c | = |r′22 − r22c | ≈ 0.1436. For both components,
we shall test three targets given as follows
r1 = (0.5, 0.625,−0.1), r2 = (0.5, 0.625,−0.6), r3 = (0.5, 0.625,−1.1);
The relative errors against truncation number p are depicted in Fig. 3.4. We also plot
the convergence rates similar with that of the multipole expansion of free space Green’s
function, i.e., O
[( |r−rabc |
|r′ab−rabc |
)p+1]
as reference convergence rates. The results clearly show
that ME of reaction components u1111(r, r
′
11) and u
22
11(r, r
′
22)have spectral convergence rate
O
[( |r−rabc |
|r′ab−rabc |
)p+1]
similar as that of free space Green’s function. Therefore, the ME (3.46)
can be used to develop FMM for efficient computation of the reaction components as in the
development of Yukawa-FMM for free space Green’s function.
0 2 4 6 8 10 12
p
10-10
10-8
10-6
10-4
10-2
100
(a) u˜1111(r, r
′
11)
0 5 10 15 20 25 30
p
10-10
10-8
10-6
10-4
10-2
100
(b) u˜2211(r, r
′
22)
Figure 3.4: Spectral convergence of the multipole expansions for reaction components.
3.5. FMM algorithm and efficient calculation of Sommerfeld-type integrals
The framework of the traditional FMM together with ME (3.46), LE (3.47), M2L trans-
lation (3.51)-(3.52) and free space ME and LE center shifting (3.14) constitute the FMM for
the computation of reaction components Φab``′(r`i), a, b = 1, 2. In the FMM for each reac-
tion component, a large box is defined to include all equivalent polarization coordinates and
corresponding target particles where the adaptive tree structure will be built by a bisection
procedure, see. Fig. 3.3 (right). Note that the validity of the ME (3.46), LE (3.47) and M2L
translation (3.51) used in the algorithm imposes restrictions (3.50) on the centers, accord-
ingly. This can be ensured by setting the largest box for the specific reaction component to
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be equally divided by the interface between equivalent polarization coordinates and targets,
see. Fig. 3.3. Thus, the largest box for the FMM implementation will be different for differ-
ent reaction components. With this setting, all source and target boxes of level higher than
zeroth level in the adaptive tree structure will have centers below or above the interfaces,
accordingly. The fast multipole algorithm for the computation of the reaction component
Φab``′(r`i) is summarized in Algorithm 1. All the interactions given by (2.13) will be obtained
by first calculating all components and then summing them up. The algorithm is presented
in Algorithm 2.
The double integrals involved in the ME, LE and M2L translations can be simplified by
using the following identity
Jn(z) =
1
2piin
∫ 2pi
0
eiz cos θ+inθdθ. (3.53)
Define
Z+``′(z, z′) := e−λ`z(z−d`)−λ`′z(d`−z
′), Z−``′(z, z′) := e−λ`z(d`−1−z)−λ`′z(z
′−d`−1). (3.54)
Then, the multipole expansion functions in (3.48) can be simplified as
F˜1bnm(r, r1bc ) =
eimϕ
1b
s
4pi
∫ ∞
0
λρJm(λρρ
1b
s )
Z+``′(z, z1bc )
λ`z
σ1b``′(λρ)i
mP̂mn
(λ`′z
λ`′
)
dλρ,
F˜2bnm(r, r2bc ) =
(−1)n+meimϕ2bs
4pi
∫ ∞
0
λρJm(λρρ
2b
s )
Z−``′(z, z2bc )
λ`z
σ2b``′(λρ)i
mP̂mn
(λ`′z
λ`′
)
dλρ,
and the expression (3.49) for local expansion coefficients can be simplified as
L1bnm =(−1)ne−imϕ
1b
t
∫ ∞
0
λρJ−m(λρρ1bt )
Z+``′(ztc, z′1b)
λ`z
σ1b``′(λρ)i
−mP̂mn
(λ`z
λ`
)
dλρ,
L2bnm =(−1)me−imϕ
2b
t
∫ ∞
0
λρJ−m(λρρ2bt )
Z−``′(ztc, z′2b)
λ`z
σ2b``′(λρ)i
−mP̂mn
(λ`z
λ`
)
dλρ,
for b = 1, 2, where (ρabs , ϕ
ab
s ) and (ρ
ab
t , ϕ
ab
t ) are polar coordinates of r − rabc and rtc − r′ab
projected in xy plane. Moreover, the multipole to local translation (3.52) can be simplified
as
T 1bnm,νµ =(−1)nD(1)mµ(ϕ1bst )
∫ ∞
0
λρJµ−m(λρρ1bst )
Z+``′(ztc, z1bc )
λ`z
Qνµnm(λρ)σ
1b
``′(λρ)dλρ,
T 2bnm,νµ =(−1)νD(2)mµ(ϕ2bst )
∫ ∞
0
λρJµ−m(λρρ2bst )
Z−``′(ztc, z2bc )
λ`z
Qνµnm(λρ)σ
2b
``′(λρ)dλρ,
(3.55)
where (ρabst , φ
ab
st ) is the polar coordinates of rc − rabc projected in xy plane,
D(1)mµ(ϕ) = i
µ−mei(µ−m)ϕ, D(2)mµ(ϕ) = (−1)m+µiµ−mei(µ−m)ϕ.
Define integral
I1bnm,νµ(ρ, z, z
′) =
∫ ∞
0
λρJµ−m(λρρ)
Z+``′(z, z′)σ1b``′(λρ)
λ`z
iµ−mQνµnm(λρ)dλρ,
I2bnm,νµ(ρ, z, z
′) =
∫ ∞
0
λρJµ−m(λρρ)
Z−``′(z, z′)σ2b``′(λρ)
λ`z
iµ−mQνµnm(λρ)dλρ,
(3.56)
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Algorithm 1 FMM for general reaction component Φab``′(r`i), i = 1, 2, · · · , N`
Determine z-coordinates of equivalent polarization sources for all source particles.
Generate an adaptive hierarchical tree structure with polarization sources {Q`′j , r11`′j}N`′j=1
and targets {r`i}N`i=1.
Upward pass:
for l = H → 0 do
for all boxes j on source tree level l do
if j is a leaf node then
form the free-space ME using Eq. (3.46).
else
form the free-space ME by merging children’s expansions using the free-space
center shift translation operator (3.14).
end if
end for
end for
Downward pass:
for l = 1→ H do
for all boxes j on target tree level l do
shift the LE of j’s parent to j itself using the free-space shifting (3.14).
collect interaction list contribution using the source box to target box translation
operator in Eq. (3.51) while T abnm,νµ are computed using (3.57), (3.62) and forward recursion
(3.64) for Sabnm,ij .
end for
end for
Evaluate Local Expansions:
for each leaf node (childless box) do
evaluate the local expansion at each particle location.
end for
Local Direct Interactions:
for i = 1→ N do
compute Eq. (3.39) of target particle i in the neighboring boxes using pre-computed
tables of Iab00 (ρ, z, z
′).
end for
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Algorithm 2 3-D FMM for (2.13)
for ` = 0→ L do
use free space FMM to compute Φfree` (r`i), i = 1, 2, · · · , N`.
end for
for ` = 0→ L− 1 do
for `′ = 0→ L− 1 do
use Algorithm 1 to compute Φ11``′(r`i), i = 1, 2, · · · , N`.
end for
for `′ = 1→ L do
use Algorithm 1 to compute Φ12``′(r`i), i = 1, 2, · · · , N`.
end for
end for
for ` = 1→ L do
for `′ = 0→ L− 1 do
use Algorithm 1 to compute Φ21``′(r`i), i = 1, 2, · · · , N`.
end for
for `′ = 1→ L do
use Algorithm 1 to compute Φ22``′(r`i), i = 1, 2, · · · , N`.
end for
end for
Then
F˜1bnm(r, r1bc ) =
eimϕ
1b
s√
4pi
I1b00,nm(ρ
1b
s , z, z
1b
c ),
F˜2bnm(r, r2bc ) =
(−1)n+meimϕ2bs√
4pi
I2b00,nm(ρ
2b
s , z, z
2b
c ),
L1bnm = (−1)n
√
4pie−imϕ
1b
t I1bnm,00(ρ
1b
t , z
t
c, z
′
1b),
L2bnm = (−1)m
√
4pie−imϕ
2b
t I2bnm,00(ρ
2b
t , z
′
2b, z
t
c),
T 1bnm,νµ = (−1)nei(µ−m)ϕ
1b
st I1bnm,νµ(ρ
1b
st , z
t
c, z
1b
c ),
T 2bnm,νµ = (−1)ν+m+µei(µ−m)ϕ
2b
st I2bnm,νµ(ρ
2b
st , z
t
c, z
2b
c ).
(3.57)
The FMM demands efficient computation of Sommerfeld-type integrals Iabnm,νµ defined in
(3.56). It is clear that they have oscillatory integrands. These integrals are convergent when
the target and source particles are not exactly on the interfaces of a layered medium. High
order quadrature rules could be used for direct numerical computation at runtime. However,
this becomes prohibitively expensive due to a large number of integrals needed in the FMM. In
fact, O(p4) integrals will be required for each source box to target box translation. Moreover,
the involved integrand decays more slowly as the order of the involved associated Legendre
function increases.
The Sommerfeld-type integrals Iabnm,νµ involves Q
νµ
nm(λρ) the product of two associated
Legendre functions. This term can be simplified by representing its polynomial part into
Legendre polynomials. Define
cnm =
√
2n+ 1
4pi
(n−m)!
(n+m)!
, ajnm =
(−1)n−j(2j)!cnm
2nj!(n− j)!(2j − n−m)! . (3.58)
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and
bsnm =
n∑
j=q
(−1)sajnm(j − r)!
s!(j − r − s)! , q = max
(⌈n+m
2
⌉
, s+ r
)
. (3.59)
The derivation in [1] gives
P̂mn
(λ`z
λ`
)
P̂µν
(λ`′z
λ`′
)
=
n−r+ν−r′∑
s=0
Csnνmµλ
|m|+|µ|+2s
ρ
( λ`
λ`z
)i( λ`′
λ`′z
)j
, (3.60)
for all n, ν = 0, 1, · · · , and −n ≤ m ≤ n, −ν ≤ µ ≤ ν where i = (n + |m|)(mod 2),
j = (ν + |µ|)(mod 2), r = ⌊(n+ |m|)/2⌋, r′ = ⌊(ν + |µ|)/2⌋, and
Csnνmµ =
min(s,n−r)∑
t=max(s−ν+r′,0)
τmτµb
t
n|m|b
s−t
ν|µ|(|m|+ |µ|+ 2s)!
(iλ`)|m|+2t(iλ`′)|µ|+2(s−t)
, τν =
{
1, ν ≥ 0,
(−1)−ν , ν < 0.
Define integrals
S1bnm,ij(ρ, z, z′) =
∫ ∞
0
λnρJm(λρρ)Z+``′(z, z′)√
(n+m)!(n−m)!
σ1b``′(λρ)
λ`z
( λ`
λ`z
)i( λ`′
λ`′z
)j
dλρ,
S2bnm,ij(ρ, z, z′) =
∫ ∞
0
λnρJm(λρρ)Z−``′(z, z′)√
(n+m)!(n−m)!
σ2b``′(λρ)
λ`z
( λ`
λ`z
)i( λ`′
λ`′z
)j
dλρ,
(3.61)
for i, j = 0, 1. Then
Iabnm,νµ(ρ, z, z
′) = iµ−m
n−r+ν−r′∑
s=0
C˜snνmµSab|m|+|µ|+2s+1,µ−m,ij(ρ, z, z′), (3.62)
where
C˜snνmµ =
√
(|m| −m+ |µ|+ µ+ 2s+ 1)(|m|+m+ |µ| − µ+ 2s+ 1)Csnνmµ,
i = (n+ |m|)(mod 2), j = (ν + |µ|)(mod 2).
An important aspect of the implementation of FMM concerns scaling. Since Mabnm ≈
(|r − rabc |)n, Labnm ≈ (|rab − rtc|)−n, a naive use of the expansions (3.46) and (3.47) in the
implementation of FMM is likely to encounter underflow and overflow issues. To avoid this,
one must scale expansions, replacing Mabnm by M
ab
nm/S
n and Labnm by L
ab
nm · Sn where S is the
scaling factor. To compensate for this scaling, we replace F˜abnm(r, rabc ) with F˜abnm(r, rabc ) · Sn,
T abnm,n′m′ with T
ab
nm,n′m′ ·Sn+n
′
. Usually, the scaling factor S is chosen to be the size of the box
in which the computation occurs. Therefore, the following scaled Sommerfeld-type integrals
SnS1bnm,ij(ρ, z, z′) = Sn
∫ ∞
0
λnρJm(λρρ)Z+``′(z, z′)√
(n+m)!(n−m)!
σ1b``′(λρ)
λ`z
( λ`
λ`z
)i( λ`′
λ`′z
)j
dλρ,
SnS2bnm,ij(ρ, z, z′) = Sn
∫ ∞
0
λnρJm(λρρ)Z−``′(z, z′)√
(n+m)!(n−m)!
σ2b``′(λρ)
λ`z
( λ`
λ`z
)i( λ`′
λ`′z
)j
dλρ,
(3.63)
for all n ≥ m ≥ 0 are computed in the implementation. Recall the recurrence formula
Jm+1(z) =
2m
z
Jm(z)− Jm−1(z),
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and define an =
√
n(n+ 1), we have
SnSabnm+1,ij(ρ, z, z′) =
∫ ∞
0
(λρS)
nJm+1(λρρ)Z±``′(z, z′)√
(n+m+ 1)!(n−m− 1)!
σab``′(λρ)
λ`z
( λ`
λ`z
)i( λ`′
λ`′z
)j
dλρ
=
2mS
an+mρ
∫ ∞
0
(λρS)
n−1Jm(λρρ)Z±``′(z, z′)√
(n+m− 1)!(n−m− 1)!
σab``′(λρ)
λ`z
( λ`
λ`z
)i( λ`′
λ`′z
)j
dλρ
−an−m
an+m
∫ ∞
0
(λρS)
nJm−1(λρρ)Z±``′(z, z′)√
(n+m− 1)!(n−m+ 1)!
σab``′(λρ)
λ`z
( λ`
λ`z
)i( λ`′
λ`′z
)j
dλρ,
which directly gives the following forward recurrence formula
SnSabnm+1,ij =
2m
an+m
S
ρ
Sn−1Sabn−1m,ij −
an−m
an+m
SnSabnm−1,ij , n ≥ m ≥ 1. (3.64)
Obviously, this recurrence formula is stable if
2m
an+m
<
ρ
S
. (3.65)
Define Sρ = ρ/S, the above inequality can rewritten as
S2ρn
2 + (2m+ 1)S2ρn+ (S
2
ρ − 4)m2 +mS2ρ > 0. (3.66)
Solving the inequality for n with fixed m, we obtain
n > 2
√
m2
S2ρ
+ 1−m− 1
2
. (3.67)
Conversely, for
n ≤ 2
√
m2
S2ρ
+ 1−m− 1
2
, (3.68)
the backward recursion
Sn−1Sabn−1m,ij =
an+m
2m
ρ
S
SnSabnm+1,ij +
an−m
2m
ρ
S
SnSabnm−1,ij , (3.69)
will be adopted.
Let us first consider the computation of the integrals involved in the M2L translation
matrices T abnm,n′m′ . For any polarization source box in the interaction list of a given target
box, one can find that ρabts is either 0 or larger than the box size S. If ρ
ab
ts = 0, we directly
have
SnSabnm,ij(0, z, z′) = 0, ∀n ≥ m > 0, (3.70)
for any z and z′ such that the integrals are convergent. In all other cases, we have ρabts ≥ S
and the forward recurrence formula (3.64) can always be applied as we have
2m√
(n+m+ 1)(n+m)
<
1√
3
<
ρabts
S
, n ≥ m+ 1, m ≥ 1.
If the distribution of particles in the problem is not uniform, adaptive tree structure is usually
used in the implementation of FMM for better performance. In these adaptive versions, com-
putation of LE coefficients and potential directly using (3.49) and ME (3.46) will be performed
22
if sophisticated conditions are satisfied (cf. [28]). In the computation of F˜abnm(r, rabc ) ·Sn and
Labnm · Sn, ρabs and ρabt could be arbitrary small. Therefore, the backward recurrence formula
(3.69) is needed. Nevertheless, these direct computations are seldomly used even in the FMM
with adaptive tree structure.
Given truncation number p, the initial values {Sabn0,ij(ρ, z, z′)}2p+3n=0 and {Sabn1,ij(ρ, z, z′)}2p+3n=1
for forward recursion or the initial values {Sab(2p+3)m,ij(ρ, z, z′)}2p+3m=0 for backward recursion are
computed by using composite Gaussian quadrature along the positive real line. We truncate
the unbounded interval [0,∞) at a point Xmax > 0, where the integrand has decayed to a
user specified tolerance (e.g., 1.0e− 14).
Remark 3.1. In the computation of a general reaction component Φab``′(r`i), i = 1, 2, · · · , N`,
the targets and equivalent polarization sources will locate at different sides of the material
interface z = d`−1 if a = 1 or z = d` otherwise. Therefore, most target boxes if not all in the
leaves of the target tree are far away from all source boxes in the leaves of the source tree.
Usually, no direct interactions between sources and targets are calculated once the size of the
smallest box is smaller than the minimum distance between sources and the corresponding
interface. That means the time consuming computation of integrals Iab00 (ρ, z) for direct inter-
action is seldomly performed in the FMM. By the same reason, the interaction list of most
target boxes in the target tree are empty. Therefore, the number of M2L translations in the
FMM for reaction components are much less than that in the classic FMM for free space
problems. To make it clear, we give an illustration in Fig. 3.5 using a 2-D tree structure for
reaction component Φ22``′(r`i). The number of sources boxes in the interaction list of all target
boxes in the fourth layer are counted (see the numbers in the 3rd subplot in Fig. 3.5). Above
discussions explain the fact that the FMMs for reaction components are much more efficient
than FMM for free space components when the number of sources and targets is large enough.
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Figure 3.5: Boxes in the source (shadowed) and target tree for the computation of Φ22
``′ (r`i).
4. Numerical results
In this section, we present numerical results to demonstrate the performance of the pro-
posed FMM for linearized Poisson-Boltzmann equation in layered media. This algorithm is
implemented based on an open-source adaptive FMM package DASHMM [28] on a worksta-
tion with two Xeon E5-2699 v4 2.2 GHz processors (each has 22 cores) and 500GB RAM
using the gcc compiler version 6.3.
We test the problem in three layers media with interfaces placed at z0 = 0, z1 = −1.2.
Particles are set to be uniformly distributed in irregular domains which are obtained by shift-
ing the domain determined by r = 0.5−a+ a8 (35 cos4 θ−30 cos2 θ+3) with a = 0.1, 0.15, 0.05
to new centers (0, 0, 0.6), (0, 0,−0.6) and (0, 0,−1.8), respectively (see Fig. 4.1 (a) for the
cross section of the domains). All particles are generated by keeping the uniform distributed
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particles in a larger cube within corresponding irregular domains. In the layered media, the
dielectric constant {ε`}2`=0 and the inverse Debye-Huckel length {λ`}2`=0 are set to be
ε0 = 1.0, ε1 = 8.6, ε2 = 20.5, λ0 = 1.2, λ1 = 0.5, λ2 = 2.1.
Let Φ˜`(r`i) be the approximated values of Φ`(r`i) calculated by FMM. Define `
2 and maximum
errors as
Err`2 :=
√√√√√√√√
N∑`
i=1
|Φ`(r`i)− Φ˜`(r`i)|2
N∑`
i=1
|Φ`(r`i)|2
, Err`max := max
1≤i≤N`
|Φ`(r`i)− Φ˜`(r`i)|
|Φ`(r`i)| . (4.1)
For accuracy test, we put N = 912 + 640 + 1296 particles in the irregular domains in three
layers see Fig. 4.1 (a). Convergence rates against p are depicted in Fig. 4.1 (b). The
CPU time for the computation of all three free space components {Φfree` (r`i)}2`=0, three
selected reaction components {Φ1100,Φ1111,Φ2222} and all sixteen reaction components Φab``′(r`i)
with truncation p = 5 are compared in Fig. 4.1 (c) for up to 3 millions particles. It shows that
all of them have an O(N) complexity while the CPU time for the computation of reaction
components has a much smaller linear scaling constant due to the fact that most of the
equivalent polarization sources are well-separated with the targets. CPU time with multiple
cores is given in Table 1 and it shows that, due to the small amount of CPU time in computing
the reaction components, the speedup of the parallel computing is mainly decided by the
computation of the free space components. Here, we only use parallel implementation within
the computation of each component. Note the computation of each component is independent
of other components. Therefore, it is straightforward to implement a version of the code which
computes all components in parallel.
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Figure 4.1: Performance of FMM for a three layers media problem.
5. Conclusion
In this paper, we have presented a fast multipole method associated with the Green’s
function of linearized Poisson-Boltzmann equation in 3-D layered media. The potential of
interest has been decomposed into a free space and four types of reaction field components.
By another extension of the Funk-Hecke formula involving pure imaginary wave number, we
developed ME of O(p2) terms for the far field of the reaction components, which can be
associated with polarization sources at specific locations for each type of the reaction field
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cores N time for all {Φfree` }2`=0 time for all {Φab``′}
1
618256 40.36 17.06
1128556 86.72 62.47
1862568 269.05 74.93
2861288 292.42 81.47
6
618256 7.653 3.613
1128556 16.29 12.50
1862568 50.72 15.52
2861288 54.85 17.27
36
618256 2.042 1.639
1128556 4.308 4.459
1862568 14.94 6.104
2861288 15.21 7.673
Table 1: Comparison of CPU time with multiple cores (p = 5).
components. M2L translation operators are also developed for the reaction components. As
a result, the traditional FMM framework can be applied to both the free space and reaction
components once the polarization sources are used together with the original targets. Due
to the separation of the polarization coordinates and the corresponding target positions by a
material interface, the computational cost from the reaction component is only a fraction of
that of the FMM for the free space component. Hence, computing the potential in layered
media basically costs almost the same as that for the wave interaction in the free space.
For the future work, we will carry out error estimate of the FMM for the linearized Poisson-
Boltzmann equation in 3-D layered media, which require an error analysis for the new MEs
and M2L operators for the reaction components. The combination of the FMM with integral
method for efficient simulation of ion channel will also be our next research work.
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