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ГЕНЕРУВАННЯ ВИПАДКОВИХ ПРОЦЕСІВ ДИНАМІЧНИМИ СИСТЕМАМИ 
 
Багато системи представляються за допомогою диференціального рівняння, що 
зв'язує вхідний сигнал з вихідним. Імпульсна характеристика h(t, u) є просто розв’язок, 
коли вхідним сигналом служить імпульс в момент часу u. У даній статті розглянуті 
методи реалізації системи, що описується диференціальним рівнянням n-ого порядку з 
постійними коефіцієнтами. Будь-яке несингулярне лінійне перетворення вектора 
стану веде до нового уявлення стану. Отримано дисперсійне рівняння, що не містить 
прийнятого сигналу і є матричним рівнянням Ріккаті. 
Ключові слова: матриця стану, матриця управління, генерація повідомлень, 
коваріаційна функція, імпульсна характеристика, білий шум, дисперсійна матриця. 
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ГЕНЕРИРОВАНИЕ СЛУЧАЙНЫХ ПРОЦЕССОВ ДИНАМИЧЕСКИМИ 
СИСТЕМАМИ 
 
Многие системы представляются посредством дифференциального уравнения, 
связывающего входной сигнал с выходным. Импульсная характеристика h(t, u) есть 
просто решение, когда входным сигналом служит импульс в момент времени u. В 
данной статье рассмотрены методы реализации системы, описываемой 
дифференциальным уравнением n-ого порядка с постоянными коэффициентами. 
Любое несингулярное линейное преобразование вектора состояния ведет к новому 
представлению состояния. Получено дисперсионное уравнение, не содержит 
принятого сигнала и является матричным уравнением Риккати. 
Ключевые слова: матрица состояния, матрица управления, генерация 
сообщений, ковариационная функция, импульсная характеристика, белый шум, 
дисперсионная матрица. 
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GENERATION OF RANDOM PROCESSES BY DYNAMIC SYSTEMS 
 
The article is devoted to the analysis of the behavior of dynamic systems of various 
nature. Many dynamic systems are represented by one or several differential equations 
connecting the input signal with the output one. The impulse response h (t, u) is a simple 
solution when the input signal is the input pulse at time u. All processes in the system are 
generated by passing white noise through a linear system with time-varying parameters. The 
article discusses the three main ideas of the description of systems using differential 
equations. The methods for implementing the system described by an n-th order differential 
equation with constant coefficients are given. Any non-singular linear transformation of the 
state vector leads to a new representation of the state of a linear dynamical system. Systems 
with time-varying parameters and multichannel systems with many inputs and outputs are 
considered. Using the example of a system that generates two output messages, it was found 
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that the excitation function is a vector function. For the problem of modeling a message, it is 
assumed that the exciting function is white noise with a matrix covariance function, and the 
initial conditions can be random variables. The next step was to consider the solution of the 
equation of state of the system and the properties of the transition state matrix for the case of 
a system with constant parameters. By performing some transformations, a dispersion 
equation is obtained that does not contain the received signal, so it can be solved before 
receiving information of any nature and used to determine the transfer coefficients of a linear 
dynamic system. In the general case, it is impossible to explicitly obtain an exact analytical 
solution, but the equation is obtained in a form convenient for integration on a computer. The 
dispersion equation is the Riccati matrix equation, which is used to identify and predict the 
state of a dynamic system, namely, to determine the basic matrices of the equations of state 
and observation. 
Keywords: state matrix, control matrix, message generation, covariance function, 
impulse characteristic, white noise, dispersion matrix. 
 
Постановка проблеми 
Лінійні системи характеризуються за допомогою імпульсної характеристики h(t, 
u) або просто h(τ) у випадку з постійними в часі параметрами. Відмінною особливістю 
такого опису є те, що вхідний сигнал вважається відомим на інтервалі -∞ < t < ∞. 
Імпульсна характеристика h(t, u) являється просто рішенням диференційного рівняння, 
коли вхідним сигналом служить імпульс в момент часу u. 
Аналіз останніх досліджень і публікацій 
Існує три рішення для опису систем за допомогою диференційних рівнянь. 
Перше рішення пов'язане з початковими умовами і змінними стану при розгляді 
динамічних систем [2, 6]. Стан системи визначається як мінімальна кількість 
інформації щодо впливів попередніх сигналів на вході системи, необхідне для повного 
опису вихідного сигналу при t ≥ 0. Змінні величини, що містять цю інформацію, є 
змінними стану. Якщо задані стан системи в момент часу t0 та вхідний сигнал на 
інтервалі від t0 до t1, то можна знайти як вихідний сигнал, так і стан системи в момент 
часу t1. 
Друге рішення зводиться до реалізації (або моделювання) диференційного 
рівняння за допомогою аналогового обчислювача. Його можна представити як систему, 
що складається з інтеграторів, ланцюгів зі змінними в часі коефіцієнтами передачі, 
суматорів і нелінійних безінерційних пристроїв, об'єднаних таким чином, щоб 
відтворити необхідне співвідношення між вхідними і вихідним сигналами. Початкова 
умова у(t0) виступає тут як зміщення на виході інтегратора. Зміщена вихідна напруга 
інтегратора є змінною стану системи [1, 2, 4, 5, 9]. 
Третє рішення відноситься до питання генерації випадкового процесу. Якщо u(t) 
є випадковим процесом або y(t0) є випадкова величина (або вони обидва є 
випадковими), то у(t) є також випадковий процес. 
Мета дослідження 
Для визначення коефіцієнтів системи диференційних рівнянь, що описують 
динамічну систему, необхідно отримати таке рівняння, яке не залежить від вхідного 
сигнала. 
Викладення основного матеріалу дослідження 
Розглянемо систему, яка описується диференційним рівнянням виду: 
 
)()()(...)()()( 00)1(1)( tubtytptytpty nnn =+++ −− ,  
 
де y(n)(t) – n-а похідна від у(t); 
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pi(t) – оператор диференціювання; 
u(t) – сигнал на вході системи; 
b0 – ваговий коефіцієнт. 
Для визначення розв’язку рівняння n-ого порядку необхідно знати значення у(t), 
..., y(n-1)(t) в момент часу t0. Першим кроком при знаходженні реалізації в формі 
аналогового обчислювача є моделювання членів лівої частини цього рівняння. 
Наступний крок полягає в такому взаємному з'єднанні цих величин, щоб вказане 
рівняння задовольнялося. Диференціальне рівняння визначає вхідна напруга на 
суматорі. Вводимо початкові умови, задаючи визначені зміщення на виходах 
інтегратора. Змінні стану є зміщені напруги на виході інтегратора. 
Простіше працювати з векторним диференціальним рівнянням першого порядку, 
ніж зі скалярним диференціальним рівнянням n-го. 
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Позначивши систему x і(t) через матрицю-стовпець, помічаємо, що скалярному 
рівнянню n-ого порядку еквівалентне наступне n-мірне векторне рівняння першого 
порядку [2, 9, 10]: 
 
),()()()( tutt
dt
tdx BAxx +== 
 
(1) 
 
де A – матриця стану системи; 
 B – матриця управління (входу). 
 
Вектор х(t) є вектором стану для даної лінійної системи, а (1) – рівнянням стану 
системи. Будь-яке несингулярне лінійне перетворення вектора х(t) дає інший вектор 
стану. Вихідна напруга у(t) пов'язана з вектором стану рівнянням [7, 11, 12, 13]: 
 
),()( tty Cx=  (2) 
 
де С – матриця вимірювання. 
 
Рівняння (2) вихідне рівняння системи. Рівняння – (1) і (2) – повністю 
визначають систему. 
Для систем зі змінними в часі параметрами в якості основного уявлення 
розглянемо векторні рівняння [3, 9]: 
 
)()()()()( tuttt
dt
td BxAx += , (3) 
  
)()()( ttty xC= , (4) 
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де x(t) – вектор стану; 
 A(t) та B(t) – змінні матриці диференційного рівняння; 
 u(t) – сигнал на вході системи, процес типу білого шуму; 
 С(t) – матриця вимірювання. 
 
Рівняння (3) – рівняння стану системи, а (4) – вихідне рівняння системи. 
Використовуючи в якості вхідного впливу білий шум 
 
)()]()([ τδτ −= tqutuE ,  
 
можна моделювати деякі нестаціонарні випадкові процеси. Нестаціонарний процес 
може з'явитися навіть тоді, коли матриці A та B постійні, а x0(t) – детермінована 
величина [2, 7]. 
Розглянемо систему, яка генерує два вихідних повідомлення y1(t) та y2(t) (рис. 
1). 
 
Генератор 
сигналів однієї 
форми
u1(t) y1(t)
x1(t)
Генератор 
сигналів однієї 
форми
u2(t) y2(t)
x2(t)
Генератор 
векторних 
сигналів
u(t) y(t)
x(t)
Рис. 1. Генерація двох повідомлень. 
 
Стан першої системи описується рівняннями: 
 
)()()()()( 11111 tutttt BxAx += ,  
  
)()()( 111 ttty xC= ,  
 
де х1(t) – n-мірний вектор стану. 
 
Представлення другої системи, аналогічно до першої, та має вигляд: 
 
)()()()()( 22222 tutttt BxAx += ,  
  
)()()( 222 ttty xC= ,  
 
де х2(t) – m-мірний вектор стану. 
 
Єдина векторна система рівнянь з двомірним вектором стану є більш зручним 
способом опису цих двох систем: 
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Результуючі диференціальні рівняння мають вигляд: 
 
)()()()()( ttttt uBxAx += , (5) 
  
)()()( ttt xCy = . (6) 
 
Збуджуюча функція є векторною. 
Для моделювання процесу припустимо, що збуджуюча функція – білий шум з 
матричною коваріаційною функцією [12]: 
 
)()]()([ τδτ −= tutuE Q ,  
 
де Q – від’ємно визначена матриця. 
 
Блок-схема процесу моделювання буде виглядати наступним чином (рис. 2): 
 
B(t)
n × p
u(t) y(t)x(t)
+ 1/s C(t)m × n
A(t)
n × n
x(t)
+
+
інтегратор
матричний підсилювач із 
змінним в часі посиленням
матричний підсилювач із 
змінним в часі посиленням
матричний підсилювач із 
змінним в часі посиленням
 
Рис. 2. Схема генерації процесу y (t). 
 
При випадкових початкових умовах необхідно задати коваріаційну функцію і 
середнє значення )]([ 0tE x  в початковий момент часу при t0 [2, 13]: 
 
)]()([),( 0000 ttEtt
T
x xxK = . (7) 
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Пов'язані процеси можна моделювати шляхом заміни діагональних матриць в 
(5), (6) і (7) матрицями загального вигляду. 
Якщо рівняння (5) – однорідне рівняння з постійними коефіцієнтами, тоді: 
 
)()( tt Axx = ,  
 
з початковою умовою x(t0). Якщо x(t) та A – скаляри, то розв’язок має вигляд: 
 
)()( 0
)( 0 txetx ttA −= .  
 
Для векторного випадку можна показати, що 
 
)()( 0
)( 0 tet tt xx A −= ,  
 
де eAt визначається нескінченним рядом: 
 
+++=
!2
22
)( tte t AAIA    ,  
 
де I – одинична матриця. 
 
Функцію eA(t-t0) позначимо через Ф(t-t0) = Ф(τ). Функція Ф(t-t0) являється 
перехідною матрицею стану системи, яка визначається як функція двох змінних Ф(t, 
t0), що задовольняє диференціальному рівнянню 
 
),()(),( 00 ttttt ΦAΦ =  (8) 
 
з початковою умовою Ф(t0, t0) = I. 
 
Розв’язок в будь-який момент часу має вигляд: 
 
)(),(),( 000 ttttt xΦx = . (9) 
 
Для неоднорідного випадку загальний розв’язок містить однорідний і частинний 
розв’язки вигляду: 
 
∫+=
t
t
dttttt
0
)()(),()(),()( 00 ττττ uBΦxΦx . (10) 
 
Лінійні системи з параметрами, що змінюються в часі, характеризуються за 
допомогою імпульсної характеристики h(t, τ) за умови, що вхідна величина відома на 
інтервалі від –∞ до t [3]. Таким чином, 
 
∫
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=
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dtty τττ )(),()( uh . (11) 
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У більшості випадків вплив початкової умови х(–∞) в (10) не проявляється, 
отже, приймаємо її рівною нулю. Тоді отримаємо 
 
∫
∞−
=
t
dttty ττττ )()(),()()( uBΦC . (12) 
 
Порівнюючи (11) та (12), маємо 
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Матриці С(t), Ф(t, τ) та B(τ) залежать від уявлення системи, але матрична 
імпульсна характеристика є єдиною. 
Встановимо статистичні властивості векторних процесів х(t) та у(t), коли u(t) є 
вибірковою функцією векторного випадкового процесу типу білого шуму: 
 
)()]()([ τδτ −= ttE T Quu .  
 
Взаємна кореляція між вектором стану x(t) системи, що збуджується білим 
шумом u(t) з нульовим середнім, і вхідною величиною u(τ), що дорівнює 
 
)]()([),( ττ Txu tEt uxK = . (13) 
 
Ця розривна функція має вигляд 
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Підставимо (9) у визначення (13), тоді отримаємо 
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де α – час запізнювання. 
 
Внесемо математичне очікування під знак інтеграла і припустимо, що 
початковий стан x(t0) не залежить від u(τ) при τ > t0, тоді 
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При τ > t цей вираз дорівнює нулю. Якщо τ = t, а дельта-функція симетрична, так 
як є межею коваріаційної функції, то необхідно взяти тільки половину площі біля 
правої граничної точки інтервалу. Таким чином, 
 
QBΦK )(),(
2
1),( tttttxu = .  
 
Використовуючи результат, який випливає з (8), отримаємо вираз, розташований 
у другому рядку формули (14). 
Якщо τ < t, матимемо 
 
,,)(),(
2
1),( tttxu <= ττττ QBΦK  (15) 
 
що відповідає третьому рядку формули (14). Окремий випадок (15) має місце, якщо 
покласти τ → t  
 
QBK )(),(lim ττ
τ
=
→
txu
t
.  
 
Звідси взаємокореляційна функція вихідного вектора y(t) та u(τ): 
 
),()(),( ττ tttK xuyu KC= .  
 
Позначимо 
 
),()( ttt xx KΛ = .  
 
Отже, 
 
)]()([)( ttEt Tx xxΛ = . (16) 
 
Диференціюючи обидві частини рівняння (16), отримаємо: 
 








+


=
dt
tdtEt
dt
tdE
dt
td TTx )()()()()( xxxxΛ . (17) 
 
Підставляючи (5) в перший член (17), отримаємо: 
 
[ ]{ })()()()()()()( tttttEt
dt
tdE TT xuBxAxx +=


 . (18) 
 
Використовуючи властивість (15) до другого члену (18), отримаємо 
 
)()(
2
1)()()()( ttttt
dt
tdE Tx
T BQBΛAxx +=


 .  
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Тоді дисперсійна матриця вектора стану x(t) системи (5) задовольняє 
диференціальному рівнянню 
)()()()()()()( ttttttt TTxxx QBBAΛΛAΛ ++= (19) 
з початковою умовою 
)]()([)( 000 ttEt
T
x xxΛ = . 
Висновки 
Дисперсійне рівняння (19) не містить прийнятого сигналу, тому його можна 
розв’язувати до прийому будь-якої інформації та використовувати для знаходження 
коефіцієнтів передачі. Дисперсійне рівняння є матричним рівнянням Ріккаті, яке за 
допомогою метода підстановки в роботі [8] зводиться до лінійного диференціального 
рівняння, розв’язок якого трансформується в зворотному напрямі в розв’язок рівняння 
Ріккаті, що є вдосконаленням методу визначення основних матриць динамічної 
системи з використанням рівняння Ріккаті. 
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