In this article several types of inequalities for weighted sums of the moduli of Taylor coefficients for Bloch functions are proved.
This class becomes a normed vector space, the so called Bloch space, if it is endowed with the Bloch norm Ch. Pommerenke and his co-authors proved a number of important theorems on the Bloch space (compare for example [1] and [13] ), among them some theorems on the behaviour of the coefficients b k , k → ∞, in the expansions
where F is in the Bloch space. Another area of research was related more closely to the condition (1) . It concerned the class
and the behaviour of its elements. In [14] the following problem was posed Problem N: (see [14] ) If f is analytic in the unit disc D and
for what positive real numbers α, is it true that
It is known that α = 4 will suffice. What is the coefficient region for this class ? The first part of this problem was solved in [19] and [2] with different methods. Partial answers to the second question can be found in [19] , [4] , [6] , [16] , and [18] . In the following we shall use Theorem B. (see [19] and [4] ) Let F ∈ B and x ∈ [0, 1/ √ 3] such that
Then this equation and the inequality
In [4] and [6] an intimate relation between knowledges on this coefficient region of B and calculations of estimates for Bloch's constant is revealed.
Another way to get information on the coefficient region of B consists in the consideration of weighted sums of moduli of Taylor coefficients. One example for an estimate of this type is the use of Parseval's formula (see f. i. [13] )
Another inequality of this type can easily proved using the maximum principle (compare [17] ).
In this estimate, equality is attained for
Proof. Let us set
From (2) it follows that
Consequently, by the maximum principle
Setting z = r ≤ r n we prove Proposition 1.
Remark 1.
If Proposition 1 is compared with (2), it is obvious that in (2) equality is attained for r = r n and F = F n . It is an open question whether there exist other values of r such that in (2) occurs equality.
Inequalities of different type for weighted sums can be found in [11] . In the paper [8] , another application of such sums was revealed. Namely, it was shown that the function Φ(r) := sup
is a decreasing function in r and Φ(0.4) < 0.9. Moreover, in the cited paper it was demonstrated that
where
is the asymptotic variance of the Bloch function F . The asymptotic variance plays an important role in the probabilistic behaviour of the Bloch function F . Namely, Makarov's law of the iterated logarithm (see [10] , and also [8] , [9] ) asserts that
The present paper is dedicated to further estimates that generalize and sharpen some of the above ones.
2 Statement and proofs of the results.
Then the sharp inequalities
and
are valid.
Proof. Using the rotation e −iθ F (e iθ z) it is easy to check that
Following [4] , Satz 2.2.1, this set is given by the bounded region whose boundary is the Jordan curve
From [4] , Lemma 2.3.3 and Lemma 2.3.5 it follows that G ′ (rz) maps the closed unit disc D univalently. Since
According to a famous Lemma of Rogosinski (see [15] ), this implies
The limiting process n → ∞ and a straightforward calculation delivers (4). If we let u = ρ 2 and integrate this inequality with respect to u from 0 to r 2 , we get the assertion (5).
Remark 2. If we assume F ′ (0) = ǫa, |ǫ| = 1, we may apply the above reasoning to ǫF (z) and ǫF x (z) and we see that (4) and (5) are valid likewise.
Remark 3. Another subordination theorem for Bloch functions may be found in [5] .
Theorem 2 Let F ∈ B. Then the sharp inequality
Proof. If we let r =
According to Remark 1, this inequality is sharp. From here we see that
and consequently
From Theorem B we know that it is sufficient to verify this inequality in the case when
We have
It remains to show that
Obviously, the first term 1 − 2x 2 + x 4 is positive, whereas the second one is negative for x ∈ (0, 1/ √ 3). Hence, it is evidently enough to verify this inequality at r = 4/15. In this case we have
Theorem 2 is proved.
Problem 1. Which is the biggest interval c 1 ,
, c 1 > 0, such that the inequality of Theorem 2 remains valid in this interval ?
If one adds to the inequality (1) the slightly stronger inequality
it is possible to improve the length of the interval from Theorem 2.
Theorem 3 Suppose that a function F ∈ B satisfies (6). Then the sharp inequality
Proof. We have
From here we see that
In view of Theorem B it is enough to verify this inequality in the case when
Also we may suppose that r = (9 − √ 65)/6. We have From here we see that negative coefficients are dominating. Consequently, this polynomial is negative in the interval (0, 1/ √ 3). Theorem 3 is proved.
Problem 2. Which is the biggest interval c 2 ,
, c 2 > 0, such that the inequality of Theorem 3 remains valid in this interval ?
Now we are going to study the behavior of the area functional
A simple integration of the inequality (2) gives us the inequality
which is, unfortunately, not sharp for all r ∈ (0, 1).
Theorem 4 Let F ∈ B be as in Theorem 1 and let r ≤ .
Then for any n ∈ N \ {1} the inequality
is valid.
, the image of the unit disc under F ′ (z/ √ 3) lies in the disc with radius 3/2 around the origin. Hence, this function is subordinate to the function
we get from Rogosinski's theorem (see again [15] )
Now we summands of both sums by λ k = (3r 2 ) k k . Since this is a decreasing sequence of nonegative numbers, using properties of the Abel transformation (see also [7] , Theorem 6.3), we get
This results in the inequality (7).
Corollary 1. The limiting process n → ∞ in this theorem results in the inequality
where r ≤
.
An immediate consequence of Corollary 1 is
, the inequality
Proof. We have to prove that
To abbreviate the calculations, we let w = 4a 2 r 2 3 . With this abbreviation the inequality to prove is the following
Since H a (0) = 0, H ′ a (0) = 0, H ′ a (w) < 0 for sufficiently small positive values of w, and H ′ has only one positive zero, it is sufficient to prove the above inequality for w = 4a 2 9 . If we let v = 4a 2 9 , this task reduces to the proof of the inequality
This proof can be done by elementary calculations.
Remark 4: Corollary 2 follows immediately from the case n = 1 of Proposition 1 using k ≤ k 2 /2 for k ≥ 2.
the following sharp inequality holds
Proof. At first let us remark it is enough to prove the theorem for the cases r = R and r = 1/3. Indeed, for the analytic function
we have |Ψ(z)/z 4 | ≤ 27 8
for r = R and r = 1/3 and therefore the inequality holds inside the ring R ≤ r ≤ 1/3.
It remains to prove the Theorem 5 in the case r = R.
We set r = R and consider three cases (we use these there cases due to technical reasons only, probably there exists a shorter proof).
. From here we see that
38 ≥ R and we can apply Theorem 1. In view of Theorem 1 we shall show that A little calculus shows that maximum of the last expression is attained at the point a = 3/4 and it is less than 27r 4 /8. 
From (8) 
Remark 5. Routine and straightforward calculations show that the number R in Theorem 5 cannot be improved. 
