Abstract: Economic and financial analysis is a method of knowing the mechanism of formation and modification of the economic phenomena through their decomposition into their component elements and by identifying the factors of influence. The object of the decomposition into elements or factors may be a result (structural analysis), or a change in the result from a basis of comparison (causal analysis). Revenue is the inflow of economic benefits during the reporting period resulted in the ordinary activity of the company as assets increase or decrease in debt that build equity excluding gains from property company contributions. The purpose of this paper is to analyze, using statistical research methods, the evolution of the income of a state owned company. For this it will be used the data from the Income and Expense Budget of METROREX S.A. on a 10-year horizon. In order to analyze the time evolution of the enterprise's revenue, it will be used the chronological series analysis methodology, the set of data from the mentioned source (namely the Income and Expense Budget of METROREX SA) and will design an econometric model with a trend and residual variable component. Time series is a form of orderly presentation of statistical data which reflect the manifestation of phenomena in a given moment or time. In other words, the time series is a sequence of values of an economic indicator or other observed over time, reflecting the process of change and development of a statistical sample in successive periods of time. Also the purpose of this paper is to build an ARMA model that fits in an appropriate way the evolution of the revenue's time series. JEL Classification Number: C32; DOI: http://dx.doi.org/10.12955/cbup.v6.1198 Keywords: Financial and economic analysis, Revenue, Time series, Adjustment function, Adjusting the model parameters
Introduction
Income and expenses are not equal to each other, and as a result, there is a change in the volume of the property, a change that is reflected in the accounting through the result of the year (profit or loss). Information provided by accounting on the profitability and performance of an enterprise is useful in anticipating the ability of an enterprise to generate cash flows with existing resources. They are also useful for making judgments about the efficiency with which the enterprise can use the new resources. The balance sheet presents assets, liabilities and equity on the basis of which the financial position of an enterprise is measured. The Profit and Loss Account (Income Statement) presents the income and expenses on the basis of which the enterprise's performance is measured. The general framework defines the expenses and revenues as follows:
 Expenditure is a decrease in the economic benefits recorded during the accounting period in the form of asset write-offs or decreases, which result in reductions in equity other than those resulting from their distribution to shareholders.  Revenues are increases in the economic benefits recorded during the accounting period in the form of inflows or increases of assets or decreases in debt, which result in increases in equity other than those resulting from shareholder contributions.
Time series. Stationarity. Statistical tests
The present paper proposes to analyze, using statistical research methods, the evolution in time of the revenues of a state owned company. For this it will be used the data from the Income and Expense Budget of METROREX S.A. on a 10-year horizon. In order to analyze the time evolution of the enterprise's revenue, it will be used the chronological series analysis methodology, the dataset being from the mentioned source (i.e. the Income and Expenses Budget of METROREX S.A.). A chronological series is a form of orderly presentation of statistical data that reflects the level of manifestation of phenomena at a given time or period of time. In other words, the chronological series is a series of values of an economic or other indicator, observed over time, mirroring the process of changing and developing a statistical collectivity over successive periods of time. The general form of a chronological series can be as follows: The statistical description of the time series starts from the analysis of the factors causing their movement. Generally, the evolution of a phenomenon is generated by the action of some groups of factors: -the essential factors with long-lasting action, which implies the trend of their evolution; the action of these factors being studied according to the time units for which the phenomenon analyzed was measured; -seasonal factors, for periods of less than one year, which lead to deviations from the trend of the phenomenon imprinted by the essential factors; -cyclical factors, with effects over periods of more than one year, which imply an oscillating evolution of the phenomenon in the case of long-time series; -Random factors (random action), the action of which is compensated if the recorded data refers to a large number of periods of time. Starting from the structure of the factors that determine the evolution of a phenomenon, the statistical description of the time series can be made using the following models:
1. Addition models
f(t) = the trend component, the effect of the action of the key factors; s(t) = seasonal component, effect of seasonal factors action; c(t) = the cyclical component generated by the action of cyclic factors; u(t) = the residual component, which expresses the influence of the random factors on the evolution of the phenomenon. A time series is stationary if: -( ) = ̅ , ∀ = 1, ̅̅̅̅̅ (3.3) the average of the series does not depend on time; -( ) = 2 = , ∀ = 1, ̅̅̅̅̅ (3.4) the dispersion of the series is time independent; -( , + ) = , ∀ = 1, ̅̅̅̅̅ , < (3.5) the covariance of the series does not depend on time.
The definition above is the definition of weak stationarity. A series of time is therefore stationary if its media, dispersion and covariance remain constant over time. If any of the above conditions is not satisfied, then the time series is non-stationary. If the first two conditions above cannot be accepted, but ( , + ) = ( ), ∀ = 1, ̅̅̅̅̅ , < (3.10), where ( ) represents the k-autocorrelation function, then the assumption of weak stationarity can be accepted. The time series { } =1, ̅̅̅̅ consisting of randomly uncorrelated variables, respectively:
is called the white noise.
This series is stationary with the autocovariance function: ( ) = { 2 , = 0 0, otherwise and the autocorrelation function ( ) = { 1, = 0 0, otherwise .
It is noted (0, 2 ) the white noise, namely { } =1, ̅̅̅̅ ≈ (0, 2 ). o the average of the series is not constant over time, it has a linear trajectory with a positive or negative slope; o the series is characterized by constant variations from one period to another.  a series of non-homogeneous non-stationary time, in which case:
o both average and variance are variable over time; o the series is characterized by non-constant variations from one period to another. To test the stationarity of a time series, the following statistical tests are used:
The t test (Student) 0 : the series has a unitary root (is non-stationary);
In order to analyze the evolution in time of the revenues of a company with state-owned capital, it will be used the data from the Income and Expense Budget of METROREX S.A. on a 10-year horizon and every quarter. The Revenue time series is as follows: The time series graph is as follows: The results of the ADT (Augmented Dickey-Fuller) test for the presented time series (Revenue) are as follows:
Null Hypothesis: VENIT has a unit root Exogenous: Constant, Linear Trend Lag Length: 0 (Automatic -based on SIC, maxlag=9) According to the time series correlogram, it can be seen that the autocorrelation function (AC) has the first 7 significant values different from 0 and decreasing. Also, the first 4 values of the partial autocorrelation function (ACP) differ significantly from 0. It can be concluded that the series will have a MA component with the number of lags (q) equal to at most 7 and that the autoregressive process has an AR component of order p = 4. Analyzing the seasonality of the time series is done as follows: from the View menu of the time series, select the Graph option, then the Seasonal Graph and the seasonality graph is obtained. For the time series presented, the seasonality graph generated by EViews is as follows: (1) ar (2) ar (3) ar (4) As we can see, it can be said that the autoregressive model is valid because the F-statistic = 4.636455 > F critic and Prob(F-statistic )= 0.004744 < 0,05. Because the Durbin-Watson test value is 1.881560 and is close to 2 then it can be said that there is no serial correlation between residues. As we can see, it can be said that the autoregressive model is valid because F-statistic= 3.325378 > F critic and Prob(F-statistic) = 0.010523< 0,05. Because the Durbin-Watson test value is 1.955729 and is close to 2 then it can be said that there is no serial correlation between residues. Conclusions According to the time series correlogram, it can be seen that the autocorrelation function (AC) has the first 7 significant values different from 0 and decreasing. Also, the first 4 values of the partial autocorrelation function (ACP) differ significantly from 0. It can be concluded that the series will comprise a MA component with the number of lags (q) equal to at most 7 and that the autoregressive process has an AR component of order p = 4. Several autoregressive patterns can be built, we have generated 3 such models. From the data generated by EViews following the estimation of the five equation parameters, it can be observed that all autoregressive models are statistically valid (F-statistic> F critical and prob (F-statistic) = <0,05).
To choose the best model, it is chosen according to the classical criterion, namely the highest value of the regression coefficient 2 (which is 0.453953) for the 5th model, respectively the lattest, but also because it has all the coefficients of the parameters significantly different from 0. The selected model is ARMA (4.3). The equation thus obtained is: Revenue=159478.5+0.338820*Revenue −1 -0.498684*Revenue −2 +0.710397*Revenue −3 -0.005560*Revenue −4 +0.059988* +0.937647* −1 -0.067818* −2
