Abstract. We study perturbations of the eigenvalue problem for the Robin p-Laplacian. First we consider the case of a (p − 1)-sublinear perturbation and prove existence, nonexistence and uniqueness of positive solutions. Then we deal with the case of a (p − 1)-superlinear perturbation which need not satisfy the Ambrosetti-Rabinowitz condition and prove a multiplicity result for positive solutions. Our approach uses variational methods together with suitable truncation and perturbation techniques.
Introduction
Let Ω ⊆ R N be a bounded domain with a C 2 -boundary ∂Ω. In this paper, we study the following nonlinear parametric Robin problem:
in Ω, ∂u ∂n p + β(z)u(z) p−1 = 0 on ∂Ω, u > 0, 1 < p < ∞.
Here ∆ p denotes the p-Laplace differential operator defined by ∆ p u = div (|Du| p−2 Du) for all u ∈ W 1,p (Ω).
Also ∂u ∂np
= |Du| p−2 (Du, n) R N with n(z) being the outward unit normal at z ∈ ∂Ω. Moreover, λ ∈ R is a parameter and f (z, x) is a Carathéodory perturbation (that is, for all x ∈ R, the mapping z −→ f (z, x) is measurable on Ω and for a.a. z ∈ Ω, x −→ f (z, x) is continuous).
We are interested in the existence, nonexistence and uniqueness of positive solutions for problem (P λ ) as the parameter λ ∈ R varies. We can view problem (P λ ) as a perturbation of the classical eigenvalue problem for the Robin p-Laplacian, investigated by Lê [12] and Papageorgiou and Rădulescu [15] . Similar studies concerning positive solutions, were conducted by Brezis and Oswald [5] (for problems driven by the Dirichlet Laplacian) and by Diaz and Saa [6] (for problems driven by the Dirichlet p-Laplacian). More recently, Gasinski and Papageorgiou [11] produced analogous results for the Neumann p-Laplacian. Multiplicity results concerning perturbed Robin problems involving the p-Laplacian were investigated recently by Winkert [18] . We
admits a strongly convergent subsequence. This is a compactness type condition on ϕ needed to offset the fact that the space X is not necessarily locally compact (being in general infinite dimensional). It is a basic tool in proving a deformation theorem which in turn leads to a minimax theory for the critical values of ϕ. Prominent in this theory, is the so-called "mountain pass theorem" due to Ambrosetti and Rabinowitz [3] , stated here in a slightly more general form. In the analysis of problem (P λ ), in addition to the Sobolev space W 1,p (Ω), we will also use the Banach space C 1 (Ω). This is an ordered Banach space with positive cone C + = {u ∈ C 1 (Ω) : u(z) 0 for all z ∈ Ω}.
This cone has a nonempty interior given by int C + = {u ∈ C + : u(z) > 0 for all z ∈ Ω}.
In the Sobolev space W 1,p (Ω), we consider the usual norm given by
1/p for all u ∈ W 1,p (Ω).
To distinguish, we denote by |·| the Euclidean norm on R N . On ∂Ω we use the (N −1)-dimensional surface (Hausdorff) measure σ( · ). So, we can define the Lebesgue spaces L q (∂Ω), 1 q ∞. We know that there is a unique, continuous linear map
, known as the "trace map", such that γ 0 (u) = u| ∂Ω for all
(Ω). In the sequel, for the sake of notational simplicity, we drop the use of the trace map For every x ∈ R, we set x ± = max{±x, 0}. Then for u ∈ W 1,p (Ω) we define u ± (·) = u(·) ± . We know that
Given a measurable function h : Ω × R → R (for example, a Carathéodory function), we define
and by | · | N we denote the Lebesgue measure on
* be the nonlinear map defined by (1) is bounded (maps bounded sets to bounded sets), demicontinuous monotone (hence maximal monotone too) and of type
Suppose that f 0 : Ω × R → R is a Carathéodory function such that
with a ∈ L ∞ (Ω) + and 1 < r < p
We assume that β ∈ C 0,τ (∂Ω) with 0 < τ < 1 and β 0, β = 0. From Papageorgiou and Rădulescu [15] , we have the following result, which is a consequence of the nonlinear regularity theory.
Then u 0 ∈ C 1,γ (Ω) for some γ ∈ (0, 1) and it is also a local W 1,p (Ω)-minimizer of ϕ 0 , that is, there exists ρ 1 > 0 such that
Remark 1. We mention that the first such result was proved by Brezis and Nirenberg [4] for the space H Finally consider the nonlinear eigenvalue problem
This eigenvalue problem was studied by Lê [12] and Papageorgiou and Rădulescu [15] . We say that λ ∈ R is an eigenvalue of the negative Robin p-Laplacian (denoted by −∆ R p ), if problem (E λ ) admits a nontrivial solution u, known as an eigenfunction corresponding to the eigenvalue λ.
Suppose that β ∈ C 0,τ (∂Ω), 0 < τ < 1 and β(z) 0 for all z ∈ ∂Ω, β = 0. Then we know that (E λ ) admits a smallest eigenvalueλ 1 such that
•λ 1 is simple and isolated (that is, if u, v are eigenfunctions corresponding tô λ 1 , then u = ξv for some ξ ∈ R \ {0} and there exists ε > 0 such that (λ 1 ,λ 1 + ε) contains no eigenvalue); • we havê
The infimum in (2) is realized on the one dimensional eigenspace corresponding tô λ 1 . From (2) it is clear that the elements of this eigenspace, do not change sign.
The nonlinear regularity theory (see Lieberman [13] ) and the nonlinear maximum principle (see Vazquez [16] ), implyû 1 ∈ int C + . We mention thatλ 1 is the only eigenvalue with eigenfunctions of constant sign. All the other eigenvalues have nodal (sign-changing) eigenfunctions. For more about the higher parts of the spectrum of −∆ R p , we refer to Lê [12] and Papageorgiou and Rădulescu [15] .
As an easy consequence of the above properties, we have the following result (see for example, Papageorgiou and Rădulescu [14] ).
In the next section, we study the case in which the perturbation f (z, ·) is (p − 1)-sublinear.
Sublinear perturbations
Our hypotheses on the data of problem (P λ ), are the following:
, with τ ∈ (0, 1) and β(z) 0 for all z ∈ ∂Ω, β = 0.
x p−1 = +∞ uniformly for a.a. z ∈ Ω. Remark 2. Since we are interested in positive solutions and the above hypotheses concern the positive semiaxis (0, +∞), without any loss of generality, we assume that f (z, x) = 0 for a.a. z ∈ Ω, all x 0. Hypothesis H(f )(ii) implies that the perturbation f (z, ·) is strictly (p − 1)-sublinear near +∞, while hypothesis H(f )(iii) dictates a similar polynomial growth near 0 + . A simple example illustrating such a perturbation, is given by the function f (x) = x q−1 for all x 0, with q ∈ (1, p). In the sequel F (z, x) =´x 0 f (z, s) ds.
We introduce the following two sets related to problem (P λ ): P = {λ ∈ R : problem (P λ ) admits a positive solution}, S(λ) = the set of positive solutions for problem (P λ ).
Note that as in Filippakis, Kristaly and Papageorgiou [8] , exploiting the monotonicity of the operator A (see Proposition 2), we have that S(λ) is downward directed, that is, if u 1 , u 2 ∈ S(λ), then we can find u ∈ S(λ) such that u u 1 , u u 2 .
Proposition 5. If hypotheses H(β)
and H(f ) hold, then P = ∅ and for every λ ∈ P, we have S(λ) ⊆ int C + .
Proof. For every λ ∈ R, we consider the
Choosing ε ∈ (0, c 2 ), we see that
Also, using the Sobolev embedding theorem and the continuity of the trace map, we see thatφ λ is sequentially weakly lower semicontinuous. So, by the Weierstrass theorem, we can findû
By virtue of hypothesis H(f )(iii), given any ξ >λ 1 − λ, we can find δ = δ(ξ) > 0 such that
Choose t ∈ (0, 1) small such that tû 1 (z) ∈ (0, δ] for all z ∈ Ω (recall thatû 1 ∈ int C + ). We havê
Since ξ >λ 1 − λ, it follows that
From (4), we havê
In (6) we 
Integrating by parts, we have
We use this in (7) and recall that h| ∂Ω = 0 for all h ∈ W 1,p 0 (Ω). We obtain
From the nonlinear Green's identity (see, for example, Gasinski and Papageorgiou [9, p. 210]), we have
where by ·, · ∂Ω we denote the duality brackets for the pair
We return to (7) and use (9) above. We obtain
From (8) and (10) it follows thatû λ ∈ S(λ) and so λ ∈ P for every λ <λ 1 . From Winkert [17] , we have thatû λ ∈ L ∞ (Ω). So, we can apply Theorem 2 of Lieberman [13] and obtain thatû λ ∈ C + \ {0}.
Hypotheses H(f )(i),(iii) imply that given ρ > 0, we can find ξ ρ > 0 such that
Let ρ = û λ ∞ and let ξ ρ > 0 be as in (11) above. Then
So, we have proved that S(λ) ⊆ int C + .
Proposition 6.
If hypotheses H(β) and H(f ) hold and λ ∈ P, then (−∞, λ] ⊆ P.
Proof. Since λ ∈ P, we can find u λ ∈ S(λ) ⊆ int C + (see Proposition 5) . Let µ ∈ (−∞, λ]. Using u λ ∈ int C + , we introduce the following truncation-perturbation of the reaction in problem (P µ ):
This is a Carathéodory function. We set E µ (z, x) =´x 0 e µ (z, s) ds and consider the
Also τ µ is sequentially weakly lower semicontinuous. Hence we can find
As in the proof of Proposition 5 for t ∈ (0, 1) small (at least such that tû 1 (z) min Ω u λ for all z ∈ Ω; recall thatû λ ∈ int C + ), we have
From (13) we have
In (14) we choose h = −u
So, we have proved that
As in the proof of Proposition 5, using the nonlinear Green's identity, we obtain u µ ∈ S(µ) ⊆ int C + and so µ ∈ P.
Hypotheses H(f )(i),(iii) imply that given any ξ > 0 and r ∈ (p, p * ), we can find c 5 = c 5 (ξ, r) > 0 such that
This unilateral growth constraint on the perturbation f (z, x), leads to the following auxiliary Robin problem:
If hypotheses H(β) hold, then for ξ > 0 big problem (16) has a unique positive solution u ∈ int C + .
Proof. First we establish the existence of a positive solution for problem (16) . To this end, we consider the
Since r > p, from (17) it follows that ψ is coercive. Also, it is sequentially weakly lower semicontinuous. So, we can find u ∈ W 1,p (Ω) such that
Choosing ξ >λ 1 and since r > p, we see that for t ∈ (0, 1) small, we have ψ(tû 1 ) < 0 =⇒ ψ(u) < 0 = ψ(0) (see (18) ), hence u = 0.
From (18) we have
Choose h = −u − ∈ W 1,p (Ω). Then we obtain u 0, u = 0 and so (19) becomes
=⇒ u is a positive solution of (16) (as in the proof of Proposition 5).
The nonlinear regularity theory (see [17] , [13] ) implies that u ∈ C + \ {0}. We have
Next we show the uniqueness of this positive solution. For this purpose, we introduce the integral functional ϑ :
Lemma 1 of Diaz and Saa [6] implies that ϑ is convex and lower semicontinuous. Suppose that u, v are two positive solutions of the auxiliary problem (16) . From the first part of the proof, we have
Then for every h ∈ C 1 (Ω) and for |t| 1 small, we have
It follows that ϑ is Gâteaux differentiable at u p and at v p in the direction h. Using the chain rule, we have
The convexity of ϑ implies the monotonicity of ϑ ′ . So, we have
=⇒ u = v =⇒ u ∈ int C + is the unique positive solution of (16).
Proposition 8. If hypotheses H(β)
and H(f ) hold and λ ∈ P, then u u for all u ∈ S(λ).
Proof. Let u ∈ S(λ). We introduce the following Carathéodory function
Let Γ(z, x) =´x 0 γ(z, s) ds and consider the C 1 -functional χ :
Using hypothesis H(β) and (20), we see that
In addition, χ is sequentially weakly lower semicontinuous. So, we can find u * ∈ W 1,p (Ω) such that
As before, since r > p, for t ∈ (0, 1) small, we have
From (21) we have
In (22) we choose h = −u
=⇒ |{u * > u}| N = 0 (as before), hence u * u.
So, we have proved that u * ∈ [0, u] \ {0}. Then from (20) and (22) it follows that u * ∈ int C + is a positive solution of (16) and so by virtue of Proposition 7, we have u * = u =⇒ u u for all u ∈ S(λ).
In the proof of Proposition 5 we have seen that (−∞,λ 1 ) ⊆ P. Next we show that in fact we have P = (−∞,λ 1 ).
Proposition 9. If hypotheses H(β) and H(f
Proof. Arguing by contradiction, suppose thatλ 1 ∈ P. Then we can find u 0 ∈ S(λ 1 ) ⊆ int C + . Recall thatû 1 ∈ int C + too. Invoking Lemma 3.3 of Filippakis, Kristaly and Papageorgiou [8] we can find c 7 , c 8 > 0 such that
We have 
From (23), (24) and the nonlinear Green's identity (see, for example, Gasinski and Papageorgiou [9, p. 211]), we havê
Returning to (26) and using (24) and (27), we obtain
From Propositions 6 and 9 it follows that
(recall that in the proof of Proposition 5 we established that (−∞,λ 1 ) ⊆ P).
Proposition 10.
If hypotheses H(β) and H(f ) hold, λ ∈ P and u λ ∈ S(λ) ⊆ int C + , then for every µ < λ, we can find u µ ∈ S(µ) ⊆ int C + such that u µ u λ .
Proof. We consider the following truncation-perturbation of the reaction in problem (P µ ):
This is a Carathéodory function. We set Γ µ (z, x) =´x 0 γ µ (z, s)ds and consider the
From hypothesis H(β) and (28) it is clear that η is coercive. Also, it is sequentially weakly lower semicontinuous. So, we can find
As before (see the proof of Proposition 5), using hypothesis H(f )(iii), we show that for t ∈ (0, 1) small (at least such that tû 1 (z) min
From (29), we have
As in the proof of Proposition 8, choosing first h = −u
From (28) it follows that u µ ∈ S(µ) ⊆ int C + and u µ u λ .
Proposition 11.
If hypotheses H(β) and H(f ) hold, λ ∈ P = (−∞,λ 1 ), then problem (P λ ) admits a smallest positive solution u * λ ∈ S(λ) ⊆ int C + . Proof. From Dunford and Schwartz [7, p . 336], we know that we can find
From Proposition 10 and since S(λ) is downward directed, we may assume that (30) u n û for all n 1, withû ∈ S(λ) ⊆ int C + ,λ ∈ P, λ n <λ, n 1.
We have
In (31) we choose h = u n ∈ W 1,p (Ω). Then using hypotheses H(β), H(f )(i) and (30) we see that
So, we may assume that
In (31) we choose h = u n − u * λ ∈ W 1,p (Ω), pass to the limit as n → ∞ and use (32). We obtain lim
So, if in (31) we pass to the limit as n → ∞ and use (33) and Proposition 2, then If we strengthen the conditions on the perturbation f (z, ·), we can guarantee the uniqueness of the positive solution of problem (P λ ).
The new stronger conditions on f (z, x) are the following: H(f ) ′ : f : Ω×R → R is a Carathéodory function such that for a.a. z ∈ Ω, f (z, 0) = 0, f (z, x) > 0 for all x > 0, hypotheses H(f ) ′ (i),(ii),(iii) are the same as the corresponding hypotheses H(f )(i),(ii),(iii) and (iv) for a.a. z ∈ Ω, x → f (z,x)
x p−1 is decreasing, strictly for all z ∈ Ω 0 ⊆ Ω with |Ω 0 | N > 0.
Proposition 12. If hypotheses H(β) and H(f )
′ hold and λ ∈ P = (−∞,λ 1 ), then S(λ) is a singleton {u λ } and the map λ −→ u λ is continuous from (−∞,λ 1 ) into C 1 (Ω) and increasing (that is, if µ < λ, then u λ − u µ ∈ C + ).
Proof. We already know that for all λ ∈ (−∞,λ 1 ), S(λ) = ∅. Let u, v ∈ S(λ) ⊆ int C + . Then as in the proof of Proposition 7, we have
Next we show the continuity of λ −→ u λ . To this end, suppose {λ n } n 1 ⊆ (−∞,λ 1 ) and assume that λ n → λ ∈ (−∞,λ 1 ). Let u n = u λn ∈ S(λ n ) ⊆ int C + , n 1. We can findλ ∈ (−∞,λ 1 ) such that λ n λ for all n 1. Letû ∈ S(λ) ⊆ int C + . Proposition 8 and 10 imply that u u n û for all n 1.
(36) Also, we have
(Ω) and using hypotheses H(β), H(f )(i) and (36), we see that
If in (37) we choose h = u n − u λ ∈ W 1,p (Ω), pass to the limit as n → ∞ and use (38), then
So, if in (37) we pass to the limit as n → ∞ and use (39) and Proposition 2, then
Since S(λ) is a singleton, we have
From Theorem 2 of Lieberman [13] , we know that we can find α ∈ (0, 1) and c 9 > 0 such that (41) u n ∈ C 1,α (Ω) and u n C 1,α (Ω) c 9 for all n 1.
Exploiting the compact embedding of C 1,α (Ω) into C 1 (Ω), from (40) and (41) it follows that
Finally the monotonicity of λ −→ u λ follows from Proposition 10.
In fact the monotonicity conclusion in the above proposition, can be improved provided we strengthen further the conditions on f (z, ·).
The new stronger conditions on the perturbation f (z, x) are the following:
,(iv) are the same as the corresponding hypotheses H(f ) ′ (i),(ii),(iii),(iv) and (v) for every ρ > 0, there exists ξ ρ > 0 such that for a.a. z ∈ Ω, the mapping
Under these new conditions on the perturbation f (z, x), we have the following result.
Proposition 13. If hypotheses H(β) and H(f )
′′ hold, then the mapping
Proof. From Proposition 12, we know that u ϑ − u λ ∈ C + . Let ρ = u ϑ ∞ and let ξ ρ > 0 be as postulated by hypothesis H(f ) ′′ (v). Also, for δ > 0, let u
p−1 for a.a. z ∈ Ω and for δ > 0 small
The next theorem summarizes the situation for problem (P λ ) when the perturbation f (z, x) is (p − 1)-sublinear in x ∈ R.
Because of (43), (44) and (45), we can apply Theorem 1 (the mountain pass theorem) and obtain u λ ∈ W 1,p (Ω) such that 
In (47) The nonlinear regularity theory implies u λ ∈ C + \{0}. Let ρ = ||u λ || ∞ and let ξ ρ > 0 be as postulated by hypothesis H(f ) 1 (v). Then
0 a.e. in Ω =⇒ ∆ p u λ (z) ξ ρ u λ (z) p−1 a.e. in Ω =⇒ u λ ∈ int C + (see Vazquez [16] ).
Therefore we have proved that P = ∅ (in fact (−∞,λ 1 ) ⊆ P) and that S(λ) ⊆ int C + .
The proof of the next proposition is identical to the proof of Proposition 6.
Proposition 16.
If hypotheses H(β) and H(f ) 1 hold and λ ∈ P, then (−∞, λ] ⊆ P.
Moreover, as in the proof of Proposition 9, using the nonlinear Picone's identity (see [2] ), we have: Proposition 17. If hypotheses H(β) and H(f ) 1 hold, thenλ 1 ∈ P and so P = (−∞,λ 1 ).
In fact, as we already mentioned, in this case for every λ ∈ P = (−∞,λ 1 ) problem (P λ ) has at least two positive solutions.
Proposition 18.
If hypotheses H(β) and H(f ) 1 hold and λ ∈ P = (−∞,λ 1 ), then problem (P λ ) has at least two positive solutions
Proof. Since λ ∈ P, we can find u λ ∈ S(λ) ⊆ int C + . We introduce the following Carathéodory function: In addition we consider the following truncation of the boundary term (recall that u λ ∈ int C + ):
for all (z, x) ∈ ∂Ω × R. Theorem 20. If hypotheses H(β) and H(f ) 1 hold, then for every λ ∈ (−∞,λ 1 ) problem (P λ ) has at least two positive solutions u λ , v λ ∈ int C + , u λ v λ , u λ = v λ ; also it admits a smallest positive solution u * λ ∈ int C + and the map λ → u * λ is strictly increasing, that is, λ < ϑ ∈ (−∞,λ 1 ) =⇒ u * ϑ − u * λ ∈ int C + ; finally for λ λ 1 problem (P λ ) has no positive solution.
