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We scrutinize the real-frequency structure of the self-energy in the superconducting state of the attractive
Hubbard model within the dynamical mean-field theory. Within the strong-coupling superconducting phase
which has been understood in terms of the Bose-Einstein condensation in the literature, we find two qualitatively
different regions crossing over each other. In one region close to zero temperature, the self-energy depends on
the frequency only weakly at low energy. On the other hand, in the region close to the critical temperature,
the self-energy shows a pole structure. The latter region becomes more dominant as the interaction becomes
stronger. We reveal that the self-energy pole in the latter region is generated by a coupling to a hidden fermionic
excitation. The hidden fermion persists in the normal state, where it yields a pseudogap. We compare these
properties with those of the repulsive Hubbard model relevant for high-temperature cuprate superconductors,
showing that hidden fermions are a key common ingredient in strongly correlated superconductivity.
PACS numbers: 67.85.Lm, 74.25-q, 71.10.Fd
A range of metals show superconductivity below a criti-
cal temperature (Tc), at which paired electrons acquire a spa-
tial coherence. In conventional superconductors, the pair-
ing mechanism is well described by the Bardeen-Cooper-
Schrieffer (BCS) theory [1]. However, the BCS theory does
not straightforwardly apply when the attractive interaction be-
tween electrons is strong. In this case, the electron pairing
occurs at a temperature higher than Tc and superconductivity
arises when the electron pairs (regarded as composite bosons)
go through the Bose-Einstein condensation (BEC) at a lower
temperature [2]. Such superconductivity in the BEC regime
has been explored for ultracold fermionic atom systems [3–
5]. In fact, tightly-bound pairs [6] and an associated pseudo-
gap behavior [7, 8] have been observed for 40K gas in the
strongly-interacting region. A recent experiment also sug-
gested that the superconductivity in FeSe is in the BCS-BEC
crossover regime [9]. The preformed pairing has also been
proposed in the context of cuprate high-Tc superconductors
[10, 11]. Although it looks unlikely that the preformed pair-
ing solely can explain the whole pseudogap behavior in the
cuprates [12–15], it may be relevant in a region close to Tc
around the optimal doping [16, 17].
On the theoretical side, the crossover from BCS to BEC
[5, 18–20] has been intensively studied with continuous [21–
27] or lattice [28–41] fermion models, both of which give a
similar phase diagram. The latter is, however, more tractable
with numerical simulations and allows us to employ nonper-
turbative methods to study this problem. In particular, the dy-
namical mean-field theory (DMFT) [42], which becomes ex-
act in infinite spatial dimensions, is a suitable tool to study
dynamical properties of the lattice models. In fact, the DMFT
and its extensions have been extensively applied to the attrac-
tive Hubbard model [43–58]. Among the results, for strong
coupling, a pseudogap in the spectral function has been found
above Tc [52–56]. Further, the pseudogap state was found to
be separated from a Fermi-liquid metal at weak coupling by a
first-order pairing transition [44–47]. In light of an electron-
hole transformation [20], this first-order transition is mapped
onto a well-known Mott metal-insulator transition in the re-
pulsive half-filled Hubbard model under an external magnetic
field. Since the Mott gap in the repulsive model is character-
ized by an emergent pole in the self-energy, a self-energy pole
emerges equivalently in the pseudogap state of the attractive
model [23, 53, 54], signaling the formation of the preformed
pairs above Tc.
It is a nontrivial open problem to determine the fate of the
self-energy pole below Tc since the sudden appearance of the
pole in the normal phase appears incompatible with a smooth
crossover of superconducting properties from weak to strong
coupling. At weak coupling in the BCS region, the dynamics
of quasiparticles, described by the low-frequency dependence
of the self-energies, is well understood. On the other hand, at
strong coupling in the BEC region, the superconducting tran-
sition is well described by the boson condensation of tightly-
bound Cooper pairs [20], while the dynamics of the origi-
nal fermions, which is directly relevant to the single-particle
spectroscopies such as the radiofrequency [59]/photoemission
spectroscopy, has not been fully addressed.
In this paper we propose an alternative (“fermionic”) view-
point to the BEC of tightly-bound Cooper pairs. This decrip-
tion also applies to the intermediate-coupling region where
the bosonic picture does not hold anymore, bridging the BEC
limit with the well known BCS region. Our main purpose
is to reveal that the low-energy quasiparticle dynamics in the
BEC region is governed by a coupling to a fermionic exci-
tation (hidden fermion) arising from the strong interaction.
The hidden fermion generates the self-energy pole in the nor-
mal states and persists below Tc, similarly to what has been
found in the superconducting state of the repulsive Hubbard
model [60]. As the temperature T lowers further, however, the
hidden fermion loses the weight and eventually vanishes, in
marked contrast with the repulsive case. These results set out
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FIG. 1: (Color online) Temperature dependence of (a) the supercon-
ducting order parameter and (b) ∆Σano ≡ Σano(0) − Σano(∞), for
various values of U . (c) Phase diagram against T and |U |, with in-
tensity plot of −∆Σano.
for a unified view of the superconducting transition of tightly-
bound Cooper pairs and its relation with the Mott physics.
We consider the normal and superconducting states of the
infinite-dimensional Hubbard model on a Bethe lattice
H = −t
∑
〈ij〉σ
a†iσajσ − µ
∑
i
niσ + U
∑
i
ni↑ni↓, (1)
which has the advantage to be exactly solvable with the
DMFT [42]. Here the onsite interaction U < 0 is attrac-
tive, t is the hopping integral and µ is the chemical poten-
tial. a†iσ(aiσ) creates (annihilates) a fermion with spin σ
at site i, and niσ ≡ a†iσaiσ . The bare density of states is
ρ0(ω) =
2
πD2
√
D2 − ω2 with D = 2, which determines the
energy scale in the paper. In order to avoid possible peculiar-
ities at half filling, we set the fermion density per site to be
n = 0.8 [61].
The DMFT maps this model onto an impurity problem,
which we solve with a finite-T extension of the exact diag-
onalization (ED) method [62] elaborated in Supplementary
Information. The ED solver allows us to study precise real-
frequency (ω) structures of the self-energies, which are of our
main interest. For superconductivity, we calculate the normal
and anomalous self-energies, Σnor and Σano, related to the nor-
mal Green’s function by
G(ǫ, ω) = [ω − ǫ+ µ− Σnor(ω)−W (ǫ, ω)]−1 (2)
with
W (ǫ, ω) ≡ Σ
ano(ω)2
ω + ǫ− µ+Σnor(−ω)∗ . (3)
Since in DMFT G depends on particle’s momentum
only through the bare-dispersion energy ǫ, the den-
sity of states (DOS) is calculated from Eq. (2) as
− 1
π
Im
∫ D
−D
dǫρ0(ǫ)G(ǫ, ω).
Figure 1(a) plots the superconducting order parameter,
〈ai↑ai↓〉, against T for various values of U . We define Tc
as the lowest temperature above which 〈ai↑ai↓〉 is less than
(a) (b)
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FIG. 2: (Color online) (a-d) Various real-frequency properties at
U = −8 in the normal (T = 0.13 > Tc ≃ 0.123) and super-
conducting (T = 0.12, 0.11, 0.06, 0) states. The insets to panels (b)
and (d) are the enlarged views for T = 0 and 0.06. (e), (f) Change
of ImΣnor and Re[ω − µ+ Σnor(−ω)∗] across Tc, where η0 = 0.01
(see Supplementary Information) is used to sharpen the pole and zero
features. The arrows in panel (e) indicate the pole created below Tc.
The thick and thin arrows in panel (f) indicate the pole and zero of
the plotted quantity, respectively, for T = 0.121, which are created
in the superconducting state.
0.01. Thus-determined phase boundary in Fig. 1(c) is consis-
tent with previous works [49–54].
For |U | < 4, Tc increases with |U |. In this region, the
superconductivity follows well the BCS theory; a gap opens
in the DOS only below Tc; for T > Tc Σnor shows a Fermi-
liquid-like behavior, i.e., ImΣnor ∝ ω2 (not shown here).
On the other hand, for |U | > 4, in the so-called BEC region,
Tc decreases with |U |. In this case the normal state displays
preformed pairs and a gap (called pseudogap) in the DOS even
above Tc [52–56], as shown in Fig. 2(a) for U = −8 and
T = 0.13 > Tc ∼ 0.123. This gap results from a (thermally-
smeared) pole in Σnor (because W = 0), which can be seen
for instance at ω ≃ −0.7 for T = 0.13 in Fig. 2(b). The first
finding in this study is that this pole survives even below Tc,
symmetrically split with respect to ω = 0 by the appearance
of superconductivity which creates Bogoliubov electron-hole
branches. These peaks can be for example seen for T = 0.12
at ω ≃ ±0.9 in Fig. 2(b). The second remarkable finding is
that Σano(ω) also shows the appearance of these poles at the
same energies ω = ±0.9, which give considerable dynamical
structure to ReΣano [Fig. 2(c)] and ImΣano [Fig. 2(d)]. Surpris-
ingly, the weight of these poles diminish as T lowers further
3[Fig. 2(d)], becoming indiscernible for T < 0.06 (inset). Con-
sequently, ReΣano is nearly flat at low temperatures [red and
green curves in the panel (c)]. The value agrees with what is
expected for a static mean-field decoupling of the interaction
term, Uni↑ni↓, in Eq. (1); its anomalous channel is given by
U(〈a†i↓a†i↑〉ai↑ai↓ + 〈ai↑ai↓〉a†i↓a†i↑).
Despite this drastic evolution of the self-energies (i.e., ap-
pearance of the poles in Σano at Tc and their subsequent dis-
appearance at lower T ), the gap in the DOS does not sub-
stantially change with lowering T [Fig. 2(a)] [63]. The singu-
larity generating the spectral gap is in fact transformed from
the normal self-energy poles for T > Tc to a pole in W ,
i.e. a zero of Re[ω + ǫ − µ + Σnor(−ω)∗], for T < Tc.
In order to elucidate this point, we plot in Figs. 2(e) and
(f), ImΣnor and Re[ω − µ + Σnor(−ω)∗], respectively, in the
vicinity of Tc [66, 67]. (Compare also the temperature de-
pendences of the peak weights between ImΣnor and ImW in
Fig. 3.) At T = 0.123 & Tc, ImΣnor shows a single peak at
ω = ωnor = −0.65, while, as mentioned above, at T < Tc
another pole in Σnor is created at the particle-hole symmetric
energy, ω = −ωnor, as indicated by the arrows in Fig. 2(e).
The corresponding pole in Re[ω − µ + Σnor(−ω)∗] (arising
from the pole of Σnor(−ω)∗) is indicated by a thick arrow
for T = 0.121 in panel (f). This new pole is accompanied
by a new zero of Re[ω − µ + Σnor(−ω)∗], as indicated by
the thin arrow in the same panel. This new zero is the ori-
gin of the strong negative peak in ImW and Im(Σnor + W )
[Fig. 3(a)], which yields the spectral gap in the superconduct-
ing state. This is similar to the BCS superconductors in that
a zero of Re[ω + ǫ − µ + Σnor(−ω)∗] gives the supercon-
ducting gap. However, as discussed above, the zero in our
case is tightly connected to the presence of the normal self-
energy poles which are a smooth continuation of those already
present in the normal state. Thus, the pseudogap and super-
conducting gap are closely related with each other while they
involve different singularities.
Another notable finding is that the pole of Σnor and one of
the poles of W cancel with each other in G [Eq. (2)]. To see
this property, we plot in Fig. 3 ImΣnor, ImW and their sum
Im(Σnor +W ) at ǫ = 0 for several temperatures at U = −8.
Surprisingly, in panels (a) and (b), we find that the polelike
peaks of ImΣnor (blue curve) and of ImW (green) cancel out
and leave no trace in their sum (red) at the peak energy. As T
lowers from 0.12 to 0.10 [panels (a) to (b)], the polelike peaks
diminish and eventually below T = 0.06, ImW becomes neg-
ative everywhere so that no cancellation can occur anymore
[(c) and (d)]. The cancellation is not found of course in the
BCS region, where no prominent peak in ImΣnor is present.
Turning back to Figs. 2(c) and (d), we see that the appear-
ance of the low-energy pole makes Σano(ω = 0) = ReΣano(0)
depart from the static value, Σano(∞) = ReΣano(∞) =
U〈ai↑ai↓〉. We utilize the difference, ∆Σano ≡ Σano(0) −
Σano(∞), to measure the significance of the self-energy pole
on low-energy physics. Figure 1(b) plots ∆Σano as a function
of T for various values of U . In contrast to the absence of any
appreciable T dependence at weak couplings (|U | < 4), pro-
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FIG. 3: (Color online) Presence/absence of the cancellation of the
peaks between ImΣnor and ImW for various temperatures at U =
−8. The insets are the enlarged views of the each panel. Orange
vertical lines indicate the energy of the peaks which cancel out.
nounced negative peaks appear at strong couplings (|U | > 4)
just below Tc. In Fig. 1(c), we have superposed the intensity
map of −∆Σano on the phase diagram. The strong intensity is
found only on the fringe of the strong-coupling superconduct-
ing phase. This colored “dynamical” area is characterized by
the presence of the self-energy poles with the canceling prop-
erty, as discussed above.
As it is shown in Ref. 60, the cancellation of poles suggests
a presence of a hidden fermionic excitation (f ) hybridizing
with a quasiparticle (c). For sake of clarity, let us briefly repeat
a proof of this statement. The hybridization V between c and
f would be most simply accommodated in the phenomeno-
logical Hamiltonian,
HTCFM =
∑
σ
[
ǫcc
†
σcσ + ǫff
†
σfσ + V (c
†
σfσ + f
†
σcσ)
]
− (Dcc↑c↓ +Dff↑f↓ + h. c.), (4)
where ǫc(ǫf ) is the bare one-particle energy of the c(f)
fermion. For non-zero values of Dc and Df , the system is
in the superconducting state. By integrating out the f degree
of freedom in the path integral of the corresponding action,
we obtain the normal and anomalous self-energies of the c
fermion as
Σnorc (ω) = V
2 ω + ǫf
ω2 − ǫ2f −D2f
, (5)
Σanoc (ω) = Dc − V 2
Df
ω2 − ǫ2f −D2f
. (6)
These equations show that both self-energies have poles at
the same energies, ω = ±
√
ǫ2f +D
2
f , consistently with
Figs. 2(b) and (d). By defining Wc(ω) = Σ
ano
c (ω)
2
ω+ǫc+Σnorc (−ω)
∗
similarly to Eq. (3), we can calculate the residues of the
4poles at ω = ±
√
ǫ2f +D
2
f for both Σnorc and Wc, to obtain
V 2
2
(
1± ǫf√
ǫ2
f
+D2
f
)
and −V 22
(
1± ǫf√
ǫ2
f
+D2
f
)
, respectively.
Therefore, their residues cancel out in their sum. In Supple-
mentary Information, we show that Eqs. (5) and (6) indeed
fit the DMFT self-energies nearly perfectly at low frequencies
when the cancellation occurs [Figs. 3(a) and (b)]. On the other
hand, Eqs. (5) and (6) are not compatible with Figs. 3(c) and
(d) where no cancellation is observed. The latter is better fitted
by a fermion-boson model [60]. Thus, the pole cancellation
gives a stringent test for a fermionic origin of the self-energy
peaks.
Interestingly, the model (4) describes well the low-energy
DMFT results in the normal state, too. In fact, the single pole-
like structure of Σnor, seen for T = 0.13 in Fig. 2(b), is con-
sistent with Eq. (5), which yields
Σnorc (ω) =
V 2
ω − ǫf (7)
for Dc = Df = 0.
This observation gives us a clue to identify the hidden
fermion f in Eq. (4). In the strong-coupling region close to
the atomic limit, the normal-state Green’s function is well ap-
proximated by
Gatm(ω) =
1−m
ω + µ
+
m
ω + µ− U
=
[
ω + µ− Um− U
2m(1−m)
ω + µ− U(1−m)
]−1
(8)
with m being the average c-fermion density per spin. Then,
comparing Eq. (7) with the second line of Eq. (8), we find that
Gatm is reproduced by the model (4) with V = U
√
m(1−m)
and ǫf = U(1−m)− µ.
Thus, the hidden fermion in the normal state, generating
the pseudogap, is identified with the hidden fermion that ap-
pears by taking the atomic limit of the Hamiltonian (1). It
is then remarkable that the DMFT self-energy changes con-
tinuously across Tc [Figs. 2(e) and (f)] since the continuity
suggests that f found below Tc is a smooth continuation of
the one originating the pseudogap above Tc (where the atomic
limit is most valid). The local origin of f in turn indicates its
ubiquitous nature in the strong-coupling region, irrespective
of dimensionality and lattice structures.
Thus, we have revealed the presence of the hidden
fermionic excitation which dominates the quasiparticle dy-
namics in the strong-coupling superconductor just below Tc.
In order to quantify the area involving the hidden fermion, we
define T0 as a temperature at which ∆Σano changes its sign
from positive (for T < T0) to negative (for T > T0). Below
T0, the order parameter is almost saturated [Fig. 1(a)] and the
self-energy becomes nearly frequency independent [Fig. 2(c)].
Figure 4(a) and the inset show that the hidden fermion
indeed takes a major part of the superconducting phase for
strong couplings. Furthermore, Fig. 4(b) shows a remark-
able scaling, T0/Tc ∼ |U |a with a ∼ −0.36, which indicates
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FIG. 4: (Color online) (a) Tc and T0 (defined in the text) plotted
against |U |. Inset shows a ratio, (Tc − T0)/Tc, of the fermionic
region to the superconducting region. (b) Scaling of T0/Tc to |U |.
that the hidden-fermionic area covers all the superconducting
phase in the strong-coupling limit.
Lastly, we compare the above results with those obtained
in the two-dimensional repulsive Hubbard model. In the lat-
ter, cluster extensions of the DMFT [68, 69] have ascribed the
origin of the pseudogap and the associated low-energy pole in
Σnor above Tc to “Mottness” emerging in the proximity to the
Mott insulator [15, 70–79]. In this case too a two-component
fermion model well describes the pseudogap above Tc as the
hybridization gap formed with a hidden fermion [80]. Be-
low Tc, particle-hole symmetric poles appear in Σnor and Σano
[81] in a fashion similar to the attractive case, displaying the
same pole cancellation and a similar mechanism of opening
the superconducting gap at zero of Re[ω+ǫ−µ+Σnor(−ω)∗]
[60]. On the other hand, an essential difference is in the en-
ergy scale of the pseudogap, which is of the order of |U | in the
attractive case while it is less than t in the repulsive case, sug-
gesting different characters of the hidden fermion f . Another
important difference is in the role of f in the superconductiv-
ity: In the repulsive case f helps to enhance Tc [60, 82], while
in the attractive case f competes with superconductivity (the
gap function is slightly suppressed [Fig. S2(a)], even though
Σano is enhanced by the hidden fermion [Fig. 2(c)]), disap-
pearing at low temperatures where a larger superconducting
gap is preferred.
To summarize, we find a hidden fermionic excitation on the
fringe of the strong-coupling superconducting phase of the at-
tractive Hubbard model. Although the superconducting tran-
sition in the strong-coupling region can be regarded as a bo-
son condensation of tightly-bound Cooper pairs [20], our re-
sults give an alternative fermionic point of view: The quasi-
particles hybridize with a hidden fermionic excitation, which
originates from a strong-coupling effect, above Tc and down
to ∼ T0 below Tc. Above Tc, the hidden fermion yields the
pseudogap in the quasiparticle spectra. It persists in the super-
conducting state down to T ∼ T0, where the atomic physics
still dominates the quasiparticle dynamics. It disappears be-
low T0, where the smooth crossover to a static superconduct-
ing state takes place. The hidden fermion region dominates for
|U |/D→∞. Many issues remain open: What is the physical
entity and the explicit expression of f? Why does Σano lose
5its frequency dependence below T0? Why does T0/Tc follow
the scaling in Fig. 4(b)? The presence of the hidden fermions
in two different unconventional superconducting states (for
U > 0 and U < 0) calls for future search of similar ex-
citations in other unconventional correlated superconductors
[83–87].
S.S. acknowledges useful comments by G. Sangiovanni.
The work was supported by JSPS KAKENHI Grant No.
26800179, the Computational Materials Science Initiative
(CMSI), HPCI Strategic Programs for Innovative Research
(SPIRE), and RIKEN Advanced Institute for Computational
Science (AICS) (Grant No. hp130007, hp140215, hp150211)
from MEXT, Japan.
[1] J. Bardeen, L. N. Cooper, and J. R. Schrieffer, Phys. Rev. 108,
1175 (1957).
[2] D. M. Eagles, Phys. Rev. 186, 456 (1969).
[3] S. Jochim, M. Bartenstein, A. Altmeyer, G. Hendl, S. Riedl, C.
Chin, J. Hecker Denschlag, and R. Grimm, Science 302, 2101
(2003).
[4] M. W. Zwierlein, C. A. Stan, C. H. Schunck, S. M. F. Raupach,
S. Gupta, Z. Hadzibabic, and W. Ketterle, Phys. Rev. Lett. 91,
250401 (2003).
[5] I. Bloch, J. Dalibard, and W. Zwerger, Rev. Mod. Phys. 80, 885
(2008).
[6] M. Greiner, C. A. Regal, and D. S. Jin, Nature 426, 537 (2003).
[7] J. P. Gaebler, J. T. Stewart, T. E. Drake, D. S. Jin, A. Perali, P.
Pieri, and G. C. Strinati, Nature Phys. 6, 569 (2010).
[8] M. Feld, B. Fro¨hlich, E. Vogt, M. Koschorreck, and M. Ko¨hl,
Nature 480, 75 (2011).
[9] S. Kasahara, T. Watashige, T. Hanaguri, Y. Kohsaka, T. Ya-
mashita, Y. Shimoyama, Y. Mizukami, R. Endo, H. Ikeda, K.
Aoyama, T. Terashima, S. Uji, T. Wolf, H. von Lo¨hneysen, T.
Shibauchi, and Y. Matsuda, PNAS 111, 16309 (2014).
[10] P. W. Anderson, Science 235, 1196 (1987).
[11] V. J. Emery and S. A. Kivelson, Nature 374, 434 (1995).
[12] M. Le Tacon, A. Sacuto, A. Georges, G. Kotliar, Y. Gallais, D.
Colson, and A. Forget, Nat. Phys. 2, 537 (2006).
[13] K. Tanaka, W. S. Lee, D. H. Lu, A. Fujimori, T. Fujii, Risdiana,
I. Terasaki, D. J. Scalapino, T. P. Devereaux, Z. Hussain, Z.-X.
Shen, Science 314, 1910 (2006).
[14] T. Kondo, T. Takeuchi, A. Kaminski, S. Tsuda, and S. Shin,
Phys. Rev. Lett. 98, 267004 (2007).
[15] S. Sakai, S. Blanc, M. Civelli, Y. Gallais, M. Cazayous, M.-
A. Me´asson, J. S. Wen, Z. J. Xu, G. D. Gu, G. Sangiovanni, Y.
Motome, K. Held, A. Sacuto, A. Georges, and M. Imada, Phys.
Rev. Lett. 111, 107001 (2013).
[16] Z. A. Xu, N. P. Ong, Y. Wang, T. Kakeshita, and S. Uchida,
Nature 406, 486 (2000).
[17] Y. Wang, Z. A. Xu, T. Kakeshita, S. Uchida, S. Ono, Y. Ando,
and N. P. Ong, Phys. Rev. B 64, 224519 (2001).
[18] A. J. Legett, in Modern Trends in the Theory of Condensed Mat-
ter, edited by A. Pekalski and J. Przystawa (Springer, Berlin,
1980).
[19] P. Nozie`res and S. Schmitt-Rink, J. Low. Temp. Phys. 59, 195
(1985).
[20] R. Micnas, J. Ranninger, and S. Robaszkiewicz, Rev. Mod.
Phys. 62, 113 (1990).
[21] A. Tokumitu, K. Miyake, and K. Yamada, Phys. Rev. B 47,
11988 (1993).
[22] R. Haussmann, Z. Phys. B 91, 291 (1993); Phys. Rev. B 49,
12975 (1994).
[23] P. Pieri, L. Pisani, and G. C. Strinati, Phys. Rev. B 70, 094508
(2004).
[24] J. Kinnunen, M. Rodrı´guez, and P. To¨rma¨, Phys. Rev. Lett. 92,
230403 (2004).
[25] Y. Ohashi and A. Griffin, Phys. Rev. A 72, 013601 (2005).
[26] S. Tsuchiya, R. Watanabe, and Y. Ohashi, Phys. Rev. A 80,
033613 (2009).
[27] R. Watanabe, S. Tsuchiya, and Y. Ohashi, Phys. Rev. A 82,
043630 (2010).
[28] S. Robaszkiewicz, R. Micnas, and K. A. Chao, Phys. Rev. B 23,
1447 (1981); ibid. 24, 1579 (1981).
[29] M. Randeria, N. Trivedi, A. Moreo, and R. T. Scalettar, Phys.
Rev. Lett. 69, 2001 (1992).
[30] A. Martı´n-Rodero and F. Flores, Phys. Rev. B 45, 13008 (1992).
[31] R. R. dos Santos, Phys. Rev. B 50, 635 (1994).
[32] N. Trivedi and M. Randeria, Phys. Rev. Lett. 75, 312 (1995).
[33] J. M. Singer, M. H. Pedersen, T. Schneider, H. Beck, and H.-G.
Matuttis, Phys. Rev. B 54, 1286 (1996).
[34] B. Kyung, S. Allen, and A.-M. S. Tremblay, Phys. Rev. B 64,
075116 (2001).
[35] A. Sewer, X. Zotos, and H. Beck, Phys. Rev. B 66, 140504(R)
(2002).
[36] T. Paiva, R. R. dos Santos, R. T. Scalettar, and P. J. H. Dente-
neer, Phys. Rev. B 69, 184501 (2004).
[37] N. Dupuis, Phys. Rev. B 70, 134502 (2004).
[38] E. Burovski, N. Prokof’ev, B. Svistunov, and M. Troyer, Phys.
Rev. Lett. 96, 160402 (2006).
[39] A. Bulgac, J. E. Drut, and P. Magierski, Phys. Rev. Lett. 96,
090404 (2006).
[40] E. Zhao and A. Paramekanti, Phys. Rev. Lett. 97, 230404
(2006).
[41] H. Tamaki, Y. Ohashi, and K. Miyake, Phys. Rev. A 77, 063616
(2008).
[42] A. Georges, G. Kotliar, W. Krauth, and M. J. Rozenberg, Rev.
Mod. Phys. 68, 13 (1996).
[43] J. K. Freericks and M. Jarrell, Phys. Rev. B 50, 6939 (1994).
[44] M. Keller, W. Metzner, and U. Schollwo¨ck, Phys. Rev. Lett. 86,
4612 (2001).
[45] M. Keller, W. Metzner, and U. Schollwo¨ck, J. Low. Temp. Phys.
126, 961 (2002).
[46] M. Capone, C. Castellani, and M. Grilli, Phys. Rev. Lett. 88,
126403 (2002).
[47] L. Laloux, A. Georges, and W. Krauth, Phys. Rev. B 50, 3092
(1994).
[48] A. Garg, H. R. Krishnamurthy, and M. Randeria, Phys. Rev. B
72, 024517 (2005).
[49] A. Toschi, M. Capone, and C. Castellani, Phys. Rev. B 72,
235118 (2005).
[50] A. Toschi, P. Barone, M. Capone, and C. Castellani, New J.
Phys. 7, 7 (2005).
[51] J. Bauer and A. C. Hewson, Eur. Phys. Lett. 85, 27001 (2009).
[52] A. Koga and P. Werner, Phys. Rev. A 84, 023638 (2011).
[53] R. Peters and J. Bauer, arXiv:1503.0307.
[54] J. Bauer, A. C. Hewson, and N. Dupuis, Phys. Rev. B 79,
214518 (2009).
[55] B. Kyung, A. Georges, and A.-M. S. Tremblay, Phys. Rev. B
74, 024501 (2006).
[56] S.-Q. Su, D. E. Sheehy, J. Moreno, and M. Jarrell, Phys. Rev. A
81, 051604(R) (2010).
[57] Y. Murakami, P. Werner, N. Tsuji, and H. Aoki, Phys. Rev. B
88, 125126 (2013).
6[58] P. Staar, T. Maier, and T. C. Schulthess, arXiv:1402.4329.
[59] J. T. Stewart, J. P. Gaebler, and D. S. Jin, Nature 454, 744
(2008).
[60] S. Sakai, M. Civelli, and M. Imada, arXiv:1411.4365.
[61] Though not shown here, we have obtained qualitatively similar
results for other dopings, too.
[62] A. Liebsch and H. Ishida, J. Phys.: Condens. Matter 24, 053201
(2012).
[63] The multiple peaks (broadened by η) in the DOS at T = 0
is consistent with the previous works [64, 65] for the strong-
coupling repulsive Hubbard model.
[64] G. Sangiovanni, A. Toschi, E. Koch, K. Held, M. Capone, C.
Castellani, O. Gunnarsson, S.-K. Mo, J. W. Allen, H.-D. Kim, A.
Sekiyama, A. Yamasaki, S. Suga, and P. Metcalf, Phys. Rev. B
73, 205121 (2006).
[65] R. Strack and D. Vollhardt, Phys. Rev. B 46, 13852 (1992).
[66] Here we have considered the momentum with ǫ = 0 while the
following discussion does not essentially depend on the choice
of ǫ since ǫ (|ǫ| < 2) is negligible compared to Σnor in Eq. (3).
[67] In Supplementary Information, we show how Σano develops in
the vicinity of Tc.
[68] Th. Maier, M. Jarrell, Th. Pruschke, and M. H. Hettler, Rev.
Mod. Phys. 77, 1027 (2005).
[69] G. Kotliar, S. Y. Savrasov, G. Palsson, and G. Biroli, Phys. Rev.
Lett. 87, 186401 (2001).
[70] Th. A. Maier, Th. Pruschke, and M. Jarrell, Phys. Rev. B 66,
075102 (2002).
[71] M. Civelli, M. Capone, S. S. Kancharla, O. Parcollet, and G.
Kotliar, Phys. Rev. Lett. 95, 106402 (2005).
[72] T. D. Stanescu and G. Kotliar, Phys. Rev. B 74, 125110 (2006).
[73] B. Kyung, S. S. Kancharla, D. Se´ne´chal, A.-M. S. Tremblay, M.
Civelli, and G. Kotliar, Phys. Rev. B 73, 165114 (2006).
[74] S. Sakai, Y. Motome, and M. Imada, Phys. Rev. Lett. 102,
056404 (2009).
[75] A. Liebsch and N.-H. Tong, Phys. Rev. B 80, 165126 (2009).
[76] E. Gull, O. Parcollet, P. Werner, and A. J. Millis, Phys. Rev. B
80, 245102 (2009).
[77] S. Sakai, Y. Motome, and M. Imada, Phys. Rev. B 82, 134505
(2010).
[78] N. Lin, E. Gull, and A. J. Millis, Phys. Rev. B 82, 045104
(2010).
[79] G. Sordi, K. Haule, and A.-M. S. Tremblay, Phys. Rev. B 84,
075161 (2011).
[80] M. Imada, Y. Yamaji, S. Sakai, and Y. Motome, Ann. Phys. 523,
629 (2011).
[81] K. Haule and G. Kotliar, Phys. Rev. B 76, 104509 (2007).
[82] T. A. Maier, D. Poilblanc, and D. J. Scalapino, Phys. Rev. Lett.
100, 237001 (2008).
[83] M. Capone, M. Fabrizio, C. Castellani, and E. Tosatti, Science
296, 2364 (2002).
[84] Y. Nomura, S. Sakai, M. Capone, and R. Arita,
arXiv:1505.05849.
[85] J. E. Han, Phys. Rev. B 70, 054513 (2004).
[86] S. Sakai, R. Arita, and H. Aoki, Phys. Rev. B 70, 172504
(2004).
[87] S. Hoshino and Y. Kuramoto, Phys. Rev. Lett. 112, 167204
(2014).
SUPPLEMENTARY INFORMATION
Method
We solve the DMFT impurity problem with the exact diag-
onalization method with 8 bath sites for all the presented data
while we have checked its validity with several calculations
with 10 and 12 bath sites.
In order to correctly capture a spectral structure in the
gapped states, we first arrange the bath sites in a one-
dimensional-chain form at T = 0 [77]. For calculations
at T > 0, we rearrange the bath sites so that the im-
purity site couples to every bath sites [78], by fitting the
hybridization function (obtained by the above chain algo-
rithm) on real-frequency axis. This rearrangement offers
an initial guess of the bath parameters at low tempera-
tures. We then apply the standard finite-T ED algorithm
of Ref. 62, with gradually increasing the temperature from
T = 0. In the algorithm, we optimize the bath parame-
ters at each temperature by minimizing the distance function,
d =
∑
n [|gnor0 (iωn)− g˜nor0 (iωn)|+ |gano0 (iωn)− g˜ano0 (iωn)|]
to fit the normal/anomalous component of the Weiss func-
tion (gnor/ano0 ) with that of 8 bath sites (g˜nor/ano0 ). Here ωn =
(2n+ 1)πT is the Matsubara frequency. Note that, while the
above procedure improves the spectral structure beyond the
gap energy, the low-energy structure of the self-energy (within
the spectral gap) is robust against different choices of the ini-
tial guess.
To display the real-frequency properties, we introduce the
energy-broadening factor, iη(ω) = iη0min[1 + ω2, 10] to ω.
We set η0 = 0.05 unless otherwise mentioned. The presented
results do not essentially depend on the choice of η(ω).
Superconducting gap function
Figure S5 shows the superconducting gap function, which
is defined through Σnor and Σano by [79]
∆(ω) ≡ Σ
ano(ω)
1− 12ω{Σnor(ω)− Σnor(−ω)∗}
. (9)
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FIG. 5: The superconducting gap function at U = −8 for the same
temperatures as those used in Figs. 2(a-d) in the main text.
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FIG. 6: Change of Σano just below Tc ≃ 0.123. Inset in panel (a)
plots the weight of the low-energy peak of ImΣano against T . η0 =
0.01 is used to sharpen the pole and zero features.
Interestingly, the ω-dependent structure of ∆(ω) is consider-
ably different from that of Σano(ω) [Figs. 2 (c) and (d) in the
main text], suggesting a substantial role of the ω dependence
in Σnor(ω). The deviation manifests the departure from the
BCS and Migdal-Eliashberg theories, which neglect the ω de-
pendence of Σnor(ω).
In particular, at T = 0.12 where the peak of the hidden
fermionic excitation is seen at ω = ±0.9 in ImΣano, Im∆
does not show any structure at the same energies. Instead,
Im∆ shows an intensity at higher energies (|ω| & 1.5).
At T = 0 and 0.06, Im∆ shows finite amplitudes only in a
frequency range similar to that of ImΣano while a simple linear
relation between them (as assumed in the Migdal-Eliashberg
theory) does not yet hold [see inset to Fig. 2(d) for compar-
ison] as is apparent also from the residual ω dependence in
Σnor [inset to Fig. 2(b)].
Continuous development of Σano around Tc
Figure S6 shows the continuous development of Σano
aroundTc, in relation to Figs. 2(e) and (f) in the main text. The
continuity would be most directly seen in the inset to panel
(a), which plots the weight of the low-energy peak in ImΣano
against T . Despite this continuous change of Σano, the singu-
larity responsible to the spectral gap is replaced from a pole
of Σnor (at ω = ωnor) to a zero of Re[ω + ǫ− µ+Σnor(−ω)∗]
(just above ωnor) immediately below Tc as the cancellation
of the self-energy poles occurs [Fig. 2(f)]. This is possi-
ble because the pole of W (at ω = ωnor) aquires a fi-
nite residue immediately below Tc, where the new zero of
Re[ω + ǫ− µ+Σnor(−ω)∗] is created.
Fitting with the two-component fermion model
Figure S7 shows the fitting of the DMFT self-energies with
Eqs. (5) and (6), with Dc = U〈c↑c↓〉 = −0.736 calculated
by the DMFT. We can see that the fitting works nearly per-
fectly for the low-energy peaks at ω = ±0.9; Only the visible
deviation in the presented scale is the weak structures around
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FIG. 7: Self-energies calculated with the DMFT (red curves) for
U = −8 and T = 0.12 and with the two-component fermion model
(TCFM, green curves) for ǫf = −0.630, V = 3.39, Df = −0.624,
and Dc = U〈c↑c↓〉 = −0.736.
ω = ±2.5 in the DMFT self-energies, which cannot be cap-
tured by the model (4).
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