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Abstract
High target utilisation sputtering (HiTUS) is a relatively new thin film deposition
technique that generates a high density plasma remotely from the sputter target.
This method has been employed firstly to investigate FePt and FePtN thin films
for high density data storage media applications and secondly to investigate the
production of a GMR/PZT hybrid structure (multi-ferroism) for improvements to
magneto-resistive read-sensor devices in hard disk drives and potentially for other
novel multi-ferroic applications.
The magnetic and structural properties of FePt and FePtN films, prepared by the
HiTUS method, on both silicon and glass substrates have been investigated before
and after annealing at temperatures in the range of 300 to 800 ◦C. It is shown that
during thermal annealing there is a degradation in magnetic properties of the FePt
films at around 400 ◦C due to the formation of silicides as the thermal processing
promotes the reaction of the film with the substrate. However, in the FePtN samples
coercivity values continue to rise with annealing temperatures above 400 ◦C. XRD
analysis confirms that silicide formation is suppressed in films containing nitrogen
up to 800 ◦C. Using the HiTUS technique, there is evidence that L10 ordering of
FePt has occured at annealing temperature of 400 ◦C with in plane and out of plane
coercivities of 7180 Oe and 6300 Oe respectively.
Finally, it is shown that HiTUS is capable of depositing ultra thin multilayer
GMR structures onto a variety of substrates; silicon, glass, flexible kapton film and
PZT. It is interesting to find that the GMR ratio obtained on kapton film (14.39
%) is almost as high as that on silicon (16.15 %), with much scope for improve-
ment. Multi-ferroic composite films consisting of the GMR multilayer structure
[Co(8 A˚)/Cu(21 A˚)]×20/Co(12 A˚) on PZT substrates were fabricated and magneto-
electric coupling effects explored. It was found that AC voltages applied across the
composite GMR/PZT structure produced a marked decrease in the coercivity of the
GMR layer. However, DC voltages did not produce any measurable magnetic effects.
Careful investigation revealed that the reduction in coercivity observed during AC
measurements was, in fact, due to sample heating effects.
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Chapter 1
Introduction
Thin films are an essential part of today’s technological applications. In this the-
sis it is assumed that a thin film is a layer of material that is less than 1000 nm
thick formed onto a substrate. Thin film devices and coatings surround us in vari-
ous forms, for example anti-reflective coatings on eye glasses, optical and infra-red
equipment, corrosion protection coatings, microelectronic devices, semiconductor
devices, barrier layers, magnetic sensors, capacitors and electrodes to name a few.
The rapid advances in vacuum technology, the phenomenal growth of surface science
and applications, together with continued development of high resolution analytical
techniques have allowed the field of thin films to become an advanced field of science
[4][5]. Each one of these areas must be continually improved and developed in order
for thin film science, and therefore devices and industries relying on thin films, to
further advance.
The technology by which thin films are prepared is key to the structural evolu-
tion of the films. The general process of thin film formation, consisting of atomic
adsorption, diffusion, combination, nucleation and growth, are controlled by the thin
film preparation parameters [6]. Therefore, the thin film deposition process plays a
significant role, in addition to film composition of course, in determining the final
properties of the deposited layers [7].
A recent development for thin film preparation is the HiTUS technique. The
acronym “HiTUS” stands for High Target Utilisation Sputtering. It is a thin film
deposition technique, designed and patented by Plasma Quest Ltd (PQL). The basic
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principles regarding this technique and its advantages are reviewed in Chapter 2 of
this thesis. HiTUS is different to conventional sputtering techniques in that the gas
plasma required for sputtering to take place is generated remotely. One major ad-
vantage to this is that independent control of ion density and ion energy is possible,
permitting an extra avenue for ‘tailoring’ the structure of thin films. The HiTUS
technique is used at PQL for contract research and development purposes, and also
by a number of academic institutions and thin film manufacturers. High quality
thin film coatings and material performance with this deposition technology have
been achieved. The full potential of HiTUS is yet to be realised. Many materials
remain to be investigated using this innovative technology, including those used by
the data storage industry; one important industry that has greatly benefited from
the improvements in thin film deposition technology.
The work contained in this thesis concentrates on using the HiTUS sputtering
technique as a means of investigating potential future materials for magnetic data
storage. Magnetic data storage is widely used in stationary and mobile applications
for example mobile phones, MP3 players and corporate storage systems. The devel-
opments in this industry since 1956, when the first digital magnetic disk drive - the
Random Access Method of Accounting and Control (RAMAC), was introduced by
IBM have been astonishing. The areal density of RAMAC was 2000 bit/in2. Fifty
24 inch diameter disks were needed to hold 5 MB of data and its size was compara-
ble to a large filing cabinet. Storage capacity was often leased to companies rather
than purchased [8]. In 2002 three or four 2.5 inch hard disks held 60 GB of data at
a cost of about $100 (close to 1 cent per MB). In 2007 one terabyte of data could
be purchased on a single 3.5 inch disk drive for less than $399 [9]. Today a one
terabyte HDD can be purchased for as little as $100. The hard disk drive (HDD)
constitutes the main form of data storage and retrieval in present day computer and
data processing systems. The market for 3.5 inch HDDs is growing at an annual rate
of 9 %, and for 2.5 inch HDDs growth rate is over 20 % [10]. The growth of bit areal
density (the number of bits per unit area of disk surface) has on average been about
40 % per year [10]. The fastest pace in bit areal density progress occurred in the
1990s, with the invention of the giant magnetoresistance read head, coupled with
improvements in thin film sputtered media and advancements in digital recording
channels, enabling over 60 % compounded growth [11].
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Disk drives are increasingly smaller, lighter, faster and bought for a fraction of
the cost of IBM’s first HDD. The pursuit of higher areal densities for data storage
is on-going, with the continual search for new materials and improved methods of
storing and retrieving data. This project is in collaboration with PQL, to investigate
the use of the HiTUS technology to fabricate materials for magnetic recording and
contribute to the continuous research within this industry.
1.1 Overview of thesis
This project uses the relatively new High Target Utilisation Sputtering (HiTUS)
technology to grow magnetic thin films for data storage applications. There are two
aims to this project, both relating to the development of ultra high density hard
disk drives. The first aim is to investigate the fabrication of iron platinum (FePt),
which has been attracting a lot of attention for use as future data storage media. A
particular phase of FePt, known as the L10 phase, has a high anisotropy constant
which means it has a higher resilience to thermal switching of magnetisation in small
grains than materials currently used; this renders it an attractive material for future
magnetic media, enabling higher storage densities. The second aim of this project is
to improve upon current magneto-resistive read sensors employed in hard disk drives
by using multi-ferroism – a new term coined to describe the multi-functionality of a
system which in our study is the combination of ferroelectricity and ferromagnetism.
The following chapters begin with an introduction to the most common thin
film deposition methods, namely DC diode and magnetron sputtering (Chapter 2).
The HiTUS system and the advantages associated with this sputtering technique
are also discussed in Chapter 2. Chapter 3 reviews the basic concepts in magnetism
and the important properties associated with magnetic materials. Chapter 4 pro-
vides background information on magnetic data storage and the L10 phase of FePt,
highlighting the interest in this material. Chapter 5 introduces the topic of multi-
ferroic materials; materials that display multiple functionalities, and their potential
contribution to data storage devices. Chapter 6 describes the characterisation tech-
niques used throughout this work which include Vibrating sample magnetometry,
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Magneto-optic kerr magnetometry, X-ray diffractometry, Atomic force microscopy
and a 4-point probe technique for magneto-resistance measurements.
Chapter 7 concentrates work that has been undertaken on FePt thin films de-
posited by HiTUS. FePt is a material of great interest and the research into creating
high quality FePt of the correct structural order via an easy, non expensive route is
extensive. In this work an alternative method for producing FePt is also studied; by
a reactive sputtering process nitrogen can be incorporated into FePt films producing
FePtN. When the nitrogen is released from the film during annealing it is hopeful
that this can improve the structural order of FePt. Key findings are reported and a
conclusion is found at the end of this chapter.
Multi-ferroic materials are regarded as having great importance in future tech-
nologies and applications such as magnetic field sensors, current sensors, transform-
ers and gyrators and microwave devices. Chapter 8 is concerned with how combining
the functionality of ferroelectricity and ferromagnetism can lead to improved perfor-
mance in practical devices - for our studies, potential multi-ferroic read head sensors
are of most interest. The possibility of using voltage to control magnetism and vice
versa can open many areas of research. In magneto-resistive read devices a constant
current is required for reading data, in a multi-ferroic read device there would be
no need for this current, this is attractive as thermal issues can be greatly improved
and power consumption reduced; these are very important aspects for small portable
devices. The experimental work and results in chapter 8 explore the phenomenon
of multi-ferroism for improving present day read head devices.
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Chapter 2
Thin film fabrication
The rapid developments in thin film deposition processes over the past few decades
have lead to the production of thin films with improved film characteristics and
superior film qualities. The improvements in thin film fabrication processes have
been partly responsible for the advances made in the data storage industry. There
are numerous ways of producing thin films. The most common methods of thin film
fabrication involving electro-deposition and vacuum techniques are discussed in this
chapter, with a stronger emphasis on sputtering and in particular, the high target
utilization sputtering (HiTUS) technique.
2.1 Introduction
Electro-deposition, or electroplating, provides a means of depositing metal films
from an ionic solution (electrolyte) of the metal [12]. In the solution the constituent
ions interact so weakly they are virtually free. A substrate that is to be coated is
placed into the solution and a negative charge is applied to the substrate to which
the positive metal ions in the solution are attracted. The equipment required is
simple, deposition is rapid, therefore this method is used due to its cost effective
nature. However, the resulting films are often impure and it is difficult to achieve
dense and defect free films. Vacuum methods are preferred and more common in
the data storage industry since better quality films are possible.
Vacuum methods rely on some method of vaporizing of solid materials and
transporting the material to the substrate all within an evacuated chamber. There
are several ways that vaporization can be achieved: by heat (as in evaporation), by
16
a focused energetic beam of electrons (as in electron beam evaporation), by irradi-
ation with a laser beam (as in laser ablation), or by the bombardment of positive
ions (as in sputtering) to name a few [13][14].
The most widely used vacuum methods are Chemical Vapor Deposition (CVD)
and Physical Vapor Deposition (PVD). Here, only the most commonly used vacuum
methods will be described, with a stronger focus on the PVD group, particularly
DC cathode and planar magnetron sputtering. It is from these two techniques that
the “High Target Utilisation Sputtering” (HiTUS), used in this project, is based.
In CVD processes solid materials are created directly from chemical reactions
[15]. The source material is supplied as a gas or as an evaporating liquid having
sufficient vapour pressure to be transported at moderate temperatures. Even solids
that have been chemically converted to vapors are categorized as CVD. A carrier
gas is also often used. The constituents can react on a hot surface to deposit a solid
film. Gaseous compounds can decompose on a hot surface, for example, graphite can
be produced from methane (CH4) at a substrate temperature of 2200
◦C. Hydro-
gen can be used in reduction reactions, for example silicon tetrachloride is reduced
to deposit silicon at 1000 ◦C [16]. Aside from decomposition and reduction reac-
tions on substrate surfaces other possible reactions including oxidation, nitridation
and carbidization can occur. A variety of elements and compounds of high purity
can be deposited this way. The main disadvantages of CVD are related to safety
issues and contamination. Some hydrides and carbonyls are poisonous. Metalor-
ganics are pyrophoric (ignite spontaneously if exposed to air) [17]. An extensive
amount of chemical toxic waste is produced which is also expensive to dispose of.
Some elements are difficult to obtain in compounds of high purity at reasonable cost.
In PVD processes the material deposited is physically moved onto the sub-
strate. There is no chemical reaction which forms the material on the substrate as
in CVD. The two main branches that fall within the PVD group are evaporation
and sputtering.
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2.2 Vacuum Evaporation
The basic set-up for vacuum evaporation is shown in Fig. 2.1.
Figure 2.1: A typical thermal evaporation system.
The basic set-up for evaporation comprises of a chamber connected to suitable
vacuum equipment, and a crucible containing the solid or liquid to be deposited
(the evaporant). If the evaporant is heated to sufficiently high temperatures it will
evaporate and the evaporated atoms will condense onto any suitable substrate in
their path. Methods of heating the evaporant include resistive heating, eddy current
heating, electron beam heating, and by the use of a focused high power laser beam
[18].
Due to the substrate being cooler than the evaporant, the evaporated material
travels with thermal velocities in a straight line (line of sight deposition), provided
the chamber has been sufficiently evacuated. At pressures of 10−5 mmHg about 99
% of the evaporant leaving in the direction towards the substrate would reach a
substrate 10 cm away without collision [6].
Though high purity and high quality films are obtainable using this technique
there are some disadvantages using evaporation.
• High temperatures may be required to heat the evaporant [19].
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• It is difficult to maintain high rates for long periods since large quantities of
evaporant are not easy to heat, it is also difficult to control the deposition rate
[20].
• Some evaporants are highly reactive at high temperatures which may pose
problems and not all materials can be evaporated [18].
• Films are often not uniform, the depositing atoms have low energies (about
0.1 eV) so films of low adhesion and low density are produced. Much more
uniform, denser and better adhered films are also easier to obtain by sputter
deposition [19].
2.3 Sputtering
Sputtering is defined as the erosion of solid surfaces during ion bombardment [21].
The solid surface is usually the material that is to be deposited, known as the target,
and the ions used to strike the target material are energetic positive inert gas ions
[22]. During ion bombardment a cascade of atomic collisions is created in the bulk
of the material and if enough momentum is transferred to the atoms that are in the
surface, one or more atoms are freed, scatter in all directions and collect onto a sub-
strate to form a film. This is “sputter deposition” [23]. This is shown schematically
in Fig. 2.2.
Figure 2.2: An illustration of the sputtering process.
In order to produce sputtered atoms a practical approach is by generating
electrical discharges known as plasma or glow discharge in an inert gas atmosphere.
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Argon, Ar, is a commonly used gas. Plasma can be considered as the fourth state
of matter - when a material is energised beyond its gaseous state at least one of the
outer shell electrons is stripped away, producing a mixture of gas atoms, gas ions
and free electrons [24][25]. Near equal concentrations of positive ions and negative
particles (electrons and negative ions) are found in plasmas [26]. A glow discharge
is a specific form of plasma containing regions of net positive and regions of net
negative charges, but overall it must remain globally neutral [26]. Glow discharge
processes are often associated with electrode based sputtering systems. The terms
plasma and glow discharge are often used interchangeably as many of the physical
principles are the same. Both DC and RF discharges are used [22].
2.3.1 Glow discharges
In the simplest form, the electrical discharge is initiated between two parallel plate
electrodes, one is the cathode (C), the other is the anode (A). A quartz tube is evac-
uated and filled with an inert gas. Without the application of a potential between
the electrodes, the gas molecules are electrically neutral, though there are a few
free electrons around that are emitted by the cathode (via thermal emission, field
emission, photoemission) or random collisions may have occurred with the release
of free electrons (Fig. 2.3).
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Figure 2.3: Initiation of a glow discharge between parallel plate electrodes.
When the pressure in the tube is reduced further to a few centimetres of mer-
cury (1cm Hg = 13.33 mbar) and a sufficient potential difference is applied across
the electrodes, a uniform glow is obtained throughout the tube as it becomes filled
with positive and negative particles throughout (Fig. 2.4).
If the pressure is reduced further to a few millimetres of mercury (1mm Hg =
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Figure 2.4: Uniform glow discharge between parallel plate electrodes.
1.333 mbar), a series of dark zones cross the glow discharge (Fig. 2.5) [27]. With
sufficient voltage any free/secondary electrons leave the cathode area quickly and
accelerate towards the anode. On their journey they first cross a ‘cathode dark
space’ (region 1), attaining high velocities (and so high kinetic energies) due to their
low mass. The mass of an electron is 9.11 x 10−31 kg, so is very light compared
to the mass of Ar which is 6.64 x 10−20 kg. The cathode dark space is a region of
the discharge where the electrical potential drops drastically, it is also known as the
cathode fall [24]. It is dark here because the glow intensity depends on the number
density and energy of the excited electrons, and here there has not yet been enough
inelastic collisions with molecules for the glow from their excited states to be visible
[27].
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Figure 2.5: Regions within the glow discharge at sufficiently low pressures.
The electrons then pass through the ‘negative glow’ (region 2) where they collide
with the gas molecules, ionizing and exciting them as well as losing their direction-
ality by scattering [24]. This region is the most luminous of all gas discharge regions
due to the high density of equal negative and positive charged particles (resulting
in charge neutrality, i.e field free). Here, the electrons carry almost all the electrical
current due to their high mobility. By the time the electrons reach the end of the
negative glow region they have lost most of their energy, excitation and ionization
of the gas is drastically reduced. A Faraday dark space (region 3) may exist after
the negative glow, where the electron energy is very low [26].
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Beyond the negative glow is the positive column (region 4), where the charge
density is low, the electric field is very small but enough for it to be luminous and
maintain some ionization until the electron reaches the anode. The positive column
acts as a conducting path between the negative glow and the anode.
The electrons accelerate across the anode dark space (region 5), a region that
has a negative space charge (electrons out number the positive ions) and the electric
field is higher than in the positive column. Upon striking the anode the electrons
lose the energy that they are carrying.
Meanwhile, positive ions in the negative glow region are accelerated towards
the cathode by the electric field in the cathode fall. These high energy ions collide
with the cathode surface producing secondary electrons, which in turn accelerate
out towards the cathode fall, attaining high energies, transferring their energies
via inelastic collisions (excitation, dissociation, ionization) creating extra charge
carriers. This occurs mainly in the cathode fall and negative glow regions. This
cascade of events continue, sustaining the discharge [27].
2.3.2 DC cathode sputtering
The application of a DC voltage across the electrodes within the plasma chamber is
the simplest form of sputtering, known as cathode sputtering, see Fig. 2.6.
A chamber is evacuated and filled with an inert gas, such as Ar to pressures
between between 3 Pa to 300 Pa (0.03 to 3 mbar) [28]. The target (the material to
be sputtered) acts as the cathode and the substrate the anode. A DC potential of
several kilovolts is applied between the electrodes [28].
The positive ions of the gas created by the discharge are accelerated by the
electric field toward the target. These bombarding ions gain energies of a few eV
in the cathode fall region (high compared to those created during evaporation with
energies of 0.1 eV) [16]. These energies are by far enough to break chemical bonds.
The electrons are accelerated across the cathode dark space and strike the target.
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Figure 2.6: Typical DC diode type arrangement.
On striking the target atoms the displacement of lattice atoms, the formation of de-
fects and the surface sputtering of the target material occurs. Material is sputtered
mostly as neutral atoms but some will also take the form of ions. The sputtered
material condenses onto surrounding areas, including the substrate.
The bombarding positive ions can also excite target surface atoms to an excited
state with the emission of a secondary electron. The small number of secondary
electrons that are created this way at the target accelerate towards the anode and
serve to maintain the glow discharge.
The rate of material sputtered, Q, under constant conditions is inversely propor-
tional to the gas pressure, p and anode-cathode distance, d [16]. It can be assumed
that the amount sputtered will be proportional to the positive ion current, i+, flow-
ing to the cathode [29],
Q =
kV i+
pd
(2.1)
where k is the constant of proportionality that is a function of the voltage, V . How-
ever, the rate of sputtering also depends on the sputtering yield (the number of
atoms ejected per incident ion), which is in turn a function of the ion energy, mass
of the ion, target material and target - substrate geometry [21].
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The main advantages of this technique are [30][31]:
• Most vacuum compatible materials can be deposited.
• No heating of the target material is required so materials which are difficult
to evaporate are easily sputtered.
• Sputtering takes place from the whole of the target surface which means a
uniform film can be deposited over a large area.
• It is a controllable process since the sputtering rate is proportional to the
current flowing between the electrodes.
The main disadvantage of this technique is the slow deposition rates. A typi-
cal deposition rate is 0.1 nm s−1. The DC parallel plate glow discharge technique
operates at relatively high pressures, in the 3 to 300 Pa range (depending on gas
composition and electrode spacing) and relatively high voltages of about 1000 to
2000 V [28]. If the operating pressure is too low, electrons from the cathode would
not undergo enough ionizing collisions with the working gas to sustain the plasma
before reaching the anode (where it is lost). At too higher pressures, the sputtered
atoms would undergo too many collisions to reach the substrate [28].
Positive ion bombardment of insulating targets would soon lead to a charge
up on a target, subsequently shielding the electric field. The ion current would
die off and sputtering would stop. The solution to sputtering non-conductive target
materials is by applying an alternating voltage at radio frequency so that the targets
are periodically charged and then discharged - this is RF sputtering [22].
2.3.3 Magnetron sputtering
The planar magnetron system is a slight adaptation of the DC cathode parallel plate
system, with the addition of magnets (either permanent or electromagnets) behind
the cathode (the target) [32]. This is shown in Fig. 2.7.
The glow discharge is ignited the same way to that in a DC cathode system,
i.e free electrons are accelerated by the electric field in the cathode fall, but their
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Figure 2.7: Schematic showing typical magnetron sputtering system.
subsequent journey is different.
In the presence of only a magnetic field the typical motion of an electron is
circular around the field lines. This orbiting motion around field lines is known
as ‘Larmor rotation’ [33]. The frequency (the number of revolutions per second)
at which an electron orbits the field lines is known as the ‘cyclotron frequency,’ ω,
and is given by ω = eB/m where B is the magnetic field strength (Gauss), e the
elementary charge and m the mass of an electron. The radius of the orbit is the
‘Larmor radius,’ RL. The Larmor radius is given by equation 2.2 and is dependent
on the kinetic energy of the electron (therefore electric field) perpendicular to the
magnetic field,
RL =
mv
eB
(2.2)
where v is the velocity of an electron perpendicular to the magnetic field.
Electrons, whether emitted from the target or created by ionization in the sheath
field experience forces from both the electric field (E), that is generated by applying
a negative voltage to the target, and the magnetic field strength (B). The force
which describes the force on a charged particle due to electromagnetic fields is the
Lorentz force (F) which is given by:
25
F = q[E + (v×B)] (2.3)
where B is the magnetic field vector (tesla), E the electric field vector (volts per
meter). F is the force (Newtons), q is charge of particle (in Coulombs), v is parti-
cle velocity and × represents the vector cross product. The emitted electrons are
accelerated vertically by E but at the same time are forced sideways by B.
Another motion that the electrons perform is one in which they spiral along the
magnetic field lines bouncing back and forth between the magnetic poles due to the
magnetic mirror effect [34]. The magnetic mirror effect can be simply defined to
say that charged particles are reflected in the zones of with higher density magnetic
force lines to the zones of lower density of the same lines.
The electron density (and so the number of ions generated) is highest where
the B field is parallel to the substrate, causing the sputter yield to be highest di-
rectly below this region. This electron trajectory is responsible for the non-uniform
erosion of the targets in a magnetron system [28]. A trench or ‘racetrack’ forms in
areas where ionization has been the strongest. A non-uniform target can result in
non-uniform films.
Magnets in the range 100 to 500 G are used, so that only the motion of elec-
trons are significantly affected, Ar ions are too massive to be affected with these
strengths. Imposing a magnetic field effectively increases the electron path length,
which in turn increases the ionization rate (and subsequently the sputtering rate).
Due to this increase in dwelling time of the electrons, a magnetron sputtering sys-
tem can sustain a plasma with a pressure as low as 0.1 Pa (0.001 mbar), whereas
a typical minimum pressure required by a DC cathode system is 3 Pa (0.03 mbar).
By increasing the efficiency of electron usage, a lower voltage (typically 500 V) is
required to sustain a plasma of given density [28].
Another advantage to using magnetic fields is that electrons, along with the
tremendous energy they carry, can be deflected away from the substrate. Where in
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DC cathode sputtering, the substrate is an electrode, the energy dissipated by the
electrons could have detrimental effects on the growing film. Excess heating can
cause distortion, recrystallisation and even evaporation of the film material.
The magnetron sputtering process is the same as in cathodic sputtering, i.e.
the establishment and maintenance of a glow discharge and the positive ion bom-
bardment of a negatively biased target material. As in DC cathode sputtering, RF
excitation can be used for sputtering insulating targets. With the addition of an
active gas (e.g O2, N2, H2S) to the working gas new compounds with controllable
stoichiometry can be deposited. The active gas would react with the target material,
either at target surface or in the gas phase. This is ‘reactive sputtering.’
Figure 2.8: Image showing racetrack formation in a copper target sputtered using a
magnetron system (photograph of an actual target taken at PQL).
The racetrack effect of a magnetron system limits the lifetime of a target ma-
terial. Sometimes only 10 to 30 % of a target is used before it has to be recycled
[32]. Fig. 2.8 above shows this racetrack effect on a copper target sputtered using a
magnetron system. Much effort has been put into improving target utilization whilst
maintaining the high deposition rates and low pressures used in magnetron sputter-
ing. One such design is the High Target Utilisation Sputtering (HiTUS) technique
designed by Plasma Quest Ltd.
2.4 High target utilisation sputtering
The High target utilisation sputtering (HiTUS) system is a variant of conventional
vacuum sputtering systems. Originally, the intention of its design was to enable high
rate sputtering from the full exposed surface of a target material (a limitation of
earlier conventional sputtering systems). However, experience with the development
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and use of the HiTUS sputter technique has shown that improved quality coatings
and coating performance are also delivered; this is now considered the main benefit
associated with HiTUS. The benefits of HiTUS include:
• The ability to sputter thick ferromagnetic targets
• > 95 % target utilization with uniform target erosion
• Easy control of film stress
• The ability to perform high rate, stable reactive sputtering processes
• High coating rates with low thermal load
A HiTUS system deposits materials by the sputtering process - it therefore shares
many similarities with other sputter coating technologies. This includes the mech-
anisms by which energetic atoms or ions ‘sputter’ the target material, the transfer
of that material to a substrate, and the formation of a thin film coating. However,
the manner in which the plasma required for the sputter process is generated and
the impact of that on system operation and process behaviour leads to substantial
operational and capability improvements. Thus HiTUS is not just a derivative of
conventional sputter systems; to fully realise the technology’s potential, it is usually
important to explore the range of different process parameter settings provided by
the technology.
The mechanisms by which the plasma containing the energetic atoms or ions
that cause sputtering is produced and the manner in which the coating growth is
additionally influenced by this plasma differ from usual sputtering. This has been
found by PQL and others to bring significant and beneficial changes to the structure
and properties of the deposited materials, the conditions under which they can be
deposited in their preferred forms and the capability to achieve these benefits with
commercially viable processes.
Thus whilst it is appropriate to use much of the established thin film deposition
theory when considering sputtering and film growth fundamentals, it is not appro-
priate to use most of the usual operational theories, results and practice without
careful consideration of the differences that might result from the HiTUS technique.
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2.4.1 System overview
A standard HiTUS coating system is shown in Fig. 2.9. As in conventional sputter
coating systems (such as DC cathode and magnetron), a HiTUS system comprises
a high vacuum chamber and associated vacuum components, a sputter target as-
sembly and associated power supply, and a substrate holder positioned to receive
material sputtered from the active target. In addition, the system includes PQL’s
proprietary design remote ‘side arm’ plasma source (PLS) to generate the high den-
sity plasma needed for the sputter process. Therefore, a HiTUS sputter deposition
system essentially differs from a conventional sputter deposition system in that the
target is not itself required to generate the gas plasma needed for the sputtering
process to occur. This permits a far wider ‘process space’ to be explored and used.
Rather than the target producing the sputter plasma, the attached remote PLS
separately generates the plasma, which is guided to the target by a shaped constant
magnetic field produced by DC powered electromagnets. The PLS is able to gener-
ate plasma over a wide process pressure range independently of the target condition
or type, and so a very wide range of process options and target materials are able
to be used.
The PLS unit comprises a Radio Frequency (RF) induction coil antenna (run
at 13.56MHz as standard) positioned around a quartz tube; the tube diameter is
typically 8cm to 15cm. An annular electromagnet is fitted at one end of the quartz
tube and defines the exit of the plasma source; it is this end that attaches to the
process chamber. A second similar electromagnet is placed beneath the target posi-
tion and, in conjunction with the plasma source electromagnet produces a magnetic
field profile that directs the plasma to the target surface. Magnetic field strengths in
the range 30 G to 300 G are used. Substrates are placed on a floating or grounded
(as required) substrate table above the target. The chamber is evacuated to the
base pressure required for the process (typically <5 x 10−5 mbar) and then fed with
a controlled flow of Ar gas to achieve a dynamic flow/pump rate balance process
pressure, typically 3 x 10−3 mbar. As with conventional sputter processes, argon
is the primary gas used. Other gases such as oxygen, nitrogen, hydrogen, helium,
carbon tetrafluoride and silane can also be used.
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Visually, the plasma source appears to produce a ‘tube’ of brightly glowing gas
plasma of colour and intensity dependent on the process gases used and the PLS
power - typically bright purple-blue for high power operation with argon gas. This
is usually ‘directed’ over the sputter target area using DC electromagnets as shown
in Fig. 2.9.
Figure 2.9: Diagram of a typical HiTUS system showing visible plasma path (cham-
ber door removed for clarity), used with permission from PQL.
2.4.2 Plasma generation and HiTUS process
The exact manner in which the PQL plasma source operates is still the subject of
research at PQL. It has been confirmed that it is not a simpler version of the well
known Helicon plasma source, despite apparent engineering similarity. The follow-
ing therefore describes PQL’s (largely unproven) theories on which their (successful)
plasma source development is based at the time of writing.
The application of RF power to the plasma source antenna inductively couples
energy to the process gas, causing free electrons to oscillate and collide with the
gas atoms, resulting in ionization with the ejection of secondary electrons which
themselves are energised to continue the ionization process. This is the basis of any
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standard Inductively Coupled Plasma (ICP) system.
With the PQL plasma source the presence of the magnetic field produced by
the plasma source electromagnet is expected to greatly enhance plasma generation
effectiveness. Within the vacuum gas environment, recombination of Ar ions and
electrons is possible but is greatest at the walls of the quartz tube; however, the
plasma source electromagnet serves to create a field that ‘traps’ the electrons, so
keeping them away from the walls of the tube and increasing their average path
length. An initial low density plasma of at least 1010 cm−3, probably more than
1011 cm−3, is produced [35].
Between the RF antenna and the plasma source electromagnet optical emission
spectrometry (OES) shows that the combined RF field of the plasma source antenna
and static magnetic field of the electromagnet(s) result in an order of magnitude or
greater increase in the localised plasma density. The means by which this occurs is
unknown.
As a result, at the sidearm exit plasma densities in excess of 1013 cm−3 can be
achieved. This high density plasma generation region continues to be guided to the
target by the magnetic field of the combined plasma source and target electromag-
nets, it is believed by an ionization ‘cascade’ process driven by the RF field from
the plasma source. Under optimised processing conditions, where the cascade of ion
production is sustained, plasma densities of typically 1013 cm−3 arrive at the target
surface (as evidenced by measured target currents in excess of 30 mAcm−3).
An important factor in considering the operation of the HiTUS is to appreciate
the impact of the static magnetic field. In a traditional plasma, the electron density
and ion density are, on average, equal except very close to the electrodes. In a
HiTUS plasma, electrons are confined to a tubular path (initiated by the annular
ICP generation of the RF antenna) that ‘bends’ from the plasma source exit to the
target (see Fig. 2.9). However, the higher mass ions are not effectively confined
and a high ion density is therefore present throughout the process chamber volume.
These ions do not evidence a ‘glow’ as there are no energetic electrons nearby to ex-
cite such behaviour; their presence is only shown by positive charging of electrically
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isolated features within the process chamber away from the visible plasma region.
Thus when considering the impact of the plasma on the substrate, it is important
to remember that the substrate need not be near or in the visible plasma; it is, in
fact, highly destructive if it is too close due to the high flux of energetic electrons.
A major benefit arises from the use of the remote plasma source in that the
target is not required to generate or sustain the plasma. As the PLS does not itself
impart any substantial kinetic energy to the plasma ions, the target must be nega-
tively biased. This is identical to standard planar diode and magnetron sputtering
and in principle therefore, the extensive literature covering these techniques and the
general knowledge regarding material sputter yields, angular distribution of sput-
tered material, etc. can be used to assist process development. Effective sputtering
can generally be obtained for negative bias voltages as low as 50 to 80 V. Essen-
tially, the target acts as a collector plate for the remotely generated plasma ions
and, above about 100 V negative bias, the target current is essentially independent
of bias voltage, being set by the remote plasma RF power and system operating
pressure. This contributes both to a stable sputtering process and greatly increases
the range of process parameters that can be used to sputter. For example, a low tar-
get voltage can be used with a high sputter current (plasma density, hence plasma
source RF power dependent) to provide a high arrival rate of sputtered material
without the high and potentially disrupting kinetic energy that would result from
DC or magnetron sputter techniques.
The HiTUS sputter process itself ( the mechanism by which material is released
from the target surface) is believed to be identical to that of other sputter tech-
niques. Energetic gas ions impacting the target surface impart a proportion of their
kinetic energy to the surface (or near surface) atoms, resulting in emission of these
atoms if the ion energy and/or density is sufficient to overcome the local bonding
energy.
Process gas pressures of 3 × 10−3 mbar and RF powers of 1 to 2 kW are typically
used to strike a plasma. However, plasma generation using the remote PLS can also
occur at pressures as low as 3 × 10−4 mbar. The system may also be successfully
operated with RF power levels from less than 100 W up to 5 kW. A wide range in
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sputter target current densities is attainable by varying the gas pressures and RF
power alone.
The HiTUS system is capable of sputtering a wide range of materials, either
single element or of compound formation, and additionally reacting these with ap-
propriate added gas(es). Target materials can be metallic, semiconducting or in-
sulating. As with most other sputtering methods, insulating materials require the
use of an AC bias supply, usually at RF frequency. In general, the use of magnetic
target materials has little or no impact on the sputter or coating processes with
HiTUS and those factors relevant to single or multiple element conductive targets
are appropriate.
The sputter targets are usually circular planar, typically 5cm to 20cm in di-
ameter and 6mm thickness. Multiple targets can be mounted on a single, rotatable
circular planar holder and individually indexed into an aperture in a dark shield that
otherwise blocks the plasma and thereby prevents sputtering from the non-selected
targets, whether they are powered or not.
The remote plasma system is capable of providing a uniformly high plasma
density over the full target area. When the target is biased, the entire exposed
target is subject to sputtering and for an optimally designed system, erosion of up
to 95 % of the target surface area may be achieved. This has several major process
benefits. Firstly, very high sputter rates are achievable. An ion current density of
up to 100 mA/cm2 is possible, as in magnetron sputtering, however, in HiTUS this
is over the full target surface, not just locally; for DC cathode sputtering ion current
densities are usually in the range 0.1 - 2.0 mA/cm2. Ion current density is defined
as the number of ions (e.g ionized Ar atoms) hitting the target per unit area. A
high ion current density leads to a high sputter rate. Sputter rate is generally a
linear function of the target power. Hence increased voltage or, independently if
required, current both increase the deposition rate though with potentially different
effects on the thin film surface growth kinetics. High sputter rates permit high
deposition rates to be maintained at wide target to substrate separations (e.g. 20
- 30cm). Combined with process optimisation, this substantially reduces the heat
load on the substrates and it is therefore possible to deposit a range of high quality
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thin films at high rates onto even traditionally ‘heat sensitive’ plastic sheets such as
PET and PEN. Compatibility with other organic based structures, e.g. OLED, is
also possible.
In addition, the very uniform and extensive target erosion minimises target “poi-
soning” by reactive gases present in the process, and allows compound targets to be
used without stoichiometric changes as the target erodes. The absence of racetrack
formation combined with the independence of the plasma on the target state leads
to excellent process stability and reliable reproducibility for reactive processes.
The remote plasma also facilitates the traditionally ‘difficult’ process of reactive
sputtering and high rate sputtering of ferromagnetic materials. For example, it is
possible to deposit very high quality dielectric films at high deposition rates, typi-
cally 100-200 nm/min, using inherently stable reactive sputter processes. Examples
of dielectric films produced using the remote plasma include alumina, silica, titania,
tantala, niobia, silicon nitride, titanium nitride and aluminium nitride. Typically,
these films show very low stress (essentially zero in most cases for optimised pro-
cesses), excellent adhesion and refractive index near bulk values.
The remote plasma source enables the HiTUS technique to provide a wide pro-
cess range. This allows increased control of the growing thin film microstructure,
both due to an ability to ‘customise’ the precise target sputter conditions (e.g. the
same target sputter rate can be obtained using a wide range of target voltage and
plasma densities without changing sputter pressure) and through using the plasma
itself to ‘modify’ the film as it deposits. The remote source allows independent con-
trol of ion density (set by the RF power) and ion energy (set by the target bias).
Metallic, insulating and semiconducting thin films have routinely been prepared at
PQL with low stress, near ideal material optical properties, excellent electrical con-
ductivity, good magnetic properties and high dielectric breakdown strengths.
The HiTUS process has been applied to a wide range of coatings by PQL and
other users; examples include:
• Zinc sulphide doped with manganese (ZnS:Mn), indium tin oxide (ITO) and
alumina
• Hafnium oxide (HfOx)
• Zinc oxide (ZnO) and indium zinc oxide (IZO)
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• Niobium pentoxide (Nb2O5)
• Titania and hafnia
Wakeham et al. [1] have used the HiTUS method for producing electrolumines-
cent (EL) devices. The three main materials used for these devices are ZnS:Mn, alu-
mina and ITO. The ZnS:Mn acts as the phosphor layer, and initial studies involved
fabricating this layer using HiTUS and incorporating it into a complete device.
These devices were compared directly with devices incorporating ZnS:Mn produced
using RF magnetron sputtering. The photoluminescence (PL) of RF magnetron
and HiTUS deposited ZnS:Mn films were independently measured and the results
are shown in Fig. 2.10. As can be seen, ZnS:Mn films produced using HiTUS ex-
hibit significantly higher luminance than equivalent coatings deposited using RF
magnetron sputtering. Even following post deposition annealing of the RF mag-
netron films at 500 ◦C, the brightness is still less than as deposited HiTUS coatings
of equivalent thickness. Since the publication of this paper, complete EL devices
have been fabricated using HiTUS technology comprising ZnS:Mn, hafnia, alumina
and ITO. The high dielectric constant of the HiTUS hafnia and excellent breakdown
properties of the alumina yield stable devices with a low threshold voltage.
Figure 2.10: PL intensity for HiTUS deposited ZnS:Mn films prepared at ambient
temperature using target power of 200 W. As deposited and post deposition annealed
ZnS:Mn films prepared by RF magnetron sputtering are shown for comparison [1].
Flewitt et al. [36] have shown that the HiTUS system can deliver high depo-
sition rates (∼ 50 nm/min) of the metal oxide semiconductors ZnO and IZO with
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material properties, such as field effect mobility, that are comparable with films de-
posited by other techniques. Although techniques such as pulsed laser deposition,
atomic layer deposition and RF magnetron sputtering are known to produce good
quality materials, the deposition rates are relatively low, for example RF magnetron
sputtering offers a deposition rate of ∼ 5 nm/min. Higher deposition rates are pos-
sible using RF magnetron sputtering but higher deposition rates also increase ion
bombardment of the substrate leading to deterioration of film properties.
Li et al. [37] have also reported on the advantages of high deposition rates using
HiTUS. In addition, the separate control of ion density and ion energy using the Hi-
TUS system has enabled Li et al. to produce amorphous HfOx with a high dielectric
constant (k = 30) using high deposition rates of over 25 nm/min at room tempera-
ture. Good dielectric properties, such as high electrical resistivity, high breakdown
strength and wide optical band gap, were observed in the HfOx films. The ability to
produce HfOx as an amorphous material with a high dielectric constant is a property
that appears to be unique to HiTUS. These films are currently being investigated
for TFT applications.
The metal oxide Nb2O5 has been fabricated by Chow et al. [38] using the HiTUS
technique. This group showed that Nb2O5 films produced by HiTUS possess higher
refractive indices than those prepared by ion-beam sputtering, DC magnetron sput-
tering and electron beam deposition. High refractive indices observed in materials
are amongst the many advantages of HiTUS that have been independently corrob-
orated by third party organizations but remain unpublished. Titania and hafnia
for example have been deposited at room temperature, with high deposition rates,
low absorption and high refractive indices. Measured transmission and dispersion
data for titania and hafnia films produced by the HiTUS technique are shown in
Figs. 2.11 and 2.12. It is clear that the transmission of the HiTUS films peak at
the same level as that of the uncoated substrate (fused silica). The difference in
the refractive indices of these materials is evident from the different amplitudes of
the interference fringes. It should also be noted that the overall transmission is
below that of the substrate only because the refractive index of both materials is
higher than that of the fused silica. Hence, a reduction in transmission indicates
increased reflectance, not absorption. The electronic absorption edge of the titania
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and hafnia is indicated by the rapid drop in transmission in the short wave visible
and long wave UV. The deposition rate of titania was 26 nm/min for a target power
density of 19.1 W/cm2 (from a 4 inch sputter target with a bias of 1.5 kW) and that
of hafnia was 60 nm/min for a power density of 15.3 W/cm2. These results com-
pare favourably with results achieved using other high energy deposition techniques.
Figure 2.11: Variation of refractive index with wavelength for titania and hafnia
deposited by HiTUS.
Figure 2.12: Spectral transmittance characteristics of HiTUS deposited titania and
hafnia. The transmission of the uncoated substrate is also shown for comparison.
For a general idea of how titania deposited by HiTUS compares with titania
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films prepared by other methods a brief comparison is summarized here. Hasan
et al. [39] achieved a refractive index of 2.31 at 550 nm and an average visible
transmission of greater than 75 % (presumably referenced to air) using RF reactive
magnetron sputtering and room temperature deposition. For films deposited at 200
◦C , a higher refractive index of 2.37 at 550 nm was observed. Krishna et al. [40]
have used the electron beam evaporation technique and at a substrate temperature
of 100 ◦C have obtained a refractive index of about 2.3 with a deposition rate of 12
nm/min. Kuo et al. [41] deposited titania at 200 ◦C using RF magnetron sputtering
at a deposition rate of 4 nm/min. A refractive index of 2.4 at 633 nm was obtained
(from Fig.2.11, HiTUS room temperature prepared titania has a refractive index of
2.46 at 630 nm) and a peak transmission of nearly 100 % when referenced to the
uncoated substrate. Ion beam assisted electron beam evaporation has been used by
Yang et al. [42] to prepare titania films. The substrate temperature was 300 ◦C and
following deposition the films were annealed for 1 hour at 450 ◦C. A refractive index
of 2.29 was calculated at 550 nm and the peak transmission for material deposited
with minimal substrate heating was less than 65 % after post deposition annealing
at 450 ◦C. This transmission was seen to improve with increasing deposition tem-
perature but is still significantly lower than that attainable for HiTUS deposited
films.
For HiTUS deposited hafnia, the refractive index is 2.07 at 520 nm. Fig. 2.12
shows the optical transmission of HiTUS deposited hafnia. A refractive index of 2.08
at 550 nm achieved by Pervak et al. [43] (using plasma assisted reactive magnetron
sputtering) is similar to that obtained using HiTUS. The peak transmission obtained
by Pervak et al. is also excellent but their deposition rate is significantly lower
than that achieved using HiTUS, at 18 nm/min. Bright et al. [44] have used DC
magnetron sputtering to deposit hafnia; the substrate temperature was maintained
at 300 ◦C during deposition. A refractive index of about 2.01 was achieved with a
deposition rate of 1.0 nm/min. Laser assisted electron beam evaporation has been
used by Schmidt et al. [45] for hafnia fabrication. During deposition (at rates
≤ 20 nm/min) the substrate was irradiated with a laser power of 40 W and so
heating effects contributed to film formation. A refractive index of less than 2.00
was obtained at 550 nm. With the rapid growth of the plastic electronics industry,
the ability to deposit high quality thin films at low temperature onto polymeric
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substrates is of huge importance. This is an area where HiTUS could prove to be of
immense benefit.
2.4.3 Sputtering of magnetic materials
One of the advantages of HiTUS that is directly related to the work in this thesis is
its ability to sputter thick magnetic materials without compromising the deposition
rate. Magnetron sputtering is a commonly used method in the magnetics industry
[46][47]. Magnetic materials are usually difficult to sputter with this method. This
is due to the weakening of the magnetron vacuum component of the magnetic field
as it is largely channeled through the material and therefore plasma generation is
weakened (Fig. 2.13).
One solution is to use very thin targets and high field strength magnets to enable
the magnetic field to extend back out into the plasma generation area (Fig. 2.14)
and re-establish magnetron sputtering. The main disadvantage of this is the short
life-time of a target due to rapid racetrack wear, and so it is not an ideal solution,
particularly for use in industry.
Figure 2.13: Magnetic target reduces vacuum magnetic field through confinement
in target material.
When a ferromagnetic target is used in a HiTUS system there is no adverse effect
on the plasma in part because the target is not required to initiate nor sustain the
plasma but primarily because the magnetic field from the electromagnets is mainly
orthogonal to the target surface at the target, therefore any magnetic confinement
produced by a magnetic target merely assists in guiding the plasma to the target
surface, potentially enhancing the local plasma density through its ‘focusing’ effect.
This allows thick targets, up to 15 mm, to be sputtered resulting in high coating
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Figure 2.14: Thin magnetic target allows magnetic field to penetrate vacuum.
rates (typically 50 nm/min or more) onto substrates at distances of 100mm or more.
By experience, the remote plasma also appears to aid with beneficial densifica-
tion of the growing thin film. This is evidenced by the lack of process gas inclusion
and higher film densities (both physical and optical) than achieved by other sputter
processes. Thus HiTUS has the potential to reduce or eliminate poor intergrain
boundaries or voids within the film. It is also possible that the energies provided by
the plasma could reduce the temperatures for processes requiring post deposition
annealing treatments or in-situ substrate heating during deposition [48][49]. The
control of grain size for ferromagnetic CoFe has been demonstrated using HiTUS by
controlling the process parameters [50]. These qualities of HiTUS, combined with
its other assets such as stress control and stable reactive sputtering processes ren-
ders it an interesting tool for investigating the properties of selected ferromagnetic
materials for data storage applications.
The actual HiTUS system used for this project is an in-house design and is
shown in Fig. 2.15. All the main components can be seen, including the remote side
arm plasma generation unit, the sputtering chamber, the vacuum pumps, the DC
and the RF power supplies.
40
Figure 2.15: Photograph showing the HiTUS system used for the deposition of the
coatings in this work.
A schematic view of the HiTUS system used for this work is shown in Fig. 2.16.
The vacuum chamber is a 50 cm x 50 cm x 50 cm stainless steel chamber, with
Viton O-ring sealed commercial fittings and pipework and a large access door on
one side (also Viton o-ring sealed when closed). The remote plasma source (PLS)
is a PQL custom made unit mounted to the chamber side on an ISO160 flange.
A 520 l/s turbomolecular (turbo) pump is mounted on a flange with a gate valve
separating it from the chamber. In addition, a cryogenic (cryo) pump (Cryo-Torr
model 8F) is mounted on another flange with a gate valve separating it from the
chamber. The gases and vapors captured by the cryo pump can be released via the
turbo pump when the cryo pump is shut down. The combination of turbo and cryo
pumps is ideal, with the turbo pump providing high pumping speeds for most gases
and the cryo pump delivering very high pump speeds for water vapour (4000 l/s by
specification). More importantly, the cryo pump provides an option for running a
process with minimal risk of oil vapour contamination.
Typically, the system is rough pumped to ∼ 10−2 mbar with the rotary pump,
and then further pumped to <8 x 10−7 mbar with the turbo and cryo pumps. The
Pirani gauges are accurate for pressure readings down to about 1 x 10 −2 mbar,
therefore a reading from this gauge is used to guide the switching over from rotary
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Figure 2.16: Schematic view of the HiTUS system: (1) process chamber, (2) roughing
valve, (3) low vacuum (LV) rotary pump, (4) backing valve, (5) turbomolecular high
vacuum (HV) pump, (6) cryogenic HV pump, (7) HV pump gate valves, (8) substrate
holder assembly, (9) substrate shutter, (10) inlet for reactive gas, (11) MFC isolation
valve, (12) Mass flow controllers (MFCs), (13) reactive gas supply, (14) Penning HV
gauge, (15) capacitance manometer (CM) gauge, (16) Pirani LV gauge, (17) target
electromagnet, (18) plasma source (PLS) electromagnet, (19) remote plasma source
(PLS), (20) DC power supply, (21) sputter target, (22) dark shield, (23) inlet for
process gas, (24) process gas supply, (25)RF impedance matching network, (26) RF
power supply.
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to turbo and cryo pumps. A Penning gauge reading is then used for pressure read-
ings during high vacuum pumping.
The HiTUS sputtering process is very similar to conventional sputtering. Sput-
tering gas is flowed into the process chamber (which is still being pumped) to provide
the required pressure of sputter gas, typically between 1 x 10−3 and 1 x 10−2 mbar.
The two electromagnets are turned on to set current values (previously established
for the system during commissioning) and the PLS RF power applied, typically at
1 to 2 kW. With the plasma present, a (negative) DC bias is then applied to the
target to promote sputtering.
The sputtering gas is typically high purity (99.99 % or better) argon supplied
from a cylinder via dedicated clean stainless steel gas lines. Additional gases, such
as nitrogen used in this project, are also supplied from cylinders of high purity gas
via independent clean stainless steel gas lines. During sputtering the pressure in the
chamber is read by a capacitance manometer gauge, as the HV Penning gauge is
unsuitable for use at the process pressures used and the Pirani gauge is inadequately
accurate or reproducible. The pressure is held constant by fixing the gas flow using
individual gas mass flow controllers (MFCs) for each gas; these are typically accu-
rate to 3 % and no feedback pressure control is required; for critical applications
(e.g. multi-layer optical stacks) any small variation in process pressure can be com-
pensated in the HiTUS process itself by running the target in ‘constant power’ mode.
To maintain steady sputtering rates, the PLS RF power and voltage to the
target are kept constant. Target current is determined by the plasma density, itself
a function of the PLS RF power, electromagnet currents and process pressure; in
practice only a 3 - 5 % variation is seen in the target current, primarily resulting from
process pressure variation. As target voltage is usually very accurately controlled
(less than 1 % variation), the process itself can usually be accurately reproduced
within a few percent run to run.
Substrates are positioned 27 cm from the sputter target. The substrates are
mounted onto a custom stainless steel or aluminium substrate holder that is then
attached to the substrate table, thereby clamping the substrates in place. The sub-
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strate table is itself directly water cooled. The HiTUS system used in this work used
the ‘sputter up’ configuration, i.e. the substrate was inverted, to minimise debris
contamination.
Sputtering targets are circular planar, 10 cm in diameter and 6mm thick. In
this particular system, a water cooled target ‘carousel’ holding four targets was
fitted, with the target selected for sputtering being positioned under the plasma
through rotational positioning of the target carousel; the other targets were essen-
tially shielded from the plasma by the target assembly construction and therefore
did not sputter (even though biased with the selected target).
The system is capable of sputtering metallic, semiconducting or insulating tar-
gets (an AC bias supply is required for the latter, usually RF but pulsed DC is
also effective). Materials may be single elements or alloys, compounds and multiple
material ‘segments’. The ability to uniformly sputter a target surface at high rate
and moderate process pressure using the remote plasma technique allows use to be
made of ‘constructed’ multi-element targets as in this work.
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Chapter 3
Magnetic materials
The basic concepts in magnetism and important properties associated with mag-
netic materials, predominantly ferromagnets, are reviewed in this chapter. This
should provide a foundation to the discussions on magnetic materials and structures
presented in this thesis.
3.1 Magnetism
Magnetism is a property that arises from the motion of electrons within atoms. The
electron in an atom has two separate motions [51]. First the electron orbits the
nucleus, just like the earth orbits the sun. Secondly, the electron spins on its own
axis, just like the earth does (Fig. 3.1). Any motion of an electron produces an
electric current, whether in a wire or in an atom. As a result the orbital motion
gives rise to an orbital magnetic moment and the spinning motion causes an electron
spin magnetic moment [52]. Each atom is essentially a tiny permanent magnet. Any
magnet can be considered to be made up of a number of dipoles; the total moment
of the magnet is the sum of the moments (called dipole moments) of its constituent
dipoles [53].
The magnetic moment (m) is defined as the strength of the magnet (p) multiplied
by the length of the magnet (l), m = pl. The magnetisation, M , describes the degree
to which the magnets are magnetised and is defined as the magnetic moment per
unit volume, M = m/V . When a magnetic field, H, is applied to a material, lines
of magnetic flux are produced and the total number of lines per cm2 is called the
magnetic flux density or magnetic induction, B. The equation relating B,H and M
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Figure 3.1: The motion of an electron within an atom.
in cgs units (G) is
B = H + 4πM. (3.1)
In SI units (T) the relationship between B,H and M relates also to the permeability
of free space, µ0 and is given by
B = µ0(H +M). (3.2)
In this thesis, cgs units are used. The cgs unit of magnetisation, M , is the emu/cm3
and the cgs unit of magnetic field, H, is the oersted (Oe) [51].
3.2 Classification of magnetic materials
All materials can be classified into five magnetic behaviour basic groups depending
on their bulk magnetic susceptibility. Magnetic susceptibility describes how mag-
netisation, M varies with an applied magnetic field, H. The ratio of M to H is
called the susceptibility, χ = M/H.
The five magnetic behaviour groups are diamagnetism, paramagnetism, ferro-
magnetism, anti-ferromagnetism and ferrimagnetism. Diamagnetism and paramag-
netism are the most common types of magnetism in the periodic table of elements at
room temperature, and materials exhibiting only diamagnetism or paramagnetism
are usually referred to as non-magnetic. Those which usually are referred to as
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magnetic are actually ferromagnetic. The only other type of magnetism observed
in elements at room temperature is anti-ferromagnetism. Ferrimagnetism is not ob-
served in single elements but can only be found in compounds, such as mixed oxides
and rare-earth/transition metal alloys [54].
The five categories of magnetism will be briefly described. Since ferromagnetism
is a central topic in this thesis a discussion on ferromagnetic materials and some of
the important characteristics associated with ferromagnetism will continue in the
next section.
Diamagnetism
A diamagnetic substance is one with a small and negative magnetic susceptibility.
The atoms have no net magnetic moment when there is no applied field. Under
the influence of an applied field the spinning electrons precess generating electric
currents in the molecule in an opposing direction to that of the applied magnetic
field. The result is that all substances have a diamagnetic contribution to their total
magnetic susceptibility but is often masked by a large paramagnetic or ferromagnetic
contribution.
Paramagnetism
A paramagnetic substance is one with a small and positive magnetic susceptibility.
In a paramagnetic material, the electron spins are aligned at random in the absence
of an applied magnetic field. In an applied magnetic field, there is a slight alignment
of the atomic magnetic moments in the direction of the field. Paramagnetism is
normally due to the presence of unpaired electron spins.
Ferromagnetism
A ferromagnetic substance is one in which atoms have parallel aligned magnetic
moments. The susceptibility is large and positive. Ferromagnetism occurs when
atoms are arranged in a lattice and the atomic magnetic moments can interact
by way of exchange forces to align parallel to each other. The substances that
form a ferromagnetic phase do so below a critical temperature called the Curie
Temperature, Tc, above which the material becomes paramagnetic. A more detailed
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description of ferromagnetic characteristics is given in Section 3.3.
Anti-ferromagnetism
In an anti-ferromagnetic material, adjacent atoms have their magnetic moments
locked together in an antiparallel array. Above a transition temperature anti-
ferromagnetic materials become paramagnetic. This temperature is known as the
Ne´el temperature, Tn [52]. Both ferromagnetic and anti-ferromagnetic arrangements
can remain in the absence of an applied field.
Ferrimagnetism
A ferrimagnetic material is observed in compounds with complex crystal structures.
Like ferromagnets, the magnetic susceptibility is large and positive and at some crys-
tal sites the exchange interaction leads to parallel alignment of moments. At other
crystal sites the moments are locked together like those in an anti-ferromagnetic
material. Alternating moments have different magnitudes and the net moment of
the sample is non-zero.
3.3 Characteristics of ferromagnetic materials
3.3.1 Ferromagnetic domains
A property of ferromagnetic materials is the existence of ferromagnetic domains.
These are small regions within which all the magnetic dipoles are aligned parallel
to each other [55]. When there is no external field applied, the magnetisation vec-
tors in different domains have different orientations and the direction of the domain
alignment across a large volume of a ferromagnetic material is more or less random
and so the total magnetisation averages to zero. Magnetisation is the process that
causes the domains to re-orientate.
Heisenberg and Dirac showed that ferromagnetism is a quantum mechanical
effect that fundamentally arises from Coulomb (electric) interaction [56]. The Pauli
exclusion principle states that when electron spins are aligned the Coulomb repul-
sion energy is lowered and so aligning their magnetic dipole moments parallel to
each other is favoured. This exchange interaction (or exchange energy) provides a
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strong driving force for parallel alignment, therefore one single domain would mini-
mize exchange energy [54]. Ferromagnetic materials do not, however, consist of one
single domain as other energy contributions towards the total magnetic energy of a
ferromagnet need to be taken into account [57].
Other energy contributions to the total magnetic energy include magnetostatic
energy (which is the principle driving force for domain formation), the magnetocrys-
talline and magnetostrictive energies (which influence the size and shape of the
domains).
3.3.2 Magnetostatic energy
A magnetised ferromagnetic material containing a single domain has a large mag-
netostatic energy associated with it which causes it to behave as a magnet (see Fig.
3.2(a)). Whilst the magnetisation points from south (S) to north (N), the direction
of the magnetic field points from N to S. This is the ‘demagnetising field,’ Hd, which
acts to magnetise the block in the opposite direction from its own magnetisation.
(a) Single domain (b) Two domains
(c) Closure
domains
Figure 3.2: Domain formation in ferromagnetic materials.
The demagnetising field, Hd, causes a magnetostatic energy which is dependent
on the geometry and magnetisation of the sample. If one large domain is divided
into two domains (Fig. 3.2(b)) the magnetostatic energy can be lowered. By lower-
ing the external field, magnetostatic energy is lowered. As the magnetic moments at
49
the boundary between the two domains are not able to align parallel the formation
of domains increases the exchange energy of the block [54].
Fig. 3.2(c) shows a closure domain where the magnetostatic energy is zero, how-
ever this is only possible for materials that do not have a strong uniaxial anisotropy.
Uniaxial anisotropy refers to the existence of only one easy direction [51] – please
see the following section (3.3.3) for a review on anisotropy. The horizontal domains
at the top and bottom of the block are called ‘domains of closure’ since there are no
magnetic poles at the surface and so minimal magnetostatic energy.
3.3.3 Magnetic anisotropy
In crystalline magnetic materials the magnetic properties vary depending on the
direction in which they are measured, that is, dependent on the crystallographic
direction in which the magnetic dipoles are aligned. This is referred to as magnetic
anisotropy [57][58]. In ferromagnetic crystals the magnetisation tends to align along
certain preferred crystallographic directions, called the ‘easy’ axes since the mag-
netisation can be easily saturated if the magnetic field is applied in this direction.
On the contrary, if the magnetic field is applied along other crystallographic direc-
tions, the magnetisation reaches saturation at higher fields. These axes are called
‘hard’ axes of magnetisation [57] (see Fig. 3.3). A material may contain more than
one easy and hard axis. Magnetic materials that show a preferential direction for
the alignment of magnetisation (that is, it attempts to align its magnetic moment
with one of the easy axes) are said to be magnetically anisotropic. When a material
has a single easy and hard axis, the material is said to be uniaxially anisotropic [51].
Since ferromagnetic crystals exhibit ‘easy’ and ‘hard’ directions of magnetisation
the energy required to magnetise a crystal depends on the direction of the applied
field relative to the crystal axes [59]. For technological applications this magnetic
anisotropy is one of the most important properties of magnetic materials since the
magnitude and type of magnetic anisotropy affect properties such as magnetisation
and hysteresis curves in magnetic materials [59]. Magnetic anisotropy is, therefore,
an important factor in determining the suitability of a magnetic material for a par-
ticular application.
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Figure 3.3: Magnetisation curve for a ferromagnetic single crystal with the field
applied along the easy and hard axes.
There are several types of magnetic anisotropy. These include magnetocrys-
talline anisotropy, stress anisotropy and shape anisotropy. Of these only magne-
tocrystalline anisotropy is intrinsic to the material, as a result of its crystal chem-
istry and the other two may be induced by processing methods such as annealing
[51].
There are two main origins of the magnetic anisotropy. These are the spin-
orbit interaction (the interaction between the electron-spin and the orbital angular
momentum) and the magnetic dipolar interaction (dipole-dipole interaction that can
lead to ferromagnetic long-range order on some crystal lattices) [60][61]. Spin-orbit
interactions are responsible for magnetocrystalline anisotropy and stress anisotropy.
Dipolar interactions are responsible for shape anisotropy [59].
A discussion on magnetocrystalline, stress and shape anisotropies are included
in the following sub-sections. For this thesis the magnetocrystalline anisotropy is of
the most interest as FePt, a material with a high high uniaxial magnetocrystalline
anisotropy, is investigated for ultra high density magnetic recording applications.
3.3.4 Magnetocrystalline anisotropy
Coupling exists between the electron spin and the orbital [62]. Electron orbits are in
turn coupled to the crystallographic lattice, and by their interaction with the spins
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they make the spins prefer to align along well-defined crystallographic axes (along
the easy direction). In the easy direction of magnetisation the coupling electron
orbitals to the lattice is such that the electron orbitals are in the lowest energy
state. So when an applied magnetic field tries to rotate the electron spin, the strong
coupling to the lattice resists the spin rotation [51]. Forcing the spins to align in the
direction of the applied external field leads to an energetically unfavourable crys-
tal arrangement. Magnetocrystalline anisotropy may be regarded as a force which
holds the magnetisation in certain equivalent crystallographic directions and resists
the rotation of spins away from the easy axis [51]. A part of the total energy in
the system therefore depends on the direction of magnetisation with respect to the
different crystallographic directions and is called the Magnetocrystalline anisotropy.
The crystal is higher in energy when the magnetisation points along the hard
direction than along the easy direction [57]. A measure of this energy difference is the
magnetocrystalline anisotropy constant, K. Magnetocrystalline anisotropy energy
is the energy required per unit volume to rotate the magnetic moments from the
easy to the hard direction [63]. Magnetocrystalline anisotropy energy, E is usually
expressed in terms of sine and cosine functions where θ is the angle between the
direction of easy magnetisation and the vector of magnetisation and φ is the angle
between the projection of the magnetisation vector in the basal plane of the crystal
and one of the other axes, see Fig. 3.4.
Figure 3.4: Definition of the θ and φ angles in the tetragonal symmetry.
The expression for magnetocrystalline anisotropy energy for tetragonal crystals
is as follows; where K1, K2, and K3 are the coefficients of anisotropy [64][65]:
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E = K1 sin
2 θ +K2 sin
4 θ +K3 sin
4 θ cos 4φ+ .... (3.3)
For uniaxial systems, the anisotropy energy depends only on a single angle and
so the first order magnetocrystalline anisotropy constant K1 becomes Ku and the
anisotropy energy becomes:
E = Ku sin
2 θ. (3.4)
Materials that have high uniaxial magnetocrystalline anisotropy (strong resis-
tance to magnetisation direction away from the easy axis) are attractive for ultra
high density magnetic recording applications as they allow smaller, thermally stable
media grains [66]. Conventional methods used in the determination of anisotropy
constants are by torque curve analysis [67][68] and by analysing the magnetisation
curve along the hard axis [69].
To minimise the magnetocrystalline energy, domains will form so that their mag-
netisations point along easy crystallographic directions [70]. Like exchange energy
the magnetocrystalline energy prefers large domains with few boundaries [71].
3.3.5 Stress anisotropy
In addition to magnetocrystalline anisotropy there is another effect known as stress
anisotropy that arises upon the magnetisation of a magnetic material [63]. When a
ferromagnetic material is magnetised it experiences a strain that can be measured as
a function of applied field and undergoes a change in length known as magnetostric-
tion [72]. Materials that elongate along the direction of magnetisation are said to
have a positive magnetostriction. Materials that contract on magnetisation are said
to have a negative magnetostriction. Although length changes are only very small
they are sufficient to influence domain structure. Going back to Fig. 3.2(c), the
horizontal and vertical domains cannot elongate at the same time and so instead an
elastic strain term is introduced to the total energy. The elastic energy (or magne-
tostrictive energy) is proportional to the volume of the domains of closure, and so
can be lowered by reducing the size of the closure domains. However, smaller do-
53
mains introduces additional domain walls, with corresponding increase in exchange
and magnetostatic energy [70].
3.3.6 Domain walls
The interfaces between adjacent domains, in which the magnetisation has different
directions are called domain walls [73]. Within the wall, the magnetisation must
change direction from that in one domain to that of the other domain. The do-
main walls have a width that is determined by a balance between the competing
energy contributions. The exchange energy acts to keep moments parallel and can
be kept small if spin rotation takes place slowly, this favours wide walls. However,
the magnetocrystalline anisotropy is optimised if the moments are aligned as closely
as possible to the easy axis. This favours narrow walls with sharp transitions be-
tween the domains [57].
In a material’s initial demagnetised state the domains are arranged so that
the magnetisation averages to zero. When a magnetic field is applied to a domain
structure, the magnetic field tends to align the magnetisation parallel to the field
[71]. There are two ways it can do this, ‘domain wall motion’ and ‘domain rota-
tion’ [51]. The domain wall can move (‘domain wall motion’), this increases the
volume of the domain whose potential energy is lower and decreases the volume
of the other, thereby reducing the magnetic potential energy of the crystal. Even-
tually the applied field is sufficient to eliminate all domain walls, leaving a single
domain, with its magnetisation pointing along the easy axis oriented closely to the
external magnetic field [57]. To further increase magnetisation, the net magnetic
moment of each atom rotates causing the magnetisation direction of the domains
to change (‘domain rotation’). Magnetisation orientations are determined mainly
by the anisotropy, which resists the rotation of the magnetisation, and so domain
rotation occurs only if the field is large enough to act against the force of crystal
anisotropy. Both these processes can occur in practice [51] [74].
Initially domain wall motion is reversible, i.e. if the field is removed, they return
to their original positions [75]. In larger fields the domain wall motion becomes irre-
versible - the walls do not return to their original positions when the field is removed.
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The main reason of that is that when the domain walls move on the application of
a magnetic field it encounters crystal imperfections (dislocations, grain boundaries,
voids, lattice distortions, impurities etc), which have an associated magnetostatic
energy [57]. The applied magnetic field provides the energy required for the wall
to move over the energy barriers associated with the imperfection. When the field
is removed, these imperfections may prevent the domain walls from returning to
their original configuration. It is the demagnetising field that drives the growth
of reverse magnetic domains, and it is not strong enough to overcome the energy
barriers encountered when the domain walls intersect crystal imperfections. Some
magnetisation remains even when the field is completely removed. It then becomes
necessary to apply a rather strong field in the opposite direction to restore the de-
magnetised state.
Magnetisation reversal is one of the most important processes associated with
thin film magnetic storage media [76]. In the magnetic recording process, magnetisa-
tion reversals form local magnetisation transition patterns in the magnetic medium
as the means of recording data and so it is important for the reversal mechanism to
be studied to understand the recording process [77][78][79].
3.3.7 Shape anisotropy and inter-particle interactions
Shape anisotropy occurs in polycrystalline materials with no preferred orientation
of its grains (a grain can be considered as the single crystalline building block of
a thin film [80]). In these cases the shape of the grains can affect the direction of
magnetisation. For a long needle shaped grain the demagnetisation field is less along
the long axis than it is along the short axis [51]. This leads to an easy axis of mag-
netisation along the long axis. A sphere, on the other hand, has no shape anisotropy.
Shape anisotropy in small particles can lead to a reduction in the coercive field
of the material as the packing density is increased [57]. This is a result of interparti-
cle interactions. Consider Fig. 3.5, initially both particles A and B are magnetised
in the up direction. Particle A exerts a field on its neighbour B, this field acts in
the down direction. If subsequently an external field is reversed and applied in the
down direction, the field acting on particle B (from particle A) assists the applied
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external field, and so B reverses its magnetisation at a lower applied field than it
otherwise would have done if no field from particle A was acting on it. Overall the
sample has a lower coercivity than a collection of isolated particles. As the packing
density increases the interactions increase and the coercivity decreases [57].
Figure 3.5: Interparticle interactions.
3.3.8 Hysteresis loops
A great deal of information can be learned about the magnetic properties of a mate-
rial by studying its hysteresis loop. A hysteresis loop shows the relationship between
the magnetisation, M (or induced magnetic flux density, B) and the magnetic field,
H [51]. Fig. 3.6 shows a schematic of a generic hysteresis loop.
A ferromagnetic material, in an unmagnetised state would start at the origin and
follow the dashed curve up to a as the field is increased in the positive direction. At
point a almost all the magnetic domains are aligned and an additional increase in
the magnetic field will produce very little increase in magnetisation. The material
has reached the point of saturation, the value of magnetisation at point a is called
the saturation magnetisation. When the field is reduced to zero after saturation, the
magnetisation decreases from a to b, which indicates the level of residual magnetism
in the material. It is known as the remanence or retentivity where some of the
magnetisation remains in the material (i.e. some of the magnetic domains remain
aligned but others have lost their alignment). At the coercivity point c, the mag-
netisation point is reduced to zero. This is the point at which the reversed magnetic
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Figure 3.6: Typical M–H hysteresis loop.
force has flipped enough of the domains so that the net magnetisation within the
material is zero. The force required to remove the residual magnetisation from the
material is called the coercivity or coercive force of the material. When the reversed
magnetic force is increased further, saturation is achieved in the reverse direction
(point d). To complete the loop magnetic field is increased in the positive direction.
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Chapter 4
Magnetic data storage
Over the last decades, tremendous developments have occurred in the magnetic stor-
age industry. Of the magnetic storage technologies, magnetic hard disk recording
is the most widely used. In this chapter, the focus is on the hard disk drive tech-
nology and the processes of writing, storing and retrieving data on magnetic hard
disks. A potential future material for magnetic storage media – the L10 FePt is also
discussed, including the challenges facing its fabrication.
4.1 The basic hard disk drive
Fig. 4.1 shows a schematic of a hard disk drive (HDD) with the major compo-
nents identified. The disk, where information is stored magnetically, is attached to
a spindle motor that will spin the disk. Read and write heads are attached to an
electronically controlled arm that moves radially (in a straight line from the centre
of the drive to the outer edge and back again).
There are 3 main components that make up a HDD, these are the write head,
the read head and the storage medium. Since this work investigates the potential
use of FePt as high anisotropy media and also increasing the sensitivity of read head
devices, these components shall be discussed in more detail than the write head.
4.1.1 The recording process
In magnetic hard disks the recording (or write) processs is achieved by electromag-
netic induction. Older ferrite and metal-in-gap (MIG) heads consist of wire coils
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Figure 4.1: Schematic of the basic hard disk drive.
wound around a C-shaped iron magnetic core [81]. When a current flows through
the coil a magnetic field is generated in the gap between the poles and a fringing field
extends out of the gap and intercepts the recording medium, changing its magnetic
state. Drive channel electronics receive data in binary form from the computer and
converts them into a current in the write head coil. The current reverses at the
transitions (representing a ‘1’ bit) and is constant at each ‘0’ bit. Fig. 4.2 shows
this principle. The magnetic material in the write head should have a large perme-
ability so that large magnetic field can be generated, and a low coercivity, so that
its direction can be easily reversed; permalloy is an example of such material [82].
Thin film heads are currently used in HDDs. They work using the same princi-
ples as the ferrite and MIG heads in that the magnetic field of the inductive write
element rotates the magnetisation within the grains of a bit towards the field di-
rection such that on average, the remanent magnetisation inside a bit cell points
in either N-S or S-N directions [11]. These heads, however, are manufactured in a
very different way. They are made via a photolithographic process and sputtering,
creating very precise head structures with very specific head gaps capable of being
used on higher density drives and has eliminated the large cumbersome ferrite head
designs.
In Fig. 4.2, data is shown to be recorded in horizontal magnetisation patterns.
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Figure 4.2: Longitudinal recording principle.
This conventional way of recording is known as longitudinal recording. Longitudi-
nal recording media does have its limits and in order to achieve higher areal density
recording further grain size reduction was required. Smaller grains are more suscep-
tible to thermal switching - the reversal of magnetisation without an external field.
This is phenomenon is known as the superparamagnetic effect and was considered
as a serious threat to the areal density growth of longitudinal recording [83]. Per-
pendicular recording has allowed further growth of areal density by improving the
write efficiency [84] and has been used in hard disk drives since 2006 [85].
The Perpendicular recording architecture is shown in Fig. 4.3. In longitudinal
recording the field that is used to write the data is the fringing field that extends
from the poles (refer back to Fig. 4.2); this field is weaker than the field available
at the gap by about 50 % [11]. This was realised and so perpendicular media was
introduced. In this technology the gap field is essentially used to write the data.
This is achieved by using a soft underlayer (SUL), Cr or CrV are often the materials
of choice for this layer [86]. The SUL is highly permeable and so when the write
head is energized, flux is concentrated beneath the narrow pole tip and an intense
magnetic field is generated between the pole tip and SUL. Higher fields allow higher
coercivity media to be used and smaller grain sizes can be tolerated before the ther-
mal stability (superparamagnetic) limit is reached.
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Figure 4.3: Perpendicular recording using the stronger “gap fields” for writing.
4.2 Data read out
In the read-back process, the stored information is retrieved by scanning a read head
over the recording medium. The read head intercepts magnetic flux from the mag-
netisation patterns on the recording medium and converts it into electrical signals
which are then detected and decoded [87].
Older heads used the inductive method (induced current in the coil from the
magnetic flux) to read back the information. Since data bits are tightly packed
together the stored fields are very small and very weak. Increasing areal density
means even smaller and weaker fields. So as to read weakening fields read heads
must become increasingly sensitive to accurately distinguish between the different
magnetisation states. Read heads today use the principle of magneto-resistance to
intercept the magnetic flux from the media. Magneto-resistance is the concept that
certain materials exhibit a change in resistance upon applying a magnetic field [88].
Magneto-resistance will be introduced with a more detailed description of the giant
magneto-resistance (GMR) effect as a device based on this structure is used in this
PhD project.
4.2.1 Magneto-resistive Effect
The effect by which the electrical resistance of a magnetic material could be changed
in the presence of a magnetic field is known as the magneto-resistive (MR) effect [89].
The magneto-resistive ratio is defined as the ratio of the change in resistance when
the field is applied to the resistance at zero field, and is expressed as a percentage,
that is:
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MR ratio = (
R0 −R
R0
)× 100% = (
∆R
R
)× 100%. (4.1)
R0 is the resistance in the absence of a magnetic field and R is the resistance in the
presence of a magnetic field. It is this MR effect that is employed in MR read heads.
As the head passes over the surface of a disk, the magnetic material changes in resis-
tance as the magnetic fields change corresponding to the stored patterns on the disk.
Although the total signal change or magneto-resistance (MR) ratio was typically
two percent for earlier heads comprising of Ni80Fe20 alloy [90], its field sensitivity
was still much greater than that obtained through coil windings. These earlier heads
are termed anisotropic magneto-resistive (AMR) heads. AMR based read heads
replaced inductive readers in the early 1990s. Not long later higher MR ratios were
observed in a certain materials and structures, this was termed the giant magneto-
resistive (GMR) effect and due to its improved signal compared to AMR materials,
GMR films resulted in enhanced device performance.
4.2.2 Giant Magneto-resistive Effect
Albert Fert and Peter Gru¨nberg were awarded The Nobel Prize in Physics in 2007
for the discovery of the giant magneto-resistive (GMR) Effect [91]. It was observed
that for a multilayer structure comprising magnetic Fe separated by non-magnetic
Cr, when subjected to magnetic fields, showed very large changes in resistance (up
to 50 % at low temperatures) [91]. This effect is known as the GMR effect. This
effect was subsequently found to occur in a number of other magnetic/non-magnetic
multilayer thin film systems. The alternate ferromagnetic layers separated by a
metallic layer of specific thickness couple anti parallel to each other [92]. Under the
influence of an external magnetic field the relative orientation of the magnetisation
of the layers switches and the electrical resistance decreases to a minimum when
the magnetisation directions of the layers are parallel. A GMR read head operates
on the same basic principles as AMR heads but the larger percentage change of
resistance makes them more sensitive and superior. GMR heads rapidly replaced
AMR read head sensors during 1995 and 1996 [93].
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4.2.3 Giant magneto-resistance in multilayers
The GMR effect can be seen in simple multilayer structures consisting of a spacer
layer of non-magnetic material, for example copper, sandwiched between two ferro-
magnetic materials, for example permalloy (Figs. 4.4(a) and 4.4(b)) [81].
In ferromagnetic transition metals the outer conduction electrons are the 3d
[73]. The conduction electrons are divided into two classes: those whose spin is
parallel to the local magnetisation and those whose spin is antiparallel. When an
electric field is applied, these conduction electrons accelerate until they encounter a
scattering centre [94]. It is the spin-dependent scattering in ferromagnetic materials
at the interfaces between the ferromagnetic and non-magnetic layers that forms the
basis of the physical mechanism of the GMR effect. Consider Fig. 4.4(a) where
the conduction electrons have the same spin orientation as they move through both
layers they have relatively long mean free paths, resulting in little scattering and
low resistance. Where the magnetic moments are anti-parallel, as in Fig 4.4(b), the
conducting electrons that carry the majority of the current in both layers do not
have the same spin orientation as they move through both layers. This results in
strong scattering at the interface, a short mean free path and high resistance [82].
Typically, in multilayer structures, fields exceeding 200 to 300 Oe are required
to rotate the magnetisation [95] to the ferromagnetic configuration and so were not
attractive to use in head devices. Systems have been developed where uncoupled
magnetic thin films can be switched from the antiparallel to the parallel configura-
tion. These are known as spin valve structures and are used in magnetic recording.
4.2.4 Basic principles of the reading process using GMR
spin valves
A simple spin-valve structure consists of four thin film layers sandwiched together
(see Fig. 4.5) [9]:
A free layer, usually made of NiFe passes over the media and over the data that
will be read. It is free to rotate in response to the magnetic patterns on the disk [96].
A spacer made from non-magnetic material (typically Cu) is positioned between the
63
(a) Low resistance. Negligible scattering at interface
(b) High resistance. Strong scattering at interface
Figure 4.4: NiFe/Cu/NiFe GMR structure.
free and pinned layers to separate them magnetically [97]. The thickness of the
spacer is large enough to ensure that the coupling between the two magnetic layers
is neglibible [98]. A pinned layer, usually Co is held, or ‘pinned,’ in a fixed mag-
netic orientation by a virtue of its adjacency to the anti-ferromagnetic layer. The
anti-ferromagnetic material, for example PtMn, fixes the pinned layer’s magnetic
orientation, by exchange coupling [99]. Exchange coupling is an important property
and is discussed separately.
When the read head passes over one polarity of magnetisation in the disk (e.g.
‘0’), electron spins in the free layer turn to be aligned with those of the pinned layer,
this creates a lower resistance in the entire head structure. When the head passes
over a field of the opposite polarity (e.g. ‘1’), the electron spins in the free layer turn
so that they are not aligned with those of the pinned layer. This causes an increase in
resistance of the overall structure. It is changes to the spin characteristics of electrons
in the free layer that cause the resistance changes. The principle for lowering the
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Figure 4.5: Simple GMR spin valve.
resistance is the same as in the GMR multilayer, i.e spin dependent scattering gives a
low resistance state when the magnetic layers are ferromagnetically aligned, whilst
a high resistance state is obtained in the anti-ferromagnetic configuration. The
resistance of the spin valve is continuously monitored with the aid of a measuring
current.
4.3 Exchange coupling
Exchange coupling (or exchange bias) is one of a number of phenomena observed at
the interface between an anti-ferromagnet and a ferromagnet [51]. When ferromagnetic/anti-
ferromagnetic heterostructures are cooled through the Ne´el temperature (Tn) of the
anti-ferromagnet (with the Curie temperature, Tc, of the ferromagnet larger than
Tn) in the presence of an applied magnetic field, an anisotropy is induced in the
ferromagnetic layer. In a simple model when a magnetic field, H, is applied to an
ferromagnet/anti-ferromagnet heterostructure in a temperature range Tn < T < Tc
exchange interaction occurs causing the ferromagnetic spins to line up along the
applied field direction while the anti-ferromagnetic moments predominantly remain
in a random state above the ordering temperature (see Fig. 4.6(a)). While if the
temperature is lowered to below the Ne´el temperature (T < Tn), the top ‘row’ of
the anti-ferromagnet moments align parallel to the moments in the ferromagnet in
order to minimize the exchange energy of the system. Once this has occurred the
remaining spins in the anti-ferromagnet follow suit and align in order to produce a
zero net magnetisation for the anti-ferromagnetic material (see Fig. 4.6(b)). If a
magnetic field opposite to the direction of the cooling field is applied, the spins in
the ferromagnet attempt to rotate, however, for sufficiently large anti-ferromagnetic
anisotropy the anti-ferromagnet spin structure remains unchanged. The pinned spins
in the anti-ferromagnet and the spins in the ferromagnet try to maintain the parallel
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alignment (to minimise energy ). This can be thought of as an additional internal
field preventing the ferromagnet spins from rotating freely. A larger magnetic field
must be applied in the direction opposite to the cooling field direction in order to
completely switch the ferromagnet when it is in contact with an anti-ferromagnet.
When a field parallel to the original cooling field is applied to complete the magnetic
hysteresis loop, the spins in the ferromagnet will begin to rotate at a smaller field
because of the same internal field from the anti-ferromagnet. This combination of
interactions across the interface results in an exchange biased system that gives rise
to a shift in the magnetic hysteresis loop (see Fig. 4.6(c)).
Anti-ferromagnetic exchange coupling in GMR devices was exploited in hard disk
drives until 2005 [93] when another type of spin valve entered the market. These are
magnetic tunnel junction (MTJ) devices with even higher sensitivities than GMR
devices. A brief description of MTJ is given below for completeness as they have
been an important step to bringing the hard disk drive to the stage it is at present.
Although GMR devices have been taken over by TMR devices in hard disks, they are
still used and investigated for other applications such as biological sensors. Due to
their relative ease of fabrication, GMR devices are used in this project to investigate
improving read head technology by using the magneto-electric effect that is observed
in multi-ferroic materials (see Chapter 5 for background information on multi-ferroic
materials and the magneto-electric effect).
4.4 Magnetic Tunnel Junctions
The magnetic tunnel read sensor has attracted much interest since the mid-1990s
[100][101]. It is similar to a GMR multilayer except the non-magnetic metallic
layer is replaced by an insulator. A magnetic tunnel junction (MTJ) is a ferromag-
netic/insulator/ferromagnetic sandwich [102][103]. The insulator acts as the tunnel
barrier [104]. Electrons can tunnel through this barrier with their spin directions
preserved. The signals from these sensors (the ∆ R/R value) are much larger than
for GMR structures due to the high resistance of the tunnel barrier [105].
Fig. 4.7 depicts a simple MTJ structure showing the spin tunneling of electrons
through the sandwich structure. When the magnetisations (M) of the ferromagnetic
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(a) aligned ferromagnetic spins and random anti-
ferromagnetic spins
(b) aligned spins in both ferromagnet and
anti-ferromagnet
(c) shift in hysteresis loop as a result of exchange
bias
Figure 4.6: Exchange coupling in ferromagnetic/anti-ferromagnetic heterostruc-
tures.
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(FM) layers are parallel, the majority band electrons from FM 1 tunnel through
to the majority band of FM 2 and the minority band electrons from FM 1 tunnel
through to the minority band of FM 2, as shown in Fig. 4.7(a). When the magneti-
sations are parallel, it allows the best matching of densities of spin states either side
of the barrier, resulting in high conductance and low resistance [106].
When the magnetisations of the ferromagnetic (FM) layers are anti-parallel, the
majority band electrons from FM 1 tunnel through to the minority band of FM 2
and the minority band electrons from FM 1 tunnel through to the majority band of
FM 2, as shown in Fig. 4.7(b). Where the magnetisations are anti-parallel there is
a reduced number of states available when the electrons tunnel from FM 1 to FM
2. This increases the tunnel resistance, leading to low conductance. A change from
parallel to anti-parallel configurations, therefore, causes a change in the conductance
[106].
The tunneling magneto-resistance (TMR) is similar to that of GMR, and is
defined as the ratio of difference between the two states to the resistance in the low
state [107]. Conduction is perpendicular to the magnetisation of the layers and so
TMR depends on the tunnel-barrier thickness. The structure is also characterized
by the resistance-area (RA) product [108]. An ideal device would show high TMR
and low RA product [109].
The signal from these devices is much larger than those produced by GMR
devices which makes them attractive for use in read heads and other magnetic
sensor applications. Many hard disk drives today contain MTJ read heads [110].
TMR values of 500 % have been reported [111].
4.5 Data storage media
The storage medium comprises a thin magnetic layer, where the data is stored, de-
posited onto a substrate. The most common disk substrate material is an Al-Mg
alloy [112][113]. A 10 µm thick nickel phosphide layer is plated onto the substrate
to allow easy polishing [11]. The use of glass substrates is common for mobile ap-
plications where shock resistance is important.
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(a) Parallel magnetisation
(b) Anti-parallel magnetisation
Figure 4.7: Basic TMR structure and electron spin tunneling.
Particulate magnetic media were used in the first few generations of HDDs
[114]. Particulate media consisted of small, needle-like magnetic particles , for ex-
ample γ − Fe2O3 or CrO2, dispersed in polymeric binders. Each particle contained
a single domain that magnetised preferentially with its moment aligned along the
long axis (due to shape anisotropy). Each recorded bit was made up of many of
these particles storing binary data [115].
Iron oxide particles were widely used due to its chemical stability; it is a pollu-
tion free material and can be manufactured at a low cost. γ−Fe2O3 single domain
particles were used in the RAMAC and other tape and disk coatings until the mid
1970s. γ−Fe2O3 particles have a coercivity of around 300 Oe [115] so could only be
used for low recording density applications. Cobalt modified γ−Fe2O3 (Co−Fe2O3)
and other particles such as chromium dioxide, composite of Fe3O4 −Fe2O3, metal-
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lic iron and barium ferrite were used to obtain higher coercivities for higher density
recordings from the mid 1970s onwards [114].
Particulate media were not ideal [115]. Their magnetic constituent occupied
typically only 40 % of the coating volume in tapes and flexible disks and only 20 %
in HDDs [86]. The saturation magnetisation could not be high as the magnetisation
was diluted by the binder. It was difficult to produce a homogenous distribution of
particles without voids, which resulted in less uniform orientation and lower coerciv-
ity. Areal density requirements were increasing at such high rates that the coercivity
of the particulate media could not be tailored easily to meet the requirements. For
these reasons particulate media were phased out by metallic thin film media. Thin
film media could be prepared by electroplating, autocatalytic plating, evaporation
and sputtering [115].
As well as providing smoother surfaces, thin film growth processes produced
nanometer sized grains with far better packing efficiencies and higher coercivities
than particulate media which allowed for higher storage densities [115]. Thin film
HDD media consist of approximately 10 to 50 nm thick polycrystalline magnetic
alloys such as CoPtCr or CoCrTa [116]. Typical grain diameters are about 8 to
10 nm and there are 100 to 500 weakly coupled grains per bit cell [117][118]. The
primary magnetic component is Co, while Pt or Ta is used to increase the coercivity
by increasing the anisotropy. Cr is known to segregate to the grain boundaries,
so reducing the inter-particle exchange coupling between grains leading to reduced
transition noise in Co-alloys having high Cr concentrations [119].
In spite of their desirable hysteresis properties, there are problems associated
with using small particles or grains that are densely packed together for the magnetic
media in storage devices [120]. The first is the effect of inter-particle interactions
(Section 3.3.7) and the second is superparamagnetism, whereby excitation by thermal
energy overcomes the magnetic anisotropy energy and spontaneous reversal of the
magnetic moments of the recording occurs (without any external field), this is further
addressed in Section 4.5.2.
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4.5.1 Important magnetic properties of magnetic recording
media
Since the recorded information is stored as patterns of magnetisation, the magnetic
material must have high remanence, Mr [116]. This in turn calls for high saturation
magnetisation, Ms. The recorded pattern of opposed magnetic dipoles is subject
to demagnetisation and hence the coercivity Hc must also be high enough to allow
permanent stable storage.
In general a large squareness ratio (SQR) is desired for a recording medium (i.e.
a large square hysteresis loop) [121]. The SQR is given by the ratio of (Mr/Ms). A
square loop means that there are two distinct stable magnetisation states, and that
the magnetisation takes place at a well defined magnetic field strength. The mag-
netisation reversals must be sharply defined. This calls for a narrow distribution of
switching fields, this is the switching field distribution (SFD) and is defined by the
dM/dH curve and ∆H/Hc where ∆H is the full width at half maximum [115](see
Fig. 4.8).
Figure 4.8: Magnetic hysteresis loop indicating certain properties important for
media materials.
The loop shown in Fig. 4.8 represents a realistic curve. Fig. 4.9 shows the
hysteresis loops in the magnetic easy and magnetic hard directions of a sample
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with uniaxial magnetic anisotropy in an ideal scenario. For the FePt studies in this
project it is hoped that a large square loop in the perpendicular magnetisation di-
rection can be achieved.
(a) Magnetic easy direction (b) Magnetic hard direction
Figure 4.9: Ideal hysteresis loops of a magnetic uniaxial sample.
4.5.2 Recording media challenges
Thermal stability is an important obstacle for increasing areal bit density of current
magnetic recording beyond 1 Tbit/in2. The writability of the medium and signal
to noise ratio (SNR) are also heavily researched topics because a trade-off between
these three obstacles (i.e. thermal stability, writability and SNR) is necessary [84].
Thermal stability
The anisotropy constant, Ku, is related to the magnetisation energy barrier for re-
versal by the equation ∆E = KuV, where V is the magnetic switching volume (or
bit cell volume), see Fig. 4.10.
To maintain thermal stability, the energy barrier ∆E (or stored magnetic energy,
KuV ) must be larger than the thermal fluctuation energy kBT by a minimal stability
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Figure 4.10: Energy barrier for magnetisation reversal.
ratio, i.e. ∆E>50 to 70 kBT [3] where kB is the Boltzmann’s constant and T is
the absolute temperature. However, the reduction of the grain volume leads to
the reduction of KuV (∆E). The energy required per unit volume to rotate the
magnetic moments away from the easy direction (the anisotropy energy) must
therefore increase in order to maintain thermal stability [122] [123]. Currently used
Co- based alloys have a relatively low anisotropy energy, whereas the L10 phase of
FePt with its very high Ku is an ideal candidate.
Signal to noise
The signal to noise ratio (SNR) of the magnetic read-out signal is approximately
given by the expression 4.2 [124]:
SNR = log10(N). (4.2)
That is, the SNR is proportional to the number of grains per bit, N . When bit
sizes become smaller and smaller, the volume of the individual media grains should
decrease to maintain a near constant number of grains per bit in order to satisfy the
SNR requirements. However smaller grains are thermally unstable and interparticle
interaction effects also increase [125]. The magnetic exchange coupling between
grains contributes to noise. If the intergrain magnetostatic and exchange interaction
can be reduced, the media noise could be reduced significantly [126].
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Writability
Switching of magnetisation occurs at Hsw = 2Ku/Ms [116][124]. The absolute easy
axis switching field Hsw is uniquely determined by the uniaxial anisotropy constant
Ku and the saturation magnetisation Ms [127]. Increasing Ku increases Hsw. The
ratio Ku/Ms cannot exceed the write field capability of the head.
Thus, the writability of the recording medium is limited by the magnetic writing
field generated by the write head. Materials with high Ku require high switching
fields. At present, very high Ku media would not be writable using conventional
inductive write heads. Assist strategies such as heat assisted magnetic recording
(HAMR) [128], microwave assisted magnetic recording (MAMR) [129], tilted media
[125] and exchange coupled composites [130] will be required for high Ku media.
4.6 High Ku materials
L10 FePt belongs to the tetragonal L10 family of ferromagnets. Other members of
this family include CoPt, FePd [131] and MnAl alloy systems [3][132]. The tetrago-
nal L10 ferromagnets all exhibit high uniaxial magnetocrystalline anisotropies, Ku,
of about 107 to 108 ergs/cm3 [133]. L10 CoPt and FePt, due to their high uniaxial
magnetocrystalline anisotropy (4.9 × 107 ergs/cm3 and 6.7 × 107 ergs/cm3) and
chemical stability have been widely investigated in recent years in view of their po-
tential application for ultra high density recording media. Table 4.1 compares the
magnetic properties of L10 CoPt and FePt with some other ferromagnetic materials
[3] and shows that the FePt system has Ku of about 15 times larger than in hcp
Co and over 30 times larger than in advanced CoPtCr media alloy. The high Ku
associated with the L10 phase allows for a minimum thermally stable grain size of
2 to 3 nm [134] [135].
The crystal structure of L10 phase CoPt and FePt is a chemically ordered
phase and at the equiatomic composition comprises of alternating atomic planes of
Co or Fe and Pt along the unit cell c-axis. In the CoPt system, the as deposited
films are generally not chemically ordered and exhibit soft ferromagnetic properties.
The desired L10 ordered phase can be obtained by annealing at moderately high
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Material Ku (10
7 erg/cm3) Ms (emu/cm
3) HSW (kOe)
Co - alloys
CoPtCr 0.20 298 13.7
Co 0.45 1400 6.4
Co3Pt 2.0 1100 36
L10 phases
FePd 1.8 1100 33
FePt 6.6 - 10 1140 116
CoPt 4.9 800 123
MnAl 1.7 560 69
Rare earth transition metals
Fe14Nd2B 4.6 1270 73
SmCo5 11-12 910 240-400
Table 4.1: Magnetic properties of L10 and other ferromagnetic alloys, (from [3]).
temperatures (over 500 ◦C) [136]. However, high annealing temperatures leads to
considerable particle coalescence. There have been a number of investigations to
reduce the ordering temperature for example by the use of underlayers [137].
A number of processing routes have been used to fabricate L10 CoPt, these
include sputter deposition with subsequent annealing [138], sputtering at elevated
temperatures [139] [140], ion irradiation of disordered films [141], annealing of Co/Pt
multilayers [142], depositing onto single crystal structures, molecular beam epitaxy
[143] and by chemical synthesis [144] [145]. More recently Newman et al. [146] have
demonstrated the fabrication of L10 CoPt by co-sputtering Pt, Co and silicon nitride
followed by rapid thermal annealing. This route embeds the magnetic particles into
a silicon nitride matrix and has been shown to be a promising route for fabricating
L10 CoPt . A similar idea is presented in this thesis but using FePt since L10 FePt
exhibits a higher magnetocrystalline anisotropy which makes it a better candidate for
high density recording media. However, it is expected that FePt will be significantly
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more challenging to fabricate since Fe is more susceptible to oxidation than Co.
4.7 Crystal structures
Before continuing on to discuss the structure and phases of L10 FePt it is useful
here to review the basics of crystallography.
Crystalline solids have a highly regular arrangement of atoms, in a repeating
3-D pattern (called a lattice) [147]. The manner in which the atoms are arranged
in a crystal is known as its crystal structure. The simplest, smallest repeating unit
in a crystal from which the overall structure can be constructed is known as the
unit cell; it is the building block of the crystal. The pattern of points made by the
comers of the unit cells when they are packed together is called the space lattice [148].
The shape and size of a unit cell can be defined by six lattice constants [149].
Three of these are its axial lengths (lengths of the edges of the unit cell along its
major axes) which are usually denoted a, b and c. The other three constants are its
inter - axial angles, which are usually denoted α, β and γ, see Fig. 4.11. In some
crystal structures the edge lengths are equal (a = b = c), so only lattice constant a is
used to describe its dimension. Knowledge of crystal structure and lattice constant
values are used to calculate distances between neighbouring atoms in a crystal, as
well as determining some of the crystal’s physical and electrical properties [150].
Figure 4.11: The edge lengths (a, b, c) and axial angles (α, β, γ) of a unit cell.
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There are seven crystal classes and these are shown in Table. 4.2.
Category Description Edge lengths Internal angles
Cubic Three equal axes at right angles (a = b = c) (α = β = γ = 90◦)
Tetragonal Three axes at right angles, two equal (a = b 6= c) (α = β = γ = 90◦)
Monoclinic Three unequal axes, one pair not at right angles (a 6= b 6= c) (α = γ = 90◦ 6= β)
Orthorhombic Three unequal axes at right angles (a 6= b 6= c) (α = β = γ = 90◦)
Rhombohedral Three equal axes, equally inclined (a = b = c) (α = β = γ 6= 90◦)
Hexagonal Two equal axes at 120◦, third axes at right angles (a = b 6= c) (α = β = 90◦, γ = 120◦)
Triclinic Three unequal axes, unequally inclined and none at right angles (a 6= b 6= c) (α 6= β 6= γ 6= 90◦)
Table 4.2: The seven unit cell categories.
The two lattice structures of FePt that are of particular interest this thesis are
the cubic and tetragonal structures, and so discussion on the other structures shall
be omitted, however detailed information on the other structures can be found in
books on crystallography such as those by Hammond [151] and Tilley [147].
Within the cubic category there are three lattice arrangements, shown in Fig.
4.12. These are known as the simple cubic (or primitive) where the atoms are found
only at the corners of the unit cell, body centred cubic (bcc) where atoms are found
at the corners and in the centre of the unit cell, and face-centered cubic (fcc) where
the atoms are found at the corners of the unit cell and on 2 (or more) faces. The
tetragonal class consists of lattice arrangements similar to those in the cubic cate-
gory, shown in Fig. 4.13, with the difference that the c edge length is longer. These
are known as the simple (or primitive tetragonal), body centered tetragonal (bct)
and face centered tetragonal (fct).
(a) (b) (c)
Figure 4.12: The cubic crystal class, (a) primitive, (b) bcc and (c) fcc.
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(a) (b) (c)
Figure 4.13: The tetragonal crystal class, (a) primitive, (b) fcc and (c) fct.
4.7.1 Miller System
The Miller system is a labelling system that uses combinations of integers or indices
to define crystallographic directions and planes [151]. The Miller indices , (h,k,l) are
a set of numbers which quantify the intercepts and thus may be used to uniquely
identify the directions and planes [152]. The letters h, k and l refer to the principle
axes x, y and z. For directions, the index is the axis coordinate of the end point of the
vector, converted to nearest whole numbers. For planes, the index is the reciprocal
of the value of the intersection of the plane with a particular axis, converted to whole
numbers. The basics are summarised below by considering a simple cubic system.
Miller indices : Directions
A crystallographic direction is basically a vector between two points in the crystal.
Consider the example in Fig. 4.14 where a crystallographic direction has been drawn
in the unit cell and is shown by a dotted blue arrow. The projection of the vector
onto the three axes in terms of the unit cell dimensions is as follows: x = 1, y =1
and z = 0.5. To arrive at the Miller index the vector is expressed as a set of whole
numbers and enclosed in square brackets. For the example shown, the numbers are
multiplied by two to remove the 0.5 and the Miller index shown is [221]. Directions
are indicated by square brackets, i.e. [hkl]. Families of square brackets are indicated
by angle brackets, i.e. 〈hkl〉. An example of a family of directions is 〈100〉= [100],
[010], [001], [-100], [0-10] and [00-1], corresponding to directions defined by the
vectors x, y and z in both positive and negative directions [153].
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Figure 4.14: Miller indices (h, k, l) and example crystallographic direction, repre-
sented by the blue arrow.
Miller indices : Planes
The orientation of a surface or a crystal plane may be defined by considering how
the plane intersects the main crystallographic axes of the solid. Assignment of Miller
indices of crystal plane involves identifying the intercepts on the x, y and z axes.
For the cubic system shown in Fig. 4.15 with unit dimensions of a × a × a, the
green plane, or surface, displays the intercepts a,∞,∞. If the plane is parallel to
an axis, it is said to cut at ∞. Once identified, these coordinates are converted to
fractional coordinates by dividing by the respective cell dimension, for example, a
point (x, y, z) in a unit cell of dimensions a × b × c has fractional coordinates of
(x/a, y/b, z/c). Therefore, in the case of the green surface, the fractional intercepts
are a/a, ∞/a, ∞/a (i.e 1,∞, ∞). The Miller indices are the reciprocals of the
fractional coordinates. The reciprocals of 1 and ∞ are 1 and 0 respectively, thus
yielding (100) for the green surface. Planes are indicated by rounded brackets, (hkl)
and families of planes are indicated by curly brackets, i.e. {hkl}. An example of a
plane family is as follows: {100} = (100), (010), (001), (-100), (0-10), and (00-1).
These are all six faces of a cube.
4.8 L10 FePt structure and phases
Equiatomic FePt has two main crystal structures. These are face centred cubic (fcc)
and face centred tetragonal (fct), shown in Fig. 4.16.
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Figure 4.15: Miller indices (h, k, l) and three equivalent planes are shown for a cubic
unit cell.
(a) fcc FePt
Pt atom
Fe atom
(b) fct FePt
Figure 4.16: Two main crystal structures of equiatomic FePt.
In fcc FePt the probability of each face and corner site being occupied by either
Fe or Pt is the same; i.e. Fe and Pt atoms are randomly arranged. The lattice
constants a = b = c and all angles are 90◦. As deposited FePt usually takes the fcc
phase which is a disordered structure with soft magnetic properties [154] [155].
In the fct phase, otherwise known as the L10 structure, the Fe and Pt are atom-
80
ically ordered, comprising of alternating atomic planes of Fe and Pt along the unit
cell “c-axis” which is the easy axis. The lattice constants a = b 6= c and all angles
are 90◦. An important crystallographic feature of the L10 structure is its c/a ratio.
The lattice constant, a, of L10 FePt is slightly larger than lattice constant, c. In
L10 FePt a = 3.85 A˚ and c = 3.71 A˚ giving c/a of 0.96 [156].
It is the fct L10 chemically ordered phase that has attracted considerable at-
tention as a candidate for next generation data storage media, due to the strong
magnetocrystalline anisotropy along specific crystallographic directions, large Ms
and high corrosion resistance. The high magnetic anisotropy is thought to be at-
tributed to the strong coupling between the 3d electrons in Fe and the 5d electrons
in Pt [65].
4.9 Challenges for FePt
Before FePt can be used as magnetic media, several key problems must be overcome:
1. Controlling the easy axis orientation in the out-of-plane direction with the
easy axis distribution of less than 5 degrees [135][157][158].
2. Reduction of ordering temperature [159][160].
3. Reduction of grain size while ensuring a narrow particle size distribution and
magnetically decreasing the exchange interaction between neighbouring grains
(as this increases as the grain size diminishes) [161][162].
The additional problem of the ease at which Fe reacts with oxygen makes FePt
a sensitive material to produce and special measures may be required during its
fabrication, particularly during any heat treatment.
4.9.1 Controlling the easy axis
An important aspect regarding magnetic anisotropy in L10 systems is that it strongly
develops along the c-axis, which corresponds to the stacking direction of alternate
pure planes of both elements. A consequence of obtaining structures with this c-axis
perpendicular to the plane is the appearance of perpendicular magnetic anisotropy
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[158].
In general, FePt films deposited directly onto amorphous substrates tend to
possess a (111) texture since the close packing plane of the L10 FePt structure is
the (111) plane and surface energy is minimised. This leads to the tilting of the
[001] axis about 36◦ away from the film’s plane (Fig. 4.17) [163]. For perpendicular
magnetic recording applications the orientation of FePt should have the c axis (or
[001] axis) perpendicular to the film plane [157] (refer to Fig. 4.16(b)).
Pt atom
Fe atom
L1
0
(111) FePt
b
a
Easy axis, c
Figure 4.17: Tilting of the [100] axis for fct FePt.
The growth of thin films is affected by thermodynamic and kinetic factors [6][164].
The crystal structure, and hence preferred orientation, are closely related to surface
free energy, interface energy and strain energy; all of which contribute to the total
energy of the system [165].
Surface energy
Surface energy is the work stored in a system that can be used to create a surface [52].
All surfaces are energetically unfavourable [166]. Surface energy can be minimised
by:
1. By reducing the amount of surface area exposed
2. By predominantly exposing surface planes which have a low surface free energy
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3. By altering the local surface atomic geometry in a way which reduces the
surface free energy
Systems already possessing a high surface energy (as a result of the preparation
method) will not always readily interconvert to a lower energy state at low tem-
peratures due to the kinetic barriers associated with the restructuring. In FePt, to
minimize the surface energy, the film develops the (111) texture, since (111) is the
closest-packed plane [167].
Interface energy
The excess reversible work required to generate a unit area of an interface is known as
the interfacial free energy [168]. For the initial growth of a thin film , it is the energy
contribution that exists at the substrate – film interface. Interfacial energies are
minimized when the contact angle of growing atoms is at minimum to the substrate
[169]. In the case of a single crystal substrate, the film – substrate interface energy
also depends on the orientation of the grain lattice with respect to the substrate
lattice [170][171]. Since the interface free energy is the contribution to the free
energy of a system due to the presence of an interface separating two coexisting
phases at equilibrium, interfacial energies exist between grains and by introducing
materials into grain boundaries of for example, FePt films, the interfacial energy can
be reduced [172].
Strain energy
The transformation of FePt from the fcc disordered phase to the fct ordered phase
involves the expansion of the a lattice parameter and the contraction of the c lattice
parameter [173]. This distortion is unfavorable as it generates a high strain energy
which then becomes an activation barrier for ordering [174].
Since it is the process and energetics of thin film formation that leads to the
atomic arrangement of a crystal structure, its orientation is affected by many prepa-
ration factors [174]. Therefore, by controlling the preparation processes of a mate-
rial, the total free energy and orientations of growing films may be tuned. Much
attention has been paid to seek appropriate substrates, seed and buffer layers for
reducing the total energy of FePt film growth and so to promote the growth of FePt
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with the (001) texture [175][176]. For example, MgO underlayers or MgO substrates
have been used widely to decrease the lattice misfit between film and substrate [177]
[178] [179]. Unfortunately, single crystalline MgO substrates are of high cost, there-
fore not acceptable for commercial applications [180].
The addition of Cr [122], CrRu [181], combined Ta/MgO [182] and RuAl [183]
underlayers have also been used to to promote the perpendicular orientation. FePt
films with perpendicular magnetic anisotropy have also been achieved from alternat-
ing [Fe/Pt]n multilayer films [184], [185]. However, multilayers result in higher cost
and post annealing may result in undesirable diffusions between the FePt magnetic
layers and underlayers [186].
4.9.2 Reduction of ordering temperature
Generally, using magnetron sputtering methods at low substrate temperatures pro-
duces FePt films with a disordered face centred cubic (fcc) structure. Annealing
temperatures of over 500 ◦C are necessary to transform FePt films from the disor-
dered fcc phase to the face centred tetragonal (fct) ordered structure. Above 650
◦C is usually required for nano composite/granular films [161]. Sun et al. [187]
reported that 4 nm diameter nanoparticles were produced by a chemical synthesised
procedure without sputtering, but annealing at 580 ◦C during the assembly stage of
synthesis was still required to get high Ku .
High processing heat treatment of the as deposited soft fcc structure leads to
both grain size and exchange coupling increases, which are unfavourable for obtain-
ing high recording density and SNR [188]. As a result much effort has focussed on
decreasing the ordering temperature of FePt films.
Through the addition of additional materials to FePt, such as nitrogen [189], Cu
[134], [190] , TiN [180], Ag [191], CrRu [192] and Al [193] the ordering temperature
has been reduced to as low as 350 ◦C [192]. Underlayers have also been introduced
to transform the kinetics of the transformation or to improve the lattice mismatch
between the film and the substrate. Underlayers such as Bi [159], MgO [160], Ag
[194], Cr [195] and Cu [190] have shown good promise. The L10 texture was shown
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to appear at 300 ◦C with use of the Cr underlayer. Multilayering of Fe and Pt [184],
[185], deposition onto heated substrates [196], ion irradiation [197] and the addition
of top layers such as MgO [198] and Ag [199] have all been used in efforts to reduce
the ordering temperature.
Lattice strain can also influence phase transformation and so attempts to re-
duce the ordering temperature by means of controlling lattice strain has also been
investigated [135].
Although some of the above methods have produced (001) textured FePt with
high coercivities in the temperature range 300 ◦C to 400 ◦C (either by depositing in
this temperature range or by post deposition annealing) , only partial transformation
from the fcc phase took place. The coexistence of fcc FePt and L10 FePt particles
are not favored for high density recording applications [192].
4.9.3 Reduction of grain size
The addition of non-magnetic materials into the FePt magnetic films to form granu-
lar films is an efficient method for controlling grain size. Materials such as W [200],
Au [201], SiO2 [202], B2O3 [203] and Cr [204] have shown promising applications in
controlling FePt grain sizes and magnetic coupling in the composite films. Xu et
al. [205] found that when embedding FePt particles in a C matrix increasing the
concentration of C decreased the grain size and intergrain interaction . The growth
conditions and post annealing methods can also contribute to the reduction of grain
sizes, for example Suzuki et al. [206] showed that grain size decreased significantly
with increasing the heating rate of rapid thermal annealing. This was confirmed by
Eppler et al. [207].
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Chapter 5
Multi-ferroism
An introduction to the topic of multi-ferroic (MF)materials is given in this chap-
ter, followed by a description of the ideas in using MF devices for data storage
applications. Multi-ferroic materials possess multiple functional properties. They
usually exhibit at least two of the three primary ferroic orders: ferromagnetism,
ferroelectricity and feroelasticity [208][209]. The ferromagnets have a spontaneous
magnetisation (M) that is switchable using an applied magnetic field (H). Ferro-
magnetic materials have already been discussed in Chapter 3 so only a description
of the other two ferroic orders is provided.
5.1 Ferroelectricity
Ferroelectric materials have a spontaneous electric polarization (P) that is switchable
by applying an electric field (E) [210]. They possess permananent non-zero dipole
moments and are classed as ‘polar’ [62].
The electric dipole moment
An electric dipole moment consists of two equal and opposite charges, q and −q,
separated by a distance, l. The moment of the dipole, µ, is a vector of magnitude
that points from the negative charge to the positive charge [211]:
µ = ql. (5.1)
86
The dipole moment in ferroelectric materials arises from the existence of an im-
balance in the distribution of electric charge [52]. For example, the structure shown
in Fig. 5.1(a) is said to be non-polar. Its constituent ions have a centrosymmetric
arrangement and so there is no net dipole moment. In Fig. 5.1(b), however, the
central negative ion (negative ions are known as cations) is displaced relative to the
corner positive ions (positive ions are known as anions). This displacement causes
an imbalance of electric charge [73], leading to a net dipole moment and so the
structure is said to be polar. The polarization, P, of a sample is the electric dipole
moment density, i.e. the total dipole moment per unit volume [52].
+
4
-
+
+
+
(a) Non-polar crystal structure
+
+
+
+
4
-
(b) Polar crystal structure
Figure 5.1: (a) A non-polar crystal structure displaying a centre of symmetry. (b)
Cation displacement resulting in polarization; the red arrow shows movement of the
cation possessing a charge of 4−.
.
In an electric field, E, any dipole moments within a polarized material which
lie parallel to the electric field are lowered in energy, while moments that lie per-
pendicular to the field are higher in energy and moments that lie anti-parallel are
even higher in energy. This induces a driving force to minimise the energy, such
that all dipole moments align with the electric field [73][212]. For a material to
be ferroelectric it must be insulating; otherwise an applied electric field will cause
current to flow rather than re-orient its polarization.
Ferroelectric materials possess properties which are analogous to ferromagnets,
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for example the presence of ‘ferroelectric domains’ (regions of oppositely oriented
polarization within the sample)[213][214][215]. They also show a hysteretic response
to an applied electric field (Fig. 5.2). Typical ferroelectric P-E hysteresis loops are
similar to M-H hysteresis loops in ferromagnets. Due to the properities of domains
and hysteretic behavious, ferrolectrics also find their way into data storage applica-
tions, e.g. ferroelectric random access memories (FRAM) [216][217][218].
Figure 5.2: Characteristic P-E hysteresis loop for a ferroelectric material.
5.2 Ferroelasticity
A ferroelastic material is defined as a material that has a spontaneous deforma-
tion that is switchable with an applied mechanical stress [57]. Below a transition
temperature, Tc, a ferroelastic material has ferroelastic orientation states that are
separated by domain walls. These states can be re-orientated to one of the other
crystallographically equivalent states under the influence of an externally applied
stress [219] as one orientation state may be favoured over the other(s). The switch-
ing process, called a ferroelastic phase transition, is a displacive structural phase
transition that gives rise to an observable shape change in the material. Above Tc,
the material is ‘paraelastic’ and no domains exist [220][221].
88
Fig. 5.3 illustrates ferroelastic behaviour for the well known ‘shape memory
alloys.’ Shape memory alloys are a class of ferroelastic materials that are able
to change their crystallographic structure via stress or temperature induced phase
transformations [222][223]. The crystallographic structural changes can be observed
as deformations, and are recoverable once the stress has been removed or the orig-
inal temperature restored. Fig. 5.3 depicts a crystallographically ordered phase
(known as ‘austenite,’ represented by A) and a crystallographically less ordered
phase (known as ‘marstenite,’ represented by M). When stress, σ, is applied to the
austenite phase, a shear-like strain is produced and transformation to the marstenite
phase occurs. The figure shows the stress applied in two opposing directions (+σ
and -σ) producing two distorted marstenite phases (+M and -M). When the stress
is removed, the martensite reverts to austenite and correspondingly returns to its
original geometry exhibiting zero strain [224].
Figure 5.3: Stress induced strain on austenite (A), resulting in two phases of
marstenite (+M and -M).
Temperature changes may also cause this type of crystallographic deformation.
Cooling a shape memory alloy below a critical temperature (which depends on the
specific alloy) causes an austenite phase to transform into the marstenite phase
which is reversible if the original temperature is restored [225][226].
A measure of the crystal distortion is the “spontaneous strain”, analogous to
the spontaneous magnetisation and polarization associated with ferromagnetic and
ferroelectric transitions, respectively [227]. Since the work contained in this thesis
is concerned with stress induced strain, their definitions are given below.
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Stress and strain
Stress, σ, in its simplest term is a force, F , divided by the area, A, across which it
is applied (applies only for uniform cross section) [211].
σ =
F
A
. (5.2)
Strain, ǫ, is simply a ratio of a change in dimension, ∆l, to the original dimension,
l, [211]:
ǫ =
∆l
l
. (5.3)
Whilst ferroelasticity can occur independently of other ferroic orderings, it also
often accompanies ferroelectricity. The coupling between strain and polarization
in ferroelectrics leads to a mechanical deformation that is coupled to the ferro-
electric polarization. This coupling manifests itself in the widely used “piezoelec-
tric response” of ferroelectrics [228][229]. Ferroelectric ferroelastics are therefore
a well established group of multi-ferroics used in sensor and actuator applications
[230][231][232][233].
5.3 The piezoelectric effect
Piezoelectricity is a property exhibited by certain classes of materials. When me-
chanical pressure is applied to these materials, a strain is produced that results in
a change in the dipole moments, that is, they become electrically polarized. This
in turn produces a voltage that is proportional to the pressure applied [234]. This
conversion of mechanical energy to electrical energy is known as the direct piezoelec-
tric effect [235][236]. Conversely, when an electric field is applied to a piezoelectric
material, the crystalline structure changes shape, producing dimensional changes.
This is known as the inverse or converse piezoelectric effect [236]. When the electric
field is removed, the dipoles remain locked in alignment, giving the material a re-
manent polarization and permanent deformation as well as making it permanently
polarized (hysteresis behaviour). All ferroelectric materials are piezoelectric but not
all piezoelectric materials are ferroelectric [73]. Quartz is a well known example of
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a material that is piezoelectric but not ferroelectric.
The piezo-response of a material can be described by the constants known as the
“piezoelectric charge coefficient” or the “piezoelectric voltage coefficient” [237][238].
Piezoelectric charge constant
The piezoelectric charge coefficient, d, is the ratio of electric charge generated per
unit area to an applied force. The units of d are m/V or C/N .
d =
strain developed
applied field (V/m)
=
charge density (C/m2)
applied stress (N/m2)
(5.4)
Piezoelectric voltage constant
The piezoelectric voltage coefficient, g, is the ratio of the electric field produced to
the mechanical stress applied. The units of g are m2/C or V m/N .
g =
strain developed
applied charge density (C/m2)
=
field developed (V/m)
applied mechanical stress (N/m2)
(5.5)
Usually the charge and voltage coefficients contain two subscripts, i and j e.g. dij
and gij, where i represents the direction of applied electric field and j the direction
of induced displacement. The symmetry axes of a piezoelectric crystal is shown
in Fig. 5.4. The direction of polarization is conveniently taken as axis 3, with
axes 1 and 2 perpendicular to this. The terms 4, 5 and 6 apply to shear strains
associated with the 1, 2 and 3 directions. For example for the charge coefficient d33,
the first subscript indicates that the electrodes are perpendicular to axis 3 and the
second subscript indicates that the piezoelectric induced strain or the applied stress
is in direction 3. For the voltage coefficient g15, the first subscript indicates that the
electrodes are perpendicular to axis 1 and that the applied stress, or piezoelectrically
induced strain is in shear around axis 2.
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Figure 5.4: Defined symmetry axes for a piezoelectric crystal.
5.4 Lead zirconate titanate
Lead zirconate titanate (PZT) ceramics, with the general formula Pb(Zr1−xTix)O3
are widely used as sensors and actuators due to their excellent dielectric, ferroelec-
tric and piezoelectric properties [239][240]. PZT is used for the the work described
in Chapter 8 and so some background to this material is provided in this section.
PZT belongs to the structural family of perovskites, having the crystal struc-
ture of the form ABX3, where A is a large cation, B a smaller cation and X an
anion [241][242][243]. PZT is non-polar (also known as paraelectric) above its Curie
temperature of 766 K [244], and has the cubic perovskite structure (Fig. 5.5 (a)).
The cubic perovskite structure is characterized by a small cation B (Ti4+ and Zr4+
occupying the B site at random) at the centre of an octahedron of oxygen anions,
with large cations A (Pb), at the unit cell corners. Above its Curie temperature it
possess no spontaneous dipole, so behaves like a simple dielectric (where an applied
electric field induces an electric polarization, which returns to zero when the field is
removed). Below the Curie temperature the structure undergoes a phase transition
to form a ferroelectric tetragonal (spontaneous polarization along the 〈100〉 direc-
tion), or rhomohedral phase (spontaneous polarization along the 〈111〉 direction).
These directions and their equivalent variants are shown in Figs.5.5 (b) and (c).
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(a)
(b)
(c)
Figure 5.5: (a) The cubic perovskite structure, (b) arrows to show the six equivalent
〈100〉 directions that results in the tetragonal crystalline phase, (c) arrows to show
the eight equivalent 〈111〉 directions that results in the rhombohedral crystalline
phase.
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The spontaneous polarization of the ferroelectric phase is derived largely from
the electric dipole moment created by the movement of the Ti ion from the centre
of the O6 octahedra. Every unit cell over a large domain acquires an electric dipole
moment that persists even in the absence of an electric field.
Thin film PZT itself is a candidate for non-volatile memories due to its excellent
ferroelectric properties, such as high remanent polarization and low coercive field.
However, reliable polarization cycling of the data and data retention needs to be
improved before it can be widely used [245].
5.5 Combining ferromagnetism and ferroelectric-
ity
Being able to control magnetization, M, with electric fields, E, and vice versa, is
a particularly attractive field for microelectronic devices. The coupling between
the ferromagnetic (FM) and ferroelectric (FE) orders produces an effect known as
the magneto-electric (ME) effect [246][247]. The ‘direct’ effect (MEH) is the
magnetic field control of electric polarization ∆P = αH∆H where α is the ME
coefficient. The ‘converse’ effect (MEE) is the electric control of magnetisation
(∆M = αE∆E) [248][249]. An interesting potential application that could result
from strong coupling between the magnetic and ferroelectric orderings is data stor-
age devices [250][251][252]. If re-orientation of the magnetisation were to also cause
re-orienration of the electric polarization, it would then be possible to write or detect
recording data bits with either electric or magnetic fields [253].
Despite their similarities (e.g. behaviour in external field, anomalies at a critical
temperature, domain structures), the origins of ferromagnetism and ferroelecticity
in solids are very different. Magnetism is related to ordering of electron spins in
incomplete shells [254], ferroelectricity results from the relative shifts of negative
and positive ions [62].
The coexistence of these two orders in a single material (single phase) is rare.
This is because magnetism requires transition metal ions with partially filled d shells,
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as the spins of electrons occupying completely filled shells add to zero and do not
participate in magnetic ordering [51]. The exchange interaction between uncom-
pensated spins of different ions gives rise to long range magnetic ordering. Most
ferroelectrics are transition metal oxides, in which the transition metal ions have
empty d shells [255][256]. These positively charged ions like to form ‘bonds’ with
one or several of the neighbouring negative oxygen atoms (electrons from the filled
oxygen shell are effectively shared into the empty d shell of the transition metal
ion). This collective shift of cations and anions inside a periodic crystal induces
bulk electric polarization [212][244].
Therefore, for ferroelectricity and magnetism to co-exist in a single phase, the
atoms that move off-centre to form the electric dipole moment should be different
from those that carry the magnetic moment [257]. Single phase multi-ferroics ex-
hibiting ferromagnetic and ferroelectric properties belong mainly to two groups -
the hexagonal manganites and the Bi-based perovskites, e.g. TbMnO3 and BiMnO3
[257].
The development of single phase MF materials for device applications has not
yet been successful mainly due to one important reason. Most of them have low
Ne´el or Curie temperatures, which are below room temperature, and so exhibit the
ME effect only at low temperatures [258].
Attractive alternatives are hybrid or composite systems where a ferromagnetic
(FM) and ferroelectric (FE) compound are artificially assembled, making use of
the magnetostrictive and piezoelectric properties that these materials possess to
generate the required coupling. All pure substances, including ferromagnetic mate-
rials exhibit magnetostriction [51]. Magnetostriction is the changing of a material’s
physical dimensions in response to changing its magnetisation (in other words, a
magnetostrictive material will change shape when it is subjected to a magnetic
field)[259]. Ferroelectric materials display piezoelectric properties and include the
lead titanates, lead zirconates, lead zirconate titanates (PZT), barium titanates,
barium tantalate and lead magnesium niobates.
In such composites, the ME arises from the product of the magnetostrictive ef-
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fect (magnetic/mechanical effect) in the magnetic phase and the piezoelectric effect
(mechanical/electrical effect) in the ferroelectric phase [260]. An applied magnetic
field thus induces an electric field, and an applied electric field induces a change in
magnetic permeability in the composite [261].
In the case of the direct effect, MEH , when a magnetic field is applied to the com-
posite the magnetostrictive material is strained and changes its shape. The strain
induces a stress on the piezoelectric which generates the electric field [261][262].
In the converse effect, MEE, when an electric field is applied to the piezoelectric
material strain is produced in it, which is transferred as stress to the magnetostric-
tive material. This causes the change in magnetic permeability of the material [263].
The ME response is described by the fundamental ME parameter known as the
ME susceptibility (αme), given as:
αme =
∆P
∆H
(5.6)
in units of (s/m), where P is the polarization and ∆H is the applied magnetic field
[264].
The composite approach allows for flexibility in tailoring the ME response
through the choice, ratio and microstructure of the constituents. Room temper-
ature ME coupling co-efficients have been achieved that exceed the low temperature
values found in single phase compounds by three to five orders of magnitude [265].
As an example, laminate composites consisting of magnetostrictive Tb1−x DyxFe2
(or Terfenol-D) and piezoelectric PbZr1−xTixO3 (PZT) offers a high αme in the 10
−8
s/m region [247] compared to αme of 2 to 3×10
−12 s/m offered by the single phase
Cr2O3 crystals [266]. Composite magneto-electric multi-ferroics could find uses in
attenuators, filters, field probes and data recording devices based on electric control
of magnetisation and vice versa. Other applications include electric current sensors
and magnetic field sensors [267].
Though much work on MF composites has been concentrated on bulk materials,
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the focus has now turned to thin film nanocomposites, which would provide more
degrees of freedom, such as lattice strain or interlayer interaction to modify ME
behaviour [268][269].
5.6 Magneto-electric coupling mechanisms
There are three main coupling mechanisms between the ferroic order parameters that
are widely explored: interface charge mediated coupling , exchange bias mediated
coupling and strain mediated coupling [270][271]. Each one is outlined below with
the latter mechanism (strain mediated coupling) more directly related to the work
described here.
5.6.1 Interface charge mediated coupling
Interface charge mediated coupling is a carrier-mediated mechanism and occurs at
the interface between a dielectric insulator and a magnetic metal. As an example,
for a structure FM ‖ non polar dielectric ‖ FM (Fig 5.6); if an external electric
field is applied free carriers accumulate at the capacitor plates. Negative charges
accumulate at one end of the dielectric, and positive charges at the other end. Spin
up electrons of the FM accumulate at the positive side of the dielectric whilst there
becomes a depletion of spin up electrons from the negative side of the dielectric. In
metallic systems, the materials’ intrinsic magnetic properties are primarily deter-
mined by unpaired electrons in the d-orbital with energies close to the Fermi energy
[254][73]. Theses properties will be affected by changing the electron density at the
Fermi energy under an applied field. A change in magnetisation in the metal at the
interface will be induced by the field [270].
5.6.2 Exchange bias mediated coupling
Exchange bias mediated coupling is displayed in multi-ferroic materials that cou-
ple antiferromagnetic and ferroelectric behaviour [272]. YMnO3 and HoMnO3 are
examples of such materials [272][273]. A good example to describe exchange bias
mediated coupling is BiFeO3 (BFO). BFO is a very rare room temperature multi-
ferroic material with a high ferroelectric Curie temperature (1143 K )[274] and a
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Figure 5.6: Carrier mediated mechanism.
high antiferromagnetic Ne´el temperature (673 K ) [275]. Two successive coupling
interactions are exploited. The first is the coupling interaction that exists within the
BFO between the ferroelectric (FE) and antiferromagnetic (AF) orders in which an-
tiferromagnetic domains can be switched by switching the ferroelectric polarization
[276]. Chu et al. [277] and Lebeugle et al. [274] both showed that with an electric
field the antiferromagnetic domain structure of BFO can be changed. The second
coupling interaction is the well known exchange coupling between a ferromagnet
(FM) and the AF at the interface. So, for a structure comprising a ferromagnet
on top of BFO; if the AF domain structure of BFO is altered by an electric field,
this in turn alters the magnetisation of the FM [277]. Being able to control the AF
domain structure is considered an interesting alternative to conventional current
driven magnetic switching of spin valves [278].
5.6.3 Strain mediated coupling
In FM/FE hybrids an electric field can induce elastic strain in the ferroelectric ma-
terial via the inverse piezoelectric effect or via ferroelectric domain reconfiguration.
This strain is mechanically transferred to the FM layer next to the FE. In the
FM film, inverse magnetostriction modifies the magnetic anisotropy, thus enabling
electromechanical magnetization control [279][280][281]. FM complex oxides and
common FM materials have been used to realise such FM/FE hybrid structures in
order to investgate this coupling interaction. Example oxides and FM materials are
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La1−xSrxMnO3 [282][283], SrRuO3 [284], CoFe2O4 [285][286], Fe [287], CoFe [288]
and Ni [289][290].
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Chapter 6
Characterisation techniques
The characterisation of thin film properties such as structural and magnetic prop-
erties is important not only to understand the underlying physics of the material or
structure, but also to guide in the search for ideal growth conditions. In this chapter
the instrumentation used to characterise the samples prepared in Chapters 7 and 8
is reviewed.
6.1 Vibrating sample magnetometry
The characteristics of magnetic materials are best described in terms of their hystere-
sis loop. A common method for measuring hysteresis loops is by Vibrating sample
magnetometer (VSM).
The working principle of VSM is based upon Faraday’s law of induction which
tells us if the magnetic flux through a coil is changed, a voltage will be produced in
the coil (induced e.m.f) [291]. In addition, how fast the flux is changing is impor-
tant, a quick change induces more e.m.f than a gradual change. So by measuring
this voltage, information about the changing magnetic flux is obtained. A schematic
of a typical VSM is shown in Fig. 6.1.
A sample, typically a circular disc, is mounted onto one end of a non-magnetic
rod and placed in a uniform magnetic field, which magnetises the sample. The
other end of the sample rod is mounted in an electromechanical transducer. The
transducer is driven by a power amplifier which itself is driven by an oscillator at a
fixed frequency. The sample is mechanically vibrated in a vertical direction at a fixed
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Figure 6.1: Schematic of a vibrating sample magnetometer.
frequency [292]. The magnetic stray field from the sample (which is proportional
to the sample’s magnetic moment) changes as a function of time so altering the
magnetic flux through the coils. The changing magnetic flux induces an alternating
voltage signal in the stationary sensing coils that is proportional to the magnetic
moment of the sample [291]. The vibrating sample induced signal in the pick-up coil
system is fed to a differential amplifier. The output of the differential amplifier is
subsequently fed into a tuned amplifier and an internal lock-in amplifier that receives
a reference signal supplied by the oscillator. The output of this lock-in amplifier is a
DC signal proportional to the magnetic moment of the sample being studied [293].
6.1.1 Theory of VSM
According to Faraday the induced voltage, ǫ, in a single winding of a sensing coil is
given by equation 6.1:
ǫ = −
∆φ
∆t
(6.1)
where ∆φ is the change in flux that is responsible for the induced voltage in a cer-
tain time interval, ∆t [71]. The negative sign comes from the fact that the e.m.f
induced in the coil acts to oppose any change in the magnetic flux (Lenz’s law) [294].
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The response of a material to an applied magnetic field is called its magnetic
induction, B. The magnetic induction, B, is the same as the density of flux inside
the medium [57] so within a loop of flat surface area A with N number of coils, B
inside the coils can be written as:
B =
φ
AN
. (6.2)
Faraday’s law can be re-written as:
ǫ = −NA
(
∆B
∆t
)
. (6.3)
When a sample is placed in a uniform field, H, it will be magnetized and have the
magnetization M. The magnetic flux density B near the (ferromagnetic) sample is
now:
B = µ0 (H + M) (6.4)
where µ0 is the permeability of free space, M the magnetization of the medium, and
H the applied field. So if H is constant:
∆B
∆t
=
∆M
∆t
. (6.5)
Magnetisation is defined as the magnetic moment, m, per unit volume, v:
M =
m
v
(emu)
(cm3)
. (6.6)
As the sample is vibrated, the change in B induces a voltage which is proportional
to m.
Vibrating sample magnetometry has been used extensively in the characteri-
sation of samples produced during the work of this thesis (see Chapter 7). A Mi-
croSense Model 10 Vector VSM with a maximum applied field of 20 kOe has been
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used for measuring the magnetic properties of samples along both in-plane and out
of plane directions. The EasyVSM software was used for the measurements. Using
this VSM the vector coil noise can be as low as 5 micro-emu without any signal av-
eraging and 0.5 micro-emu when the signal is averaged 100 times [295]. Calibration
of the vibrating sample magnetometer is done by measuring the signal of a pure Ni
standard of known the saturation magnetic moment placed in the saddle point. At
the saddle point, the sample is located symmetrically with respect to the detection
coils [293].
6.2 Magneto-optical Kerr effect magnetometry
A Magneto-optical Kerr Effect (MOKE) magnetometer is used extensively to char-
acterise magnetic materials, especially magnetic thin films, by providing information
in the form of a hysteresis loop. The principles of the MOKE magnetometer are
based on the magneto-optic (MO) effects characterised by the Kerr effect. The
magneto-optic effects observed are proportional to the magnetisation, M, of a sam-
ple. It is an important technique used to study surface magnetism since it is highly
sensitive to the magnetisation within the skin depth region, which is typically 10 to
20 nm for most metals [296].
6.2.1 Magneto-optic effect
The magneto-optic effect concerns the interaction of light (electromagnetic radia-
tion) with birefringent materials, including magnetic materials. Birefringence is de-
fined as the difference between the refractive indices in two planes [297][298]. That
is; the speed of a propagating light wave transversing a material is not the same in
all directions (optical anisotropy) but is dependent upon the direction and polar-
ization of the light waves transversing the material, resulting in different refractive
indices. In magnetic materials the optical anisotropy is due to the magnetisation
within surface domains, which can be altered by external forces such as magnetic
fields.
There are two important and related magneto-optic phenomena. These are the
Kerr effect and the Faraday effect.
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6.2.2 Magneto-optic Kerr effect
The Kerr effect is concerned with the interaction of plane polarised light with a
material subjected to a magnetic field. This interaction can produce several effects,
including the rotation of the polarised light, introduction of ellipticity in the re-
flected beam and a change in the intensity of the reflected beam [299].
The Kerr effect is similar to the Faraday effect with the difference in that the
Faraday effect corresponds to the plane of polarised light being rotated as it is trans-
mitted through a material subjected to a magnetic field, whereas the Kerr effect is
associated with a reflection geometry. It is convention to refer to effects in reflection
as Kerr effects and in transmission as Faraday effects.
The MO effect has become a powerful method used for studying the magnetic
properties of ultra thin and multilayer films. For example, the MO effect can be
used to observe magnetic domains by use of an MO microscope [300][301]. Another
important use for the MO effect is the determination of normalised magnetisation
loops of magnetic thin films by use of a MOKE magnetometer.
Figure 6.2: Principle of the magneto-optic Kerr effect.
To observe the Kerr effect, radiation from a light source passes through a po-
larizer (Fig. 6.2). The resulting plane polarized light beam is rotated on reflection
from the surface of the magnetic material. Different orientations of magnetic domain
moments give rise to different rotations of the polarization plane. If for example,
for a material containing two domains with antiparallel magnetisations, the light
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incident on one domain is rotated in the opposite direction from that incident on
the other domain. So, if an analyser is oriented such that the light reflected from
the first domain is allowed to fully emerge, then the plane of polarized light re-
flected from the other domain is not aligned with the analyser, and transmission is
reduced [57]. In magneto-optical microscopy the change in the polarisation state of
the reflected light can be detected by means of an analyser in an optical relection
polarisation microscope [302]. The rotation of the plane-polarised light is converted
into a domain contrast that can be enhanced by digital image processing.
MOKE magnetometers provide data that can be presented in the form of a
normalised hysteresis loop. For a magnetic thin film, the film is placed in a uni-
form magnetic field and the magnetic field is swept. A laser beam is reflected off
the surface of the film into a photodector via an analyser. The polarisation of the
relected beam will be altered depending on the strength of the magnetisation of the
film. Since the modification of the light polarisation state of a magnetic material is
proportional to the sample magnetisation [303], a hysteresis loop can be constructed
based on the intensity of the polarised light reflected and the strength of the mag-
netisation [304]. Therefore, MOKE is used to measure the hysteresis loops of thin
magnetic films by studying the light intensity as a function of applied magnetic field.
6.2.3 Operating geometries
There are three main operating geometries for the MOKE: longitudinal, transverse
and polar, as shown in Fig. 6.3. The three orientations are defined in terms of the
direction of the magnetisation vector, M, with respect to the surface of the mate-
rial and the plane of incidence of an incident optical beam. The longitudinal and
transverse modes are used to study samples exhibiting in-plane anisotropy, whereas
polar mode is used to study samples exhibiting out of plane anisotropy.
In the longitudinal orientation the magnetic field is parallel to both the plane
of incidence and the sample surface. In the transverse case the magnetic field is
normal to the plane of incidence and parallel to the sample surface. In the polar
geometry the magnetic field is applied parallel to the plane of incidence and normal
to the sample surface (see Fig. 6.3).
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Figure 6.3: Longitudinal, transverse and polar MOKE geometries.
A MOKE instrument, designed and built by M. Vopson at National Physical
Laboratory (NPL), has been used in this thesis to study the magnetic properties of
ferromagnetic thin films as part of the multi-ferroic investigations (see Chapter 8).
A schematic drawing of the set up is shown in Fig. 6.4.
Figure 6.4: Schematic of MOKE measurement setup.
The laser source is a red HeNe laser of wavelength 632.8 nm (Melles Griot). The
focused laser beam passes through a Glan-Thompson polarizer (Melles Griot) with
an extinction ratio of 5 x 10-5 which produces a high degree of polarization. The
beam is reflects off the sample and then transmits through an analyser. Detection
technique is longitudinal MOKE via lock-in detection. The continuous wave laser
beam is modulated by a beam chopper at around 1 kHz frequency and the reflected
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signal is measured via lock-in detection using a SR830 Stanford Instruments Lock-in
amplifier.
A standard electromagnet powered by a bi-polar power 1000W Kepkoo supply
generates magnetic fields calibrated by a Hall probe sensor (Magnet Physik). The
magnetic field control, intensity measurements and subsequent data collection were
co-ordinated with a computer installed with data acquisition boards (DAQ) and
LabVIEW software (National Instruments). The magnetic power supply and lock-
in amplifier were controlled with the computer via a General Purpose Interface Bus
card.
6.3 X-ray diffractometry
Diffraction is the interference that appears between electromagnetic waves as a re-
sult of an object in their path [305]. Diffraction occurs when the dimensions of the
diffracting object are similar to the wavelength of the radiation wave.
X-Ray Diffractometry (XRD) is a powerful tool for studying the crystal struc-
tures of materials [306]. It is a fast, non-destructive technique and sample prepa-
ration is simple. X-rays are used to interact with a crystalline solid to generate a
diffraction pattern (varying patterns of intensity are produced). Each crystalline
solid has a unique x-ray diffraction pattern. X-rays are of similar wavelengths to the
size of atoms, therefore it is used to explore within crystals. A lot of information
can be gained, for example, the crystal size, internal elastic strains, the preferred
orientations of crystallites (texture) and the degree of crystallinity, and the average
spacings between layers or rows of atoms, which can lead to the determination of the
crystal structure of unknown materials and phases. The wavelength is fixed and the
variation of intensity with direction is measured, i.e the scattering of monochromatic
radiation is measured.
6.3.1 Theory
The atoms in a crystal are arranged in an ordered periodic pattern. It is the elec-
trons in the atoms that interact with the incident x-rays and scatter (diffract) them.
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When the rays emerge they can interfere with one another in either a constructive
or destructive manner.
Constructive interference occurs when the waves are in phase with one another,
that is, their crests and troughs occur in exactly the same position [305]. Another
way of saying this is they are out of phase by an integer number of wavelengths, nλ,
where n = 1, 2, 3 etc. Their amplitudes will add together to produce a resultant
wave of higher amplitude leading to well defined diffracted x-ray beams leaving the
sample.
Destructive interference occurs when waves are out of phase with one another
by a non-integer number of wavelengths leading to the reduction of the amplitude
of waves, in the extreme case the resultant wave will have no amplitude and be
completely destroyed [305].
W. L. Bragg [307] showed that when an x-ray beam hits a crystal, every
diffracted beam that can be produced by an appropriate orientation of the crys-
tal can be regarded geometrically as if it were a reflection from sets of parallel
planes passing through lattice points [148]. This is pictured in Fig. 6.5.
Figure 6.5: Diffraction of x-rays by planes of atoms. The blue circles represent
atoms.
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The figure shows an x-ray beam of angle θ incident on a plane of atoms, sep-
arated by the interplanar spacing (the spacing between atomic planes), d. The
reflection of the x-rays waves by the adjacent planes gives the interference effects.
The angles of incidence and reflection are equal. X-ray 1 will reflect off the upper
plane, while x-ray 2 will reflect off the plane below. However, x-ray 2 travels deeper
into the structure than x-ray 1. The extra distance x-ray 2 travels is denoted a. As
it’s reflected beam also travels further by a distance of a, the total further distance
travelled by x-ray 2 is 2a. If this distance 2a is equal to an integral number of
wavelengths (nλ), then x-rays 1 and 2 will be in phase on their exit from the crystal
and constructive interference will occur. A reflected beam of maximum intensity
will result.
If the distance 2a is not an integral number of wavelengths, then destructive
interference will occur and the waves will not be as strong as when they entered the
crystal. A reflected beam with lower intensity will be observed. Thus, the condition
for constructive interference is: nλ = 2a. From trigonometry the distance 2a can
be deduced in terms of the d-spacing between atomic planes to be a = dsin(θ) or
2a = 2dsin(θ). Bragg expressed this condition in an equation:
nλ = 2dsin(θ) (6.7)
which is known as Bragg’s Law [308].
If the wavelength of the x-rays is known and the angle of the diffracted x-rays
can be measured, the spacing between the atomic planes can be calculated using
Bragg’s Law. This spacing, d, is known as the d-spacing; d = nλ/2sin(θ). This
diffraction will only occur if the rays interfere constructively when they emerge, and
this will only occur at the appropriate values of n and at certain angles known as
Bragg angles θ [148]. The 2θ values where diffractions are possible are determined
by the unit cell dimensions. Exposing different atomic planes of the sample to the
x-rays and obtaining the d-spacing values it is possible to deduce information on the
crystal structure and size of the unit cell.
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6.3.2 Diffraction measurements
An x-ray diffractometer examines the reflection of x-rays from crystals at various
angles. A common diffractometer arrangement is shown in Fig. 6.6 and is known
as the Bragg Brentano geometry [151]. The sample is stationary in the horizontal
position, the x-ray tube and the detector both move simultaneously over the angular
range, θ. The theorem of a circle is used to focus the x-rays [309].
Figure 6.6: Bragg Brentano focusing geometry of the diffractometer.
Bragg found that very strong reflections occurred at certain angles (Bragg an-
gles) [148]. According to Bragg’s Law these reflections depend on the spacing of the
planes of atoms inside the crystal. By changing the angle of the incident x-rays, the
reflections at different angles from the different planes of the crystal are measured
and so the angles where diffraction occurs can be found. Each of these angles will
correspond to a different spacing between atomic planes (d-spacing) and so the ar-
rangement of atoms can be worked out [310]. The angle of diffraction, 2θ (angle
between the incident beam and the detector angle), is plotted against the detector
response. The detector response is the x-ray intensity in counts/second. A series of
peaks (diffraction peaks) can be produced from this plot (the diffraction pattern),
which correspond to the d-spacing and so the d-spacing obtained from the plot can
be calculated using the Bragg equation.
The diffraction pattern can also be used for phase identification by searching
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and matching the pattern (peak positions and intensities) to a library database of
known diffraction patterns of structures such as the Powder Diffraction File (PDF)
which is maintained by the International Center for Diffraction Data (ICDD) [151].
The key features of a diffraction pattern are the number of peaks, the positions
of the peaks and the intensities of the peaks [311]. The number of peaks is related
to the symmetry of the unit cell, with fewer peaks signifying higher symmetry [150].
The d-spacing between diffracting planes of atoms determines the peak positions.
The intensities of the peaks are determined by the distribution of electrons in the
unit cell [312]. The highest electron densities are found around atoms, therefore,
the intensities are related to the kind of atoms (lighter atoms scatter x-rays weakly,
whilst heavy atoms scatter x-rays more strongly) and the location of the atoms in the
unit cell. Planes going through areas with high electron density will reflect strongly,
planes going through areas with low electron density will give weak intensities.
6.3.3 Crystallite size
The width of a diffraction peak can give information on the crystallite size. By
using the Scherrer equation (Equation 6.8), the crystallite size can be estimated for
a stress free film after instrumental factors have been deconvoluted from the peak,
β =
kλ
tcos (θ)
(6.8)
where β is the width of the x-ray beam at half the maximum intensity (FWHM),
k is the crystallite shape correction factor (0.9 is usually used when the shape is
unknown), λ is the x-ray wavelength, θ the Bragg angle and t is the mean size of
the crystallite.
In this work a Bruker D8 Advance x-ray diffractometer (with DIFFRAC.SUITE
software) is used to study the phases of FePt and FePtN and to estimate the crys-
tallite size.
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6.4 Atomic force microscopy
Atomic force microscopy (AFM) belongs to a family surface imaging techniques
known collectively as Scanning probe microscopy (SPM). It is a technique that al-
lows us to “view” the microscopic features of a surface. SPM techniques rely on
a very sharp probe interacting with a sample surface measuring a local physical
property to construct an image of the surface [313].
The first of the SPM techniques was developed by Binnig et al. [314] in 1981;
this was the scanning tunnelling microscope (STM). The principle of the STM is
based on electron tunnelling between two electrodes of which one is a sharp metal
probe tip and the other a conducting sample. When the electrodes are very close
to each other, i.e. a few atomic radii, electrons can tunnel through the potential
energy barrier. The resulting electric current passing between the electrodes can be
measured [315]. Electrically biasing the tip electrode relative to the sample allows
more electrons to flow in one direction than in the other, so a net current flow is es-
tablished. Height changes in the sample can be sensed with atomic-scale resolution.
The major drawback for STM is the requirement for the sample to be conducting
or semiconducting.
Four years after the introduction of the STM, Binnig et al. [316] proposed the
AFM , which allows scanning of non-conducting samples. Instead of measuring the
tunnelling current, AFM measures the forces between a fine probe tip and a sample.
The forces that exist between the probe and the sample are predominantly Van
der Waals forces (VdW), which can either be attractive or repulsive (probe-sample
distance dependent) [317].
6.4.1 Optical lever detection
The interacting forces between the probe and sample can cause the cantilever on
which the AFM tip is ‘mounted’ to be deflected. The deflection is most often de-
tected by the optical cantilever scheme, as shown in Fig. 6.7. A laser beam is
bounced off the back of the cantilever and reflected onto a position sensitive four
section photodiode detector. Any deflection of the cantilever causes the laser to
change position on the photodiode array, changing the voltage output of the photo-
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diode. The voltage measured on the photodiode in the vertical direction is defined
as the difference voltage between the top and bottom photodiode output, (A+B)-
(C+D)/SUM, where SUM is the total signal output, i.e. A+B+C+D [318]. The
voltage measured on the photodiode in the lateral direction is defined as the dif-
ference voltage between the left and right photodiode output, (A+C)-(B+D)/SUM.
These normalised difference values are used as a measure of the degree of vertical
and lateral deflections of the AFM probe and can be used to construct an image.
The difference signal is very sensitive to cantilever deflection, and therefore to the
tip-sample interaction [319].
Figure 6.7: Concept of AFM and optical lever detection.
6.4.2 AFM modes
Different modes exist in AFM. They can be divided into those modes which measure
the static deflection of the cantilever, and those that measure the dynamic oscillation
of the cantilever. There are three primary modes: contact, non-contact and tapping.
Contact mode
In contact mode the probe makes a soft physical contact with the sample. At this
close contact the probe experiences repulsive VdW forces. This force, F , and the af-
fect it has on the cantilever’s motion (deflection), x, can be described using Hooke’s
law where k is the spring constant (F = −kx). As the probe tip scans, variations
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in the sample (height for example) cause deflections of the cantilever.
The deflected signal is monitored by the optical lever and a piezo-scanner ad-
justs its z-height via a feedback loop to maintain a constant cantilever deflection
(and hence keeping the force between the probe-sample constant) [320]. A z-piezo-
scanner moves to maintain this constant deflection and the amount of movement by
the scanner is taken to be the sample topography [319].
Very high resolution surface images are obtainable using contact mode. Lateral
resolution of <1 nm and height resolution of <1 A˚ can be obtained [321][322] (for
comparison, the resolution of SEM is 5 nm and TEM is 0.1 nm [320]). It is the
quickest of all the modes since the deflection of the cantilever leads directly to the
topography of the sample. However, soft samples are easily damaged.
Non-contact mode
The probe does not make contact with the sample surface but is oscillated (usually
with an additional piezoelectric element) at its resonant frequency above the sample
(tens to hundreds of angstroms above). During scanning the forces acting between
the sample and the tip are now attractive VdW. These forces cause changes in the
cantilever resonant frequency, resulting in a change in the amplitude and phase of
the oscillation. The oscillation is monitored by the optical lever and the piezo-
scanner adjusts the z-height via the feedback loop to maintain the probe at a fixed
distance from the sample, just as in contact mode [320]. The change in amplitude
or in phase can be detected and used in the feedback circuit to maintain the tip
at a fixed distance from the sample surface. The very low force exerted on the
sample means soft and fragile samples can be scanned and the lifetime of the probe
is extended compared to contact mode. The resolution in non-contact mode can
reach atomic dimension [323][324]. However, measurements can be more difficult
than using contact mode as most surfaces of samples in air are covered with a
contamination layer, such as water. The surface tension of the contamination layer
can pull the tip downwards and trap the tip which can interfere with the oscillations
[325].
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Tapping mode
Tapping mode overcomes the major drawbacks of contact and non-contact modes.
It eliminates the frictional forces caused by contact mode and the adhesive meniscus
forces from surface contammination layers in non-contact mode [319]. In tapping
mode, the probe is oscillated with a large amplitude, typically in the range 1 to 100
nm and the feedback is usually based on the amplitude signal. During a scan the
tip of the probe strikes the surface on each oscillation cycle then detaches from the
surface; it “taps” the surface. In this mode the forces experienced by the probe are
both attractive and repulsive. When the probe contacts the surface, the cantilever
oscillation is reduced due to the energy lost caused by the tip contacting the surface.
In a similar way to deflection in contact mode, the amplitude signal may be used as
to illustrate surface features of a sample. In addition to height and amplitude data,
the phase-shift may also be saved as an image.
In this thesis, the Veeco INNOVA scanning probe microscope has been used, in
tapping mode, for studying the surface morphology of FePt and FePtN thin films
(Chapter 7). The NanoScope analysis software (Veeco Instruments Inc.) was used
for data analysis.
6.5 Magneto-resistivity measurements
The four point probe method is a standard technique used for making resistance
measurements. The standard four point probe geometry involves four in-line probes
of equal spacing contacting the surface of a sample (Fig. 6.8). A constant current,
I, is made to flow between the two outer probes and the voltage created, V , is
measured between the two inner probes. The average resistance, R, can then be
calculated using Ohm’s Law (R = V/I).
In Chapter 7 a four point probe has been used to determine the specific resistiv-
ity of the FePt and FePtN films. A Keithley current source is used to supply current
through the outer two probes; a voltmeter measures the voltage across the inner two
probes. Throughout this work, each resistivity calculation was determined from the
voltage resulting from several different applied currents. A plot of voltage against
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Figure 6.8: Four point probe setup.
current then yields a straight line with gradient = sheet resistance/k where k is
a geometric factor, equal to 4.53 assuming that the thickness of the thin film is
significantly less than the probe tip spacing [326][327].
In Chapter 8 a four point probe method was also used for magneto-resistivity
measurements. By centering the sample in between the poles of an electromagnet,
the resistance with an applied magnetic field can be measured, and the magneto-
resistance ratio can be calculated as follows:
GMR =
R0 −R
R0
=
∆R
R0
(6.9)
where R0 is the resistance in the absence of a magnetic field and R is the resistance
in the presence of a magnetic field (and so ∆R represents the difference in resistance
when the magnetisations of the neighbouring magnetic layers are aligned in the an-
tiparallel and parallel states).
The measurement set-up was constructed by M. Vopson (NPL) and is shown
in Fig. 6.9. A four point probe measurement technique was used, with the current
applied to the outer two probes and voltage measured from the inner two probes.
The four point probe measurements were made using a constant current source (Kei-
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theley 6221 AC/DC current source) and a digital lock in amplifier (SR830 Stanford
Instruments). An AC current of 1 mA with a frequency of 777 Hz was employed.
The change in resistance, ∆R, for the sample be presented as ∆R = ∆V/I where
∆V is the potential change which is measured by a lock in amplifier and I is the cur-
rent flowing through the sample. The current source was AC already and a reference
signal from the current source was itself used to feed the reference to the lock-in
for voltage measurements. The magnetic field was co-ordinated with a computer
installed with data acquisition boards (DAQ) and LabVIEW software (National In-
struments).
Figure 6.9: GMR measurement setup at NPL.
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Chapter 7
Fabrication and characterisation of
annealed FePt thin films
The HiTUS technique has been used to prepare FePt and FePtN thin films. Details
of the fabrication, processing and measured properties of these films are presented
and discussed in this chapter.
7.1 Introduction
The requirement for high areal density for magnetic recording is continually growing.
However, there is a limit to which the areal density can be achieved by conventional
Co alloy media used in current commercial perpendicular media due to thermal in-
stabilities [328][83]. It is believed that conventional Co based perpendicular media
can only support areal densities up to 1 Tb/in2 [118]. The scaling law of recording
density versus grain size requires that for recording density to further increase, grain
sizes must decrease. As the grain size of current commercial perpendicular media
using CoCrPt alloy approaches 8 to 10 nm [329], the magnetic direction of each
grain is at risk of flipping itself due to thermal fluctuation, therefore rendering the
recording data unstable. This magnetic moment instability is known as “superpara-
magnetism” [330].
In order to keep magnetic grains thermally stable, materials with larger mag-
netic anisotropy (Ku) are needed. (001) textured L10 FePt is a promising material
for overcoming the thermal stability issue. Its high anisotropy of about 107 to 108
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erg/cm2 [331], high coercivity, excellent chemical stability and good corrosion resis-
tance renders it an attractive material. The advantages of FePt over conventional
CoCrPt alloy media can only be realised if FePt media with FePt columnar grains
of less than 5 nm, which are (001) oriented, magnetically isolated, and have high
enough anisotropy energy and high coercivity can be reliably produced. If this were
achieved, areal density higher than 1 Tb/in2 would be possible [332].
The processing routes for FePt synthesis include DC and RF magnetron sput-
tering [196], [123], [333], molecular beam epitaxy [333], chemical synthesis [334], gas
condensation methods [335] and mechanical ball milling [336].
As a relatively new sputtering method, HiTUS has not yet been used by Plasma
Quest Ltd to study magnetic materials for hard disk drive applications. Since this
system has proved to enhance properties or lower annealing temperatures in other
materials which usually required post-deposition annealing at high temperatures, for
example the transparent conducting oxide ITO and photoluminescent ZnS:Mn [48],
it is interesting to see how this system would perform on sputtering FePt. Also, by
taking advantage of the ease at which reactive sputtering can be used on this system,
the inclusion of nitrogen into FePt thin films to produce FePtN is also investigated;
since this inclusion has been shown to improve the hard magnetic properties of FePt
[189] and may provide an alternative route for the production of L10 FePt layers.
7.2 Sputtering with nitrogen
Wang et al. [189] found that introducing an appropriate amount of nitrogen to the
argon during sputtering enhances the magnetic properties of L10 FePt films. In
their studies the coercivities of FePtN films are always larger than those of FePt .
After annealing at 600 ◦C for 10 mins the coercivity of (Fe56Pt44)100−xNx film is
1027 kA/m (≈ 12.9 kOe) compared to 682 kA/m (≈ 8.6 kOe) for Fe56Pt44. The
remanence of the FePtN is also higher than that of FePt: 1.24 T compared to 0.87
T. Soft magnetic phases of iron nitride are thought to be contributing factors. On
the release of nitrogen atoms from the film during annealing, vacancies and defects
are left behind. This is thought to promote the transformation of FePt to the or-
dered phase. Reddy et al. [337] supported the findings of Wang et al. [189]. Reddy
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et al. prepared FePt by ion beam sputtering. Two sets of films were produced.
One set produced using argon only as the sputtering gas, and the other set using
a mixture of nitrogen and argon as the sputtering gas. It was shown by XRD and
Mossbauer spectroscopy that FePt films prepared with nitrogen gas in addition to
argon gas transformed into the orderd fct phase from the fcc structure at a faster
rate compared to the film prepared only in an argon atmosphere.
A similar study was carried out by You et al. [338]. By sputtering in a mix-
ture of argon and nitrogen, they achieved an in-plane coercivity of 1303 kA/m (≈
16.4 kOe), which was about 20 % higher than in a film prepared in a pure argon
atmosphere. This was found true only for Fe- rich compositions. The coercivities
for Fe50Pt50 and Fe44Pt56 deteriorated by incorporating nitrogen. One suggestion
is that this is due to the formation of antiferromagnetic L12 FePt3 which would
decrease the volume fraction of L10 ordered phases, causing the deterioration of
magnetic properties. For the films rich in Fe, nitrogen can enhance the degree of
order and preferential in-plane alignment of the c-axis, enhancing the in-plane coer-
civity.
The presence of nitrogen in FePt films is believed to improve the magnetic prop-
erties of the system in two ways. Firstly, the presence of soft magnetic phases of
iron nitride, Fe4N for example, which segregates at the grain boundaries of the FePt
introducing an intergrain coupling mechanism between the soft magnetic nitride and
the hard magnetic phase leading to a higher remanence (and coercivity) [189]. Sec-
ondly, at high temperature annealing, the escape of nitrogen yields vacancies and
defects. This is thought to play a role in increasing the diffusion rate of the Fe and
Pt atoms, resulting in the faster transformation of the disordered fcc FePt to the
ordered fct L10 phase [337].
Actual diffusion measurements have been carried out by Phatak et al. [339]
on ion-beam sputtered thin films using pure nitrogen as the sputtering gas. The
volume diffusion of Fe was shown to be significantly higher in FePtN than in FePt,
transforming the FePt in FePtN samples into the fct phase at a faster rate. This
is probably attributed to the voids and defects produced by the out-diffusion of ni-
trogen. It was also shown in this study that nitrogen can hinder grain growth by
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gathering in the grain boundary regions. At an annealing temperature of 673 K the
crystallite size after L10 transformation was only 12 nm in FePtN compared with
27 nm in FePt films.
As mentioned in Section 4.6 a previous report by Newman et al. [146] described
the development of a fabrication process for the production of homogenised, near
mono-disperse, nano-particulate recording media. This two stage process involved
initially co-sputtering platinum, cobalt and silicon nitride in an argon/nitrogen
plasma. The group suggest that the cobalt reacts with the nitrogen in the plasma
and deposits as cobalt nitride (CoN). The platinum deposits as a metallic dispersion
throughout the homogeneous mix of CoN and silicon nitride. Following this creation
of a precursor, rapid thermal processing of the precursor leads to the dissociation of
CoN, releasing the nitrogen and promoting the reaction of Co with platinum forming
CoPt nanoparticles embedded in a silicon nitride host. At temperatures of around
600 ◦C the transformation of the precursor into L10 CoPt was complete. CoPt me-
dia produced by this process demonstrated the ability to support ultra high density
recording in the longitudinal and perpendicular modes. Newman et al. believe that
by replacing Co with Fe in the production process, higher anisotropies could be
achieved [146][189].
7.2.1 Silicon nitride
Nitrogen has also been used in FePt studies ‘indirectly’ in the form of silicon nitride
(SiN). This insulating material has been incorporated as an additional material
into FePt films during fabrication to create composite granular thin films [126][340].
The structure of such granular thin films consist of nanoscale ferromagnetic particles
which are embedded in an insulator matrix. Silicon nitride has many useful proper-
ties such as oxidation resistance, corrosion resistance and wear resistance [341].
The magnetic properties of granular thin films are different to that of continu-
ous metal thin films due to the magnetic particles of a granular film being isolated.
Furthermore, the growth of magnetic particles can be constricted by a nonmagnetic
matrix during heat treatment [342].
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A heated substrate or post-thermal annealing is usually required for obtaining
the ordered L10 structure of FePt. One of the side effects of annealing at rela-
tively high processing temperature (550 ◦C) is the grain growth. It has been shown
that grain growth can be suppressed during heat treatment by isolating magnetic
grains in a nonmagnetic matrix [343] [344]. These granular films usually consist
of nanoscale ferromagnetic particles which are embedded in an insulator matrix ,
for example SiO2 [202], Al2O3 [162], B2O3 [345], Si3N4 [126], and are expected to
become suitable for high density magnetic recording media due to their low noise
characteristics. Furthermore, with these nano composite structures, the exchange
coupling effect can be minimised to decrease the transition noise because the mag-
netic FePt nanoparticles are isolated.
Fang et al. [346] found that by the addition of SiN into Fe/Pt multilayers (DC
and RF magnetron co-sputtering of Fe, Pt and SiNx targets) and annealing at 700
◦C for 30 mins, FePt particles can be isolated and particle size be reduced. They
achieved a uniform particle distribution granular structure with an average particle
size of about 5 nm. They achieved a large out of plane coercivity of 21.2 kOe and
squareness of 0.75. In plane coercivity and squareness were 6.5 kOe and 0.45 re-
spectively.
Composite films of (Fe50Pt50)100−x(Si3N4)x were sputtered onto silicon sub-
strates by Kuo et al. [126] using Fe50Pt50 and Si3N4 targets. They demonstrated
by Auger Electron Spectroscopy (AES) that the Fe and Pt diffused deeply into the
Si substrate producing iron and platinum silicides at over 600 ◦C. The volume frac-
tion of Si3N4 was found to affect the magnetic properties. At 0 vol.% of Si3N4, the
Ms was about 750 emu/cm
3, but at 50 vol.% this value was halved to about 375
emu/cm3. Si3N4 is therefore understood to be a non-magnetic phase that dilutes
the magnetization of the film. Though the in-plane coercivity Hc was not found to
be affected by the volume fraction, the perpendicular coercivity was. With volume
fractions of 0 to 20 vol.%, Hc (perpendicular) increased from 60 to 420 Oe but then
decreased again at higher volume fractions. The perpendicular values were always
higher than the in plane. This may be due to the induced out of plane magnetic
anisotropy by the internal stress. The variation of the coercivity with Si3N4 volume
fraction could be explained as due to the internal stress of the interface between
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Si3N4 and FePt phases which varies with Si3N4 volume fraction. When the anneal-
ing temperature was increased it was noticed that the higher the Si3N4 content the
slower the growth and the smaller the grain size at a particular temperature. This
can be attributed to the the grain growth of the magnetic phase being limited by
the surrounding Si3N4 matrix. At 750
◦C, the average grain size of pure FePt film
measured by TEM images was 90 nm compared to 70 nm in the (FePt)70−(Si3N4)30
film. Maximum in-plane coercivity of the FePt-Si3N4 film was 11 kOe, a point which
occurs at 30 vol.% of Si3N4 with the film being annealed at 750
◦C for 30 mins -
the average particle size of this film was about 40 nm.
The same group went on to further investigate reducing the grain size of such a
FePt-SiN system by the addition of Cr to produce a nanocomposite of FePtCr-SiN
[347][348]. Due to the Cr diffusion into the FePt grains and Cr being antiferromag-
netic, the increase in Cr (and SiN) dilutes the magnetisation and coercivity - suggest-
ing magnetic particle interactions are reduced. A granular [(FePt)90Cr10]85−[SiN ]15
film with an in plane coercivity value of 3.7 kOe and magnetic particle size of about
9.5 nm was obtained after annealing at 600 ◦C for 30 mins. Individual Fe50Pt50, Cr
and Si3N4 sputtering targets were used.
Ma et al. [349] used a different approach for producing the SiN matrix, by co-
sputtering separate Fe, Pt and Si targets under an argon and nitrogen gas mixture
gas . They found that increasing SiN content contributes towards decreasing particle
size when samples are annealed and that the SiN matrix can restrain the grain size
growth of FePt particles. They suggest that a disproportionate amount of Si or
N doping can cause lattice distortions which damages coercivity. With the correct
proportions of Si and N content, the FePtSiN films exhibit a small lattice distortion
and high coercivity, up to 13.6 kOe in plane and 11.2 kOe out of plane when annealed
at 700 ◦C for 1 hr and an average grain size of 15.1 nm was measured.
7.3 Project Introduction
Thin film materials deposited by HiTUS show significantly higher levels of den-
sification that conventionally sputtered equivalents, with correspondingly improved
physical properties. Essentially, the films are nearly ‘void free’ and process gas inclu-
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sion is usually undetectable. The remotely generated high density plasma appears
to be a key factor in producing these higher density films [35], essentially appearing
to interact with the substrate and provide an additional source of energy to the
thin film growth that replicates the effects of ’atomic peening’ or substrate heating
(though without increasing the bulk substrate temperature). Taking these strengths
of HiTUS into account and the challenges facing the production of L10 FePt dis-
cussed in Chapter 3, the HiTUS technique is used to fabricate FePt to determine
whether this technique can offer improvements to FePt thin film growth (for ex-
ample, by reducing the ordering temperature of FePt). Previous work by various
groups indicate that nitrogen inclusion into FePt films can enhance its magnetic
properties. Also, the fabrication of L10 CoPt via CoN by Newman et al. [146] gives
added confidence that the use of nitrogen could promote L10 ordering in FePt thin
films. The deposition of FePt onto silicon substrates, with and without nitrogen
inclusion is investigated. Silicon substrates are readily available and have a high
tolerance to heat treatment [350].
7.4 Experimental
Using the HiTUS system and a form of co-sputtering, FePt samples of 25 nm thick-
ness were sputtered directly onto naturally oxidised silicon wafers at ambient tem-
perature. The particular HiTUS system allocated to this project was not equipped
to carry out co-sputtering in the usual fashion, i.e. by the individual deposition
control of more than one target at a time each with its own power supply. An alter-
native method for sputtering both iron and platinum at the same time was used and
described as follows. An iron target with a diameter of 100 mm × 6 mm thick was
obtained (Kurt J. Lesker) - this target size is standard for the sputter machine used.
Also, a platinum disc (99.99 % purity) of 70 mm diameter was obtained (Pi-Kem
Ltd). Due to financial reasons the platinum disc ordered was only 1 mm thick and
so it was required to be bonded to a copper disc of 70 mm diameter × 2 mm thick
(ready bonded by Pi-Kem Ltd). A 60 mm hole was machined out of the centre the
iron target and used to clamp over the iron target. According to sputter yield data
[28], both iron and platinum should sputter at similar rates and so the amount of
iron machined out from the target was so to obtain similar unit areas of iron and
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platinum exposed to the plasma. For target bonding to the target holder conductive
elastomer (obtained from Kurt J. Lesker) was used.
The base pressure of the sputter chamber was 1.0 x 10−6 mbar. The sputter-
ing pressure remained at 2.2 x 10−3 mbar after introducing high purity argon gas
(99.995 %). The RF power source was fixed at 1.10 kW and target voltage at 620
V. These chosen parameters were as a result of some preliminary experiments (ta-
ble of results shown in appendix A), which consisted of depositing 25 nm of FePt
using four different RF and voltage combinations and subsequently measuring the
hysteresis loops of the samples by VSM. The perpendicular coercivity of the sample
that was deposited using 1.10 RF power and 600 V was the highest. One interesting
feature of L10 FePt is its high perpendicular coercivity. This power and voltage
combination gave the highest perpendicular coercivity, similar in plane and out of
plane magnetisations and squareness values.
FePt samples samples of 25 nm thickness were sputtered directly onto naturally
oxidised silicon wafers. Although seed layers and capping layers can be beneficial,
they can also react with the main film structure [351][183], therefore for these initial
studies, the structure here has been kept as simple as possible, without seed or
capping layers. The deposition rate of FePt was 2.63 A˚/s. The deposition rates
were arrived at by timing the deposition of a thick layer of FePt and measuring a
step height of the film using a profilometer. This was repeated a further two times
depositing two other thicknesses to check that the rate was the same in all three
cases. One of the FePt samples used to work out the deposition rate (thickness
170 nm) was sent to the University of Surrey for composition analysis using Energy
Dispersive X-Ray analysis. The resulting composition was analysed to have the
Fe:Pt ratio of 42.43 : 57.57.
For the FePtN samples, 10 sccm of nitrogen was introduced before deposition.
The sputtering pressure remained at 2.2 x 10−3 mbar after the flow of nitrogen and
argon had stabilised. The RF power source was fixed at 1.10 kW and target voltage
at 620 V. The deposition rate of FePtN was 2.69 A˚/s.
Following deposition, the samples were annealed in a sealed quartz tube in an
argon/hydrogen mixed gas (95 % argon gas and 5 % hydrogen gas). Argon was
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used as the carrier gas due to its inertness. After sealing the quartz tube, argon was
allowed to flow for 30 minutes to remove any air before hydrogen was introduced.
Hydrogen was used to remove oxygen and to prevent oxidation of the films, a zirco-
nium ghetter was also used. The flow of the gases was controlled by a automatic gas
flow controllers. The samples were annealed at various temperatures between 300
◦C and 800 ◦C for 60 mins, in accordance with literature reported by groups that
have annealed in a similar way [352] [176]. The samples remained in the furnace
with the gases flowing until fully cooled to room temperature.
7.5 Results
This section presents the characterisation results of HiTUS prepared FePt and FePtN
thin films. The characterisation techniques used have been described in Chapter 6.
Magnetic properties were studied with VSM at room temperature with maximum
applied field of 20 kOe. Anisotropy constants, which can be obtained by analysis
of magnetisation curves, can give an indication of the level of ordering [69]. Due
to time constraints on magnetic measurements, the anisotropy constants were not
measured but instead the different phases of the films were characterised by XRD,
with Cu−Kα radiation of wavelength 1.54060 A˚ to gain an indication of the level of
ordering. The crystallite size was also determined by XRD using the EVA program
and Scherrer equation. Electrical properties were measured by a standard 4-point
probe set-up. Finally, AFM was used to measure the surface roughness of the films.
7.5.1 Magnetic properties
The in plane (‖) and perpendicular (⊥) magnetic hysteresis loops of FePt and FePtN
samples grown on silicon and post-annealed between temperatures of 300 and 800
◦C are shown in Figs. 7.1 to 7.4. Both as-deposited films are characteristic of soft
materials (low coercivity).
From the hysteresis loops, the following information has been extracted: coer-
civity (Hc), saturation magnetisation (Ms) and remanence (Mr) for both ‖ and ⊥.
These are plotted as a function of annealing temperature in Figs. 7.5, 7.6 and 7.7
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Figure 7.1: In plane VSM magnetic hysteresis loops for FePt at various tempera-
tures.
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Figure 7.2: Perpendicular VSM magnetic hysteresis loops for FePt at various tem-
peratures.
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Figure 7.3: In plane VSM magnetic hysteresis loops for FePtN at various tempera-
tures.
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Figure 7.4: Perpendicular VSM magnetic hysteresis loops for FePtN at various
temperatures.
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respectively.
Coercivity
It can be seen from Fig. 7.5 (a) that the in-plane coercivity, Hc‖, of FePt increases
from 95 Oe to a maximum of 450 Oe after annealing at 450 ◦C. Increasing the
temperature further results in a decrease of coercivity. The initial increase and sub-
sequent decrease in coercivity is also observed in the perpendicular measurements,
Hc⊥, 7.5 (b), with an initial Hc⊥ of 380 Oe rising to a maximum of 825 Oe at 350
◦C before decreasing at higher temperatures.
In literature, coercivity values of FePt samples that have been prepared without
any form of substrate heating are low. Ma et al. [349] produced FePt films with less
than 20 Oe coercivity. Similar low coercivity values were found by others [338] [189].
Post annealing of FePt films or film preparation at elevated temperatures improves
the coercivities of the films. Xing et al. [353] co-evaporated FePt films; without
annealing the coercivity was 80 Oe but after annealing at 750 ◦C the coercivity
increased to 8 kOe. Yu et al. [157] sputtered FePt films using DC magnetron and
a growth temp 375 ◦C and observed coercivities of 276 Oe (in plane) and 452 Oe
(out of plane). Martins et al. [177] deposited FePt films at room temperature and
achieved coercivities of 140 Oe (in plane) and 70 Oe (out of plane); when the films
were deposited at 600 ◦C the coercivities were much higher - 8.7 kOe (in plane) and
8.2 kOe (out of plane). Recent publications have shown that films with a high (001)
orientation achieved by depositing at temperatures above 350 ◦C or post deposition
annealing can display out of plane coercivity values in the range of 3.8 kOe to 24
kOe [354][343][118].
Both the in-plane and out-of-plane coercivities for the nitrided samples have
zero coercivity, as deposited. This indicates successful inclusion of the nitrogen into
the film. Hc‖ steadily increases with temperature, but from 500 to 600
◦C there is a
large increase from 130 to 900 Oe. Another major increase is apparent from 700 to
800 ◦C with a maximum Hc‖ of 2430 Oe at 800
◦C. Interestingly, Hc⊥ increases to
420 Oe at 300 ◦C from zero (as deposited) but then decreases and increases again.
Again major increases are observed between 500 and 600 ◦C and 700 to 800 ◦C
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Figure 7.5: Coercivity of 250 A˚ of FePt and FePtN on Si.
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Figure 7.6: Saturation magnetisation of 250 A˚ of FePt and FePtN on Si.
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Figure 7.7: Remanence of 250 A˚ of FePt and FePtN on Si.
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with a maximum Hc⊥ of 2900 Oe at 800
◦C. Phatak et al. [339] showed that for as
deposited films of FePtN, no hysteresis loops were obtained but after annealing at
673 K, a hysteresis loop showing a coercivity of 8 kOe was obtained. You et al. [338]
co-sputtered FePt with 11 % nitrogen and after annealing at 700 ◦C for 30 mins,
achieved a coercivity of 16.4 kOe. Wang et al. [189] included 13 % nitrogen during
sputtering of FePt and after annealing at 600 ◦C for an hour obtained a coercivity
of 14.5 kOe.
Below about 500 ◦C FePt films have a higher coercivity (both Hc‖ and Hc⊥) than
those containing nitrogen. Above annealing temperatures of 500 ◦C the coercivity of
FePt diminishes but the coercivity (both Hc‖ and Hc⊥) of FePtN rises. This suggests
that nitrogen addition does influence the magnetic properties of FePt films.
Magnetisation
For the FePt films in both ‖ and ⊥ directions the saturation magnetisation begins
at about 730 emu/cm3 (0.917 T) and a general decrease is observed as temperature
is increased (see Fig. 7.6). For the FePtN films in both ‖ and ⊥ directions the
initial magnetisation is zero, as expected due to the nitrogen incorporation. Once
the nitrogen begins to leave the film on annealing Ms initially increases to over 500
emu/cm3, but then begins to decrease as the film is further annealed. In-plane Ms
values are similar to those out-of-plane for both FePt and FePtN.
Different methods of film preparation techniques yield films with different prop-
erties such as coercivities and magnetisation. Deviations from expected values of
magnetisation could also be due to factors such as inaccurate measurement of film
volume, which could be improved in the film preparation stage by using a quartz
crystal film thickness monitor. The content of the elements can also affect coer-
civity and magnetisation as shown in a study by Mahalingam et al. [355]. For a
general comparison to literature, Yuan et al. [356] deposited FePt onto MgO sub-
strates at room temperature by DC magnetron sputtering, both in plane and out
of plane magnetisation values are about 700 emu/cm3. Ma et al. [349] deposited
FePt films by DC magnetron sputtering with no substrate heating, both in plane
and out of plane magnetisations are between 700 - 800 emu/cm3. Xing et al. [353]
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co-evaporated FePt films and obtained a magnetisation of 1160 emu/cm3. Noh et
al. [357] sputtered FePt as nano patterns and after post annealing at 400 ◦C, an in
plane magnetisations of around 1100 emu/cm3 were obtained. Li et al. [358] de-
posited Fe/Pt multilayers by sputtering and carried out post deposition annealing.
Different Fe:Pt ratios gave different values of magnetisation. for Fe48Pt52, annealing
at 300 ◦C, gave an in plane magnetisation of around 750 emu/cm3 but annealing
at the same temperature for a slightly different composition, Fe52Pt48 gave an in
plane magnetisation of around 630 emu/cm3.
Remanence
The remanence figures (Figs. 7.7) show that at low annealing temperatures in-plane
remanence, Mr‖, for FePt and FePtN improves until about 350
◦C for FePt and
about 500 ◦C for FePtN, after which Mr‖ decreases.
In the out-of-plane cases, FePt again, shows an initial improvement with anneal-
ing until 300 ◦C where Mr⊥ reduces from 135 emu/cm
3 to 60 emu/cm3. However,
something interesting happens in FePtN. After an initial increase to 96 emu/cm3
(300 ◦C) Mr⊥ decreases to 12 emu/cm
3 (500 ◦C), increases again to 107 emu/cm3
(700 ◦C) then decreases again to 26 emu/cm3 (800 ◦C). It is also very evident that
the perpendicular Mr⊥ values are slightly lower than the in-plane Mr‖ values.
To try to understand the magnetic measurements, XRD measurements were
carried out and the results are presented in the following section.
7.5.2 X-Ray diffractometry
FePt samples
The x-ray diffraction results for FePt samples deposited on Si substrates and an-
nealed at different temperatures are shown in Fig. 7.8. The peaks in as-deposited
films match those of FePt3 (as they did in fact also for the as-deposited FePtN
films - see Fig. 7.11). The transformation from the disordered fcc structure (with
low anisotropy) to the fct L10 structure (with high magnetic anisotropy) involves
breaking of the cubic symmetry due to the stacking of alternate planes of Fe and Pt
along the [001] direction [359]. Therefore, the emergence of (001) and (002) peaks
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on an XRD pattern can indicate a phase transformation into the L10 phase.
The main FePt3 (111) occurs at 40.3
◦, indicated by a dashed line in the figure.
As the films are annealed through to 350 ◦C, this peak is shifted slightly and be-
comes matched to FePt (111). This indicates a small loss in Pt during annealing.
A loss in Pt could improve the Fe:Pt ratio to a more equiatomic structure which
is known to exhibit better magnetic properties than other ratios [360]. This could
be responsible for the initial increase of both Hc‖ and Hc⊥. What were clearly the
main peaks (for FePt 2θ = 40.6◦ and 47.2◦; for FePt3 2θ = 40.3
◦ and 46.9◦) grad-
ually become smaller as annealing temperatures increase and eventually disappear
after 400 ◦C. The highest coercivities at 400 ◦C and 450 ◦C could be due to the
presence of some ordered FePt (002) phases as shown on the diffraction pattern;
the (002) position is at 47.2◦ and is indicated by a dashed line in the figure. At
the same time of the disappearance of the main ‘starting’ peaks, new peaks appear.
These are matched to those of iron silicide, FeSi, and platinum silicide, PtSi. From
literature on iron and platinum silicide studies, strong peaks at around 22.5◦ and
30◦ can indicate the presence of these silicides [361][362][363][364]. In the figure, the
FeSi and PtSi labels are in blue text, with “M” representing a mixture of iron and
platinum silicides. Other new peaks match Fe, Fe0.75Pt0.25 and Fe0.5Pt0.5. At 400
◦C at about 45◦ a new set of peaks begin to take form and become clearly ‘sepa-
rated’ by 800 ◦C. One of these peaks is well matched to Fe (45.1◦) and the other to
Fe0.75Pt0.25 (43.1
◦). However, a strong peak at 45.3◦ could still represent the pres-
cence of FePt. This indicates that as the FePt film is annealed the Pt is continually
being removed from the as deposited structures. Some Pt does remain bonded to
the FePt as the Fe0.75Pt0.25 and Fe0.5Pt0.5 matches show, but a significant amount
of Pt appears to have reacted with the silicon substrates forming platinum silicides.
Silicide formation in annealed FePt nanoparticles have been studied by Thomson et
al. [365].
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Figure 7.8: X-ray diffraction patterns of FePt for different anneal temperatures (deposited onto Silicon).
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The increased formation of the silicides results in the decrease of Hc‖ and Hc⊥
of the FePt film. The detrimental role that silicide formation can play in affecting
the magnetic properties of FePt films was also ‘evidenced’ by depositing FePt films
onto glass substrates and annealing in the temperature range from 300 ◦C to 600
◦C. In this case no silicide formation is observed, as shown for example in the x-ray
diffraction results of Fig. 7.9, and the decrease in coercivity observed for FePt films
on Si substrates and annealed above 300 ◦C does not occur (see for example Fig.
7.10).
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Figure 7.10: coercivity of 250 A˚ of FePt on glass.
For the samples grown on glass, the evolution of FePt (100) and (200) XRD
peaks after 400 ◦C (Fig. 7.9) show that ordering is taking place, though not in the
correct c-axis direction, and so not acquiring the desired magnetic properties. In fcc
FePt, the six planes (or faces) of the cubic structure are related by the symmetry
elements and are entirely equivalent (please refer back to Section 4.7). So, for
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example, the (001), (100) and (010) planes are equivalent. When fcc FePt rearranges
into its tetragonal L10 structure, the (001), (100) and (010) planes are no longer
symmetrically equivalent as the Fe and Pt take alternate planes along the [001]
direction (c-axis direction). That is to say, (001) and (100) planes are no longer
equivalent. Magnetic measurements for these samples showed a maximum Hc‖ of
520 Oe at 500 ◦C and Hc⊥ of 550 Oe at 400
◦C. The samples on glass substrates could
not be annealed beyond 600 ◦C due to melting of the glass above this temperature.
Although by incorporating silicides such as PtSi [366] [367] and Cu3Si [367] it has
been shown to reduce the ordering temperature, this benefit from silicide formation
has not been observed in this study.
FePtN samples
The x-ray diffraction results for the nitrided (FePtN) samples are shown in Fig.
7.11. Where in the FePt samples the disappearance of the main FePt3 (111)/FePt
(111) is accompanied by the emergence of new peaks after 350 ◦C, this does not
occur in FePtN. At 800 ◦C many new peaks do appear but the FePt (111) peak
remains at about 40◦.
The FePt(001) peak is shown to emerge at 500 ◦C and is clearly visible at 600
◦C. The (001) peak occurs at 23.9◦ and in the figure is indicated by a dashed line at
that angle. This shows improved ordering of the film and it is between 500-600 ◦C
that there was a marked increase in Hc‖ and Hc⊥. At 700
◦C these (100) and (110)
peaks become larger, an indication that there are more crystals of this orientation.
When 800 ◦C is reached, many more new peaks appear. As well as peak matches
to iron and platinum silicides, FePt(001) and (002) are also present - these phases
would have contributed to the second marked increase in coercivities. The (002)
peak, occurring at 48.7◦ is also indicated by a dashed line. In the figure, the silicide
peaks are highlighted in blue text, with “M” representing a mixture of iron and plat-
inum silicides. This XRD data suggests that the FePtN has partially transformed
into the FePt fct phase but with undesirable silicide formation, having detrimental
effects on Ms, Mr and hindering Hc.
140
10 20 30 40 50 60 70
2θ (°)
I
n
t
e
n
s
i
t
y
 
(
a
r
b
.
 
u
n
i
t
s
)
P
t
1
2
S
i
5
 
 
(
2
1
1
)
F
e
P
t
 
(
0
0
1
)
M
F
e
P
t
 
 
(
1
0
0
)
F
e
0
.
7
5
P
t
0
.
2
5
 
 
(
1
1
0
)
F
e
 
 
(
1
1
0
)
F
e
P
t
 
 
(
1
1
1
)
F
e
P
t
 
 
(
0
0
2
)
As deposited
300 oC
350 oC
400 oC
450 oC
500 oC
600 oC
700 oC
800 oC
Figure 7.11: X-ray diffraction patterns of FePtN for different anneal temperatures (deposited onto Silicon).
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However, it is important to note that the formation of silicides occur at a much
lower temperature when nitrogen is not incoropated into the depositing films. In
FePt, the silicides form so soon that the film does not have a chance to become or-
dered. In FePtN, the presence of nitrogen appears to hinder silicide formation [368].
This could be due to reaction of the nitrogen with the Si substrate, preferentially
forming silicon nitride over platinum silicide. This can be understood by considering
the thermodynamics of the reactants involved.
The thermodynamic data for the likely reactions involving Fe, Pt, N2 and sili-
con substrates are shown in Table 7.1. Chemical reactions often involve a change in
enthalpy (defined as the heat produced or absorbed during a reaction at constant
pressure and the symbol for the change is ∆H). The standard enthalpy of formation
is the enthalpy change when 1 mole of a pure substance is formed from its elements
(where the reactants and products are in their standard states) [62]. Chemical re-
actions that have a negative ∆H are said to be exothermic and reactions that have
a positive ∆H are endothermic. A negative enthalpy means heat energy is released.
If the substance releases heat energy, then the product has a lower value of stored
heat energy. Such a change is energetically favourable [211]. The table shows the
standard enthalpy of formation values for the various possible materials. The for-
mation of silicides from FePt have been well studied [366], [365]. The enthalpy of
formation ,∆fH
⊖ ,for Si3N4 is much more negative than for the formation of the
other products. This means that the formation of Si3N4 has a lower energy content
than the formation of the other products, indicating that Si would preferentially
combine with nitrogen rather than with either Fe or Pt.
During deposited, it is thought that nitrogen predominantly bonds to Fe [189].
Platinum-Metal elements (Pt, Ir, Os, Ru, Rh, Pd) do not readily form stable com-
pounds with nitrogen [374]. The initial increase of coercivities can be associated to
an initial removal of some of the nitrogen and formation of FePt. As the films are
annealed various forms of iron nitride may evolve. Some phases of iron nitride are
non-magnetic (e.g. FeN), yet some are soft magnetic materials with high satura-
tion magnetization (Fe4N and Fe16N2) [375][376]. It is therefore feasible that the
decrease in coercivities after 300 ◦C is due to the formation of non-magnetic iron
nitride phases. It is therefore also possible that the increase in coercivities after 500
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Material Enthalpy (∆Hf
⊖)(KJmol−1) Reference
FePt -27.2 [369]
FeSi -99.8 [370]
Fe2N -3.8 [371]
Fe4N -10.9 [371]
PtSi -59.6 [372]
Pt2Si -63.3 [372]
Si3N4 -828 [373]
Table 7.1: Enthalpy of formation values.
◦C is due to a magnetic phase of iron nitride being formed [377][378]. It is difficult
to to match up iron nitride peaks using XRD since their peak positions are similar
to those of FePt.
7.5.3 Electrical properties
The electrical properties of FePt and FePtN films will change with annealing tem-
perature, due to changes induced in the film composition and structure. Thus,
electrical measurements, for example resistivity, can give a useful (although indi-
rect) indication of the changes that occur with annealing.
Electrical resistivity measurements were carried out using the four point probe
technique described in Chapter 6, using applied in plane currents of 0.005 A, 0.01
A, 0.015 A and 0.02 A. For each sample each one of these currents was applied and
their respective voltages measured. The gradient for each sample was worked out
by plotting voltage (V ) against current (I), from which the sheet resistance (Rs),
can be calculated (please refer back to Section 6.5). By using the following [327],
Rs = 4.53× (
V
I
) (7.1)
ρ = Rs × t (7.2)
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where t is the thickness of a thin film and the resistivity, ρ, can be calculated. An
example plot is shown in Fig. 7.12.
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Figure 7.12: Example graph showing measured voltages at various applied currents.
For this example where the gradient is 9.2,
Rs = 4.53× 9.2 = 41.676 Ω/sq (7.3)
ρ = Rs × 25× 10
−7 = 104µΩ cm. (7.4)
Please note that the line of fit does not pass through zero due to an offset in
the voltmeter. A similar plot was created for the FePt and FePtN samples and the
resistivity values are shown in Fig. 7.13. A linear plot of voltage against current
implies that heating effects are minimal since one would expect the effects to be
greater at higher currents and so not show linear behaviour. The resistivity values
for samples annealed at 800 ◦C were too high to be measured.
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Figure 7.13: Specific resitivity data for 250 A˚ FePt and FePtN deposited onto Si.
Before any thermal treatment resistivity for FePtN is higher than that of FePt.
This is expected as when elemental Fe is nitrided its resistivity increases from about
10 µΩcm to over 150 µΩcm. Table 7.2 shows the room temperature resistivity values
for some likely products that could be formed within the FePt and FePtN films.
Material Resistivity (µΩ cm) Reference
Fe 9.87 [371]
Pt 10.7 [371]
FeN 165 - 200 [379]
PtSi 28 - 35 [380]
FeSi2 10
3 - 106 [380]
Si3N4 20
20 [381]
Fe3O4 6.07 × 10
3 [382]
SiO2 10
20 - 1022 [383]
Table 7.2: Room temperature resistivities of likely compounds.
The resistivites of FePt remain lower than the resistivities of FePtN on increas-
ing temperature until 400 ◦C where the values of resistivity for FePt become higher
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than those for FePtN. At 400 ◦C the resistivity of FePt begins to rise sharply. The
resistivity of FePtN also shows a sharp increase but not until after 500 ◦C - the
presence of nitrogen appears to ‘delay’ the increase in resistivity. These tempera-
tures correspond well to the appearance of the“new peaks” on the XRD patterns (i.e
the Pt12Si5/Fe5Si3) peaks for FePt and FePt(100)/(110) peaks for FePtN), illus-
trating that new structures and phases can have a significant effect on film resistivity.
According to literature FeSi2 has a much greater resistivity value (10
3 - 106
µΩcm) [384][380] than PtSi (28 - 35 µΩcm) [385][386][380]. The initial formation
of PtSi in the FePt films could be responsible for maintaining a relatively low resis-
tivity in FePt films until after 400 ◦C when the increased formation of iron silicides
could increase the resistivity greatly. The production of Si3N4 could be responsible
for the increased resistivity in the FePtN films at 600 ◦C and 700 ◦C.
7.5.4 Surface morphology
For real applications it is ideal to have surfaces that are as smooth as possible. How
rough a surface is can give an indication of particle or crystal sizes. The surface
roughness was therefore investigated using AFM. AFM measurements were per-
formed on an Innova microscope (Veeco Corp.) with a Nanodrive controller (Veeco
Corp.). The instrument was operated in tapping mode using a phosphorous doped
silicon tapping mode tip. The AFM topographic images (scan size of 1 × 1 µm2 and
scan rate of 0.5 Hz) were analysed for surface roughness using the Veeco Nanoscope
software.
Before any annealing, FePt and FePtN films are relatively smooth with measured
rms roughness of 0.0511 nm and 0.0555 nm respectively. As shown in Fig. 7.14 the
roughness increases significantly as the films are annealed.
After 600 ◦C, FePtN films have a greater roughness than FePt. By 800 ◦C, the
rms of FePtN is over three times greater than that of FePt. Although FePt films
are smoother than FePtN films, their magnetic properties are not as good when
annealed above 400 ◦C or so.
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Figure 7.14: RMS roughness of FePt and FePtN on Si measured using AFM.
7.5.5 Crystallite size
The crystallite size has been investigated by XRD using the EVA program and
Scherrer equation (Fig. 7.15), from the (111) peak of FePt and from the large sili-
cide peak at about 30◦.
As shown in Fig. 7.15 the crystallite size of as-deposited FePt and FePtN films is
around 10 nm, consistant with those noted by other groups [387] [349], but annealing
does increase the crystallite size drastically. For FePt at 400 ◦C, crystallites of over
130 nm are observed. Crystallites of PtSi are also increasingly forming in size after
400 ◦C. At higher annealing temperatures, the crystallite sizes of FePtN remains
lower than FePt but still does increase to over 50 nm.
7.5.6 High coercivity FePt
The above results have shown that the formation of silicides has had detrimental
effects on FePt and FePtN films. A study by Li et al. [366] has shown that by
depositing FePt onto HF-cleaned Si substrates, a reaction occurs between the FePt
film and the substrate creating a PtSi layer at the interface. After annealing for
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Figure 7.15: Crystallite size of FePt and FePtN on Si measured using XRD.
two hours at 350 ◦C a coercivity of 6.4 kOe was obtained. This coercivity value was
similar to that of FePt films deposited on Si/SiO2 substrates (where no interface
reaction occurred) annealed at 600 ◦C. It was concluded that a PtSi layer at the
film - substrate interface can accelerate L10 ordering and as a result lower the L10
transformation temperature to 350 ◦C.
It is at a similar temperature to Li et al. that an FePt film deposited using
HiTUS showed high in plane and perpendicular coercivities. The FePt film (25
nm) was deposited directly onto naturally oxidised Si (unknown oxide thickness)
and annealed at 400 ◦C as described in Section 7.4. This sample is referred to as
‘Sample A.’ The (‖) and (⊥) hysteresis loops, measured by VSM, for Sample A are
shown in Fig. 7.16. ‘Sample B’ refers to the previously fabricated FePt film onto
a Si substrate, also annealed under the same conditions at 400 ◦C. The hysteresis
loops for Sample B are also shown in Fig. 7.16 for comparison. Since the maximum
magnetic field strength for VSM measurements was 20 kOe, it is possible that the
samples were not fully saturated in the perpendicular measurements. The coercivity,
magnetisation and remanence values for Samples A and B have been extracted from
the hysteresis loops and are tabulated in Table 7.3. The values for the as deposited
FePt sample are also shown in the table for comparison.
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Figure 7.16: Hysteresis loops, produced using VSM, for 250 A˚ of FePt deposited
onto naturally oxidised Si.
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The coercivities of as deposited FePt are 95 Oe (‖) and 380 Oe (⊥). After an-
nealing at 400 ◦C Sample A shows a much larger increase in coercivity than Sample
B. The in-plane coercivity of Sample A, Hc‖, is 7180 Oe and perpendicular coercivity
, Hc⊥, is 6300 Oe. (Sample B) showed smaller increases to 380 Oe (Hc‖) and 480
Oe (Hc⊥). Table 7.3 also shows that the measured crystallite size of Sample A is
significantly lower than that of Sample B. With no annealing the crystallite size of
the as deposited sample is 93.9 A˚. After annealing, Sample A displays a crystallite
size of 222.2 A˚ whereas the crystallite size of Sample B is 1315.5 A˚. The surface
roughness of Sample B is over twice as rough as that of Sample A. Coercivity can
be affected by grain size as shown by work carried out by researchers such as Herzer
[388][389]and Pfeifer [390]. They showed that the maximum coercivity for a given
material occurs within its single domain range. For larger grain sizes, coercivity
decreases as the grain subdivides into domains. For smaller grain sizes, again coer-
civity decreases, but this decrease is due to the randomizing effects of thermal energy.
The in plane remanence for Sample A increased slightly from 446 emu/cm3,
for the as deposited sample, to 467 emu/cm3 but had decreased to 243 emu/cm3
in Sample B. For both Samples A and B, the perpendicular remanence increased
from 47 emu/cm3, for the as deposited sample, to 289 emu/cm3 in Sample A and to
71 emu/cm3 in Sample B. Magnetic remanence is associated with the interactions
between neighboring magnetic spins and is determined by the competition between
exchange energy and anisotropy energy at room temperature [391]. Annealing has
been known to cause an increase in remanence and enhance intergrain exchange
coupling [391][392].
In both samples, both the in plane and perpendicular saturation magnetisa-
tion values had reduced from 732 emu/cm3 obtained from the as deposited sample;
although the values for Sample B reduced by a greater extent than Sample A. Ac-
cording to Toney et al. [393] the disordered FePt phase has a higher moment than
the chemically ordered phase. The presence of non-magnetic materials can also di-
lute the saturation magnetisation [348], that is, the presence of grains with a low Ms
can reduce the Ms of the entire film [355]. In this thesis the non-magnetic materials
are thought to be iron and platinum silicides.
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The XRD patterns for samples A and B, shown in Fig. 7.17, are distinctly
different. For Sample A the desirable FePt (001) and (002) peaks are clearly visible
at 23.9◦ and 49.0◦; the FePt (111) peak is also still present. This provides some
evidence that L10 ordering has occurred. In the case of Sample B, the large silicide
and Fe peaks discussed earlier are dominant. This suggests that the level of sili-
cides is much higher in Sample B than in Sample A. This agrees with the measured
magnetic properties. The lower resistivity value of Sample A also suggests that less
silicide is in the sample, which is also shown by a less dominant peak in the XRD
pattern at about 30◦ (Fig. 7.17).
Property As deposited FePt Sample A Sample B
Hc‖ (Oe) 95 7180 380
Hc⊥ (Oe) 380 6300 480
Ms‖ (emu/cm
3) 732 535 362
Ms⊥ (emu/cm
3) 732 432 333
Mr‖ (emu/cm
3) 446 467 243
Mr⊥ (emu/cm
3) 47 289 71
Surface roughness (rms, µm) 0.0000641 0.00248 0.00532
Crystallite size (A˚) 93.9 222.2 1315.5
Resistivity (µΩcm) 88.5 79 103
Table 7.3: Properties of both samples A and B annealed at 400 ◦C. The properties
of un-annealed FePt are also shown.
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Figure 7.17: X-ray diffraction pattern of 250 A˚ FePt deposited onto naturally oxidised Si.
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At present, the differences between Samples A and B are unknown. One possibil-
ity is that the Fe:Pt ratios are different in the two samples. The magnetic properties
of FePt are very sensitive to preparation conditions and post annealing treatments
[394]. In the study by Li et al. [366] at 350 ◦C a coercivity of 6.4 kOe was obtained,
by increasing the temperature slightly to 360 ◦C the coercivity increased to 8.9 kOe,
implying that FePt films are sensitive to slight variations in temperatures. Further
work will be required to determine reasons behind the transformation of sample
A from the fcc disordered phase to the fct ordered phase and also the relatively
small grain growth. Further studies using the HiTUS system to better understand
the influence of processing conditions on FePt thin film properties would help tune
the properties. This is an interesting result and worth further investigations but
unfortunately it is not possible to continue on this project due to time constraints.
7.6 Summary and conclusions
The ever increasing demand for higher storage densities has fuelled the research into
high anisotropy materials for recording media, for enabling stable grain sizes below
10 nm and so increasing storage densities beyond 1Tb/in2. Face centred tetragonal
(fct) FePt (L10) is a strong candidate for achieving this goal as it is recognised for
its high anisotropy constant. Reducing the ordering temperature of FePt from its
as deposited face centred cubic (fcc) phase to the fct phase, obtaining the correct
(001) orientation and producing small grains which do not interact with one another
remain to be key challenges for this material.
The aim for this project was to sputter FePt using the HiTUS system and inves-
tigate if the addition of nitrogen could contribute to the improvement of magnetic
properties.
Thin films of FePt have been deposited directly onto naturally oxidised silicon
substrates at ambient temperature. The magnetic properties obtained for the as
deposited samples have Hc‖ of 95 Oe, Hc⊥ of 380 Oe, and Ms‖ and Ms⊥ are both
730 emu/cm3. For the FePt films, annealing causes an increases in Hc‖ until 450
◦C and Hc⊥ until 350
◦C before both Hc‖ and Hc⊥ decrease. Ms‖ and Ms⊥ remain
almost constant until 300 ◦C before decreasing drastically. Ms‖ and Ms⊥ for the as-
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deposited samples are about 730 emu/cm3 but by 400 ◦ this has more than halved.
Initial annealing improves Mr in ‖ and ⊥ directions but after 300
◦C Mr decreases
substantially. Mr⊥ is always much lower than Mr‖ even for the as-deposited films.
The degradation of magnetic properties for annealing temperatures of 300 ◦C
and above in the FePt films is attributed to the formation of silicides. Though some
studies have shown that silicides can be beneficial to the fcc to fct transformation
this has not been the case for the films in this study.
The addition of nitrogen to FePt films appear to suppress the formation of
silicides until a much higher temperature of 800 ◦C. This is likely to be due to
the reaction of the silicon with nitrogen forming silicon nitride, this reaction would
be promoted by increasing annealing temperatures until around 800 ◦C when the
nitrogen is suspected to have been removed from the sample. It is around this tem-
perature that nitrogen has been reported to be released from iron nitride films [395].
The ‖ and ⊥ coercivities for FePtN increases with annealing temperature with
the highest coercivity of 2900 Oe at 800 ◦C. However, at this temperature Ms and
Mr values drop considerably, it is at this point that the silicide peaks are observed
in the XRD patterns. It is believed that with increasing annealing temperatures
different phases of iron nitride form within the film. The increases in Hc‖ and Hc⊥
between 500 - 600 ◦C could be due in part to a magnetic phase of FeN, but more
importantly to the ordering of FePt as shown by the appearance of FePt (100) and
(200) peaks in the XRD pattern. Also between 500 - 600 ◦C Ms‖ decreases from 565
emu/cm3 to 398 emu/cm3, Ms⊥ decreases from 549 emu/cm
3 to 342 emu/cm3 and
Mr‖ decreases from 525 emu/cm
3 to 287 emu/cm3. Although there is a degradation
in Ms and Mr in FePtN films, for temperatures up to 700
◦C the decreases are not as
severe as in the FePt films. Therefore, it can be said that nitrogen inclusion can offer
some protection against falling Ms and Mr during thermal treatment. Crystallite
size analysis of FePt and FePtN at different annealing temperatures indicate that
nitrogen can inhibit the growth of grains. As expected, crystallite size and surface
roughness all increase with increasing annealing temperatures.
It can be concluded that below 700 ◦C the addition of nitrogen to FePt can
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reduce silicide formation for FePt thin films deposited onto silicon substrates and
aid the stabilisation of magnetic properties. It is difficult to confirm if nitrogen
enhances magnetic properties of FePt due to the early formation of silicides in FePt
films.
FePt has been produced, with ‖ and ⊥ coercivities of 7180 Oe and 6300 Oe
respectively annealed at 400 ◦C. This temperature is relatively low compared to
temperatures reported by other groups, especially since no third material has been
added, no underlayer nor expensive substrates used. The XRD diffraction pattern
shows a clear (001) peak indicating the formation of L10 FePt. This suggests that
HiTUS has the potential to reduce the FePt fcc to fct ordering temperature.
The type of substrate, underlayers, composition variation, annealing and growth
conditions are amongst key factors for careful consideration when producing FePt
thin films. With the easy control of deposition parameters of the HiTUS system there
remains many more opportunities for developing L10 FePt. Reactive sputtering
with nitrogen can not only offer protection against silicon pollution but contribute
to granular media with better properties such as oxidation resistance, corrosion
resistance and wear resistance.
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Chapter 8
Multi-ferroics for future data read
sensors
In the previous section the HiTUS technique has been used to deposit FePt for high
Ku media applications. How the inclusion of nitrogen into FePt affects the magnetic
properties was also studied. The research into high Ku media for future data storage
is extensive. Such media would in turn require stronger write head fields to switch
the magnetisation of the recorded bits. One promising approach to assist the writing
on high Ku media is ‘heat assisted magnetic recording’ (HAMR) [396]. Recently,
it has also been demonstrated that the magnetic anisotropy of materials can be
modified electrically [397] [270] [398] [251]. The way by which magnetisation can be
controlled by electric field paves the way towards purely electric-field controlled de-
vices. These devices would cause less Joule heating than magnetic devices that are
switched with a current (MRAM, for example [399]) and improvements in minitur-
ization and power consumption should be expected. A voltage controlled write head
has even been proposed [253]. The phenomenon by which magnetisation can be con-
trolled by electric fields (and vice versa) is known as the magneto-electric (ME) effect
and arises in a special class of materials known as “multiferoics” [269][400][246].
This relatively new class of materials is not only being investigated to provide
alternative method for writing data, but also for the read-out of data. Potentially
the combination of the two functions could lead to an electric field controlled novel
read/write head design as proposed by several research groups [401] [402] [135]. In
this section the possibility of using the magneto-electric effect in the design of future
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read heads will be explored.
8.1 ME for data storage read out applications
Modern magnetic read heads are based on magneto-resistive (MR) effects such as
GMR and TMR [108][403]. These effects rely on changing the internal resistance of
a sensor stack structure on interacting with the stray field from the recorded bits
of a magnetic recording medium. A constant DC current passes through the sensor
stack and the change in the stack resistance is translated into a read signal as a
voltage amplitude change ∆V = I ×∆R [404][405][406]. With increasing recording
densities, the read sensor must become smaller and more sensitive to the ever de-
creasing bit size [407]. Magneto-resistive read sensors contain extra structures and
layers to ensure reliable biasing and shielding [408][409][410]. These impose limita-
tions on higher recording densities. Active research is underway to improve current
magneto-resistive sensor technologies [411] [412][413]. Multi-ferroic magneto-electric
materials have attracted great interest for this purpose [401][402].
In 2005, Binek and Doudin [414] theoretically proposed device architectures com-
bining a GMR or TMR device with a magneto-electric film, where the electric field is
used as an alternative means for controlling the magnetic configuration of spintronic
devices. By taking advantage of the insulating anti-ferromagnetic nature of some
ME materials such as Cr2O3, they proposed to use the anti-ferromagnetic ordering
to provide control of the magnetic configuration of spintronic devices through strong
exchange coupling to adjacent ferromagnetic films. For the TMR case they suggest
to use an anti-ferromagnetic ME thin film as a dielectric tunnel barrier between two
ferromagnetic metallic layers (FM1 and FM2) of which one is hard or pinned, and
the other is soft. On applying a voltage, the electric field can cause a net magneti-
sation to occur in the anti-ferromagnetic ME layer. Changing the voltage polarity
across the FM1 ‖ ME ‖ FM2 device changes the direction of the net magnetisation
of the ME layer which in turn would affect the magnetisation of the soft magnetic
layer (this takes advantage of the exchange field between the magnetised ME layer
and the two adjacent ferromagnetic films). For devices based on GMR; they pro-
posed that the ME thin film can be used as a tunable pinning layer to which the
bottom of the GMR device is pinned. A voltage difference controls the ME layer
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magnetisation, tuning the exchange coupling with the bottom pinned layer. Con-
trolling the voltage of the ME layer will therefore allow switching of the bottom layer.
A similar theoretical idea was proposed by Chen et al. [135]. Two types of
spintronic devices based on the ME effect were proposed - ‘magneto-electric random
access memory’ (MERAM) and ‘magneto-electric XOR cell’ (MEXOR). In both
cases a magneto-electric anti-ferromagnet (ME-AF) layer is used for data storage.
The bottom layer (which is a soft ferromagnet) comprising of a GMR or TMR struc-
ture is pinned to the ME-AF layer to read the data. The soft ferromagnetic layer is
exchanged coupled to the magneto-electric anti-ferromagnetic, and so the magnetic
moment of the soft ferromagnetic (FM) layer is controlled by the spin structure of
the magneto-electric anti-ferromagnet. The spin structures of the AF define the
spin orientations of the FM, therefore subsequent resistance measurements of the
GMR/TMR stack will read the data.
Vopsaroiu et al. [401] have theoretically described a magnetic recording head
technology that works via the stress mediated ME effect . An AF ‖ FM ‖ FE ‖ FM
structure is used making use of the AF ‖ FM interface. The AF biases the magneti-
sation that provides a DC magnetic bias field (the exchange coupling effect) [415]
which induces a magnetostrictive stress on the FM layers. As the head moves along
the magnetic recording track, the stray field from the recoded bit provides an AC
media field. The read head essentially plays the role of transforming the magnetic
field signals to the output voltage waveform. The sensor’s AC response voltage os-
cillates following the pattern of the recorded bits. Using FM Terfenol-D as the FM
and Pb(Zr,Ti)O3 as the FE, they estimate that such a sensor could be capable of
reading a 1 Tbit/in2 recording medium. Whereas an MR read head requires a con-
stant DC test current passing through it, this theorectical ME read head does not
because data is directly read back as an induced ME voltage output. This shows a
clear benefit regarding Joule thermal heating issues that occur in the high resistance
tunnelling MR sensors [416][417][418] and also reduces the power consumption [419].
Zhang et al. [402] demonstrated this idea experimentally by producing a pro-
totype ME read head using ME heterostructures of magnetic oxides (NiFe2O4,
CoFe2O4) and the FE oxide, BaTiO3, grown on SrTiO3 single crystal substrates.
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They showed that the ME structures sensed the fields generated by a signal gener-
ator (which model media fields from the bits in the recording medium) and that a
ME output voltage waveform was produced. The response signal, however, was too
low for recording medium applications.
Continued efforts into understanding the ME coupling and theoretical ap-
proaches to the use of ME heterostructures in future read head technologies has
prompted us to consider a read structure design which is relatively simple to man-
ufacture.
8.2 The GMR effect on ferroelectric PZT
8.2.1 Introduction
Following the theoretical predictions by Vopsaroiu et al. [401] a collaboration is
arranged with Vopsaroiu and colleagues to investigate the possibility of using the
ME effect for future read heads experimentally. The overall aim is to produce a
FM/FE hybrid structure (Fig. 8.1) and investigate the change in properties of the
FM layer by electrically activating the FE layer. A GMR structure was chosen to act
as the FM component. GMR structures, as mentioned in Section 4.4 are considered
to have played a major contribution to advancing read heads and are, relatively,
simple structures. A well known FE material, lead zirconium titanate (PZT) was
chosen to be the substrate material for producing the GMR structure onto. PZT is
known for its excellent ferroelectric and piezoelectric properties such as low coercive
fields and large piezoelectric coefficients, allowing a high piezoresponse at low oper-
ating switching voltages [420][421][422][423]. Upon the application of a voltage to
the ferroelectric substrate, a strain is induced in it via the piezoelectric effect, which
is transferred to the GMR multilayer. Any changes the voltage may cause to the
stack may be observed by changes in magneto-resistance measurements (four point
probe method).
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Figure 8.1: Proposed GMR/PZT hybrid.
8.2.2 Co/Cu GMR multilayers
The GMR effect is observed in certain multilayers (ML) consisting of alternating
ferromagnetic/non-ferromagnetic films (please refer back to Chapter 4). The GMR
ratio refers to the drop in the resistance of coupled magnetic/non-magnetic layers
when a sufficiently high magnetic field is applied to the sample. It is calculated
from:
GMR ratio = (
R0 −R
R0
)× 100% = (
∆R
R
)× 100% (8.1)
where R0 is the measured resistance in the absence of a magnetic field and R is the
resistance in the presence of a magnetic field.
The Co/Cu system is one of the earliest ML systems to have been studied and has
been used to provide understanding for the GMR phenomenon [424][425][426][427].
Fig. 8.2 shows a basic Co/Cu multilayer system formed onto a substrate; a buffer
layer is often used to create an improved surface for the multilayer to grow on. Co is
one of the few elements with ferromagnetic behaviour at room temperature [428] and
Cu is a very good conducting non-magnetic material. Co/Cu MLs exhibit a strong
anti-ferromagnetic exchange coupling [429] and high giant magneto-resistance GMR
effects of up to 65% at room temperature [430].
In Co/Cu multilayer systems the magnitude of the giant magneto-resistance
effect oscillates as a function of copper thickness [431][432]. This oscillation in
magneto-resistance is related to an oscillation in the interlayer coupling between the
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Figure 8.2: An illustration of a Co/Cu multilayer system.
anti-ferromagnetic and ferromagnetic layers as the thickness of the Cu spacer is var-
ied. An example of this is shown in Fig. 8.3. The peaks occur when the alignment of
the magnetic layers are anti-parallel and, at the low magneto-resistance values, the
alignment of the magnetic layers are parallel. In polycrystalline Co/Cu multilayers
the oscillation period is about 10 A˚, so anti-ferromagnetic coupling (correspond-
ing to high magneto-resistance, ∆R/R) occurring at about 10 A˚, 20 A˚ and 30 A˚
(known as the first oscillation peak, second oscillation peak, 3rd oscillation peak).
Usually the first oscillation peak displays the highest GMR ratio and is the most nar-
row. The heights of the peaks progressively become smaller and the peaks broaden
as the Cu thickness increase, therefore usually only the first 3 oscillation peaks
are observed. Similar oscillations in magneto-resistance and interlayer coupling are
present in other GMR multilayer structures such as polycrystalline Fe/Cr, Co/Cr
and Co/Ru multilayers [433], and Fe/Cu [434]. The coupling via the non-magnetic
metal is long range and of the Ruderman-Kittel-Kasuya-Yosida (RKKY) type [435].
RKKY interactions describe the long range coupling of magnetic moments via the
interaction with conduction electrons of non-magnetic layers [436][437][438][439].
In general, experimental techniques for growing Co/Cu ML structures have
concentrated mostly on RF or DC magnetron sputtering [440], [441], [442]. These
structures have also been reported to have been grown by MBE [443], electrodepo-
sition [444], pulsed laser [445], ion beam deposition [446] and e-beam evaporation
techniques [447].
To date there are no reports on Co/Cu GMR structures prepared by the HiTUS
technology. One important feature of the HiTUS technique is its ability to sputter
thick ferromagnetic targets, which is a major limitation in conventional magnetron
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Figure 8.3: Magneto-resistance versus Cu spacer layer thickness for a series of Co/Cu
multilayers, adapted from [2].
sputtering systems. By using HiTUS, which has the added advantage of tuning thin
film properties via RF power, target voltage and sputter gas pressure, it is expected
that HiTUS can produce spin valve GMR structures that are comparable to those
produced by conventional sputtering for use in this project on multi-ferroics.
To fabricate GMR multilayers a slow deposition rate would be required to con-
trol the thickness of the ultra thin layers of Co and Cu. Due to the independent
control of ion energy and ion density with using a HiTUS system, a high ion density
can be maintained. Thus, all the benefits associated with sputtering using a high
density plasma (such as producing high density films) can be maintained whilst si-
multaneously maintaining a slow deposition rate; resulting in precise control of film
thickness. Preliminary experiments were necessary to assess the capability of HiTUS
to produce such thin multi-layer films and to obtain a suitable GMR structure for
combining with a PZT substrate.
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8.3 Preliminary experiments
8.3.1 Experimental
Alternate layers of Co and Cu were deposited by HiTUS onto commercially avail-
able glass slides (Menzel-Glser microscope slides from Thermo Scientific), silicon
wafers (IDB Technologies Ltd) and flexible kapton film (50 micron thick polyimide
from DuPont Teijin). Prior to deposition the substrates were ultrasonic cleaned in
isopropanol. For film thickness control of ultra thin films a low deposition rate is
required. This was achieved by using a low RF power of 0.34 kW, a value high
enough to strike and maintain a stable plasma, and a voltage of 500 V to the target.
Typical operating voltages at Plasma Quest Ltd range between 200 V and 800 V.
A mid-value of 500 V was chosen to ensure that the sputtered atoms had enough
mobility when arriving at the substrate to form a continuous film. Too high a volt-
age could lead to disruption of such thin delicate films due to high atom mobility.
The base pressure before deposition was 7.0 × 10−7 mbar and the pressure during
sputtering was kept at 1.2 × 10−3 mbar. HiTUS process pressure influences the
surface roughness of thin films. Co and Cu thin films have been produced using
different process pressures and their surface roughness was measured. The rms sur-
face roughness for 100 nm Co and Cu deposited at different process pressures are
found in Appendix B. These results indicate that for these materials a low sput-
tering pressure of 1.2 × 10−3 mbar gives smoother films than at higher pressures.
The deposition rates for Co and Cu were 0.43 A˚/s and 0.81 A˚/s respectively, under
the process conditions mentioned (RF power = 0.34 kW, target voltage = 500 V
and process pressure = 1.2 × 10−3 mbar). These rates were arrived at by initially
depositing a series of thick films of Co and Cu and measuring their thicknesses using
a profilometer.
GMR measurements have been carried out at room temperature by a standard
four-point probe technique (described in Chapter 6) with a constant current of 4.53
mA applied to the sample. The output voltage was measured to give the resistance
of the sample. A magnetic field of 3 kOe was applied in plane of the film. According
to Parkin et al. [430] and Shukh et al. [448], 3 kOe should be a high enough field
to magnetically saturate Co/Cu multilayers . The magneto-resistance ratio of the
163
multilayers was determined by the expression (R0 - Rs)/R0 where R0 is the resis-
tance of the sample in the absence of the magnetic field and Rs the resistance in the
presence of the magnetic field.
The structure [Co(8 A˚)/Cu(tCu)]×20 was used. Since the thickness of the Cu
interlayer is mainly responsible for the oscillatory exchange coupling effects [449],
initially the thickness of the Cu layer was varied, tCu. A thickness of 8 A˚ for the
magnetic Co layers was used, chosen in accordance with literature [449][430]. Subse-
quently the thickness of the Co layer was varied using the optimum tCu obtained to
check if 8 A˚ is the optimum Co thickness for this work. The number of Co/Cu bilay-
ers influences the GMR ratio [428]. 20 bilayers was chosen by considering the number
of bilayers used by other groups [432][448] [450][451][446] and the manual operation
of the HiTUS system. A [Co(18 A˚)/Cu(48 A˚)] buffer layer and Co(12 A˚) capping
layer was initially used. Subsequently, a GMR multilayer was also deposited onto
other buffer layers to seek improvement in GMR values since it is generally known
that the type of buffer layer used influences the GMR ratio [440].
8.3.2 Results
Cu thickness variation
Fig. 8.4 shows the magneto-resistance ratio as a function of Cu layer thickness,
tCu for the structure [Co(8 A˚)/Cu(tCu)]×20 prepared using the HiTUS technique on
three different substrates: silicon, glass and kapton film. A maximum GMR ratio of
16.15 % was obtained for the ML deposited onto silicon at tCu = 11 A˚ (1st oscillation
peak). For the same sample a GMR ratio of 14.55 % was obtained at tCu = 20 A˚,
corresponding to the second oscillation peak.
For the multilayers deposited on the glass substrate the first and second oscil-
lation peaks are still present, although the first peak is not as pronounced as the
ML deposited on silicon. The GMR % is 2.76 % (tCu = 10 A˚) and at the second
oscillation peak is 12.88 % (tCu = 21 A˚). The first oscillation peak is not observed
for the multilayers deposited onto flexible kapton film but the GMR % for the second
oscillation peak remains relatively high at 14.39 % for (tCu = 22 A˚).
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Figure 8.4: Measured GMR ratios with varying Cu thickness on (a) silicon, (b) glass
and (c) kapton film.
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Co/Cu ML structure Deposition method GMR at room temperature (%) Reference
[Co(10 A˚)/Cu(20 A˚)]×16 UHV DC magnetron sputtering ∼ 18.5 [452]
[Co(11 A˚)/Cu(19 A˚)]×20 DC magnetron sputtering 25 [448]
[Co(8 A˚)/Cu(20 A˚)]×30 RF magnetron sputtering ∼ 25 [449]
[Co(11 A˚)/Cu(19 A˚)]×25 RF magnetron sputtering ∼ 19 [453]
[Co(10 A˚)/Cu(19 A˚)]×16 UHV DC magnetron sputtering ∼ 25 [432]
[Co(15 A˚)/Cu(20 A˚)]×30 Triode sputtering ∼ 19 [425]
[Co(20 A˚)/Cu(20 A˚)]×10 E-beam evaporation 7.2 [447]
[Co(20 A˚)/Cu(21 A˚)]×11 Focused ion beam sputtering 6.7 [446]
[Co(22 A˚)/Cu(21 A˚)]×30 DC magnetron sputtering 24 [454]
[Co(9 A˚)/Cu(14 A˚)]×62 Electro-deposition ∼ 16.8 [444]
Table 8.1: Second anti-ferromagnetic coupling GMR values, from literature.
Table 8.1 shows examples of second anti-ferromagnetic coupling GMR values
obtained from literature. The multilayers deposited using HiTUS with second os-
cillation GMR values of 14.55 % (on silicon), 12.88 % (glass) and 14.39 % (kapton)
compare well with literature considering that the HiTUS process has not been op-
timised to produce a better anti-ferromagnetic coupling.
Literature GMR values of over 40 % have been reported for Co/Cu multilayers
at the first oscillation peak [430][450][449]. For example, Hall et al. [1996 Hall]
achieved room temperature GMR of 61.6 %, Mosca et al. [425] achieved room tem-
perature GMR of about 50 % and Bouziane et al. [441] achieved 42.5 % . For the
first oscillation peak, both the Co and Cu layers are extremely thin ( 10 A˚). At
this kind of film thickness it is difficult to achieve smooth well defined interfaces
without pinholes, which is an important property for large GMR values [449]. In-
creased interfacial roughness may induce local contacts of neighbouring Co layers,
which decrease the magneto-resistance values [455]. Therefore, the GMR of Co/Cu
multilayers can be governed by the interfacial roughness [456].
Interfacial roughness may be induced by substrate roughness [457][458]. Interfa-
cial roughness studies have been carried out by various research groups. Interfacial
roughness can be generated by using different buffer layers. Wawro et al. [458]
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measured the surface roughness of two buffer materials :300 A˚ of Cu and 300 A˚ of
Co, deposited onto float glass. The surface roughness of the Cu was measured to be
30 A˚, and the surface roughness the Co measured to be 10 A˚. When Cu was used
as a buffer layer the GMR value was 2.62 %. However, when the same multilayer
was deposited onto the Co buffer layer the GMR value almost doubled to 5.22 %.
El Harfaoui et al. [440] investigated Co/Cu multilayers deposited onto glass and a
range of buffer layers. Without a buffer layer the roughness of the glass was 5 A˚ and
gave a GMR of 18 %. 80 A˚ of Fe deposited onto the glass yielded the smoothest
buffer of 1.4 A˚ giving a GMR of 42.5 %. Ben Youssef et al. [453] produced Co/Cu
multilayers with different interface structures by changing the sputtering gas pres-
sure. By examining the roughness at the interface using low angle x-ray diffraction
they deduced that GMR was at the maximum when interface roughness had a min-
imum value.
The surface roughness of Si, glass and kapton substrates used for the Co/Cu mul-
tilayers, prepared by HiTUS, were measured by AFM. The rms values for the three
different substrate roughness were 7.8 A˚, 10.0 A˚, and 110 A˚ respectively. Smooth
substrates for ultra thin films is important for obtaining a continuous film. The
smoothest substrate is the Si and hence produced the highest quality multilayer.
Kapton film was the most rough and hence no first oscillation peak is observed. The
surface roughness of 7.8 A˚ for the silicon substrate is higher than the glass substrate
used by El Harfaoui et al. [440] mentioned above (where 18 % GMR was obtained).
Substrate roughness may be a contributing factor to the lower GMR value of 16.15 %
(multilayer produced on silicon) compared to higher values achieved by other groups.
The crystalline texture and microstructure of thin films and multilayers is very
dependent on the method and conditions of their deposition [452]. The second anti-
ferromagnetic coupling appears to be less susceptible to substrate roughness than
the first. By experience, using the Cu thickness at the second anti-ferromagnetic
Cu thickness gives high reproducibility. Therefore tCu of 21 A˚ is chosen to be a
standard thickness to use in order to create a sensor with maximum GMR ratio.
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Co thickness variation
To ensure the thickness of the Co layer used was optimum, its thickness was var-
ied, whilst keeping the thickness of Cu at 21 A˚. Multilayers with 10 bilayers of the
structure [Co(18 A˚)/Cu(48 A˚)]/[Co(t A˚)/Cu(21 A˚)]×10/Co(12 A˚) were deposited
onto glass slides, where t is the thickness of the Co layers, [Co(18 A˚)/Cu(48 A˚)]
the buffer layer and 12 A˚ Co was deposited on top of the ML to help protect the
stack from oxidation. Co thicknesses investigated were 7 A˚, 8 A˚, 9 A˚, 10 A˚, and
12 A˚. GMR measurements have been carried out by the four-point probe technique
described in Section 8.3. The results are shown in Table 8.2.
Co thickness (A˚) GMR ratio (%)
7 6.21
8 8.99
9 7.77
10 6.49
12 6.60
Table 8.2: Effect of changing Co thickness on GMR.
By decreasing the Co thickness from 10 A˚ to 8 A˚ the GMR increased to nearly
9 % from 6.49 %. The above experimental values indicate that Co thickness does
have an effect on the GMR ratio and that 8 A˚ is a good thickness for use in the
fabrication of these multilayer structures.
Effect of buffer layers on GMR ratio
Pure Fe, Cu and Co (66 A˚) were deposited onto glass slides and silicon, followed
by the structure [Co(8 A˚)/Cu(21 A˚)]×20/Co(12 A˚). GMR measurements were ob-
tained using the approach described earlier in Section 8.3 and are reported in Table
8.3. The GMR ratio for the combined [Co(18 A˚)/Cu(48 A˚)] buffer is also shown for
comparison.
Although Fe has been reported to give the highest GMR values by other groups
[440], [441], a combined Co/Cu buffer layer seems to better suit the films in this
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Buffer GMR ratio (%) on glass GMR ratio (%) on silicon
None 11.95 14.39
Fe 6.51 11.55
Cu 8.31 12.98
Co 9.95 14.07
Co/Cu 12.88 16.39
Table 8.3: GMR ratio of [Co(8 A˚)/Cu(21 A˚)]×20/Co(12 A˚) on different buffers using
glass and silicon substrates.
study, probably due to providing the films with more desirable structural properties.
This finding is different to other groups because texture of thin films is not only
related to the buffer layer used, but also with the type of sputtering method [440].
8.3.3 Observations
A suitable GMR structure has been obtained for use in further studies. The HiTUS
system has the ability to deposit ultra thin multilayer films at a slow deposition
rate, allowing greater control over the thickness of very thin films. The GMR ratios
obtained are comparable with studies by other groups. For example, Bouziane et
al. [33] obtained a second oscillation GMR ratio of just below 20 % for a Fe (100
A˚)/[Co (11 A˚)/Cu (20 A˚)]×25 /Co (12 A˚) structure. Honda et al. [449] achieved a
second oscillation GMR ratio of about 20 % for a [Co (8 A˚ / Cu (20 A˚)]×30 structure.
Since an increased number of bilayers results in an increased GMR ratio, the result
of 16.15 % could be enhanced by increasing the number of bilayers to over 20.
Further support for the ability of the HiTUS system for fabricating ultra thin
films is provided by a cross sectional micrograph (Fig. 8.5), taken by a Hitachi
HD2300A Scanning Transmission Electron Microscope (STEM) at the University of
Surrey. The micrograph shows that although some debris is present, overall a well
defined multilayer structure is established.
It is worth stating that the two previously mentioned groups also obtained over
40 % GMR change for the first oscillation peak. This has not been achieved so far in
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Figure 8.5: STEM image of [Co(18 A˚)/Cu(48 A˚)]/[Co(8 A˚)/Cu(21 A˚)]×20/Co(12 A˚)
deposited on glass.
this work. The GMR effect is strongly dependent on the growth conditions, temper-
ature, lattice structure, interfacial quality and structural imperfections [459], [454],
[460], [452], [451]. With improvements to substrate cleaning and process control, it
is believed that a better GMR ratio first oscillation peak is achievable.
The results obtained on flexible kapton film are themselves very interesting.
The integration of magneto-electronics such as GMR devices onto lightweight and
flexible substrates are attractive for a variety of applications, for example flexible
displays, photovoltaic cells and flexible memory devices. Over recent years limited
progress has been made in this area due to the small GMR effect achieved. Parkin
[95] deposited an exchanged biased sandwich (spin valve structure) onto organic
films but only obtained a GMR ratio of about 3 %. Yan et al. [461] used a pulsed
laser electrodeposition technique to electrodeposit Co/Cu multilayers onto conduct-
ing polymer films and obtained an MR ratio of about 4 % . Uhrmann et al. [462]
deposited a spin valve structure onto flexible polyamide substrates by DC magnetron
sputtering and reported a GMR effect of 8.6 % and GMR sensors on polyimide sub-
strates prepared by Ozkaya et al. [463] achieved a GMR ratio of only about 2 % .
A relatively high GMR ratio of about 35 % comprising of Co/Cu multilayers and
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20 bilayers (the same number of bilayers in HiTUS fabricated structures) has been
obtained by initially spin coating a 2 µm thick photoresist onto polyester substrates
prior to deposition of the multilayer [464]. In this latter study, the thickness of the
Co layer was 1 nm and that of the Cu layer was also 1 nm, these thicknesses corre-
spond to the first anti-ferromagnetic coupling maximum. Without the requirement
of photoresist, a second anti-ferromagnetic coupling maximum of 14.39 % has been
achieved by using HiTUS.
The 14.39 % GMR ratio achieved in this work, on flexible kapton film for the
second anti-ferromagnetic coupling peak is encouraging. As mentioned earlier in
this section it is believed that the first oscillation coupling peak is achievable with
improved film preparation conditions. With this in mind, the HiTUS system is a
strong candidate for the deposition of GMR (and other magneto-electronics) onto
flexible substrates using simple metallic underlayers, resulting in a simple fabrica-
tion process for producing flexible memory devices.
Magnetic sensors are found in computers, aeroplanes, automobiles and factory
production lines to name a few [465]. GMR sensors have also been researched for
use as chemical and biological sensors [466][88]. For the wide variety of applications
of magnetic sensors, the ability to produce flexible devices leads to products that
are mobile, mechanically flexible, low cost, low weight and biocompatible [467]. The
work regarding GMR on flexible substrates using HiTUS is, therefore, a key finding
that is worth further investigations. However, it is not directly relevant to the work
on multi-ferroics contained in this thesis, though it has been used to demonstrate
that HiTUS can support a range of substrates.
In summary, the HiTUS system has shown to be capable of producing thin
film GMR multilayer structures. The GMR value of 16.39 % corresponding to the
structure [Co(18 A˚)/Cu(48 A˚)]/[Co(8 A˚)/Cu(21 A˚)]×20/Co(12 A˚) relates well to
values contained in literature. This structure is highly reproducible and so is chosen
for the next phase of work on multi-ferroics, which is described in the next section.
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8.4 Combining GMR and PZT
Having obtained a suitable GMR structure, the next phase of work concentrates
on studying the magneto-electric properties between the GMR structure and ferro-
electric PZT (PbZrT iO3). A GMR multilayer is deposited onto a PZT substrate to
investigate its GMR response when the PZT is electrically activated. The ability to
produce an electric field induced GMR effect would be an important step towards
creating multi-ferroic read heads, as well as electrically tunable spintronic devices
[468][469][470].
8.4.1 Experimental
Commercially available PZT ceramic substrates (Fuji ceramics, 10 mm × 5 mm ×
150 µm thick, material number C-91) were wet polished, on one side, until optically
smooth. Wet polishing was carried out at University of Surrey, using a wet and dry
grinder and silicon carbide (SiC) papers of grades 800, 1200, 2500 and 4000. Each
polishing stage with SiC lasted 5 minutes and the PZT was cleaned in purified water
in an ultrasonic bath between polishing grades. Lastly, 1 µm diamond polish was
used and the PZT was placed in purified water in an ultrasonic bath for a final clean.
This was important since the magnetic properties are measured by Kerr magnetom-
etry so there must be a substantial intensity of the reflected laser beam coming from
the surface. Additionally, a smooth interface between a substrate and film is desir-
able, especially for ultra thin samples. The PZT has piezo-electric coefficients d33 =
640 pm/V, and d31 = -330 pm/V (for piezoelectric definitions please see Section 5.3).
The structure [Co(18 A˚)/Cu(48 A˚)]/[Co(8 A˚)/Cu(21 A˚)]×20/Co(12 A˚) was de-
posited onto the polished side of the ceramic substrate at room temperature using
a working pressure of 1.2 x10−3 mbar, 0.34 kW RF power and 500 V target voltage.
The un-polished side of the PZT was coated with 100 nm Cu, using the HiTUS
system, to create a good electrical contact to a voltage source.
The magneto-resistance of the multilayers was investigated at room tempera-
ture by a four point probe method, described in Section 6.5. An external magnetic
field was applied in plane to the sample, perpendicular to the current. Magneto-
resistance measurements were taken with various voltages applied across the sample
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via electrical contacts to the top surface of the GMR multilayer and the Cu electrode
(Fig. 8.6).
Figure 8.6: Magneto-resistive measurements with applied voltages.
8.4.2 Results
In order to investigate the GMR response of the GMR/PZT structure on the ap-
plication of an electric field across the ferroelectric PZT, GMR measurements were
taken whilst various DC voltages between -350 V and +350 V were applied. Fer-
roelectric ceramics, including PZT contain grains with multiple domains [471]. The
polarisation of each domain has its own orientation. If the polarisation direction of
the domains israndomly arranged so that the net polarisation is zero, the material
will exhibit no piezoelectric effect. By applying an adequate DC electric field, the
ferroelectric domains align to the induced field. When the field is removed, the
dipoles remain locked in alignment, giving the material a polar state. This process
is known as “poling.” Before measurements were carried out on the GMR/PZT
structures, the PZT was poled in the plane of the surface to ensure a polar state.
Strain measurements conducted by M. Vopson (NPL) confirmed successful poling.
Fig. 8.7 shows the magneto-resistance ratio of the sample with zero voltage
applied. The GMR ratio of around 15 % is almost as high as the value obtained
by depositing the multilayer onto silicon substrates (16.39 %). Fig. 8.8 shows the
results of the experiments on applying various DC voltages. There appears to be no
effect on the GMR ratio when DC voltages are applied.
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Figure 8.7: Magneto-resistance measurements for hybrid structure PZT/[Co(18
A˚)/Cu(48 A˚)]/[Co(8 A˚)/Cu(21 A˚)]×20/Co(12 A˚).
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Figure 8.8: Magneto-resistance measurements for different DC applied voltages.
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Figure 8.9: (a) Changes in magneto-resistance with applied AC voltages and (b) a
closer view of these changes for the circled area in (a).
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However, on the application of an AC voltage across the structure, the magneto-
resistance loops reveal a shift in the GMR peak position (i.e. switching field of the
GMR stack) to lower fields at larger applied voltages. In addition it appears that
the absolute GMR effect is also lowered by the application of the AC voltage on
the PZT substrate. This is shown in Fig. 8.9 (a) and (b) shows a closer view of
the shift. The GMR ratio is reduced from 16.22 % to 14.88 %. It is predicted that
applying AC voltages causes an increase in temperature of the structure, and it is
this temperature increase that is responsible for the observed changes, rather than
an AC coupling mechanism (please see later work in Section 8.4.3).
Changes in coercive field of soft magnetic films via an applied DC voltages in
FM/FE bilayers have been observed by some groups using MOKE measurements
[419] [288] [472]. It was therefore expected that if magneto-electric coupling was
present in the GMR/PZT films an effect would have been seen using DC voltages.
At the maximum voltage applied of 350 V gives an electric field of 23.33 kV/cm
(calculated using electric field = voltage developed/thickness of PZT ), enough to
saturate PZT [473][474]. Both Moutis et al. [288] and Boukari et al. [475] studied
Co50Fe50 on commercial PZT substrates in the final form of interdigitated stripes.
Moutis’ structure consisted of 17 nm FM, while Boukari deposited 10 nm. In both
cases the PZT was poled in the thickness direction, normal to the surface and a DC
electric field, E, applied in plane. The piezoelectric charge coefficient, d15 (please
see Section 5.3 for definition), for their PZT was about 500 pm/V. Moutis et al.
showed that applying E in the range of 75 kV/cm (a voltage of 300 V) to the PZT
substrate, the applied strain gives an enhancement in Hc of the FM ranging from 50
% to 80 % (applying V in both positive and negative directions caused an increase
in Hc). Moutis’ work does not fully agree with the work by Boukari. At zero volt-
age Hc was 16 kA/m, when +200 V (+5 kV/cm) was applied Hc increased to 17.6
kA/m, at -200 V (-5 kV/cm) Hc decreased to 15 kA/m. Resistance measurements
also showed a decrease in resistance for increasing voltage in the positive direction
but an increase in resistance from zero V to -200 V.
Ma et al. [472] showed that the magnetic characteristics of 30 µm FeBSiC epoxy
bonded to a PZT slab could be varied on the application of electric fields larger than
the electric coercive field. The PZT slab was poled under a poling field of 40 kV/cm
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in the thickness direction and has a d33 of 410 pCN
−1. During MOKE measurements
DC voltages were applied in the thickness direction. They saw significant changes
in magnetic anisotropy when an electric field, E, that was higher than the coercive
field, Ec, was applied to the PZT. At zero V, a square shaped loop was obtained.
Increasing or decreasing DC fields of 20 kV/cm resulted in the loss of squareness
and the magnetic field required to saturate the magnetic domains significantly in-
creased. This means that the magnetic layer becomes hard to magnetise and the
local magnetisation vector rotates away from in-plane. Hc increased by about 100 %
on applying DC fields of around 7 kV/cm then dropped abruptly past the optimum
applied electric field.
Zhang et al. [419] reported electric voltage manipulation of the coercive force
and saturation magnetisation of NiFe in a NiFe (10 nm)/BaTiO3 structure by ap-
plying ± 20 V (DC). The coercive force decreased from 12 Oe at zero bias to about
0.25 Oe at ± 20 V. The saturation magnetisation decreased from 120 emu cm−3 at
zero bias field to about 40 emu cm−3 at ± 20 V.
Where FM/FE hybrids have been shown to display magneto-electric proper-
ties, the thickness of the FM films are in the nm or µm regions. As well as those
mentioned above other examples include 4µm FeSiB on PZT [476], 70 nm Ni on
piezoelectric actuators [289], 10 nm Fe on BaTiO 3 [287] and 100 nm Ni on BaTiO
3 [290]. Taking this into consideration we questioned whether the 18 A˚ of Co next
to the PZT was thick enough to demonstrate magneto-electric effects.
8.4.3 Additional experimental results
This section presents results of further experimental work and magnetic measure-
ments to confirm that the thickness of the Co underlayer was not likely to be re-
sponsible for the sample not displaying any magneto-electric coupling. It was also
shown by measurements using a thermocouple that any changes observed using AC
fields can be attributed to heating effects.
Magnetic thin films of Co (100 nm) and CoFe (100 nm) were deposited onto
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PZT. The magnetisation loops of the samples were taken by a Magneto-Optic Kerr
Magnetometer (MOKE), as described in Chapter 6 (see Fig. 8.10). Hysteresis loop
measurements were taken in a single sweep, without averaging. The loop sweep
duration was 60 seconds. Fig. 8.11 show these measurements taken whilst various
applied DC voltages (0 - 200 V) were applied across the PZT substrate.
Figure 8.10: MOKE measurements with applied voltages.
Again, there appears to be no effect on the magnetic properties of the magnetic
films when the substrate is excited via DC voltages. The laser heating effect from
the MOKE instrument has been ruled out by observing fully repeatable hysteresis
loops of singly layer ferromagnetic films of various compositions. The DC voltage
application on the multi-ferroic composites also had no effect on the coercive field,
which also implies that the laser heating effects are negligible.
When AC voltages (at constant frequencies of 117 Hz and 1777 Hz) were applied
to the PZT substrate, the magnetic hysteresis loop data reveals a decrease of coer-
cive field as the voltage is increased (Figs. 8.12 to 8.15). Frequencies of 117 Hz and
1777 Hz were chosen as two values that are substantially different from each other
and not a multiple of the mains frequency. For the Co/PZT hybrid, the coercivity
at zero applied field is 63 Oe; this is reduced to 33 Oe at 117 Hz and 27.5 Oe at 1777
Hz measurement frequency. A similar trend is observed for the CoFe/PZT hybrid.
At zero applied field the coercivity of CoFe is 145 Oe but when 200 AC V is applied
the coercivity is reduced to 124 Oe at 117 Hz and 121 Oe at 1777 Hz. The coercive
values have been extracted from the data presented in Figs. 8.12 to 8.15 and are
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Figure 8.11: Normalised hysteresis loops for (a) Co and (b) CoFe with different
applied DC voltages, measured using MOKE.
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shown in Fig. 8.16 as the variation of the coercive field as a function of the AC
applied voltage for the two different frequencies. For comparison, the coercive field
has been extracted from the DC data, showing the almost constant values.
A small thermocouple was attached to the Co/PZT hybrid to make repeating
in situ temperature measurements at the same voltage amplitudes and frequencies.
The thermocouple was 0.5 mm2 and was physically attached to the surface of the
sample by using kapton tape. The temperature was read for each voltage amplitude
at each frequency directly from the thermocouple controller. Table 8.4 shows a clear
increase in temperature of the sample as the voltages are increased, and this heating
effect is greater at the higher measurement frequency.
Voltage amplitude (V) Temperature at 117 Hz (◦C) Temperature at 1777 Hz (◦C)
0 21.6 21.6
50 21.9 23.7
100 23.6 38.7
150 57.3 120
200 64.3 120.6
Table 8.4: Temperature of ferromagnet/PZT on applying AC voltages.
Since both the magnetocrystalline and magnetostriction constants are dependent
on temperature it is highly likely that this is the source of the coercive field reduc-
tion observed. When the coercive fields and the inverse of measured temperature
are plotted as a function of the applied voltage at the two different frequencies (Fig.
8.17), it is clear that the two follow a very similar profile.
Since the magnetic coercive field is proportional to the magnetocrystalline (anisotropy)
constant, a reduction in the anisotropy constant at higher temperatures would re-
sult in a lower coercive field. Although a weak ME coupling may be occurring in
the samples, undoubtly the above observed results are dominated by thermal effects
[477].
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Figure 8.12: MO loops for 100 nm Co film, with applied AC voltages at 117 Hz.
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Figure 8.13: MO loops for 100 nm CoFe, with applied AC voltages at 117 Hz.
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Figure 8.14: MO loops for 100 nm Co, with applied AC voltages at 1777 Hz.
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Figure 8.15: MO loops for 100 nm CoFe, with applied AC voltages at 1777 Hz.
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Figure 8.16: Decrease in coercive field for (a) Co and (b) CoFe on application of AC
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Figure 8.17: Coercive field and inverse of measured temperature as a function of
applied voltage at (a) frequency = 117 Hz and (b) frequency = 1777 Hz.
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8.5 Summary and conclusions
Magneto-electric multi-ferroics have attracted considerable interest as they are re-
garded as playing a large part in future pioneering devices due to their multi-
functionalality. The magneto-electric (ME) effect, the effect by which magnetism
can be induced by an electric field and vice versa, has been known for decades. One
of the first studies which gave evidence of the ME effect was published in the very
early 1960’s using Cr2O3 [478]. The last decade has seen a resurgence of research
in this field, driven, in part by the development of thin film growth techniques
[479][480][275]. The HiTUS system is one such technique.
In this chapter the relatively new HiTUS system has been used to produce a
GMR/FE hybrid in an attempt to address some key issues relating to the design
of future read heads in hard disk drives. By producing a sensor which could be
manipulated by electric fields would be advantageous in many ways, for example,
miniturization of devices, reduction in energy consumption and the range of mate-
rials that could be exploited would lead to increased sensitivity of devices.
The HiTUS system has been assessed to be capable of producing ultra thin
GMR multilayer structures giving a GMR ratio of 16.15 % for a structure deposited
on silicon, which compares well with literature values. These multilayers were also
successfully deposited onto glass substrates, kapton film and PZT. Although im-
provements on the structure could have continued, it was not necessary as this
resistance change was adequate to use in the GMR/FE hybrid. The GMR results
obtained on flexible kapton films give great encouragement that HiTUS could play
a role in developing future flexible electronic applications.
PZT, a well known ferroelectric was used as the substrate to which a GMR
multilayer was successfully deposited. A magnetic field was applied in plane to
the sample. The magneto-resistance of the multilayers was investigated at room
temperature by a four point probe method. Unexpectedly, when DC voltages were
applied to the hybrid no change was observed in the measured magneto-resistance
curve. However, when AC voltages were applied to the same sample a shift in the
magneto-resistance loop was observed, showing a decrease in the coercivity of the
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structure, as well as a decrease in GMR ratio. The changes observed on the appli-
cation of AC voltages was confirmed to be attributed to heating effects, an artifact
that cannot be attributed to a multi-ferroic coupling. Whilst these results cannot
be generalized or invalidate previous studies, such possible artifacts should be given
proper consideration in future studies of magneto-electric multi-ferroics [481].
The GMR/PZT hybrid did not display any evidence of ME coupling. It has
been shown by depositing 100nm of magnetostrictive Co and CoFe onto PZT that
film thickness is not a primary cause for not obtaining ME coupling in this work.
Other underlying features must be addressed if this work continues. There are many
complications including the mis-match of lattice constants between the multilayer
and PZT leading to misfit dislocations at the interface. In addition, very thin films
cannot relax their unit cell dimensions when they are attached to a thicker substrate
or layer and any strain induced must stay continuous across the interface. Due to
the multi disciplinary character of such hybrid sub-micron architectures, it is not
trivial to obtain successfully an effective coupling between FM and PE properties.
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Chapter 9
Concluding remarks
High target utilisation sputtering (HiTUS) is a relatively new deposition technique.
It has been used in this thesis to deposit thin film magnetic materials with two main
objectives, both of which contribute towards the development of current magnetic
hard disk drives. The first addresses the threat of superparamagnetism on storage
density limits by using high Ku materials as the storage medium. The second delves
into the fascinating research area of multi-ferroics; and the possibility of using multi-
ferroic materials to improve upon magneto-resistive read sensors for higher density
recording media.
L10 FePt is a top candidate for use as magnetic media due to its high Ku. Us-
ing HiTUS, FePt and FePtN have been deposited onto silicon substrates, annealed
the films at temperatures between 300 and 800 ◦C and investigated their magnetic,
electrical and structural properties. It has generally been found for the FePt films
that the magnetic properties initially improved on annealing but then degraded at
about 400 ◦C without achieving the desired ordering of the as-deposited structure.
XRD analysis strongly suggests that this was due to the reaction of the FePt film
with the silicon substrate before the transformation from fcc (dis-ordered) phase to
fct L10 (ordered) phase could take place. Although some groups have shown that
silicides can improve the transformation kinetics of the disordered FePt phase to
the ordered phase, it has not been the case in this work. It has also been shown
that the addition of nitrogen to FePt thin films can hold off silicide formation up
to temperatures of 700 ◦C. For the FePt films the coercivity reached a maximum
of 450 Oe when annealed at 450 ◦C, whereas the maximum coercivity of the FePtN
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films was measured as 2900 Oe at 800 ◦C. With reference to thermodynamic data
it is predicted that silicon nitride is continually forming as the nitrogen reacts with
the silicon substrate and as the temperature is increased, the rate of this reaction
is also increased until the nitrogen has been totally removed from the FePt film by
either reaction with the substrate or diffusion into the atmosphere in which anneal-
ing is taking place (after about 700 ◦C). The presence of FeN and the formation of
its different phases are also considered to influence the properties shown by FePtN.
The use of nitrogen can also help reduce the rate at which Ms and Mr decreases
during thermal treatment as compared to un-nitrided FePt films. It can therefore
be said that below 700 ◦C the addition of nitrogen during deposition can reduce
silicide formation for FePt thin films deposited onto silicon substrates and can aid
the stabilisation of magnetic properties.
At the time of writing this thesis XRD data provides evidence of the ordered
L10 phase present in an FePt film that has been annealed at 400
◦C. A clear (001)
orientation peak is present in the diffraction pattern at 400 ◦C which according to
XRD data, ordering occurred just before silicide formation took over. In plane and
out of plane coercivities of 7180 Oe and 6300 Oe were measured. It would be worth
returning to this sample for detailed analysis, for example composition analysis,
and drawing comparisons to a sample prepared under the same conditions which
show very different magnetic properties. This would help us identify key differences
between the samples which could lead to further improvements in future films. It
would also be interesting to reproduce this sample with and without lower traces
of nitrogen (to resist silicon pollution) and investigate annealing temperatures in a
narrow range around 400 ◦C. These are encouraging signs that HiTUS can produce
L10 FePt at temperatures below 400
◦C on silicon substrates if silicide formation
can be controlled. Some studies performed on glass slides showed ordering of as-
deposited films between 400 and 500 ◦C but not along the c-axis (requirement for
L10 FePt). Particularly for mobile electronics it would be worth conducting more
experiments on high temperature glass substrates.
A thermodynamic simulation could be conducted to provide theoretical evidence
to support the results obtained on the formation of silicon nitride in FePtN films. A
simulated model could also provide insight into the possible results should different
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annealing conditions be used, for example the effects of different annealing times
or different Ar/H2 gas ratios. Since it is suggested that not enough nitrogen was
present in the FePtN films to fully form a silicon nitride matrix host material a the-
oretical model could also predict the amounts of nitrogen required to form a silicon
nitride matrix by reaction of nitrogen within a film with a silicon substrate. Ex-
perimentally, methods of introducing more nitrogen into a film could be performed
readily by introducing more nitrogen into the sputtering gas during deposition. The
nitrogen content could even be enhanced during thermal annealing by adding nitro-
gen to the annealing gas environment.
Further studies would enable a better understanding in the behaviour of the
films produced. Detailed structural studies, for example cross sectional TEM anal-
ysis could clarify the formation of silicide layers. Composition analysis, for example
by Energy disperse x-ray diffractometry could provide valuable information about
the films, particularly after the initial film deposition stage.
There are ample opportunities that remain to be explored on the fabrication
of L10 FePt using the HiTUS system. The properties of the growing film may be
changed at ease by controlling the deposition conditions. For example changing the
RF and target voltages can impact the magnetic properties of FePt films (see Ta-
ble A.1 in Appendix A). Another parameter for future studies, that can affect the
growing film, is the process pressure. In some earlier studies it has been observed,
by AFM, that by lowering the process pressure in cobalt and copper films, surface
roughness can be reduced (see Table B.1 in Appendix B).
FePt films have been deposited at ambient temperatures and post deposition
annealing was performed in an encapsulated quartz tube within a tube furnace. Dif-
ferent annealing methods yield different structures. A common annealing method
used by other research groups is that of ultra high vacuum annealing, it would be
interesting to also use this method and compare results obtained from different an-
nealing methods. In addition, a heated substrate table can be put into the HiTUS
system in order to investigate the deposition of FePt at non-ambient temperatures.
To investigate the magneto-electric effect for potential future read sensors, ba-
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sic GMR multilayers were initially produced onto silicon, glass, flexible kapton film
and PZT substrates. Though interesting results emerged with the samples on kap-
ton this was not investigated further due to it not being an essential part of this
program. However, by obtaining GMR ratios on kapton that are similar to results
achieved on silicon, it has been shown that HiTUS is a promising deposition tool
for future flexible electronic applications.
The GMR multilayer deposited onto PZT was subjected to a range of voltages
and the change in magneto-resistive properties has been studied. By way of MOKE
measurements the change in magnetic properties of single layers of Co and CoFe on
PZT, when subjected to various voltages, have been studied. Unfortunately it was
not possible to demonstrate changes in magneto-resistance, nor change the mag-
netic properties of Co and CoFe by applying DC voltages across the PZT. On the
application of AC voltages a decrease in GMR ratio for the GMR/PZT hybrid and
a decrease in hysteresis properties of Co and CoFe was observed. These changes by
AC voltages were confirmed to be due to heating effects and not a magneto-electric
coupling mechanism; this highlighted the requirement for careful measuring tech-
niques when conducting such experiments. Theoretically, a read sensor based on the
magneto-electric effect could be possible but experimentally there have been very
few successful reports.
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Appendix A
Magnetic data for FePt films
deposited under different
conditions
192
RF power Voltage ‖ or ⊥ Ms Mr Hc Magnetic moment SQR
(kW) (V) (emu/cm3) (x10−3 emu) (Oe) (x10−3 emu)
1.10 310 ‖ 906 0.860 125 1.14 0.75
1.10 310 ⊥ 949 0.00698 225 1.19 0.01
0.50 310 ‖ 683 0.654 22 0.859 0.76
0.50 310 ⊥ 750 0.111 225 0.942 0.12
1.10 620 ‖ 731 0.547 95 0.918 0.60
1.10 620 ⊥ 730 0.620 380 0.918 0.68
0.50 620 ‖ 936 0.843 125 1.18 0.72
0.50 620 ⊥ 1010 0.110 80 1.27 0.09
Table A.1: Summary of some magnetic information extracted from hysteresis loops on FePt samples deposited under different RF power and
target voltages. By changing these two parameters the magnetic properties change, as is particularly evident by the coercivity and squareness
(SQR) values.
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Appendix B
Surface roughness of Co and Cu
films sputtered at different process
pressures
Material Process Pressure (x10−3mbar) rms roughness (nm)
Cu 3.2 0.815
Cu 2.2 0.680
Cu 1.2 0.574
Co 3.2 0.681
Co 2.2 0.574
Co 1.2 0.338
Table B.1: The reduction in film roughness as process pressure is reduced
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Journal articles published as a
result of the work of this thesis
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