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Abstract
We show that under some assumptions the analogues of Hilbert’s basis theorem and Cohen’s
theorem hold for the ∗-ideals in a commutative ring with radical operation ∗. c© 2001 Elsevier
Science B.V. All rights reserved.
MSC: 13A15; 13E99
Introduction
All rings considered are commutative with unit. Since the ascending chain condition
(acc) on all ideals of a ring has been such useful addition to the toolkit of algebraists, it
is reasonable to ask whether some restricted form of it will turn to be nearly as useful. A
natural restriction of the condition is to require the ascending chain only on the family
of ideals having a certain property. In Section 1, we introduce what we call a radical
operation ∗ which assigns to an ideal I of a ring another ideal I∗ of the same ring
subject to some natural axioms. We establish its relevant properties and we give some
examples. In Section 2, the acc for ∗-ideals; i.e., ideals satisfying I∗ = I is considered
and an analogy with noetherian rings and rings with noetherian prime spectrum is done.
In Section 3, we de<ne a ∗-<nitely generation notion and we give a relationship with
the acc as in the noetherian ring case. For example, we prove that an analogue of
Cohen’s theorem exists. In Section 4, we studied the analogue of Hilbert’s theorem.
1. Radical operations
Similar to [1, Section 3], we give the following de<nition:
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Denition 1.1. A radical operation assigns to each ring A and each ideal I of A an
ideal I∗ of A subject of the following conditions:
(i) I ⊆ I∗; I∗∗ = I∗.
(ii) (I ∩ J )∗ = I∗ ∩ J ∗ = (IJ )∗.
We call I∗ the ∗-radical of I . If I∗ = I , then I is said to be a ∗-ideal.
Examples. (1) The usual radical of an ideal de<nes a radical operation. This follows
from [6, Chapter 3, Section 7, Theorem 9].
(2) From [2, Chapter 4]. Let A be a ring and P a cone of A; i.e., a subset of A
stable by addition and multiplication and contains the squares of A. For any ideal I of
A, put P
√
I = {a ∈ A; ∃m ∈ N; ∃p ∈ P; a2m + p ∈ I}. Then it is easy to see that 	√:
is a radical operation. If P
√
I = I , we say that I is a P-ideal.
(3) This is a particular case of Example 2. Let K be a commutative <eld and 	 be
a preordering of K ; i.e., 	 is a cone of K with −1 
∈ 	. Let A be a K-algebra. The
	-radical of an ideal I of A is de<ned by 	
√
I = {x ∈ A; ∃r ∈ N∗; m ∈ N; s1; : : : ; sm ∈
	; a1; : : : ; am ∈ A; x2r + s1a21 + · · · + sma2m ∈ I}. By [5, Lemma 2:2], 	√: is a radical
operation on A. If 	
√
I = I , we say that I is 	-real.
(4) Every family of radical operations [I → I∗i ]i∈I gives rise to a new radical
operation by setting I∗ =
⋂
i∈I I
∗i .
Lemma 1.2. The following properties hold for each pair of ideals I and J of A:
(iii) I ⊆ J ⇒ I∗⊆ J ∗.
(iv) (I + J )∗ = (I + J ∗)∗ = (I∗ + J ∗)∗.
(v) (IJ )∗ = (IJ ∗)∗ = (I∗J ∗)∗.
(vi) I∗ =
√
I∗.
Proof. (iii) I∗ = (I ∩ J )∗ = I∗ ∩ J ∗ ⇒ I∗⊆ J ∗.
(iv) I + J ⊆ I + J ∗⊆ I∗ + J ∗⊆(I + J )∗ ⇒ (I + J )∗⊆(I + J ∗)∗⊆(I∗ + J ∗)∗⊆(I +
J )∗∗ = (I + J )∗ ⇒ (I + J )∗ = (I + J ∗)∗ = (I∗ + J ∗)∗.
(v) (IJ )∗⊆(IJ ∗)∗⊆(I∗J ∗)∗= I∗∗∩J ∗∗= I∗∩J ∗=(IJ )∗ ⇒ (IJ )∗=(IJ ∗)∗=(I∗J ∗)∗.
(vi) By (ii), (x2)∗ = (x)∗ and by induction (xn)∗ = (x)∗. So if xn ∈ I∗, then x ∈ I∗.
Notation. In the sequel A will denote a ring and ∗ a radical operation.
2. Chain condition for ∗-ideals
Denition 2.1. A satis<es the ascending chain condition (acc) for ∗-ideals if every
ascending sequence of ∗-ideals of A stops.
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Proposition 2.2. If the prime spectrum of A is totally ordered by inclusion and if P
is a cone of A; then each proper P-ideal of A is prime.
Proof. By [2, Proposition 4:2:6], if I is a proper P-ideal, then I = P
√
I =
⋂
P, where P
ranges over all P-convex primes containing I . Since the family (P) is totally ordered,
then
⋂
P is prime.
Let A be a domain with quotient <eld L. A prime ideal P of A is called divided if
PAP=P, and is called strongly prime if for all x; y ∈ L; xy ∈ P implies x or y ∈ P. The
domain A is called divided if all its primes are divided and is called pseudo-valuation
domain (PVD) if all its primes are strongly prime. We have the following implications:
A is a valuation domain ⇒ A is a PVD ⇒ A is divided ⇒ The prime spectrum of A
is totally ordered by inclusion.
Example. (1) A = C[[X ]] is a height one discrete valuation domain. For any cone P
of A, the only P-ideal is A, since i2 + 1 = 0. In particular, A has no P-prime ideal.
(2) Let A be a non-noetherian ring having only a <nite number of prime ideals and
these ideals are comparable. Then for any cone P; A has a <nite number of P-ideals,
so it satis<es the acc for such ideals. We will indicate some examples of such a ring.
(a) Any valuation domain of <nite Krull dimension ≥ 2 or non-discrete of dimension
one.
(b) Let K ⊂L be an in<nite <eld extension of commutative <elds. The ring A =
K + XL[[X ]] is a PVD with associate valuation domain L[[X ]]. A is not a valuation
domain and is non-noetherian because its ideal XL[[X ]] is not <nitely generated. The
only prime ideals of A are 0 and XL[[X ]].
(c) Let K be a commutative <eld and n ≥ 2 be an integer. The ring K[Xi; i ∈
N]=(X ni ; i ∈ N) is non-noetherian with only one prime ideal namely ( GX i; i ∈ N).
(3) We will construct a non-noetherian ring with in<nitely many P-ideals satisfying
the acc for these ideals. Let A be a valuation domain and consider its cone P=
∑
A2.
By [2, Example 4:2:4-a], an ideal I of A is P-ideal if and only if it is real; i.e., if
a21 + · · ·+ a2n ∈ I , with ai ∈ A, then a1; : : : ; an ∈ I . Let I(
= A) be a real ideal of A and
Q a prime ideal of A contained in I . We will show that Q is real. Let a1; : : : ; an ∈ A
such that z = a21 + · · · + a2n ∈ Q. We may assume without loss of generality that
ai=a1 ∈ A, for all i. The element t = 1 + (a2=a1)2 + · · · + (an=a1)2 
∈ I , then t 
∈ Q.
Since a21t= z ∈ Q, then a1 ∈ Q. By induction a1; : : : ; an ∈ Q. Now let A be a valuation
domain with an ordered residue <eld K . By [2, Lemma 4:1:6], the maximal ideal M of
A is real. Suppose else that the prime spectrum of A is an in<nite decreasing sequence
M = P0⊃P1⊃P2⊃ · · ·⊃(0). The only real ideals of A are the Pi. Note that A is
non noetherian with in<nitely many real ideals, but it satis<es the acc for such ideals.
It remains to show that such a ring exists. The condition on the prime spectrum is
equivalent to some condition on the value group of A. Since for any given totally
ordered abelian group G and a <eld K there exists a valuation domain A admitting
G as a value group and K as a residue <eld; e.g., the ring A[[G + ]] of generalized
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power series with well-ordered supports in G+ and coeJcients in K , then the proof
is complete.
We will generalize a well-known theorem [3, Theorem 87, p. 58] for rings with
noetherian spectrum; i.e., rings satisfying the acc for radical ideals.
Theorem 2.3. If A satis.es the acc for ∗-ideals; then any ∗-ideal is the intersection
of a .nite number of ∗-prime ideals.
Proof. Let F be the set of the ∗-ideals which are not intersection of <nite number of
∗-prime ideals. Assume that F 
= ∅, then it admits a maximal element I (the existence
of I following, not from Zorn’s lemma, but from the acc for ∗-ideals). Of course, I
is not prime. Take a; b ∈ A \ I such that ab ∈ I , then I ⊂(aA+ I)∗ and I ⊂(bA+ I)∗.
Since I is maximal, these two ideals are each expressible as a <nite intersection of
∗-prime ideals. By (ii), we have I ⊂(aA + I)∗ ∩ (bA + I)∗ = ((aA + I)(bA + I))∗ =
(abA+ aI + bI + I 2)∗⊆ I∗ = I , so I = (aA+ I)∗ ∩ (bA+ I)∗, which is impossible.
Corollary 2.4. If A satis.es the acc for ∗-ideals; then any ∗-ideal I of A has a .nite
number of minimal prime ideals and their intersection is I .
Proof. Let I be a ∗-ideal of A. By the theorem, there are ∗-prime ideals Q1; : : : ; Qn
such that I = Q1 ∩ · · · ∩ Qn. By [3, Theorem 10, p. 6], each Qi contains a minimal
prime Pi over I and we have I =P1∩· · ·∩Pn. These Pi’s are the only minimal primes
over I . Indeed, let P be any minimal prime, we have P1 ∩ · · · ∩ Pn = I ⊆P, so there
is i, such that Pi⊆P and Pi = P.
Example. (1) If A has a noetherian prime spectrum, then any ideal I of A (and not
only radical ideals) has a <nite number of minimal primes, since I and
√
I have the
same minimal primes.
(2) Let P be a cone of a ring A satisfying the acc for P-ideals. Any P-ideal I of A
has a <nite number of minimal primes. We will show that each Q of them is P-ideal.
Indeed, let a ∈ P√Q, there exist m ∈ N and p ∈ P such that a2m + p ∈ Q. By (vi), I
is radical. Since QAQ is the only minimal prime of the radical ideal IAQ in the local
ring AQ, we have IAQ = QAQ. It is easy to see that there exists t ∈ A \ Q such that
t(a2m +p) ∈ I . It follows that (ta)2m + t2mp ∈ I , so ta ∈ P√I = I ⊆Q. Since t 
∈ Q, we
conclude that a ∈ Q.
Theorem 2.5. A satis.es the acc for ∗-ideals if and only if it satis.es the acc for
∗-prime ideals and having the property that any ∗-ideal is the intersection of .nite
number of ∗-prime ideals.
Proof. ⇒: By Theorem 2.3.
⇐: If not, let I1⊂ I2⊂ · · · be a properly ascending sequence of ∗-ideals. Let I1 =
P1 ∩ · · · ∩ Pr , with the Pi’s are some ∗-prime ideals. For each i; 1 ≤ i ≤ r, we have
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Pi = (I1 + Pi)∗⊆(I2 + Pi)∗⊆(I3 + Pi)∗⊆ · · · . Suppose that for each i this sequence
ultimately becomes constant, say at the nth term. Then we get the contradiction In=In+1.
Indeed, by (ii), In+1⊆(In+P1)∗∩· · ·∩ (In+Pr)∗=(ri:1(In+Pi))∗⊆ I∗n = In. It follows
that at least one of these sequences is in<nite. Its terms are ∗-ideals and the <rst one is
prime containing I1. We may assume that this sequence is strictly ascending of the type
Q1⊂ J2⊂ J3⊂ · · · . The process can thus be iterated with J2 and we obtain a properly
ascending sequence Q2⊂K3⊂K4⊂ · · · of ∗-ideals, with Q2 a prime containing J2, so
Q1⊂Q2⊂ · · · . By induction, we construct a properly ascending sequence of ∗-prime
ideals, which is impossible.
3. Ideals ∗-nitely generated
Denition 3.1. An ideal I of A is called ∗-<nitely generated if there exists a <nite
subset S of A such that I = (S)∗.
Example. Let (K; 	) be a preordered <eld and A be a K-algebra. Any 	-<nitely gener-
ated ideal of A is 	-generated by one element. Indeed, 	
√
(a1; : : : ; an)= 	
√
(a21 + · · ·+ a2n).
Lemma 3.2. If I and J are ∗-.nitely generated ideals of A; so is I ∩ J .
Proof. If I = (a1; : : : ; an)∗ and J = (b1; : : : ; bm)∗, then by (ii), I ∩ J = (aibj; 1 ≤ i ≤
n; 1 ≤ j ≤ m)∗.
Some radical operations satisfy a further axiom
(vii) for each ideal I of A, I∗ =
⋃
J ∗, where J ranges over all <nitely generated
sub-ideals J ⊆ I .
Example. It is easy to see that the usual radical satis<es (vii) and for every cone P
of a ring A, P√: satis<es (vii).
Lemma 3.3. If (vii) is satis.ed and if S is subset of A; with (S)∗ a ∗-.nitely generated
ideal; then there exists a .nite subset S ′ of S such that (S)∗ = (S ′)∗.
Proof. Put (S)∗ = (T )∗, where T is a <nite subset of (S)∗. Since (S)∗ =
⋃
J ∗, where
J ranges over all <nitely generated sub-ideals J ⊆(S), there is a <nitely generated
sub-ideal J ⊆(S) such that T ⊆ J ∗. On the other hand, there is a <nite subset S ′⊆ S
such that J ⊆(S ′), so T ⊆(S ′)∗. Since (T )∗⊆(S ′)∗⊆(S)∗ = (T )∗, then (S)∗ = (S ′)∗.
Lemma 3.4. If (vii) is satis.ed; then A has the acc for ∗-ideals if and only if each
∗-ideal of A is ∗-.nitely generated.
Proof. ⇒ (true without (vii)): Assume that there exists a ∗-ideal I which is not
∗-<nitely generated. Let a1 ∈ I , then (a1)∗⊂ I , so there exists a2 ∈ I \ (a1)∗. By
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(iv), we have (a1)∗⊂((a2) + (a1)∗)∗ = (a1; a2)∗⊂ I , etc. By induction, we construct a
strictly ascending sequence of ∗-ideals, which is impossible.
⇐: Let (In) be an ascending sequence of ∗-ideals and I =
⋃
In. By hypothesis,
I∗ is ∗-<nitely generated and by Lemma 3.3, there are a1; : : : ; as ∈ I such that I∗ =
(a1; : : : ; as)∗. There exists n0 ∈ N such that a1; : : : ; as ∈ In0 , so I∗ = In0 = I . For each
n ≥ n0, we have In = In0 .
Proposition 3.5. Suppose that (vii) is satis.ed. Let F be the set of ∗-ideals of A
which are not ∗-.nitely generated. If F 
= ∅; then F contains maximal elements;
and any such maximal element is a prime ideal.
Proof. Assume that F 
= ∅, then (F;⊆) is inductive. Indeed, let (I)∈ be a totally
ordered family of elements of F and I=
⋃
I. We will show that I is a ∗-ideal which is
not ∗-<nitely generated. We have I∗=⋃ J ∗, where J ranges over all <nitely generated
sub-ideals J ⊆ I . Since (I) is totally ordered, for each J , there is a  ∈  such that
J ⊆ I, so I∗= I . If I is ∗-<nitely generated, then I = (a1; : : : ; an)∗. There exists  ∈  
such that a1; : : : ; an ∈ I, so I=(a1; : : : ; an)∗, which is impossible. By Zorn’s lemma, F
has a maximal element P. We will prove that it is a prime ideal. Assume that there exist
a; b ∈ A\P such that ab ∈ P. By maximality of P, the ideals (P+aA)∗ and (P+bA)∗ are
∗-<nitely generated. By Lemma 3.2, their intersection is also ∗-<nitely generated and by
(ii), we have: P⊆(P+aA)∗∩(P+bA)∗=((P+aA)(P+bA))∗=(P2+aP+bP+abA)∗⊆P,
so P = (P + aA)∗ ∩ (P + bA)∗, which is impossible.
We will give the analogue of Cohen’s theorem for noetherian rings.
Corollary 3.6. If (vii) is satis.ed; then A has the acc property for ∗-ideals if and
only if each ∗-prime ideal of A is ∗-.nitely generated.
4. Hilbert’s basis theorem
Some radical operations satisfy a further axiom (viii) for any ideal I of A, (IA[X ])∗=
I∗A[X ]. This means the radical operations in A[X ] and in A should <t together.
Example. The usual radical of an ideal satis<es (viii). Indeed, let f =
∑
aiX i ∈√
IA[X ], there exists n ∈ N∗ such that fn ∈ IA[X ], then an0 ∈ I . Assume that
a0; : : : ; ak−1 ∈
√
I . The coeJcient of X nk in fn is a =
∑
i1+···+in=nk ai1 · · · ain ∈ I
and can be written by the induction hypothesis a= b+ ank , with b ∈
√
I , then ak ∈
√
I .
We obtain f ∈ √IA[X ].
For another example, we need the following two lemmas.
Lemma 4.1. Let (K; 	) be a preordered .eld and A a K-algebra. An ideal I of A
is 	-real if and only if the following condition is satis.ed: if s1; : : : ; sn ∈ 	 \ (0) and
a1; : : : ; an ∈ A are such that s1a21 + · · ·+ sna2n ∈ I; then a1; : : : ; an ∈ I .
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Proof. ⇒: (siai)2 +
∑n
j=1;
j =i
sisja2j ∈ I , so siai ∈ 	
√
I = I and ai ∈ I .
⇐: Note that an ideal I satisfying the hypothesis is radical in A. Indeed, let n ∈ N∗
and x ∈ A such that xn ∈ I . If n=2m, then (xm)2 ∈ I , so xm ∈ I and if n=2m+1, then
(xm+1)2 = xn+1 ∈ I , so xm+1 ∈ I . After a <nite number of steps, we obtain x ∈ I . Now,
let x ∈ A; r ∈ N∗; s1; : : : ; sn ∈ 	 and a1; : : : ; an ∈ A such that x2r + s1a21 + · · ·+ sna2n ∈ I ,
then xr ∈ I and x ∈ I .
The polynomial ring A[X ] can be equipped in a natural way with a structure of
K-algebra.
Lemma 4.2. If I is a 	-real ideal of A; then I [X ] is a 	-real ideal of A[X ].
Proof. Let s1; : : : ; sn ∈ 	 \ (0) and fi(X ) =
∑
j aijX
j ∈ A[X ], for 1 ≤ i ≤ n, such
that f(X ) = s1(f1(X ))2 + · · · + sn(fn(X ))2 ∈ I [X ]. Then s1a210 + · · · + sna2n0 ∈ I , so
a10; : : : ; an0 ∈ I . Assume that aij ∈ I , for all 1 ≤ i ≤ n and 0 ≤ j ≤ m. The coeJcient
of X 2m in f(X ) is a=
∑n
i=1 si(
∑
j+k=2m aijaik) ∈ I and can be written by the induction
hypothesis a= b+ s1a21m + · · ·+ sna2nm, with b ∈ I . Then s1a21m + · · ·+ sna2nm ∈ I and
a1m; : : : ; anm ∈ I .
Proposition 4.3. Let (K; 	) be a preordered .eld and A a K-algebra. Then the axiom
(viii) is satis.ed for 	√: .
Proof. It is easy to see that 	
√
IA[[X ]]⊆ 	√IA[X ]. By the Lemma 4.2, 	√I [X ] is a 	-real
ideal containing IA[X ]], then 	
√
IA[X ]⊆ 	√I [X ].
Lemma 4.4. If (viii) is satis.ed and if M is a ∗-ideal of A[X ]; then M ∩A is a ∗-ideal
of A.
Proof. (M ∩ A)∗A[X ] = ((M ∩ A)A[X ])∗⊆M∗ =M ⇒ (M ∩ A)∗⊆M ∩ A.
We will prove the analogue of Hilbert’s basis theorem for noetherian rings.
Theorem 4.5. If (vii) and (viii) are additionally satis.ed; then A has the acc for
∗-ideals if and only if the same is true for A[X ].
Proof. ⇐: Let I be a ∗-ideal of A. By (viii), I [X ] is a ∗-ideal of A[X ]. By Lemma 3.3,
there exists a <nite subset F ⊂ I such that I [X ]=(FA[X ])∗=(FA)∗A[X ]=(FA)∗[X ]⇒
I = (FA)∗.
⇒: Assume that A[X ] does not satisfy the acc for ∗-ideals. By Lemma 3.4, the
family F of the ∗-ideals of A[X ], which are not ∗-<nitely generated is not empty.
By Proposition 3.5, it admits a maximal element M . Then M is a ∗-ideal of A[X ],
which is not ∗-<nitely generated. By Lemma 4.4, M ∩A is ∗-ideal of A. There exists a
<nite subset B⊆M ∩A such that M ∩A= (BA)∗. Put N = (M ∩A)[X ]⊆M . By (viii),
N = (BA)∗[X ] = (BA[X ]])∗ is ∗-<nitely generated, then N 
= M . Let f(X ) ∈ M \ N
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chosen with minimal degree and let aX e be its non-zero term of highest degree. We
have e ∈ N∗ and a ∈ A \ (0). We will show that a 
∈ M : in the contrary case
f(X )− aX e ∈ M and since its degree is smaller than e, it belongs to N . On the other
hand a ∈ M ∩ A, so aX e ∈ (M ∩ A)[X ] = N and f(X ) = (f(X ) − aX e) + aX e ∈ N ,
which is impossible. We conclude that M ⊂(M + aA[X ])∗ and by the maximality of
M in F, the ideal (M + aA[X ])∗ is ∗-<nitely generated. By Lemma 3.3, there exists
a <nite subset T ⊆M such that (M + aA[X ])∗ = (TA[X ] + aA[X ])∗. We will show
that for each g(X ) ∈ M , we have ag(X ) ∈ (f(X )A[X ] + N )∗. This fact is true if
g(X ) ∈ N . Let g(X ) ∈ M \N and m ≥ e its degree, there exist q(X ) and r(X ) ∈ A[X ]
such that deg(r(X ))¡e and amg(X ) = f(X )q(X ) + r(X ). Then r(X ) = amg(X ) −
f(X )q(X ) ∈ M and by the minimality of the degree of f(X ), we have r(X ) ∈ N .
On the other hand, we have (ag(X ))m = f(X )q(X )(g(X ))m−1 + r(X )(g(X ))m−1 ∈
f(X )A[X ]+N . Since a ∗-ideal is radical by (vi), then ag(X ) ∈ (f(X )A[X ]+N )∗. Since
by (iv), (f(X )A[X ] + N )∗ = (f(X )A[X ] + (BA[X ])∗)∗ = (f(X )A[X ] + BA[X ])∗, then
aM ⊆(f(X )A[X ]+BA[X ])∗. By (v), we have M 2⊆M (TA[X ]+aA[X ])∗=(M (TA[X ]+
aA[X ]))∗⊆(TA[X ]+aM)∗⊆(TA[X ]+(f(X )A[X ]+BA[X ])∗)∗=(TA[X ]+f(X )A[X ]+
BA[X ])∗. It follows that for each h(X ) ∈ M , we have (h(X ))2 ∈ (T; f(X ); B)∗, so
h(X ) ∈ (T; f(X ); B)∗. We obtain M = (T; f(X ); B)∗, which is impossible.
Example. (1) In [4, Remark following Theorem 7:1, Chapter VII, Section 27, p. 45],
Kaplansky pointed out that his analytic proof of some Ritt–Raudenbush theorem can
be adapted to show that if the prime spectrum of a ring A is noetherian, then the same
is true for A[X ]. Our Theorem 4.5 gives an algebraic proof for this result.
(2) Let (K; 	) be a preordered <eld and A be a K-algebra. If A satis<es the acc for
	-real ideals, then the same is true for A[X ].
(3) Under the hypothesis (vii) and (viii), Theorem 4.5 can be used to multiply the
examples of non noetherian rings satisfying the acc for ∗-ideals. Indeed, if A is such
a ring then the same is true for A[X ].
Question (By the referee): Can one <nd proofs for more general ∗-operations including
the case of the identity; i.e., I∗ = I? Of course, (ii) has to be modi<ed.
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