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    秉持这种思想，结合厦门大学智能科学系正在开展的“认知机器人”项目，
本文试图围绕回答如下问题，展开讨论。
    1. 一个具有涉身认知能力的智能体到底可以为我们带来什么？
    2. 哪些元素是涉身认知框架所必须的？
    3. 是什么在驱动着这样系统运行？是人还是它自身？如果是它自身，那么
这个驱动力由是什么？
    4. 真实对象的含义是什么？“头脑”中的符号如何与外部世界的物体建立联
系？
    5. 涉身认知智能体用来描述和构建知识的概念体系（本体）是什么样的？
它应该包括那些部分？
    6. 如何构建这样的概念体系？
 
    简单的讲，本文的研究目的是使得具有涉身认知能力的智能体能够自主
地对未知环境中的未知物体，采取恰当的行动或反应。这是智能体具有“意
识”的必要条件。而这也就是要求：
   &#8226; 智能体能够依据涉身体验，形成其基本概念体系。
















   本文分为六章。
   第一章为绪论。
   第二章对各种已有的认知框架进行了讨论。













    第六章讨论了概念的时空性以及如何利用不同的模态逻辑系统的组合来
加以刻画的问题，同时也对高维模态逻辑系统的连接主义推理模型的实现方
法和难点加以探讨。
















         
         
     Human intelligence and our embodied experience are inseparable. Therefore,
many scholars in AI community believe that the road to human-level intelligence,
embodied artificial intelligence (EAI) is a reasonable or even the only option.
There are two main differences between EAI and traditional AI methods: at
first, EAI highlights that the formation of cognition and consciousness is more
than the issues of “Mind’ ’: it is closely related to agent environment as well as
their body. The three factors play very important roles in the process of forming
cognition at the same time. Secondly, EAI stresses “self” is vital function of
consciousness, which means a “cognitive” agent often learn through his personal
experience; forming concept from first-person perspective, and exercising the
knowledge based on “self”.
 
   This thesis attempts to answer some topics related to the following questions,
which based on “Cognitive Robot” project is being developed by artificial brain lab
of Xiamen university:
 
   &#8226; What’s a cognitive agent can bring to us at last?
   &#8226; What elements of a cognitive architecture are necessary?
   &#8226; What should the driving force of the system be? It’s Human being or
the
agent itself?
   &#8226; What is the meaning of the object in real world? How a symbol and an
object in outside world to establish contact?
   &#8226; What are the main parts required from the basic concept system which
is













   &#8226; How to build the system?
 
   Briefly speaking, the goal of this project is to give a power to the robot,
which makes the robot can handle the unknown objects in the unknown
environment
properly and independently. The goal is a necessary condition of making a
”cognitive” robot, and it must meet the following requirements:
 
   1. The robot can form a basic concept system according to its own embodied
experience.
   2. Robot can reasonably make use of the knowledge interaction with the outside
world, and to gain new knowledge or concept during the process.
This is a six-chapter thesis, and the first chapter is introduction. Some
of the most influential cognitive architectures are reviewed in chapter 2.
 
 In chapter 3, we put forward a new cognitive architecture called ”XIA-MEN”, and
those statements reflected the author’s opinions about 2 issues: 1) what elements
should be included in a cognitive architecture and 2) what are the relationships
among those elements.
 
  The motivation of the chapter 4 is to provide a strategy which let the robot
that stay in an unknown environment form declarative knowledge, the critical
part of basic concept system, according to its own experience. The approach
presented in the chapter uses 3-valued epistemic logic to describe a “attribute
explorer” process which stem from formal concept analysis. After proving some
theorems, it enables us settle the problem by using the model checking method.
 













is to regard the selection as a game occurs among the different goals, so we can
transfer the process of finding the behaviors satisfy its own self-interest at most to
compute pure Nash equilibrium of the corresponding game.
In the last chapter, we discuss space-time nature of concept. A possible
approach and critical problems need to be solved are investigated at the same
time.
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