Abstract. Homogeneous wireless sensor networks (WSNs) are organized using identical sensor nodes, but the nature of WSNs operations results in an imbalanced workload on gateway sensor nodes which may lead to a hot-spot or routing hole problem. The routing hole problem can be considered as a natural result of the tree-based routing schemes that are widely used in WSNs, where all nodes construct a multi-hop routing tree to a centralized root, e.g., a gateway or base station. For example, sensor nodes on the routing path and closer to the base station deplete their own energy faster than other nodes, or sensor nodes with the best link state to the base station are overloaded with traffic from the rest of the network and experience a faster energy depletion rate than their peers. Routing protocols for WSNs are reliability-oriented and their use of reliability metric to avoid unreliable links makes the routing scheme worse. However, none of these reliability oriented routing protocols explicitly uses load balancing in their routing schemes. Since improving network lifetime is a fundamental challenge of WSNs, we present, in this chapter, a novel, energy-wise, load balancing routing (LBR) algorithm that addresses load balancing in an energy efficient manner by maintaining a reliable set of parent nodes. This allows sensor nodes to quickly find a new parent upon parent loss due to the existing of node failure or energy hole. The proposed routing algorithm is tested using simulations and the results demonstrate that it outperforms the MultiHopLQI reliability based routing algorithm.
INTRODUCTION
The standard use of a WSN is a single base station data collection, which naturally creates a many-to-one traffic pattern from the sensing nodes to the base station. Given the limited resources of WSNs, routing protocols normally avoid lossy links at all costs. Forwarding sensor nodes with particularly optimistic links and on the path to the base station are thus likely to have a heavier workload than their peers, as they are chosen to relay traffic that generated by source sensor nodes. This additional load shortens the lifetime of these critical sensor nodes and leads to network partitioning [1, 2] . This phenomenon is known as the routing hole or hot spot problem; it is the aim of load balancing schemes to avoid the formation of hot spots, or at least reduce the significance of the problem and avoid ruining the energy conservation.
The availability of multiple routes to the sink depends on the topology of the network and its surroundings and is constrained by the radio hardware characteristics. In the best possible load balancing scenario, all sensor nodes can reach the base station directly in one hop and only send what they generate. At the opposite end of the load balancing spectrum, one particular relay or a small number thereof may be the only way for sensor nodes to reach the base station, thus forming a topological bottleneck, thereby resulting in early network partitioning. Figure 1 explains how the closer a node is to the base station, the higher its workload. Each relay or parent sensor node is a topological bottleneck with respect to the upstream or children sensor nodes. Various energy-efficient paradigms and strategies have been devised to collect and route the data packets towards the base station, trying to maximize the lifetime of sensor nodes while maintaining system performance and operational fidelity. According to the literature, the communication among sensor nodes consumes a large portion of the battery energy of the sensor nodes, some approaches focus on reducing communication power consumption, such as clustering algorithms, data-centric paradigms, and dynamic transmission power adjustment [3] . In the presence of topological bottleneck created synthetically as a drawback of a routing strategy, energy efficient load balancing scheme may provide significant lifetime gains through a more efficient redistribution of the traffic workload.
However, regardless of the routing strategy, the mainstream sensor nodes closer to the base station have to forward more packets than the ones at the periphery of the network. The heavier workload results in more energy consumption and the nodes close to the base station will deplete their energy first, leading to an early loss of connectivity in the sensor network. This problem may severely reduce the effective network lifetime. To overcome this undesirable effect, a mechanism to balance the energy usage among sensor nodes is required. The load balancing routing LBR algorithm aims to prolong network lifetime by considering cross-layer design to equally utilize the energy between relay sensor nodes. However, the metric used to determine the network lifetime is also application dependent. The LBR algorithm assumes that the network is homogeneous but not all nodes are equally important. It considers network lifetime as the time until the first critical sensor node (relay node) dies and runs out of its energy supply, or network partitioning occurs. Using computer simulations, the WSN is proposed to be homogeneous tree-like network deployed randomly with stationary sensor nodes and perimeter base station, and is operating in an event-driven mode as in structural health monitoring or environmental monitoring paradigms.
SYSTEM MODEL
Deriving WSN lifetime model has been studied in the literature based on different definitions such as the spatial behavior of the source sensor nodes, sensing coverage and network connectivity [1] [2] [3] [4] [5] [6] . The upper bounds on the network lifetime have been derived by considering the spatial behavior of the data source [1] . To achieve this goal, a simplified version is initially considered where the data source is a specific point, and the source is connected to the sink with a straight line consisting of relaying sensors. This work has been extended to the networks whose nodes may perform different tasks of sensing, relaying and aggregating [2] . The load balancing routing (LBR) algorithm employs local neighboring information to allow nodes to quickly find a new parent upon parent loss using. In LBR, a sensor network consists of, randomly deployed, static homogeneous sensor nodes with single stationary perimeter base station that periodically retransmits route advertisements so that the routing tree is continuously maintained, where the routing algorithm is fully distributed, in that each sensor node makes individual routing decisions based on locally collected information. Sensor nodes communicate immediately with other sensor nodes and the base station if they are within their radio transmission range as shown in figure 2 using a CSMA-based MAC protocol (e.g., IEEE802.15.4). Sensor nodes estimate their residual energy level of their batteries at any time and estimate the energy consumed and their link quality with their neighbors. Since the predominant traffic in the network is many-to-one data traffic from sensor nodes to base stations, sensor nodes can perform data aggregation to minimize energy consumed for data transmissions.
In the literature [5] [6] [7] [8] [9] [10] [11] [12] , the meaning of network lifetime has many definitions according to the sensor network's application and/or deployment topology as a lifetime has a great significance in the design of WSNs. Lifetime of a sensor network can be generally defined as the time after which certain fraction of sensor nodes run out of their batteries, resulting in a routing hole or hot spot within the network or the time duration that the network is operational and can perform its assigned task. In addition to that, network lifetime depends typically on other factors such as the region of observation, the source behavior within that region, base station location, number of nodes, radio path loss characteristics and network connectivity, efficiency of sensor node electronics and the energy available on a sensor node [13] [14] [15] [16] [17] [18] . 
Importance of Sensor Node's Location
In other words, network lifetime is the time span from the deployment to the instant when the network is considered non-functional. It can be, for example, the time when the base station no longer receives data packets from the source sensor nodes, or no feasible paths from the source sensor nodes to the base station [13] . Figure 3 shows how the location and the importance of different sensors could affect network lifetime. In the figure, the red nodes represent the sensors that have run out of energy and the white ones denote the ones that are still alive. In both Figure 3 (a) and (b) the sensor network cannot act as it suppose to do since in both cases the sensor network cannot gain data from some sensors, but in Figure 3 (a), although there are only three failed relay sensor nodes, the base station cannot get data from most of these sensor nodes. And in Figure 3(b) , there are a small number of dead sensor nodes (e.g., four dead sensor nodes), but the base station can still get data from most of the sensors in the sensor network. So the damage to the sensor network by failed sensor nodes is not only related to the number of failed sensor nodes but also related to the location of failed sensor nodes. To this end, sensor nodes in the sensor network have different importance. Each sensor node is biased to count the importance of its parent sensor node.
Based on above analysis, the closer the sensor node to the base station, the more important and the more critical it is. The transmitter power level of the sensor node should be adjusted to the minimum level appropriate for the intended receiver within the transmission range [13] . If assumed that a path loss occurs in the sensor energy model according to the attenuation model for free space propagation [1, 3, 4] . Therefore, the weight or 
where, a = signal attenuation coefficient. 
Energy Dissipation Model in Multihop Routing
Since malfunctioning of some critical relay sensor nodes due to power failure or physical damage can cause significant topological changes and may require network reorganization, it is very important to minimize energy consumption of each individual sensor node in order to maximize lifetime. As a result, lifetime analysis at the sensor node level is performed and discussed using simulation. To this end, the lifetime of an individual sensor node as a critical relay node is modeled based on the workload and the energy dissipation model in the sensor node. Since the lifetime of the multi-hop networks is dependent on the used routing strategy, the lifetime estimation is derived in relation to the proposed load balancing routing algorithm (LBR). A typical wireless sensor node has a sensing system, A/D conversion circuitry, DSP and a radio transceiver. The sensing system is an application dependent and the communication components are most consumer of the energy. A simple first order radio model for a wireless Channel is shown in figure 4 [19] .
The energy dissipation model is developed mathematically for the lifetime of a sensor network when the energy dissipation and the workload within the network are balanced between critical relay sensor nodes. Using this model, an energy efficient load balancing routing algorithm is developed to achieve a best possible network lifetime through simulations using Matlab®. The total energy dissipation per senor node for transmitting a packet of n bits over one hop wireless link can be expressed as in Eq. 2 and Eq.3 respectively.
where, The total energy dissipation per sensor node for receiving a packet of n bits over one hop wireless link can be expressed as in Eq. 4 and Eq. 5 respectively.
where, R P = power consumption of the receiver circuitry in startup time.
decoding E = energy used to decode received data packets.
RC e = energy dissipated by the receiver circuitry per bit.
The effect of the transceiver startup time, Tst, depends greatly on the type of MAC protocol used. To minimize power consumption it is desired to have the transceiver in a sleep mode as much as possible however constantly turning on and off the transceiver also consumes energy to bring it to readiness for transmission or reception.
eTC, eAmp, and eRC are hardware dependent parameters. The path loss exponent α depends on the local terrain and is determined by empirical measurements. The typical value of α for WSNs varies from 2 (e.g., free space propagation model) to 4 (e.g., multipath fading channel models) [18] . Typically, there are two possible transmission power scenarios: Variable/adjustable and fixed/constant transmission power. If the transmitter is capable of adjusting its signal power level depending on the distance of the intended receiver from the transmitter such that the power consumed in transmission is minimized as possible, the transmission energy model is called variable. While in constant transmission energy model, the transmitter transmits at the same fixed power level irrespective of the distance between the transmitter and the intended receiver while the transmitter's radio uses a fixed power for all transmissions. In the work of this chapter, fixed transmission power is considered because several commercial radio interfaces have a very limited capability for dynamic power adjustments even though the adjustable transmission power could benefit the network lifetime.
In this case, the transmission energy dissipated per bit in an individual sensor node is fixed to a certain value of ( α d e amp ) at the transmitter node. It is also assumed that a constant amount of energy is consumed in internal computations and processing of data packets (e.g., encoding and/or decoding) while considering the energy consumed in a transmitting power is proportional to the square of the distance (e.g., free space) between transmitter and the intended receiver node [14, 19] , and the energy consumed in an amplifying the signal to achieve acceptable signal to noise ratio (S/N)r at the receiver sensor node.
In other words, to model the energy dissipation per relay sensor node in multihop network merely to the actual communication process (transmitting and/or receiving), the energy spent in encoding, decoding, as well as on the transceiver startup is not considered in the simulations analysis as shown in figure 5. The energy consumption calculation needs to be solved periodically to account for the residual energy of sensor nodes. This will be used in the parent/path selection process of the proposed routing algorithm. For simplicity, it is initially assumed that there is one data packet of n-bits being relayed from the source sensor node towards the base station. The total energy dissipated by any parent sensor node to relay a packet of n-bits from source sensor node toward the base station can be combined from Eq. 3 and Eq. 5 to form Eq. 6. For leaf or source sensor nodes at which the data packets were originated, the energy dissipated by the receiver circuitry per bit RC e is assigned to zero. The current residual energy level of sensor node after relaying one packet of n-bits can be calculated by deducting the initial or the previous energy value from the value of the energy dissipated by sensor node i by Eq. 7.
The energy consumption of relay sensor node measures the average energy dissipated by this node in order to relay (transmit and/or receive) a data packet from the source sensor node to the base station. The similar metric is used in the work on directed diffusion [20] 
LOAD BALANCING ROUTING

Related Work
The minimum cost-based routing (e.g., using minimum number of hops) and the reliability-oriented routing (e.g., using the optimal link state) are typically used in wireless networks. One of the simplest ways to make multihop routing is flooding broadcast packets to all connected sensor nodes in the network but it is not suitable for busy traffic network and does not guarantee the maximum lifetime in the network [12] . Alternatively, the lifetime-aware routing (e.g., using minimum required energy) attempts to prolong network lifetime by distributing the workload among the relay nodes [21, 22] . Though this scheme may not have the minimum overall consumed energy [12] .
In mote-dominated WSNs, Berkeley MintRoute (MInimum Number of Transmissions) [23, 24] , MultihopLQI [25] and Collection Tree Protocol (CTP) [26] are the most popular reliability-oriented, tree-based collection multihop routing protocols. While the original MintRoute protocol was designed for Mica1 and Mica2 motes as a part of the official TinyOS distribution, the newer version of MintRoute, MultihopLQI [26] , was designed to support CC2420-(802.15.4)-based motes like MicaZ and Telos [27] . There are two major differences between MultihopLQI and MintRoute. Firstly, MultHopLQI uses the Link Quality Indicator (LQI) provided by the radio hardware instead of link estimator using Received Signal Strength Indicator (RSSI) to estimate link quality to its neighbors as in MintRoute. Secondly, MultihopLQI maintains only a state for one parent node at a time, neither routing tables nor blacklisting are used as in MintRoute, and a new parent is adopted if it advertises a lower cost than the current parent. Link Quality Information is used as a link metric with Channel State Information (CSI) to obtain the cost of a given route. MultihopLQI avoids routing tables by only keeping state for the best parent at a given time; this measure drastically reduces memory usage and control overhead. MultihopLQI uses a constant rate for transmitting beacons. The rate of the current implementation of MultihopLQI is fixed at one beacon every 32 seconds. Hence, the energy dissipation cost of MultihopLQI protocol is only a function of the data rate. The size of each control packet size is 12 bytes and the data packets have eight bytes header. The most recent protocol of MintRoute, Collection Tree Protocol (CTP) [26] , designed to support sensor networks with multiple base stations. CTP uses adaptive beacon rate. In terms of energy dissipation cost, MultihopLQI performs better than CTP and MintRoute.
However, none of the aforementioned routing protocols explicitly apply load balancing in their routing schemes. As a result, this chapter focuses on balanced energy dissipation model for lifetime maximization by taking the advantage from reliability-oriented routing schemes, i.e., MultiHopLQI collection protocol [25] , and maximum lifetime routing schemes, i.e., Energy-Aware Routing (EAR) protocol [28] .
PERFORMANCE EVALUATION
This section describes the used methodology to evaluate the operation of a WSN using the proposed routing algorithm and to benchmark LBR against a wellestablished, well-tested, and highly used collection protocol that is part of the TinyOS release. Since TinyOS 2.x and TinyOS 1.x have different packet scheduling and MAC layer, LBR is compared with the TinyOS 2.1 implementation of MultiHopLQI, the state-of-the art collection routing protocol [25] , which is an updated version of the MintRoute protocol [23, 24] and is a component library in TinyOS 2.x, then considers the impact of network routings on energy efficiency, load balancing, and the entire network lifetime. As MultiHopLQI has been used in recent real sensor networks deployments, such as in [26] , [29] , and [30] , it is considered a reasonable comparison.
Simulation Settings
Simulations were implemented in Matlab® using a maximum number of 100 sensor nodes deployed randomly in a sensor field of 100x100 meters square with a single stationary base station. The base station is deployed on the periphery of the sensor field to increase the network depth. Each sensor node has a constant transmission range and uses a constant rate of one beacon per second for transmitting route maintenance control beacons. The maximum link layer packet size is taken from the default maximum packet transferable using TinyOS 2.x with CC2420, which is 29 bytes. Performance comparisons were conducted between the proposed load balancing scheme and the benchmark scheme, MultiHopLQI. To minimize the variations on routing performance from MAC layer, no energy conservation strategy is introduced in the MAC protocol. By this, the most conservative measurements are tending to be given on the advantages of energy conservation routing strategy for LBR over the benchmark scheme.
The experiments were run seven times for 300 seconds and the consistent obtained results were averaged. All sensor nodes have the same initial energy level. The rates at which the data packets are transferred to the base station and the amount of energy required getting the data packets relayed toward the base station were tracked. All sensor nodes start up with the same initial energy level of one energy unit at the beginning of each simulation while assuming the base station can have its persistent energy supply as is usually the case in real WSN applications.
Since the sensor nodes have limited energy levels, they use up this available energy during the simulation period. Once a sensor node runs out of energy, it is considered dead and can no longer transmit or receive any data or control packets. The wireless medium was simulated by means of the free space propagation model [31] . Moreover, it is assumed that the experiments follow an event-driven model and the source sensor nodes detect related stimulus (e.g., alteration of gas pipeline pressure). Therefore, sensed data can be aggregated. Each source sensor node generates data packets and sends them to the base station through the network with a fixed date rate.
Simulation Results
Operational Network Lifetime Figure 6 shows the time when the residual energy levels of sensor nodes drain-out and how the sensor network becomes disconnected when all the sensor nodes which can relay data packets toward the perimeter base station have died. From figure 6 , it can be observed that LBR performs better than MultihopLQI as the lifetimes of individual sensor nodes have been maximized. MultihopLQI protocol balances the traffic load using different paths occasionally as a direct effect of LQI values in the route selection, thereby resulting in a balanced energy consumed by few relay sensor nodes. The workload through other sensor nodes can be sub-optimal which significantly increases their residual energy dissipation in rerouting upstream data packets. Therefore, in MultihopLQI, many heavily loaded sensor nodes along the routing path die in a short period of time and the total number of sensor nodes that die is very high, while lightly loaded sensor nodes die very late. These lightly loaded sensor node are much fewer.
On the other hand, LBR conveys data packets through sensor nodes with higher residual energy levels, thus the least number of nodes are dead during the same period of time. LBR balances the energy consumption by periodically updating energy efficient routes. As the residual energy of an individual sensor node decreases to the threshold, the cost of using outgoing links from that sensor node increases.
The network lifetime with load balancing routing has a substantial increase of approximately three times than MultiHopLQI routing. It can also be observed that the number of dead sensor nodes with load balancing routing rises gradually with time than the benchmark routing protocol. It obviously demonstrates that load balancing routing scheme can maximize the network lifetime.
Since dynamic transmission power adjustment paradigm reduced the transmission power consumption, the lifetimes of sensor nodes in variable transmission energy model could be longer than double the lifetimes of nodes in a constant transmission energy model [32, 33] . Clearly, equipping sensor nodes with power control transmitters can increase lifetimes of sensor nodes. The energy consumed in processing and receiving a packet is independent of the distance between the transmitter and the receiver. Therefore, actual increase in the lifetime depends on the energy dissipated by the transmitter amplifier, which is proportional to the distance between the transmitter and the attended receiver. Studying network lifetime with variable transmission power has been left for future work as it is out of the scope of the chapter. Figure 7 shows that the network lifetime has a deteriorating trend as the node density increases due to an abundance of control and data packets that are retransmitted throughout the sensor network. Comparing with the benchmark scheme, the network lifetime with load balancing routing has a substantial increase of 20-30% than MultiHopLQI routing. It can be also seen that the network lifetime with load balancing routing degrades more gracefully and it is more stable than MultiHopLQI routing protocols when the node density increases. Since the path selection in MultiHopLQI routing protocol does not consider the node energy level in the route selection process, the load balancing routing algorithm has a greater network lifetime than MultiHopLQI. In MultiHopLQI, the large number of redundant data packets copies that are retransmitted between different sensor nodes rapidly deplete the available energy. Figure 8 illustrates the relationship between the average dissipated energy during network operation and the density of the sensor field. As an overall trend it can be seen that the averaged dissipated energy by the sensor nodes in both routing algorithms has an increasing trend as the network density becomes high for the same squared sensor field size. Comparing with MultihopLQI, LBR performs quite well where the energy consumption increases steadily with the size of the neighboring nodes. In contrast, the MultihopLQI dissipate more energy for the same network size and the energy dissipation augment considerably after escalating the node density by 50 sensor nodes. It demonstrates that LBR routing scheme outperform MultihopLQI with the variation of the network density. To study the influence of network densities on energy consumption, evaluations under various densities are conducted. Different scenarios with 10-100 sensor nodes were deployed arbitrarily in a fixed 100x100 meters square sensor field area, in increments to 30, 50, 70, and 100 nodes. Figure 9 shows the change in the node's average residual energy level after a period of data transmission. It is apparent that the network density has an impact on the individual node's residual energy level. As an overall trend, the average remaining energy level decreases with higher density. MultiHopLQI cannot reduce the redundant data copies in the network which resulted by a high traffic load handled by each individual forwarding node. This makes the average remaining energy level for MultiHopLQI to degrade much faster than the load balancing routing mechanism which keeps a balanced network workload towards the base station to maintain balanced energy dissipation. 
Average Dissipated Energy
Packet delivery ratio
This metric is the percentage amount of all unique injected and aggregated packets from randomly selected source sensor nodes and received by the base station [34] . Figure 10 shows that LBR outperforms the MultiHopLQI and delivers obviously a higher percentage of packet delivery rates in all load scenarios. This is due to the random selection of source nodes and the implementation of data packets aggregation. MultihopLQI maintains a relatively steady packet delivery rate for all load scenarios. The consistent packet delivery rates for LBR in the random network show its scalability and reliability. In LBR, the average packet delivery rate is approximately 76% while in MultihopLQI; the packet delivery rate is moderately lower by 21%.
The random topology was simulated with an assumption that when the node transmits a packet, it has a 90% chance of being successfully delivered to the next hop or the selected parent node. This doesn't accurately reflect the observation that some packets are skipping over the intended node as experienced in [13] . In the end, the simulation results show that the packet delivery rates are much higher than the experimental results because the simulation links are based on connectivity matrix and do not consider the signal attenuation [31] . 
CONCLUSION
In this chapter, an energy-efficient load-balancing routing algorithm has been presented and benchmarked with the state-of-the art reliability-oriented collection protocol. The proposed algorithm incorporates the residual energy of the relay nodes with the link state in the parent selection decision to distribute the load among the sensor nodes in order to prolong the entire network lifetime. The results show that energy balance is advantageous for network lifetime extension.
Through intensive simulations in Matlab®, the feasibility of the load balancing scheme is shown by demonstrating the improved network lifetime in several deployment scenarios. Additionally, it has been observed that significant advantages can be obtained by designing and implementing a routing algorithm for WSNs with an integrated energy-wise load balancing scheme. This useful information will be used for the parent selection for the converge-cast routing tree to keep the workload balanced along the routing path.
