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Newly recruited researchers who are expected to outstandingly surpass their peers
in the quality of their work, are often considered as substantial assets in univer-
sities and research and development sectors. Foreseeably identifying such rising
stars (RSs) is vital for highly competitive and profitable institutes and organiza-
tions. In this work, we apply machine learning techniques to propose models based
on a set of Scientometric Indicators to predict RSs in academia. In addition, we
define the RSs problem in a comprehensive and methodological manner. Data sub-
sets were collected from the Web of Science (WoS) data source and used to train,
test and validate the proposed models. Our experimental results show that the


















Scientific research, as an outcome of universities and research institutes, plays a
vital role in communities growth. Hence, it is important to study the aspects
related to the scientific research which aim at helping in the development
of those communities. Authors of scientific researches (the terms ”authors”
and ”researchers” will be used interchangeably throughout this text) are the
cornerstones of that role with their cooperation with other scholars as well as
their published academic articles. With the passage of time, and based on with
their behavior, authors in the research community may be placed into four basic
groups as depicted in Figure 1.1. The four author groups are: (1) well established
authors including those who constantly produce a large amount of work over a
time frame, (2) authors with a stable publication rate who produce fewer but
regular publications, (3) declining authors whom declined in publications over the
same time frame and (4) rising stars who show increased amount of publication
as well as high impact of collaborations with other researchers [2].
1
Figure 1.1: The four author’s behavior over time (the figure is a verbatim copy of
[2])
Although there is no uniform definition for the term ”rising star authors”, one
can define them as ”those scientific research authors who, at present,
may not surpass their peers, but have the potential to become promi-
nent and influential contributors in the foreseen future”.
Identifying and evaluating tasks regarding rising star authors in universities
and institutes considered a crucial and essential demand. Those tasks will help
universities in hiring junior faculty members with the potential to become rising
stars so to increase research productivity especially among young faculties,
making them members of academic committees to drive benefit from their
energetic inputs and outputs, selecting promising supervisors for graduate
students, providing funding to qualified groups, grooming and recruiting them to
be review conferences and journals, etc. Moreover, markets can also get benefit
from identifying rising stars’ process where it may be applied in hiring the best
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talents, appointing skillful directors and supervisors to the boards of companies
and organizations, etc.
In this work, we shed light on rising star authors by defining the problem
of rising stars in a comprehensive and methodological way as well as proposing
models to predict who will be a rising star in the future for a specific region of
a certain research community (Computer Science). Machine learning techniques,
were adopted to build those models. An actual, trusted and comprehensive data
datasets were collected form the Web of Science (WoS) data source to be used in
training, testing and validating our models. A novel set of Scientometric indicators
were formulated and calculated to be used as feature space in building those
models. The experimental results were evaluated using variety of performance
evaluation metrics. They showed that the proposed models can be used effectively
in predicting future rising stars in academia.
1.1 Rising Star Authors and the Term Sciento-
metrics
Pursuing efforts, evaluating the effectiveness and ranking the productivity of the
researchers have been exposed more into the spotlights recently in researches
related to what is referred by Scientometrics [4]. The term Scientometrics,
its Russian equivalent ”naukometriya”, was coined in the 1960s by Vassily V.
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Nalimov [5]. The term is mainly used for the study of the quantitative aspects
of the literature of science and technology and used, for practical purposes, for
citation analysis in academic literature. The main themes of Scientometrics
are concerned with the ways of measuring the quality and impact of research,
understanding citations processes, mapping scientific fields as well as the use of
indicators in research policy and management [6].
The term Scientometrics has been, typically, defined as the ”quantitative
study of science and technology”, nevertheless, there are other definitions
give further insight into the use and clarification of the term. Tague-Sutcliffe [7]
declared that the Scientometrics is ”the study of the quantitative aspects
of science as a discipline or economic activity. It is part of the
sociology of science and has application to science policy-making. It
involves quantitative studies of scientific activities, including, among
others, publication, and so overlaps bibliometrics to some extent”.
According to Chua et al. [8], within the discipline of Information Systems
research, Scientometrics has focused primarily on two goals: (1) the assessment
of journal prestige and (2) the assessment of researcher-production. However,
researcher-production is also assessed in two ways, either by counting the publi-
cations of an author in a given basket of journals (number of articles published
within a specific sample of journals) or through the citation analysis.
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In this work, we are embracing the term Scientometric by focusing on evalu-
ating the effectiveness of researchers in universities and institutes, together with,
examining the Scientometric indicators related to how and where the researches
have been published. The aim of that examination is to help in finding the future
rising stars authors in Computer Science research community.
1.2 Machine Learning - The Techniques
In machine learning realm techniques are typically grouped into two broad
categories, supervised and unsupervised. Supervised techniques known as those
techniques of regression and classification while unsupervised techniques known
as clustering techniques. Regarding the supervised techniques, there are two main
reasons that urging to use them with data observations which include inference
and prediction . Regression is a statistical data analysis that attempts to
estimate the strength of the relationship among variables (indicators) of data- to
achieve inference. Classification is a form of data analysis identifying to which of
a set of categories (classes) a new observation belongs- to achieve prediction.
While there are many possible regression and classification techniques which
one might select to apply with data observations, the selection process is de-
pending on the nature of the targeted problems as well as whether the intended
purposes is for inference or prediction. In this work, Multiple Linear Regression
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(MLR) [9] in addition to four of the most widely-used classifiers (Naive Bayes
(NB)[10], k Nearest Neighbors (kNN) [11], Neural Networks (NN) [12] and Sup-
port Vector Machine (SVM)) [13] were applied for proposing the models. The
results showed that all those models were performed well in inferencing and pre-
dicting authors who will be rising stars in the foreseen future.
1.3 Web of Science - The Trusted Dataset
A comprehensive and accurate source of dataset is required for the successfulness
of any work related to the analysis of citations and research, thus in this work we
used the WoS as data source for the collected datasets. The WoS [14] is an online
subscription-based scientific citation dataset maintained by the Thomson Reuters.
The WoS provides the characteristics that required in such a data resource to be
used for citation and research related applications with a coverage of around 12,000
of the world’s most important and influential journals.
1.4 Scientometric Indicators
To accomplish the goal of our work in finding future rising stars, we are in
need to acquire an appropriate feature space to be used along with the already
nominated machine learning techniques. Eight indicators were formulated and
computed from the collected datasets to be used as the mean feature space for
each author in addition to other six supplementary indicators.
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The Eight indicators are: (1) Author Productivity Level, (2) Scientific Im-
pact Level, (3) Value of Productivity, (4) Citations Per Publication, (5) Contribu-
tion Impact,(6) International Collaboration, (7) Research Area Relevancy and (8)
Venue Reputation. The aforementioned indicators were used as predictor variables
against Rising Star Status (the response variable).
1.5 Problem Statement and Research Questions
Universities and institutes are in need to know the status and the standing
of their researchers in future with the aim of giving concentration and close
attention to those may have potentials to become prominent and influential
contributors in future- future rising stars.
That motivates us to propose machine learning-based models to predict who
will be in the foreseen future, next year, a rising star from those who are presently
may has low research profile and not outstanding among peers. That can be
achieved by investigating his historical data of last five years through benefiting
from the related Scientometric indicators.
The following research questions have been articulated in order to help in
coming up with the proposed models:
 Q1: Are the future rising stars predictable?
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 Q2: How accurately can we predict future rising stars?
 Q3: Is there any significant difference in obtained results between the ap-
plied machine learning techniques (classifiers) in predicting rising stars?
 Q4: Is there any significant difference in obtained results between the
datasets used in predicting rising stars?
 Q5: For the obtained results, is there any significant difference in the in-
teraction between the applied machine learning techniques (classifiers) and
the used datasets in predicting rising stars?
 Q6: Up to which level are we confident that the proposed models are able to
predict the future rising stars when they are used with alternative datasets?
 Q7: What are the most important Scientometric indicators in predicting
future rising stars?
 Q8: How are our proposed models comparable to other models?
Where the key objective of this work is to find answers for the over mentioned
questions.
1.6 Research Contributions
While that this work is being one of the few works tackling the problem of finding
rising stars in academia, it is further engaging in adding the following contribu-
tions:
8
1. Coming up with simple and reliable models by applying four form the most
famous and efficient in performance machine learning techniques (NB, kNN,
NN and SVM classifiers) not applied in previous works related to the rising
stars problem. That models can be used easily by universities and institutes
to predict their rising stars in specific research area (in this work Computer
Science).
2. Defining the rising stars problem in a relatively comprehensive and method-
ological way by insuring and affirming that the researchers are likely to
become rising stars in the future not because they were already identified
to be so in previous years (excluding the already rising stars in the last
year). Moreover, and for experimental purposes, selecting the first 30% of
researchers to be labeled as rising stars in contrast with 50% in previous
works.
3. Formulating and computing a novel set of eight Scientometric indicators to
observe the evolution of each researcher from multiple perspectives. That
set of indicators’ combination was not addressed in previous works for future
rising stars’ prediction.
4. Building benchmark datasets for four academic organization (KFUPM, IIT,
MIT and CAS) based on a trusted, comprehensive and accurate data source
(the WoS) which can be publicly available to the research community.
5. Identifying and evaluating rising stars with a relatively robust and reliable
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ground truth criterion by adopting InCites author’s rank indicator as a
benchmark.
6. Using wide variety of popular metrics and statistic methods to analyze and
evaluate the efficiency and performance of the proposed models (Confusion
Matrix, Prediction Accuracy Level, Sensitivity, Specificity, F1 Score, ROC,
AUC, F-statistic and ANOVA).
1.7 Thesis Organizations
The thesis is organized as follows. In Chapter 2 we summarize the literature review
of rising stars problem. Machine learning techniques and the Web of Science
data source were briefly addressed in Chapter 3. Chapter 4 presents the process
of data collection, indicators formulation, and research methodology. Chapter
5 is dedicated to the experiments and results discussion. Finally, the thesis is




There is a little work done in the research community related to the rising stars
problem. Most of that work was about exploring the factors and features (Scien-
tometric indicators) which finally resulted in finding rising stars. Additionally,
that work was focusing on proposing methodologies and approaches based on
those explored features to find rising stars.
One of the most referred works in that field is that of Li et al. [15]. They
proposed an algorithm named PubRank, influenced by Google’s PageRank [16],
to find the rising stars through the mutual influence and the static ranking of
publication venues. They built their algorithm based on three indicators (1)
Researchers mutual influence in terms of co-authorships in the bibliography
network. They used the link weighting strategy to model the degree of the mutual
influence where a junior researcher who influences the work of his seniors and
leverages on his expertise is more likely to have the chance to succeed in future
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and be an influential researcher- become a star, (2) Venue’s weight by placing
different weights (ranks) on different venues and keeping a track record of each
researcher in terms of averaging the quality of his current publications in different
prestige of publication venue and (3) Researchers collaboration by tracing the
chronological changes in the networks using a way similar to that in Google’s
PageRank. Where a researcher who can build up a strong collaborative with
different groups of people at different points in time is more likely to become a
rising star. Li et al. used the linear regression technique in proposing a model to
compute the PubRank score every year for each researcher during a certain time
period. According to that work, a researcher is considered rising star if his/ her
z-score is greater than zero (larger than the average score). They conducted their
experiments to train and evaluate the performance of the proposed algorithm
by using publication data gathered from the Digital Bibliography and Library
Project (DBLP) dataset for the periods 1950-1955, 1990-1995 and 2002-2007.
In [2], Tsatsaronis et al. attempted to learn basic researchers’ profiles and
properties to know who will become a leader for a group of researchers. They
used the bisecting K-Means clustering technique to cluster authors, based on their
evolution over time, into four different groups: (1) Well established, (2) Rising
stars, (3) Authors with a stable publication rate, and (4) Declining authors.
Tsatsaronis et al. applied the Power Graphs Analysis onto co-authorship graphs
extracted from bibliographical databases in order to define authors’ features
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witch are (1) Number of the most frequent co-authors an author has at time
point, (2) Number of the co-authors of her co-authors, (3) Number of author’s
publications and (4) The total impact of an author’s work (venue impact). The
data that used in their experimental work was selected from the DBLP Computer
Science Bibliography database within the time frame of 2000-2010 for researchers
who have in total a minimum of 5 publications by 2010.
Daud et al. in [17] criticized the work in [15] and declared that the PubRank
algorithm suffers from two main blemishes (1) The PubRank in its mutual
influence did not take into account a weighting for author contributions- the
order in which the authors appear in the paper. (2) PubRank uses a static
ranking for publication venues where their ranks may change by time. Conse-
quently, to overcome those limitations they proposed the StarRank algorithm.
They overcome the first limitation of the PubRank by adopting the Sekercioglu
approach [18] which gives a weight of co-author contribution based on the order
that authors appear in the papers where the first author will get the maximum
weighting. Additionally, to overcome the second limitation, they used the concept
of entropy to dynamically calculate the rank of publication venues. Thus, a venue
is considered a high level if it has less entropy, hence, it will be less entropy if
it only accepts papers on specific research areas- has a limited title of topics for
papers to be accepted. The linear regression and the psychometric test method
were used to predict and find the rising stars based on the aforementioned
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indicators (Author Contribution and Dynamic Publication Venue Rank) by
using a dataset collected from the DBLP for the period from 1996 to 2000. The
performance of the experiment results was then verified by looking to the authors
standing in 2012.
The problem of rising stars was addressed by using classification techniques in
Daud et al. in [1]. Four classification techniques were used to predict the future
rising stars where two of them are generative techniques (Bayes Network (BN)
and Naive Bayes (NB)) and the other two are discriminating (Maximum Entropy
Markov Model (MEMM) and Classification and Regression Tree (CART)). The
outcome of the classifiers was as a binary classification result which answers the
question ”Does a scholar have a potential to become a future rising star (positive
value) or not (negative value)?”. Eleven indicators were extensively discussed in
that work. From those eleven, four are based on the author: (1) Author Influence,
(2) Author Contribution, (3) Author Contribution Based Mutual Influence and
(4) Temporal Dimension; four are based on venue specificity: (5) Venue Citations,
(6) Venue Specificity Score and (7) Venue Count; and the reaming are based
on co-authors relationship: (8) Co-author Citations, (9) Co-author of papers,
(10) Co-author Count and finally (11) Co-author venue score. They trained the
four techniques on two datasets collected from the DBLP and the ArnetMiner
database for a wide discipline during a time window 1995-2000. The author
citation information and the Average Relative Increase in Citations (ARIC) were
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used as ground truth in order to assign the label of classes- the top 50% highly
cited authors were labeled as rising stars (positive 1) and other 50% authors
with lowest citations were labeled as not rising stars (negative 1). The efficiency
of the four classification models was compared and analyzed in terms of F1 scores.
Zhang et al. [19] proposed a method named CocaRank. The CocaRank name
was integrated from their proposed indicator named ”COllaboration CAliber”.
That indicator was considered as a typical citation indicator to capture the
researchers’ abilities to collaborate with others based on the concept of entropy-
the larger value of entropy the richer ability to collaborate. They proposed that
method to overcome the problem they claimed about the traditional citation-
based methods. Four indicators were used in that work: (1) Collaboration
Caliber- their proposed indicator, (2) Paper Citation Network- which measured
by PageRank algorithm [4], (3) Author-Paper Network- which measured by
HITS algorithm [20], and (4) Paper-Journal Network- which also measured by
HITS algorithm. They adopted ”Citation Count” as a measure and ground
truth to validate whether a researcher has achieved the expectations to be a
rising star or not, then they compared the values with the calculated Spearman
Correlation Coefficients. The used dataset was acquired from the American
Physical Society (APS) which contains detailed information of each article from
12 physical journals for researchers who published their first articles in 1993, and
their academic career is not due to end until 2013.
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By using the Multi-Objective Optimization Approach [21] and the Rank
Aggregation Approach [22], Wijegunawardana et al. [23] investigated the
problem of finding rising stars in heterogeneous social networks. They modeled
the problem as a decision level of data fusion problem and addressed it based
on three indicators: (1) Co-authorship, (2) Author Citation and (3) Publication
Venue. A dataset collected from the ArnetMiner for the time-period of 1990-1995
was used to generate the values of those three indicators. The top 3% of the
ranked authors in the citation and co-author networks in 1990 were removed
to ensure that the authors are not already stars in the network, but may have
the potential to become in the near future. The obtained results were evaluated
against authors’ ranks in 2006 and 2014 based on three factors include the
h-index value, the total number of papers and the citation count.
Although the aforementioned works have spent lots of remarkable efforts in
tackling the problem of finding rising stars, they have still suffered from some
flaws and concerns. By contrast, our work scores over the previous works in terms
of:
 Defining the rising stars problem in a relatively comprehensive and method-
ological way:
– Insuring and affirming that the researchers are likely to become rising
stars in the future not because they were already identified to be so in
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previous years (excluding the already rising stars in the last year).
– Selecting the first 30% of the researchers to be labeled as rising stars
in contrast with 50% in previous works.
 Formulating and computing a novel set of eight Scientometric indicators to
observe the evolution of each researcher from multiple perspectives. That
set of indicators’ combination was not addressed in previous works for future
rising stars’ prediction:
– Considering the importance of the author contribution-oriented and the
order in which co-authors appear in a publication, meanwhile, dealing
with the situation where only one author presents on a paper.
– Considering the value of the author international collaboration and
the research area relevancy in assessing the researcher activity and
productivity.
 Identifying and evaluating rising stars with a relatively robust and reliable
ground truth criterion by adopting InCites author’s rank indicator as a
benchmark.
Table 2.1 summarizes and compares the previous works on the aspects of the
contributions to the problem of rising stars, the applied techniques, the proposed
indicators, the source and time-period of the used dataset, the benchmark used
in evaluating the proposed solutions and finally the main concerns regarding the
approaches used in those works.
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Table 2.1: A Summary and Comparison of the Related Works
Related Work Main Contribution Applied Tech-
nique
Used Dataset Indicators Evaluation
Benchmark
Main Concerns
Li et al. [15] Proposing the PubRank
algorithm




(1)Researchers mutual influence, (2) Venues
weight and (3) Researchers collaboration
Author’s citation
count
(1) Missing weighting of authors contri-











(1) The most frequent co-authors, (2) The co-
authors of authors co-authors, (3) Author’s pub-
lications and (4) Venue impact
Power Graphs
Analysis
Lacking of a robust ground truth for ap-
proach evaluation
Daud et al. [17] Proposing the StarRank
algorithm to overcome
the limitations of the
PubRank
Linear Regression DBLP (Time pe-
riod: 1996-2000)
(1) Author Contribution and (2) Dynamic Pub-
lication Venue Rank using entropy
Author’s citation
count
(1) Few indicators are not enough to ex-
plain author activity (multiple perspec-
tives required) and (2) Using entropy is
not workable to evaluate venue impact









(1) Author Influence, (2) Author Contribution,
(3) Author Contribution Based Mutual Influence,
(4) Temporal Dimension, (5) Venue Citations, (6)
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In this chapter, a brief background is presented to familiarize the reader with
aspects related to machine learning techniques and the WoS dataset that will be
frequently referred to in the forthcoming chapters.
3.1 Machine Learning Techniques
Machine learning techniques have been used frequently in Computer Science and
Engineering fields to explore the study and the construction of algorithms that
can learn from selected data to make predictions on it [24]. They are about
learning some properties of a portion of data which is at hand (training data) and
using the other portion of that data (testing data) to test the learned properties
and propose a model based on some selected algorithms, where the main idea
behind machine learning techniques is that of the selected algorithms.
Machine learning techniques can be classified as supervised or unsupervised
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techniques. The supervised techniques are basically a synonym for regression and
classification where those techniques can be used to predict or infer solutions (out-
puts) based on a set of inputs (feature space for observations). The unsupervised
techniques are essentially a synonym for clustering where those techniques can be
used to find and cluster the structure or the relationships between different inputs
while there is no supervising output. In other words, clustering is the assignment
of a set of observations into subsets (called clusters) so that observations within
the same cluster are similar according to some predesignated criterion or criteria,
while observations drawn from different clusters are dissimilar [25].
The most mature and widely used techniques is the supervised ones, precisely
classification. Classification defined as the problem of identifying to which of a set
of categories a new observation belongs based on a training set of data with ob-
servations whose category membership is known. In other words, classification is
the form of data analysis that extracts models describing important data classes.
Such models, called classifiers, predict categorical class labels. Hence, a classifier
can be defined as a system that inputs a vector of categorical and/or numer-
ical feature values (for observations) and outputs a single discrete value (solution).
A plethora of classification algorithms has been proposed by researchers
where, literally, hundreds are available, and tens more are published each year
with an extensive use in wide variety of applications. Consequently, the main
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challenge that someone may face is that of the bewildering variety of algorithms
available and which one to be selected? Hence, the objective is to select the
classier ones that will more probably achieve the best performance with any
dataset [26].
Besides classification, regression techniques as supervised techniques are
helpful when the inference is the goal by which the relationship among variables
(indicators) of data can be estimated. Multiple Linear Regression (MLR)
considered a time-honored technique proposed by Karl Pearson, an English
mathematician and biostatistician, in 1908. It is about learning more about the
relationship between a dependent variable Y (the predicted value) and two or
more independent variables X1, X2, ..., Xp (the predictors, where p is the number
of predictors- in our case the Scientometric indicators). [9]
In the recent years, many applications and problems have adopted the
supervised techniques for their proposed solutions. For example, in problems
regarding disease diagnosis and cancer outcome prediction [27], in the future in
electricity and energy consumption problems [28], in petroleum and oil spills [29],
wireless sensor networks applications [30], in applications of operating systems
process management [31], etc.
In this work, we applied MLR in addition to four machine learning classifiers
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picked up from the most widely-used and best performance bracket. The applied
classifiers are Naive Bayes (NB), k Nearest Neighbors (kNN), Neural Networks
(NN) and Support Vector Machine (SVM). In the following lines we will introduce
those applied classifiers, in brief.
3.1.1 Naive Bayes (NB)
Naive Bayes (NB) is a classification algorithms depending on applying Bayes’
theorem [32] with the ”naive” assumption of the independency between every
pair of indicators (features). The NB assumes that the presence of a particular
indicator in a class is unrelated to the presence of any other . For example, given
our problem of finding future rising stars as a two-class problem where there are
only two possible response values for variable y, say class 1 (is a rising star) or
class 0 (is not a rising star) based on, for simplicity, a dependent feature vector X
consists of indicators X1 and X2, the NB classifier can be formulated as following
Pr = (y = 1|X). The formula reflects the probability that a researcher will
be a rising star (class 1) given that we know the values of his indicators X1 and X2.
Figure 3.1, depicts a simulated data set consisting of 100 researchers’ ob-
servations, with indicators X1 and X2 (feature space), in each may belong to
one of the two classes to be a rising star or not to be, indicated in blue and in
orange regions respectively. The purple dashed line represents the Bayes Decision
Boundary- the region of the problem space in which the output class is ambigu-
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ous. The orange background grid indicates the region in which a test observation
will be assigned to the rising star class, and the blue background grid indi-
cates the region in which a test observation will be assigned to not rising star class.
Figure 3.1: A simulated data set consisting of 100 researchers’ observations, with
indicators X1 and X2, in each may belong to one of two classes to be a rising star
or not to be, indicated in blue and in orange regions respectively (the figure is a
verbatim copy of [3])
NB is easy to build and can be extremely fast compared to the most sophis-
ticated classification algorithms. Along with that, NB is particularly useful and
have exhibited high accuracy even when applied to very large datasets [33].
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3.1.2 k-Nearest Neighbors (kNN)
k-Nearest Neighbor (kNN) is a non-parametric learning algorithm classifies a
data sample (inputs/ observations) based on the labels (output values/ solutions)
of the near data samples [34]. Non-parametric means that kNN does not make
any assumptions on the underlying data distribution where in the real world it
is rare for the practical data to obey the typical theoretical assumptions for data
distribution- normal (Gaussian) distribution. Non-parametric algorithms like
kNN come to the rescue here.
For example, a researcher (input data point) can be predicted as to be a rising
star in the future or not using the average Measurement of neighboring, the already
trained (data points) researchers within specific diameter limits. Measurement of
neighboring implies a distance metric which by default is the Euclidean distance-
distance between different data points. kNN does not need to high computational
power, as the function is computed relative to local points (i.e., k-nearest points,
where k is a small positive integer indicated the k observations that are nearest
to a given input test data point). For clarification, in our problem, assume that
we have a training set consists of two classes: it is a rising star (RS) and it is not
a rising star (Not RS) with five instances apiece, as indicated by blue and orange
dots. Only two indicators (X1 and X2, 2-dimensional feature space) are used
to discriminate between the classes. Now, we are presented with an unlabeled
observation (gray input data point) and would like to classify it as either RS
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or Not RS. To accomplish that, we have to (1) Calculate the distance between
the gray point and all other points, (2) Find the nearest neighbors by ranking
points by increasing distance. The nearest neighbors (NNs) of the gray point are
the ones close in the data space, finally, (3) Vote on the predicted class labels
based on the classes of the k nearest neighbors. For the case k = 3 (small circle),
one neighbor is of Class RS and two are of Not RS, so we classify the gray data
point as a member of Not RS; for k = 6 (large circle), however, four neighbors
are of Class RS and only two are of Class Not RS, so the unlabeled the gray
data point is instead classified as a member of RS. Figure 3.2 depicts the example.
Figure 3.2: A simulated trained data points consisting of 10 researchers’ observa-
tions, with indicators X1 and X2 and two class labels to be a rising star or not to
be, indicated in blue and in orange regions respectively. Using kNN to predict to
which class a gray data point may belong by considering the value of k and the
distance between the gray point and all the other points
kNN is one of the effortless algorithms to understand and easy to implement.
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Despite its simplicity, it performs well in many situations and considered one of
the top 10 algorithms in data mining [35].
3.1.3 Neural Networks (NN)
Neural Network (NN) is a powerful classification algorithm used in the modern
intelligent systems [36]. NN learns a function f (.) : Ri → Ro by training on
a dataset, where i is the number of dimensions for input (features/ indicators
X = x1, x2, ..., xi ) and o is the number of dimensions for output (solutions/
classes). Artificial Neural Networks (ANN) or Multi-Layer Perceptrons (MLP)
are two terms used interchangeably with Neural Network [37].
The NN consists of interconnected units (called neurons) in an acyclic graph
and arranged in layers which work to convert an input vector (feature space)
into some output. In the learning phase, each unit takes an input, applies an
Activation Function to it and then passes the output on to one or more hidden
layers where the number of hidden layers is arbitrary, although in practice,
usually only one is used. Finally, the last hidden layer then links to an output
layer and produce the solution as output which emits the network’s prediction for
given observations. An activation function has two parts: (1) the combination
function that merges all the inputs into a single value- weighted sum; and (2) the
transfer function, which transfers the value of the combination function to the
output value of the unit- non-linear function.
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For example, suppose the problem of finding rising stars consists of m obser-
vations, 2-dimensional feature space (X1 and X2, i = 2) and 2-dimensional output
classes (RS and Not RS, o = 2) in Figure 3.3. The input layer accepts the input
feature space (X1 and X2) through two neurons which then applies the activation
function to it and then passes the output to the next layer (hidden layer). Each
neuron in the hidden layer transforms the values from the previous layer, again
with the activation function which consists from weighted linear summation and
a non-linear activation function, to the output layer. The output layer, finally,
receives the values from the (last) hidden layer and transforms them into one of
the output class values (either a RS or Not RS).
Figure 3.3: A two-layer neural network consists of 2-dimensional feature space
(X1 and X2) and 2-dimensional output classes (RS and Not RS) with one hidden
layer (when it is said N-layer neural network, the input layer is not counted)
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3.1.4 Support Vector Machine (SVM)
Support Vector Machine (SVM) is one of the newest classification algorithms that
was developed in the 1990s where the first paper on it was presented in 1992 by
Vladimir [38] and it has grown in popularity since then. The SVM offers one of
the most effective, robust, versatile and accurate methods among all well-known
other classification algorithms. Additionally, it is much less prone to overfitting
problem than other techniques- where the number of feature space dimensions is
greater than the number of observations.
The SVM is based on the concept of the decision planes that define the
decision boundaries. For observations of a training data, it searches for the linear
separating hyperplane or decision boundary that separates the observations of
one class membership from another. Because there are an infinite number of
such separating linear hyperplanes, so the aim is to find the optimal one, that
is, one that will have the minimum classification error on testing observations.
Technically speaking, the optimal separating hyperplane (also known as the
maximal margin hyperplane) is the farthest from the training observations.
Geometrically, the margin corresponds to the shortest distance between the
closest data points to a point on the hyperplane. Having this geometric definition
allows us to explore how to maximize the margin, so that even though there are
an uncountable number of hyperplanes, only a few will qualify as the solution to
the SVM.
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Figure 3.4 depicts an example of our problem to find rising stars by applying
SVM algorithm. In the left, the 2-dimensional classes, shown in blue and in
orange (to be RS or Not RS, respectively), each of which has measurements on
2-dimensional indicators, X1 and X2. Three separating hyperplanes, out of many
possible, are shown in black where the aim is to find the optimal one. In the right,
the optimal with maximal margin hyperplane is shown as a solid line. The margin
is the distance from the solid line to either of the dashed lines. The two blue points
and the orange point that lie on the dashed lines are the support vectors, and the
distance from those points to the hyperplane is indicated by arrows. The blue
and orange grids indicate the decision rule made by the classifier based on this
separating hyperplane. In other words, a test observation that falls in the blue
portion of the grid will be assigned to the blue class (is RS), and a test observation
that falls into the orange portion of the grid will be assigned to the orange class
(is Not RS).
The good news about the aforementioned algorithms, and the others, is
that all are considered as ”Black Boxes” so there is no need to know about
their details. All what we have to do is to come with the data observations,
accordingly, choose and apply the proper one based on some factors as discussed
in [26], [39], [37], [28] and [27].
It is worth noting that there are several popular available toolkits such as Weka
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Figure 3.4: Left: A 2-dimensional classes, shown in blue and in orange, each of
which has measurements on 2-dimensional indicators, X1 and X2. In addition to
three separating hyperplanes, out of many possible, are shown in black. Right:
The optimal hyperplane is shown as a solid line. The blue and orange grid indi-
cates the decision rule made by a classifier based on this separating hyperplane
[40], Matlab [41] and R [42] where someone can benefit from them in implement-
ing the required techniques and algorithms. In this work, R was chosen for its
astonishing power with machine learning, running statistical tests, summarizing
obtained results and high capabilities in visualizing data.
3.2 The Web of Science and the Top 3 of Cita-
tion Databases
In such works that focus on measuring the scholarly and researchers output,
as well as the impact of the social sciences, assessing and selecting the suit-
able data is an issue of growing importance. While there are different data
sources available in the community, the appropriate one can be selected by evalu-
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ating the coverage of the social sciences and by assessing the quality of the content.
In the 1950s, Eugene Garfield [43] established the company the Institute
for Scientific Information (ISI) with the aim of establishing the Science
Citation Index (SCI) to capture publication citations. The main purpose of this
idea is to help researchers to search the literature more effectively [6]. In 1992,
the Thomson Corporation acquired the ISI and converted the SCI database into
the Web of Science (WoS) [14] as part of their Web of Knowledge platform.
Until the fall of 2004, the Thomson Reuters ISI WoS was the major source of
citations. It was a specialized data source which provides comprehensive coverage
of around 12,000 of the world’s most important and influential journals. Such
comprehensive and accurate sources of citation are required for the successfulness
of the quantitative analysis of citations.
In the fall of 2004, the citation data sources at once was changed considerably
by the appearance of Elsevier’s Scopus on November 3, 2004 [44]. Scopus database
provides consistent full citation coverage from 1996 and onwards. Furthermore,
it claims to be ”the largest abstract and citation database of research literature
and select results from the web”. Scopus covers 27 million abstracts, 230 million
references and 200 million web pages [45]. It is important to notice that Scopus
provides citation data only for the items indexed by it.
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In the same year as the appearance of Scopus, on November 18, 2004, Google
Scholar was launched as the most interesting challenges for the WoS and Scopus
[46]. Google Scholar as citation database, works in an entirely different way
unlike the others, it searches the web for documents that have references to
papers and books rather than collecting data inputted directly from journals.
Several studies have been conducted which have compared and evaluated
these three citation data sources remembering the fact that the WoS and Scopus
are subscription-based resources while Google Scholar is a free alternative [47].
Assuming that the WoS is accepted as the top one, Norris and Oppenheim
[48] presented a study on several alternatives to the WoS for coverage of the
social sciences. The study compared databases included Scopus and Google
Scholar. They found that Scopus was comparable to the WoS in terms of
coverage from 1996 and onwards, but Google Scholar cannot be seriously
thought of as a database from which metrics could be used to measure scholarly
activity. In contrast, Bauer et al. [49] concluded in their study for analyzing the
citation counts of JASIST articles published in 1985 and 2000: ”Based on our
preliminary examination and discovery of higher citation counts, we recommend
that researchers should consult Google Scholar in addition to Web of Science or
Scopus, especially for a relatively recent article, author or subject area”. Accord-
ingly, the WoS excels other data sources in regarding of the coverage and accuracy
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In this work, because of a comprehensive and accurate source of a dataset is
crucial for the success of work related to the analysis of citations and research, the
WoS was nominated as the best choice. Furthermore, its customized and citation-





The proposed methodology sheds light on the problem of predicting future
rising star authors in a specific region of a certain research community which
in this work Computer Science. MLR and four classifiers were adopted to build
the inference and perdition models on datasets collected from the WoS. Eight
Scientometric indicators were formulated and calculated to be used as a feature
space in the process of building models.
The problem definition, the task of collecting and preprocessing the datasets,
the formulation and computation of the Scientometric indicators as well as the




The objective of this work is to find whether a researcher will be a rising star in the
future (after one year) by looking to his historical data for research productivity
within a specific time-period (5 years before). The problem definition can be
stated as following:
Given n training observations of historical data in specific time period
(5 years) (X1, y1), (X2, y2)...(Xn, yn), where n is the total number of
researchers, Xi is a feature vector (Scientometric indicators) of a re-
searcher ri, where Xi ∈ Rm,m is total number of features (indicators)
and yi ∈ {0, 1}.
To classify whether a researcher ri is a rising star or not, the prediction
function is defined as:
y = ISRS (r | X) (4.1)
which will be learned from a training dataset. Where:




0, if y = 0 not RS
1, if y = 1 not RS
(4.2)
The learning task was summarized in ÎSRS (.), the predictive function, to
predict whether a researcher r is a rising star or not after a given time-period 4t
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(on year). Formally we have:
ŷ = ÎSRS (r | X,4t) (4.3)
4.2 Data Collection
A well-known indexing service managed by Thomson Reuters, the WoS, was
used as a source of our datasets. The WoS is considered one of the best indexing
services as well as trusted and comprehensive data source. Our study was
specified on publications conducted in the Computer Science research area as
defined in WoS schema (Software Engineering, Theory & Methods, Cybernetics,
Information Systems, Artificial Intelligence, Hardware & Architecture and
Interdisciplinary Applications). To fulfill the requirement of data generalization
and balancing, mainly, four datasets were collected and built in this work
for four universities and institutes: (1) King Fahd University of Petroleum &
Minerals- KFUPM, (2) Indian Institute of Technology- IIT, (3) Massachusetts
Institute of Technology- MIT and (4) Chinese Academy of Sciences- CAS. These
organizations have been chosen as proof-of-concept for our methodology and for
their notable research outcomes locally and regionally, respectively. The collected
data were for the time-period 2011-2015 with the WoS last update in 2016-12-07.
The data collection process lies in the following steps:
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Step 1: For each of the aforementioned universities and institutes, the process
of collecting data is started by querying and downloading data of authors
for the time period 2011-2016. The collected data was stored with the name
(AuthDS2016).Then, the authors were ordered by their rank as provided by
InCites. Preprocessing routines were performed include removing NA values
and marking the first 30% of authors as rising stars (with value of 1) and the
remaining as not rising stars (with value of 0).
Step 2: The same procedure in Step 1 was repeated but now for the authors
in the time-period 2011-2015. The collected data was stored with the name
(AuthDS2015).
Step 3: Aiming to ensure that the authors are not rising stars in 2016
because they were already identified as rising stars in 2015- the last year, thus we
searched for those authors labeled as rising stars in AuthDS2015 and excluded
them from AuthDS2016. The resulted dataset named (AuthDS).
Step 4: For each university and institute, the data of publications for the
time-period 2011-2015 was queried, downloaded, preprocessed and stored under
the name (DocsDS).
Step 5: Each author in AuthDS was matched with his publications in
37
DocsDS. The matching task includes, for each author, searching for his publica-
tions, collecting the important data and, finally, computing the values of the eight
Scientometric indicators (Author Productivity Level, Scientific Impact
Level, Value of Productivity, Citations Per Publication, Contribution
Impact, International Collaboration, Research Area Relevancy and
Venue Reputation). The resulted dataset named (AuthDocsDS).
For the experimental purposes the AuthDocsDS dataset, for each one of the
four organizations, was divided randomly into two datasets training and testing
datasets (80% TrainingDS and 20% TestingDS). It is important to mention
that, for AuthDocsDS with more than 1000 records, a sample of 1000 records
was chosen randomly were 30% of them are rising stars and the rest are not. For
the chosen samples, the formula proposed by Krejcie and Morgan [51], regarding
determining the minimum required sample size, was used to ensure the validity
of the used samples in the study where indeed the 1000 samples are more than
enough. Figure 4.1 depicts the five steps of data collection process while Table 4.1
shows the results of each dataset for the four selected universities and institutes.
Table 4.1: The Collected Datasets for the Four Selected Universities and Institu-
tions
KFUPM IIT MIT CAS
AuthDS2016 566 747 2928 9276
AuthDS2015 507 667 2671 8656
AuthDS 388 544 2056 5681
DocsDS 682 5659 3507 11045
AuthDocsDS 334 499 1690 5093
TrainingDS 267 400 800 800
TestingDS 67 99 200 200
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Figure 4.1: The five steps of data collection process for the Four Selected Univer-
sities and Institutions
By looking back to Table 4.1, it is clear that number of records in AuthDS
and DocsDS are uneven among the four datasets. That is due to the disparity in
numbers of faculty members and research activities in that organizations where
CAS has the highest number of records among the others.
4.3 Scientometric Indicators: Formulation and
Computation
To accomplish the goal of this study we needed to use an appropriate feature
space (indicators) with appropriate machine learning techniques. For that
purpose, we formulated eight Scientometric indicators and used them as the mean
feature space against the response variable. The response variable in our study
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is ”Rising Star Status” which indicates whether a researcher is considered
a rising star (RS) or not. It has two values, either ”TRUE- value of 1” if the
researcher was listed in the first 30% of ranks in InCites, otherwise ”FALSE-
value of 0”. The mean feature space is as follows:
Main Feature Space:
1. Author Productivity Level: The author productivity is always measured
by the number of his publications during specific time period [52]. The level
of author productivity can be determined by either an absolute threshold (a
fixed threshold is used as a definition) or relative threshold. In this study, we
considered three levels of author productivity (Min, Med and Max) where
the relative threshold approach was adopted in defining each level. A level
is assigned to an author based on the mean value (as a threshold) of all
his publications during the time-period. While each author has at least one
publication in a time-period, so an author may get one of these levels as
follows:
 Min: Author Publications == One Publication.
 Med: One Publication < Author Publications ≥ dMEANe.
 Max: Author Publications > dMEANe.
The rationale behind: If a junior author has a high level of productivity
since his initial starts, he will have bright chances to become a prominent
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author in the foreseen future.
2. Scientific Impact Level: The author scientific impact is evaluated by
counting the citation times of his publications [53]. In this study, there
are two levels of scientific impact were considered (Min and Max) while the
approach of relative threshold was adopted as in [54]. A level is assigned
to an author based on the mean value of the total times that the set of his
published docs has been cited by other publications during a time-period.
While an author may have zero citations for all his publications in that
time-period, so he gets a citation level as follows:
 Min: Zero Citation ≤ Author Publications Times Cited ≤ dMEANe
 Max: Author Publications Times Cited > dMEANe
The rationale behind: If a junior author has a high level of a scien-
tific impact since his initial starts, he will have bright chances to become a
prominent author in the foreseen future.
3. Value of Productivity: According to [55], there are many academic arti-
cles were published long time ago and never cited that leads to make them
valueless. Herein, the value of the author productivity was proposed to be
evaluated as the rate of publications that have been cited one or more times-
the inverse of the rate of publications that didn’t get cited at all during a
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specific time period.
Value of Productivity = 1− Publications Not Cited
Total of Author’s Publications
The value of this indicator is between 0 and 1, the greater the better.
The rationale behind: If a junior author has a high value of productivity
since his initial starts, he will have bright chances to become a prominent
author in the foreseen future.
4. Citations Per Publication: Contains the rate of citations per paper-
mean number of citations that a document has received. It is an indicator
to evaluate author research performance (Citation Impact) and is calculated
by dividing the total number of author citations by the total number of his
publications.
Citations Per Publication =
Total of Author Publications’ Citation
Total of Author’s Publications
The value of this indicator is a numeric, the greater the better.
The rationale behind: If a junior author has high performance since his
initial starts, he will have bright chances to become a prominent author in
the foreseen future.
5. Contribution Impact: For publications with multiple authors (co-
authors), it is inherently unfair to treat all co-authors equally in counting
publication credit either by issuing full credit to each one (inflationary bias)
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or by distributing one credit equally among all authors (equalizing bias) [56].
So, the practices of assigning publication credit in multiple authors publi-
cations remains a problematic task and common objection among different
research approaches [57].
In this work, we proposed the contribution impact to be the rate of author
publication credits in all his publications. Although there are several ap-
proaches has been proposed to find author publications credits, the Credit
of Harmonic Authorship Allocation [58] approach was adopted in our work.
Hence, the contribution impact for an author is calculated by dividing the
harmonic credit of all his co-author’s contributions by the total number of
his publications.
The harmonic credit for the ith author (i = AuthorPosition) of a publication




















This formula of Harmonic Authorship Allocation ensures that:
 The total publication credit is shared among all coauthors: removes
the inflationary bias (repeatedly issued full publication credit to all
co-authors).
 The first author gets the most credit and in general the ith author
receives more credit than the (i + 1)th author: removes the equaliz-
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ing bias (dividing credit uniformly among all co-authors irrespective of
their actual contribution).
 The greater the number of authors, the less credit per author.
Figure 4.2, depicts harmonic authorship credit distribution among co-
authors.
So, the author contribution impact can be calculated as:
Contribution Impact =
Total of Author’s Harmonic Credits
Total of Author’s Publications
The value of this indicator is between 0 and 1, the greater the better.
Figure 4.2: The harmonic authorship credit distribution among co-authors
The rationale behind: If a junior author, since his initial starts, can col-
laborate with senior authors and can influence their work as a main contrib-
utor (by appearing at first positions in papers), he will have bright chances
to become a prominent author in the foreseen future.
6. International Collaboration: Contains the rate of publications that have
one or more international co-authors- a publication with at least two authors
from different countries. The international collaboration is an indication of
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an author’s ability to attract the world, In the meanwhile, the researches
have shown that citations to articles resulting from international collabora-
tions grew faster than those referring to domestic collaborations [59], [60].
Author international collaboration is calculated as following:
International Collaborations =
Total of Papers with International Co-authors
Total of Author’s Publications
The value of this indicator is between 0 and 1, the greater the better.
The rationale behind: If a junior author, since his initial starts, has
established relationships with various authors in different scholars, that will
help him to broaden his horizons and improve his academic capacities, as
well as, give him the chance to become prominent and expert in the foreseen
future.
7. Research Area Relevancy: Contains the rate of publications’ percentiles
that are relevant to author subject or research area. For an author, focusing
on a specific research area is an excellent evidence that he is versed and well-
skilled in that area. Research area relevancy for an author can be calculated
by dividing the summation of all the area percentiles (captured from InCite)
of all the papers by the total number of his papers (documents).
Research Area Relevancy =
Total of All papers’ Percentiles
100
Total of Author’s Publications
The value of this indicator is between 0 and 1, the greater the better.
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The rationale behind: If a junior author, since his initial starts, has fo-
cused on specific research area, he will have the ability to make contributions
to the knowledge in that area and being distinguished in the foreseen future.
8. Venue Reputation: Authors are evaluated based on their ability to publish
in refereed venues. Where publishing venue maybe a journal, conference,
symposium, workshop, etc., however, the quality of the venue is measured by
it is standards of acceptance. That means if the venue has high acceptance
standards for publications then that venue is presumed to be high in quality
and reputation [61]. Journals are considered the highest in quality and
reputation and they are compared by their Impact Factors. To evaluate the
venue quality and reputation, we used the ISI Journal Impact Factor which
can be found in the Journal Citation Reports. Venue reputation indicator
can be calculated by dividing the impact factors of all publishing venues
(journals) by the total number of publications- the unlisted venue impact
factors in that report is considered to be zero.
Venue Reputation =
Total of Author’s Publications Impact Factors
Total of Author’s Publications
The value of this indicator is numeric, the greater the better.
The rationale behind: if a junior author, since his initial starts, has
published in high-level venues, he will have the ability to be a distinguished
and prominent in the foreseen future.
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In addition to those main indicators mentioned above, there are other six
supplementary indicators for which their values were gathered and used.
Supplementary Indicators:
1. Author Name: contains the name of author (surname and initials) as
captured from each publication.
2. Affiliation: contains the name of institutions which authors’ affiliated with.
3. Rank: contains a number indicated the author rank among others. The
smaller the number the higher the rank. The rank number was taken from
InCites.
4. Time-Period: contains the period of years where Rank indicators were
chosen based on author activity within.
5. Region: contains the region which authors’ affiliation belongs to.
6. Rising Star Status: contains values of ”TRUE- value of 1” for the ris-
ing star authors (those who listed in the first 30% of the ranks) otherwise
”FALSE- value of 0”.
Tables from Table 4.2 to Table 4.5 show summary of the four AuthDocsDS
datasets (KFUPM, IIT, MIT and CAS) with the computed values of their Scien-
tometric indicators starting by response variable ”Rising Star Status”.
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Table 4.2: A Summary of AuthDocsDS for KFUPM Dataset (334 Records)
Categorical Indicators
Rising Star Status FALSE: 257 TRUE: 77
Author Productivity Level Max: 54 Med: 78 Min: 202
Scientific Impact Level Max: 63 Min: 271
Numerical Indicators Min. 1st Qu. Median Mean 3rd Qu. Max.
Value of Productivity 0 0 0 0.2892 0.5 1
Citations Per Publication 0 0 0 1.146 1 17
Contribution Impact 0.09 0.24 0.33 0.3898 0.55 1
International Collaborations 0 0 0 0.2087 0.33 1
Research Area Relevancy 0 0 0 0.1997 0.39 0.99
Venue Reputation 0 0 0 0.4499 0.655 3.4
Table 4.3: A Summary of AuthDocsDS for IIT Dataset (499 Records)
Categorical Indicators
Rising Star Status FALSE: 390 TRUE: 109
Author Productivity Level Max: 100 Med: 151 Min: 248
Scientific Impact Level Max: 79 Min: 420
Numerical Indicators Min. 1st Qu. Median Mean 3rd Qu. Max.
Value of Productivity 0 0 0 0.2447 0.485 1
Citations Per Publication 0 0 0 1.06 1 22
Contribution Impact 0.09 0.24 0.35 0.3941 0.55 1
International Collaborations 0 0 0 0.05475 0 1
Research Area Relevancy 0 0 0 0.1757 0.29 1
Venue Reputation 0 0 0 0.306 0.42 3.72
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Table 4.4: A Summary of AuthDocsDS for MIT Dataset (1690 Records)
Categorical Indicators
Rising Star Status FALSE: 1299 TRUE: 391
Author Productivity Level Max: 256 Med: 446 Min: 988
Scientific Impact Level Max: 330 Min: 1360
Numerical Indicators Min. 1st Qu. Median Mean 3rd Qu. Max.
Value of Productivity 0 0 0.33 0.4405 1 1
Citations Per Publication 0 0 0.5 4.168 3.33 399.5
Contribution Impact 0.09 0.19 0.33 0.3582 0.49 1
International Collaborations 0 0 0 0.2294 0.33 1
Research Area Relevancy 0 0 0.23 0.3238 0.63 1
Venue Reputation 2 143.6 194 162.6 194 194
Table 4.5: A Summary of AuthDocsDS for CAS Dataset (5093 Records)
Categorical Indicators
Rising Star Status FALSE: 3906 TRUE: 1187
Author Productivity Level Max: 751 Med: 1718 Min: 2624
Scientific Impact Level Max: 686 Min: 4407
Numerical Indicators Min. 1st Qu. Median Mean 3rd Qu. Max.
Value of Productivity 0 0 0 0.3201 0.6 1
Citations Per Publication 0 0 0 1.73 2 171
Contribution Impact 0.09 0.16 0.25 0.2889 0.41 1
International Collaborations 0 0 0 0.1147 0 1
Research Area Relevancy 0 0 0 0.2165 0.39 1
Venue Reputation 0 0 0 0.6096 0.91 9.22
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4.4 Research Questions
In this work, we are interested in answering the following questions aimed at
helping to come up with applicable and reliable models:
 Q1: Are the future rising stars predictable? (Is there a relationship
between the response ( Rising Star Status) and each predictor (the eight
Scientometric indicators)? Is at least one of the indicator X1, X2, ..., X8
useful in predicting the response Y ?)
– This question can be answered by fitting a multiple regression model of
response to all the indicators and testing the null hypothesis. The F-
statistic can be used to determine whether or not the null hypothesis
should be rejected. In case that the p-value corresponding to the F-
statistic is very low while the F-statistic is far larger than 1, so that
reveals a clear evidence of a relationship between the response and at
least one of the indicators.
 Q2: How accurately can we predict future rising stars?
– The answer of this question can be achieved by applying different clas-
sifiers (NB, kNN, NN and SVM) and looking to the resulted confusion
matrices in addition to other evaluation metrics such as ROC and AUC
to evaluate and compare the classifiers accuracy values.
 Q3: Is there any significant difference in obtained results between
the applied machine learning techniques (classifiers) in predicting
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rising stars?
 Q4: Is there any significant difference in obtained results between
the datasets used in predicting rising stars?
 Q5: For the obtained results, is there any significant difference in
the interaction between the applied machine learning techniques
(classifiers) and the used datasets in predicting rising stars?
– Questions Q3, Q4 and Q5 can be answered by applying ANOVA test
and analyzing the values of the F-value, the f critical-value and the
p-value.
 Q6: Up to which level are we confident that the proposed models
are able to predict the future rising stars when they are used with
alternative datasets?
– To answer this question an untouched dataset can be used to verify
the applicability of the proposed models in predicting the future rising
stars. The validation process can be evaluated using different perfor-
mance evaluation metrics.
 Q7: What are the most important Scientometric indicators in pre-
dicting future rising stars?
– This question can be answered by selecting the best model/ models
and assessing the Relative Importance of each indicator- assessing
percent contribution to each correlated indicator.
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 Q8: How are our proposed models comparable to other models?
– To answer this question a comparison between the best proposed mod-
els in this work and those proposed in one of the previous works will






In order to predict the future rising stars in universities and research institutes, we
experiment using our methodology with the four datasets that collected from the
WoS for authors historical research activities during the time-period 2011-2015.
We focused on the researches outcome of KFUPM, IIT, MIT and CAS related to
the Computer Science domain. The goal of the conducted experiments is to find
answers to the research questions aforementioned in the previous chapter. R; the
flexible, pretty nifty and powerful language and software environment; was used
in all the experiments to implement the opted machine learning techniques.
We started by answering the first research question (Q1): Are the future
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rising stars predictable? (Is there a relationship between the response ”Rising
Star Status” and the proposed Scientometric indicators). To answer this ques-
tion we have to investigate whether is at least one of the indicators X1, X2, ..., X8
is useful in predicting the response Y or not. Therefore, to investigate that in a
scientific way, the following null hypothesis was stated:
 H11−0: Predicting rising stars is not achievable by applying the proposed
Scientometric indicators (no relationship between Rising Star Status and
other Scientometric indicators).
The F-statistic can be used to infer whether or not we should reject this
null hypothesis. In case that the p-value corresponding to the F-statistic is
very low (< 0.05), while the F-statistic is far larger than 1, so that provides
a compelling evidence against the null hypothesis and the alternative hypothesis
will be accepted:
 H11a: Predicting rising stars is achievable by applying the proposed Sci-
entometric indicators (there is a relationship between Rising Star Status
and other Scientometric indicators).
MLR has distinct advantages in terms of interpretation and inference,
notwithstanding, the general assumption about the MLR is the linear relation-
ship between the response and the indicators which, in reality, that linearity
assumption has to be relaxed. Therefore, we applied the MLR to the main four
training datasets (TrainingDS) for testing the null hypothesis and finding the
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Table 5.1: The F-statistic and the p-value for Fitting the Four Training Datasets
with Multiple Linear Regression
KFUPM IIT MIT CAS
F-statistic 60.9 56.36 136.8 92.27
p-value 2.2e-16 2.2e-16 2.2e-16 2.2e-16
question’s answer. The experimental results obtained for the F-statistic and the
p-value are shown in Table 5.1.
From Table 5.1, it’s obvious that the Scientometric indicators are playing a
role in predicting future rising stars in all the datasets where the corresponding
F-statistics are greater than 1 and the p-values are extremely low (2.2e − 16
is the smallest possible number the system can show). That forms a strong
evidence of the relationship between the response, rejecting the null hypotheses
and accepting the alternative.
The second research question (Q2): How accurately can we predict
future rising stars? To answer this question, the four classifiers NB, kNN,
NN and SVM were applied. The package ”caret”, short for classification and
regression training [62], was used to implement the classifiers with R tool. The
intent of adopting ”caret” package is that because it has several functions
that attempt to streamline the model building, using resampling and evaluation
process as well as feature selection and other sophisticated techniques. The
10-fold cross-validation resampling method was opted of in the tuning function to
ensure the accuracy of the proposed models and to avoid the over-fitting problem
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[63]. We investigated the answer of this question in two rounds. In each round
we used different metrics for evaluating performance and accuracy of classifiers.
First round: the classifiers were trained on the training datasets
”TrainingDS” of the four organizations (KFUPM, IIT, MIT and CAS). The
categorical variables (indicators), such as Author Productivity Level and Sci-
entific Impact Level, were converted to dummy variables, then all the numeri-
cal indicators were scaled to zero mean and unit variance. After that preprocessing
steps, the models (classifiers) were trained on the training datasets under the fol-
lowing parameters which were chosen based on the obtained superior performance
measurements with all the four datasets:
 Naive Bayes:
– Laplace correction: fL=0, Distribution type: kernel and Bandwidth
adjustment: = 1.
 k Nearest Neighbors:
– Number of considered neighbors: k= 11.
 Neural Networks:
– Number of hidden layerss:1, Number of hidden neurons: 2 and Algo-
rithm: backpropagation.
 Support Vector Machine:
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– SVM-Kernel: Radial and Gamma: 0.5.
The predictivity accuracy of the proposed models was evaluated using two
popular metrics the Receiver Operating Characteristic (ROC) curve [64] and the
Area Under the Curve (AUC) [65]. ROC is a graphical plot that illustrates the
performance of the classifiers by plotting the true positive rate (TPR/ Sensitivity)
as a function of the false positive rate (FPR/ 1-Specificity) for different cut-off
points. A test with perfect discrimination has a ROC curve that passes through
the upper left corner (100% sensitivity, 100% specificity). Yet, the closer the
graph is to the top and the left-hand corner, the more accurate the test [66].
AUC measures the area under the ROC curve where an area close to 1 represents
a perfect test. Figure 5.1 to Figure 5.4 illustrate the ROC and the AUC of
NB, kNN, NN and SVM classifiers with KFUPM, IIT, MIT and CAS training
datasets while Table 5.2 shows the AUC values.
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Figure 5.1: The ROC curves and the AUC for KFUPM training dataset with NB,
kNN, NN and SVM models
Figure 5.2: The ROC curves and the AUC for IIT training dataset with NB, kNN,
NN and SVM models
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Figure 5.3: The ROC curves and the AUC for MIT training dataset with NB,
kNN, NN and SVM models
Figure 5.4: The ROC curves and the AUC for CAS training dataset with NB,
kNN, NN and SVM models
Looking at the above table and figures, it is obvious that the obtained values
for both the ROC and the AUC are promising where the lowest value of the AUC
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Table 5.2: The AUC for Fitting NB, kNN, NN and SVM with Training Datasets
of KFUPM, IIT, MIT and CAS
KFUPM IIT MIT CAS
NB 0.97 0.92 0.95 0.92
kNN 0.95 0.93 0.94 0.92
NN 0.91 0.88 0.95 0.93
SVM 0.92 0.91 0.94 0.92
is 0.88 for NN with IIT and the highest is 0.97 for NB with KFUPM. With these
obtained values we can give a positive answer to the second question where the
future rising stars can be predicted with high accuracy. Anyhow, in reality one
may interested in providing an unbiased predictivity evaluation of the proposed
models. This can be achieved by using untouched dataset different from that
used in fitting models- testing dataset.
Second round: to provide an impartial predictivity evaluation, the proposed
models resulted from the first round were tested with the testing datasets
”TestingDS” of the four organizations (KFUPM, IIT, MIT and CAS). The
Confusion Matrix, a metric showing the predicted and actual classifications,
was used here in order to evaluate and determine how many observations were
correctly or incorrectly predicted by the proposed models [67]. Table 5.3 to
Table 5.6 show the confusion matrix for each one of the four proposed models
with the testing datasets of the four organizations. Figure 5.5 shows the accuracy
summary of the proposed models.
60
Table 5.3: A Confusion Matrix Compares Models Predictions to The true Default
Statuses for the 67 Observations in KFUPM Testing Dataset
Naive Bayes Predicted FALSE Predicted TRUE k Nearest Neighbors Predicted FALSE Predicted TRUE
Actual FALSE 49 5 Actual FALSE 50 4
Actual TRUE 0 13 Actual TRUE 3 10
Classifier Accuracy 93% Classifier Accuracy 90%
Neural Networks Predicted FALSE Predicted TRUE Support Vector Machine Predicted FALSE Predicted TRUE
Actual FALSE 50 4 Actual FALSE 50 2
Actual TRUE 2 11 Actual TRUE 4 11
Classifier Accuracy 91% Classifier Accuracy 91%
Table 5.4: A Confusion Matrix Compares Models Predictions to the True Default
Statuses for the 99 Observations in IIT Testing Dataset
Naive Bayes Predicted FALSE Predicted TRUE k Nearest Neighbors Predicted FALSE Predicted TRUE
Actual FALSE 71 6 Actual FALSE 74 3
Actual TRUE 7 15 Actual TRUE 7 15
Classifier Accuracy 87% Classifier Accuracy 89%
Neural Networks Predicted FALSE Predicted TRUE Support Vector Machine Predicted FALSE Predicted TRUE
Actual FALSE 75 2 Actual FALSE 74 5
Actual TRUE 8 14 Actual TRUE 3 17
Classifier Accuracy 90% Classifier Accuracy 92%
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Table 5.5: A Confusion Matrix Compares Models Predictions to the True Default
Statuses for the 200 Observations in MIT Testing Dataset
Naive Bayes Predicted FALSE Predicted TRUE k Nearest Neighbors Predicted FALSE Predicted TRUE
Actual FALSE 127 6 Actual FALSE 127 6
Actual TRUE 19 48 Actual TRUE 12 55
Classifier Accuracy 89% Classifier Accuracy 91%
Neural Networks Predicted FALSE Predicted TRUE Support Vector Machine Predicted FALSE Predicted TRUE
Actual FALSE 125 8 Actual FALSE 126 12
Actual TRUE 12 55 Actual TRUE 7 55
Classifier Accuracy 90% Classifier Accuracy 91%
Table 5.6: A Confusion Matrix Compares Models Predictions to the True Default
Statuses for the 200 Observations in CAS Testing Dataset
Naive Bayes Predicted FALSE Predicted TRUE k Nearest Neighbors Predicted FALSE Predicted TRUE
Actual FALSE 122 11 Actual FALSE 124 9
Actual TRUE 15 52 Actual TRUE 17 50
Classifier Accuracy 87% Classifier Accuracy 87%
Neural Networks Predicted FALSE Predicted TRUE Support Vector Machine Predicted FALSE Predicted TRUE
Actual FALSE 124 9 Actual FALSE 120 13
Actual TRUE 16 51 Actual TRUE 13 54
Classifier Accuracy 88% Classifier Accuracy 87%
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Figure 5.5: The accuracy summary of proposed models with testing datasets
At models level, it is clear that all the four classifiers have outstanding
performance with prediction accuracy ranges from 87% (NB with IIT, and NB,
kNN and SVM with CAS) to 93% (SVM with KFUPM). On the whole, SVM
outperforms the other models on KFUPM, IIT, MIT and CAS testing datasets
with 91%, 92%, 91% and 87% respectively. At organizations level, KFUPM
got the highest accuracy levels (90% - 93%) while CAS got the lowest accuracy
levels (87% - 88%). The reasons why CAS got that values may be due to
the observations’ selection of the data samples or may be due to the research
activities at CAS itself (in the forthcoming lines we will investigate more to reveal
the reasons behind). In general, all the obtained results are emboldening and
giving answer to Q2 where we can predict future rising stars with high accuracy
using our proposed models, and in the meanwhile, that leads us to achieve our
essential goal of this work.
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Before progressing to find answers for the questions Q3, Q4 and Q5, extra
two samples with 1000 observation for each one of MIT and CAS organizing
were randomly selected. The purpose of this step is to ensure that the obtained
results for answering Q2 were not happened by chance due to the observations
in the created samples for MIT and CAS. So, with these samples we end up
with eight datasets, KFUPM- 334 observations, IIT- 499 observations, MIT1-
1000 (the already used dataset in previous) observations, MIT2- 1000 obser-
vations, MIT3- 1000 observations, CAS1- 1000 observations (the already used
dataset in previous), CAS2- 1000 observations and CAS3- 1000 observations.
For the experiments, each dataset was divided into 80% of observations as
training dataset and 20% as testing dataset to be used to train and test the
four models, respectively. For each model and dataset, the experiments were
run 10 times with the optimal values of parameters tuned by the function
”train” from package ”caret” (in contrast with values of parameters in the first
round which were selected based on the superior performance measurements)
with the 10-fold cross-validation resampling method. For investigating the
performance of the resulted models, we did not assess them on the testing
datasets by just looking to the prediction accuracy level, but further, we
used additional performance evaluation metrics such as sensitivity, specificity
and F1 score. Tables from Table 5.7 to Table 5.10 show the performance
evaluation metrics for the models NB, kNN, NN and SVM, respectively, with
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the eight testing datasets. The same case for figures from Figure 5.6 to Figure 5.9.
Table 5.7: The Performance Evaluation Metrics for Naive Bayes with the Eight
Testing Datasets
Accuracy Sensitivity Specificity F1 score
KFUPM 93 0.91 1 0.95
IIT 87 0.92 0.68 0.92
MIT-1 88 0.95 0.72 0.91
MIT-2 89 0.91 0.84 0.92
MIT-3 88 0.9 0.84 0.91
CAS-1 87 0.92 0.78 0.9
CAS-2 83 0.84 0.8 0.88
CAS-3 84 0.84 0.85 0.88
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Table 5.8: The Performance Evaluation Metrics for k Nearest Neighbors with the
Eight Testing Datasets
Accuracy Sensitivity Specificity F1 score
KFUPM 89 0.91 0.81 0.93
IIT 89.8 0.96 0.66 0.94
MIT-1 90.6 0.95 0.81 0.93
MIT-2 88.3 0.91 0.82 0.92
MIT-3 86 0.911 0.74 0.9
CAS-1 87 0.92 0.78 0.9
CAS-2 83.7 0.87 0.76 0.89
CAS-3 82 0.88 0.68 0.87
Table 5.9: The Performance Evaluation Metrics for Neural Networks with the
Eight Testing Datasets
Accuracy Sensitivity Specificity F1 score
KFUPM 91.3 0.91 0.91 0.94
IIT 88.5 0.94 0.69 0.93
MIT-1 90.2 0.941 0.829 0.93
MIT-2 90.8 0.93 0.869 0.93
MIT-3 90.3 0.93 0.849 0.93
CAS-1 87.7 0.93 0.76 0.91
CAS-2 88 0.88 0.88 0.92
CAS-3 87.9 0.94 0.75 0.92
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Table 5.10: The Performance Evaluation Metrics for Support Vector Machine with
the Eight Testing Datasets
Accuracy Sensitivity Specificity F1 score
KFUPM 90.7 0.92 0.85 0.94
IIT 92 0.96 0.77 0.95
MIT-1 90.2 0.95 0.82 0.93
MIT-2 89.6 0.95 0.75 0.93
MIT-3 86.2 0.91 0.77 0.9
CAS-1 87.2 0.9 0.827 0.9
CAS-2 85.8 0.88 0.8 0.9
CAS-3 86.1 0.89 0.82 0.91
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Figure 5.6: The performance evaluation metrics for NB with all datasets
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Figure 5.7: The performance evaluation metrics for kNN with all datasets
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Figure 5.8: The performance evaluation metrics for NN with all datasets
70
Figure 5.9: The performance evaluation metrics for SVM with all datasets
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Based on what is done in above, we took the step forward to answer the
questions Q3, Q4 and Q5. For that, Two-way ANOVA analysis, short of
Analysis Of Variance, was conducted. The ANOVA analysis is a collection of
statistical models used for comparing and testing means of groups in our work
the group of classifiers and the group of datasets [68]. The primary purpose of
the two-way ANOVA is to understand the importance of each group (classifiers
and datasets) and to find if there is an interaction between them.
Conventionally, there are three sets of hypothesis come along with the two-way
ANOVA. Regarding our work, the null hypotheses for each of those sets are given
below:
 H21−0: There is no significant difference between the applied classifiers
in predicting rising stars.
 H22−0: There is no significant difference between the datasets used in
predicting rising stars.
 H23−0: There is no significant difference in the interaction between the
applied classifiers and the used datasets in predicting rising stars.
Consequently, the alternative hypotheses are:
 H21a: There is a significant difference between the applied classifiers in
predicting rising stars.
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 H22a: There is a significant difference between the datasets used in pre-
dicting rising stars.
 H23a: There is a significant difference in the interaction between the
applied classifiers and the used datasets in predicting rising stars.
The acceptance and rejection of the null hypotheses will form answers to the
research questions Q3, Q4 and Q5. Thus, by choosing alpha level equal to (0.05),
the null hypothesis is rejected when the obtained p-value is smaller than
that alpha level and the value of F-ratio is larger than the F-critical
(F-statistic).
For the purposes of conducting ANOVA analysis, the F1 score results from
testing models on the eight testing datasets were obtained for the 10-runs. The
reason behind choosing the F1 score is two-fold, the first is to be used as a
proof-of-concept for the applicability of our models in predicting the future rising
stars as well as to insure the answer of Q2. The second reason is to compare the
final results with the work of [1] (in answering Q8). Table 5.11 shows the F1
scores for the 10-runs experiments.
Table 5.12 presents the results of ANOVA analysis on data values from
Table 5.11. The table has columns labeled Sum of Squares (SS), Degrees of
freedom (DF), Mean Square (MS), F-ratio, p-value, and F-critical. The only
columns those are critical for the intended interpretation are the last three
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Table 5.11: The F1 Scores for the 10-Runs Experiments (Testing Models on the
Eight Testing Datasets)
KFUPM IIT MIT-1 MIT-2 MIT-3 CAS-1 CAS-2 CAS-3
NB 0.95 0.92 0.91 0.92 0.91 0.9 0.88 0.88
0.95 0.92 0.91 0.92 0.91 0.9 0.88 0.88
0.95 0.92 0.91 0.92 0.91 0.9 0.88 0.88
0.95 0.92 0.91 0.92 0.91 0.9 0.88 0.88
0.95 0.92 0.91 0.92 0.91 0.9 0.88 0.88
0.95 0.92 0.91 0.92 0.91 0.9 0.88 0.88
0.95 0.92 0.91 0.92 0.91 0.9 0.88 0.88
0.95 0.92 0.91 0.92 0.91 0.9 0.88 0.88
0.95 0.92 0.91 0.92 0.91 0.9 0.88 0.88
0.95 0.92 0.91 0.92 0.91 0.9 0.88 0.88
kNN 0.92 0.93 0.93 0.92 0.89 0.9 0.88 0.87
0.93 0.94 0.93 0.92 0.89 0.9 0.89 0.87
0.94 0.94 0.93 0.92 0.9 0.9 0.89 0.87
0.92 0.94 0.93 0.92 0.9 0.9 0.89 0.87
0.92 0.94 0.93 0.92 0.89 0.9 0.88 0.88
0.92 0.93 0.93 0.92 0.89 0.9 0.89 0.87
0.94 0.94 0.93 0.92 0.9 0.9 0.89 0.87
0.92 0.94 0.93 0.92 0.9 0.9 0.88 0.88
0.92 0.93 0.93 0.92 0.9 0.9 0.89 0.87
0.93 0.94 0.93 0.92 0.9 0.9 0.89 0.87
NN 0.94 0.88 0.93 0.94 0.93 0.91 0.92 0.92
0.94 0.94 0.94 0.93 0.92 0.91 0.92 0.91
0.95 0.94 0.93 0.93 0.93 0.91 0.92 0.91
0.95 0.94 0.93 0.94 0.93 0.91 0.92 0.92
0.94 0.92 0.93 0.94 0.93 0.91 0.92 0.91
0.94 0.89 0.93 0.93 0.93 0.91 0.92 0.92
0.93 0.94 0.93 0.93 0.93 0.91 0.92 0.92
0.94 0.94 0.93 0.93 0.94 0.91 0.92 0.91
0.94 0.94 0.93 0.93 0.94 0.89 0.92 0.92
0.94 0.94 0.93 0.93 0.93 0.91 0.92 0.91
SVM 0.94 0.95 0.93 0.93 0.9 0.9 0.9 0.9
0.93 0.95 0.92 0.93 0.9 0.9 0.9 0.9
0.94 0.95 0.93 0.93 0.9 0.9 0.9 0.9
0.93 0.95 0.93 0.93 0.9 0.9 0.9 0.9
0.94 0.95 0.93 0.93 0.9 0.89 0.9 0.9
0.93 0.95 0.93 0.93 0.9 0.9 0.9 0.9
0.94 0.95 0.93 0.93 0.9 0.9 0.9 0.91
0.94 0.95 0.92 0.93 0.9 0.9 0.9 0.9
0.94 0.95 0.93 0.91 0.9 0.9 0.9 0.9
0.94 0.95 0.94 0.93 0.9 0.9 0.9 0.9
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(F-ratio, p-value, and F-critical). The remaining columns are used mainly for
intermediate computational purposes.
Table 5.12: The ANOVA Analysis Output
Source of Variation SS DF MS F-ratio p-value F-critical
Classifiers 0.01645 3 0.005483333 179.4545455 1.31942E-65 2.635951054
Datasets 0.08679 7 0.012398571 405.7714286 4.0686E-145 2.041441862
Interaction 0.02454 21 0.001168571 38.24415584 1.1004E-70 1.592707936
Within 0.0088 288 3.05556E-05
Total 0.13658 319
By looking at Table 5.12, it is obvious that:
 For Classifiers: since the p-value is smaller than the alpha level and the
F-ratio is larger than the F-critical, then there is a significant difference be-
tween the applied classifiers in predicting rising stars. Yet, the null hypoth-
esis is rejected (the group of classifiers plays an important role in predicting
rising stars).
 For Datasets: since the p-value is smaller than the alpha level and the F-ratio
is larger than the F-critical, then there is a significant difference between the
datasets used in predicting rising stars. Yet, the null hypothesis is rejected
(the group of datasets plays an important role in predicting rising stars).
 For Interaction: since the p-value is smaller than the alpha level and the
F-ratio is larger than the F-critical, then there is a significant difference
in the interaction between the applied classifiers and the used datasets in
predicting rising stars. Yet, the null hypothesis is rejected (the interaction
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between the group of classifiers and the group of datasets plays an important
role in predicting rising stars).
Regarding the sixth question (Q6): Up to which level are we confident
that the proposed models are able to predict the future rising stars
when they are used with alternative datasets?, we validated our proposed
models on a dataset generated from the eight testing datasets (untouched
datasets) of the four organizations (called ValDS). The observations of the
generated ValDS were selected randomly with 9% from KFUPM, 17% from
IIT and 37% from each one of MIT and CAS. The total number of the selected
observations was 150. The models resulted from answering the questions Q3, Q4
and Q5 were validated on ValDS. The performance of the validation process
was extensively evaluated using different metrics include of F1 Scores, Accuracy
Levels and 95% Confidence Intervals and presented in Table 5.13.
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Table 5.13: The F1 Scores, Accuracy Levels and 95% Confidence Intervals Values
Resulted form Validating the Proposed Models
Classifier Metric KFUPM IIT MIT 1 MIT 2 MIT 3 CAS 1 CAS 2 CAS 3
NB F1 Score 0.91 0.84 0.95 0.95 0.95 0.92 0.94 0.93
Accuracy Level 87 78 91 93 92 88 91 89
95% CI [LL, UL] [81, 92] [70, 84] [86, 95] [87, 96] [86, 96] [82, 93] [85, 95] [83, 94]
kNN F1 Score 0.77 0.75 0.92 0.92 0.92 0.76 0.74 0.75
Accuracy Level 69 68 87 87 87 69 67 69
95% CI [LL, UL] [61, 77] [60, 75] [81, 92] [80, 92] [80, 92] [61, 76] [59, 75] [61, 76]
NN F1 Score 0.77 0.86 0.95 0.95 0.95 0.77 0.9 0.9
Accuracy Level 71 78 92 93 92 71 84 83
95% CI [LL, UL] [63, 78] [70, 84] [86, 96] [87, 96] [86, 96] [63, 78] [77, 90] [76, 89]
SVM F1 Score 0.86 0.85 0.94 0.95 0.93 0.8 0.76 0.77
Accuracy Level 77 76 91 92 89 74 69 71
95% CI [LL, UL] [69, 83] [68, 83] [86, 95] [86, 96] [82, 93] [66, 81] [61, 77] [63, 78]
By looking to Table 5.13 it is clear that, on the level of classifiers, the models
based on NB give the highest F1 scores that range from 0.84 to 0.95 and outper-
forming the others. Models based on NN come next with F1 scores range from
0.77 to 0.95. Those models which were based on SVM got F1 scores range from
0.76 to 0.95 and came in the third place while those models which were based on
kNN come in the last place with F1 scores range from 0.74 to 0.92. On the level
of organizations (datasets), the models which were built based on MIT-2 gave
the highest F1 scores with overwhelmingly 0.95 and outperforming the others
while those models built which were based on IIT came in the last place with
F1 scores range from 0.75 to 0.86. The same for accuracy levels and confidence
intervals either with models-level or with datasets-level. In summary, models
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based on NB and NN with respect to MIT-2 dataset gave the highest performance
regarding the F1 score, accuracy level and confidence interval with 0.95, 93 and
[LL: 86, UL: 96], respectively. Hence, we can rely on those models in predict-
ing future rising stars with high level of confidence regarding less the used dataset.
To answer Q7 regarding What are the most important Scientometric
indicators in predicting future rising stars? (Which indicator contribute
more to the response? ). The best models resulted in previous question, NB
and NN with respect to MIT-2 dataset, were used to analyze and find the most
important Scientometric indicators in predicting future rising stars. The models
were applied on all the eight testing datasets in addition toValDS- validation
dataset. The percent of contribution for each correlated indicator was assessed
and assigned. Table 5.14 and Table 5.15 summarize the Relative Importance
Analysis (RIA) of indicators which were given by the best models (NB and
NN with respect to MIT-2) for each dataset, respectively. While Figure 5.10 and
Figure 5.11 illustrate the values in Table 5.14 and Table 5.15.
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Table 5.14: The Relative Importance Analysis for Indicators with NB
Scientometric Indicators KFUPM IIT MIT-1 MIT-2 MIT-3 CAS-1 CAS-2 CAS-3 ValDS Average
Author Productivity Level 0.035 0.017 0.042 0.025 0.032 0.023 0.018 0.027 0.023 0.027
Scientific Impact Level 0.518 0.354 0.481 0.390 0.368 0.367 0.377 0.454 0.452 0.418
Value of Productivity 0.037 0.020 0.045 0.023 0.035 0.030 0.024 0.034 0.027 0.031
Citations Per Publication 0.218 0.428 0.312 0.494 0.458 0.454 0.468 0.342 0.394 0.396
Contribution Impact 0.005 0.002 0.008 0.004 0.006 0.004 0.003 0.004 0.004 0.004
International Collaboration 0.004 0.064 0.006 0.002 0.005 0.005 0.005 0.005 0.004 0.011
Research Area Relevancy 0.178 0.112 0.102 0.060 0.092 0.114 0.102 0.129 0.093 0.109
Venue Reputation 0.005 0.003 0.004 0.002 0.004 0.003 0.003 0.005 0.003 0.004
Table 5.15: The Relative Importance Analysis for Indicators with NN
Scientometric Indicators KFUPM IIT MIT-1 MIT-2 MIT-3 CAS-1 CAS-2 CAS-3 ValDS Average
Author Productivity Level 0.066 0.017 0.426 0.004 0.221 0.106 0.166 0.003 0.127 0.126
Scientific Impact Level 0.168 0.524 0.211 0.337 0.108 0.309 0.354 0.519 0.338 0.319
Value of Productivity 0.116 0.037 0.000 0.004 0.058 0.052 0.088 0.101 0.001 0.051
Citations Per Publication 0.145 0.278 0.259 0.217 0.083 0.196 0.131 0.282 0.163 0.195
Contribution Impact 0.116 0.009 0.000 0.005 0.123 0.038 0.133 0.021 0.192 0.071
International Collaboration 0.057 0.048 0.104 0.000 0.186 0.051 0.000 0.016 0.093 0.062
Research Area Relevancy 0.142 0.075 0.000 0.002 0.221 0.049 0.084 0.015 0.065 0.073
Venue Reputation 0.190 0.012 0.000 0.431 0.000 0.199 0.044 0.043 0.021 0.104
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Figure 5.10: The averaged Relative Importance Analysis values for indicators with
NB
Figure 5.11: The averaged Relative Importance Analysis values for indicators with
NN
The overall averaged values of indicators contributions (Relative Impor-
tance Analysis) is shown in Table 5.16 and depicted in Figure 5.12.
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Table 5.16: The Averaged Relative Importance Analysis Values for Indicators
with NB and NN
Scientometric Indicators RIA Average with NB RIA Average with NN RIA Overall Average
Author Productivity Level 0.027 0.126 0.076
Scientific Impact Level 0.418 0.319 0.368
Value of Productivity 0.031 0.051 0.041
Citations Per Publication 0.396 0.195 0.296
Contribution Impact 0.004 0.071 0.038
International Collaboration 0.011 0.062 0.037
Research Area Relevancy 0.109 0.073 0.091
Venue Reputation 0.004 0.104 0.054
Figure 5.12: The overall averaged Relative Importance Analysis values
From Table 5.16 and Figure 5.12 we can notice that the first three important
indicators in predicting future rising stars are Scientific Impact Level, Citations
Per Publication and Research Area Relevancy with 0.368, 0.296 and 0.091 all
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are out of 1, respectively. It is also important to point out that even though
the other indicators got less percentages, they are still not neglectable in the
prediction process, where this analysis is considered data-model driven. In other
words, they are still plays an important role and contributed in the prediction
accuracy of the proposed models.
The answer of the last question (Q8): How are our proposed models
comparable to other models?, hard difficult and cannot be achieved straight-
forward. The reasons behind the difficulty in answering this question can be
summarized as follows:
 It is difficult to get the exact data which have been used in building the
models proposed by others.
 It remains complicated to reproduce the same feature space (indicators) that
was used in other’s work.
 It matters to consider the differences from on study to another regarding the
definition of rising stars, the adopted ground truth, the applied classifiers,
etc.
However, we did compare our models with those of Daud et al. [1]. Daud
et al., as mentioned in Chapter 2 of Literature Review, explored eleven features
(indicators) with two types of data sets. MEMM, CART, NB and BN were chosen
for experiment and results analysis. In Table 5.17 we averaged the F1 scores
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obtained by applying our proposed models (as detailed in Table 5.13) and the F1
scores obtained by Daud et al. models.
Table 5.17: The F1 Scores of Our Models and Those of Daud et al. [1]
Proposed Models F1 Scores
Daud et al. [1] Models NB MEMM CART BN
0.88 0.94 0.91 0.88
Our Models NB kNN NN SVM
0.92 0.82 0.88 0.86
From Table 5.17, although it seems that the models proposed by Daud et al.
[1] overtopped those proposed in our work, however, that can not be relied on by
just a quick look at those values. In contrast, if we just consider the F1 score for
models based on NB, our proposed model with 0.92 F1 score surpasses that of
Daud et al.. However it is important to mentioned that we have to consider the
points summarized above in addition to those articulated at the end of Chapter 2
about the advantages of our approach as well as the resulted scores.
5.2 Validity Threats
The approach and methodology followed in this research represent an empirical
effort. Thus, it is a quite common practice to face some threats to validity in
similar research endeavors. This section discusses the main threats to the validity
of the experiment results while the key goal is to minimize those threats.
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A common threat to the validity of any machine learning prediction process
is the used feature space- indicators, since they may not represent the targeted
object very well. In this respect, we therefore carefully formulated a set of
Scientometric indicators and used it to observe the evolution of each researcher
from multiple perspectives.
Another threat to validity related to those set of Scientometric indicators is
the way that values were computed by in addition to generalization insurance.
That threat may arise especially with indicators such as Author Productivity and
Scientific Impact where they may differ from one organization to another because
of the conducted research activities there. Hence, we minimized this threat by
considering levels instead of numeric values whilst calculated them based on a
relative threshold.
The selection of a certain classification algorithm is likely to have much
influence on the resulted model where relying on just one algorithm in building
that model is a source of threat. Hence, we tackled this threat by selecting not
only just one algorithm, but rather four algorithms were picked-up from the most
widely-used and best performance bracket while the superior one in regarding
predictability was chosen, accordingly.
It might also be noted that the use of data source may be another threat
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to validity, since it may not be an accurate nor a reliable source. This issue
is discussed extensively in Section 3.2- The Web of Science and the Top 3
of Citation Databases. Therefore, according to what was discussed there the
WoS, the comprehensive and trusted source, was the most competent among its
competitors.
Dividing the collected datasets into two portions, training and testing
datasets, may also be a threat to the validity where building models based on
training dataset will required it to be a quite qualified representative. To address
that threat, we randomly selected the observations from the original dataset
and assigned them to each portion. Another threat related to building models
based on training dataset is the over-fitting problem. Therefore, we used 10-fold
cross-validation to mitigate that threat.
Another potential threat to validity is the choice of the performance evaluation
metrics whereas analysts should not rule out considering only one metric in
evaluating the obtained results. Thus, to tackle this threat we considered a wide
variety of performance evaluation metrics include confusion matrix, prediction
accuracy level, sensitivity, specificity, F1 score, ROC, and AUC.
Finally, there is a threat that the chosen organizations and the opted
domains, to conduct the study on their research outcomes, were not qualified
85
representatives for the whole realm of academic research. We minimized this
threat in two ways (with the aim to fulfill the requirement of data generalization
and balancing). First, we collected data about four organizations that are
unlike each other in regards the size and structure due to the differences in
research activities. Second, for the collected data, we generated different samples
with different sizes. The fact that all datasets are regarding one domain,
which is the Computer Science, may introduce another threat to validity.
Therefore, we can justify that where it is convenient to compare researchers
within the same domain. However, due to the non-similarities in their acti-
vates, it is inapplicable to compare together different domains neither there is a






In this work, machine learning techniques were applied to proposing models aiming
to predict future rising star authors in academia, universities and research insti-
tutes. At first, four samples of datasets (for four organization KFUPM, IIT, MIT
and CAS) were collected form the comprehensive and accurate data source for
scientific publications (the WoS) which were used for training and testing tasks.
The datasets are like each other regarding the research area and time-period,
from 2011 to 2015. Nevertheless, they are different in size and structure due to
the difference in research activities in each organization. A novel set of eight Sci-
entometric indicators were formulated and computed for each author to be used
as feature space. Throughout this work, a systematic and scientific approach was
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adopted and followed in deeply investigating the applicability of those propos-
ing models. That was achieved by designing experimental work with aiming at
finding answers for eight research questions. The applicability of those indicators
was investigated using MLR technique and evaluated in regarding of p-value and
F-statistic; the results were promising. NN, kNN, NN and SVM machine learning
classifiers were applied for prediction. The predicability were evaluated and com-
pared using a wide variety of performance evaluation metrics include Confusion
Matrix, Prediction Accuracy Level, Sensitivity, Specificity, F1 Score, ROC and
AUC. Deeply investigation was conducted and extra four datasets were gener-
ated, hence we end-up with eight datasets (KFUPM, IIT, MIT-1, MIT-2, MIT-3,
CAS-1, CAS-2 and CAS-3). All the models were validated on untouched valida-
tion dataset. The validation task results the following: models based on NB and
NN with respect to MIT-2 were outperforming others with 0.95 and 93 F1 for
score and accuracy level, respectively. Furthermore, indicators’ contribution in
predicting rising stars was assessed using RIA. Scientific Impact Level, Citations
Per Publication and Research Area Relevancy are contributing the most, respec-
tively. Finally, the models in this work were compared against the others from
pervious work with taking into account the inapplicability of reusing the exact
datasets nor reproducing the same set of indicators in addition to the differences
of the used approaches. During answering all the research questions, the obtained
results were very auspicious and have shown high predictability whereas all the
experiments were carried-out using R.
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Future Work
In light of what were discussed in Section 5.2 about threats to validity and aiming
for filling the gaps mentioned there, we recommend to extend this work in future
with following:
 Ranking rising starts by computing the values of the Scientometric indica-
tors.
 Reformulating some of the Scientometric indicators such as the International
Collaboration, the Value of Productivity and the Contribution Impact in
addition to use different approaches.
 Collecting datasets about other organizations and other research areas.
 Training with extra classification algorithms.
 Predicting rising starts in academia for long-term future (five years and 10
years in addition to one year).
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