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We generalize the Kuramoto model for the synchronization transition of globally
coupled phase oscillators to populations by incorporating an additional heterogeneity
with the coupling strength, where each oscillator pair interacts with different coupling
strength weighted by a genera; function of their natural frequency. The expression
for the critical coupling can be straightforwardly extended to a generalized explicit
formula analytically, and s self-consistency approach is developed to predict the sta-
tionary states in the thermodynamic limit. The landau damping effect is further re-
vealed by means of the linear stability analysis and resonance poles theory above the
critical threshold which turns to be far more generic. Furthermore, the dimensional-
ity reduction technique of the Ott-Antonsen is implemented to capture the analytical
description of relaxation dynamics of the steady states valid on a globally attracting
manifold. Our theoretical analysis and numerical results are consistent with each other,
which can help us understand the synchronization transition in general networks with
heterogenous couplings.
PACS numbers: 89.75.Hc, 05.45.Xt, 68.18.Jk
I. INTRODUCTION
Emergence of spontaneous synchronization in a popu-
lation of interacting elements is one important issue in
the nonlinear dynamics and complex networks. Investi-
gating the intrinsic microscopic mechanism of such phe-
nomena provides insights for understanding the collective
behaviors in a wide variety of fields, such as the flash-
ing of fireflies, circadian rhythms, electrochemical and
spin-toque oscillators, applause formation in a large au-
dience, the power grids, and then again in other real sys-
tems [1–4]. Mathematically, the most successful model
for studying synchronization problem was introduced by
Kuramoto [5], which stands for the classical paradigms
for synchronization and turns out to be analytical solv-
able . During the last decades, the Kuramoto model with
its generalizations have inspired and simulated extensive
studies from serval aspects, including the fundamental
theory analysis and their relevance to practice [6, 7].
The Kuramoto model describes the evolution of an en-
semble of coupled phase oscillators by means of a set of
time differential equations,
θ˙i = ωi +
K
N
N∑
j=1
sin(θj − θi), i = 1, 2, · · · , N, (1)
where θi(t) is instantaneous phase of the ith oscillator, ωi
is its natural frequency usually extracted from a certain
probability density function g(ω), andK > 0 is the global
∗Electronic address: zgzheng@hqu.edu.cn
coupling strength. Eq.(1) describes the system towards
synchrony characterized by the order parameter,
z(t) = r(t)eiΨ(t) =
1
N
N∑
j=1
eiθj(t), (2)
where z(t) is a complex valued vector on the complex
plane, r(t) is the collective amplitude, Ψ(t) is its phase.
It has been shown that, with the increasing of cou-
pling strength K, the system transits from the incoherent
state, in which r = 0, and the oscillators evolve almost
according to their natural frequency, into the coherent
state, in which r > 0, and a number of oscillators became
synchronized, sharing a common effective frequency Ω.
As already well know results [8], Kuramoto showed that
in the limit N → ∞, and the natural frequency distri-
bution function g(ω) is one peaked, symmetric with re-
spective to its center ωˆ, a continuous second-order phase
transition occurs at the critical coupling strength,
Kc =
2
pig(ωˆ)
, (3)
and the collective amplitude r satisfies the 1/2 scale-law
r ∝
√
K −Kc
Kc
, (4)
close to the critical point Kc. With further increasing of
K above Kc, other oscillators may in turn be entrained
by the synchronized group, forming a macroscopic oscil-
lating cluster, and the size of cluster become larger and
larger, when K is large enough, eventually, all the oscilla-
tors totally coincide with each other, as the consequence,
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2z become a vector on the unit circle and r approaches to
1 characterizing the system become complete synchrony.
Remarkably, the only heterogeneity of the classical Ku-
ramoto model lies in their natural frequency, while the
dispersion of frequencies competes with the attractive
coupling K, in a way that a phase transition to syn-
chronization takes place when the coupling strength is
strong enough, or the frequency distribution g(ω) is suf-
ficiently narrow. A straightforward extension of the cur-
rent model is to add a new component of heterogeneity
into the coupling strength, which is a natural attribute
in the realistic systems [9–14]. For examples, when the
phase oscillators are set on complex networks, the net-
work properties strongly impact the route to synchroniza-
tion, moreover, this structure heterogeneity is equivalent
to the coupling heterogeneity in a mean-field form un-
der suitable approximation [15, 16]. In particular, recent
studies of the traveling state, the pi-state in an ensemble
of coupled phase oscillators is essentially a special case
of heterogeneity coupling pattern, where the interacting
strength among elements has only two kinds of possible
choice, either K or −K with different proportion coeffi-
cient [17, 18]. Furthermore, it has been shown that the
Kuramoto model with frequency-weighted coupling can
lead to non-trivial dynamical consequences, such as the
discontinuous transition to collective synchronization in
general networks [19–24], the chimera states [25, 26], and
the Landau damping effects in conformist and contrarian
oscillators [27].
The aim of this paper is to extend the Kuramoto the-
ory by incorporating an additional source of heterogene-
ity with the coupling strength as advanced above, we
present a complete framework to investigate the gener-
alized frequency-weighted model. First, we establish rig-
orous self-consistency equations for the order parameter
amplitude and the synchronization frequency Ω, through
which all the possible steady states of the system could
be predicted. In contrast to the case of homogeneous
coupling, the synchronization frequency is not necessar-
ily equal to the mean value of the natural frequency, Ac-
tually, the critical frequency Ωc plays an important role
in determining the critical coupling strength Kc. Second,
we pay our particular attentions to the relaxation dynam-
ics of incoherent state when K < Kc, a detailed linear
stability analysis of the incoherent state is performed,
it is shown that the linearized operator has no discrete
eigenvalues below the critical threshold. Furthermore, as
the byproduct of the formulation, the explicit expression
for the critical coupling strength is also obtained, which
keeps the unified form for the classical Kuramoto model
Eq.(3) and is consistent with the mean-field theory. The
linear stability foretells that the incoherent state is only
neutral stable to perturbation, nevertheless, we report an
theoretical analysis and show that the relaxation to the
incoherent state is indeed exponential by means of the
resonance poles theory, meanwhile, the relaxation rate
can be solved in a general framework. Together with the
numerical simulations that verify our theoretical analy-
ses, in the following, we report our main results, both
theoretically and numerically.
II. MEAN-FIELD THEORY
The Kuramoto model with generalized frequency-
weighted coupling is described by the following dynami-
cal equations,
θ˙i = ωi+
Kf(ωi)
N
N∑
j=1
sin(θj−θi), i = 1, · · · , N, (5)
where f(ωi) is a real value function of the natural fre-
quency ωi. The most important characteristic of the cur-
rent model is that we extend the frequency dependence to
a generalized function, in contrast to the previous studies
of frequency-weight coupling, where f(ωi) = ω
β
i or |ωi|
[22–27]. Eq. (5) defines a heterogeneous interaction pat-
tern underlying the system, apart from the global cou-
pling K > 0, the coupling strength between oscillators
is weighted by their frequency ωi, which is a reasonable
consideration in the role of realistic systems. The defini-
tion Eq. (2) allows us to rewrite Eq. (5) in the mean-field
form, which yields
θ˙i = ωi +Krf(ωi) sin(Ψ− θi). (6)
Here Krf(ωi) can be interpreted as an effective coupling
strength, Eq. (6) reflects that the interaction to oscillator
i is equivalent to a phase Ψ, and weighted by the effective
coupling Krf(ωi). Note that, the effective coupling here
can be either positive or negative according to the sign
of weighted-function f(ωi). As a matter of fact, the os-
cillators in the ensemble can be in general grouped into
two populations, when f(ωi) > 0, the coupling to the
mean-field is attractive, and synchronization is triggered
by these oscillators, whereas f(ωi) < 0, the interaction
to the mean-field turns out to be repulsive, as a result,
synchronization is suppressed.
Since we are interested in the steady state of the sys-
tem, and thus the self-consistence method turns out to
be effective. In the long time limit, we assume Eq. (5)
approaches to a stationary state, where the collective am-
plitude r is independent of time and the mean-field phase
Ψ rotates uniformly with a frequency, i.e, Ψ(t) = Ωt+Ψ0,
after an appropriate phase shift, we can set Ψ0 = 0. By
introducing the phase difference:
ϕi = θi −Ψ, (7)
Eq. (6) can be transformed into
ϕ˙i = ωi − Ω−Krf(ωi) sin(ϕi), (8)
in the rotating frame, the evolution of each oscillator can
be thought of as resulting from the interaction with the
mean-field z. In the thermodynamic limit N → ∞, a
3density function ρ(ϕ, ω, t) on a (ϕ, t) space, with depen-
dence on the parameter ω is needed, where ρ(ϕ, t, ω)dω
gives the fraction of oscillators of natural frequency ω,
which lie between the phase deviation ϕ and ϕ + dϕ at
time t with the normalization condition:∫ 2pi
0
ρ(ϕ, ω, t) dϕ = 1, (9)
and 2pi-period in ϕ. Consequently, Eq. (8) is equivalent
to the following continuity equation
∂ρ
∂t
+
∂
∂ϕ
(ρ · (ω − Ω−K · rf(ω) sinϕ)) = 0. (10)
The stationary solution of Eq. (10) should be discussed
in two distinct cases, respectively,
ρ(ϕ, ω, t) =

δ(ϕ− arcsin( ω − Ω
Krf(ω)
)), |ω − Ω| ≤ Krf(ω),
√
(ω − Ω)2 − (Krf(ω))2
2pi|ω − Ω−Krf(ω) sinϕ| , otherwise,
(11)
the first term in Eq. (11) corresponds to the phase-lock
oscillators, and is therefore a fixed point of Eq. (8), which
stands for the time independent asymptotic phase devi-
ation of a entrained phase oscillator of natural frequency
ω and with respect to the synchronization Ω. A further
linear stability analysis of Eq. (8) shows that a stable
fixed point satisfies
cosϕ = sign(f(ω))
√
1−
(
ω − Ω
Krf(ω)
)2
, (12)
where sign(x) is the sign function, i.e, sign(x) = 1 when
x ≥ 0, or sign(x) = −1, when x < 0. The second
term of Eq. (11) represents the drifting oscillators, where
these oscillators could not be entrained by the mean-field.
Eq. (11) relates the stationary density function with the
natural frequency ω, as a result, the order parameter de-
fined in Eq. (2) takes the integration form:
r =
∫ ∞
−∞
∫ 2pi
0
g(ω)ρ(ϕ, ω)eiϕdϕ dω. (13)
It is easy to obtain that for the drifting oscillators,
〈cosϕ〉 =
∫ 2pi
0
cosϕρ(ϕ, ω)dϕ = 0, (14)
and
〈sinϕ〉 =
∫ 2pi
0
sinϕρ(ϕ, ω)dϕ
=
ω − Ω
Krf(ω)
1−
√
1−
(
Krf(ω)
ω − Ω
)2 . (15)
Taking into account the contribution of both the phase-
locked and the drifting oscillators to the order-parameter,
Replacing Eq. (11) of ρ(ϕ, ω) in Eq. (13), and separat-
ing real and imaginary part, yields the self-consistency
equations,
r =
∫ ∞
−∞
dω g(ω) sign(f(ω))√
1− ( ω − Ω
Krf(ω)
)2 Θ(1− | ω − Ω
Krf(ω)
|),
(16)
for the collective amplitude r, and
0 =
∫ ∞
−∞
dω g(ω)
ω − Ω
Krf(ω)
−
∫ ∞
−∞
dω g(ω)
ω − Ω
Krf(ω)√
1− (Krf(ω)
ω − Ω )
2 Θ(| ω − Ω
Krf(ω)
| − 1),
(17)
for the mean-field frequency Ω, here Θ(x) is the Heaviside
function.
Eq. (16) and Eq. (17) together provide a closed equa-
tion for the dependence of magnitude r and the frequency
Ω of the mean-field on K, in terms of the distribution
g(ω) and weighted-function f(ω). Theoretically, an ex-
plicit expression for r(K) and Ω(K) could be solved ana-
lytically or numerically with a given g(ω) and f(ω), how-
ever, a full analysis of the solution for an arbitrary form
of g(ω), taking into account any possible dependence on
the weighted-function f(ω) is out of reach. Correspond-
ingly, we focus on our attentions by pointing out the rep-
resentative and generic properties of the self-consistently
equations, we look for the critical point with the onset of
non-vanishing mean-field, hence, in the limit case r → 0,
taking into account the Taylor expansion of Eq. (16) and
Eq. (17), thus the critical coupling strength Kc reads
Kc = sign[f(Ωc)]
2
pig(Ωc)f(Ωc)
, (18)
and the critical mean-field frequency Ωc satisfies the bal-
ance equation
P ·
∫ ∞
−∞
g(ω)f(ω)
ω − Ωc dω = 0, (19)
the symbol P means the principal-value integration
within the whole real line.
The concise expression Eq. (18) is significant, which
can be interpreted as a straightforward extension of the
classical Kuramoto model Eq. (3), together with a crit-
ical frequency Ωc determined by the balance equation
Eq. (19). In contrast to the previous studies of Kuramoto
model with heterogeneous coupling, where the weighted
coupling is uncorrelated with the natural frequency, and
therefore the second integration in Eq. (17) vanishes, con-
sequently, the mean-field frequency Ω is always equal
to the center ωˆ, provided that g(ω) is one-humped and
g(ωˆ − x) = g(ωˆ + x). For the current model, however,
there is no guarantee that Ω is necessary equal to ωˆ due to
the rotational symmetry-breaking of the system [28, 29].
Actually, Ωc plays a crucial role in determining the cou-
pling strength, since Kc is inverse proportional to the
value g(Ωc) and f(Ωc).
4TABLE I: Summary of the weighted function f(ωi), the frequency distributions g(ω), the balance equations, the critical
mean-field frequencies Ωc, and the critical coupling strength Kc.
Weight Function FD Balance Equation Ωc Kc
|ωi| γ
pi
1
ω2 + γ2
2γ
pi
Ωc ln
γ
Ωc
/(γ2 + Ω2c) = 0 0, ±γ 4
|ωi| 1
2a
Θ(a− |ω|) Ωc
2a
ln
a2 − Ω2c
Ω2c
= 0 0, ± a√
2
4
√
2
pi
ωi
γ
pi
1
(ω −∆)2 + γ2
γ2 + ∆(∆− Ωc)
γ2 + (∆− Ωc)2
= 0
γ2 + ∆2
∆
sign(∆)
2γ
∆
ωi
1
2
Θ(1− |ω|) 1− Ωc arctanh(Ωc) = 0 ±0.8335 1.528
ω2i
√
2γ3
pi
1
ω4 + γ4
γ2(γ − Ωc)Ωc(γ + Ωc) = 0 0, ±γ 2
√
2
γ
ω2i
1
2
Θ(1− |ω|) Ωc − Ω2c ln(
1 + Ωc
1− Ωc
)/2 = 0 0,±0.8335 1.8327
1
ωi
1
2a
Θ(ω − a)Θ(2a− ω) − ln(−2− 2a−2a+ Ωc
)/2aΩc = 0
4a
3
16a2
3pi
1
1 + |ωi|
γ
pi
1
ω2 + γ2
− γ(γ
2 + Ωc)
(γ + γ3)(γ2 + Ω2c)
= 0 −γ2 2γ(1 + γ2)2
1
1 + ω2i
1
pi
1
(ω + ∆)2 + 1
− (∆− 2γ)(−3 + (∆− Ωc) · Ωc)
(4 + ∆2)(1 + (∆− Ωc)2)(1 + Ω2c)
= 0
∆/2 (4 + ∆2)2/8
(∆±√−12 + ∆2)/2 2(4 + ∆2), ∆2 ≥ 12
III. RELAXATION DYNAMIC OF THE
INCOHERENT STATE.
Linear stability analysis, the analysis above re-
veals that all the equilibrium states for the system, as
well as the collective dynamical properties of the syn-
chronization can be characterized in the frame of mean-
field theory, the collective amplitude r and the group
velocity Ω can be formally solved for general weighted-
function through the self-consistency equations. How-
ever, a through stability of all the possible steady states
are still elusive, in the following, we pay our particular
attention to the incoherent state, r ≡ 0, and conduct a
detailed linear stability analysis of it, as it will appear
momentarily, the stability analysis can make up for the
limitation of the mean-field theory [30].
Let us turn to the original phase reference, and in-
troduce the phase density function F (θ, ω, t) ≡ ρ(ϕ +
Ωt, ω, t) which satisfies the continuity equation:
∂F
∂t
+
∂
∂θ
(F · v) = 0, (20)
the velocity is given by
v = ω +
K
2i
f(ω)(z(t)e−iθ − z∗(t)eiθ), (21)
here ”∗”denotes the complex conjugate of z(t), Taking
into account the 2pi-period of θ in F (θ, ω, t), let
zn(ω, t) =
∫ 2pi
0
eniθF (θ, t, ω)dθ, n = 0, 1, 2, · · · , (22)
be the n-th Fourier coefficient of F (θ, t, ω), following this
definition, we have z0(t, ω) ≡ 1, and the evolution of
zn(t, ω) satisfies the differential equations,
dzn
dt
= niωzn +
nK
2
f(ω)(z(t)zn−1 − z∗(t)zn+1), (23)
which must be solved self-consistently with an equation,
z(t) =
∫ ∞
−∞
z1(t, ω)g(ω)dω. (24)
A careful examination of Eq. (23) reveals that, zn(t, ω) ≡
0, i.e, the incoherent state, where F (θ, t, ω) = 1/2pi and
r ≡ 0, is always a trivial fixed point of Eq. (23). To
study the stability of this steady state, we can consider
the evolution of a weak perturbation away from the in-
coherent state, excluding second and higher-order terms
of δzn, we obtain a set of linear equations for δzn, which
yield,
dδz1
dt
= (iω +
K
2
f(ω)Pˆ )δz1 = Tˆ · δz1
dδzn
dt
= niωδzn, n > 1.
(25)
here Pˆ is a linear operator defined as
Pˆ q(ω) =
∫ ∞
−∞
q(ω)g(ω)dω
=(q(ω), P0),
(26)
5where q(ω) is a function in the weighted-Lebesgue space,
P0 ≡ 1, and ( , ) is the concise inner product notation
for the integration over ω with respect to the weighted
factor g(ω). Since the higher Fourier harmonics have
no contribution to the order parameter z(t), we are just
concerned with the evolution of δz1(t, ω), let λ to be the
eigenvalue of linear operator Tˆ , we have
dδz1
dt
= Tˆ · δz1 = λδz1. (27)
Substituting the expression of Tˆ into Eq. (27), multi-
plying both side by the inverse operator (λ − iω)−1, we
obtain
δz1 = (λ− iω)−1K
2
f(ω)(δz1.P0), (28)
Taking the inner product with P0 for both sides, then the
self-consistent eigenvalue equation for the linear operator
Tˆ takes the form:∫ ∞
−∞
f(ω)
λ− iω g(ω)dω =
2
K
, λ ∈ C \ iω, (29)
where λ is on the complex plane except for those points
iω, Notice that Eq. (29) relates implicitly the global cou-
pling strength K with the eigenvalue λ, to simplify the
discussion, we rewrite Eq. (29) into two equations by set-
ting λ = x+ iy, i.e,∫ ∞
−∞
x
x2 + (ω − y)2 f(ω)g(ω)dω =
2
K
, (30)
and ∫ ∞
−∞
ω − y
x2 + (ω − y)2 f(ω)g(ω)dω = 0. (31)
The sign of x determines the stability of the incoherent
state, furthermore, it has been proven that [31, 32], if
the global coupling strength K > 0 but is sufficiently
small, the eigenvalue λ of linear operator Tˆ actually dose
not exist, provided that the product f(ω)g(ω) is analytic
and has no singularity on the real axis ω. Accordingly,
the incoherent state is only neutrally stable to pertur-
bation in the regime K < Kc, where the operator Tˆ
has only continuous spectrum iω on the whole imaginary
axis, however, as K further increases, the discrete eigen-
values emerge with real part x 6= 0 once K > Kc. Impos-
ing the critical condition x → 0±, y → yj for Eq. (30),
once again we obtain the critical coupling strength as
Kc = sign[f(yj)]
2
pi supj g(yj)f(yj)
, (32)
where yj are determined by the Eq. (31) with the limit
x → 0±. Just as mentioned in [29], Ωc is indeed the
imaginary part of the eigenvalue of operator Tˆ at the
boundary of stability. Since Eq. (31) may hare more
than one root in the limit x → 0±, supj means that we
choose the j-th root yj , so that the product g(yj)f(yj) is
maximal. Table I summarizes the balance equation, the
critical mean-field frequency Ωc, and the critical coupling
strength Kc with respect to different frequency distribu-
tions g(ω) and weighted-function f(ω). These analytical
results were supported by the previous numerical simu-
lations [22, 24, 27].
It should be pointed out that, in contrast to the previ-
ous discussions, where f(ω) > 0 for any ω, thus, it can be
confirmed from Eq. (30) that x > 0 once K > Kc, which
means that the incoherent state is always linear unstable
as long as the global coupling strength is sufficiently
large. However, for the current model, when we release
the restriction about f(ω), the real part of the eigenvalue
λ may be negative even K > Kc, which implies that the
incoherent state can be linear stable at some K > Kc,
once the integration f(ω)g(ω)/(x2 + (ω − y)2) < 0, or
equivalently, the repulsive terms dominate the coupling.
Going further, the stability analysis also provides insight
for the mean-field theory, in fact, when the repulsive
terms prevail over the attractive terms underlying the
system, the integration in Eq. (16) may be negative,
which violates the precondition r > 0. As a result, in
this situation, the key assumption of the mean-field
theory is unreasonable, the system can never approach
a steady state r > 0 that is described in the framework
of mean-field theory, accordingly, synchronization is
inhibited [18, 27].
Landau damping effects, according to the above
linear stability analysis, the incoherent state of model
Eq. (5) is only neutral stable when K < Kc, however,
as an already well-known result, [30] showed that the
order parameter r(t) in this regime actually decays to
zero in the long time limit (t→∞) with an exponential
form in the classical Kuramoto model. In this subsec-
tion, we show that such an effect is far more generic,
as soon as phase oscillators coupled to the mean-field
weighted by their natural frequency. Addressing this
question is non-trivial since it has already been shown
that the relaxation to the equilibrium is related to sus-
ceptibility of the system to external stimulations in sta-
tistical physics [16, 34], in particular, the decaying mech-
anism is remarkably similar to the famous Landau damp-
ing in plasma physics [34, 35]. To this end, we report a
general framework to determine the decay exponent, to-
gether with extensive numerical simulations that support
the theoretical predictions.
According to Eq. (27), a solution of δz1(t, ω) with an
initial value δz1(0, ω) is given by
δz1(t, ω) = e
Tˆ ·t · δz1(0, ω), (33)
where the operator eTˆ ·t is calculated by means of the
Laplace inversion formula, which yields
eTˆ ·t = lim
y→∞
1
2pii
∫ x+iy
x−iy
es·t(s− Tˆ )−1ds, (34)
6for t > 0, and x > 0. The resolvent (s− Tˆ )−1 is obtained
as follows, let φ(ω) to be an any function in the weighted-
Lebesgue space and note
Rˆ(s)φ =(s− Tˆ )−1φ
=(s− iω − K
2
f(ω)Pˆ )−1φ,
(35)
multiplying (s− iω − K
2
f(ω)Pˆ ) for both sides, we have
(s− iω)Rˆ(s)φ =φ+ K
2
f(ω)Pˆ Rˆ(s)φ
=φ+
K
2
f(ω)(Rˆ(s)φ, P0).
(36)
This is rearranged as
Rˆ(s)φ = (s− iω)−1φ+ K
2
(Rˆ(s)φ, P0)(s− iω)−1f(ω),
(37)
taking the inner product with P0, we obtain
(Rˆ(s)φ, P0) =((s− iω)−1φ, P0)+
K
2
(Rˆ(s)φ, P0)((s− iω)−1f(ω), P0).
(38)
Reordering of the term then yields
(Rˆ(s)φ, P0) =
((s− iω)−1φ, P0)
1− K2 ((s− iω)−1f(ω), P0)
. (39)
Substituting Eq. (39) into Eq. (36) leads to
Rˆ(s)φ = (s−iω)−1φ+
K
2 ((s− iω)−1φ, P0)(s− iω)−1f(ω)
1− K2 ((s− iω)−1f(ω), P0)
.
(40)
Then, the order parameter z(t) reads
δz(t) =(δz1(t, ω), P0) = (e
Tˆ ·tδz1(0, ω), P0)
= lim
y→∞
∫ x+iy
x−iy
est
D(s)
1−KD′(s)/2ds,
(41)
where
D(s) =
∫ ∞
−∞
g(ω)δz1(0, ω)
s− iω dω, (42)
and
D′(s) =
∫ ∞
−∞
g(ω)f(ω)
s− iω dω. (43)
To invert the Laplace transform Eq. (41), we have to find
the poles of D(s)/(1 − KD′(s)/2), and the calculation
should be analytically continued to the left half-complex
plane where Re(s) < 0. Fig. 1 presents a series of results
from the numerical resolution of Eq. (5), in fact, from
Eq. (41) when K → 0, δz(t) = ∫∞−∞ eiωtg(ω)dω, which
is the Fourier transform of g(ω), that is, the oscillators
FIG. 1: (Color online) Different scenarios of the decay of
δr(t) with respect to different frequency distributions and
weighted-functions below the critical threshold (K < Kc).
Horizontal lines are time, solid lines refer to the direct nu-
merical solutions of Eq. (5), and dashed lines are the fit-
ted curve lines with exponent s: (a) K = 0, the red is
g(ω) = 1/pi(ω2 + 1), the green is g(ω) = 1/2, ω ∈ (−1, 1)
and the blue is g(ω) = 1 − |ω|, ω ∈ (−1, 1), (b) f(ω) = ω,
g(ω) = 1/pi((ω − ∆)2 + 1), K = 1 with the red ∆ = 1.0,
the blue ∆ = 0 and the pink ∆ = −1.0, respectively, (c)
f(ω) = |ω|,g(ω) = 1/pi(ω2+1) with K = 1.2 and s = −0.1298,
(d)f(ω) = ω. g(ω) = 1/2, ω ∈ (−1, 1) with K = 0.8 and
s = −0.07433. All curves belong to the neutrally stable
regime of the incoherent state predicted by linear theory. In
the numerical simulations, the initial states of the system are
set in the fully coherent states, and the total number of oscil-
lators is N = 100000
rotate at angular frequencies given by their own natu-
ral frequencies. By the Riemann-Lebesgue lemma, we
obtain δz(t) → 0 in the limit t → ∞ Fig. 1(a). When
the function g(ω)f(ω) is a rational case, such as g(ω) is
Lorentzian and f(ω) = ω, the resonance poles could be
solved analytically Fig. 1(b). Also we have conducted di-
rect numerical simulations for other typical cases, where
the resonance poles could be calculated numerically, as
shown in Fig. 1(c) and (d), it is found that the enve-
lope of the order parameter follows the form of exponen-
tial decay. The above results suggest that the Landau
damping effect is a generic phenomenon which is entirely
due to the occurrence of resonance poles caused by ana-
lytic continuation, and the real parts of them control the
exponential relaxation rate of the the order parameter
δz(t) [30, 32, 34].
Recently, the Ott-Antonsen method has been proposed
to obtain the low-dimensional dynamics of a large system
of coupled oscillators [36, 37], the original set of differen-
tial equations can be reduced to the differential equations
describing the temporal evolution of the order parameter
7z(t) alone, which makes it possible to depict the sys-
tem in a global picture. However, the validity of this
method requires that, first, the 1-th Fourier coefficient of
the density function F (θ, ω, t) can be analytically contin-
ued from the real ω into the complex ω-plane, that the
continuation has no singularities, second, to avoid diver-
gence of the density function, the evolution of z1(t, ω)
must satisfy |z1(t, ω)| ≤ 1 at any time in the invariant
manifold. In Appendix, we include the Ott-Antonsen
method to study the relaxation dynamics of both the in-
coherent state and the coherent state [15], provided that
the restrictions above can be satisfied, it turns out that
such a method is consistent with our theory formulations.
For a more general case, where the preconditions are vi-
olated, the Ott-Antonsen method fail to treat properly
the system, and hence it does not provide information
more substantial than the traditional analysis here. A
further investigation to the system could refer to the am-
plitude equation theory, which reveals the local bifurca-
tion behaviors close to the critical point when the system
satisfies O(2) symmetry [38, 39].
IV. CONCLUSION
To summarize, we extend the Kuramoto model for the
synchronization transition of an infinitely large ensem-
bles of globally coupled phase oscillators to the heteroge-
neously interacting pattern, where the coupled to mean-
field is weighted by their natural frequency characterized
by a general function f(ωi). Theoretically, the mean-field
analysis, linear stability stability analysis, the resonance
poles method, and the Ott-Antonsen reduction have been
carried to obtain insights. Together with the numerical
simulations, our study presented the following main re-
sults. First, we established the self-consistency equations
that predicted the steady states of the system. Second,
the explicit expression of the critical coupling strength
was derived where the critical frequency Ωc plays a cru-
cial role in determining Kc, and it must be solved by a
phase balance equation. Third, the relaxation dynam-
ics of the incoherent state have been addressed, and we
provided the evidence of a regime (K < Kc) where the
linear theory predicts neural stability, the order parame-
ter decays exponentially, a phenomenon resembling Lan-
dau damping in plasma physics. Furthermore, the re-
laxation rate can be determined by the framework of
resonance poles theory. Finally, we provided the Ott-
Antonsen method to capture the relaxation dynamics of
a general steady state r > 0, when the system satisfies
the scope of applications. All the results are consistent
with each other and our work is of significance in that
they contribute to shed light on the basis mechanisms of
collective phenomena beheld in the realistic social sys-
tems.
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APPENDIX: THE OTT-ANTONSEN METHOD
FOR THE RELAXATION DYNAMICS
In this Appendix, we provide the Ott-Antonsen
method that allows to describe the generalized frequency-
weighted Kuramoto model in the low-dimensional invari-
ant manifold, following this method, the density function
F (θ, t, ω) is sought in the form:
F (θ, t, ω) =
g(ω)
2pi
(1 + F+ + F−), (A1)
where
F+ =
∞∑
n=1
Fn(ω, t)e
inθ, (A2)
and F− = F ∗+, with the additional ansatz
Fn = α
n(ω, t). (A3)
Substituting the ansatz into the continuity equation, one
obtain the equation for α(ω, t)
dα
dt
+ iωα+
f(ω)K
2
(z · α2 − z∗) = 0, (A4)
with the order parameter,
z(t) =
∫
g(ω)α∗(ω, t)dω, (A5)
as the similar analysis in the mean-field theory, we look
for a steady state z(t) = reiΩt, for the constant order
parameter r, and a group velocity Ω. With a suitable
change of the reference frame ω → ω + Ω and putting
α˙ = 0, we find α0(ω) a solution
±
√
1−
(
ω
Krf(ω + Ω)
)2
− iω
Krf(ω + Ω)
, |ω| ≤ Kr|f(ω + Ω)|,
− iω
Krf(ω + Ω)
1−√1− (Krf(ω + Ω)
ω
)2 , otherwise.
(A6)
Substituting Eq. (A6) into Eq. (A5) yields the self-
consistency equations (Eq. (16) and Eq. (17)) in the main
text.
To investigate the relaxation dynamics, we consider a
weak perturbation from a stationary state,
z(t) =r + δz(t),
α(t) =α0(ω) + δα(ω, t),
(A7)
8we obtain a linear equation for δα(ω, t)
dδα
dt
+ iωδα+
Kf(ω)
2
(2rα0δα+ α
2
0δz − δz∗) = 0, (A8)
that must be solved self-consistently with
δz(t) =
∫
g(ω)δα∗(ω, t)dω. (A9)
Taking the Laplace transform of both sides of Eq. (A8),
and reordering the terms then yields
δα(s, ω) =
δα(t = 0) + Kf(ω)2 (δα
∗(s)− α20δz(s))
s+ iω +Kf(ω)rα0
.
(A10)
Substituting (A10) into (A9) leads to
δz(s) =
B(s)
1−KA(s)/2 , (A11)
where
B(s) =
∫ ∞
−∞
g(ω+Ω)
δα(ω, t = 0)
s+ iω +Krf(ω + Ω)α0
dω (A12)
and
A(s) =
∫ ∞
−∞
g(ω+Ω)
f(ω + Ω)(1− α20)
s+ iω +Krf(ω + Ω)α0
dω, (A13)
the order parameter δz(t) is the inverse Laplace trans-
form of δz(s), It is obviously that when the system is
the incoherent state, α0 ≡ 0, and (A11) is the same as
Eq. (41) in the main text.
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