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Abstract
We derive minimal representations for the inverses of Lyapunov and Sylvester operators.
© 2002 Elsevier Science Inc. All rights reserved.
1. Introduction
Let A ∈ Cm×m, B ∈ Cn×n and define the Sylvester operator SA,B : Cm×n →
Cm×n by
SA,B(X) = AX −XB.
If n = m and B = −A∗, then SA,B is a Lyapunov-operator, and we write SA,B =
LA. It is assumed that SA,B is nonsingular, i.e., 0 ∈ σ(A)− σ(B).
During the Oberwolfach meeting on ‘Nonnegative matrices, M-matrices and their
generalizations’, V. Mehrmann raised a question about minimal representations for
the inverse of the Lyapunov-operator:
Clearly, there exist matrices Vi ∈ Cm×m, Wi ∈ Cn×n such that for all Y ∈ Cm×n we
have
L−1A (Y ) =
N∑
i=1
ViYWi. (1)
But what is the minimal number N of terms in this sum?
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In the present paper we show that this question can be answered straightforwardly
by combining results from [4] and [3]. More precisely, our aim is to prove the fol-
lowing:
Theorem 1.1. Let νA = degµA and νB = degµB denote the degrees of the minimal
polynomials of A and B, respectively, and ν = min{νA, νB}.
(i) The inverse S−1A,B : Cm×n → Cm×n has a representation of the form
S−1A,B(Y ) =
ν∑
i=1
ViYWi, Vi ∈ Cn×n, Wi ∈ Cn×n.
(ii) If B = −A∗, i.e. SA,B =LA, there exists a symmetric representation
L−1A (Y ) =
νA∑
i=1
εiAiYA
∗
i , εi = ±1, Ai ∈ Cn×n
with εi = 1 for all i if and only if σ(A) ⊂ C+.
(iii) If an arbitrary representation
S−1A,B(Y ) =
N∑
i=1
ViYWi, Vi ∈ Cm×m, Wi ∈ Cn×n
is given, then necessarily N  ν.
Remark 1.2
(a) If εi = 1 for all i in (ii), then L−1A is called completely positive (compare [2]).
Another approach to verify complete positivity of L−1A can be based on [6], or
[1].
(b) From our proof (and Theorem 3.2) it is immediate to see that an analogous result
holds for the discrete Sylvester operator SA,B : X → X − AXB. In this case,
of course, SA,B is invertible if and only if 1 ∈ σ(A)σ(B), and SA,B special-
izes to the discrete Lyapunov operator if B = A∗. Taking this into account, all
assertions of Theorem 1.1 carry over literally.
(c) In our proof of Theorem 1.1 we make use of Theorem 4 in [3]. In fact one
can easily use Theorems 1 and 4 in [3] to prove a stronger version of (i),
where Vi = pi(A) and Wi = qi(B) with polynomials pi and qi . Our main
concern is, however, that one needs at least ν terms in the represen-
tation.
We begin with some facts from representation theory for mappings between ma-
trix spaces. These results are not new, but we take the chance of giving a concise
self-contained presentation, providing all the details we need.
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2. Representation of mappings between matrix spaces
We consider linear mappings T : Cm×n −→ Cp×q and try to give a representa-
tion of the form T(X) =∑Ni=1 ViXWi with Vi ∈ Cp×m, Wi ∈ Cn×q .
ObviouslyT can also be regarded as a linear mapping between the vector spaces
Cmn and Cpq . To make use of this observation, we recall the definition and some
basic properties of the Kronecker product and the vec-operator.
Definition 2.1. Let V = (vij ) = (v1, . . . , vn) ∈ Cm×n andU= (uij ) ∈ Cp×q . Then
V ⊗ U = (vijU) ∈ Cmp×nq
and
vecV =


v1
...
vn

 ∈ Cnm.
Lemma 2.2 (e.g. [5]). Let U1, U2, V1, V2, and X be matrices of appropriate sizes.
Then
(V1 ⊗ U1)(V2 ⊗ U2) = (V1V2)⊗ (U1U2)
and
vec(U1XV1) = (UT1 ⊗ V1)vecX.
In the sequel let e(m)i denote the ith canonical unit vector in C
m and E(mn)ij =
e
(m)
i e
(n)
j
∗
the m× n matrix with the only nonzero entry 1 in the ith row and jth
column. By Emn we denote the m2 × n2-block matrix(
E
(mn)
ij
)m,n
i,j=1
and with the mapping T we associate the mp × nq matrix
(Ipq ⊗T)(E(mn)) =
(
T
(
E
(mn)
ij
))(m,n)
i,j=1.
The following simple identity plays a crucial role.
Lemma 2.3. If V = (v1, . . . , vm) ∈ Cp×m and W = (w1, . . . , wq) ∈ Cn×q, then(
VE
(mn)
ij W
∗)m,n
i,j=1 = vecV (vecW)
∗. (2)
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Proof. By Lemma 2.2 we have
vec
(
VE
(mn)
ij W
∗) = W¯ ⊗ V vecE(mn)ij
= (w¯1 ⊗ v1, w¯1 ⊗ v2, . . . , w¯q ⊗ vm) e(nm)(j−1)n+i
= w¯j ⊗ vi = vec viw∗j .
Thus
VE
(mn)
ij W
∗ = viw∗j
and (
VE
(mn)
ij W
∗)m,n
i,j=1 =
(
viw
∗
j
)m,n
i,j=1 = vecV (vecW)
∗. 
Theorem 2.4. Let T : Cm×n −→ Cp×q be linear. The matrices V1, . . . , VN ∈
Cp×m, W1, . . . ,WN ∈ Cn×q yield a representation of T:
∀X ∈ Cm×n : T(X) =
N∑
i=1
ViXWi (3)
if and only if
(Ipq ⊗T)(E(mn)) =
N∑
i=1
vecVi(vecWi)
∗. (4)
In particular, the minimal number of summands is ν = rk(Ipq ⊗T)(E(mn)), and
one can choose a representation with matrices V1, . . . , Vν ∈ Cp×m, W1, . . . ,Wν ∈
Cn×q such that both sets {vecV1, . . . , vecVν} and {vecW1, . . . , vecWν} are ortho-
gonal.
Proof. By Lemma 2.3, identity (3) clearly implies (4); vice versa (4) impliesT(X) =∑N
i=1 ViXWi for all X = Emnij , and thus for all X ∈ Cm×n.
A representation with a minimal number of summands is given, e.g., by a singu-
lar value decomposition of (Ipq ⊗T)(E(mn)), in which case also the orthogonality
property holds. 
We now consider mappings between spaces of quadratic matrices.
Definition 2.5. Let T : Cn×n −→ Cm×m be a linear map. Then T is called
Hermitian-preserving if T
(
Hn
) ⊂Hm.
It is immediate to see that the Lyapunov operator is Hermitian preserving. The
following representation result can be found in [4]; the proof is adapted from [2].
Theorem 2.6. For a linear mapT : Cn×n −→ Cm×m the following are equivalent:
1. T is Hermitian-preserving.
2. ∀X ∈ Cn×n : T(X∗) = (T(X))∗.
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3. The nm× nm matrix (Imm ⊗T)(E(nn)) =
(
T
(
E
(nn)
ij
))n
i,j=1 is Hermitian.
4. There exist matrices V1, . . . , VN ∈ Cm×n and numbers ε1, . . . , εN ∈ {−1, 1} such
that ∀X ∈ Cn×n :T(X) =∑Ni=1 εiViXV ∗i .
In particular one can choose N = rk(Imm ⊗T)(E(nn)).
One can choose εi = 1 for all i if and only if (Imm ⊗T)(E(nn))  0.
Proof. 1 ⇒ 2. For skew-Hermitian matrices S (i.e., iS Hermitian) we have on the
one hand
T(iS) =T(iS)∗ = −iT(S)∗
and on the other
T(iS) =T((iS)∗) =T(−iS∗) = −iT(S∗),
which yields T(S)∗ =T(S∗).
As any matrix A can be decomposed in A = H + S, where H = 12 (A+ A∗) is
Hermitian and S = 12 (A− A∗) is skew-Hermitian, the result follows.
2 ⇒ 3. This follows from((
T
(
E
(nn)
ij
))n
i,j=1
)∗
=
((
T
(
E
(nn)
ij
)∗)n
j,i=1
)
=
((
T
(
E
(nn)
ij
∗))n
j,i=1
)
=
((
T
(
E
(nn)
ji
))n
j,i=1
)
=
((
T
(
E
(nn)
ij
))n
i,j=1
)
.
3 ⇒ 4. By Sylvester’s Theorem there is a decomposition
(
T
(
E
(nn)
ij
))n
i,j=1 =
N∑
l=1
εlvecV¯l(vec V¯l)
∗ (5)
for appropriate Vl , where N is the rank of the matrix on the left. By Eq. (2) we can
also write
(
T
(
E
(nn)
ij
))n
i,j=1 =
(
N∑
l=1
εlVlE
(nn)
ij V
∗
l
)n
i,j=1
that means
∀E(nn)ij : T
(
E
(nn)
ij
) = N∑
l=1
εlVlE
(nn)
ij V
∗
l
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and thus the same holds with E(nn)ij replaced by any X ∈ span{E(nn)ij
∣∣ i, j= 1, . . . ,
n} = Cn×n.
Moreover it follows from Sylvester’s Theorem that one can choose εi = 1 for all
i if and only if (Imm ⊗T)(E(nn))  0.
4 ⇒ 1. Since for each l the matrix V ∗l XVl is Hermitian if X is Hermitian the sum
is Hermitian, too. 
3. Proof of Theorem 1.1
In view of Theorems 2.4 and 2.6 we need to determine the rank of the matrix
X = (Imn ⊗S−1A,B)(E(mn)) =
(
S−1A,B
(
E
(mn)
ij
))m,n
i,j=1. (6)
To this end we apply the following result from [3, Theorem 4]. For arbitrary k ∈ N
and a given matrix vector pair (C, x) ∈ Ck×k × Ck let K(C, x) = (x, Cx, . . . ,
Ck−1x) denote the reachability matrix.
Theorem 3.1. Let A ∈ Cm×m, B ∈ Cn×n, v ∈ Cm, w ∈ Cn, and assume that the
Sylvester equation AX −XB = vw∗ has a unique solution X. Then
rk X = min {rk(A, v), rk(B∗w)}.
The analogous result for the discrete Sylvester equation was proven in [7].
Theorem 3.2. Let A ∈ Cm×m, B ∈ Cn×n, v ∈ Cm, w ∈ Cn, and assume that the
Sylvester equation X − AXB = vw∗ has a unique solution X. Then
rkX = min {rk(A, v), rk(B∗w)}.
If in (6) we partition X = (Xij )m,ni,j=1 conformably with E(mn) such that Xij ∈
Cm×n, then we can also write AXij −XijB = E(mn)ij and thus
(In ⊗ A)X−X(Im ⊗ B) = E(mn). (7)
In other words X is a solution of the Sylvester equation (7) with the right-hand side
E(mn). By (2) (with V = Im, W = In), we have E(mn) = vecIm(vecIn)∗.
Let now k = m or k = n such that C ∈ Ck×k . It follows from Theorem 3.1 that
rk X = min
C∈{A,B∗} rk
(
vecIk, (Ik ⊗ C)vecIk, . . . , (Ik ⊗ C)k2vecIk
)
= min
C∈{A,B∗} rk


e
(k)
1 Ce
(k)
1 . . . C
k2e
(k)
1
e
(k)
2 Ce
(k)
2 . . . C
k2e
(k)
2
...
...
.
.
.
...
e
(k)
k Ce
(k)
k . . . C
k2e
(k)
k

 .
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It is clear that the first νC + 1 columns are linearly dependent, if νC = degµC
denotes the degree of the minimal polynomial of C; hence rkX  νA and rkX  νB .
If we consider arbitrary linear combinations of the block rows, we find
rk X  min
C∈{A,B∗}maxx∈Ck
rk
(
x, . . . , Cx, . . . , Ckx
) = min
C∈{A,B∗} νC = ν.
Hence rkX = min{νA, νB}, which proves (i), (iii) and the first part of (ii).
It remains to show that the εi can be chosen positive if and only if σ(A) ∈ C+.
If all εi are positive, then L−1A is positive, i.e., L
−1
A (Y )  0 for all Y  0 (the con-
verse, however, is not true, see [2]). But it is well known (e.g. [5]) that L−1A is
positive if and only if σ(A) ⊂ C+. Hence εi  0 for all i implies σ(A) ⊂ C+.
To prove the converse, we need to show X  0. Let LA = R+ − R− with
R±(X) = 12 (A± I )X(A± I )
∗.
One readily verifies that ρ(R−1+ R−) < 1 if σ(A) ⊂ C+, whence
L−1A (Y )=
∞∑
k=0
R
−(k+1)
+ ◦ Rk−(Y ) =
∞∑
k=0
VkYV
∗
k
with Vk = (A+ I )−(k+1)(A− I )k .
Therefore X =∑∞k=0(In ⊗ Vk)E(nn)(In ⊗ Vk)∗  0, which completes the
proof. 
The analogous result for the discrete Sylvester operator SA,B(X) = X − AXB
follows if one applies Theorem 3.2 instead of Theorem 3.1.
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