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This paper explores the computability structure of the eigenvalues and 
spectrum for bounded and unbounded linear operators on a Hilbert space. 
As is well known, these operators+zspecially the unbounded ones-are 
important in theoretical physics. We recall that, physically, the differences 
between eigenvalues correspond to bright lines in the spectrum. (Eigen- 
values, of course, are values ,I for which TX = Ax has a nonzero solution x.) 
By contrast, the other spectral values 2 (for which we merely have that 
a bounded inverse (T- ,I) ~ ’ fails to exist) are associated with bands of 
continuous spectrum. 
The operators considered in this paper are those which are effectively 
determined. It is easy to verify that the standard operators of analysis and 
physics satisfy this condition. For now, we give a loose description of this 
term. A thorough definition will follow in due course. 
We consider both bounded and unbounded operators T: H + H, where 
Z-I is a Hilbert space. As is well known, such an operator is completely 
determined by its graph, i.e., by the set ((x, y): J’ = TX f in H x H. We say 
that T is effectively determined if there is a computable sequence of pairs 
{(e,, Te,)}, e, E H, whose linear span is dense in the graph of T. 
(The notion of “computability” for a sequence of vectors will be spelled 
out below.) 
We now state our main result. 
THEOREM. Let T: H -+ H be a (bounded or unbounded) self-adjoint 
operator on a Hilbert space H, and let T be effectively determined. Then 
there exists a computable sequence of real numbers { 2, } and a recursively 
enumerable set A of natural numbers such that. 
(i) The set of eigenvalues of T coincides with the set {I,, : n E N -A ). 
In particular, each eigenvalue of T is computable. 
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(ii) Each A, E spectrum (T), and the spectrum of T coincides with the 
closure of {I, >. 
(iii) Conversely, every set {A, : n E N - A > as in (i) above occurs as the 
set of eigenvalues of some effectively determined self-adjoint operator. 
Likewise, every set which is the closure of {A,, } as in (ii) above occurs as the 
spectrum of an effectively determined self-adjoint operator. 
We observe that, although the individual eigenvalues are computable, 
the sequence of eigenvalues need not be (when the set A is recursively 
enumerable but not recursive). For compact operators, we obtain a result 
which avoids this limitation. 
COROLLARY. If T is compact, self-adjoint, and effectively determined, 
then the set of eigenvalues of Tforms a computable sequence of reals. 
As is well known, the behavior of eigenvalues can be quite chaotic. Thus 
arbitrarily small perturbations of a self-adjoint operator can cause eigen- 
values to suddenly disappear, while at the same time other eigenvalues-in 
quite different locations-may be suddenly created. Such discontinuities are 
frequently indicative of noncomputability. Yet the eigenvalues are com- 
putable. An example illustrating this phenomenon is given in Section 6. 
The theorem on computable eigenvalues is related to some speculations 
of Kreisel [9]. Incidentally, for operators which are not normal, this 
theorem may fail, as we show in Section 5. 
The proof of the main result above is based on the spectral theorem for 
bounded and unbounded self-adjoint operators. The necessary facts--con- 
sequences of the spectral theorem-are listed in Appendix 2. Based on these 
facts, our proof is purely constructive and gives an effective procedure for 
computing the sequence (A, ) and the set A. It should be remarked that the 
values of A,, and the points in A will depend on the computational 
procedure employed (including even the “round-off errors” associated with 
this procedure); but the sequence (1, } and set A will in any case satisfy the 
conditions stated in the main theorem. 
We return now to the notion of an “effectively determined operator,” and 
the related idea of a “computable sequence” in a Hilbert space. There are 
two approaches to these notions, one axiomatic and the other intrinsic. 
Both were fully developed in [16], but we give a self-contained account 
here. 
Begin with the axiomatic. This operates most generally on a Banach 
space X. We observe that we do not define a computable Banach space. We 
start with a pre-existing Banach space and put a computability structure on 
it. In the axiomatic development, the undefined term is “computable 
sequence {-Y, }” of X. 
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There are live axioms. All of them specify operations which preserve 
computability. The first two are recursion theoretic: (1) (composition) if 
the sequence {x,, } is computable in X, and a(n) is a recursive function, 
then (x,(,)) is computable; and (2) (insertion) if {x” } and {y, } are com- 
putable in X, then so is {x0, y,, x1, y, ,... }. Axiom (3) (summation) asserts 
that the vector operations of addition and scalar multiplication in X are 
computable. The last two axioms are analytic, involving (4) computability 
of effective limits, and (5) computability of the sequence of norms { 11x, /I }. 
For a detailed description, see Section 1. 
All of our theorems are proved in the full generality of any “com- 
putability theory” which satisfies these axioms. Nevertheless, for the Hilbert 
spaces L2[a, b] and L*(Rq), there is an intrinsic notion of computability. 
Actually this notion extends to any Lp, p = a computable real, 1 sp < co, 
and we may as well discuss the general case. 
Consider Lp[a, b], where a, b, p are computable reals. A function 
f~ LP[a, b] is said to be LP-computable if there is a computable sequence of 
polynomials which converges effectively to f in Lp-norm. In this definition, 
the polynomials can be replaced by trigonometric polynomials or by step 
functions. (A step function is called computable if its values and jump 
points are computable.) More generally, the polynomials/trigonometric 
polynomials/step functions can be replaced by the elements of any “effec- 
tive generating set.” Similar considerations apply to Lp(R), Lp( [WY), and 
LP[a, b]-where [a, b] is the q-dimensional rectangle with coordinates 
(a,, b,), 1 5 i 5 q. The details are spelled out in Section 1. 
We observe that the intrinsic definition of LP-computability satisfies all 
of the axioms listed above. 
It is worth remarking that, for LP[a, b], the definition given above 
reduces to Grzegorczyk’s well-known definition of computable continuous 
functions if we set p = co, i.e., use the uniform norm. This was proved in 
[12]. Also we note that for 1 sp s co, a function f E Lp(W) is Lp- 
computable if and only if there is a sequence of continuous functions {g, }, 
computable in the classic Grzegorczyk sense, having effectively bounded 
supports, and converging effectively to f in Lp-norm. 
We turn now to a summary of the sections. Section 1 gives the basic 
definitions. Some of the more well known definitions are given in Appendix 
1. The topics treated in Section 1 are: the axioms for a computability struc- 
ture on a Banach space, the intrinsic definition of LP-computability, the 
notion of an effective generating set, and the definition of an effectively 
determined operator. Section 2 is the main section of the paper. It contains 
the main theorem for bounded self-adjoint operators. The extensions to 
normal and to unbounded self-adjoint operators follow as corollaries of 
this result. Section 3 gives the generalization to bounded normal operators, 
and Section 4 treats the unbounded self-adjoint case. Section 5 shows that 
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our results fail for bounded operators which are not normal. Finally, Sec- 
tion 6 deals with the creation and destruction of eigenvalues, mentioned 
earlier in this introduction. An example is given in which perturbations of a 
self-adjoint operator T, produce the following effect. The operator r, has a 
unique eigenvalue 3, = 0. However, the perturbations (no matter how small) 
have no eigenvalue near zero, but do have eigenvalues near f 1. 
There are two appendixes. The first deals with fundamental definitions 
and facts from recursive analysis, and the second lists the consequences of 
the spectral theorem which are used in this paper. 
This work is within the tradition of recursive function theory. Thus we 
make free use of nonconstructive methods to delineate the set of com- 
putable functions within the larger set of all functions. In this way, our 
work differs from that of Bishop, the Leningrad school of Sanin, Zaslavskii, 
the intuitionists such as Brouwer and Heyting, and others 
[l-3, 8, 18,20]-all of whom are concerned with constructive methods of 
proof. 
The proof of the main theorem in Section 2 has been given in great 
detail. This is done to insure that we really do have computability, and that 
no naive noneffective step has slipped in. In particular, we take pains to 
show precisely where the axioms are used in the proof. The proof also 
involves a close interplay between eigenvalues and associated eigenvectors. 
We compute the eigenvalues, and a casual glance might give the impression 
that we could compute the eigenvectors as well. However, this is not the 
case. It can happen that, for a computable eigenvalue 2, there are no com- 
putable eigenvectors. We plan to present this result in a later paper. 
We have tried to make the paper self-contained. The only definition 
presupposed is that of a recursive function from natural numbers to natural 
numbers. The reader is invited to consult the appendixes for background 
material. For the sake of brevity, we have not included any specific 
applications. However, these are not hard to find. We recall the two 
hypotheses of the main theorem: that the operator be self-adjoint and effec- 
tively determined. In classical analysis and physics, one knows which 
operators are self-adjoint. The “effectively determined” hypothesis is easy to 
verify in practice. All one needs is a dense sequence of very smooth 
functions, suitably adjusted to the boundary conditions, on which the 
operator acts effectively. For example, the operators of nonrelativistic 
quantum mechanics are self-adjoint and effectively determined. These and 
other well-known operators have been intensively studied. The point of this 
paper is to determine the “computability relationships” between an 
operator and its eigenvalues in a general setting. 
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1. BASIC DEFINITIONS AND FACTS 
Axioms for a Computability Structure 
Basic to a discussion of computability on a Banach space is the notion of 
a “computability structure.” Maximum generality and elegance are 
achieved when this notion is spelled out axiomatically. We begin with a 
Banach space X. Then, X being given, the computability structure is 
imposed upon X. In the axiomatic approach, the undefined term is com- 
putable sequence x, E X. It is governed by the following axioms: 
1. (Composition) If (x, }, x,EX, is a computable sequence, and 
a: N + N is a recursive function, then {x,,,,} is a computable sequence. 
2. (Insertion) If (xn ) and ( y, f are computable sequences, then so is 
{XO,YO,X,,Y,,~~,YZ,...). 
3. (Summation) Let {x, } be a computable sequence in X, { ank } a com- 
putable double sequence of real or complex numbers, and d: N + N a 
recursive function. Then the sequence s, E X given by 
dlfl) 
s, = c cl,kXk 
!i=o 
is computable. 
4. (Limits) If {x,~ } is a computable double sequence, and 
Ikk -y, 1) + 0 as k + 00, effectively in k and n, then { yn } is computable. 
(A double sequence {x,~ }, x,,~ E X, is called computable if it corresponds 
to a computable sequence of one index,via the standard pairing function.) 
5. (Norms) If {x, } is a computable sequence in X, then { 11x, /I > is a 
computable sequence of real numbers. 
By combining the insertion and summation axioms, we deduce that if 
(xn } and { y, } are computable in X, and {a, } and {p, } are computable 
sequences of (real/complex) numbers, then {tl,x,, + /?,y, } is computable 
in X. 
Intrinsic LP-Computability 
This concept provides a natural example of a computability structure on 
a Banach space. Let p, 1 sp < co, be a computable real. As noted in the 
Introduction, there are various alternative definitions for LP-computability, 
all of them equivalent. Here we want to treat LP[a, b], LP[rectangle], 
Lp(R), and L”(W) simultaneously, and for that purpose it is simplest to 
begin with step functions (or in Ry, rectangle functions). 
A computable rectangle in Rq is a set of the form 
{aj5xi5bb,, 1 sisq}, 
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in which the ai and bi are computable reals. A computable rectangle 
function is a finite linear combination-with computable real or complex 
coefficients-of the characteristic functions Xk of computable rectangles. 
Similarly, a computable sequence of rectangle functions is a sequence of 
functions s,(x), XE RY, which can be displayed as 
&l(x)= c k = o %k XnktX), 
where d: N + N is a recursive function, (a,& ) is a computable double 
sequence of (real/complex) numbers, and Ink is a double sequence of 
characteristic functions of computable rectangles (in which the parameters 
ai, bi = aUki, bnki are computable uniformly in n, k, i). 
(In the one-dimensional case, of course, such rectangle functions are 
called “step functions.“) 
We now give a definition of LP-computability which applies mutatis 
mutandis to LP[a, b], LP[rectangle], LP(lR), and LP(Ry). Let Sz be any of 
these domains, i.e., Q = [a, b], or a rectangle, or R, or Iw”. We make the 
obvious assumption that our rectangle functions have their supports within 
Q. Then we have the uniform definition: 
A function f E Lp(sZ) is LP-computable if there is a computable sequence 
of rectangle functions which converges effectively to f in LP-norm. 
Similarly, a sequence {f, }, f, E Lp(Q), IS an LP-computable sequence if 
there is a computable double sequence of rectangle functions s,k such that 
the LP-norms I(s,k -f,, 11 --f 0 as k + co, effectively in k and n. 
It is easy to verify that this intrinsic definition satisfies the axioms for a 
computability structure. 
The preceding accounts of the axioms for a computability structure, and 
of the intrinsic definition of LP-computability, give everything that is 
needed for this paper. A more thorough discussion can be found in [16]. 
Effective Generating Sets and Effectively Determined Operators 
We begin by recalling some staandard notions about linear operators, 
especially unbounded operators. In operator theory, an unbounded linear 
operator T: X-t X (X= a Banach space) is not assumed to be defined for 
all x E X. Its domain, dom( T), is a dense linear subspace of X. In this paper 
we shall consider only closed operators, i.e., those operators whose graph 
{(x, y): y = TX} is closed in Xx X. Then by the closed graph theorem, the 
domain, dom( T), coincides with X if and only if T is bounded. 
We turn now to the notion of an “effective generating set.” Loosely 
speaking, an effective generating set is a computable sequence of elements 
of a Banach space X which effectively spans X. Thus a bounded operator 
T: X+ X is effectively known if its action on the generating set is effectively 
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known. For unbounded operators we need slightly more. In functional 
analysis, an unbounded operator T: X + X is considered to be completely 
specified only when its graph {(x, y): y = TX) in Xx X is specified. 
Motivated by this we define: 
DEFINITION. (a) An effective generating set {e, } for X is a computable 
sequence of elements of X whose linear span is dense in X. 
(b) Let T: X+ X be a closed operator (bounded or unbounded). An 
effective generating set for T is an effective generating set for the graph of 
T. More precisely, an effective generating set for T is a computable 
sequence {e, } such that { Te, } is computable and the set of pairs (e,, Te,) 
spans a dense subspace of the graph of T. 
The following definition is basic to everything which follows. 
DEFINITION. A closed operator T: X -+ X is effectively determined if there 
exists an effective generating set for T. 
Remark. If T is bounded (i.e., continuous), then the assumption that the 
span of {e, } is dense in X automatically implies that the span of 
{(e,, Te,)) is dense in &he graph of T. Thus, for all bounded operators T, 
an effective generating set for X is also an effective generating set for T. For 
unbounded operators, however, the extra condition on the pairs (e,, Te,) is 
necessary. 
The following proposition states a useful property of effective generating 
sets. In a previous paper [ 161, this proposition was redundantly made part 
of the definition of an “effective generating set.” We state it for an arbitrary 
Banach space X. It applies mutatis mutandis to the graph of an operator T. 
PROPOSITION. Let {e, } be an effective generating set forX. Then a 
sequence (xn }, x, E X, is computable in X tf and only if there is a computable 
double sequence pnk of (real/complex) rational linear combinations of the e,, 
such that p,,k + x, as k -+ CO, effectively in k and n. More precisely, (x, } is 
computable if and only if there is a double sequence pnk, 
4n,k) 
Pnk = c @nkj e,, 
/=O 
such that {LX,,~~} is a computable triple sequence of (realfcomplex) rationals, 
d(n, k) is a recursive function, and 
IiPnk -x, 11 < lo-k for all n, k. 
Proof The “if’ part follows immediately from the summation and limit 
axioms. For the “only if’ part: given a computable sequence {x, }, we need 
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to compute the pnk. We do this as follows. Let {pi} be an effective listing of 
all finite (real/complex) rational linear combinations of the e,. By the sum- 
mation axiom, {pi ) is computable in 2’. By the insertion and summation 
axioms, the double sequence {pi-x, } is computable in X. Then by the 
norm axiom, { I/ pi - x, 11) IS computable in R. Since the linear span of e, is 
dense in X, there exists an i such that J/pi-xn 1) < 10ek. To compute pnk, 
we simply fix x, and examine the pi until one satisfying l/pi - x, 11 < 10Pk 
occurs; then we set pnk =pi. By the composition axiom, since this 
procedure gives the index i = i(n, k) recursively, { pnk ) is computable in X. 
LEMMA (Uniformity in the exponents). Let T: X+ X be bounded and 
effectively determined. Then the double sequence { TNe, } is computable, 
uniformly in N andn. 
Proof: At first glance, this would seem to be a simple induction. The 
difficulty is to give a proof which stays within the axioms for computability 
on a Banach space. This difficulty is resolved by considering multi-sequen- 
ces of real or complex rationals (like the ankj above), for which the stan- 
dard methods of recursion theory are valid. 
First, since T is bounded, there is an integer C such that (I T(( < C. 
Without loss of generality, we can replace T by T/2C, and thus assume that 
II Tll < U-2. 
Since T is effectively determined, (Te, } is computable. We apply the 
above proposition to x, = Te,. This gives a computable double sequence 
d(n.k) 
Pnk = 1 ankjej 
j=O 
such that 
Ihk - Te, iI < lo-” for all n, k. 
We want to construct a computable triple sequence 
4N.n.k) 
qNnk= C Pmkjej 
j=O 
such that 
II4 Nnk - TNen 11 < lopk for all N, n, k. 
This is done by an induction on the (real/complex) rational coefficients 
BNnkjr using the sequence (a,,} which we already have. The process 
operates strictly within the domain of integers and their quotients. 
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[We could define (ljNnkj 3 in terms of { ccnki }, never mentioning the 
Banach space X, and then come back and deduce the consequences of our 
definition. But for the sake of clarity, we shall explain the motivation as we 
go along.] 
We define PNnkj by induction on N. For N = 0, we set bOnk, = 1 ifj = n, 0 
otherwise. (This gives qOnk = e, for all k.) Assume that pNnki is defined for a 
fixed N, and all n, k, j. We now define ON + , , nki. 
[Recall that IITII < l/2. Thus from the inductive assumption that 
II4 . ,,,nk - TNen II < 10Pk, we deduce that II TqNnk - TN+ ’ e,, 11 < 10Pk/2. Now 
we examme qNnk with a view towards approximating TqNnk.] 
Consider 
<,(N,n.kl 
4 Nnk = i:. PNnk, ej. 
Each ljNnkj is a real or complex rational; let DNnki be the least integer 
greater than lbNnkjl. Let 
4N.n.k) 
E Nnk = c D Nnkj 
;=o 
Let s=s(N, n, k) be the least integer such that 10Ps5 10Pk/2EN,,,. 
Now we define qN + , _ nk by substituting pjS for ej in the formula for qNnk : 
e(N, ! I .  k) 
qN+ l,r,k = c BNnkj P,.s . 
,=O 
[By the manner in which P,~ approximates Te,, we have 
II pjA - Te, II < 10 -‘. Hence by the definition of DNnk,, ENnk, and S, we have 
II 4 h’+ ,.nk - TqNnk I/ < 10-k/2.1 
Now in the above sum, we replace the index j by i, and then put in the 
definition of pi,, : 
d N. PI, k) d( i, 5 , 
qN + l.,,k = i;. BNnk! 1 %, e,. 
j=O 
Thus we define 
cz(N,n,k) 
s Nt I.nkj= iTo SNnkr ’ aiJj, s = s(N, 4 k). 
The new limit of summation e(N+ 1, n, k) is the maximum j for which the 
above double sum is nonempty, i.e., 
e(N+l,n,k)=max(d(i,s):O~i~e(N,n,k)}. 
This completes the definition of the multi-sequence {fiN,lkj ). 
10 POUR-EL AND RICHARDS 
Now we return to the Banach space X. We must show that the desired 
inequality, 
114 N,,k - TN e, 11 < 10pk, 
extends by induction on N to all N, n, k. For N = 0 it is trivial. Assume 
that it holds for N. On this assumption, we have already seen (in the 
bracketed remarks above) that 11 TqNnk - TN+ ’ e, 1) < 10dk/2, and 
II 4 ,,,+ l,“k - TqNnk 11 < 10ek/2. Combining these tW0 inequalities gives the 
desired result. 
Now that we have constructed (PNnk, j and (q,,+& > with the desired 
properties, the rest is easy. The summation axiom implies that {qNnk } is 
computable in X, and the limit axiom implies that {TN e, } is computable. 
COROLLARY. Let T: X-+X be bounded and effectively determined, and 
let {y,, } be a computable sequence in X. Then {TN y, } is computable, 
unzformly in N and n. 
Proof. Since {y, } is computable, the above proposition asserts that 
there is a computable double sequence rnk = C ankj ej such that 
11 bk - yn II -+ 0 as k + co, effectively in k and n. Since T is bounded and 
effectively determined, the preceding lemma tells us that {TN e, } is com- 
putable, uniformly in N and n. Now the summation axiom implies that 
( TNr,k > is computable, uniformly in all variables. Finally, since T is boun- 
ded, II TNr,k - T”y, I\ + 0 as k + co, effectively in all variables. Hence by 
the limit axiom, { TNy, > is computable. 
2. THE BOUNDED SELF-ADJOINT CASE 
Theorems land 2 below form the core of this paper. The extensions to 
bounded normal and to unbounded self-adjoint operators are given in sub- 
sequent sections. While these extensions (particularly unbounded 
operators) are important in physical applications, the key steps in the proof 
already occur here. 
We recall that a number il is called an eigenvalue of an operator T if 
there is some nonzero vector x such that TX = Lx; and we say that L is in 
the spectrum of T if (T - AZ) has no bounded inverse. 
THEOREM 1. Let T be an effectively determined, bounded (but not 
necessarily compact) self-adjoint operator on a Hilbert space H. Then: 
(i) every eigenvalue of T is a computable real; 
(ii) the set of eigenvalues of T has the form {A, : n E N - A }, where 
(A,, } is a computable bounded sequence of reals, and A is a recursively 
enumerable set of integers. 
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(iii) Conversely, every sequence { 1,: n E N - A } as above occurs as the 
set of eigenvalues of some effectively determined bounded self-adjoint 
operator. 
THEOREM 2. In Theorem 1, the A, can be chosen so that in addition. 
(i) A,, E spectrum(T) for all n E N; 
(ii) spectrum(T) = the closure of { 2, }. 
(iii) Conversely, every set which is the closure of a computable 
bounded real sequence occurs as the spectrum of an effectively determined 
bounded self-adjoint operator. 
As an immediate consequence, we obtain the following for compact 
operators. 
COROLLARY. Let T be an effectively determined compact self-adjoint 
operator on a Hilbert space H. Then the set of eigenvalues of T is a com- 
putable sequence of real numbers. 
Proof of Corollary. We use Theorem 2. Recall that, since T is compact, 
the spectrum of T consists of isolated eigenvalues 1# 0, together with (0) 
as their only possible limit point. Now take the sequence {A,, } given by 
Theorem 2. Since the eigenvalues iz # 0 are isolated, and (I*, } is dense in 
the spectrum, it follows that every eigenvalue 2 # 0 equals 1, for some n. 
We can extract the recursively enumerable subsequence { 1: } of all 
I, ~0. The value A= 0 must belong to the spectrum in all nontrivial 
(infinite-dimensional) cases. It may or may not be an eigenvalue. By 
starting with { & } we can include or exclude the value 0 according as it is 
an eigenvalue or not. 
Proof of Theorems 1 and 2 
Since the same construction is used for Theorems 1 and 2, it seems 
economical to combine the two proofs. We postpone the converse parts 
(iii) of these theorems-proofs of (iii) will be given via counterexamples at 
the end of this section. 
We shall make heavy use of the spectral theorem. (A complete statement 
of the spectral theorem, in the form in which we need it, is given in Appen- 
dix 2.) Traditional proofs of this theorem are nonconstructive, as indeed 
are many of its conclusions. As noted in the Introduction, we are not giving 
a constructive proof. Rather, we must find among the consequences of the 
spectral theorem certain results which permit an algorithmic treatment of 
eigenvalues and spectrum. 
However, in order to motivate our steps, it appears worthwhile to review 
the spectral theorem from a naive (noncomputable) viewpoint. The key 
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facts are these. We may assume that spectrum(T) is contained in an inter- 
val [-(M- l), M- 11, and then work within ( -M, M] in order to give 
ourselves “room around the edges.” For each subinterval (a, h] (or (a, h) 
or [a], etc.) within (-M, M] there is a corresponding spectral measure 
ECo,b, which is the orthogonal projection onto a (possibly null) subspace 
H (u,b, of H. These projections have the obvious additive property 
E,,,., = E,,,, + E,b,c, for a<b<c. 
Furthermore, the projection corresponding to the whole interval ( -M, M] 
gives us the whole Hilbert space H. This means that if we partition 
(-M,M] into subintervals (a,,~~+~], -M=a,<a,<a,< ... <a,=M, 
the subspaces H,,,,+,, span H. 
Moreover, the H,,,,+,, are mutually orthogonal and-more impor- 
tant-they are invariant under T; i.e., x E H,,,,.,+ ,, implies TX E H,,,,+,] . 
Furthermore, the spaces H(,,,,,+ ,, correspond to “spectral values in 
(a,, ai+, 1.” That is, let (a,, ai+ 1] have midpoint 1 and half-width E; then 
xeH (u,.a,+,l implies II TX-N S E Ibll. 
Finally, we must identify (a) points of the spectrum, and (b) eigenvalues, 
in terms of the subspaces H,,,,+,,. The classical results are: 
(a) A real number L is in the spectrum of T if and only if, for each 
E > 0, 
(b) A real number 1 is an eigenvalue of T if and only if 
A useful variant of (a), valid for open intervals (a, b), is: 
(a’) Htu,bj # (0) if and only if (a, b) contains points of the spectrum. 
Now we could identify eigenvalues and points of the spectrum if we 
could look at all vectors x E H and then apply the following steps. (Recall 
that we are still proceeding naively.) 
(a*) Use the projection EC,,,.,+,) to find the component X of x in the 
subspace fL,,+,). If this component is nonzero for some XE H, then 
(a,, ai+ ,) contains points of the spectrum. This naive “procedure,” when 
suitably effectivized, plays an important role in the proof of Theorem 2. 
(b*) Now for the corresponding step for Theorem 1: A number 1 is 
an eigenvalue of T, if for some vector x, ECj.PE.i, +,,(x) does not shrink to 
zero as E + 0. (In fact, if x is an eigenvector for 2, then the projection 
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EC,- E,i +E, leaves x invariant; if x is only an “approximate eigenvector,” 
then the projection E,, ~~ c. j. + ,., will shrink x slightly,but only by a limited 
amount.) 
Of course, many of these steps are wildly nonconstructive. However, the 
above has the form of an “operational method,” and by weeding out the 
nonconstructive aspects we can develop an effective procedure. 
Effective Treatment of Eigenvalues and Spectrum (Sketch). Here, unlike 
the above, all of our steps will be effective (or easily made so). We have 
chosen to continue with sketch format because many of the details (given 
in steps (I*) to (IV*) below) are rather complicated. 
(I) Instead of examining all vectors x E H, we construct a computable 
sequence of vectors {XL } which is dense in H. It is convenient to work with 
unit vectors. We take a computable subsequence (xn ) of { xk > such that 
1 - (l/1000) < IIs, 11 < 1 + (l/1000) for all n; 
the closure of {x, } in H contains the unit sphere of H. 
(II) Consider the operational calculus associated with the spectral 
theorem (cf. Appendix 2). Recall that for every bounded Bore1 function cp 
on spectrum(T), there is a corresponding operator cp( T). The projections 
E,,,,] above are the mappings x(T) where 1 is the characteristic function of 
the interval (a, 61. For purposes of computability, we replace the step 
functions x by “triangle functions” t supported on [a, b] and rising to a 
peak at the midpoint (a + b)/2. Then T, unlike x, is continuous. Here are 
the details: 
We assume that spectrum(T) is contained within [ - (M - 1 ), M - 11, 
M= integer, and work within C-M, M]. At the zeroth stage, we pave the 
interval C--M, M] with overlapping intervals of length 2, in the manner 
. . . c-2,01, c- 1, 11, co, 21, Cl, 31, CL 41,.... 
Then we subdivide these intervals over and over, reducing the mesh by a 
factor of l/8 at each stage. At the qth stage, we have overlapping intervals 
of length 2. 8-y, the ith such interval being 
I,,= [(i- 1) 8Py, (i+ 1) 8-“1, where -M.8Y<i<M.8Y. 
We construct the canonical triangle function 
- T(X) 1 1x1 for 1x1 5 1, = 
0 elsewhere. 
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Then the triangle corresponding to the ith subinterval in the qth sub- 
division is 
T,~(x) = T(~~x - i), -M.8”<i<M.8”. 
We repeat that the supports of the ryi, q fixed, i = 0, + 1, If: 2,..., overlap. 
Preliminaries for Steps (III) and (IV). The constructions which follow, 
in (III) and (IV) below, are applied to each of the vectors x0, x,, x2,... in 
turn, using a recursive process which returns to each x, infinitely often. For 
simplicity, we shall describe the procedure for a single fixed value of n. 
Each vector x, leads to a definite spectral value 1,. The sequence (1, > is 
simply the result of applying step (III) below to the sequence {x, }. We 
recall that { 1, } need not be one to one. 
In step (IV), we develop a criterion which tells us, for certain indices n, 
“Not an eigenvalue!” These n form a set A which is recursively enumerable 
but not necessarily recursive. 
Now, as we have said, let n be fixed. Our procedure involves a recursive 
sequence of stages, the qth stage corresponding to the qth subdivision of 
the interval [-M, M] in (II) above. 
(III) (Computation of the 2,). Recall that, by (I), x, is approximately a 
unit vector. We use the operational calculus associated with the spectral 
theorem (cf. Appendix 2). Thus, following (II), at the qth stage we have the 
triangle functions zyi, -M. 8y < i < M. 8y. From these we construct the 
self-adjoint operators ryi(T). Then we apply these operators to the (fixed) 
vector x,, and compute the norms, 
Il~,ivNxn)/I for -M.8Y<i<M.8q, 
to within an error to be specified below. (In this “sketch” stage we ignore 
the error estimates.) 
The rough idea is, for each q, to select that i= i(q) for which the norm 
Ilr,;( T)(x, ) 11 is maximal. To this i there corresponds the “maximizing inter- 
val” I,* = I,; = support(r,,,). However,there is nothing in this construction to 
guarantee that the intervals I,* are nested for q = 0, 1,2,.... Since we want to 
obtain nested intervals, we revise the above construction as follows: 
At the zeroth stage we proceed as above, choosing the interval I,* whose 
triangle function zgi gives the maximal norm. However, at any later stage 
(the qth stage), we consider only those i such that 
Among these i, we choose that one for which the norm 
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as computed above is maximal. We set 
7*=7. 4 4” I,* = support( r,* ), 
so that t: is the maximizing function subject to the constraint that 
r;g_,. 
It will be proved below that the norms 
[If we did not have to allow for errors, the partition process would give a 
lower bound of (1/2M). ( 1/8y). The numbers “3” and “10” above are put in 
to allow a margin of error.] 
As we have seen in (a), (a’), and (a*) above, the fact that 7y*( T)(x,) # 0 
implies that the interval I,* contains at least one point of the spectrum. This 
leads to the conclusions of Theorem 2. Namely: 
The number 2, is determined as the intersection of the intervals I,*, 
q = 0, 1) 2 ,.... Since each I,* has half-width 8-y, this furnishes an effective 
recipe for computing 1,. Since each I,* intersects spectrum(T), and spec- 
trum( T) is a closed set, it follows that E., E spectrum(T), as desired. 
The proof that the sequence {A ,, ) is dense in spectrum(T) will be given 
later (Lemma 4). 
(IV) (“Not an eigenvalue!“). We shall have an effective process for 
finding the /2,, n E A, which are discarded; but we shall never know with 
certainty which of the 1,* will be kept. Thus, loosely speaking, the eigen- 
values form the complement of the recursively enumerable set A in the 
computable sequence (An >. 
Now the criterion for eliminating non-eigenvalues is very simple. We 
declare “Not an eigenvalue !” if at any stage (say the qth) the norm 
ll~:vk)ll < l/8. 
Why does this work? First, if A,, is not an eigenvalue, then it follows 
easily from (b) and (b*) above that the norm jlz:(T)(x,)II + 0 as q + co. 
Hence the declaration “Not an eigenvalue!” will eventually be made. 
If 1, is an eigenvalue, then the situation is more complicated. Unfor- 
tunately, A, may still be discarded. This can happen because, even though 
1, is an eigenvalue, the vector x, need not be an eigenvector! That is, 
although eigenvectors x corresponding to A,, do exist, X, might not be one 
of them. 
How do we correct this? In the first place, since we are only looking at a 
dense subset (xn }, we can hardly expect any of the x, to equal the eigen- 
vector x exactly. This is no problem: it turns out that 11x,-x/I < l/1000 is 
close enough. But the vector x, might point in the wrong direction entirely. 
607163 I-2 
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In that case some later vector, call it x,, will eventually show up such that 
[Ix,,, --XII < l/1000. Then, as we shall prove in Lemma 6 below, the 
corresponding A,,, will not be discarded. Thus the eigenvalue A,, = A,, even- 
tually does get kept. We have not asserted that the sequence (A,, } is one to 
one. 
[Incidentally, the converse parts (iii) of Theorems 1 and 2 show that our 
results are best possible. All of the “limitations” of our method can be 
shown by counterexamples to be inevitable.] 
Details of the Construction and Proof: We shall use the numerals 
(I*)-(IV*) to correspond to (I)-(IV) above. The “steps” (I)-(IV) were 
intentionally presented in a breezy fashion. Here, in order to insure that no 
noneffective operations have slipped in, we shall show every detail. 
As mentioned earlier, this proof operates in the general setting of an 
arbitrary computability structure on a Hilbert space. We shall take care to 
show where the axioms for a computability structure are used. They appear 
mainly in subsections (I*) and (III,*). Once a transition has been made, via 
these axioms, we can then work in the classical domain of computable 
sequences of real or complex numbers. In fact, the bulk of the proof does 
operate in this classical setting. 
(I*) By definition of an effective generating set, the linear span of (e,, > is 
dense in H. First, by the summation axiom, we effectively list all 
(rational/complex rational) linear combinations of the e,, arriving at a 
computable sequence of vectors which we call {xi, }. Then by the norm 
axiom, {/IX:, II} is a computable sequence of reals. Thus we can construct a 
sequence of rational numbers {R, } such that JR,, - /lx:, 1) 1 < l/3000 for all 
n. Then we effectively form a subsequence {x, } of {x: } by keeping those 
indices n for which IR, - 11 < 2/3000. By the composition axiom, this is a 
computable sequence of vectors {x,, ). It satisfies 
1 - (1/1000) < 11.x, )I < 1 + (l/1000) for all n; 
the closure of {x, > contains the unit sphere of H. 
(II*) This is the only step which was reasonably adequate in the sketch 
(I)-(IV) above. The description of the triangle functions ryi, being purely 
algebraic, leaves nothing to be desired. We recall that 
ry;(x) = 7[84x - i], 
where r(x) = 1 - 1x1 for 1x1 5 1, T(X) = 0 elsewhere. Then 5+ is supported 
on the interval 
14j= [(i- 1) 8-“, (i+ 1) 8-41. 
We recall that these intervals overlap. 
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We shall need the fact that {r+(x)} is a computable double sequence of 
continuous functions in the sense of Grzegorczyk [6] (cf. Appendix 1). 
This is trivial to verify. 
(III:) (Effective version of the operational calculus associated with the 
spectral theorem). We begin with the effectively determined bounded self- 
adjoint operator T given in the premises of the theorems. Recall that the 
operational calculus defines, for any bounded Bore1 function cp on spec- 
trum( T), a corresponding operator cp( T). (This definition is not asserted to 
be constructive.) Important special cases are where cp is a polynomial and 
where cp is a computable continuous function-there, as we shall see, the 
operations can be carried out effectively. 
We recall that a sequence of polynomials (~,J.Y)) is called computable if 
its coefficients can be computably presented, i.e., 
J(n) 
P,,(.u) = C arlk-yk, 
A=0 
where {a,& } is a computable double sequence of (real/complex) numbers, 
and d(n) is a recursive function. 
Let {p,(x)} be a computable sequence of polynomials. We want to show 
that the sequence of operators (p,(T) 1 is “computable” uniformly in n. 
More precisely, we want to show that, given any computable sequence 
(ym ) of vectors in H, the double sequence { p,,( T)( y,,,) 1 is computable 
in H. 
To do this, we use the “uniformity in exponents” Lemma and its 
Corollary in Section 1. These results tell us that ( Tky, ) is computable, 
uniformly in k and m. The extension from the sequence of powers Tk to the 
computable sequence of polynomials p,,(T) is then an immediate 
application of the summation axiom. 
LEMMA 1. Let C-M, M], M= integer, be an interval containing spec- 
trum(T). Let {fn(x)} b e a sequence of continuous functions on [-AI, AI], 
which is computable in the sense of Grzegorczyk [S, 6, 121. Let { y, $ be a 
computable sequence of vectors in H. Then { f,,( T)( y,,, )) is a computable 
double sequence of vectors in H. 
ProoJ We use the result from spectral theory that, for any bounded 
Bore1 function cp, the operator norm 
We also use the Pour-El/Caldwell definition [ 121 (cf. Appendix 1 ), which 
tells us that, since {f,, } is computable, there exists a computable double 
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sequence of polynomials { pnk } which converges uniformly to f, as k + cc, 
effectively in both k and n. 
Using these facts, the rest of the proof is clear: a uniform bound on 
If,(x)-pnk(x)I gives the same bound (in the uniform operator norm) on 
f,(T) -pnk( T). We already know how to compute p,+( T)(y,), effectively in 
n, k, and m. Then we apply the limit axiom: the uniform convergence in 
operator norm implies the computability of {f,( T)(y,)}, as desired. 
Note. The proof breaks down if we try to deal with q(T) for discon- 
tinuous functions cp. For then we must deal with pointwise rather than 
uniform convergence, a notion which is frequently not effective. 
Our proof involves a triple transition from triangle functions zqi to 
operators z+(T) to vectors t&T)(x,) to norms Ilryi(T)(x,)ll. This is hardly 
surprising: since to compute an operator means to compute its action on 
vectors, and the easiest thing to compute about a vector is its norm. Com- 
bining (I*), (II*), the previous lemma, and the norm axiom, we have: 
COROLLARY. The sequence of norms 
ll~JT)b, III 
is computable, uniformly in q, i, and n. 
(III,*) (Errors). In the remainder of this construction, we shall have to 
make decisions based on the approximate computation of real numbers. 
These computations may involve errors, and these errors may alter the flow 
of the computation itself. Thus the object we abstractly imagine ourselves 
as computing, and the object we actually compute, may be quite different. 
Small errors may push us onto different branches of some logical tree, and 
lead to large deviations in the final result. 
However, it is possible to isolate and study in advance the difficulties 
caused by errors in numerical calculation. We can find out which quantities 
may be altered drastically and what other quantities will be nearly preser- 
ved. 
In what follows, we have two principles which will be used repeatedly in 
subsequent sections. The first, which we call “the standard error 
approximation,” turns difference-errors into errors as ratios. The second, 
which is where the decision making comes in, involves choosing the 
maximum of a computable finite string of real numbers. 
A computable real number can only be known to within arbitrarily close 
rational approximation. Recall the definition: a real number 6 is com- 
putable if there is a computable sequence of rationals {R, } and a recursive 
function e(n) such that m 2 e(n) implies IR, - 61 < lo-“. Thinking of the 
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computing process as a process (never completed, with ourselves always at 
some stage q), it is natural to introduce the following distinctions: 
6 (its true value) means 6, 
6 (as computed by us) means the rational approximation R, for 
suitable m; 
the error as estimated by US = lo-“. 
[Again, just as we never know 6 exactly, we cannot know the error exactly, 
but we have an effective upper bound for it.] 
Standard Error Approximation. Let 6 > 0 be a computable real. We say 
that a rational approximation (6 as computed by us) is within the “stan- 
dard error approximation” to 6 if 
(the error as estimated by us) < (l/1000). (6 as computed by us), 
whence 
(999/1000)(6 as computed by us) < (6 its true value) 
< (1001/1000)(6 as computed by us). 
Since 6 > 0, this clearly leads to an effective procedure. For as n -+ co, 
m 2 e(n), we have lo-” approaching zero, whereas R, + 6 >O. Thus we 
have merely to wait until 
lo-” (= error) < (l/1000) R,. 
Note that all of the quantities in this last equation are computed by us! 
The Standard Error Approximation for the Maximum of N Terms. Let 
6 Ir..., 6, be a computable string of nonnegative real numbers whose sum 
S = 6, + . . * + 6, > 0, although not all of the 6; need be positive. We are 
interested in the maximum 6, of 6, ,..., 6,. Now the presence of small errors 
means that we can approximate the maximum value of the 6’s to any 
arbitrary precision, but we cannot effectively find the index u for which the 
maximum occurs. What we find is an index i such that “6, is close to the 
maximum value dU.” Since all the procedures in the following sections 
hinge on this, we shall be especially careful at this stage. 
There are two points we must consider. First, since not all of the 6, are 
positive, we cannot merely extend the previous “standard error 
approximation” from 1 to N terms. Instead, we use the fact that the sum 
S > 0, and refine our errors until 
(all errors as computed by us) <A. !-. 
2Niib 
as computed by us). 
20 POUR-EL AND RICHARDS 
The “l/N’ accounts for the fact that the maximum 6, must be as/N, the 
“l/2” allows for the spread between ~5~ and 6,, and the “l/1000,’ gives the 
ratios 999/1000 and 1001/1000 as in the single-term approximation above. 
(See the application of this below.) 
The second point involves the interplay between the four different values 
listed below. The two known to us-namely the second and the fourth in 
the list--are precisely the two we do not want. The result we do want-the 
purpose of all this work-is the final formula in this section. 
6, (its true value) = the true maximum, 
6, (as computed by us) = our estimate of it, 
6i (its true value) = our “near maximum,” 
bi (as computed by us) = our estimate of it. 
Of course, 6, (as computed by us) 2 6, (as computed by us)-we do try 
to pick the best value. From the previous “standard error approximation” 
we have 
6i (its true value) > (999/1000). 6, (as computed by us), 
6, (as computed by us) > 6, (as computed by us), 
6, (as computed by us) b (1000/1001)~ 6, (its true value). 
Putting this together, effective criteria (based, of course, on the “as com- 
puted by us”) have lead to a bound on the true values. Thus our final result 
is 
hi (its true value) > (999/1001). 6, (its true value). 
In what follows, we shall use the above procedures over and over, simply 
referring to them by their name: “standard error approximation.” This 
avoids estimates which, if written out in detail, become excruciating. 
(III,*) (The construction of A,). Recall that, as sketched in (I)-(IV) 
above, it suffices to describe (in a manner uniform in n) the passage from 
the vector x, to the spectral value A,. The construction of the entire 
sequence {An > is then carried out by an effective process which returns to 
each x, infinitely often. 
We begin with the vector x,, which we consider as fixed. We shall con- 
struct a sequence of triangle functions {I,*} such that 
support(r: ) is an interval ZT of half-width 8 my; 
I,* 5 Iy*- , ; 
llr,*( T)(.x,)ll (its true value) 2 (1/3M). (l/toy). 
(*I 
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[The “1/3M” involves the support of the spectrum on C--M, M], and the 
“l/lOy” comes from the partition process. Actually, were it not for the 
errors in (III,*) above, we could achieve (1/2M). (l/P). The “3” and “10” 
instead of “2” and “8” allow for these errors (with considerable room to 
spare).] 
The construction of the T: is by induction. We postpone the construc- 
tion of T$ until later, and concentrate on the passage from T,*- , to T,*. 
After the (q - 1)st stage, we have selected T:-, , which is one of the 
functions 5qp ,,, defined in (II) and (II*). The support of ~3~~~ is an interval 
Zy*-, of length 2.8 ‘yP”. 
Now to begin the qth stage, we consider all the functions TV, whose sup- 
ports Z,; s I,*-, . Let us recall that: 
The supports of the tyi are overlapping intervals of length 2.8 q on a 
partition-grid in which the spacing is 8Py; each triangle function 5yi covers 
two intervals in the partition-grid. There are 16 of these (4th generation) 
grid intervals contained within Zy*- ,. Similarly there are 15 triangle 
functions ty, whose supports lie within Z:- , : if we write I:-, = I,- ,.i and 
set h = 8i, then the 5yi supported within Zy*--, are 
T 4.h 7 ,..., Ty./r+7. 
Now the key fact is that the triangle function T:-, decomposes into a 
linear combination of the above TV,, namely, 
T;-,(-d=; k,.,, -7(.d+b,,~(-d 
+ ..’ + 7 Tc,./, ,(x) + 8. T ,./z(-u) + 7 Tc,./,+ I@) 
+ “. +2’T,,,,+,(.~)+T,,,+,(.u)1. 
(See Fig. 1.) We note that, including the factor of l/S, the sum of the coef- 
-8 -7 -1 0 1 7 8 
FIG. 1. The decomposition of T:-, into the next generation of triangle functions rw. The 
figure is not drawn to scale. The large triangle has height 1 and half-width l/84-‘. The num- 
bers k = -8, -7,..., 7, 8 in the figure indicate the centers of the triangle functions rly, h+kr 
located at x=8-q(h+k). Here h=8i, where T:~,=T,-,,,. 
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licients of the TV; is 8. Hence if we could (absolutely, without error) deter- 
mine the u for which l~r,,(T)(x,)ll is maximal, we would have for this u: 
IlT,u(T)(X, )lt 2 $ lb,*- ,(T)(X, III. 
Now IIT,,( T)(x,)l] corresponds to 6, (its true value 
Using the standard error approximation, we 
(corresponding to ~5~ above) such that 
) in section (III,*) above. 
can find an index i 
IIT~J r)(x,)ll (its true value) > (999jlOOl) IIT~,(T)(x,)II (its true value), 
whence 
IIT~~(T)(x,)II (its true value) > (999jlOOl). 4. 11~~~ i(T)(?c,)l( (its true value). 
Note that the factor (999/1001). (l/8) > l/10 with room to spare. 
Thus the effective procedure for passing from T:- , to T: is. 
Compute rational approximations R, to II~,(T)(x,,)(I,h-7~j~h+7 
(with h as above), to within the standard error approximation. 
Take the i for which Rqi is maximal; in case of ties choose the smallest 
tying i. Let ty* = T+ be the corresponding triangle function, 
This carries forward the induction, preserving all of the conditions spectfied 
in (*) above. 
We still have to do the preliminary induction step in which we create T$. 
(This is the transition from q = - 1 to q = 0 in our indexing scheme.) At the 
initial (or first) stage, we do not use a triangular-shaped function. Instead 
we choose a trapezoidal function o(x), where a(x) = 1 on 
[-(IV- l), M- 11, and (T(X) drops linearly to zero at f M. (See Fig. 2.) 
Since [ - (M - 1 ), M - 1 ] contains spectrum(T), a(T) = identity operator. 
Also 
M-I 
a(x)= c Toi( 
i= -MCI 
-M -1 0 1 M 
FIG. 2. The decomposition of the trapezoidal function D into the zeroth generation of 
triangle functions rO,. Here the triangles have equal heights. The numbers k = ,,., - 1, 0, I,... in 
the figure indicate actual x-values . . . . x = -1, x = 0, x = l,.... 
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Then we choose z$ as that toi which maximizes I\T~~(T)(x,,)II, subject to the 
standard error approximation as above. 
Since there are (2M- 1) terms in this sum, if there were no errors we 
would achieve I[T$( T)(x,,)l( 2 1/(2M- 1). In fact, we have only asked for 
the bound 1/3M. The ratio 2/3 easily allows for the errors in the standard 
error approximation, together with the fact that the initial “unit vector” .Y, 
only has norm > 1 - (l/1000). 
Consequences of the Preceding Construction. In defining the sequence of 
triangle functions zt, we have completed the constructive aspect of the 
proof. Recall that we started with a fixed initial vector x,,, and that the my* 
also depend on n. 
We are now ready to define the sequence {L, }. Then we will prove 
Theorem 2. The proof of Theorem 1 (including step (IV*): “Not an eigen- 
value!“) will follow the proof of Theorem 2. 
Recall that I,* denotes the support of 7:. 
LEMMA 2. As q + co, the nested intervals I,* 2 I: 2 . 2 I,* 2 . . . con- 
verge to a single real number 1, (depending on the initial x,,). The sequence 
{ 1, } is computable, uniformly in n. 
Prooj First, the intervals I,* = I,*(n) are constructed by a uniform 
recursive process starting with the original x,, and the sequence (x, } is 
computable. Second, the interval Z,*(n) has half-width 8--y, independent of 
n. Clearly these half-widths approach zero effectively. 
LEMMA 3. The number I,, E spectrum( T). 
Proof Since Ilzd( T)(x,)ll > 0 for all q, spectral theory tells us that there 
must be at least one point of spectrum(T) in the interval 1: = support( 
Since the point 1, is the common intersection of the Z,*, the result follows 
from the fact that spectrum(T) is a closed subset of [w. 
LEMMA 4. The sequence { 1, } is dense in spectrum(T). 
Note. The sequence {A, > need not approach its limit points effectively. 
For as we show in the converse part of Theorem 2 below, any computable 
{A,, } can occur, and such sequences need not approach all their limit 
points effectively. 
Proof: Take any I~spectrum(T) and E>O. We shall prove the 
existence of a A, such that 11, - A, 1 < E. 
From the spectral theorem (cf. Appendix 2), the open interval (2 -c/4, 
1+ ~14) corresponds to a projection E,, ~E/14,;.+8,4, onto a nonzero subspace 
HO = Ho - .c/4.2 +c/4 1. 
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Let y be any unit vector in H,,. Take q so that 8 p4 < ~/4. Recall that the 
sequence of vectors {x, } is dense on the unit sphere of H. Hence there 
exists an X, such that 
lx,-yll < (1/3M).(l/l@9. 
It is here that we need the explicit bound given in (*) above, namely that 
We want to show that the interval I,* = support(s,*) intersects (A -&/4, 
1, + E/4). 
Suppose not. Then since y E Ho, and H, is the subspace corresponding to 
(A -~/4, /z + ~/4), spectral theory tells us that f,*(T)(v) = 0. Now write 
z=x,--J?, so that 
x, = y + z, 
llzll <(1/3M)~(l/10Y), 
On the other hand, since the function T* has sup norm, 
max((t$(x)j: XE [w) = 1, the operator r,*(T) has nor& 5 1: hence 
This contradicts the last two inequalities above. 
So Zt does intersect (,?. - ~14, 1” + ~14). Since I$ has width 2.8 -ii < ~12, 
and since i,, E I,*, we deduce )A - A,, I 5 3~14 < E, as desired. 
This completes the proof of Theorem 2-or, more precisely, of the 
positive parts (i) and (ii) of Theorem 2. Part (iii), a counterexample, will be 
given in due course. 
(IV*) (Eigenvalues). We must show that the previous construc- 
tion-which we are not at liberty to alter-gives a criterion for the eigen- 
values. As suggested in (IV) above, the criterion is the following. 
Fix a vector x, and consider the corresponding I,. We declare “Not an 
eigenvalue!” for the index n if, at any stage (say the qth stage) in the 
process (III, *), we have 
llz,*( T)(,u,)ll (as computed by us) < $. 
If this happens, for any q = 0, 1, 2,..., the index n is discarded forever from 
the “eigenvalue” list. More precisely, the integer n is added to the recur- 
sively enumerable set A. 
(Of course, as noted in (IV) above, the value I, may reappear as A, for 
some m>n.1 
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LEMMA 5. If i = 1, is not an eigenvalue of T, then the declaration “Not 
an eigenvalue!” will eventually be made for n; that is, n E A. 
Proof: Let H, be the subspace corresponding to the interval 
(2 -E, J. + E). Since 2 is not an eigenvalue. spectral theory tells us that 
and moreover the projection of any fixed vector x,, on the space H,, 
approaches zero as E --+ 0. 
Choose E > 0 so that the orthogonal projection 2 of x,, on H, satisfies 
1/~\1 < l/10. Write JJ = X, -2 so that 
x, = J’ + z, 
J’ 1 H,, 
~I:11 < l/10. 
Take q so that 2.8 mmq < E. Then the interval rJ = support(r,*) is contained 
in (A -6, i + E). Therefore rS( T) vanishes on the orthogonal complement of 
H,; in particular, r:(T)(y) = 0. As before, since the sup norm of rf is 1, the 
operator s:(T) has norm 5 1. Hence 
ll~,*UW,)ll = Ill:// 5 I/=I/ < l/10. 
These estimates refer to the true values. The values “as computed by us” 
differ a little from the true values. As we saw in section (III,*), the 
increase/decrease is dominated above/below by the factors (1000/999) and 
(1000/1001), respectively. Here we use the upper bound (1000/999). Now 
(1000/999)( l/10) < (l/8), so 
llr:( T)(x,, )I1 (as computed by us) < l/8, 
as desired. Q.E.D. 
The converse of the preceding lemma is false (essentially because the vec- 
tor x,, may point in the wrong direction). However, we have: 
LEMMA 6. Let i be an eigenvalue of T, let x be a unit eigenvector 
corresponding to 1, and suppose that llx,, -XII < l/1000. Then for all q, the 
eigenvalue II lies in the interval 
T:(A) 2 l/8, 
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which implies that I, = il. Furthermore the norm 
Ilt~(T)(x,)ll (as computed by us) 2 l/S. 
Proof. Before we come to the proof itself, there are some tedious details 
regarding errors which we must consider. In section (III,*), we took great 
pains to express our errors as ratios-this was necessary for the proof of 
Theorem 2. Here it turns out that we want the errors as differences. To 
unscramble this requires two steps, which for the sake of completeness we 
give. 
1. ilrJT)(x,)ll < lOOl/lOOO. This follows since (zVil < 1, whence the 
operator norm llr,i(T)II < 1, and the vector x, satisfies (Ix, I/ < lOOl/lOOO. 
2. By (III,*), the norms as computed by us are bounded between 
[(1000/1001)(the true norms)] and [(1000/999)(the true norms)]. 
Thus the difference 
( (true norm)-( norm as computed by us) 1 
< (1000/999 - 1 )( 1001/1000) < 2/1000. 
Now we are ready to address the main points of the proof. As before, let 
z=x,-xx, so that 
x,=x+z, 
llzll < l/1000. 
Again we use the fact that the operator r,*(T) has norm 5 1. 
Since x is an eigenvector for 1, it belongs to the subspace HIj,) 
corresponding to the one-point set {I}. Hence for any Bore1 function cp, 
cp( T)(x) = ~(1). x. In particular, for ryi we have (since llxll = 1, and zyi 10) 
Now since x, = x + z, z&T) has norm 5 1, and llzll < l/1000: 
- l/1000 < \lz,;( T)(x,)II - Ql2) < l/1000. 
The above refers to true values. Adding this new error of l/1000 to the 
error of 2/1000 which we derived before, we have 
I [ IlzJT)(x,)(I (as computed by us)] - z+(A)1 < 3/1000. 
Thus, to within an error of 3/1000, the function-value rqi(A) expresses the 
thing we compute (or estimate), namely Ilz,i(T)(x,)ll (as computed by us). 
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Recall that the construction in (III,*) involved choosing i so that 
Ilr,i(T)(x,)/I (as computed by us) was maximal. 
Now the crux of the argument hinges on the geometry of the triangle 
functions ryi. Recall that we consider only those r,, whose supports 
Zqi 5 I,*-, . At stage q, the interval I,*- , is divided into 16 subintervals of 
length 8 py. The zyi have overlapping supports of length 2.8 py in a pattern 
which is just a miniaturization of the sequence 
C-6 -61, C-7, -51, C-6, -4],..., [S, 73, [6, 81. 
By induction, we can assume that the lemma holds for q - 1; in par- 
ticular,that r* q~ 1(11) 2 l/8. This means that the eigenvalue 1 does nor lie in 
either of the two outermost subintervals (in the partitioning of I,*-, into 16 
parts). This means in turn that there is some index u such that 
Tyu(j.) 2 l/2. 
Of course, because of the nuisance associated with the “errors,” we cannot 
find the index u effectively. We do not need to. We have, by the error 
bound of 3/1000 derived above, 
1 3 
Ilr,,(T)(x,)II (as computed by us) >--- 
2 1000’ 
This still does not enable us to find U; what we find is the index i for which 
IlT,i(T)(x,)ll (as computed by US) is maximal. Obviously this maximal 
value also exceeds (l/2) - (3/1000). Now going backwards to r+(L) we pick 
up an additional error of 3/1000. Thus for the zf = zyi which we actually 
pick 
t,*(A) > l/2 - 6/1000. 
Since (l/2) - (6/1000) is easily greater than l/8, this proves the required 
inequalities for r,*(L) and Ilz,*(T)(x,)ll. 
Finally, A, is determined as the point at the common intersection of the 
intervals I,*. Since 1 E I,* for all q, 1, = A. This proves the lemma. 
This completes the proof of Theorem 1. More precisely, the two 
preceding lemmas give Theorem 1, part (ii): that the set of eigenvalues 
coincides with {An: n $ A}. Part (i), that each eigenvalue is computable, is 
an immediate corollary. 
We turn now to the counterexamples required for the converse parts (iii) 
of Theorems 1 and 2. These show that the constructions given above are 
best-possible, in the sense that any set of real numbers which satisfies the 
conclusion of Theorem 1 or 2 can actually occur as the (set of eigen- 
values/spectrum) of an effectively determined bounded self-adjoint 
operator. 
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Counterexample Delimiting Theorem 2. Let { ;1,, } be any bounded com- 
putable sequence of real numbers. Then there exists an effectively deter- 
mined, bounded self-adjoint operator T whose spectrum is the closure of 
{A,, } in R. We construct T as follows. 
Let {e, } be a computable orthonormal basis for H. In terms of this 
basis, we define T by the matrix 
T- 
Then Te, =&en, whence the sequence { Te, } is computable. The eigen- 
values &E spectrum(T), and since spectrum(T) is closed, the closure of 
{A,, } is a subset of spectrum(T). To show that closure{& } = spectrum(T), 
consider any real number c1 #closure{ I,, }. Then the sequence of numbers 
{l/(1,, -M)} is bounded; these numbers form the elements of the diagonal 
matrix for (T-LYI)~‘. Hence (T- orl) ~ ’ exists and is bounded, i.e., 
a 4 spectrum(T). 
Counterexample Delimiting Theorem 1. Let {A,, > be any bounded com- 
putable sequence of real numbers. Let A be any recursively enumerable set 
of natural numbers. Then there exists an effectively determined, bounded 
self-adjoint operator T such that the set of eigenvalues of T coincides with 
the set {A,,:nEN---A). 
This construction is an extension of the preceding one, but is a little 
more complicated. We let H be a countable direct sum of spaces H, 
isomorphic to L*[ - 1, 11. As an effective orthonormal basis {en,,, }, we let 
e nm be the function on the nth copy of L2[ - 1, l] given by 
e,,(x) = (l/&) enim;, m = 0, * 1, *2 ,.... 
As a preliminary step, we let To be the operator defined by 
T,x = ,4,x for XEH,. 
That is, T,, restricted to the nth copy of L2[ - 1, 1 ] coincides with mul- 
tiplication by the constant L,. This gives 1, as an eigenvalue of T,. 
Now the idea is that, by perturbing T,,l H, ever so slightly, we can 
destroy the eigenvalue 2, and produce a narrow band of continuous 
spectrum instead. This perturbation can come at any stage; the later it 
comes, the smaller it will be. 
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Here are the details. Let a(k) be a recursive function which enumerates 
the set A in a one-to-one manner. We begin with the operator r, defined 
above. At the kth stage, we introduce the following perturbation. Let Tk 
denote the operator as it stands before the kth stage. Then to define Tk + 1 
we set 
T k+l - - T, on the orthocomplement of Hu(k) in H. 
On ffu,/+ we replace 
Tk = multiplication by the constant &,(k) 
T k + , = multiplication by the function %,,,, + 10 ~ k.~. 
The new operator T,, , on H,,,, has the form 
Tk, I [t-(-y)] = (a + b-x) .f@), 
where a = A@), b = 10ek # 0. It is well known that such an operator has 
only continuous spectrum, and no eigenvalues. 
(The spectrum of Tk + , on HUtkj coincides with the range of (a + bx) on 
[ - 1, 11, i.e., with the interval between 1 uCk) + 10 -k. Thus the eigenvalue 
1 u,k, is replaced by a patch of continuous spectrum with a band width of 
2. 10-k.) 
Since I/ Tk - Tk+, 11 S lo-“, the operators Tk converge effectively and 
uniformly to a limiting operator T. Hence by the limit axiom, T is effec- 
tively determined. Finally, the eigenvalues of T are precisely the set of A,, 
nor destroyed, i.e. {A,: n $ A }. This completes the example, and finishes the 
proofs of Theorems 1 and 2. 
3. NORMAL OPERATORS 
Theorems 1 and 2 extend mutatis mutandis to bounded normal 
operators. This extension is needed for the unbounded self-adjoint case. 
We recall that included in Theorems 1 and 2 were counterexamples 
showing that the theorems are best-possible. We shall dispense with further 
counterexamples and concentrate on the positive aspects. Thus we have: 
THEOREM 3. Let T: H -+ H be a bounded normal operator. Suppose that 
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T is effectively determined, Then there exists a computable sequence (,I,, } of 
complex numbers, and a recursively enumerable set A of integers such that 
each A, E spectrum(T); 
the spectrum of T is the closure in 62 of the set (1, }; 
the set of eigenvalues of T coincides with (2, : n E N - A}. 
Before we come to the proof of Theorem 3, we need the following. 
PROPOSITION. Let T H + H be an effectively determined bounded normal 
operator. Then the adjoint T* is effectively determined. 
Proof We begin with two preliminary steps. First, we need an effective 
recipe for computing the inner products of computable vectors and sequen- 
ces of vectors. This follows from the norm axiom, via the identity 
(u, ~)=(1/4)[I~u+v~~~- I/u-v(12 + i I(u+iu/1*--i )lu-iv112]. Second, we 
need a computable orthonormal basis for H. We use the Gram-Schmidt 
formula: if fi,..., fk are orthonormal and e is any vector, then the 
orthogonal component e’ = e - (e, fl ) fi - . . . - (e, f,) fk. Now starting 
with an effective generating set {e, ) (whose elements need not be linearly 
independent), we use the following process. At stage n, suppose that our 
orthonormal basis has k elements f,,..., fk. For the first (n + 1) vectors 
e,,..., e, we compute the orthogonal components e: as above. Then we com- 
pute the norms Ile:ll, 0 5 is n, to within an error of l/2”. If one of these 
norms Ile:II, as so computed, is greater than l/2”, then we know that e: is 
not zero, and we set fk+ 1 = i e’/lle:I\. In case several e: lit this condition, we 
select only one: that with the smallest i. When no e;. lit, we do nothing. 
Then we go on to the (n + 1)st stage. 
Now we come to the body of the proof. We wish to show that T*x is 
computable if x is. It will be obvious that the process is effective, uniformly 
for computable sequences {xn }. Because T is normal, II TxlJ = )I T*xll for all 
x, since II Tx(l ’ = ( T* TX, x) = ( TT*x, x) = 11 T*xll 2. Now take a computable 
orthonormal basis (f, } for H. Since T is effectively determined, we can 
compute the sequence (c, > of “Fourier coefficients” of T*x: namely 
c,,, = (T*x, f,,,) = (x, Tf,,,). Thus x7=“=, ci fi is a computable sequence with 
norms (Zr=“=, lcil ) . 2 ‘I2 The norms form a nondecreasing sequence whose 
limit is (CEO lciJ ) . 2 iI2 Furthermore this limit-which equals (/T*x(l-is 
computable. Hence the sequence IICy=“=, cifi )I converges recursively to 
)I T*xll. Thus IICyC0 cifi- T*xll converges recursively to zero. By the limit 
axiom, T*x is computable. 
Proof of Theorem 3 
The proof follows so closely the proofs of Theorems 1 and 2 that it is 
pointless to give it in detail. Instead we list the few modifications which are 
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necessary in order to pass from the bounded self-adjoint to the normal 
case. 
First, and obviously, we use the spectral theorem for bounded normal 
rather than bounded self-adjoint operators. Here the spectrum of T is a 
compact set in the complex plane rather than the real line. All of the 
(minor) modifications in the proof are consequences of this circumstance. 
We now list these modifications, with reference to the places in the proofs 
of Theorems 1 and 2 where they occur. 
( Weierstrass approximation theorem in step (III,*).) Instead of 
polynomials in the real variable 1, we use polynomials in the two complex 
variables 1 and I. We recall that, in the operational calculus, 1 corresponds 
to T and ;Z corresponds to T*. For the Weierstrass theorem, we note that 
an arbitrary polynomial in x = Re(L), y = Im(L) can be written in terms of 
1 and X: x = (;1+ X)/2, y = (A- ;Z)/2i. 
(The two-dimensional grid). As before, we partition our intervals into 
eight parts at each stage. However, here the spectrum of T is complex. 
Thus we have a two-dimensional grid on which each square is partitioned 
like a chessboard into 64 squares. This happens at each stage, so that after 
q stages the number of squares is multiplied by 64Y. 
(The “trianglefunctions” ~,,~(x) in step (II*).) Since the spectrum of T is 
complex, we need functions of two real variables x, y. We set 
z,&x, y) = zy,(x) tti( y), - gYM < i < gYM, - 8“M <j < gyM. 
In step (III,*) we had the decomposition identity 
T,-&)=$, i @- Ijl).z,.,+,(x), where h = 8i. 
,= -7 
(Thus, as we recall, the coefficients go 1, 2, 3 ,..., 7, 8, 7 ,..., 3, 2, 1.) Now by 
the distributive law, the product zyP i.;(x) zyP ,,,J y) decomposes into a 
linear combination of terms TJX) z,,(y), where 
For the sake of completeness, we check that the factor 64“ mentioned 
above is correct. Consider the passage from q - 1 to q. The function 
ty- ,,Jx, y) is a linear combination of products z,,(x) t,,(y). The sum of 
the coefficients is 
0 f * [1+2+ ... +7+8+7+ ... +2+ l]2=$4.642=64. 
607/63/l-3 
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Thus the largest of the lIrq,(x) r,,(~)(T)(x,)l( must be 2 1/64th the size of 
the corresponding term for q - 1. The possible “errors” in our computation 
(cf. step (III,*)) are handled as before. 
In particular,the true lower bound of ( 1/2M)2. (l/64”) is replaced by 
(1/3M)’ * ( l/lOOy) to allow a margin of error. 
(Step (IV*), “Not an eigenualue!“) We examine the crucial Lemma 6 in 
(IV*). In the proof of this lemma we had the step: “There is some index u 
such that r,,(n) 2 l/2.” Now, because of the two-dimensional picture, the 
corresponding statement becomes: There is some pair of indices U, u such 
that r,,,(n) 2 l/4. In the previous proof, we went from l/2 down to l/S; the 
exact size of these constants did not matter: only the fact the second was 
strictly less than the first. Here we can go from l/4 to l/8, so the constant 
l/8 still suffices in the complex case. 
This completes our listing of the modifications. 
4. UNBOUNDED SELF-ADJOINT OPERATORS 
Let T: H+ H be an unbounded self-adjoint operator. It is well known 
that N= (T- i))’ exists and is a bounded normal operator. Furthermore, 
the function w(z) = (z - i)-’ maps spectrum(T) onto spectrum(N) (with 
OE spectrum(N) if and only if T is not bounded). Likewise, w(z) maps the 
set of eigenvalues of T onto the set of eigenvalues of N. Of course, w(z) has 
the computable inverse z = (1 + iw)/w. 
Thus, in the classical (noncomputable) case, the theory of unbounded 
self-adjoint operators reduces to that of bounded normal operators. A com- 
putable treatment of the spectrum for bounded normal operators has been 
given above. In this section, we extend this treatment to unbounded self- 
adjoint operators. 
Let X be any Banach space with a computability theory. We recall that a 
closed operator T is effectioely determined if there is a computable sequence 
of pairs {(e,, Te, )} which spans a dense subspace of the graph of T. In this 
situation, we also say that {e, } is an effective generating set for T. 
The following two propositions will be needed in the sequel. The second 
may be of independent interest. 
PROPOSITION. Let T be effectively determined, and let (e, > be an effec- 
tive generating set for T. Let a be a computabie real or complex constant. 
Then the operator T+ a is effectively determined, and {e, } is an effective 
generating set for T + a. 
Proof: Clear. 
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PROPOSITION. Let T: X + X be effectively determined, and let (e, } be an 
effective generating set for T. Suppose that T-’ exists and is a bounded 
operator. Then T-’ is effectively determined. 
Proof. Since T- ’ is bounded, it suffices to compute T- ‘e, for any effec- 
tive generating set {e, }. We show how to compute {T-lx,, } for any com- 
putable sequence {xn } (thus, in particular how to compute { T-‘e,, }). To 
do this we show how to compute T-lx for any computable x; it will be 
obvious that our procedure extends effectively to computable sequences 
{X” 1. 
Since T-l exists as a bounded operator, the range of T is the whole 
Banach space X. That is, the projection of the graph ((u, v): v = Tu > onto 
the v-coordinate is the whole space X. Let v =x, so that u = T-lx. Now to 
compute u effectively, we proceed as follows. 
Let A4 be an integer such that 11 T-‘1) CM. Let {pi) be an effective 
listing of all (real/complex) rational linear combinations of the e,. By 
hypothesis, the set of pairs (p,, Tp,) is dense in the graph of T. Hence for 
any k there exists an i such that 
IIP~-~I + IITP;-~I < 10PklM. 
In particular 
I/ Tp,- VI/ < 10Pk/M. 
Now to compute u = T-‘x to within an error < lo-&, we set v = x, and 
then wait until a pi shows up such that II Tpi-- xl1 < 10Pk/M. Then since 
llT~‘ll <M, /lpi- T-‘xll < 10-k. The u-coordinate pi is our desired 
approximation to T- lx. 
Now we return to the case of unbounded self-adjoint operators on a 
Hilbert space H. Our main result is: 
THEOREM 4. Let T: H + H be an effectively determined unbounded self- 
adjoint operator. Then there exists a computable sequence (1, ) of real num- 
bers, and a recursively enumerable set A of integers such that 
each II,, E spectrum(T); 
the spectrum of T is the closure in R of the set { 1, }; 
the set of eigenvalues of T coincides with (1, : n E N - A >. 
[Thus our main results extend to the case of unbounded self-adjoint 
operators.] 
Proof We combine the two propositions above with Theorem 3 (nor- 
mal operators). Since T is self-adjoint, the operator N= (T-i))’ is boun- 
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ded and normal. From the two propositions above, we see that N is effec- 
tively determined. Now we apply Theorem 3 for normal operators. This 
asserts that there is a computable sequence of complex numbers {pL, > 
which is dense in spectrum(N) and such that the eigenvalues of N consist of 
{p,, : n E N - A } for some recursively enumerable set A. 
[It may be useful to note that spectrum(N) lies in the circle 
{ lz- (i/2)1 = l/2}, w  ic is the image of the real line under the transfor- h h 
mation ~(2) = (A- i))‘.] 
Since N = (T - i) ~ I, T = N- ‘( 1 + iN). The spectrum/eigenvalues of N are 
mapped onto those of T by the function ;1= (1 + ip)/p. We observe that 0 is 
not an eigenvalue of N (else T- i would map zero onto a nonzero vector). 
However, since T is unbounded, 0 E spectrum(N), and 0 is a limit point of 
the spectrum of N. 
We have to deal with the possibility that some of the p,, = 0. We simply 
delete these p,, . The set B of n for which CL, # 0 is recursively enumerable 
(although perhaps not recursive). We keep {pn: n E B}. The set A is 
replaced by A n B. Since 0 is a limit point of the spectrum, the set 
{pn: pn # 0} is still dense in spectrum(N). Finally, the computable function 
n(p) = (1 + ip)/p maps spectrum(N) - { 0} onto spectrum(T), and maps the 
eigenvalues of N onto the eigenvalues of T. Hence the sequence 
{A?=(1 +&J/P,. . n E B} fulfills the conditions of the theorem. Q.E.D. 
In the Introduction, we promised to provide a converse to this theorem. 
The converse asserts that every set which is the closure of a computable 
sequence of reals {I, } occurs as the spectrum of an effectively determined 
self-adjoint operator, and every set of the above form { 2, : n E N - A } 
occcurs as the set of eigenvalues for such an operator. 
Examples proving this for the bounded case were given in Section 2. To 
extend these examples to the unbounded case, we merely drop the 
requirement-made above-that the sequence {II, } be bounded. 
5. A NON-NORMAL OPERATOR WITH A NONCOMPUTABLE EIGENVALUE 
In previous sections, we have shown that the eigenvalues of an effectively 
determined self-adjoint or normal operator are computable. Since we use 
the spectral theorem, our proofs were closely tied to the assumed self- 
adjointness/normality of the operator T. This restriction is necessary, as we 
now show. 
THEOREM 5. There exists an effectively determined bounded operator 
T: H + H (not self-adjoint or normal) which has a noncomputable real num- 
ber u as an eigenvalue. 
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Construction for Theorem 5. As in previous examples, let a: N + N be a 
recursive function which enumerates a recursively enumerable nonrecursive 
set A in a one-to-one manner. Let {e, > be a computable orthonormal basis 
for H. 
To define T, it suffices to give the value of T(e,) for all n. We must also 
verify that the operator so defined is bounded. Finally we must identify the 
eigenvector which has a noncomputable eigenvalue. We define, for each n, 
e, + lop”‘“‘. C lOPuCk’ ek 
k=O 
Write T= T, + T2, where T, and T2 correspond respectively to the first 
and second terms in the above expression for T(e,). Then T1 is a bounded 
self-adjoint operator: in terms of the basis (e, }, it corresponds to a 
diagonal matrix with the bounded sequence of eigenvalues (C; 100P”‘k’}. 
For T, we reason as follows. The vectors C;;-’ 10PU(k) ek are bounded in 
norm by C 10-“‘k’~ 10/9. Hence for each n, lITz(e,)il 5 (10/9). lo-“‘“‘. 
Take an arbitrary vector x: 
x= f c,e,. 
n=O 
Since (e,,} is an orthonormal basis, the norm llxll is just the 12-norm of the 
sequence {c, }. Now 
IIT,xll 5 f Ic,I IIT2e,II S (10/S) f Jc,I . 10p”‘“‘. 
II=0 ?I=0 
Since {lo-“‘“‘} is an I2 -sequence, it follows from the Schwarz inequality 
(for sequences) that T, is bounded. Hence T= T, + T2 is bounded. 
Now we show that the vector 
f 10-d’ ek 
k=O 
is an eigenvector with the eigenvalue 
cI= f  l~-u(kl 
k=O 
First we note the identity 
T f 10P”‘k’ek 
k=O 
I=( jJ 10Wucki>~( i lO-““)e,). 
k=O k=O 
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This follows by induction on n, since 
e,] = jJ 100p”(k’ 
( 
” -- 1 
T[ lo-“‘“’ . 10-U’“’ e, + 100P”‘“’ 1 l0-“‘k’ ek. 
k=O k=O 
Letting n + 00, we deduce that 
T -f 10--4k) 
ek 
k=O 
]=( f 100eu(kl).( f 10piii*lek). 
k=O k=O 
Finally, the eigenvalue a = Cr 100-“‘k’ is not a computable real. 
Note. These last few steps show why it is vital that the operator T be 
not normal. For we have actually found a sequence of eigenvectors 
{C;=, 10-U(k’ e,}, all very close together and converging to c; 10pu’(k) ek, 
which have the slightly different eigenvalues C;l-=o 100P”(k’. With a normal 
operator, distinct eigenvalues would force the vectors to be orthogonal and 
not close together. 
6. CREATION AND DESTRUCTION OF EIGENVALUES 
It is well known that eigenvalues of self-adjoint operators can be instan- 
taneously created and annihilated. Namely, let T, be a family of bounded 
self-adjoint operators depending continuously (in operator norm) on a 
parameter E. Despite the continuous dependence on E, the behavior of the 
eigenvalues can be highly discontinuous. Since discontinuities often lead to 
noncomputability, it may seem curious that-as we proved above-the 
eigenvalues are computable. 
In the example which follows, we shall give an effectively determined 
continuous family of bounded self-adjoint operators T, with the following 
properties. The operator To has a unique eigenvalue 2 = 0. However, for 
every small E > 0, T, has no eigenvalue near zero, but does have eigen- 
values near + 1. 
EXAMPLE. Let H be the direct sum of L’[ - 1, 1 ] and an element 6 of 
norm one generating a one-dimensional Hilbert space (6). We express 
functions in L2[ - 1, l] by the letters f, g, h,.... We define the operator T, 
on H by setting 
T,C.f(x)l=xf(x)+~f f(xIdx.6, -1 
T,[S]=E.~ (a constant function on [ - 1, 1 ] ). 
We readily verify that T, is self-adjoint. 
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Now for E = 0, T has the eigenvalue 0 with eigenvector 6. 
We shall show that for all sufficiently small E > 0, T, has an eigenvalue of 
multiplicity one located near each of the points J = kl, and no eigenvalue 
near 0. Thus the eigenvalue 0 is destroyed, whereas ,I near ) 1 are created. 
Take E > 0. Then any eigenvector of T, must involve 6, and multiplying 
by a scalar, we may assume that the eigenvector has the formf(x) + 6. Let 
d be the associated eigenvalue, so that 
TeCf(x) + 61 = W(x) + 61. 
Using the definition of T,, and equating the L*[- 1, l] and (6) com- 
ponents, we have 
From the first equation, 
f(x) = --E/(x - A), 
and from the second equation 
-E2 I ’ dx -= *. ~ I x - 1. E 
We ask: For which values of 1 can these equations be satisfied and give 
an L* solutionf(x). All values 1 E [ - 1, l] are ruled out, since the function 
f(x) = --E/(X - 1) is not L* on [ - 1, 11. Thus we need examine only A> 1 
and A < -1. We consider 2 > 1; the other case is similar. For 2 > 1, the 
function f(x) is L* on [ - 1, 11, and so we need only consider whether or 
not the above equations are satisfied. We claim that, for each E > 0, there is 
a unique ;I > 1 which satisfies the last displayed equation above. Further- 
more, 1 J 1 as E + 0. To see this, we rewrite the displayed equation as I d.x - ri s - ,x -l =-F 
Fix any E > 0. Then as d 11, the integral above decreases to - co, whereas 
the fraction increases to- l/s’. Hence, by the intermediate value theorem, 
there is a unique solution 2. 
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APPENDIX 1: BASIC NOTIONS OF RECURSIVE ANALYSIS 
We assume as known t.he definition of a recursive function from the 
natural numbers N into N, or from lVy into N. Then a sequence {r, } of 
rational numbers is called computable if there are recursive functions a(n), 
b(n), and s(n) with b(n) # 0 such that 
0) 
rn = ( - 1 y(n) -. 
b(n) 
A real number tx is called computable if there is a computable sequence of 
rationals (r, > which converges effectively to 0~; this means that there is a 
recursive function e(k) such that 
mze(k) implies la-rr,( < 10-k. 
Similarly, a sequence of real numbers (cl,, > is called computable if there is a 
computable double sequence of rationals {r,, } which converges to CI, as 
m -+ co, effectively in m and n. Here the “effective” convergence means that 
there is a recursive function e(n, k) such that 
m 2 e(n, k) implies 1~1,~ - r,,I < 10ek. 
Of course, a sequence of complex numbers is called computable if its real 
and imaginary parts are computable. 
We now come to the notion of a computable function of a real variable. 
This concept was defined by Grzegorczyk and Lacombe in the 1950s 
[S, 6, lo]. The definition which they gave was very satisfying from the 
foundational point of view: it was based on Kleene functionals on functions 
from N into N. Unfortunately, the definition is not well adapted to work in 
analysis. Several equivalent definitions have been given [S, 6, 123. The 
following [12] is particularly well suited to the work in this paper. 
DEFINITION. Let I= [a, b] be a closed interval in R’ with computable 
endpoints. A function f: I+ R’ is called computable if there is a computable 
sequence of polynomials p,(x) which converges effectively to f in the 
uniform norm. More precisely, there exist recursive functions d(m), e(k) 
and a computable double sequence of rationals (rmj } such that 
d(m) 
Pw(x)= C rmjx'9 
j=O 
and 
m 2 e(k) implies 1 f(x) -p,(x)1 d 10Pk for all x. 
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Similarly we define a computable function f: I, -+ R’ (where Iv is a com- 
putable rectangle in R4) in terms of computable polynomials in q variables. 
Likewise a sequence of functions {f, } . IS computable if there is a com- 
putable double sequence of polynomials {p,, } such that, as m + 00, the 
uniform norms 11 f, -p,,,,, 11 grJ -+ 0, effectively in m and n. 
For further work in recursive analysis cf. [ 11, 13-l 5, 191. 
APPENDIX 2. THE SPECTRAL THEOREM 
Proofs of the spectral theorem are given in many sources; see, e.g., 
[4, 7, 171. Here, for the convenience of the reader, we list the facts 
associated with the spectral theorem which are used in this paper. 
Let T be a bounded self-adjoint operator on a Hilbert space H. Then the 
spectrum of T is a compact subset of the real line. Associated with T there 
is a “spectral measure,” whose domain is the set of all Bore1 subsets B of R, 
and whose range is a certain set of orthogonal projections E, onto closed 
subspaces H, of H. The spectral measure has the following properties: 
(1) (additivity). If the Bore1 sets B, C are disjoint, then H, I H, and 
H BUc= H,@ H,. Likewise, EBuc= E,+ E,.. 
(2) (support in spectrum(T)). For the set S = spectrum(T), H, = H, and 
for any set C disjoint from S, H, = { 01. 
(3) (invariant subspace). Every H, is invariant under T: ?r E H, implies 
TXE H,. 
(4) (approximate eigenvectors). If B is the interval [;1- E, 1+ E], and 
x E H,, then I/ TX - 1x11 GE 11x11. 
(5) (countable additivity). If B,?B,z . ..and B=nB,,, then 
H, = n;=, H,. Also, for any vector .Y E H, 
E,(x) + EAx) in norm as n + co. 
(6) (eigenvalues). Fix a real number A: the set of eigenvectors of T with 
eigenvalue II coincides with the subspace H{,). Thus a number A is an 
eigenvalue of T if and only if, for the singleton set {E.), Hii.) # (0). 
(7) (spectral values). A number ,J E spectrum( T) if and only if, for every 
E > 0, 
H (A-c,j.+E] # {O}. 
The Operational Calculus. Associated with the spectral measure is an 
“operational calculus.” This is a mapping from bounded real-valued Bore1 
functions cp to bounded self-adjoint operators q(T). It has the properties: 
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(8) (c~+$NT)=cp(T)+ti(T) and (c~.ti)(T)=cp(T).IC/(0 
(9) If cp(l) = 1, then q(T) = 1 (identity); If ~(1) = A, then q(T) = T. 
(10) Ilcp(T)IIBsu~{Icp(~)l:~~spectrum(T)}. 
(11) If support n B = 0, then cp( T)(x) = 0 for all x E H,. 
(12) If x is the characteristic function of a Bore1 set B, then x(T) = E,. 
Normal Operators. The spectral theorem extends mutatis mutandis to 
bounded normal operators T. The only difference is that here spectrum(T) 
is a subset of the complex plane. The function cp(A) = I still corresponds to 
T (cf. (9) above), and we have the additional identity 
G(T)= CdT)l*. 
Unbounded Self-Adjoint operators. These are slightly more subtle, since T 
is not everywhere defined. The domain of T is a dense subspace. The key 
fact which we need is: 
Let T be a (possibly) unbounded self-adjoint operator. Then (T- U) 
maps domain(T) onto the entire Hilbert space H, and N = (T - iZ)- ’ is a 
bounded normal operator on H. The function ~(1,) = (A - i)-’ maps the 
spectrum/eigenvalues of T bijectively onto those of N. The number 0 is not 
an eigenvalue of N; 0 lies in the spectrum of N if and only if T is unboun- 
ded. 
Notes. The statements (a) and (b) in the preliminary (sketch) proof of 
Theorems 1 and 2 are consequences of (5), (6) and (7). In the detailed 
proof, (5), (6) and (7) are used-for the treatment of eigenvalues/ 
spectrum-in parts (IV*) and (III, *) of Section 2, respectively. The 
operational calculus for polynomials in (III:) is based on (8) and (9). The 
facts (10) and (11) are used repeatedly. 
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