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Several complex systems can be modeled as large networks in which the state of the nodes contin-
uously evolves through interactions among neighboring nodes, forming a high-dimensional nonlinear
dynamical system. One of the main challenges of Network Science consists in predicting the impact
of network topology and dynamics on the evolution of the states and, especially, on the emergence
of collective phenomena, such as synchronization. We address this problem by proposing a Dynam-
ics Approximate Reduction Technique (DART) that maps high-dimensional (complete) dynamics
unto low-dimensional (reduced) dynamics while preserving the most salient features, both topo-
logical and dynamical, of the original system. DART generalizes recent approaches for dimension
reduction by allowing the treatment of complex-valued dynamical variables, heterogeneities in the
intrinsic properties of the nodes as well as modular networks with strongly interacting communities.
Most importantly, we identify three major reduction procedures whose relative accuracy depends
on whether the evolution of the states is mainly determined by the intrinsic dynamics, the degree
sequence, or the adjacency matrix. We use phase synchronization of oscillator networks as a bench-
mark for our threefold method. We successfully predict the synchronization curves for three phase
dynamics (Winfree, Kuramoto, theta) on the stochastic block model. Moreover, we obtain the bi-
furcations of the Kuramoto-Sakaguchi model on the mean stochastic block model with asymmetric
blocks and we show numerically the existence of periphery chimera state on the two-star graph.
This allows us to highlight the critical role played by the asymmetry of community sizes on the
existence of chimera states. Finally, we systematically recover well-known analytical results on ex-
plosive synchronization by using DART for the Kuramoto-Sakaguchi model on the star graph. Our
work provides a unifying framework for studying a vast class of dynamical systems on networks.
I. INTRODUCTION
Complex systems are characterized by the emergence
of macroscopic phenomena that cannot be explained by
the properties of its constituents taken independently
[1, 2]. Synchronization is an archetypal example where
collective movements emerge from the interactions be-
tween the oscillators of a system [3, 4]. The relationship
between the interactions in a complex system and its ca-
pacity to synchronize was found to be rich and subtle in
many fields of applications, including physics [5, 6], neu-
rosciences [7–11], and ecology [12–16]. Phase dynamics
on networks give insights on this complex relationship:
they model the oscillations in a simple way and networks
encode the underlying structure of the systems [17].
However, the large number of dimensions N  1 of
the system, the non-linearity of phase dynamics, and the
lack of symmetries in complex networks often prevent any
thorough mathematical exploration of the coupled differ-
ential equations. Moreover, it is often more desirable to
describe the emergent behavior of the system with a cer-
tain observable rather than the microscopic states. For
these reasons, it is often more practical and intuitive to
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find a dynamical system with a reduced number of dimen-
sions n N that describes the temporal evolution of the
synchronization observable of the system. By doing so,
the mathematical analysis, the computational cost, and
the interpretation of the behavior of the complex system
are simplified.
Multiple attempts have been made to obtain such
lower-dimensional descriptions. In 1994, Watanabe and
Strogatz successfully transformed a N -dimensional Ku-
ramoto dynamics with identical oscillators and all-to-all
coupling into an exact 3-dimensional reduced dynamics
with N−3 constant of motions [18]. In 2008, Ott and An-
tonsen introduced an Ansatz which allowed them to write
a reduced dynamics in the limit N →∞ for the original
Kuramoto model and some of its extensions (e.g. with
external driving, communities of oscillators, and time-
delayed coupling) [19]. It was later shown that the Ott-
Antonsen Ansatz can be applied to other phase dynam-
ics, such as the theta model [20, 21], and extended, with a
circular cumulant method, to noisy phase dynamics [22].
Despite these advances, reducing the number of di-
mensions of a dynamical system while preserving most of
its network’s structural properties remains a very chal-
lenging task. Real complex networks are finite and it is
known that finite-size effects shape synchronization tran-
sitions [23]. Moreover, their properties, such as the de-
gree of their nodes, are often heterogeneously distributed.
Therefore, all-to-all couplings are not suited to describe
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2the rich behavior of synchronization dynamics on com-
plex networks.
Attempts have been made to reduce the dimensions
of dynamical systems by considering only structural fea-
tures such as degrees [24, 25], symmetries [26], and spec-
trum [25, 27]. However, they do not consider variations
in the intrinsic dynamics of the nodes. There are also
multiple approaches to coarse-grain synchronization dy-
namics on the Laplacian matrix [28–30]. However, the
methods (equation-free) are not mathematically system-
atic in general, i.e., they use computer algorithms to get
reduced graphs instead of getting a reduced dynamical
system.
The purpose of this paper is to develop a Dynamics
Approximate Reduction Technique (DART) and to use
it for predicting phase synchronization regimes. We first
present the structural and dynamical setup for the paper
(Sec. II). We then describe DART along with target pro-
cedures and we apply it to phase dynamics on networks
to clarify the effects of reducing the number of dimensions
(Sec. III). Finally, we use the reduced dynamics to ana-
lyze the effects of the graph structure on the synchroniza-
tion regimes of the Kuramoto-Sakaguchi model, such as
chimera states and explosive synchronization (Sec. IV).
We gather our conclusions in Sec. V and add a number
of appendices to provide details on the analysis and the
numerical implementations.
II. STRUCTURAL AND DYNAMICAL SETUP
In this section, we introduce preliminary definitions
and notations. In particular, we define the modular net-
works and the phase dynamics that will be used through-
out the paper. Note that from now on, the words “net-
work” and “graph” will be considered as exact synonyms.
A. Modular graphs
Let us consider the graph G = (V, E), where
V = {1, 2, . . . N} is the set of vertices (nodes) and E is
the set of edges (links or connections). The correspond-
ing adjacency matrix, A = (Ajk)
N
j,k=1, is such that the
element Ajk equals one if node k connects to node j and
zero otherwise. All graphs considered in the paper are
undirected, so all adjacency matrices are symmetric.
In this paper, a graph is said to be modular when its
vertices are partitioned into disjoint blocks (groups, com-
munities, or modules). Each block is a set that contains
vertices with similar properties and each vertex belongs
to one and only one block. Let q be the number of blocks.
Moreover, for µ ∈ {1, . . . , q}, let Bµ denote the µ-th
block. Then, the ordered set B =
(
B1, ..., Bq
)
provides a
partition of V that unequivocally describes the modular
structure of the graph. Moreover, B induces the sur-
jection s : V → {1, ..., q} that assigns each vertex to its
FIG. 1. (Color online) (a) A modular graph with q = 4 blocks.
(b) The matrix of probabilities P = (pµν)
q
µ,ν=1 for the modu-
lar graph in (a). The white squares indicate matrix elements
with value 0.
corresponding block. Note that if Nµ is equal to the size
of the µ-th block, then N =
∑q
µ=1Nµ.
An example of a modular graph with q = 4 blocks is
displayed in Fig. 1 (a). The vertices inside each block
are densely connected, while the pairs of nodes belong-
ing to different blocks are sparsely connected. The oppo-
site situation also occurs, as in star and two-star graphs.
Indeed, in a star graph with N nodes, one node (the
core) is connected to all the other N − 1 nodes (the pe-
riphery) while the latter do not connect among them-
selves. Yet, this corresponds to a modular structure with
q = 2 blocks: the core B1 = {1} and the periphery
B2 = {2, . . . , N}. Now, let G1 and G2 be two separate
star graphs with Np1 + 1 and Np2 + 1 nodes, respec-
tively. Connecting the cores of G1 and G2 produces a
two-star graph that is partitionable into q = 4 blocks,
with two blocks for cores, B1 = {1} and B3 = {Np1 + 2},
and two blocks for peripheries, B2 = {2, ..., Np1 + 1} and
B4 = {Np1 + 3, ..., N}.
A random modular graph is a set of modular graphs
equipped with a probability distribution. A stochastic
block model (SBM) is a type of random modular graph
that is defined on a set of graphs sharing the same block
structure and whose probability distribution depends on
a set of probabilities that preserves the block structure
and guarantees the independence of all possible edges.
To be more specific, let B be as above and let
P =
(
pµν ∈ [0, 1]
∣∣∣ 1 ≤ µ ≤ ν ≤ q),
which is an ordered set of probabilities. Then,
SBM(B,P) is such that the probability of drawing a
graph with adjacency matrix A is
P (A) =
∏
1≤µ≤ν≤q
∏
i∈Bµ, j∈Bν
i<j
pAijµν (1− pµν)1−Aij . (1)
The parameter pµν can thus be interpreted as the prob-
ability for a node in Bµ to connect with a node in Bν .
Note that it is often more suggestive to combine the prob-
abilities pµν into the symmetric matrix U = (pµν)
q
µ,ν=1
as in Fig. 1 (b).
In this paper, we focus on random modular graphs
3with q = 2 blocks, so B =
(
B1, B2
)
. We addition-
ally impose the equality p12 = p21 = pout. Besides, if
p11 = p22 = pin, the SBM is called the planted partition
model [31, 32]. Two extreme cases are also of special
interest: pin = pout = p is equivalent to the Erdo˝s-Re´nyi
model (also known as the Gilbert model) G(N, p) and
pin = 0 is the random bipartite graph.
B. Phase dynamics
The dynamics of an oscillator is described by a dynam-
ical system which possesses at least one periodic orbit
(cycle) for a certain set of parameters. When multiple
oscillators interact, their trajectories are perturbed from
their periodic state. For small perturbations, the oscil-
lators stay in the basin of attraction of their limit cycles
and the variation in the oscillation amplitudes are small.
The whole dynamics then becomes mainly controlled by
a system of ordinary differential equations that only in-
volve the phases of the oscillations [4, 7, 33]. For a net-
work with adjacency matrix A = (Ajk )
N
j,k=1, this system
typically looks like
θ˙j = f(θj) + ωj g(θj) +
N∑
k=1
Ajk h(θj , θk), (2)
where j ∈ {1, . . . , N}. Moreover, θj is the real-valued
function such that θj(t) gives the phase of oscillator j at
time t ∈ R, θ˙j = dθj/dt is the instantaneous phase ve-
locity of oscillator j, ωj is a dynamical parameter related
to oscillator j, f and g are real analytic functions rep-
resenting the intrinsic dynamics of each oscillator, and h
is a real analytic function describing the coupling among
the oscillators. The functions f , g, and h are assumed to
be periodic with period 2pi. We also assume that their
Fourier series are finite, which will be useful in Sec. III B.
In 1967, Winfree proposed one of the first models of
coupled phase oscillators in which synchronization is pos-
sible [34]. The coupling function of his model takes
the form h(θj , θk) = h1(θj)h2(θk), where h1(θj) en-
codes the phase response of oscillator j to perturbations∑N
k=1Ajkh2(θk) caused by its oscillating neighbors k
[35]. Following Ref. [36], we choose h1(θj) = − sin θj and
h2(θk) = σ
(
1 + cos θk
)
/N , where σ ∈ R+ is a coupling
constant. Thus, in this version of the Winfree model, the
rate of change of the j-th phase is
θ˙j = ωj − σ
N
sin θj
N∑
k=1
Ajk (1 + cos θk). (3)
where ωj is the natural frequency of oscillator j,
f(θj) = 0, and g(θj) = 1.
Inspired by the work of Winfree, Kuramoto introduced
another model of non-linearly coupled phase oscillators
in 1975 that has now become a classic for the study of
synchronization in populations of oscillators [37]. In the
network version of the Kuramoto model, the j-th phase
evolves according to
θ˙j = ωj +
σ
N
N∑
k=1
Ajk sin(θk − θj). (4)
Despite the simple form of its dynamics, the Kuramoto
model is quite useful [28]. Indeed, for weak coupling and
a phase coupling function h well approximated by its
first harmonics, a large class of phase oscillator dynam-
ics can be described by the Kuramoto model [33]. The
model is relevant for the study of Josephson junctions
[38], nanoelectromechanical oscillators [39], and exhibits
a rich variety of dynamical behaviors when transposed
on complex networks [23]. Adding a global phase lag
α between the oscillators of the Kuramoto model lead
to the Kuramoto-Sakaguchi model [40] whose dynamical
equations are
θ˙j = ωj +
σ
N
N∑
k=1
Ajk sin(θk − θj − α), (5)
for j ∈ {1, . . . , N}. This model possesses partially syn-
chronized solutions, called chimera states [41], which will
be investigated in Sec. IV.
Partly due to the inherent complexity of neural sys-
tems and their nonlinear oscillatory behavior, much re-
search has been conducted to obtain simplified models
of neurons that capture their main dynamical properties
[42, 43]. For example, in 1986, the theta model (also
known as the Ermentrout-Kopell model) was introduced
to provide a low-dimensional dynamical description of
parabolic bursting while preserving some basic charac-
teristics of higher-dimensional models that belong to the
Hodgkin-Huxley family [44]. In the theta model, the rate
of change of the j-th oscillator is
θ˙j = (1− cos θj) + (1 + cos θj)ηj , (6)
where ηj stands for the interaction term defined as
ηj = ωj +
σ
N
N∑
k=1
Ajk(1− cos θk).
FIG. 2. (Color online) Schematization of the dynamical states
in the theta model. The interaction term η(t) increases from
left to right, producing a SNIC bifurcation. The white dot
is an unstable equilibrium point, the black dot is a stable
equilibrium point, while the black and white dot is a half-
stable equilibrium point. The flow of the phase on the circle
is represented by the arrows.
4In the last equation, ωj is interpreted as the current in-
jected into neuron j. The above model essentially differs
from the quadratic integrate-and-fire model by a change
of variables Vj = tan(θj/2), where Vj is the membrane
potential of neuron j [45]. Equation (6) is also the nor-
mal form for the saddle-node on invariant circle (SNIC)
bifurcation illustrated in Fig. 2.
III. DIMENSION-REDUCTION METHOD
We now introduce a method that approximately re-
duces N -dimensional dynamical systems, akin to Eq. (2),
to new n-dimensional ones with n N . For this, we first
define n new linearly independent dynamical observables
Zµ for µ ∈ {1, . . . , n}. We force their time evolution to
obey a closed system of n ordinary differential equations.
In turn, this constraint leads us to impose three com-
patibility conditions, taking the form of three systems
of linear algebraic equations, which, in general, cannot
be satisfied simultaneously. We nevertheless clarify the
circumstances in which a particular condition should be
favored and explain how to get satisfactory solutions, al-
lowing us to successfully apply the method to phase dy-
namics and to predict their synchronization behavior on
modular graphs.
A. Definition of the observables
Inspired by Koopman’s seminal work on ergodic the-
ory (e.g., see [46]), we define an observable of a dynamical
system as a complex-valued function on its phase space.
We restrict the observables to be smooth functions. Cen-
ter of mass, total kinetic energy, and linear momentum
are classical examples of smooth observables. All such
observables form a countably infinite-dimensional com-
plex algebra O.
In that context, the goal of dimension reduction con-
sists in selecting n N observables in O whose dynamics
is determined, at least approximately, by a closed system
of n ordinary differential equations. Selecting the right
set of observables is a difficult task. Yet, as argued in
[27], this task is greatly simplified if, rather than look-
ing for observables in the whole algebra O, we limit our
search to linear observables, which form a N -dimensional
complex vector space.
However, when studying the synchronization of oscilla-
tors, linear observables such as
∑N
j=1 cjθj , where cj ∈ C
for each j, have limited value. To get observables that
quantify synchronization, we must first make the change
of variables
θj 7−→ zj = eiθj , j ∈ {1, . . . , N}, (7)
which maps the phase of oscillator j onto the unit circle
T in the complex plane. This means that we should look
for n-linear observables of the form
Zµ =
N∑
j=1
Mµjzj , µ ∈ {1, ..., n}, (8)
where M is a n×N matrix with real elements. In matrix
form,
Z = Mz,
where
Z =
Z1...
Zn
 and z =
 z1...
zN
 .
Choosing n linear observables Z1 . . . Zn is thus equivalent
to choosing a matrix M . We call this matrix a “reduction
matrix” since it reduces N variables zj into n variables
Zµ.
To further restrict the set of linear observables, we im-
pose two additional conditions:
A The rank of matrix M is n;
B Each row of M is a probability vector, i.e.,
B1
∑N
j=1Mµj = 1 for all µ,
B2 Mµj ≥ 0 for all µ and j.
These conditions can be reformulated as follows:
A The observables Z1, . . . Zn are linearly independent;
B Each observable Zµ is a weighted average of the
activity variables z1, . . . , zN .
Condition A ensures that the dimension reduction is
optimal in the sense that there is no redundancy among
the observables.
Condition B makes each observable easily interpre-
table, namely, it is possible to decompose each linear
observable as
Zµ = Rµe
iΦµ , Rµ = |Zµ|, Φµ = arg(Zµ). (9)
This second condition then directly implies that the in-
equality Rµ ≤ 1 holds and Rµ reaches its maximal value
when, and only when, all phases θj are equal modulo 2pi.
In other words, thanks to Condition B, each Rµ can be
interpreted as a synchronization measure. Although re-
cent works [35, 47] suggest that other observables may
provide better quantitative measures of phase coherence,
we use Rµ because of its simple properties and because
it is easily obtained from the linear observable Zµ.
Let us illustrate Conditions A–B with an example.
First, suppose that for each µ ∈ {1, . . . , n}, nµ nodes
are selected to form the subset Oµ ⊂ V. Second, assume
that (Oµ)
n
µ=1 is a partition of V. Third, set
Mµj =
1
nµ
×
{
1, j ∈ Oµ,
0, j /∈ Oµ. (10)
Then, the matrix M satisfies both Conditions A–B with
the corresponding observables
Zµ =
1
nµ
∑
j∈Oµ
zj , µ ∈ {1, . . . , n}.
5In the last example, the reduction matrixM of Eq. (10)
is such that if node j contributes to the observable Zµ,
meaning Mµj 6= 0, then the same node does not con-
tribute to any other observable Zν with µ 6= ν. This last
property together with Condition B imply the following:
A’ M is row-orthogonal, i.e., MM> = In×n.
This is a stronger version of Condition A. Indeed, the
orthogonality between each row of M implies that the
rows are linearly independent, so the rank is equal to n.
Condition A’ therefore implies Condition A.
Although Condition A’ will not be strictly imposed in
the paper, it will always be considered as desirable. The
reason is quite simple: together, Condition A’ and B in-
duce a partition of the set of nodes into n disjoint blocks,
as in Sec. II A. In other words, when the reduction matrix
M satisfies both Conditions A’ and B, then M also pro-
vides a modular structure and each Zµ is interpretable as
a weighted average inside the µ-th block. This module,
however, is not necessarily related to that of the net-
work, since information has not yet been extracted from
the adjacency matrix A.
In the following sections, we will only use linear ob-
servables satisfying at least Conditions A–B. As a conse-
quence, any row probability vector ` = (`µ)
n
µ=1 ensures
that
m = (mj)
N
j=1 = `M,
is a probability vector. Throughout the paper, we choose
`µ for all µ as the number of non-zero elements in row µ
of M divided by the total number of non-zero elements in
M . The observables Z1, . . . Zn can therefore be linearly
combined to produce a single weighted average of the
activity variables z1, . . . , zN :
Z =
n∑
µ=1
`µZµ =
N∑
j=1
mjzj . (11)
The observable R = |Z| is then bounded as 0 ≤ R ≤ 1
and serves as a global measure of synchronization (i.e.
order parameter). Additionally, we will often use the
time-averaged measure of synchronization
〈R〉t = 1
t1 − t0
∫ t1
t0
R(θ(t)) dt, (12)
where we choose sufficiently large time values, t0 and
t1 > t0, such that R(t) oscillates around a certain mean
or reaches a stable solution. We will sometimes denote
by 〈R〉 the average synchronization measure over multiple
quantities (e.g., over random initial conditions or various
network realizations).
B. Derivation of the reduced dynamical system
We now obtain a reduced system of n differential equa-
tions that describes the dynamics of the linear observ-
ables Z1, . . . , Zn. We summarize the main result in Ta-
ble I but the reader is invited to look at the derivation
to better understand the quantities in play.
First, the N -dimensional system that we are going to
reduce is Eq. (2) under the change of variables of Eq. (7):
z˙j = F (zj , z¯j) + ωjG(zj , z¯j)
+
N∑
k=1
AjkH(zj , z¯j , zk, z¯k), (13)
for j ∈ {1, . . . , N}. This system defines a dynamics on
the complex torus TN . The functions F , G, and H are
directly related to the functions f , g and h. They there-
fore inherit some of their properties.
In particular, F and G are holomorphic functions with
domain C2 and codomain C while H is a holomorphic
function from C4 to C. For example, with the Kuramoto
dynamics,
h(θj , θk) =
σ
N
sin(θk − θj),
H(zj , z¯j , zk, z¯k) =
σ
2N
[
zk − z2j z¯k
]
.
Second, we use Eq. (13) to compute the time derivative
of the observable Zµ defined in Eq. (8):
Z˙µ =
N∑
j=1
Mµj F (zj , z¯j) +
N∑
j=1
Mµj ωj G(zj , z¯j)
+
N∑
j,k=1
MµjAjkH(zj , z¯j , zk, z¯k) (14)
for all µ ∈ {1, . . . , n}.
Third, we take advantage of the fact that F , G, and
H are holomorphic functions to apply Taylor’s theorem:
F (zj , z¯j) = F (βµ, β
′
µ) + (zj − βµ)F1 + (z¯j − β′µ)F2 + rFµj
G(zj , z¯j) = G(γµ, γ
′
µ) + (zj − γµ)G1 + (z¯j − γ′µ)G2 + rGµj
H(zj , z¯j , zk, z¯k) = H(δµ, δ
′
µ, µ, 
′
µ)
+ (zj − δµ)H1 + (z¯j − δ′µ)H2
+ (zk − µ)H3 + (z¯k − ′µ)H4 + rHµjk
where rFµj , r
G
µj , r
H
µjk are second order Lagrange remain-
ders and βµ, γµ, δµ, µ, β
′
µ, γ
′
µ, δ
′
µ, 
′
µ are arbitrary com-
plex numbers around which we apply the expansions.
Also, F1 and F2 are the derivatives of F with respect to
the first and second arguments (zj and z¯j) respectively
and they are evaluated at (βµ, β
′
µ). The same applies
to G1, G2, H1, H2, H3, and H4. The substitution of
these Taylor expansions into Eq. (14) then leads to the
equation
Z˙µ = F (βµ, β
′
µ) + ΩµG(γµ, γ
′
µ)
+ κµH(δµ, δ
′
µ, µ, 
′
µ) + Υµ + Ξµ, (15)
where Υµ is a homogeneous polynomial of degree one in
the variables zj − βµ, z¯j − β′µ, zj − γµ, z¯j − γ′µ, and
so forth, Ξµ =
∑
j(r
F
µj + r
G
µj) +
∑
j,k r
H
µjk, and we have
6defined the parameters
Ωµ =
N∑
j=1
Mµjωj , κµ =
N∑
j=1
Mµjkj ,
with the in-degree of node j,
kj =
N∑
k=1
Ajk.
By introducing the “dynamical parameter ma-
trix” W = diag(ω1, ..., ωN ) and the “degree matrix”
K = diag(k1, ..., kN ), the parameters Ωµ and κµ can
be written in matrix form as in Eqs. (20-21). These
parameters represent weighted averages of the dynamical
parameters ωj and the in-degrees kj , respectively.
Finally, we close the system of differential equations
Z˙µ, with µ ∈ {1, . . . , n}. We thus need to convert each
equation of the form of Eq. (15) into an equation that in-
volves only the linear observables Z1, . . . , Zn and their
complex conjugates, without explicit reference to the
variables z1, . . . , zN and their complex conjugates. To
do so, we impose three new conditions.
I Exact cancellation of the first-order terms: each
polynomial Υµ is identically zero;
II Linearity of the dynamical variables: all the vari-
ables βµ, γµ, δµ, µ, β
′
µ, γ
′
µ, δ
′
µ, 
′
µ are linear com-
binations, with real coefficients, of the observables
Z1, . . . , Zn or their complex conjugates;
III Approximation at second order: each term Ξµ is
neglected.
Condition I readily provides formulas expressing βµ, γµ,
δµ, and µ as linear combinations of the zj ’s:
βµ =
N∑
j=1
Mµjzj = Zµ,
δµ = κ
−1
µ
N∑
j=1
Mµjkjzj ,
γµ = Ω
−1
µ
N∑
j=1
Mµjωjzj ,
µ = κ
−1
µ
N∑
j,k=1
MµjAjkzk.
The equations for β′µ, γ
′
µ, δ
′
µ, and 
′
µ have the same form
as the previous equations, but with the complex conju-
gate of zj and zk. This implies that β
′
µ, γ
′
µ, δ
′
µ, and 
′
µ are
the complex conjugate of βµ, γµ, δµ, and µ, respectively.
Condition II requires to rewrite βµ, γµ, δµ, and µ as
linear combinations of the observables Z1, . . . , Zn. This
condition is directly satisfied for βµ, but not for the oth-
ers. Satisfying Condition II for γµ, δµ, and µ is the
challenging step in our calculation. Yet, it can be done if
N∑
j=1
Mµjωjzj =
N∑
j=1
n∑
ν=1
WµνMνjzj =
n∑
ν=1
WµνZν ,
N∑
j=1
Mµjkjzj =
N∑
j=1
n∑
ν=1
KµνMνjzj =
n∑
ν=1
KµνZν ,
N∑
j,k=1
MµjAjkzk =
N∑
k=1
n∑
ν=1
AµνMνkzk =
n∑
ν=1
AµνZν ,
where we have introduced three unknown n×n matrices
W, K, and A. We observe that if the compatibility equa-
tions (24-26) are all satisfied, then the previous equations
are satisfied along with Condition II. The consistency of
these compatibility equations is a subtle issue that will
be addressed in the next subsection.
Condition III guarantees that no further restriction is
imposed on γµ, δµ, and µ.
Let us now state the main result of this paper, pre-
sented in Table I. If the three compatibility equations are
satisfied, then the linear observables Z1, . . . , Zn obey the
differential equations (16), where the symbol ≈ means
“equality up to second order corrections” and where the
variables γµ, δµ, µ are the components of the vectors in
Eqs. (17-19).
In general, the reduced system cannot be totally con-
sistent with the complete set of differential equations (2).
The reduced system should thus be interpreted as an
approximation whose quality strongly depends upon the
choice of the n × N reduction matrix M . This will be
discussed in depth in the next subsection.
TABLE I. Reduced dynamics obtained from DART.
Differential equations
Z˙µ ≈ F (Zµ, Z¯µ) + ΩµG(γµ, γ¯µ) + κµH(δµ, δ¯µ, µ, ¯µ), µ ∈ {1, ..., n} (16)
Arguments of G and H Parameters Compatibility equations
γ = DΩW Z (17)
δ = DκKZ (18)
 = DκAZ (19)
Ω = MW1>N (20)
κ = MK1>N (21)
DΩ = diag
(
Ω−11 , ...,Ω
−1
n
)
(22)
Dκ = diag
(
κ−11 , ..., κ
−1
n
)
(23)
WM = MW (24)
KM = MK (25)
AM = MA (26)
7FIG. 3. (Color online) Schematization of DART for a mod-
ular graph. The graph of adjacency matrix A with N nodes
represents the structure of the complete dynamics, while the
small graphs of adjacency matrix A with n nodes illustrate
the structure of the reduced dynamics. The N×N matrices of
dynamical parameters W and of degrees K are also reduced
with the reduction matrix M to n × n matrices W and K
respectively.
Although the matricesW, K, and A seem to have been
introduced for the sole purpose of mathematical conve-
nience, they actually have a simple interpretation. As
illustrated at the bottom of Fig. 3, A is the reduced ad-
jacency matrix, that is, the matrix that regulates the in-
teractions in the reduced system. Indeed, A is related to
the graph with four nodes in the figure. Similarly, K and
W respectively describe the in-degrees and the dynami-
cal parameters of the reduced system. Figure 3 therefore
gives a basic intuition of DART.
To get a better idea of what a reduced system looks
like, we apply DART to specific cases, namely, the Win-
free, Kuramoto, and theta dynamics. The reduced dy-
namics are presented in Table II.
C. Construction of the reduction matrix
The problem is to determine whether we can construct
a reduction matrix M that ensures the consistency of
the compatibility equations. In this subsection, we prove
that there is an infinite number of reduction matrices
that lead to exact solutions for at least one compatibility
equation while providing approximate solutions to the
other equations. We then propose two procedures that
aim at cleverly selecting a reduction matrix that min-
imizes the errors associated to the approximate solutions.
1. Existence of the reduction matrix M
and its factorization
In Appendix B, we establish that for any N×N matrix
T , if M is a n ×N matrix of rank n, with n < N , then
there exists at most one solution to the matrix equation
TM = MT, (27)
with unknown reduced matrix T of size n × n. If the
solution exists, then it is equal to
T = MTM+, (28)
where M+ denotes the Moore-Penrose pseudo-inverse of
M .
TABLE II. The reduced dynamics of the Winfree model, the Kuramoto model and the theta model.
Model Reduced phase dynamics
Winfree
Z˙µ = i
n∑
ν=1
WµνZν + σκµ
2N
+
σ
4N
n∑
ν=1
Aµν(Zν + Z¯ν)− σ
2Nκµ
n∑
ξ,τ=1
KµξKµτZξZτ
− σ
4Nκ2µ
n∑
ν,ξ,τ=1
AµνKµξKµτZξZτ (Zν + Z¯ν). (29)
Kuramoto Z˙µ = i
n∑
ν=1
WµνZν + σ
2N
n∑
ν=1
AµνZν − σ
2Nκ2µ
n∑
ν,ξ,τ=1
AµνKµξKµτZξZτ Z¯ν (30)
theta
Z˙µ = − i
2
(Zµ − 1)2 + iΩµ
2
(
Ω−1µ
n∑
ν=1
WµνZν + 1
)2
+
iσ
4N
(
κ−1µ
n∑
ν=1
KµνZν + 1
)2 [
2κµ −
n∑
ν=1
Aµν(Zν + Z¯ν)
]
(31)
8Moreover, if the solution does not exist, Eq. (28) pro-
vides the best approximate solution in the sense that it
minimizes the mean squared error (MSE) between MT
and TM .
To tackle the problem of the existence of a solution
to Eq. (27), we focus on the case where T is real and
symmetric, as are the matrices W , K, and A in the com-
patibility equations. In Appendix B, we prove that for
(1) a factorization M = CV where
(2) C is a real non-singular n× n matrix and
(3) V is a n × N real matrix composed of n real
orthonormal row eigenvectors of T ,
Eq. (27) has the unique solution
T = CΛC−1, (32)
where Λ is the diagonal matrix whose µ-th element on
the diagonal is equal to the eigenvalue λµ corresponding
to the µ-th eigenvector in V .
Conditions (1)–(3) are not particularly restrictive.
They simply ensure that the rows of M form a (not nec-
essarily orthogonal) basis of a n-dimensional subspace
of RN . This subspace is spanned by the row eigenvectors
of T used to build the eigenvector matrix V .
We call C the coefficient matrix, as its main role is to
combine the eigenvectors of T in a suitable manner such
that Conditions A and B are respected. We note that,
due to the non-singularity of C and the orthonormality
of the rows of V , the matrix M = CV automatically
complies with Condition A.
These results lead to sufficient criteria for the consis-
tency of the compatibility equations. Indeed, if
i the matrices W , K, and A share the row eigenvec-
tors vµ, with µ ∈ {1, . . . , n},
ii M = CV , where C is a n × n non-singular matrix
and V is the n×N matrix whose µ-th row is vµ,
then the compatibility equations are all consistent and
DART is exact to first-order.
In general, however, the matrices W , K, and A do not
share eigenvectors. This makes difficult or even impos-
sible to determine whether or not there is a reduction
matrix M whose corresponding n-dimensional reduced
system is exact to first-order. Nevertheless, the sufficient
criteria i -ii suggest how to use eigenvectors to get a re-
duced system that is almost exact to first-order.
2. Selection of one target matrix among {W,K,A}
Even if the criterion i is generally not satisfied, we
can still define V with the eigenvectors of one matrix T
among {W,K,A}, called the target matrix, and solve ex-
actly its compatibility equation while solving the others
approximately. The intermediate steps to achieve this
are detailed in Procedure 1.
The procedure uncovers a trichotomy in DART: we
must choose either W , K, or A as a target. To link the
chosen target T to its reduction matrix, we denote M as
MT , C as CT , and V as VT .
Procedure 1 Reduction with a single target matrix
Input: N ×N matrices W , K, and A
positive integer n < N
Output: n× n matrices W, K, and A
1: Select a target matrix T from the set {W,K,A}.
2: Use n orthonormal row eigenvectors of T to form the
n×N matrix VT .
3: Find a non-singular n× n matrix C such that
MT = CTVT
satisfies Condition B [see Appendix C].
4: Solve exactly or approximately the compatibility
equations using the formulae
W = MTWM+T , K = MTKM+T , A = MTAM+T . (33)
Note that finding the coefficient matrix CT in Step 3 is
generally not straightforward. In simple cases, where all
elements of VT are nonnegative, CT can take the form of a
diagonal matrix. When VT has negative values, the coef-
ficient matrix is more difficult to obtain and we must turn
to more sophisticated factorization methods, including
semi-nonnegative matrix factorization (SNMF) and or-
thogonal nonnegative matrix factorization (ONMF). The
technical details of the calculation of CT and VT are given
in Appendix C.
Let us discuss about Procedure 1 when the adjacency
matrix A is chosen as the target matrix in Step 1. There
are a number of reasons to look at this choice in more de-
tails. One recalls that A encodes the interactions among
the oscillators, so the first-order errors induced by the
inconsistency in the equation AMA = MAA may lead to
poor estimates for the evolution of the linear observables
Zµ, unless the interactions are negligible. Moreover, a
recent work [27] has revealed that the dominant eigen-
vector of A provides an observable that is better esti-
mated through the reduced dynamics compared to the
corresponding observable based on the degrees, and thus
based on K.
For T = A, VA is a n × N matrix where the rows
are orthonormalized eigenvectors of A. For any n × n
non-singular matrix CA, setting MA = CAVA makes the
matrix equation AMA = MAA consistent. The unique
solution to the matrix equation is then
A = MAAM+A = CAΛAC−1A , (34)
where ΛA is the diagonal matrix that contains the eigen-
values associated with the eigenvectors in VA. Any eigen-
value of A is also an eigenvalue of A and this result does
not depend on the matrix CA. Hence, in addition to
its structural importance, this choice reveals something
quite useful about an extension of the method to more
than one target matrices.
93. Selection of two or three target matrices
In Procedure 1, there is a lot of freedom to choose the
non-singular coefficient matrices CW , CK , and CA. Yet,
we have not exploited this freedom. Even if the proce-
dure allows to solve one of the compatibility equations
exactly, the resulting reduction matrix MT could gen-
erate considerable errors in the other ones. We should
therefore seek for a procedure that leverages the freedom
on the coefficient matrix to minimize these errors.
For instance, let us consider T = A and MA = CAVA.
Then, A = MAAM+A is exact. We now want to find a
coefficient matrix CA that minimizes the MSE between
MA and MW = CWVW , which ensures the consistency
of the equation WMW = MWW . In such a situation, we
say that W is the second target matrix. The solution to
the minimization problem is
CA = MWV
+
A = CWVWV
+
A , (35)
which implies that the best reduction matrix is
MA = MWV
+
A VA = CWVWV
>
A VA. (36)
We note that V +A = V
>
A since the rows of VA are or-
thonormal. The matrix CW is not yet determined, but
this can be done by imposing Condition B.
In another context, one could want to minimize the
error related to the degree matrix K instead of W . The
second target matrix would then become K and the MSE
would be minimized between MA = CAVA and the ma-
trix MK = CKVK leading to the equations
CA = MKV
+
A , (37)
MA = MKV
+
A VA = CKVKV
>
A VA, (38)
where CK is a non-singular matrix chosen so that Con-
dition B is satisfied.
We have thus succeeded in targeting two matrices, first
A, then W or K. We will therefore use the notation
A→W , A→ K, or more generally T1 → T2, to denote
the choice of target T1 followed by T2. The first tar-
get is reached exactly in the sense that the equation
AMA = MAA is consistent, while the second cannot be
reached exactly in general, but nevertheless allows the
approximate resolution of the equation WMA = MAW
or KMA = MAK. Procedure 2 is a formalized version
of this method with multiple targets in which the first
and the second target matrices are arbitrary. The same
procedure is also applicable to the case of three target
matrices [48].
Procedure 2 includes more constraints on the coeffi-
cient matrix than Procedure 1 in the hope of satisfy-
ing more accurately the compatibility equations. Indeed,
Steps 3 and 4 can be seen as a successive imposition of
constraints on the coefficient matrix, from constraints
to satisfy the different compatibility equations to con-
straints to fulfill Condition B.
Step 4 is not trivially satisfied when VA is involved.
Indeed, only the first dominant eigenvector possesses
solely real positive entries which is guaranteed by the
Perron-Frobenius Theorem [49, Theorem 38]. To satisfy
Condition B2, we once again use SNMF. We also use
ONMF to ensure compliance of Condition A (exactly)
and Condition A’ (approximately). The details are given
in Appendix D.
Procedure 2 Reduction with u target matrices
Input: N ×N matrices W , K, and A
positive integer n < N
u ∈ {1, 2, 3}
Output: n× n matrices W, K, and A
1: For k ∈ {1, . . . , u}, select a target Tk from the set
Sk =

{W,K,A}, k = 1,
{W,K,A} \ {T1}, k = 2,
{W,K,A} \ {T1, T2}, k = 3.
2: For k ∈ {1, . . . , u}, use n orthonormal row eigenvectors
of Tk to form the n×N matrix VTk .
3: Set
Mu =

CT1VT1 , u = 1,
CT2VT2V
+
T1
VT1 , u = 2,
CT3VT3V
+
T1
VT1V
+
T2
VT2V
+
T1
VT1 , u = 3.
(39)
For arbitrary CTu , Mu must satisfy Condition A. There-
fore, if u = 2 and VT2V
+
T1
is singular, return to
Step 2 and choose different eigenvectors. If u = 3 and
VT3V
+
T1
VT1V
+
T2
VT2V
+
T1
is singular, return to Step 2 and
choose different eigenvectors.
4: Find a non-singular n× n matrix CTu by imposing Con-
dition B [see Appendix D].
5: Solve exactly or approximately the compatibility equa-
tions using the formulae
W = MuWM+u , K = MuKM+u , A = MuAM+u . (40)
4. Choice of eigenvectors for the adjacency matrix
There is yet another aspect that needs to be clari-
fied for the case where the adjacency matrix is selected
as a target matrix, that is, the choice of eigenvectors.
Although any eigenvector could be chosen in principle,
many reasons speak in favor of prioritizing the dominant
eigenvectors, which are the eigenvectors of A whose cor-
responding eigenvalues are away from the bulk of the
spectrum. It is known, for instance, that the largest
eigenvalue of A plays a crucial role for predicting the sta-
bility [50], the dynamic range [51], and the critical values
of dynamical parameters [52–54] in dynamical systems
on networks. Moreover, from the graph structure per-
spective, the eigenvector with the largest eigenvalue has
proven to be a useful centrality measure [17, 49] while the
dominant eigenvectors are key objects in spectral meth-
ods for detecting communities [55]. Finally, Eq. (19) and
Eq. (34) reveal that the dominant eigenvalues have the
strongest impact on the reduced dynamics.
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FIG. 4. (Color online) Graph schematization of DART for
(a) the Erdo˝s-Re´nyi model, (b) the random bipartite graph,
(c) the SBM, and (d) the two-star graph. An example of
spectral density ρA(λ) is given for each graph. Note that the
dominant eigenvalues bins have been enlarged for the sake of
visualization.
We should therefore use only the dominant eigenvec-
tors of A when constructing the matrix VA. But how
many of them should we consider? A rule of thumb is to
choose n as the number of eigenvalues that are away from
the bulk of the spectrum, which is the set that contains
the eigenvalues λi of A such that λi/λD ≈ 0, where λD
is the largest eigenvalue (see Fig. 4). In random graphs
with one community (q = 1), such as the Erdo˝s-Re´nyi
model, only one eigenvalue is separated from the bulk.
We then simply choose CA = 1 and MA = VA = vD, the
dominant eigenvector of A, to get a reduced dynamics of
dimension n = 1 as in Refs. [27, 56]. For a graph with
two communities (q = 2), there are usually two domi-
nant eigenvectors, suggesting to make a reduction of di-
mension two (n = q = 2). When the communities are
densely connected among themselves, it is not possible
to apply twice the one-dimensional reduction method, as
used in Ref. [27]. We then need to combine the eigenvec-
tors using a second target matrix, W for example.
D. Errors in DART
In the previous subsections, we have made approxima-
tions to get the reduced dynamics (16). Until now, we
have not considered the impact of these approximations
on the accuracy of the reduced dynamics synchronization
curves compared to those of the complete dynamics (2).
In this subsection, we first specify the sources of errors
and then expose their effects on the reduced dynamics
synchronization curves.
The errors in DART come from the Taylor expansion
made in Eq. (15). They are of two types: first-order
terms [Condition I] and higher-order (> 1) terms [Con-
dition III]. In this paper, we focus on the first-order errors
which are directly related to satisfying the compatibility
equations. The sources of first-order errors depend on
the choice of:
1. Target matrices;
2. Dimension n of the reduced dynamics;
3. Eigenvectors;
4. Methods to calculate of CTu .
The third and fourth sources of errors are discussed in
Appendices C and D. To illustrate the impact of the first
and second sources of errors, let us consider the simple
setup presented in Fig. 5. We reduce the dimension of
the Kuramoto dynamics on a two-triangle graph (N = 6)
to the dynamics (E2) with n = 2. We choose this small
graph and natural frequencies that are uncorrelated to
the structure (ex. the degrees) to accentuate the errors
between the synchronization curves of the complete and
reduced dynamics. By doing so, the matrices W , K and
A will have very different eigenvectors which makes it
more difficult to satisfy the compatibility equations.
We choose the orthogonal eigenvector matrices,
VW =
(
1√
3
0 1√
3
0 1√
3
0
0 1√
3
0 1√
3
0 1√
3
)
,
VK =
(
1√
3
1√
3
0 0 1√
3
0
0 0 1√
2
1√
2
0 0
)
, (41)
VA =
(√
2
4
√
2
4
1
2
1
2
√
2
4
√
2
4
−1
c
−1
c
1−√3
c
√
3−1
c
1
c
1
c
)
,
where c = [2(
√
3−1)2 + 4]1/2 and the two rows of VA are
the first two dominant eigenvectors of A. These eigenvec-
tor matrices ensure that VT2V
+
T1
and VT3V
+
T1
VT1V
+
T2
VT2V
+
T1
(in Step 3 of Procedure 2) are non-singular regardless of
the combination of target matrices [57].
FIG. 5. (Color online) Setup for the dimension reduction of
the Kuramoto model on the two-triangle graph. (a) Two-
triangle graph where the nodes are labeled from 1 to 6.
(b) Frequency sequence ω. (c) Dominant eigenvector vD of
the adjacency matrix. (d) Degree sequence k.
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FIG. 6. (Color online) Time-averaged global synchronization observable 〈R〉t for the complete Kuramoto dynamics with
dimension N = 6 (dark gray lines) and its reduced dynamics (E2) with dimension n = 2 (colored lines) vs. the coupling
constant σ for the 15 choices of target matrices denoted as T1 → T2 → T3 in the plots. The RMSE is the root-mean-squared
error between the complete dynamics curve and the reduced dynamics curve. The gray area between the synchronization curves
is shown to illustrate qualitatively the error made by the reduced dynamics. The initial conditions are the same for each plot
and are drawn from a uniform distribution U(0, 2pi).
1. Target matrices
To evaluate the impact of the choice of target matrices
on first-order errors, we proceed as follows. With Proce-
dure 2 and the eigenvector matrices in Eqs. (41), there
are 15 possible choices of target matrices: three single
targets (u = 1), six combinations of two targets (u = 2),
and six combinations of three targets (u = 3). We thus
obtain 15 reduction matrices and 15 reduced dynamics
each related to a choice of target matrices. From these
results, we find the synchronization curves 〈R〉t vs. the
coupling constant σ for the complete and reduced Ku-
ramoto dynamics which are presented in Fig. 6. In each
plot, the choice of target matrices and the RMSE between
the synchronization curves of the complete and reduced
dynamics are specified just above the σ-axis.
As expected, we first observe that choosing T1 = W
allows an accurate prediction of the synchronization ob-
servable at σ = 0 compared to T1 = K or T1 = A.
This is explained by the fact that the compatibility equa-
tion MuW = MuW for all u is perfectly satisfied when
T1 = W , but not when T1 = K or T1 = A.
Interestingly, the reduced dynamics with the one tar-
get procedure T1 = A accurately predicts the form of the
complete dynamics synchronization curve for high cou-
plings. We can explain this result by the fact that, for
higher couplings, the structure becomes increasingly im-
portant. Therefore, observables defined from structural
quantities (like the eigenvectors of the adjacency matrix)
should be favored in this coupling regime.
However, if we choose T1 = K, the predictions of the
reduced dynamics are inaccurate even when the dynam-
ics is strongly influenced by the structure (σ > 1 for
instance). From our numerical experiments, choosing K
as a first target is often a bad choice. One key reason
for this is that the degrees only give a local information
on the nodes whereas the eigenvectors of the adjacency
matrix contains global information on the network [49,
Chapter 3]. Each eigenvector of A depends on all the
nodes in contrast to the eigenvectors of K in general.
Another aspect to consider is the number of target ma-
trices u. Adding targets can improve or worsen the pre-
dictions of the reduced dynamics. Indeed, by looking at
the first line of Fig. 6 where the first target is W , we get a
better RMSE between the synchronization curves for the
target combinations W → A → K than the one target
procedure with T = W . On the other hand, in the third
line of Fig. 6 where the first target is A, the result is the
opposite: the one target procedure with T = A leads to
more accurate results than the multiple targets in Pro-
cedure 2. However, in other numerical experiments and
other setups, one could also see better results for multiple
target procedures than a one target procedure. Hence,
the repercussions of choosing more or less target matrices
is very subtle.
One should nonetheless be careful with the interpre-
tation of the RMSE: a smaller RMSE does not mean
that we have better captured the underlying features of
the complete dynamics. In our method, there are multi-
ple possible sources of errors and they could compensate
each other. For instance, this could be the case for the
target combinations W → A→ K.
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FIG. 7. (Color online) Time-averaged global synchronization
observable 〈R〉t for the complete Kuramoto dynamics with
dimension N = 6 (dark gray lines) and its reduced dynam-
ics (E2) with dimension n = 3 (colored lines) vs. the coupling
constant σ. (a-d) RMSE denotes the root-mean-squared er-
ror between the complete dynamics curve and the reduced
dynamics curve. The gray area between the complete dy-
namics and the reduced dynamics synchronization curves is
shown to stress the error made by the reduced dynamics. The
initial conditions are the same as in Fig. 6.
2. Reduced dynamics dimension
It is also important to consider the effect of the reduced
dynamics dimension n. In principle, adding observables
should improve the predictions of the reduced dynamics.
To verify this hypothesis, let us use
VW =

1√
3
0 1√
3
0 1√
3
0
0 0 0 1 0 0
0 1√
2
0 0 0 1√
2
 ,
VA =

√
2
4
√
2
4
1
2
1
2
√
2
4
√
2
4
−1
c
−1
c
1−√3
c
√
3−1
c
1
c
1
c√
2
4
√
2
4 − 12 − 12
√
2
4
√
2
4
 ,
(42)
where c =
√
2(
√
3− 1)2 + 4. The first two rows of VA
are the first two dominant eigenvectors of A and the third
row is the last eigenvector of A, i.e., the eigenvector re-
lated to the smallest eigenvalue. Again, the reason for
this choice is to guarantee that the products VT2V
+
T1
are
non-singular for every combination of targets. We only
use two targets, W and A, because targeting K did not
improved the results.
As shown in Fig. 7 (c), it is possible to capture all the
synchronization transitions by simply using the one tar-
get procedure with T = A. However, adding a dimension
in the reduced dynamics does not necessarily improve the
accuracy of the prediction. In Fig. 7 (a), (b), and (d),
the accuracy of the predictions are similar to the related
n = 2 cases in Fig. 6. The result in Fig. 7 (d) is coher-
ent with the result in Fig. 6: adding a second target W
worsens the result.
From this example, it is clear that the choice of target
matrices and the dimension n have a crucial impact on
the predictions of the reduced dynamics. It is non-trivial
to decide which targets to choose and in which order.
Depending on the situation, one should find the appro-
priate targets to minimize the first-order errors. While
the choice of the second and third target matrices (if any)
depends on the situation, Figs. 6-7 and our many numer-
ical experiments suggest selecting A as the first target.
E. Application to phase dynamics
on modular graphs
So far, we have used DART only for a small graph and
the Kuramoto dynamics. In this subsection, we show
that our formalism is effective when the dimension of the
system N gets larger and can be successfully applied to
other phase dynamics.
Let us first consider modular networks of two oscil-
lators’ communities B1 and B2 of sizes N1 and N2 re-
spectively. We assume that these modular networks are
drawn from the SBM and that the dynamical parameters
of each community are drawn from normal distributions.
We denote these normal distributions N (ωµ, vµ), where
ωµ and vµ are respectively the mean and the variance
of the dynamical parameters in the community Bµ, and
we consider that vµ is small compared to ωµ. With this
setup and DART, we investigate the possibility of pre-
dicting the macroscopic and mesoscopic phase synchro-
nization curves for the Winfree, Kuramoto, and theta
models [Sec. II B].
For the reasons mentioned in Sec. III C, we select
T1 = A and define VA with the two corresponding dom-
inant eigenvectors. We also set T2 = W since the dy-
namical parameters are known to be important in the
prediction of the synchronization critical value [58].
Selecting T2 = W when there are N different frequen-
cies raises a problem for choosing the eigenvector matrix
VW . The reason is that there are N eigenvectors that
cannot be combined to form two eigenvectors with as
many non-zero elements as possible (see Appendix C).
We get around this difficulty by choosing approximate
eigenvectors of W to build an approximate eigenvector
matrix VW . By approximate (left) eigenvectors of W ,
we mean row vectors v such that vW ≈ ωv where ω is
an approximate eigenvalue (frequency). Let ωµ be the
row vector of length Nµ that contains the dynamical pa-
rameters of the community Bµ. Because the parameter
variance in each community is low, the following eigen-
vector matrix yields good approximate eigenvalues of W :
VW =

ω1√∑N1
j=1(ω1)j
0N2
0N1
ω2√∑N2
j=1(ω2)j
 ,
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FIG. 8. (Color online) Comparison of the synchronization curves between three complete phase dynamics (black lines) and
their reduced dynamics in Table II (gray lines) on random modular graphs. (Insets) Mesoscopic synchronization curves of the
complete phase dynamics (dark blue and orange lines) and the reduced dynamics (light blue and orange lines). (a, b, d, e) The
natural frequencies of the first community are drawn from the normal distribution N (0.3, 0.0001) and the natural frequencies
of the second community are chosen to ensure that
∑N
j=1 ωj = 0. (c, f) The currents of the first community are drawn from
the normal distribution N (−1.1, 0.0001) and the currents of the second community are drawn from N (−0.9, 0.0001). Common
parameters to all subplots: N1 = 150, N2 = 100. For the bipartite, p11 = p22 = 0 and p12 = p21 = 0.2. For the SBM, p11 = 0.7,
p22 = 0.5 and p12 = p21 = 0.2. The observables are averaged over the second half of the temporal series, 50 graphs of the
ensembles, 50 parameter matrices W , and 50 initial conditions randomly chosen from the standard normal distribution. The
shaded region around each line is the standard deviation of the time-averaged synchronization observable.
where 0Nµ is a null row vector of length Nµ.
The reduction matrix is obtained using Eq. (36) where
CW is determined as explained in Appendix D. Note that
since the adjacency matrix A and the dynamical param-
eters W are random matrices, the eigenvector matrices
VA and VW are random matrices. As a consequence, the
reduction matrix M becomes a random matrix as well
and the synchronization observables, random variables.
By computing L reduction matrices from L graph
and dynamical parameter realizations, we solve approx-
imately the compatibility equations and get L reduced
dynamics for the Winfree, Kuramoto, and theta model.
Figure 8 shows successful predictions of the average
synchronization observable 〈R〉 for the three phase dy-
namics on L = 50 realizations of random modular graphs,
dynamical parameters, and initial conditions.
Double phase transitions occur both in the complete
and reduced dynamics in Fig. 8 (a), (d) and (e). The first
synchronization transition corresponds to the emergence
of synchronization at the level of the communities, as seen
in the insets, while the second transition is explained by
the increase of synchronization between the communities.
The reduced dynamics also predicts abrupt transitions
at the macroscopic and mesoscopic levels for the Ku-
ramoto model on bipartite networks [Fig. 8 (b) and its in-
sets]. The transitions at the macroscopic and mesoscopic
levels occur at the same coupling value σ contrarily to
the Winfree model on the random bipartite graph.
Figure 8 (c) and (f) show that desynchronization cur-
ves are captured by the solutions of the reduced theta
model. For the complete dynamics in Fig. 8 (c), the phase
trajectories first reach the closest equilibrium points on
the unit circle and then oscillate with the increase of σ.
However, this behavior is not observed in the reduced
dynamics which explains the result in the bottom inset
(second community) of Fig. 8 (c). In Fig. 8 (f), the tran-
sition from oscillation death to an excited state (SNIC
bifurcation, see Sec. II B and Fig. 2) is well predicted by
the reduced dynamics at the macroscopic and mesoscopic
level.
Let us now investigate the impact of specific graph
realizations on the performance of DART in Fig. 8. Ac-
tually, we want to quantify how the RMSE between the
complete and reduced synchronization curves varies ac-
cording to the graph realizations used in Fig. 8. To dis-
tinguish the different random graph realizations, we use
the distance d between their adjacency matrix A and the
mean adjacency matrix 〈A〉 given by
d =
√∑N
j,k=1(Ajk − 〈A〉jk)2√∑N
j,k=1 max(〈A〉jk, 1− 〈A〉jk)2
, (43)
which is a normalized Frobenius norm. Moreover, by
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FIG. 9. (Color online) RMSE error between the complete and
reduced dynamics synchronization curves of Fig. 8 vs. the dis-
tance d [Eq. (43)] for (a) the random bipartite ensemble and
(b) the SBM. The histograms on top provide the distribution
of the distance d in each random graph ensemble.
computing the probability distribution P (d) in the ran-
dom graph ensemble [59], we can identify which adja-
cency matrices among the chosen realizations are the
most typical in the random graph ensemble.
Figure 9 shows that the realizations, drawn from (a)
the bipartite ensemble and (b) the SBM, cover a wide
range of possible distances in the probability distri-
bution P (d). The figure reveals that the RMSE er-
ror between the complete and reduced dynamics syn-
chronization curves does not vary significantly with the
distance d.
This last observation is crucial. It suggests that phase
dynamics on real modular networks, which differ consid-
erably from the mean of a random graph, can be reduced
using the dominant eigenvectors of its adjacency matrix.
IV. CHIMERAS AND EXPLOSIVE
SYNCHRONIZATION
Dimension reductions are useful in predicting synchro-
nization regimes, even the more exotic ones [41, 60–62].
In this section, we use the formalism proposed in Sec. III
to get analytical and numerical insights about the emer-
gence of chimeras and explosive synchronization. Inter-
estingly, we find that the reduced dynamics obtained
with DART are similar to those deduced from the Ott-
Antonsen Ansatz [41, 61]. Yet, we provide a new perspec-
tive on the existence of chimera states for homogeneous
and heterogeneous modular graphs. In addition to the
observation of a new kind of chimera state on the two-
star graph, we find that the asymmetry of the community
sizes can make the difference between getting a chimera
state or not. We finally recover results from various pa-
pers on explosive synchronization with the potential to
push further in certain directions.
A. Preliminary remarks on chimeras
By using the Ott-Antonsen Ansatz, it was shown in
Ref. [41] that a graph with two communities of identi-
cal phase-lagged oscillators can reach a dynamical state
where one community is perfectly synchronized (Rµ = 1
for any µ in {1, 2}) while the other is partially synchro-
nized (Rν < 1 for ν in {1, 2}\µ). This spectacular state of
coherence and incoherence, first observed in Ref. [63], was
called a chimera state or, more succinctly, a chimera [64].
The phenomenon was later observed experimentally for
chemical [65, 66], mechanical [67–69], electro-optical [70],
and nanoelectromechanical systems [39]. There is also
evidence about the existence of chimeras in neural sys-
tems [71–74] and even in ecological systems [75]. Theo-
retically, they were observed under various forms [41, 76],
at multiple scales (e.g., N → ∞ [60], N = 3 [77]), and
with multiple kinds of coupling [78] (local [79, 80] and
non-local [64, 81]).
The term “chimera state” has been used in diverse
ways in the literature. Some efforts have been made to
clarify the notion [3, 76, 82], but there is still no uni-
versally accepted definition. Our definition is based on
Ref. [64] in which a chimera state is defined as “an array
[(a graph)] of identical oscillators [that] splits into two
domains: one coherent and phase locked, the other inco-
herent and desynchronized”. Careful attention should be
paid to the word “identical”. By identical, we mean that
all oscillators have the same natural frequency ωj = ω for
all j ∈ {1, ..., N}. However, we allow the oscillators to
have different neighborhoods (degrees). The oscillators
are thus dynamically, but not structurally, identical.
B. Chimeras in modular graphs
We focus on the existence of chimera states in the
Kuramoto-Sakaguchi dynamics on modular graphs with
asymmetric modules and with identical natural frequen-
cies.
We first apply DART to get a simple set of differential
equations. We then use the latter to find the equations
governing the equilibrium points of the dynamics. Fi-
nally, we analyze those points to identify the regions in
the space defining the graph structure where different
types of chimeras can be found.
1. Reduced dynamics
We study a specific case of the SBM, namely, the
planted partition model with two blocks (see Sec. II A).
The mean adjacency matrix is [83]
A = 〈A〉SBM =
(
pin1
>
N1
1N1 pout1
>
N1
1N2
pout1
>
N2
1N1 pin1
>
N2
1N2
)
,
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where 1Nµ is a row vector of 1’s of length Nµ. The degree
matrix is
K =
(
K11IN1×N1 0N1×N2
0N2×N1 K22IN1×N1
)
,
where INµ×Nµ is an identity matrix of dimension Nµ ×
Nµ, 0Nµ×Nν is a null matrix of dimension Nµ ×Nν and
K11 = N1pin +N2pout,
K22 = N1pout +N2pin.
Because the oscillators are identical,
W = ω IN×N .
To find the reduced dynamics of the Kuramoto-Sakaguchi
model on the mean SBM, let us follow Procedure 2 with
n = 2 and u = 2.
1: The compatibility equation (24) is already satisfied
since W is proportional to the identity matrix, so
there is no need to consider choosing W as a target.
We therefore select the targets T1 = A and T2 = K.
2: We compute the eigenvectors of 〈A〉SBM and form
the matrix
VA =

1N1√
N1+N2`2+
`+ 1N2√
N1+N2`2+
1N1√
N1−N2`2−
`− 1N2√
N1+N2`2−
 ,
where
`± =
λ± −N1pin
N2pout
while
λ± =
Npin ±
√
(N2 −N1)2p2in + 4N1N2p2out
2
are the dominant eigenvalues of 〈A〉SBM. The
pseudo-inverse of VA is found by using the formula
V +A = V
>
A (VAV
>
A )
−1 (not shown here). Moreover,
we choose two orthogonal eigenvectors of K by in-
spection to get
VK =
(
1√
N1
1N1 0N2
0N1
1√
N2
1N2
)
.
3: We set M = CKVKV
+
A VA.
4: We choose
CK =
(
1√
N1
0
0 1√
N2
)
,
which ensures that the resulting reduction matrix
MA =
(
1
N1
1N1 0N2
0N1
1
N2
1N2
)
,
satisfies Condition B.
5: We find that (M+)jµ = δµ s(j) which allows us
to solve exactly the compatibility equations with
W = diag(ω, ω), K = diag(K11,K22), and
A =
(
N1pin N2pout
N1pout N2pin
)
.
The reduced dynamics is therefore exact to first order
and is given by
R˙µ = σ
(
1−R2µ
2N
)
2∑
ν=1
AµνRν cos(Φν − Φµ − α),
Φ˙µ = σ
(
1 +R2µ
2NRµ
)
2∑
ν=1
AµνRν sin(Φν − Φµ − α),
where, without loss of generality, we have set the system
in the center of mass by taking ω = 0 [84].
2. Equilibrium points related to chimeras
We want to identify structural and dynamical condi-
tions that are necessary for the existence of chimeras. For
this, we first set R1 = 1 and R2 = RI < 1 as in Ref. [41].
Then, we further simplify the reduced dynamics by in-
troducing the phase difference Φ = Φ1 −Φ2, by merging
the phase equations together, and by introducing a char-
acteristic time
τ = σt/N. (44)
The resulting differential equations are
R′I =
(
1−R2I
2
)
[N2pinRI cosα+N1pout cos(Φ− α)] ,
(45)
Φ′ =
(
1 +R2I
2RI
)
[N2pinRI sinα−N1pout sin(Φ− α)]
−N2poutRI sin(Φ + α)−N1pinRI sinα, (46)
where the prime indicates the derivative with respect
to τ . These equations are similar to those obtained in
Ref. [41] by following the Ott-Antonsen method, except
that we now have an explicit dependence over the net-
work parameters N,N1, N2, pin and pout.
We have proved that if the reduced system is in a
chimera state, then Eqs. (45) and (46) are satisfied. We
now require the chimeras to be equilibrium points of the
dynamics. This is equivalent to imposing R′I = 0 and
Φ′ = 0. A few basic manipulations allow us to conclude
that the chimeras are equilibrium points only if the fol-
lowing equations are satisfied:
pin =
−fpout cos(Φ− α)
RI(Φ) cosα
, (47)
RI(Φ) =
√
2f sinα cos(Φ− α)− sin Φ
2f−1 sin(Φ + α) cosα+ sin Φ
, (48)
where f = N1/N2 is the block asymmetry parameter.
Note that we have redefined RI as a function of Φ.
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3. Chimeras in the density space
We aim to clarify the impact of the modular struc-
ture on the existence of chimeras. It is already known
that the difference between the intra-community coupling
strength and the extra community coupling strength
plays a critical role in the emergence of chimeras [41, 60].
We therefore introduce a new parameter ∆ that captures
this difference in coupling strength. Following Ref. [32],
we make the change of variables
∆ = pin − pout,
ρ = βpin + (1− β)pout,
where
β =
N21 +N
2
2
N2
is the sum of the maximum possible number of links
within each community divided by the maximum number
of possible links in the network. Note that ρ is the aver-
age density in the SBM. The coordinates (ρ,∆) form the
density space that characterizes all the possible graphs
in the planted partition model.
Let us go back to Eq. (47). Using the new coordinates
(ρ,∆), the equation becomes
∆ =
[
RI(Φ) cosα+ f cos(Φ− α)
βf cos(Φ− α)− (1− β)RI(Φ) cosα
]
ρ . (49)
We now identify the bifurcations of the reduced dy-
namics in the density space for fixed α and f [85]. Equa-
tion (49) already reveals the form of these bifurcations:
they are straight lines in the density space whose slopes
depend on the value of the equilibrium point Φ∗.
To obtain these different equilibrium points Φ∗, we
analyze the Jacobian matrix of the differential equa-
tions (45-46). We find a Hopf bifurcation (a stable
chimera/equilibrium point loses stability and trajecto-
ries converge to a stable breathing chimera) by setting
the trace of the Jacobian matrix equal to zero, i.e.,
0 = f cos(Φ− α) + [RI(Φ)]2 cos(Φ + α). (50)
We also find a saddle-node bifurcation (a stable chimera
is created or destroyed) by setting the determinant equal
to zero [41], i.e.,
0 = 1− [RI(Φ)]2
[
2 tanα sin(Φ− α) cos(Φ− α) (51)
− cos(2α− 2Φ)− 2f−1 cos(2Φ)
]
.
Equations (50-51) allows us to compute the appro-
priate zeros for Φ by using standard root-finding algo-
rithms. Substituting these zeros into Eq. (48) and then
into Eq. (49) gives the slopes of the straight lines corre-
sponding to the Hopf and the saddle-node bifurcations.
The results are displayed in Fig. 10 (a) where we have
integrated the N -dimensional Kuramoto-Sakaguchi dy-
namics for different values in the density space. We only
show the assortative region (pin > pout ⇒ ∆ > 0) be-
cause the dissortative region (pin < pout ⇒ ∆ < 0)
FIG. 10. (Color online) Chimera state regions in the
Kuramoto-Sakaguchi dynamics on the mean SBM in the den-
sity space. (a) Each point represents the value of 〈RI〉t, the
time average of the phase synchronization observable of the
incoherent community obtained with the integration of the
complete dynamics. The initial conditions were taken at ran-
dom from a uniform distribution [see Appendix E for more
details]. Parameters: f = 1.5, α = 1.45, N = 500. (b)
Breathing chimera at (ρ,∆) = (0.75, 0.3) obtained from the
reduced dynamics (45-46). (c) Stable chimera at (ρ,∆) =
(0.8, 0.25) obtained from the reduced dynamics. The trajec-
tories in the bottom figures have the same initial condition
(RI(0) , Φ(0) ) = (0.48, 0.24).
contains no chimeras. The white regions are “Not al-
lowed” because they are regions where pin or pout /∈ [0, 1].
We also illustrate the trajectories of two different kinds
of chimeras: a breathing chimera (stable limit cycle in
black) [Fig 10 (b)] and a stable chimera (stable equilib-
rium point in blue) [Fig 10 (c)].
More importantly, Fig. 10 (a) shows the agreement of
the predicted Hopf (solid brown line) and saddle-node
(solid purple line) bifurcations with the bifurcations in
the complete dynamics (heatmap). The homoclinic bi-
furcation (solid green line) was obtained numerically and
is shown to better see the complete chimera region, which
is located between the homoclinic bifurcation and the
saddle-node bifurcation.
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C. Periphery chimeras in two-star graphs
Two-star graphs are modular (see Sec. II A). Yet, their
structural properties differ considerably from those of the
planted partition model studied in the previous subsec-
tion. We use DART to show that these structural differ-
ences also cause significant dynamical differences. In par-
ticular, we find that for two-star graphs, the Kuramoto-
Sakaguchi dynamics with identical frequencies can lead
to the emergence of a new kind of chimeras.
1. Reduced dynamics
We consider a two-star graph divided into the modules
B1, ..., B4 defined in Sec. II A. The adjacency matrix is
A =

1Np1 1
1>Np1
1 1>Np2
1Np1
 ,
where we have separated the modules with lines and
where the empty blocks are filled with zeros. The de-
gree matrix is therefore
K = diag(Np1 + 1, 1, ..., 1︸ ︷︷ ︸
Np1 times
, Np2 + 1, 1, ..., 1︸ ︷︷ ︸
Np2 times
),
and the frequency matrix is W = ωIN×N .
Let us now go through all the steps of Procedure 2
with n = q = 4 and u = 2.
1: We select the targets T1 = A and T2 = K.
2: We analytically find the eigenvector matrix VA and
the eigenvector matrix of the degree matrix,
VK =

1
1√
Np1
1Np1
1
1√
Np2
1Np2
 .
3: We set M = CKVKV
+
A VA.
4: We choose
CK =

1 0 0 0
0 1√
Np1
0 0
0 0 1 0
0 0 0 1√
Np2
 ,
which gives the reduced matrix
MA =

1
1
Np1
1Np1
1
1
Np2
1Np2
 .
The latter satisfies Conditions A, B, and A’.
5: We solve exactly the compatibility equations with
W = diag(ω, ω, ω, ω),
K = diag(Np1 + 1, 1, Np2 + 1, 1),
A =

0 Np1 1 0
1 0 0 0
1 0 0 Np2
0 0 1 0
 .
We find that the reduced equations for the radial and
phase variables are
R˙µ = σ
(
1−R2µ
2N
)
4∑
ν=1
AµνRν cos (Φν − Φµ − α),
Φ˙µ = ω + σ
(
1 +R2µ
2NRµ
)
4∑
ν=1
AµνRν sin (Φν − Φµ − α).
The above equations have the same form as the re-
duced equations of the Kuramoto-Sakaguchi dynamics on
the mean SBM. This observation can be generalized for
other types of networks and dynamics. Indeed, as shown
in Table IV of Appendix A, there is always a simpler
form of the reduced dynamics when Wµν = Ωµδµν and
Kµν = κµδµν .
It is worth pointing out that the cores have their own
observables and they are already maximally synchronized
(with themselves), which is not true for the peripheries.
Thus, extra care should be taken for two-star graphs to
avoid any confusion between the cores and the periph-
eries. With this in mind, we slightly change the notation
as follows:
(R1, R2, R3, R4) = (Rc1 , Rp1 , Rc2 , Rp2),
(Φ1,Φ2,Φ3,Φ4) = (Φc1 ,Φp1 ,Φc2 ,Φp2),
where cµ and pµ stand for “core µ” and “periphery µ”,
respectively. The trivial conditions now become Rc1 = 1
and Rc2 = 1, which imply R˙c1 = 0 and R˙c2 = 0. Thus,
among the eight dynamical equations, only six are non-
trivial.
We reduce again the number of equations by introduc-
ing variables that describe the phase differences between
the communities, i.e., Φ1 = Φp1 − Φc1 , Φ2 = Φp2 − Φc2 ,
and Φ12 = Φc2 − Φc1 . We end up with five equations to
describe the Kuramoto-Sakaguchi dynamics on the two-
star graph. Two equations are related to the synchro-
nization observables in the peripheries:
R′p1 =
(
1−R2p1
2
)
cos(Φ1 + α),
R′p2 =
(
1−R2p2
2
)
cos(Φ2 + α),
(52)
where we have used the characteristic time defined in
Eq. (44). The other three equations describe the evolu-
18
FIG. 11. (Color online) (Left) Effect of the phase lag α on
the time-averaged synchronization observable in periphery pµ
of a two-star graph for (a) the complete Kuramoto-Sakaguchi
dynamics and (c) its reduced version (52-53). Desynchroniza-
tion of the peripheries does not happen at the same values
of α. The region where chimeras exist is represented by the
darker region between the two vertical dashed lines at α1 and
α2 (αˆ1 and αˆ2). (Right) An example of a periphery chimera
for (b) the complete and (d) the reduced dynamics, both with
α = 0.792. Global parameters: τ = 5t/N , Np1 = Np2 = 100,
N = 202. Initially, the N phases are equidistantly distributed
between 0 and 2pi. The color varies from one periphery to the
other.
tion of the phase observables:
Φ′1 =−
(
1 +R2p1
2Rp1
)
sin(Φ1 + α)
−Np1Rp1 sin(Φ1 − α)− sin(Φ12 − α),
Φ′2 =−
(
1 +R2p2
2Rp2
)
sin(Φ2 + α) (53)
−Np2Rp2 sin(Φ2 − α) + sin(Φ12 + α),
Φ′12 = Np2Rp2 sin(Φ2 − α)− sin(Φ12 + α)
−Np1Rp1 sin(Φ1 − α)− sin(Φ12 − α).
2. Searching for chimeras
According to our previous analysis, there is a chimera
state in the two-star graph if either Rp1 = 1 and Rp2 < 1
or Rp1 < 1 and Rp2 = 1. Yet, imposing these conditions
yields four coupled differential equations for which the
dynamical analysis is much more complicated. We will
therefore rely on numerical analysis.
We fix the parameters σ, Np1 , and Np2 . This allows us
to study how the phase lag α affects the synchronization
in each periphery. As shown in Fig. 11 (a) and (c), for
each periphery, there is a critical value [dashed vertical
line] above which desynchronization begins. For the com-
plete (reduced) dynamics, we have denoted these critical
values α1 and α2 (αˆ1 and αˆ2).
Notably, we observe a clear separation between the
critical values α1 and α2 (αˆ1 and αˆ2). Let us stress that
this separation happens despite the complete similarity
of the peripheries: same number of nodes and same nat-
ural frequencies. Therefore, there is a region [dark region
between the two vertical dashed lines in Fig. 11 (a) and
(c)] where a periphery is coherent (the one that has the
higher critical value) while the other is incoherent. We
call any state that belongs to that region a periphery
chimera. Examples of periphery chimeras are given in
Fig. 11 (b) and (d). In these examples, the periphery
chimeras are breathing [41].
Because star graphs are building blocks of complex net-
works, our results suggest that periphery chimeras could
exist within very small regions of the parameter space
describing the phase dynamics of a complex network.
D. Chimera region size
We investigate the impact of the asymmetry between
the communities on the size of the chimera region for the
reduced dynamics of the Kuramoto-Sakaguchi model on
the mean SBM (45-46) and the two-star graph (52-53).
First, in the case of the mean SBM, the size of the
chimera region in the density space is
Sc =
1
2
|ρ2∆3 −∆2ρ3| , (54)
where the coordinates (ρ2,∆2) and (ρ3,∆3) are the
points of the intersection between the straight lines re-
lated to the bifurcations (homoclinic, saddle-node) and
the limit points of the allowed region in the density
space. Using Eq. (51), Eq. (49), and the equation
∆ = (1 − ρ)/(1 − β) that corresponds to the right limit
of the density space, we find that the size of the stable
chimera region is given by the equations
S stablec =
1
2
∣∣∣∣ aH − aS[(1− β)aH + 1][(1− β)aS + 1]
∣∣∣∣ ,
aX =
[RI cosα+ f cos(ΦX − α)]
βf cos(ΦX − α)− (1− β)RI cosα,
where X ∈ {H,S} indicates whether the bifurcation is
homoclinic (H) or saddle-node (S). The symbol aX de-
notes the slope of the bifurcation X while ΦX is the zero
found numerically from Eqs. (50-51).
The results are illustrated in Fig. 12 (a) where we ob-
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FIG. 12. (Color online) (a) Size Sc of the chimera regions
[Eq. (54)] in the density space for the reduced Kuramoto-
Sakaguchi dynamics (45-46) on the mean SBM vs. the block
asymmetry parameter f = N1/N2 for α = 1.45. At the top
of the plot, chimera regions are shown for f = 1, 1.1, and 2.5.
(b) Size S∗∗c of the periphery chimera region in terms of α
[Eq. (55)] for the reduced Kuramoto-Sakaguchi dynamics (52-
53) on the two-star graph vs. the block asymmetry parameter
f∗∗ = Np1/Np2 for σ = 5. At the top of the plot, chimera
regions are shown for f∗∗ = 1, 1.5, and 2.3.
serve that the size of the stable and breathing chimera
regions evolves non-linearly as a function of f . As a con-
sequence, the total size of the chimera region quickly goes
from its minimal value at f = 1.0 to its peak at f ≈ 1.1,
before decreasing rapidly as f increases. A small struc-
tural change in the reduced equations can therefore have
considerable impact on the resulting chimera region.
Second, in the case of the Kuramoto-Sakaguchi on the
two-star graph, we investigate the impact of the asym-
metry on the size of the region with periphery chimeras,
which is defined along the α-axis. For most values of
α, like the one in Fig. 11 (c), the size of the periphery
chimera region is approximated as
S∗∗c ≈ |αˆ2 − αˆ1|, (55)
where we recall that αˆµ is the critical value above which
there is desynchronization of the periphery pµ in the re-
duced dynamics. In Fig. 12 (b), we observe that the
relationship between the size S∗∗c and Np1/Np2 is approx-
imately linear.
Figure 12 thus shows that the size of the chimera re-
gions, which can be expressed in terms of specific struc-
tural parameters [ex. ρ and ∆ in Eq. (54)] or the dy-
namical parameters [ex. α in Eq. (55)], is closely related
to another structural parameter [i.e., f ]. When some
structural or dynamical parameters are fixed, the asym-
metry between the community sizes can therefore dictate
whether or not a chimera emerges.
E. Explosive synchronization in star graphs
Explosive synchronization is characterized by discon-
tinuous (first-order) phase transitions. It is used to de-
scribe the occurrence of sudden catastrophes, such as
epileptic seizures or electric breakdown [86–88]. A simple
but instructive example of a system that can evolve to-
wards explosive synchronization is the Kuramoto model
on the star graph with degree-frequency correlation
[23, 61, 89–91]. Interestingly, the model’s bifurcation di-
agram for the global synchronization observable exhibits
hysteresis [89].
The goal of this subsection is to use DART to gain
analytical insights about the Kuramoto-Sakaguchi model
on the star graph. In particular, we want to reproduce
some known results on explosive synchronizations.
1. Reduced dynamics
The Kuramoto-Sakaguchi model on the two-star graph
has already been analyzed in Sec. IV C. Since the star
graph is contained in the two-star graph, it is rather
straightforward to adapt our previous calculations to de-
rive the appropriate reduced dynamics.
First, let us introduce the matrices that define the fre-
quencies and the structure of the complete dynamics of
dimension N = Np + 1, i.e.,
W = diag(ω1 , ω2 , ... , ω2︸ ︷︷ ︸
Np times
),
K = diag(Np , 1 , ... , 1︸ ︷︷ ︸
Np times
),
A =
(
0 1Np
1Np 0Np×Np
)
.
Setting n = q = 2 and using Procedure 2 with
A→W → K yields
W = diag(ω1, ω2),
K = diag(Np, 1),
A =
(
0 Np
1 0
)
.
The reduced dynamics is therefore given by Eq. (E5)
with Ω1 = ω1, Ω2 = ω2, σ/N 7→ σ and the reduced
adjacency matrix A defined above.
Let R2 = Rp be the phase synchronization observable
of the periphery and let Φ = Φ1 − Φ2 be the difference
between the phase of the core and the phase observable
of the periphery. Then, the reduced dynamics of the
Kuramoto-Sakaguchi model on the star graph is
R˙p = σ
(
1−R2p
2
)
cos(Φ− α), (56)
Φ˙ = ω1 − ω2 − σ(N − 1)Rp sin(Φ + α) (57)
− σ
(
1 +R2p
2Rp
)
sin(Φ− α),
which is also reported in Ref. [61] apart from a difference
in sign [92].
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2. Global synchronization observable at equilibrium
The observable that measures the global synchroniza-
tion of the network is the modulus of the complex ob-
servable Z = ReiΦ defined in Eq. (11) with ` = (1 Np),
that is,
R =
1
N
√
1 + (N − 1)2R2p + 2(N − 1)Rp cos Φ. (58)
To find the equilibrium points of the global synchroniza-
tion we first notice that
d(R2)
dt
= 2RR˙ = 0 ⇐⇒ R = 0 or R˙ = 0.
Hence, the global synchronization is at equilibrium if the
derivative of 1 + (N − 1)2R2p + 2(N − 1)Rp cos Φ with
respect to time is zero.
From the above analysis, we deduce that if bothRp and
Φ are at equilibrium, then so is R. Now, the equilibrium
solutions for Rp and Φ are the zeros of Eqs. (56)–(57).
Using trigonometric identities (see [93]), we readily solve
these equations and get
R∗p = 1,
Φ∗ = arcsin
(
ω1 − ω2
σr(N,α)
)
− arcsin
(
(N − 2) sinα
r(N,α)
)
,
where the asterisk indicates equilibrium and
r(N,α) =
√
N2 − 4(N − 1) sin2 α.
After substituting these solutions into Eq. (58), we ob-
tain the corresponding equilibrium point for the global
synchronization observable:
R∗ =
1
N
√
1 + (N − 1)2 + 2(N − 1) cos Φ∗. (59)
The equilibrium point exists for all values of σ that are
greater than or equal to the critical coupling
σc =
ω1 − ω2
r(N,α)
. (60)
Below the critical coupling, a real positive solution for
R∗ does not exist. At the critical coupling, R∗ is equal
to
R∗c =
1
N
√
1 + (N − 1)2 + s(N,α)
r(N,α)
, (61)
where
s(N,α) = 2(N − 1)(N − 2) sin2 α.
The equilibrium points for the global synchroniza-
tion observable R are illustrated in Fig. 13 (a). We
observe that the equilibrium points form a hysteresis
with two branches: backward branch (blue) and forward
branch (gray). The numerical solutions obtained from
the complete (reduced) dynamics are shown with darker
(lighter) markers. We observe that the solutions of the
reduced dynamics agree with those of the complete dy-
namics, except for the backward branch in the domain
0 1 2 3 4 5
σ
0.0
0.5
1.0
〈R〉t
σc
R∗c
σb σf
(a)
0.0 0.2
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R
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Φ
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FIG. 13. (Color online) (a) Hysteresis of the time-averaged
global synchronization observable 〈R〉t vs. the coupling con-
stant σ in the Kuramoto-Sakaguchi dynamics on the star
graph. The numerical results are shown for the complete
dynamics [dark blue (backward branch) and black (forward
branch) markers] and reduced dynamics (56-57) [light blue
(backward branch) and gray (forward branch) markers]. The
orange line represents the analytical result (59). The dashed
lines demarcate the domain where unstable equilibria are
found numerically. (b) Unsynchronized trajectory of the
reduced dynamics at σ = 1. (c) Synchronized trajectory
of the reduced dynamics at σ = 4. The dotted unit cir-
cle is the boundary for the trajectory. Initial conditions:
θj(0) = 2pi(j − 1)/N . Parameters: α = −0.2pi, N = 11.
0 < σ < σb ≈ 1.66. An example of synchronized trajec-
tory observed in this domain is illustrated in Fig. 13 (b),
which contrasts with the synchronized solution shown in
Fig. 13 (c).
The analytical solution (59) is indicated by the orange
line in Fig. 13 (a). This solution clearly belongs to the
backward branch of the hysteresis. For α = 0, Eq. (59)
yields the same result as the backward branch reported
in Ref. [90]. For α = 0, ω1 = Np, and ω2 = 1, the critical
coupling becomes
σc =
Np − 1
Np + 1
,
which corresponds to value of the top branch of the hys-
teresis found in Ref. [89]. The substitution of this re-
sult into Eq. (59) leads to the critical value reported in
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Ref. [90], i.e.,
R∗c =
√
N2p + 1
Np + 1
.
The forward branch critical synchronization value [61]
σf =
ω1 − ω2√
2(N − 1) cos(2α) + 1 ,
predicts accurately the numerical results obtained from
the complete and the reduced dynamics. We also ob-
serve that the backward branch critical desynchroniza-
tion value σb occurs before the critical value σc of the
equilibrium point R∗ in Eq. (59). This is explained by
the fact that the equilibrium point is not generally stable
for all σ > σc and for α 6= 0 [61]. However, the coupling
value σb we obtain is not equal to the value
ω1 − ω2√
(N − 1) cos(2α) + 1 ,
reported in Refs. [61] and [94].
To summarize, using DART with A → W → K, we
successively obtain multiple analytical results on explo-
sive synchronization. At first glance, the use of the three
targets procedure may seem overkill to derive the reduced
dynamics (56-57), since any one-target procedure would
give the same reduced dynamics in this case. However,
any heterogeneity in the frequencies or the structure (e.g.,
connecting nodes in the periphery) would break the pos-
sibility to satisfy the three compatibility equations with
a one-target procedure. We conjecture that using DART
with three target matrices will come in handy for these
kinds of perturbed systems and even pave the way for
new interesting analytical results on explosive synchro-
nization.
V. CONCLUSION
We have introduced a Dynamics Approximate Re-
duction Technique (DART) to obtain a low-dimensional
dynamical system from a high-dimensional dynamical
system on finite networks. DART generalizes previ-
ous approaches [24, 25, 27] for modular graphs with
strong interactions between the modules, dynamically
non-identical nodes, and complex observables.
Our approach has uncovered a threefold problem: to
close the reduced dynamics to first order, one needs to
solve three compatibility equations involving a dynamical
parameter matrix W , the degree matrix K, the adjacency
matrix A, and the reduction matrix M .
The form of these compatibility equations has revealed
a spectral aspect of the dimension-reduction problem. If
one finds a common eigenvector basis for the matrices
W , K, and A, then the compatibility equations are sat-
isfied and the reduced dynamics is exact to the first or-
der. However, these matrices do not share eigenvectors
in general.
To tackle this problem, we have introduced two pro-
cedures designed to solve one compatibility equation ex-
actly and the two others approximately. The key for
achieving this task is to perform linear transformations
that project eigenvectors of one of the three matrices as
close as possible to eigenvectors of the other matrices.
Yet, it is not trivial to choose the eigenvectors defining
the observables of the reduced dynamics. The threefold
character of DART has demonstrated that the choice of
observables is subtle and not universal for dynamics with
non-identical nodes: the choice depends on the dynam-
ical and structural setup. Despite this fact, the vari-
ous numerical experiments performed with the Kuramoto
model on a small graph suggest that choosing the eigen-
vectors of the adjacency matrix, i.e., satisfying the corre-
sponding compatibility equation exactly, is advantageous
in most cases to predict the synchronization transitions
curves, and should be preferred.
Using the eigenvectors of A and W , we have derived
the reduced dynamics for the Winfree, Kuramoto, and
theta models on random modular networks. The global
phase synchronization curves obtained with the reduced
dynamics are in agreement with those of the complete
dynamics and exhibit, in particular, double phase tran-
sitions and SNIC bifurcations.
We have also analyzed the Kuramoto-Sakaguchi dy-
namics on different modular graphs with DART to get
insights on exotic synchronization states. For the mean
SBM, we have first investigated the impact of the network
density and community size asymmetry on the existence
of chimeras. We have detected new chimera regions in
the SBM density space whose size varies in a surprising
nonlinear way according to the community size asymme-
try. In particular, we have found that the size of the
chimera regions peaks when asymmetry is small. For
the two-star graph, we have showed the existence of pe-
riphery chimera states, i.e., a dynamical regime in which
the periphery of one star is perfectly synchronized while
the periphery of the other star is partially synchronized.
This type of chimera lives within a very narrow range
of phase-lag values and can breathe. Finally, for the star
graph, we have used DART to recover multiple analytical
results from the literature on explosive synchronization.
Interestingly, despite the apparent differences in the
methods, the reduced dynamics obtained from our for-
malism possess similarities with the ones obtained with
the Ott-Antonsen approach. DART, however, is not re-
stricted to phase dynamics, is specifically designed for
finite networks, and potentially leads to new revealing
perturbative analysis. Thus, it seems worth exploring
more in depth the mathematical relationships between
the two methods. Moreover, a thorough investigation of
the errors (e.g., according to the system size N) caused
by DART is still missing.
We believe that DART will contribute to solve harder
problems where the networks have more heterogeneous
properties and the dynamics are driven by more com-
plex functions. Using our approach for dynamics on real
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networks should provide new analytical insights about
critical phenomena in a wide range of fields from epi-
demiology [95] to neurosciences [27] and ecology [25].
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Appendix A: Phase and modulus equations for the
reduced phase dynamics
In the context of synchronization, the observable of
interest is not Zµ itself, but rather its modulus Rµ
and its phase Φµ as in Eq. (9). To get the differ-
ential equations describing the evolution of Rµ and
Φµ, one simply uses R˙µ = (Z˙µZ¯µ + Zµ
˙¯Zµ)/(2Rµ) and
Φ˙µ = (Z˙µZ¯µ − Zµ ˙¯Zµ)/(2iR2µ) which lead to real reduced
systems of dimensions 2n. For the Winfree, Kuramoto,
and theta models, the reduced set of differential equa-
tions for the moduli and phases are given in the Table III.
Specific versions of the equations in the Table III are
shown in the Table IV.
Appendix B: Existence and uniqueness of solutions
to the compatibility equations
We prove the claims made in Sec. III C about the ex-
istence and uniqueness of solutions to the compatibility
equations.
Let M and T be complex matrices of respective size
n×N and N ×N where n < N . As shown in Ref. [96],
the matrix equation
TM = MT, (B1)
with unknown matrix T of size n × n has a solution if
and only if
MTM+M = MT, (B2)
where M+ denotes the Moore-Penrose pseudo-inverse of
M . If the latter condition is respected, then any solution
of Eq. (B1) takes the form
T = MTM+ + Y − YMM+,
where Y is an arbitrary n× n matrix. If, moreover,
MM+ = I,
then the only possible solution is T = MTM+.
The equation MM+ = I is satisfied if the rank of
M is n, which is precisely Condition A that we have
imposed on M to guarantee the linear independence of
the observables Zµ. Thus, in the context of dimension
reduction, MM+ = I must be satisfied, which implies
that Eq. (B1) has at most one solution, namely, T =
MTM+. Now, the condition
M+M = I, (B3)
is sufficient for satisfying Eq. (B2). However, Eq. (B3)
is satisfied only if the rank of M is N , which contradicts
our first assumption that n < N .
We have proved so far that, in the context of dimension
reduction, there exists at most one solution to Eq. (B1),
i.e., T = MTM+. The existence of this solution remains
non-trivial however. To go further in our analysis, we
need to impose an additional restriction to the matrix T .
Thus, let us suppose that T is real and symmetric, as
are the matrices W , K, and A in Eqs. (24-26). Then, T
possesses N real orthonormal eigenvectors of size 1 ×N
(i.e., row vectors). Let us choose ` ≥ n eigenvectors and
form the ` × N matrix V whose µ-th row is the µ-th
eigenvector of T . Then, V V > = I and V + = V >.
Additionally, let us suppose that M can be factorized
as
M = CV,
where C is a real n× ` matrix of rank n, so n ≤ `. Sim-
ple manipulations then lead to the following conclusion:
Eq. (B1) is satisfied if and only if
T C = CΛ, (B4)
where Λ is the diagonal matrix whose µ-th element on
the diagonal is equal to the eigenvalue λµ of the µ-th
eigenvector in V . In turn, Eq. (B4) is consistent if and
only if
CΛC+C = CΛ.
Thus, C+C = I is a sufficient criterion for Eq. (B1). But
C+C = I is satisfied if and only if the rank of C is `.
We therefore need to impose that ` = n and that C is a
non-singular matrix.
All in all, we have proved that if the three conditions
below are satisfied, then Eq. (B1) has a solution:
(1) M = CV , where
(2) C is a non-singular n× n real matrix and
(3) V is a n × N real matrix composed of n real or-
thonormal row eigenvectors of T .
Moreover, the solution is unique and it is equal to
T = CΛC−1.
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Appendix C: Calculation of CT and VT
in Procedure 1
We explain how to compute the matrices CT and VT of
Procedure 1. The difficult part of the calculation is CT .
We propose two exact methods for computing CT as well
as an approximate method based on nonnegative matrix
factorization, a special form of low-rank approximation
of matrices.
a. Eigenvector matrix VT
Any row eigenvector of the target matrix T can, in
principle, be used to build the matrix VT . However, to
get observables that describe the large-scale dynamics of
the system, the eigenvectors of VT should have as many
non-zero elements as possible. Moreover, to simplify the
calculation of CT , the matrix VT should already be close
to a reduction matrix, which is required to satisfy Condi-
tion B. Hence, the sign of the eigenvectors should be cho-
sen to minimize the number of negative elements. This
is easily done when the target matrix is either W or K,
since all eigenvectors can be chosen to contain only non-
negative elements. When the target matrix is A, there
is only one eigenvector with non-negative elements, the
Perron vector of A, which is associated with the largest
eigenvalue of A. Thus, the Perron vector, once normal-
ized, should always be included in VA.
b. Exact methods to compute CT for a given VT
There are two typical cases: (1) all elements of VT are
non-negative and (2) many elements of VT are negative,
but one row of VT is non-negative.
If all the elements of VT are non-negative, as for T = W
or T = K, then the solution to Step 3 of Procedure 1 is
CT = diag
(
1∑
j(VT )1j
, . . . ,
1∑
j(VT )nj
)
, (C1)
which makes MT satisfy Condition B.
If VT contains at least one row with non-negative ele-
ments, as for the case T = A when the Perron vector is
included, then the solution to Step 3 is of the form
CT = DE, (C2)
with
D = diag
(
1∑
j(EVT )1j
, . . . ,
1∑
j(EVT )nj
)
, (C3)
and
E =

1 0 0 · · ·
α2 1 0 · · ·
α3 0 1
. . .
...
...
. . .
. . .
 , (C4)
where we have placed the non-negative eigenvector in the
first row of VT without loss of generality. The parameters
αµ are chosen to ensure the non-negativity of all elements
(EVT )µj . A simple solution is
αµ = max
{
(VT )µ1
(VT )11
, . . . ,
(VT )µN
(VT )1N
}
.
When T = A, the last method ensures the existence of
at least one coefficient matrix CA which in turn implies
that the reduction matrix MA is positive and solve ex-
actly the compatibility equation MAA = AMA. Thanks
to Eqs. (C2-C4), the method also provides an explicit
formula for the calculation of CA. However, the method
does not confer any additional desirable property to MA.
For instance, MA could be far from being row-orthogonal
[Condition A’] and could thus limit our capacity to inter-
pret the linear observables Z1, . . . , Zn. As a consequence,
we need to compute CA in another way.
c. Approximate method to compute CT for a given VT
In this paper, we rely on an approximate method that
uses two matrix factorization algorithms. First, semi-
nonnegative matrix factorization (SNMF) [97, 98] de-
composes VT as X1X2, where X1 is non-singular and
X2 is non-negative [Condition B2]. Actually, the al-
gorithm minimizes the MSE between VT and X1X2. We
use the Python package PyMF to perform SNMF. Sec-
ond, we use orthogonal nonnegative matrix factorization
(ONMF) [99] to factorize the nonnegative matrix X2 as
X3MT , where X3 is non-singular and MT is as close as
possible to a row-orthogonal nonnegative matrix, which
is a desirable property for the reduction matrix [Con-
dition A’]. To perform the calculations, we have modi-
fied and corrected the Python package iONMF. Starting
from eigenvector matrix VT , we end up with a nonneg-
ative matrix MT , which is nonnegative and (or almost)
row-orthogonal. The corresponding matrix CT is there-
fore X−13 X
−1
1 . Elementary manipulations finally yield a
row-normalized MT [Condition B1].
Appendix D: Calculation of CTu in Procedure 2
Step 4 of Procedure 2 does not specify how to find the
coefficient matrix CTu . The reason for this lack of speci-
ficity is that there is no unique method for the compu-
tation of CTu . We have chosen an approximate method,
similar to the one of Appendix C, because it leads to
reduction matrices Mu that are almost row-orthogonal.
The details are given below.
Let us define
Vu =

VT1 , u = 1,
VT2V
+
T1
VT1 , u = 2,
VT3V
+
T1
VT1V
+
T2
VT2V
+
T1
VT1 , u = 3.
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Therefore, the reduction matrix Mu in Eq. (39) is
Mu = CTuVu, u ∈ {1, 2, 3}. (D1)
In general, it is not possible to find CTu such that the
reduction matrix Mu in Eq. (D1) is nonnegative, normal-
ized, and as close as possible to a row-orthogonal matrix
[Condition B and A’].
However, we can consider Mu as a factor of Vu and
find an approximate solution to Eq. (D1), i.e.,
Vu ≈ C−1TuMu, (D2)
which defines a matrix factorization problem where CTu
and Mu are to be found.
First, to satisfy Condition B2, we factor out a nonneg-
ative n × N matrix X1 from Vu using semi-nonnegative
matrix factorization (SNMF) [97, 98],
Vu ≈ C1X1, (D3)
where C1 is a non-singular n× n matrix found with the
SNMF algorithm.
Second, to satisfy Condition A’, we factor out a non-
negative and almost orthogonal n × N matrix X2 from
X1 using orthogonal nonnegative matrix factorization
(ONMF) [99],
X1 ≈ C2X2, (D4)
where C2 is a non-singular n× n matrix found with the
ONMF algorithm.
Third, to satisfy Condition B1, we factorize X2 exactly
to extract the reduction matrix Mu (now nonnegative,
almost orthogonal, and normalized)
X2 = C3Mu, (D5)
with a non-singular diagonal matrix C3 where the µ-th
diagonal value is given by
∑N
j=1(X2)µj .
Finally, substituting Eqs. (D4-D5) into Eq. (D3) and
inverting the relation yields
Mu ≈ C−13 C−12 C−11 Vu,
where we have used the non-singularity of C1, C2, and
C3. The coefficient matrix CTu is therefore
CTu = C
−1
3 C
−1
2 C
−1
1 .
Other NMF approaches could be useful for the com-
putation of the coefficient matrix. For instance, con-
vex nonnegative factorization (CNMF) seems particu-
larly adapted to our problem. Indeed, as reported in [97],
CNMF is able to approximate a matrix with both positive
and negative elements as the product of two matrices: a
first matrix that convexly combines the elements of the
original matrix; a second nonnegative matrix whose rows
are almost orthogonal. The impact of other NMF algo-
rithms on the quality of DART will be investigated in
another paper.
Appendix E: Initial conditions to get chimeras
One important fact about the simulations of the
Kuramoto-Sakaguchi dynamics is that the initial con-
ditions to get a chimera state are not known a priori.
Apart from Ref. [100], there is not much information in
the literature about the initial conditions that lead to
chimera states. In this paper, we drew multiple initial
conditions from a uniform distribution for each point in
the density space of the mean SBM. After some numer-
ical exploration, we found that the number of observed
chimeras per initial condition is not equal everywhere in
the density space as reported in [100]. These experiments
raised the question: What are the initial conditions that
allow the emergence of chimeras ?
For given ρ,∆, f , and α, the initial conditions that
lead to a chimera states vary a lot. This is shown in
Fig. 14. The heat maps of initial conditions show diverse
non-trivial patterns (for instance, spiral patterns) and
the size of the regions of initial conditions giving chimera
can be big as the complete map or only a very small part
of it. It is therefore a hard problem to make an intelligent
choice of initial conditions to find chimeras.
FIG. 14. (Color online) Basin of attraction of the chimera
states in the Kuramoto-Sakaguchi model (45-46) on the mean
SBM for different f , α, ρ, ∆. (Top left) Stable chimera region:
f = 1.0, α = 1.4, ρ = 0.57, ∆ = 0.33. (Top right) Breathing
chimera region: f = 1.1, α = 1.4, ρ = 0.5, ∆ = 0.4. The
line of the spiral pattern has been thickened for visualization
purposes. (Bottom left) Stable-chimera region: f = 1.3, α =
1.45, ρ = 0.8, ∆ = 0.13 (Bottom right) Breathing chimera
region: f = 1.5, α = 1.45, ρ = 0.6, ∆ = 0.2.
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TABLE III. The reduced dynamics for three phase models in terms of the synchronization observable Rµ and the phase
observable Φµ. To simplify the equations, we have defined Φxy,z = Φx + Φy − Φz where two indices separated by a comma
indicate a difference between the corresponding phase observables and otherwise, the phase observables are summed.
Model Reduced phase dynamics
Winfree
R˙µ =
n∑
ν=1
WµνRν sin Φµ,ν + σκµ
2N
cos Φµ − σ
2Nκµ
n∑
ξ,τ=1
KµξKµτRξRτ cos Φξτ,µ
+
σ
2N
n∑
ν=1
AµνRν cos Φµ cos Φν − σ
2Nκ2µ
n∑
ν,ξ,τ=1
AµνKµξKµτRξRτRν cos Φν cos Φξτ,µ (E1)
Φ˙µ =
n∑
ν=1
Wµν Rν
Rµ
cos Φν,µ − σκµ
2N
sin Φµ − σ
2Nκµ
n∑
ξ,τ=1
KµξKµτ RξRτ
Rµ
sin Φξτ,µ
− σ
2N
n∑
ν=1
Aµν Rν
Rµ
sin Φµ cos Φν − σ
2Nκ2µ
n∑
ν,ξ,τ=1
AµνKµξKµτ RξRτRν
Rµ
cos Φν sin Φξτ,µ
Kuramoto
R˙µ =
n∑
ν=1
WµνRν sin Φµ,ν + σ
2N
n∑
ν=1
AµνRν cos Φν,µ − σ
2Nκ2µ
n∑
ν,ξ,τ=1
AµνKµξKµτRξRτRν cos Φµν,ξ,τ
(E2)
Φ˙µ =
n∑
ν=1
Wµν Rν
Rµ
cos Φν,µ − σ
2N
n∑
ν=1
Aµν Rν
Rµ
sin Φν,µ − σ
2Nκ2µ
n∑
ν,ξ,τ=1
AµνKµξKµτ RξRτRν
Rµ
sin Φµν,ξ,τ
theta
R˙µ =
Ωµ
2
sin Φµ − Ω
−1
µ
2
n∑
ξ,τ=1
WµξWµτRξRτ sin Φξτ,µ − 2R−1µ
n∑
ξ=1
Wµξ sin Φξ,µ
−
(
1−R2µ
2
)
sin Φµ +
σκµ
2N
sin Φµ − σ
2Nκµ
n∑
ξ,τ=1
KµξKµτRξRτ sin Φξτ,µ
− σ
N
n∑
ξ=1
KµξRξ sin Φξ,µ + σ
2Nκ2µ
n∑
ν,ξ,τ=1
AµνKµξKµτRξRτRν cos Φν sin Φξτ,µ
+
σ
Nκµ
n∑
ν,ξ=1
AµνKµξRξRν cos Φν sin Φξ,µ − σ
2N
n∑
ν=1
AµνRν cos Φν sin Φµ (E3)
Φ˙µ = 1−
(
1 +R2µ
2Rµ
)
cos Φµ − σ
2N
n∑
ν=1
Aµν Rν
Rµ
cos Φν cos Φµ
+
Ωµ
2Rµ
cos Φµ +
Ω−1µ
2
n∑
ξ,τ=1
WµξWµτ RξRτ
Rµ
cos Φξτ,µ +
n∑
ξ=1
Wµξ Rξ
Rµ
cos Φξ,µ
+
σκµ
2NRµ
cos Φµ +
σ
2Nκµ
n∑
ξ,τ=1
KµξKµτ RξRτ
Rµ
cos Φξτ,µ +
σ
N
n∑
ξ=1
Kµξ Rξ
Rµ
cos Φξ,µ
− σ
2Nκ2µ
n∑
ν,ξ,τ=1
AµνKµξKµτ RξRτRν
Rµ
cos Φν cos Φξτ,µ − σ
Nκµ
n∑
ν,ξ=1
AµνKµξRξRν
Rµ
cos Φν cos Φξ,µ
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TABLE IV. The reduced dynamics of the models introduced in Sec. II B in terms of the synchronization observable Rµ and
the phase observable Φµ when Kµν = κµδµν , Wµν = Ωµδµν , and κµ = ∑nν=1Aµν .
Model Reduced phase dynamics
Winfree
R˙µ = σ
(
1−R2µ
2N
)
cos Φµ
n∑
ν=1
Aµν (1 +Rν cos Φν)
Φ˙µ = Ωµ − σ
(
1 +R2µ
2NRµ
)
sin Φµ
n∑
ν=1
Aµν (1 +Rν cos Φν)
(E4)
Kuramoto
R˙µ = σ
(
1−R2µ
2N
) n∑
ν=1
AµνRν cos(Φν − Φµ)
Φ˙µ = Ωµ + σ
(
1 +R2µ
2NRµ
) n∑
ν=1
AµνRν sin(Φν − Φµ)
(E5)
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R˙µ =
(
1−R2µ
2
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sin Φµ
[
Ωµ − 1 + σ
N
n∑
ν=1
Aµν(1−Rν cos Φν)
]
Φ˙µ = 1−
(
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2Rµ
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cos Φµ +
[
1 +
(
1 +R2µ
2Rµ
)
cos Φµ
][
Ωµ +
σ
N
n∑
ν=1
Aµν(1−Rν cos Φν)
] (E6)
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