Abstract Let f : P ֒→ W be an embedding of a compact polyhedron in a closed oriented manifold W , let T be a regular neighborhood of P in W and let C := W T be its complement. Then W is the homotopy push-out of a diagram C ← ∂T → P . This homotopy push-out square is an example of what is called a Poincaré embedding.
Introduction
Let us recall the notion of a Poincaré embedding: Definition 1.1 (Levitt [23] , and [15, Section 5] for a modern exposition) Let W be a Poincaré duality space of dimension n and let P be a finite CWcomplex of dimension m. A Poincaré embedding of P in W (of dimension n and codimension n − m) is a commutative diagram of topological spaces
c Geometry & Topology Publications such that (1.1) is a homotopy push-out, (P, ∂T ) and (C, ∂T ) are Poincaré duality pairs 1 in dimension n, and the map i is (n − m − 1)-connected.
The motivating example of a Poincaré embedding arises when W is a closed orientable PL-manifold of dimension n and f : P ֒→ W is a piecewise linear embedding of a compact polyhedron P in W . Alternatively we can also take f to be a smooth embedding between smooth compact manifolds. Then f (P ) admits a regular neighborhood, that is a codimension 0 compact submanifold T ⊂ W that deformation retracts to P (see [26, page 33] .) Let C := W T be the closure of the complement of T in W . Then C and T are both compact manifolds of dimension n with a common boundary ∂T = ∂C and W = T ∪ ∂T C . The composition of the inclusion ∂T ֒→ T with the retraction T ≃ → P gives a map i : ∂T → P and we obtain the pushout (1.1). If the polyhedron P is of dimension m, then a general position argument implies that the map i is (n − m − 1)-connected. Of course C has the homotopy type of the complement W f (P ).
Thus morally a Poincaré embedding is the homotopy generalization of a PL embedding. Notice that, in Definition 1.1, ∂T is just a topological space and not necessarily a genuine boundary of a manifold T , and W does not need to be a manifold. Notice also that by a Poincaré embedding we mean all of the diagram (1.1) and not only the map f . When such a diagram exists we say that the map f : P → W Poincaré embeds. The space C in the push-out diagram is called the complement of P .
A natural question is whether the homotopy class of a map f that Poincaré embeds determines the square (1.1) up to homotopy equivalence and in particular the homotopy type of the complement C . The answer to this question is negative in general as it can be seen with W = S 3 and P = S 1 . Indeed all PL-embeddings f : S 1 ֒→ S 3 are nullhomotopic but the homotopy type of the complement C ≃ S 3 f (S 1 ) can vary considerably (see for example [24, Corollary 11.3] or [9] .) This is possible since in general the homotopy class [f ] of f does not determine its isotopy class. On the other hand in the case of a PL-embedding when the codimension is high enough, namely when n ≥ 2m+3, then a general position argument implies that [f ] determines the isotopy class of f . Therefore under this high codimension hypothesis the homotopy class of a PL-embedding f does determine the homotopy type of the square (1.1). Similarly under a slightly more restrictive condition on the codimension, there exists a unique Poincaré embedding (1.1) associated to a given homotopy class [f ] . See Theorem 1.3 below for a precise and more general statement for PLembeddings as well as a discussion on the corresponding result for Poincaré embeddings.
The aim of this paper is to study an algebraic translation of the above question: can we build algebraic models, such as Sullivan models which encode rational homotopy type, of the square (1.1) from an algebraic model of the map f ? In order to be more precise, we first review Sullivan's theory for modeling rational homotopy types by algebraic models. By a CDGA, A, we mean a non-negatively graded algebra over the field Q of rational numbers that is commutative in the graded sense and endowed with a degree +1 derivation d : A → A such that d 2 = 0. Sullivan has defined in [27] a contravariant functor from topological spaces to CDGA, A P L : Top → CDGA, mimicking the de Rham complex of differential forms on a smooth manifold. By a CDGA model of a space X , we mean a CDGA, A, linked to A P L (X) by a chain of CDGA morphisms inducing isomorphisms in cohomology,
The fundamental result of Sullivan's theory is that if X is a simply-connected space with rational homology of finite type, then any CDGA model of X determines its rational homotopy type. There is a similar result for maps and more generally for finite diagrams. See [8] for a complete exposition of that theory.
Our first result is the construction, under the high codimension hypothesis dim(W ) ≥ 2 dim(P )+3, of an explicit CDGA model of the Poincaré embedding (1.1) out of a CDGA-model of f . To explain this result, we need some notation which will be made more precise in Section 2. We denote by #V := hom(V, k) the dual of a k-vector space V and by s p X the p-th suspension of a graded object X , i.e. (s p X) k = X p+k . The mapping cone of a cochain map f : M → N is written N ⊕ f sM . When N is a CDGA and M is an N -DGmodule this mapping cone can be endowed with the multiplication (n, sm) · (n ′ , sm ′ ) = (n · n ′ , s(n·m ′ ±n ′ ·m)). The differential of the mapping cone does not always satisfy the Leibnitz rule for this multiplication, but it does under certain conditions on the dimensions and then the induced structure is called the semi-trivial CDGA-structure on the mapping cone (Definition 4.4).
Our goal is to build a CDGA model of the homotopy push-out (1.1), and in particular of the complement C , out of a CDGA model φ : R → Q of f * : A P L (W ) → A P L (P ). Motivated by Lefschetz duality a first guess for a model of A P L (C) is the mapping cone R ⊕ ψ ss −n #Q where ψ : s −n #Q → R is an R-DGmodule map such that H n (ψ) is an isomorphism. Unfortunately this naive guess has two flaws:
(A) such a map ψ does not necessarily exist, and (B) the multiplication on R ⊕ ψ ss −n #Q does not necessarily define a CDGA structure because of the possible failure of the Leibnitz rule.
Problem (A) can be addressed by replacing s −n #Q by a suitable weakly equivalent DG-module D, for example a cofibrant one, for which there exists a map ψ : D → R inducing an isomorphism in cohomology in degree n. Such a map is called a top-degree map 2 in Definition 5.1. Problem (B) can be solved by restricting the range of degrees of the graded objects R, Q, and D. This is where the high codimension hypothesis is needed.
We can now state our first result: Theorem 1.2 Consider a Poincaré embedding (1.1) with P and W connected. If n ≥ 2m + 3 and H 1 (f ; Q) is injective then a model of the commutative CDGA square
can be build explicitly out of any CDGA model of f * : A P L (W ) → A P L (P ).
More precisely, if n ≥ 2m + 4 or if n ≥ 2m + 3 and H 1 (f ; Q) is injective, then the commutative CDGA square D ′ is weakly equivalent to any commutative CDGA square
and Q >m+2 = 0;
(ii) D is a Q-DGmodule weakly equivalent to s −n #Q with D >n+1 = 0 and
and the mapping cones are endowed with the semi-trivial CDGA structure.
Moreover if n ≥ 2m + 3 and H 1 (f ; Q) is injective, then R, Q, D, φ, and
Since CDGA models encode rational homotopy types of simply connected spaces an immediate corollary of the above theorem is that when P and W are simply connected and dim(W ) ≥ 2 dim(P ) + 3, then the rational homotopy type of the Poincaré embedding (1.1) depends only on the rational homotopy class of f .
As a byproduct of this theorem we obtain also a CDGA model Q ⊕ ss −n #Q of the boundary ∂T of a thickening of P under a high codimension hypothesis. This model was already described in [18] and an analogous model is built in [14] under weaker hypotheses.
In our first theorem we have supposed that dim W ≥ 2 dim P + 3. When the connectivity of the embedding is high this condition on the codimension can be weakened. Indeed in the case of PL-embeddings we have the following classical result: Theorem 1.3 (PL-unknotting, Wall and Hudson) Let P be a compact mdimensional polyhedron and let W be a closed n-dimensional manifold with n ≥ m + 3. Let r be an integer such that
Then any two homotopic r-connected embeddings f 0 , f 1 : P ֒→ W are isotopic. As a consequence, if f is r-connected then the homotopy type of the square (1.1) depends only on the homotopy class of f .
Proof By the uniqueness part of the Wall's embedding theorem [29, page 76] f 0 and f 1 are concordant. Since the codimension is at least 3, concordance implies isotopy [13] . Therefore f 0 is isotopic to f 1 . By the uniqueness of a regular neighborhood this implies that the squares (1.1) for f 0 and f 1 are homeomorphic.
The hypothesis that f is r-connected with r satisfying the inequality ( 
(ii) D be an R-DGmodule weakly equivalent to s −n #Q with D <n−m = 0;
(iv) L ⊂ R ⊕ ψ sD be an acyclic R-subDGmodule with L ≤n−r−2 = 0 and
Then the canonical CDGA map
is a CDGA-model of the map
where λ is the composition of the inclusion with the projection and the algebra structure on the truncated mapping cone is induced by the formula (r, sd) Moreover we will show that the unknotting condition in Theorem 1.4 is sharp.
More precisely we will construct in Propositions 9.1 and 9.3 families of examples for which the unknotting condition (1.3) fails only by a little but such that the rational cohomology algebra of the complement is not determined by the rational homotopy class of the embedding. Note also that our rational result is valid for any Poincaré embeddings satisfying the unknotting condition, which improves by 1 the hypothesis under which the "integral" homotopy type of the complement is known to be unique [16, Corollary B].
Unfortunately we were not able to determine the complete rational homotopy type of the square (1.1) from the rational homotopy class of f under the unknotting condition. The best result that we can prove in this direction is the determination, under connectivity hypotheses on P and W and the extra assumption that n ≥ m + r + 2, of the modified square (1.1) where ∂T is replaced by the space∂T obtained by removing its top cell. See Theorem 8.2 for a precise statement.
Our rational models in Theorems 1.2 and 1.4 have applications to the construction of the model of blow-ups [21] and [19] , and of the configuration space on two points [20] .
The above discussion was about CDGA models for the square (1.1) which determine its rational homotopy type. Instead of CDGA models associated to the functor A P L we can associate models to the functor of singular cochains with coefficients in a field k of arbitrary characteristic, S * (−; k). If Y is a space then S * (Y ; k) is a differential graded algebra (a DGA for short), and if f : X → Y is a continuous map then S * (X; k) is a differential graded module (DGmodule) over the DGA S * (Y ; k). There is a notion of models of such DGmodules, and we can build such a model of the Poincaré embedding (1.1) without any restriction on the codimension or even on the connectivity of P .
To state the result we use the notion of a menorah as defined in Example 3.2 and which is essentially a family of maps with same domain. Theorem 1.6 Consider a Poincaré embedding (1.1) with W connected. Denote the connected components of P by P 1 , · · · , P c and set
Suppose a quasi-isomorphism of DGA ρ : A ≃ → C * (W ) has been given. Let
be a model in A-DGMod of the menorah
Then the two following commutative squares are weakly equivalent in A-DGMod:
This DGmodule model enables us to improve the classical Lefschetz duality theorem. Indeed this classical result states that the cohomology of the complement, H * (C; k) = H * (W f (P ); k), is determined as a vector space by the algebra map H * (f ) : H * (W ) → H * (P ). Our result gives a way to determine the H * (W )-module structure of H * (C), and even its algebra structure under the unknotting condition. This is the content of the following: 
If moreover H * (f ; k) is r-connected with r ≥ 2m − n + 2 then this isomorphism determines the algebra structure on H * (C; k).
Examples of Section 9 will show that the unknotting condition cannot be dropped when determining the algebra structure in the last corollary. Christophe Boilley [1] has constructed examples showing that the H * (W )-module structure on H * (C) is neither necessarily given by a trivial extension nor determined by the map H * (f ) induced in cohomology.
Notice that in all the results of this paper we can replace the Poincaré embedding by the following weaker notion. Let k be a field. A k-Poincaré embedding is a commutative square (1.1) such that W , (P, ∂T ) and (C, ∂T ) satisfy Poincaré duality in dimension n over k, m is the cohomological dimension of P with coefficients in k, H * (i; k) is (n−m−1)-connected, and the square (1.1) induces a Mayer-Vietoris long exact sequence in H * (−; k). In other words such a k-Poincaré embedding is a homological version of a Poincaré embedding.
As a last remark note that our study is complementary to the work of Morgan [25] who has computed the rational homotopy type of the complement of divisors D i with normal crossings in a projective algebraic variety W . In his case the codimension is very low (D i is of codimension 2) but the existence of mixed Hodge structures [4] implies that the rational homotopy type of the complement is determined by the maps induced in cohomology by the inclusion of divisors. 
Notation and terminology
We denote by k a commutative field. Recall the notions of differential graded algebra, or DGA for short, and of (left) graded differential modules over a DGA R, or R-DGmodules for short, as both defined for example in [8, Section 3(c) ]. We will always suppose that the DGA are non negatively graded and that the differentials are of degree +1. We denote by R-DGMod the category of R-DGmodules.
Convention on left and right modules Sometimes in the paper (in particular in Section 6) it will be important to distinguish between left and right DGmodules. By an R-DGmodule we always mean a left R-DGmodule, otherwise we write explicitly right R-DGmodule. Also by R-DGMod we denote only the category of left R-DGmodules. We denote by hom k (resp. hom R ) the sets of k-modules (resp. R-modules) morphisms.
We have also a notion of commutative differential graded algebra, or CDGA for short, which is a DGA such that the multiplication is graded commutative ([8, Example 5 in Section 3(b)] where there are called commutative cochain algebras). We denote by CDGA the corresponding category. A CDGA or more generally a non-negatively graded vector space, V , is called connected if
The degrees of graded modules and algebras will be written as superscripts. If X is a graded module or algebra, we will write X >m = 0 to express the fact that X k = 0 for k > m, and similarly X ≥m = 0, X <m = 0, and so on.
The dual of a graded k-module M will be denoted by #M with the grading (#M ) i = hom(M −i , k). The duality pairing is defined by
If (M, d) is a differential module then its dual #M is equipped with the differential δ characterized by x, δ(f ) = −(−1) |x| d(x), f . If M is a right module over some graded algebra R, then its dual admits a structure of left R-module characterized by the formula x, a.f = x.a, f . Similarly if M is a right DGmodule then its dual becomes a left DGmodule.
The k -th suspension of a graded vector space M is the graded vector space
is also a left R-module, we transport this structure on the k -suspension by the formula r.(
The mapping cone of an R-DGmodule morphism f : X → Y is the R-
If f is a CDGA morphism, in general there is no natural CDGA structure on the mapping cone but we will show in Section 4 that such a CDGA structure exists under favorable hypotheses.
We will use the functor of (normalized) singular cochains with coefficients in k S * (−; k) : Top → DGA as defined for example in [8, Chapter 5] . When k is of characteristic 0, we have also the de Rham-Sullivan functor of polynomial forms A P L : Top → CDGA as defined in [2] or [8, Chapter 10] .
The categories R-DGMod and CDGA are closed model categories in the sense of Quillen for which the weak equivalences are the quasi-isomorphisms and the fibrations are the surjections (for a nice review of closed model categories, we refer the reader to [5] ). By an acyclic (co)fibration we mean a (co)fibration that is also a weak equivalence. We say that two objects X and X ′ in a closed model category are weakly equivalent or that X is a model of X ′ if there exists a finite chain of weak equivalences joining them,
In that case we will write X ≃ X ′ . Since in Section 3 we will consider a closed model structure on certain categories of diagrams, we can speak of models of that diagrams.
We review quickly the notion of relative Sullivan algebras which is an important class of cofibrations in CDGA. If V is a non-negatively graded vector space we denote by ∧V the free graded commutative algebra generated by V (see [8, §3(b) , Example 6].) A relative Sullivan algebra ( [8, Chapter 14] , or KSextension in the older terminology of [11] ) is a CDGA morphism ι :
where the differential D is an extension of d A that satisfies some nilpotence condition (see [8, Chapter 14] for the precise definition.) Notice that in this paper we do not assume that V 0 = 0, following [11] but contrary to [8] .
In the special case A = k we get the notion of a Sullivan algebra, (∧V, D), which is a cofibrant object in CDGA. Examples of cofibrant objects in R-DGMod are semi-free models as defined in [8, Chapter 6] . Roughly speaking they are RDGmodules of the form (R ⊗ V, D) where V is a graded vector space and the differential D satisfies also a nilpotence condition. Finally remember that every object is fibrant in CDGA and in R-DGMod.
To denote that two maps f 0 and f 1 are homotopic in CDGA or R-DGMod we will write f 0 ∼ f 1 , or sometimes f 0 ∼ R f 1 to emphasize the underlying DGA. When P and N are R-DGmodules, with P cofibrant, we denote by
the set of homotopy classes of R-DGmodules from P to N .
Diagrams in closed model categories
In order of being able to speak of models of objects, maps, commutative squares, and so on, we review in this section the convenient language of diagrams as described for example in [5, Section 10]. There will exist a closed model structure on each of the categories of diagrams that we will consider. We will finish the section by two useful lemmas to turn certain homotopy commutative diagrams into commutative ones.
Definition 3.1 Let S be a small category and let C be any category. A diagram in C shaped on S is a covariant functor D : S → C and we say that S is shaping the diagram. A morphism of diagrams is a natural transformation between two diagrams. This defines the category of diagrams C S .
We describe now the five main examples of diagrams that we will consider in this paper. First recall that to each partially ordered set (or poset, for short), (S, ≤), we can associate a small category S whose objects are the elements of S and such that the set of morphisms, hom S (x, y), between two objects x and y in S is a singleton if x ≤ y and is the empty set otherwise.
Examples 3.2
Object If S is the category with only one object and one morphism (that is the category associated with the poset with only one element) then a diagram in C shaped on S is called an object of C .
Map If S is the category associated to the ordered set {0, 1} then a diagram in C shaped on S is just a map between two objects of C . Such a diagram is called a map of C .
Commutative square Let S be the category whose objects are the four sets ∅, {1}, {2}, and {1, 2}, and whose morphisms are the inclusion maps. A diagram in C shaped on S is called a commutative square in C .
Menorah Let S be the category whose objects are ∅, {1} , · · · , {n}, for some positive integer n and where morphisms are inclusions of sets. Then a diagram in C shaped on S is just a collection of maps f 1 , · · · , f n with same domain. We call such a diagram a menorah and we denote it by {f i } 1≤i≤n .
Composite Let S be the category corresponding to the ordered set {0, 1, 2}. A diagram shaped on S is just two composable maps f 0 : X → Y and 
Moreover ifD is a cofibrant diagram in C S then for each object x in S ,D(x) is a cofibrant object of C , and for each morphism i in S , the mapD(i) is a cofibration in C .

If every object of C is fibrant, then the same is true in C S .
Proof This model structure is described in [5, Section 10.13] , where the cofibrations in C S are also defined (a complete proof of the axioms of Quillen for this category can be found in [10, Theorem 5.2.5]). Using the fact that the initial object ∅ in C S is the constant diagram with value ∅ at each object of S , it is straightforward to check from the definition of a cofibration in C S ( [5, 10.13] ) that if ∅ →D is a cofibration then each objectD(x) is cofibrant and each mapD(i) is a cofibration. The last statement is obvious.
In this paper we will always suppose that the closed model structure on a category of diagrams C S is the one considered in Proposition 3.3. Following the terminology of Section 2 we can speak of weakly equivalent diagrams or of a model of a diagram.
It is important to notice that the converse is not true in general. Similarly if a composite (f, g) is a model of a composite (f ′ , g ′ ) then f is a model of f ′ and g is a model of g ′ , but again the converse is not true.
The proofs of the following two lemmas are based on standard techniques of closed model categories and we leave them as exercises for the reader. 
Lemma 3.5 Let X and X ′ be two weakly equivalent objects in some closed model category in which every object is fibrant. Then there exists a cofibrant objectX and acyclic fibrations
XX ≃ β o o o o ≃ β ′ / / / / X ′ such that (β, β ′ ) :X → X × X ′ is also a fibration. Lemma 3.6 LetÂ f f f ′ @ @ @ @ @ @ @ @ XX β o o β ′ / / X ′ beA f f f ′ A A A A A A A A XX β o o β ′ / / X ′ .
CDGA structures on mapping cones
The aim of this section is to define a natural extension of the R-DGmodule structure of some mapping cones to CDGA structures, under certain dimensionconnectivity hypotheses.
Definition 4.1 Let R be a CDGA and let f : X → R be a morphism of R-DGmodules. Consider the mapping cone C(f ) = R ⊕ f sX and define a multiplication
by, for homogeneous elements r, r ′ ∈ R and x, x ′ ∈ X ,
This multiplication defines a commutative graded algebra structure (not necessarily differential) on R ⊕ f sX that we call the semi-trivial CGA structure on the mapping cone.
This CGA structure on C(f ) is compatible with its R-module structure in the sense that the module structure is induced by the CGA map R ֒→ R ⊕ f sX . It is important to notice that in general the multiplication µ defined above does not define a CDGA structure on C(f ) because the Leibnitz rule on the differential of the mapping cone is not necessarily satisfied. However, we have the following lemmas.
Lemma 4.2 Let R be a CDGA and let f : X → R be an R-DGmodule morphism. Suppose that (sX) <k = 0 and (R ⊕ sX) >2k = 0 for some non negative integer k . Then the mapping cone C(f ) = R ⊕ f sX endowed with its semi-trivial multiplication is a CDGA and the inclusion map R ֒→ R ⊕ f sX is a CDGA-morphism.
Proof This lemma is a special case of the next lemma with I = 0 and l = 0.
Lemma 4.3 Let R be a CDGA, let f : X → R be an R-DGmodule morphism, and let I ⊂ R ⊕ f sX be an R-DGsubmodule. Suppose that (sX) <k = 0, I ≤k−l = 0, and (R ⊕ f sX) ≥2k−l+1 ⊂ I for non negative integers k and l. Then the semi-trivial multiplication µ on the mapping cone C(f ) = R ⊕ f sX induces a multiplication on C(f )/I which endows this quotient with a CDGA-structure, and the composition
is a CDGA morphism.
Proof We show first that I is an ideal of the CGA C(f ) equipped with its semi-trivial CGA structure. Since I is an R-submodule of C(f ) we have that µ(R ⊗ I) = R.I ⊂ I . On the other hand, for degree reasons µ(sX
Thus I is a left ideal, hence a two-sided ideal because µ is graded commutative.
This implies that the CGA structure on C(f ) induces a CGA structure on the quotient C(f )/I . Denote by δ the differential on the mapping cone C(f ) and byδ the induced differential on the quotient. To prove that (C(f )/I,δ) is a CDGA we have only to check the Leibnitz formula. This will be a consequence of the following relation, for c, c ′ homogeneous elements in R ⊕ sX :
To prove (4.1) we study different cases. If c, c ′ ∈ R then the expression in (4.1) is zero because R is a DGA. If c ∈ R and c ′ ∈ sX then the expression in (4.1) is zero because δ is a differential of R-DGmodule and the same is true if c ∈ sX and c ′ ∈ R because µ is graded commutative. Finally if c, c ′ ∈ sX then the degree of the expression in (4.1) is at least 2k + 1 ≥ 2k − l + 1, therefore it belongs to I .
This completes the proof that C(f )/I is a CDGA. It is straightforward to check that the map R → C(f )/I is a CDGA-morphism.
Definition 4.4
The CDGA-structures defined on the mapping cone R ⊕ f sX in Lemma 4.2 (respectively on the truncated mapping cone (R ⊕ f sX)/I in Lemma 4.3) is called the semi-trivial CDGA structure.
Our last lemma gives a sufficient condition for some DGmodule map between CDGA to be a CDGA morphism. Proof Since A ⊗ ∧X and B are graded commutative,f is a morphism of A-bimodules. The lemma follows from the fact that for degree reasonsf (A ⊗ ∧ ≥2 X) = 0.
Top-degree or shriek map
The aim of this section is to introduce the simple notion of a top-degree map (which was called a shriek map in early version of this paper). A key result will be the existence and essential uniqueness of such top-degree maps (Proposition 5.6.)
We start with the definition and two examples.
Definition 5.1 Let R be a DGA and assume that H * (R) is a connected Poincaré duality algebra in dimension n. A top-degree map of R-DGmodule is an R-DGmodule map ψ : D → R ′ such that R ′ is weakly equivalent to R and H n (ψ) is an isomorphism. 
) (the k th-suspension is here only to make f ! a degree preserving map.) It is clear that f ! is a map of H * (W )-modules and that it induces an isomorphism in degree n = dim(W ). Therefore f ! is a top-degree map of H * (W )-module (here the differentials are supposed to be 0).
Example 5.3 Let R be a DGA such that H(R) is a connected Poincaré duality algebra in dimension n. Let φ : R → Q be a morphism of right R-DGmodules such that H 0 (φ) is an isomorphism. Then s −n #R is quasiisomorphic to R and the map
is a top-degree map of (left) R-DGmodules.
To prove the existence and uniqueness of top-degree maps we need first to study further sets of homotopy classes of R-DGmodules. For an integer i, denote by hom i R (P, N ) the k-module of R-module maps of degree i from P to N and set hom * R (P, N ) := ⊕ i∈Z hom i R (P, N ). We can define a degree +1 differential δ on this graded k-module by the formula
The following identification is well-known and we omit its proof (e.g. [6] ):
Lemma 5.4 Let R be a DGA, let P be a cofibrant R-DGmodule, and let N be an R-DGmodule. Then we have an isomorphism
We have the following important characterization of the set of homotopy classes into a Poincaré duality algebra.
Proposition 5.5 Let R be a DGA over a field k such that H * (R) is a connected Poincaré duality algebra in dimension n. Let R ′ be an R-DGmodule weakly equivalent to R and let P be a cofibrant R-DGmodule. Then the map
is an isomorphism of k-modules.
Proof Without any loss of generality we can suppose that R ′ = R because weak equivalences preserve each side of the isomorphism we want to prove.
Since H n (R) ∼ = k there exists a k-DGmodule map ǫ 0 : R → s −n k inducing an isomorphism in H n . Using the canonical isomorphism #s n R ∼ = s −n #R we can interpret ǫ 0 as a cocycle in s −n #R and
Since R is also a right R-DGmodule, we have a structure of (left) R-DGmodule on s −n #R (remember our convention in Section 2.) There is a unique R-
is an H * (R)-module morphism which is an isomorphism in degree n. By Poincaré duality of H * (R) this implies that H * (ǫ) is an isomorphism in every degree. Thus ǫ is a quasiisomorphism.
Consider the adjunction isomorphism hom R (P, #R) ∼ = hom k (P, k) , φ →φ whereφ : P → k is defined byφ(x) = (φ(x))(1) for x ∈ P and 1 the unit in R. Combining this isomorphism with Lemma 5.4 we get the following sequence of isomorphisms
Moreover it is straightforward to check that the following diagram is commutative where the horizontal isomorphism is taken as the previous sequence of isomorphisms:
We establishes now the existence and uniqueness (up to homotopy and a scalar multiple) of top-degree maps.
Proposition 5.6 Let R be a DGA such that H * (R) is a connected Poincaré duality algebra in dimension n, let R ′ be an R-DGmodule weakly equivalent to R, and letD be a cofibrant R-DGmodule such that H n (D) ∼ = k. Then there exists a top-degree map of R-DGmodules
Proof By Proposition 5.5 we have an isomorphism
Any homotopy class ψ ∈ [D, R ′ ] R corresponding to an element of the non empty set iso H n (D), H n (R ′ ) gives a top-degree map, which proves the existence part.
The uniqueness part is based on the same computation and left to the reader.
We end this section by a lemma on sets of homotopy classes.
Lemma 5.7 Let A be a DGA, let D be a cofibrant A-DGmodule, and let X be an A-DGmodule. Suppose that there exist integers r ≥ 1 and m ≥ 0 such that
• H <0 (X) = 0 and H >m (X) = 0, and
Then the map
is an isomorphism of k-modules. 
is an isomorphism. We conclude by using Lemma 5.4 and the obvious identification
DGmodule model of a Poincaré embedding
The aim of this section is to prove Theorem 1.6 and Corollary 1.7.
Remark 6.1 Before proceeding with the proof of Theorem 1.6 we make a comment about the hypothesis on the model of a menorah. Indeed in that theorem we suppose that {φ k } 1≤k≤c is a model of the menorah {C * (f k )} 1≤k≤c .
As we pointed out in Remark 3.4, when c ≥ 2 this is a stronger hypothesis than asking for each φ k to be a model of C * (f k ). We illustrate this fact by the following example. Consider the torus T = S 1 × S 1 and denote byṪ this torus with a small open disk removed, so thatṪ is a compact surface of genus 1 with a circle for boundary. Let f : S 1 ֒→Ṫ be an embedding such that composed with the inclusionṪ ⊂ S 1 × S 1 it gives the inclusion of the first factor S 1 in S 1 × S 1 . Denote byṪ 1 andṪ 2 two copies ofṪ and let f k : S 1 ֒→Ṫ k be the embeddings corresponding to f , k = 1, 2. Set W =Ṫ 1 ∪ ∂ṪṪ 2 which is a closed surface of genus 2. It is clear that the complement C := W (f 1 (S 1 )∐f 2 (S 1 )) is connected. Consider now the obvious automorphism φ of W permutingṪ 1 anḋ T 2 . This automorphism is such that φ • f 2 = f 1 . By deforming slightly φ into a diffeotopic automorphism φ ′ , we can suppose that f ′ 2 := φ ′ •f 2 is an embedding of a circle closed but disjoint from f 1 (S 1 ). Then
) is not connected. Thus C * (C) and C * (C ′ ) do not have the same DGmodule model since they have different cohomologies. On the other hand C * (f ′ 2 ) and C * (f 2 ) do admit the same model since they differ only by the automorphism C * (φ ′ ) of C * (W ). The explanation of this apparent contradiction is in the fact that {C * (f 1 ), C * (f 2 )} and {C * (f 1 ), C * (f ′ 2 )} do not admit a common model as menorah in the sense of Example 3.2.
The proof of Theorem 1.6 consists of a series of four lemmas. Note first that by taking mapping cylinders we can assume without loss of generality that diagram (1.1) of Definition 1.1 is a genuine push-out and that each map i, k , f , l is a closed cofibration. 
Proof Consider the following ladder of short exact sequences in C * (W )-DGMod
By Mayer-Vietoris f * 0 is a quasi-isomorphism and we have a weak equivalence id ⊕ sf * 0 :
Thus in diagram D ′′ we can replace the right bottom DGmodule by C * (P ) ⊕ ι ′ sC * (P, ∂T ). To finish the proof apply the five lemma to deduce that the map k * is weakly equivalent to the map induced between the mapping cones of ι and ι ′ .
Before stating the next two lemmas we need to introduce further notation. Let ∂T k be the union of the connected components of ∂T that are sent to P k by i. Set C k := C ∪ (∂T ∂T k ) (P P k ), which can be interpreted as the complement of P k in W since W ≃ C k ∪ ∂T k P k . Define also the inclusion maps
In the next lemma we build a convenient common modelφ k of both φ k and f * k . 
Proof Let S be the category shaping menorah's. Apply Lemma 3.5 in the category A-DGMod S to get a cofibrant menorah φ k 1≤k≤c
and weak equiv-
with the desired properties. In particular by the second part of Proposition 3.3 the mapsφ k :R →Q k are cofibrations between cofibrant objects. 
making the following diagram of isomorphisms commute
Proof Fix k = 1, · · · , c. By hypothesis D k is weakly equivalent as an ADGmodule to s −n #C * (P k ), by Poincaré duality to C * (P k , ∂T k ), and by MayerVietoris to C * (W, C k ). By Lemma 3.5, we can find a cofibrant A-DGmodule, D k , and weak equivalences of A-DGmodules
By definition of a top-degree map H n (ψ k ) is also an isomorphism. Thus the diagram appearing in the statement of the lemma, with
which is also a weak equivalence of A-DGmodules. Then the diagram of isomorphisms of the statement commutes.
Recall the notion of model of a composite from Example 3.2.
Lemma 6.5 With the hypotheses of Theorem 1.6, the composite
is an A-DGmodule model of the composite
Proof Consider all the morphisms and DGmodules built in Lemma 6.3 and Lemma 6.4. Fix k = 1, · · · , c. Take a lifting of A-DGmodulesψ k :D k →R of ψ k γ k along the acyclic fibration α, so that
which is a top-degree map. Also α ′ψ k and ι k γ ′ k are top-degree maps with values in C * (W ). By Proposition 5.6 there are homotopic up to a multiplicative scalar u = 0 and Lemma 6.4 and (6.1) imply that u = 1. Thus
k=1ψ k . Since the P k 's are pairwise disjoint, we have an identification C * (W, C) = ⊕ c k=1 C * (W, C k ). Equations (6.1) and (6.2) yield to the following homotopy commutative diagram in A-DGMod
Since (α, α ′ ) is a fibration we can suppose by Lemma 3.6 thatψ has been chosen such that the above diagram is strictly commutative. Gluing this diagram with that built in Lemma 6.3 we get a commutative diagram of A-DGmodules
and the lemma is proved.
Collecting the four previous lemmas we achieve the proof of Theorem 1.6 and its corollary. Proof of Corollary 1.7 By Example 5.3 s −n #φ is a top-degree map of right A-DGmodules. Theorem 1.6 implies that s −n #R ⊕ s −n #φ ss −n #Q is a right A-DGmodule model of C * (C). Therefore their homologies are isomorphic as right H * (W )-modules and by commutativity also as left modules.
Since H >m (P ) = 0 and by Lefschetz duality, H <n−m (W, C) = 0 and H i (W ) → H i (C) is an isomorphism for i < n − m − 1. Therefore if x.y is a product in H * (C) that is not determined by the H * (W )-module structure then deg(x), deg(y) ≥ n − m − 1. Hence deg(x.y) ≥ 2(n − m − 1) ≥ n − r. Since H * (f ) is r-connected we have that H ≤r (W, P ) = 0 and by Lefschetz duality H ≥n−r (C) = 0. Therefore x.y = 0.
CDGA model of a Poincaré embedding in the stable case
In this section we give a proof of Theorem 1.2. Here is an overview of that proof.
(1) We want to show that the diagrams D and D ′ are weakly equivalent as commutative squares of CDGA. By Theorem 1.6 we already know that they are weakly equivalent in a certain category of DGmodules.
(2) We will build a convenient common CDGA modelR / /φ / /Q of both φ : R → Q and f * : A P L (W ) → A P L (P ). We can then consider the category of "φ-DGmodules" whose objects consist of maps ofR-DGmodules M → N such that N is also equipped with aQ-DGmodule compatible with itsR-DGmodule structure through the mapφ. The morphisms of this category consist of certain commutative squares that we callφ-squares (see Definition 7.7). In particular the diagrams D and D ′ will bê φ-squares. Let's move to the details by establishing a series of lemmas. Note first that without loss of generality we can assume that (1.1) is a genuine push-out and that f induces a map of pairs f 0 : (P, ∂T ) → (W, C). In the next lemma we build a common modelR / /φ / /Q of both φ and f * . 
Proof This is a consequence of Lemma 3.5 in the the category of maps in CDGA, of the second part of Proposition 3.3, and of the fact that every CDGA cofibration is a retract of a Sullivan relative algebra. Alternatively the lemma can be proved using standard techniques of [8] .
Our next lemma gives a replacementR ofR that fibres on different DGmodules. 
The existence of such a factorization is one of the axioms of the closed model structure on the categoryR-DGMod.
In the following lemma we give a common modelD of both D and A P L (P, ∂T ).
Lemma 7.3 With the hypotheses of Theorem 1.2 and with the notation of Lemmas 7.1 and 7.2, there exists a cofibrantQ-DGmodule,D, and weak equivalences ofQ-DGmodules,
DD ≃ γ o o γ ′ ≃ / / A P L (P, ∂T ),
making the following diagram of isomorphisms commute
H n (D) H n (ψ) ∼ = H n (D) H n (γ) ∼ = o o H n (γ ′ ) ∼ = / / H n (P, ∂T ) H n (W, C) H n (f 0 ) ∼ = o o H n (ι) ∼ = x x p p p p p p p p p p p H n (R) H n (R) H n (ᾱ) ∼ = o o H n (ᾱ ′ ) ∼ = / / H n (W ).
MoreoverD is also a cofibrantR-DGmodule and there exists anR-DGmodule weak equivalence
making the following diagram commutê
Proof The proof of the first part of the lemma is similar to the proof of Lemma 6.4.
For the second part of the lemma, note that by [8, Lemma 14 .1]D is a cofibrant R-DGmodule because it is a cofibrantQ-DGmodule and becauseφ :R →Q is a relative Sullivan algebra. Also f * 0 is a surjective quasi-isomorphism. We take γ ′′ as a lift of γ ′ along the acyclic fibration f * 0 .
Lemma 7.4 With the hypotheses of Theorem 1.2 and with the notation of Lemmas 7.1-7.3, there exists anR-DGmodule morphism ψ :D →R making the following diagram homotopy commute inR-DGMod
Proof The argument is the same as in the beginning of the proof of Lemma 6.5.
We build now aQ-DGmodule common model χ both of φψ = 0 and of
Lemma 7.5 With the hypotheses of Theorem 1.2 and with the notation of Lemmas 7.1-7.4, the composite φψ is a Q-DGmodule morphism and there exists aQ-DGmodule morphism χ :D →Q making the following diagram commute inQ-DGMod
Moreover χ ≃Rφψ . 
Proof By Lemmas 7.4 and 7.5, we have the following homotopy commutative diagram inR-DGModR
Since (ᾱ,ᾱ ′ ,φ) is a fibration andD is cofibrant, a standard argument in closed model categories shows that we can replaceψ by a homotopic mapψ making the diagram strictly commute.
As we have explained in the overview of the proof, in order to prove that diagrams D and D ′ of Theorem 1.2 are weakly equivalent in CDGA, we will first prove that there are weakly equivalent as "φ-squares" that we define now. To give a meaning to this assertion we could define a genuine closed model structure on the category ofφ-squares. Instead of doing so we prefer to introduce the following ad hoc definition of weakly equivalentφ-squares.
Definition 7.7 Letφ :R →Q be a CDGA morphism.
(i) By aφ-square we mean a commutative square ofR-DGmodules
such that N and N ′ have also a structure ofQ-DGmodule compatible with theirR-DGmodule structure throughφ and such that the right map g is aQ-DGmorphism.
(ii) A morphism ofφ-squares is a morphism, Θ, of commutative squares in R-DGmodules between twoφ-squares
of the form Θ = µ ν µ ′ ν ′ such that ν and ν ′ are also morphisms of Q-DGmodules.
(iii) A morphism Θ ofφ-squares is called a fibration (resp. a weak equivalence) if each of the morphisms µ, µ ′ , ν, ν ′ is a surjection (resp. quasiisomorphism). A morphism ofφ-squares which is both a fibration and a weak equivalence is called an acyclic fibration.
Recall the diagrams D and D ′ from the statement of Theorem 1.2. Using the fact that χ is aQ-DGmodule morphism it is immediate to check thatD is aφ-square.
Lemma 7.9 With the hypotheses of Theorem 1.2 and with the notation of Lemmas 7.1-7.8, there exist acyclic fibrations ofφ-squares
Proof Using the different maps constructed in our previous series of lemmas we will describe these two acyclic fibrations explicitly. Consider the following commutative square
Using the fact that ι ′ : A P L (P, ∂T ) → A P L (P ) is a morphism of A P L (P )-DGmodules, hence ofQ-DGmodules, we see that D ′′ is a diagram ofφ-squares.
: D ′′ → D ′ is a surjection, and an argument analogous to that of Lemma 6.2 shows that it is a weak equivalence. Hence Θ ′′′ is an acyclic fibration. We have another acyclic fibration Θ ′′ : We sketch now an overview of the end of the proof of the Theorem. In the next lemma we build an intermediate commutative square,D, which is a CDGA model of D ′ . MoreoverD is also a "cofibrantφ-square", therefore by lifting along the quasi-isomorphisms Θ and Θ ′ we will deduce thatD is a model of φ-square of D. Finally a degree argument will imply that thisφ-square quasiisomorphismΘ :D ≃ D is in fact of CDGA and this will prove that D and D ′ are weakly equivalent CDGA squares. Let's move to the details. Proof By taking a minimal relative Sullivan algebra of l * α ′ we get a commutative diagram of CDGÂ
Consider the push-outQ ⊗ ∧X of the top line of the above diagram. By the universal property of the push-out, this diagram induces a CDGA map
. The latter map can be factored into a minimal relative Sullivan algebra followed by a quasi-isomorphism,
It is immediate to check that the matrixΘ ′ = α ′ β ′ λ ′ µ ′ is a weak equivalence of CDGA-squares and ofφ-squares.
We prove now that X <n−m−1 = 0. Since i is (n − m − 1)-connected a MayerVietoris argument implies that H * (l) is (n − m − 1)-connected. Therefore the same is true for the map u and by minimality we get that X <n−m−1 = 0.
The modelQ →Q ⊗ ∧X ⊗ ∧Y of i * is cohomologically (n − m − 1)-connected and since X <n−m−1 = 0, minimality implies that Y <n−m−2 = 0.
for q ∈Q and ω ∈ ∧X . It is immediate to check thatμ 0 is aQ-DGmodule morphism and that the following solid diagram ofQ-DGmodules commutes:
Therefore there exists a lift,μ, ofQ-DGmodules making both triangles of the diagram commute.
It is immediate to check thatΘ := ρ id λμ is a weak equivalence ofφ-squares.
(ii) We show now that the compositeΘ := ΘΘ :D → D is a weak equivalence in the category of commutative squares of CDGA. We know already thatΘ is a quasi-isomorphism, since both Θ andΘ are. Recalling the form of Θ from the proof of Lemma 7.9 and ofΘ from the proof of (i), we see that
where α, β are CDGA morphisms and λ (resp. µ) is someR-DGmodule (resp. Q-DGmodule) morphism.
By the hypotheses of Theorem 1.2, we have that (R ⊕ ψ sD) >n = 0. Since n ≥ 2m + 3, this implies that (R ⊕ ψ sD) ≥2(n−m−1) = 0. Since X <n−m−1 = 0, Lemma 4.5 implies that λ is a CDGA morphism.
Suppose that H 1 (f ) is injective and n ≥ 2m + 3. A similar argument shows that µ is a CDGA morphism, which implies thatΘ is a weak equivalence of squares of CDGA.
Suppose instead that n ≥ 2m + 4. Since Q is connected and
Collecting these lemmas we conclude the proof of the first part of the theorem:
Proof of Theorem 1.2 Lemmas 7.10 and 7.11 imply that the diagrams D and D ′ are weakly equivalent CDGA commutative squares.
We prove now the second part of the theorem. Suppose given a CDGA model φ 0 : R 0 → Q 0 of f * . Our goal is to build a model φ : R → Q and a top-degree map ψ : D → R fulfilling hypotheses (i-)-(iii) of Theorem 1.2. By replacing φ 0 by a minimal Sullivan model we can suppose that both R 0 and Q 0 are connected. Since H >n−1 (Q 0 ) = 0 and H >n (R 0 ) we can build another CDGA model of f * of the form φ 1 : R → Q 1 with R >n = 0, and such that R and Q 1 are still connected. We can factor φ 1 into a minimal relative Sullivan algebra φ 2 followed by a weak equivalence. This gives another CDGA model of f * of the form
Let D 2 be a minimal semifree model of the Q 2 -DGmodule s −n #Q 2 . Since In summary we have built from φ 0 another CDGA model φ of f * and a topdegree map of R-DGmodule ψ satisfying hypotheses (i)-(iii).
CDGA models of the complement in a Poincaré embedding under the unknotting condition
In this section we give a proof of Theorem 1.4 which gives a CDGA model of the complement in a Poincaré embedding under the unknotting condition. We also build a model of a diagram which is almost the Poincaré embedding (1.1) under a slightly stronger unknotting condition (Theorem 8.2). 
making the following diagram of isomorphisms commute
Proof It is a special case of Lemma 6.4.
It can be readily checked that Lemma 7.4 still holds when we replace the hypotheses of Theorem 1.2 by those of Theorem 1.4, and the only change in the proof of this lemma is a replacement of the reference to Lemma 7.3 to a reference to Lemma 8. 
Since H * (f ) is r-connected and by Lefschetz duality we have H ≥n−r (R ⊕ ψ sD) = H ≥n−r (C; Q) = H ≤r (W, P ; Q) = 0. Using the connectivity of R it is easy to build an acyclic subDGmodule L ⊂ R ⊕ ψ sD concentrated in degrees ≥ n − r − 1 and killing (R ⊕ ψ sD) ≥n−r .
Consider such an acyclic subDGmodule L. Set k = n − m − 1 and l = n − 2m + r − 1. By Lemma 4.3 there is a semi-trivial CDGA structure on (R ⊕ ψ sD)/L and the obvious map
/ / A P L (C) be a CDGA factorization of l * α ′ through a relative minimal Sullivan algebraR ⊗ ∧X . By the same argument as in the proof of Lemma 7.10 we find that X <n−m−1 = 0 because l * is (n − m − 1)-connected.
Since u is a model ofR-DGmodule of l * , the same argument as in the beginning of the proof of Lemma 7.11 gives a commutative diagram ofR-DGmoduleŝ
and the composite λ = π(ᾱ ⊕ sγ)λ is a quasi-isomorphism.
Since X <n−m−1 = 0 and ((R ⊕ ψ sD)/L) ≥n−r = 0, the condition r ≥ 2m−n+2
and Lemma 4.5 imply that λ is a CDGA morphism. Alsoᾱρ = α is a CDGA morphism. Thus u is a CDGA model of R → (R ⊕ ψ sD)/L. By construction u is also a model of l * and the first part of the theorem is proved.
The second part of the theorem is proved in a similar way to Theorem 1.2.
Proof of Corollary 1.5 Since P is simply connected and the codimension is at least 3, ∂T is simply connected, and since W is also simply-connected, the same is true for C by Van Kampen theorem. The corollary follows then from the above theorem and from the fact that a CDGA model of a simply connected spaces of finite type determines its rational homotopy type.
In the rest of the section we address the problem of describing a CDGA model of Diagram (1.1) under some unknotting condition. We wish that we could have determined the rational homotopy type of the entire square (1.1) from the rational homotopy class of f , but we are only able to determine a slightly less complete square that we describe now.
Assume that ∂T is simply-connected in which case by Poincaré duality in dimension n − 1 and by [28, Proposition 4 .1] we can consider the space ∂Ť obtained by removing the unique top (n − 1)-cell in a minimal CW-decomposition of ∂T . We have then the following commutative square of topological spaces
whereǐ andǩ are the restrictions of i and k to ∂Ť . Our next theorem is a description of a CDGA model of (8.1) under a stronger unknotting condition and two extra assumptions which are not too restrictive as we explain in Remark 8.3.
To state the theorem it is convenient to introduce the following terminology: if X is an A-DGmodule and l is an integer then a truncation A-subDGmodule of X above degree l is a subDGmodule L such that L ≤l−1 = 0, X >l ⊂ L and the projection π : X → X/L induces an isomorphism in homology in degrees ≤ l.
Of course (X/L) >l = 0. It is easy to check that such a truncation subDGmodule exists when A is connected. Suppose moreover that n ≥ m + r + 2 and that Q is (r − 1)-connected, that is
Let I be a truncation R-subDGmodule of R above degree n − r − 1, let J be a truncation Q-subDGmodule of Q above degree m, and let K be a truncation Q-subDGmodule of D above degree n − r.
Then the following two commutative squares are weakly equivalent in CDGA
and
where, in Diagram D, the vertical maps are the composition of the inclusion with the projection, the bottom map is the one induced by φ ⊕ id sD , and the CDGA structure on the truncated mapping cones are the semi-trivial ones.
Remark 8.3
The connectivity hypothesis on P and W are equivalent to H * (f ; Q) is r-connected andH ≤r−1 (P ; Q) = 0 which is clearly a stronger condition than the unknotting condition (1.3) because of the high connectivity hypothesis on P . The first extra assumption in the theorem, n ≥ m + r + 2, is satisfied under the unknotting condition r ≥ 2m − n + 2 as soon as m ≥ 2r. On the other hand, if m < 2r then by a rational version of the suspension Freudenthal theorem, P has the rational homotopy type of a wedge of spheres of dimensions between r and 2r − 1. Hence this first extra assumption is a consequence of the unknotting condition when P is not rationally equivalent to a wedge of spheres. For the second extra assumption (the (r − 1)-connectivity of Q), sinceH ≤r (P ) = 0, one can always construct an r-connected CDGA model Q of P , by taking for example a minimal Sullivan model of any given model of P . Therefore there is no real loss of generality in making this second assumption. 
where π 0 and π ′ 0 are the canonical projections. Moreover χ ≃Rφψ .
Proof Since n ≥ m+r+2 we have that φψ(K) ⊂ J , hence there is an induced map φψ between the quotients. Since Q is (r− Finally we have also χ ≃Rφψ , again by Lemma 5.7.
Lemma 8.6 With the hypotheses of Theorem 8.2, the canonical projection
is a quasi-isomorphism and the canonical projection
induces an isomorphism in cohomology in all degrees except in degree n − 1 where
Proof L = I ⊕ sK is a truncation R-subDGmodule of R ⊕ ψ sD above degree n − r. Using the fact that H n (ψ) is an isomorphism and that H i (R) = H i (sD) = 0 for n − r ≤ i = n, it comes that L is acyclic, hence π is a quasi-isomorphism.
The proof for π ′ is similar after computing that H ≥n−r (Q ⊕ φψ sD) ∼ = s −(n−1) Q and using the assumption n ≥ m + r + 2 to check that J ⊕ sK is a differential submodule of Q ⊕ ψ sD. 
and acyclic fibrations ofQ-DGmodules ǫ and ǫ ′ making the following diagram commute
Proof The composite ofQ-DGmoduleŝ
can de factored into a minimal semi-free extension w followed by a quasiisomorphism ǫ ′ . Moreover, sinceǰ(i * α ′ ⊕ 0) is a surjection, so is ǫ ′ .
Define ǫ as the extension of π ′ (α ⊕ sγ) such that ǫ(Q ⊗ V ) = 0, which is â Q-module morphism. It is clear thatǰ is (n − 2)-connected and by minimality V <n−2 = 0. Since r ≥ 1, we have ((Q ⊕ sD)/(J ⊕ sK)) ≥n−1 = 0. For degree reasons ǫ is a DGmodule map.
It remains to prove that ǫ is a quasi-isomorphism. This is an easy consequence of the fact that H <n−1 (π ′ ) is an isomorphism and H ≥n−1 ((Q⊕ φψ sD)/(J ⊕sK)) = 0 = H ≥n−1 (∂Ť ). 
Proof We show first that the D is a diagram of CDGA. We have already shown in the proof of Theorem 1.4 that R → (R ⊕ ψ sD)/(I ⊕ sK) is a CDGA map. The morphism φψ is not a Q-DGmodule morphism but, for degree reasons, the composite π ′ 0 φψ : D → Q/J is. Therefore the truncated mapping cone (Q ⊕ φψ sD)/(J ⊕ sK)) has a natural structure of Q-DGmodule. Again by Lemma 4.3, this endows this mapping cone with a semi trivial CDGA structure and the map Q → (Q ⊕ φψ sD)/(J ⊕ sK) is a CDGA map. Moreover, using the fact that n ≥ m + r + 2 we get that φ(I) ⊂ J , therefore φ ⊕ id : R ⊕ ψ sD → Q ⊕ φψ sD induces a map, φ ⊕ id, between the quotients. It is straightforward to check that it is a CDGA map.
This proves that D is a CDGA square and also aφ-square where theR-andQDGmodule structures are induced by the maps α and β . It is immediate that D ′ is a CDGA-square and it is also aφ-square where theR-andQ-DGmodule structures are induced by the maps α ′ and β ′ .
It is immediate thatD is aφ-square. 
where ǫ and ǫ ′ were defined in Lemma 8.7. An argument analogous to that of Lemma 7.9 together with the results of Lemmas 8.6 and 8.5 finishes the proof. Proof The proof is completely similar to that of Lemma 7.10, replacing A P L (∂T ) by A P L (∂Ť ), which changes nothing to the (n − m − 1)-connectivity of the maps and noticing that since r is positive, H 1 (f ) is injective. 
Examples of rationally knotted embeddings
The aim of this section is to show by some examples that the unknotting condition (1.3) in Theorem 1.4 and in the second part of Corollary 1.7 is unavoidable and sharp. Recall that this condition is r ≥ 2m − n + 2 where
• m is the dimension of the embedded polyhedron P ,
• n − m is the codimension of the embedding,
• r is the connectivity of the embedding.
We will build two families of examples where the unknotting condition (1.3) is missed by a little and such that the thesis of Theorem 1.4 does not hold. The unknotting condition can be reformulated as r + (n − m) ≥ m + 2 which can be roughly expressed as connectivity + codimension ≥ dimension + 2.
In the first examples that we will build (Proposition 9.1), the connectivity r is big but the codimension n − m is not high enough, and in the second family of examples (Proposition 9.3) the codimension will be big but the connectivity small. Both of these families of examples are fairly explicit and are described in the proof of these propositions.
Proposition 9.1 Let p be a positive even integer and let n ≥ 3p + 2. Set m = n − p − 1 and r = 2m − n + 1. Then there exist two m-dimensional polyhedra, P 0 and P 1 , having both the rational homotopy type of the wedge of spheres S n−2p−1 ∨ S n−p−1 , and two nullhomotopic r-connected embeddings f 0 : P 0 ֒→ S n and f 1 : P 1 ֒→ S n , such that the rational cohomology algebras of the complement of these embedded polyhedra are not isomorphic:
Proof Set X 0 = S p ∨ S 2p . There exists an obvious PL-embedding X 0 ⊂ S n . Define P 0 as the closure of the complement of some regular neighborhood of X 0 in S n . By Lefschetz duality we haveH * (P 0 ; Z) = Z.x n−2p−1 ⊕ Z.y n−p−1 and by [28, Proposition 4.1] P 0 has the homotopy type of a two-cell CW-complex P 0 ≃ S n−2p−1 ∪e n−p−1 . Since n ≥ 3p+2, we have that π n−p−2 (S n−2p−1 )⊗Q = 0 and P 0 ≃ Q S n−2p−1 ∨ S n−p−1 . Therefore the rational cohomology algebra H * (S n P 0 , Q) ∼ = H * (X 0 ; Q) has a trivial multiplication.
On the other hand consider a (p−1)-connected and 2p-dimensional polyhedron X 1 having the homotopy type of the CW-complex S p ∪ 2[ι,ι] e 2p where ι ∈ π p (S p ) represents the identity map and [ι, ι] is the Whitehead bracket. Then H * (X 1 ; Q) ∼ = Q[x]/(x 3 ) with deg(x) = p. By the embedding theorem of Wall [29] , after replacing X 1 by some polyhedron of the same homotopy type, there exists an embedding X 1 ⊂ S n . Define P 1 as the closure of the complement of a regular neighborhood of X 1 in S n . By the same argument as for P 0 we see that P 1 has the rational homotopy type of the same wedge of spheres. But here the multiplication on the cohomology algebra H * (S n P 1 ; Q) ∼ = H * (X 1 ; Q) is not trivial.
Since r + 9 ≤ 14, we have the inclusion of a subequator ǫ : S r+9 ⊂ S 15 .
Set f 0 = ǫi. Lemma 9.2 implies that S 15 f 0 (S r × S 7 ) has the homotopy type of a suspension. Therefore the multiplication on H * (S 15 f 0 (S r × S 7 ); Q) is trivial.
We construct now another embedding f 1 . Consider the Hopf fibration
Consider the inclusion of S r in S 8 as a subequator. Its complement S 8 S r has the homotopy type of S 7−r . Therefore the sphere S 15 is the union of two polyhedra of the homotopy type of π −1 (S r ) and π −1 (S 7−r ). Since both of the inclusions S r ⊂ S 8 and S 7−r ⊂ S 8 are nullhomotopic, the restrictions of the Hopf fibration to these subspaces are trivial, hence π −1 (S r ) ≃ S r × S 7 and π −1 (S 7−r ) ≃ S 7−r × S 7 . This defines an embedding f 1 : S r × S 7 ֒→ S 15 whose complement has the homotopy type of S 7−r × S 7 . Therefore the multiplication on the cohomology algebra H * (S 15 f 1 (S r × S 7 ); Q) is not trivial.
Finally it is immediate that the embeddings f 0 and f 1 are homotopic since there are both nullhomotopic for dimension-connectivity reasons.
Taking r = 0 in Proposition 9.3 gives an example of two homotopic 0-connected embeddings of S 0 × S 7 in S 15 , of relatively high codimension, and whose complement do not have the same rational homotopy type. Again this shows that the unknotting condition (1.3) is sharp since here r = 2m − n + 1. Note that r = 0 is not a positive integer and P = S 0 × S 7 is not connected as it should be in the hypotheses of Theorem 1.4. But if we take r = 1 we get two 1-connected homotopic embeddings of S 1 × S 7 into S 15 , and the unknotting condition is only missed by 2 in that case.
Examples analogous to those of Proposition 9.3 can be build in other dimensions by replacing the Hopf fibration S 7 → S 15 → S 8 by the Stiefel fibration
where V 2 (R 2k+1 ) can be seen as the spherical tangent bundle of S 2k . Since the Euler characteristic of an even-dimensional sphere is not zero, it is immediate that V 2 (R 2k+1 ) has the rational homotopy type of a sphere S 4k−1 . We leave to the reader the details of the statement and proof of a proposition analogous to 9.3 with two embeddings of S r × S 2k−1 into V 2 (R 2k+1 ) ≃ Q S 4k−1 for which the rational cohomology algebras of the complements are not isomorphic.
