Abstract. We prove that { unless the polynomial hierarchy collapses at the second level { the size of a purely propositional representation of the circumscription CIRC(T) of a propositional formula T grows faster than any polynomial as the size of T increases. We then analyze the signi cance of this result in the related eld of closed-world reasoning.
Introduction
Reasoning with selected (or intended) models of a logical formula is a common reasoning technique used in Databases, Logic Programming, Knowledge Representation and Arti cial Intelligence (AI). One of the most popular criteria for selecting intended models is minimality wrt the set of true atoms. The idea behind minimality is to assume that a fact is false whenever possible. Such a criterion allows one to represent only true statements of a theory, saving the explicit representation of all false ones. For propositional theories, the explicit (and nite) representation is always possible; but how large is its size, compared with the size of the implicit representation?
In this paper we address the following problem: Is it the case that for each propositional formula T, there is a \compact" propositional formula T 0 which represents exactly the minimal models of T? By compact we mean polynomially-sized wrt the size of T, for some xed polynomial. We are able give a negative answer to this problem.
Motivation
A well-established formalization of minimalityis circumscription, which has been introduced in the AI literature 11] for capturing some important aspects of common-sense reasoning, and was shown to be strictly related to closed-world reasoning in Databases. From the formal point of view, circumscription is a fragment of second-order logic, as circumscription of a rst-order formula yields a second-order universal formula. The propositional version has also been dened: Circumscription of a propositional formula yields a universally quanti ed boolean formula.
Several studies about computational properties of circumscription appeared in the literature. Several aspects, such as time complexity of inference, model checking and model nding have been studied. Noticeably, those studies proved that reasoning with circumscriptive formulae is harder than reasoning with formulae of classical logic. As an example, inference in propositional circumscription is p 2 -complete 2], while the same problem is coNP-complete in classical propositional logic.
Another interesting computational aspect that has been addressed is collapsibility. The question can be stated as follows: Given a rst-order formula T, is its circumscription CIRC(T) { which is a second-order formula { equivalent to some rst-order formula? The answer in general is no 7, 8] , but there are syntactically restricted classes of formulae in which this is true 7, 10, 14] .
As for the propositional case, collapsibility is not a problem at all: Given a propositional formula T we can easily write a propositional formula T 0 that is equivalent to CIRC(T). A trivial way to do that is to make a disjunction of all the minimal models of T, as they are exactly the models of CIRC(T). It's easy to see that such a process may generate an exponentially-sized representation of CIRC(T), as T can have exponentially many minimal models. A smarter method would be to compute the extended generalized closed world assumption EGCWA(T) of T, which is equivalent to CIRC(T) 3, 15] . Syntactically, EGCWA(T) is T plus a set of clauses, which constrain the models exactly to the minimal ones. Nevertheless the size of EGCWA(T) may be exponential, as discussed in Section 4. In this paper we prove that, unless the polynomial hierarchy collapses at the second level, as the size of T increases, the size of the explicit representation of CIRC(T) grows faster than any polynomial. This result has several consequences. Suppose you have a knowledge base T and you want to pose it several di erent queries under circumscription. An (apparently) reasonable approach is to rewrite (o -line) the knowledge base into a propositional one T 0 , equivalent to CIRC(T), and then query (on-line) T 0 . This approach seems to move the complexity from on-line to o -line. Our result shows that, in general, this approach is not feasible and it does not make on-line reasoning any quicker, due to the super-polynomial increase in the size of the knowledge base.
While this is a negative result on circumscription, it has a positive side. In fact, our result also implies that circumscription is able to represent information in a very compact fashion: Imagine you have a certain amount of propositional knowledge to be represented; you may go for classical semantics or for circumscriptive semantics. Let A and B be the formulae you obtain, respectively (obviously A CIRC(B) must hold). There are chances that the size of A is signi cantly bigger than the size of B.
Related work
The problem of compactability of the (collapsible) circumscription of rst-order formulae has already been studied. It is noted in 7] that computing the rstorder sentence equivalent to the circumscription of a rst-order existential formula T is possible, but may increase the size of T exponentially. The question whether this is inherent to existential rst-order formulae is left as an open problem.
Related work appears also in AI: A popular idea in this eld is that of preprocessing a logical formula T to obtain a data structure in which fast algorithms for answering T j = Q can be used. In general, one wants a vivid form of knowledge where reasoning is polynomially tractable 9]. An example of this kind is reported by Moses & Tennenholtz in 13] . In the paper they analyze the possibility of speeding up query answering in propositional logic (i.e. , checking whether T j = Q holds) through a previous o -line transformation of the theory T. Abstractly, they want to transform a coNP-complete problem into a polynomial one (obviously not in polynomial time).
In the same spirit, our problem can be seen as an attempt at transforming a reasoning problem into a simpler one via o -line reasoning. In fact, if we are able to construct a polynomially-sized T 0 equivalent to CIRC(T) then inference under circumscription (which is p 2 -complete 2]) is transformed into inference in propositional logic (which is coNP-complete). Similarly, model checking in circumscription (i.e. given a propositional theory T and an interpretation M decide whether M j = CIRC(T), a coNP-complete problem 1]), is transformed into model checking in propositional logic (which is solvable in polynomial time). Therefore it is unlikely that the transformation from T to T 0 can be accomplished in polynomial time. In fact in this paper we do not impose any restriction on the time needed for the construction of T 0 , which could even be a non-recursive process.
Main result
Corollary 8 of our main theorem is that { unless the polynomial hierarchy collapses at the second level { the size of a purely propositional representation of CIRC(T) grows faster than any polynomial as the size of T increases. The major tools we use are: (1) the notion of non-uniform computation 4]; (2) a result proving that model checking in propositional circumscription is coNP-complete 1]; (3) a result proving that if NP is included in the class of problems solvable in non-uniform polynomial time, then the polynomial hierarchy collapses 5].
Preliminaries
The alphabet of a propositional formula is the set of all propositional atoms occurring in it. An interpretation of a formula is a truth assignment to the atoms of its alphabet. A model M of a formula T is an interpretation that satis es T (written M j = T). Interpretations and models of propositional formulae will be denoted as sets of atoms (those which are mapped into 1). Given a propositional formula T, we denote with M(T) the set of its models. Following Lifschitz More sophisticated de nitions of minimal models and circumscription have been de ned (e.g., not all atoms are minimized 3, De nition 3.1]). As such de nitions are extensions of basic circumscription, the results we present in this paper hold for them.
Throughout this paper, the symbol jxj denotes the size of x. As already pointed out, our proof uses the notion of non-uniform computations. We now brie y introduce the non-uniform classes needed in the sequel. Following Johnson 4] we de ne:
De nition4. An advice-taking Turing machine is a Turing machine that has associated with it a special \advice oracle" A, one that is a (not necessarily recursive) function. On input x, a special \advice tape" is automatically loaded with A(jxj) and from then on the computation proceeds as normal, based on the two inputs, x and A(jxj).
De nition5. An advice-taking Turing machine uses polynomial advice if its advice oracle A satis es jA(n)j p(n) for some xed polynomial p and all nonnegative integers n.
De nition6. If C is a class of languages de ned in terms of resource-bounded Turing machines, then C/poly is the class of languages de ned by Turing machines with the same resource bounds but augmented by polynomial advice.
Any class C/poly is also known as non-uniform C. Non-uniformity is due to the presence of the advice. Notice that the advice is only function of the size of the input, not of the input itself. Throughout the paper, we will be interested in the class P/poly. Relations between non-uniform and uniform complexity classes, were studied in the literature, cf. e.g. 5, 16] .
In this section we prove that, unless the polynomial hierarchy collapses at the second level, there is no polynomial p such that for each propositional formula T, the shortest propositional formula representing exactly the minimal models of T has size less than p(jTj). In order to achieve this result we rst prove a stronger one based on the following idea:
Let p be a xed polynomial; by doing some o -line computation, for any propositional formula T we want to nd a data structure D T with the following characteristics:
1. jD T j < p(jTj); 2. there exists a relation ASK( ; ), such that given any interpretation M of T, ASK(D T ; M) is true i M 6 j = CIRC(T) (i.e. ASK computes the complement of model checking); 3. deciding the relation ASK( ; ) is a problem in P, where the inputs are its arguments.
Intuitively, this means that we are trying to \compile" CIRC(T) in such a way that the NP-complete problem of deciding M 6 j = CIRC(T) becomes a problem in P. One way to do that would be to rewrite CIRC(T) into an equivalent propositional formula T 0 of size bounded by p(jTj), where ASK corresponds to the complement of classical model checking, i.e. ASK(T 0 ; M) = true i M 6 j = T 0 (which can be checked in time polynomial wrt the size of M and T 0 ).
We are able to show that it is very unlikely that such a polynomial p and data structure D T may exist. As a consequence, T 0 does not exist either. In order to prove it, we resort on the notion of non-uniform computation. In what follows a relation R such that deciding R is a problem in P will be called P-relation.
Theorem7 (Main Theorem). Let p be any polynomial. If for each CNF formula T there are a data structure D T such that jD T j < p(jTj) and P-relation ASK( ; ) such that given any interpretation M, M 6 j = CIRC(T) if and only if ASK(D T ; M) is true, then NP P/poly.
Proof. Since the proof is rather long, we rst give an outline to improve its readability. The proof consists of the following steps:
1. Choice of an NP-complete problem ; 2. Showing that for any integer n there exists a CNF formula T n (depending only on n and of size polynomial wrt n) and for any instance F of , with jFj = n, there exists an interpretation M F such that M F 6 j = CIRC(T n ) i F is a \yes" instance of ; 3. Showing that if for each T n there exists a D Tn and a P-relation ASK with the required properties, then NP is contained in P/poly.
Step 1: We consider the standard NP-complete problem 3-SATISFIABILITY:
Given an alphabet X = fx 1 ; : : :; x k ; : : :g, and a 3CNF formula F, of size n, containing literals from X, decide if F is satis able. Without loss of generality, we can assume that F contains, at most, the rst n atoms fx 1 ; : : :; x n g.
Step 2: We show that for any integer n, there exists a 5CNF propositional formula T n , depending only on n and of size polynomial wrt n, such that given any 3CNF formula F on alphabet X = fx 1 ; : : :; x n g, there exists an interpretation M F such that F is satis able i M F 6 j = CIRC(T n ).
The proof uses a reduction showing that checking whether an interpretation is a minimal model of a propositional formula is coNP-complete. The key point is that we need to code every possible 3CNF formula on an alphabet of n atoms in a single formula T n .
Let C be a set of new atoms, one for each three-literals clause over X, i.e., C = fc i j i is a three-literals clause of Xg. Moreover, let D be a set of new atoms in one-to-one correspondence with atoms of C. Finally, let the alphabet of T n (denoted by L) be the set X C D fug, where u is a distinguished new atom. Notice that jLj 2 O(n 3 ).
We want to impose non-equivalence between atoms in C and their correspondent in D. The formula n is de ned as:
Note that n is a 2CNF formula and that it contains O(n 3 ) clauses.
Now we want to code every possible 3CNF formula over X, using the atoms in C as \enabling gates". The formula ? n is de ned as:
? n is a 4CNF formula and it contains O(n 3 ) clauses.
We de ne T n as:
T n = n^ (? n^: u) _ (x 1^ ^x n^u )]
(2) Note that the size of T n is O(n 3 ), and T n can be rewritten as an equivalent 5CNF formula. Moreover, T n does not depend on a speci c 3CNF formula F, but only on the size n of its alphabet.
Given a 3CNF formula F, we denote C F = fc i 2 C j i is a clause of Fg and similarly for D F . Moreover, C F = C ? C F , and D F = D ? D F . We de ne the interpretation M F as: M F = fug X fc j c 2 C F g fd j d 2 D F g: Note that M F j = T n , as M F j = n^( x 1^ ^x n^u ). We prove our point by showing that F is satis able i M F 6 j = CIRC(T n ).
If part. We assume that M F 6 j = CIRC(T n ), i.e. , there is a model N 2 M(T n ) such that N M F . This implies that there is at least one atom l 2 L such that l 2 M F and l 6 2 N. Since both M F and N are models of n , it holds that M F \ (C D) N \ (C D). As a consequence, l 6 2 C D and l 2 fug X, which in turn implies that N 6 j = (x 1^ ^x n^u ) and N j = n^( ? n^: u). N must satisfy each clause i _ :c i of ? n . Let be the set of clauses in ? n such that c i 2 C F . As N j = and N j = c i for each c i 2 C F , it must be the case that N j = i for each clause i _:c i of , i.e. , N j = F. This concludes the proof that F is satis able, N \ X being one of its models. Only if part. We assume that F is satis able. Let P be one of its models, i.e. , P X and P j = F. We de ne the interpretation N of T n as: N P fc j c 2 C F g fd j d 2 D F g: Note that N M F and that N j = F. We now prove that N is a model of T n , thus showing that M F 6 j = CIRC(T n ). By de nition N j = n^: u, therefore it su ces to show that N j = ? n . Let be the set of clauses i _ :c i of ? n such that c i 2 C F . Let be the set of clauses i _ :c i of ? n such that c i 2 C F . As N j = F, it follows that N j = . As N j = :c i for each c i 2 C F , it follows that N j = . Therefore N j = ? n and the proof is concluded.
Step 3: Let us assume that there exists a polynomial p with the properties claimed in the statement of Theorem 7. Then, for each T n there exists a data structure D Tn , with jD Tn j < p(jT n j), and a P-relation ASK( ; ) such that given any interpretation M of T n , ASK(D Tn ; M) is true i M 6 j = CIRC(T n ). We can de ne an advice-taking Turing machine solving satis ability of 3CNF formulae in this way: given a generic 3CNF formula F, with jFj = n, the machine loads the advice D Tn , computes M F , and then decides ASK(D n ; M F ) in polynomial time. Since jT n j = O(n 3 ), the advice D Tn has polynomial size wrt n, hence we have shown that deciding satis ability of 3CNF formulae is in non-uniform P. Therefore, an NP-complete problem belongs to P/poly, which implies that NP P/poly. A proof with a similar structure was exhibited in 6]. The above theorem shows the unfeasibility, under certain conditions, of compiling the original circumscription so that the compiled version is more e ective when performing model checking. Notice that no bound is imposed on the time spent in the compilation process. The result is conditioned on NP not being included in P/poly. As a matter of fact, if NP P/poly then p 2 = PH, i.e. the polynomial hierarchy collapses at the second level 5, Theorem 6.1].
An immediate consequence of this result is the following corollary:
Corollary8. Let p be any polynomial. If for each propositional formula T over the alphabet L there is a formula T 0 over the same alphabet L, which is equivalent to CIRC(T) and whose size is bounded by p(jTj), then p 2 = PH. The above corollary states that the size of any formula T 0 such that T 0 CIRC(T) grows faster than any polynomial as the size of T increases. What happens if we give up logical equivalence \ " and go for the weaker \query equivalence"? I.e., consider formulae T 0 over an extended alphabet such that fq j T 0 j = qg = fq j CIRC(T) j = qg where q is any formula over the alphabet of T. Using a similar technique, we are able to prove that under slightly more restricted conditions (i.e. unless p 4 = PH) such a T 0 cannot have polynomial size. Theorem 9. Let p be any polynomial. If for each propositional formula T over the alphabet L there is a formula T 0 over an extended alphabet, whose size is bounded by p(jTj), such that fq j T 0 j = qg = fq j CIRC(T) j = qg where q is any formula over the alphabet L, then p 4 = PH.
Analysis of the Result
In this section we analyze the impact of our result on a topic strictly related to circumscription, namely closed-world reasoning. Closed-world reasoning is a collection of ideas and de nitions developed in the Database eld for addressing the issue of reasoning using lack of information. Motivations for closed-world reasoning are very close in spirit to those behind circumscription. The main difference is that, while the circumscription of a propositional formula T is de ned as a second-order formula (cf. (1)), making the closure of T amounts to add to T new propositional formulae according to some criterion (cf. (3)). Despite these syntactical di erences, the two approaches are strictly related at the semantic level.
We rst recall two di erent proposals of Closed-World Assumption (CWA): Generalized CWA (GCWA) and Extended Generalized CWA (EGCWA). Then we show how the proof of our main theorem can be used to de ne theories whose closure under EGCWA has super-polynomial size. Finally, we discuss the generality of our technique (\is it always possible to exploit intractability results to show incompressibility?") and take GCWA as an example of a closure which is compressible. The reason why compressibility of GCWA is interesting is that the two closures have similar time complexity: if T; q are propositional formulae and M is an interpretation, both testing GCWA(T) j = q and EGCWA(T) j = q are A semantically more clear formalism for treatment of incomplete information is Extended Generalized Closed World Assumption EGCWA(T) 15]. Its de nition is like (3), except that K is now an arbitrary conjunction of atoms. Such conjunctions are called \free-for-negation" for T. Observe that in a reasonable representation of EGCWA(T), only minimal conjunctions of atoms need to be added to T, where a free-for-negation conjunction K is minimal i any subconjunction of K is not free-for-negation. The models of EGCWA(T) are exactly the models of CIRC(T) 15], therefore Corollary 8 says that the size of EGCWA(T) is likely not to be polynomial in jTj.
It is worth noting that EGCWA(T) might be a much smarter representation of CIRC(T) than listing all minimal models of T. As an example, let a 1 ; : : :; a n ; b 1 ; : : :; b n be distinct atoms and T be (a 1 _ b 1 )^ ^(a n _ b n ). EGCWA(T) is T^(:a 1 _ :b 1 )^ ^(:a n _ :b n ). The simple-minded representation of CIRC(T) is the disjunction of all possible conjunctions x 1^ x n^: y 1^ ^:y n , where for all i (1 i n), x i is a member of fa i ; b i g, and y i is the other member. The latter representation has clearly exponential size.
Large Instances of EGCWA
We now see an in nite set of T where { even considering minimal free-fornegation conjunctions { the size of EGCWA(T) is superpolynomial. Such a T is inspired by the one built in the proof of Theorem 7. This is, to the best of our knowledge, the rst example proving that such a smart technique for representing propositional circumscription outputs, in the worst case, a theory of superpolynomial size.
We use the alphabets of atoms X = fx 1 ; : : :; x n g, C = fc + 1 ; c ? 1 ; : : :; c + n ; c ? n g, D = fd + 1 ; d ? 1 ; : : :; d + n ; d ? n g and a new distinct atom u. We de ne a propositional formula T n over these alphabets, with the help of two formulae ? n ; n , which are analogous to ? n ; n of Theorem 7. Let Hence, M C = C E and M D = D E . Therefore, it should be M X E, so let x i 2 E ? M X . By de nition of C E , c + i 2 C E , hence the clause x i _ :c + i is not satis ed by M, hence ? n is not satis ed. Since also the conjunction u^x 1^ ^x n is not satis ed, we conclude that any such M is not a model of T n , therefore M E is minimal.
We exploit the previous property in the proof of our next theorem. To simplify notation, we denote with D E^u the formula obtained as a conjunction of all atoms in the set D E and u. We now show that if we remove one conjunct from D E^u , the resulting formula is not free-for-negation, thus showing that D E^u is a minimal free-fornegation formula.
First observe that if we remove u, then D E (considered as a conjunction) is not free-for-negation because M E satis es it, and by Proposition 10 M E is a minimal model. Secondly, we prove that if we take out a literal d ? i 2 D from D E^u the resulting formula is not free-for-negation. In fact, let M = (D E ? fd ? i g) C E fc ? i g fug X be an interpretation satisfying the smaller conjunction. It holds that M satis es n , hence M is also a model of T n because it satis es u^x 1^ ^x n . We now show that M is also a minimal model of T n , by proving that for any model N such that N M, it results N = M. Since N satis es n , if N \C M \C then N \D M \D. Hence to be N M, it must be N \ C = M \ C, and also N \ D = M \ D. Therefore N and M can di er at most on X fug. But notice that both c + i and c ? i belong to M, hence they belong to N too. Observe that ? n contains the two clauses x i _ :c + i and :x i _ :c ? i , which cannot be satis ed by N, for any possible interpretation of x i . Hence N cannot satisfy ? n . Therefore to satisfy T n , N must satisfy u^x 1^ ^x n . But this implies N = M.
Since there are exponentially many subsets of X, there are also exponentially many distinct free-for-negation conjuncts. So EGCWA(T n ) contains at least 2 n clauses :K, each clause having n + 1 disjuncts. Therefore jEGCWA(T n )j is (n2 n ), while jT n j is O(n). Observe also that T n could be rewritten as a 3CNF-formula (by distributing the conjunction u^x 1^ ^x n over ? n ) having O(n 2 ) clauses. Hence, even when T n is in 3CNF, the above line of reasoning yields a super-polynomial lower bound for the size of EGCWA(T n ).
Generality of Main Result
In Theorem 7 we used the reduction of an NP-hard problem { deciding whether M 6 j = CIRC(T) or not { to show that a polynomially-sized representation of CIRC(T) is unlikely to exist, regardless of the e ort we spend for doing the \compilation" of CIRC(T). The technique employed readily applies to a much wider spectrum of reasoning problems in knowledge bases. In fact, we were able to extend our result to the explicit representations of disjunctive databases under the stable or well-founded semantics as extended by Przymusinski, skeptical reasoning in default logic and most operators of belief revision. However, the technique is not applicable to all reductions of NP-hard problems in knowledge representation. As an example, we now show that model checking under GCWA is coNP-hard, but the closure of a theory under GCWA has always a representation of polynomial size.
The reduction for GCWA rephrases the one showing that M 6 j = CIRC(T) is NP-hard. Given any formula F on alphabet X = fx 1 ; : : :; x n g, and another atom u 6 2 X, de ne T = (F^:u) _ (u^x 1^ ^x n ). Let M = fug X. We can show that F is satis able i M 6 j = GCWA(T). Hence model checking under GCWA is coNP-hard.
Nevertheless, there exists a simple polynomially-sized explicit representation of GCWA(T): for every atom K, simply decide if :K must be added or not to T, and if so add it. Hence, if T is xed then GCWA(T) can be \compiled", once and for all. Observe that this does not prove NP P/poly, since the compilation of GCWA(T) depends on T itself, and not only on its size.
Conclusions and open problems
In this paper we have proven that, unless the polynomial hierarchy collapses at the second level, the size of the explicit representation of CIRC(T) grows faster than any polynomial. This result has a negative side: It is unfeasible to (oline) compile a knowledge base so that (on-line) reasoning under circumscription becomes easier. On the other side, our result implies that circumscription allows more compact representation of knowledge. Some questions are left open by the above results:
