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Abstract. In this manuscript, accelerated, sparse and scalable eigenstrain-based reduced order
homogenization models have been developed for computationally efficient multiscale analysis
of polycrystalline materials. The proposed model is based on the eigenstrain based reduced
order homogenization (EHM) approach, which takes the concept of transformation field theory
that pre-computes certain microscale information and considers piece-wise constant inelastic
response within partitions (e.g., grains) of the microstructure for model order reduction.The
acceleration is achieved by introducing sparsity into the linearized reduced order system through
selectively considering the interactions between grains based on the idea of grain clustering.
The proposed approach results in a hierarchy of reduced models that recovers original EHM,
when full range of interactions are considered, and degrades to the Taylor model, when all grain
interactions are neglected. The resulting sparse system is solved efficiently using both direct and
iterative sparse solvers, both of which show significant efficiency improvements compared to
the full EHM. A layer-by-layer neighbor grain clustering scheme is proposed and implemented
to define ranges of grain interactions. Performance of the proposed approach is evaluated by
comparison with the original full EHM and crystal plasticity finite element (CPFE) simulations.
1 INTRODUCTION
Concurrent multiscale modeling for polycrystalline materials that couples the mechanical be-
havior at the grain scale to structural scale poses significant challenges. First is the tremendous
computational costs associated with evaluating complex polycrystalline morphologies, espe-
cially in the context of a multiscale analysis. Second is the development of constitutive models
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that accurately capture the physics at the material microstructures. This manuscript addresses
the former challenge.
CPFE is a powerful tool to solve various crystal plasticity problems (e.g., see Zhang andOskay
[14]). However, high computational cost of CPFE simulations on a polycrystalline representative
volume element (RVE) makes its use in concurrent multiscale modeling frameworks (e.g.,
computational homogenization [6]) for structural scale analysis impractical. Reduced order
representation of the microstructural behavior is therefore essential for structural scale analysis
that takes into account the grain level behavior.
Early attempts for reduced order modeling of polycrystal plasticity are based on the iso-strain
or iso-stress assumption[10, 11], which either fails compatibility or equilibrium. To overcome
these drawbacks, grain-cluster [2], VPSC [5] and FFT [4] method have been developed and
widely used. Eigendeformation-based reduced order homogenization (EHM) has been recently
extended to polycrystal plasticity by the authors [13]. EHM is based on the transformation
field theory [1] and operates in the context of computational homogenization. EHM pre-
computes certain microstructure information (i.e., concentration tensors, interaction tensors)
and approximates the microscale problem using a much smaller basis by prescribing spatial
variation of inelastic response fields over the microstructure.
This manuscript extends the original EHM to an accelerated, sparse and scalable formulation
for computationally efficient multiscale analysis of polycrystalline materials. Specifically, the
grain-cluster concept is used to identify a cluster of neighboring grains for each grain, between
which the interactions (i.e., short-range interactions) are considered, while interactions between
grains far away from each other (i.e., long-range interactions) are neglected. Computationally,
this strategy introduces sparsity into the linearized reduced order system, facilitating the use of
sparse solvers. We thoroughly assessed the performance of the sparse EHM model for a range
of microstructure sizes using direct and iterative sparse solvers.
2 EHM for polycrystal plasticity
EHM starts from a two-scale analysis of the governing equation, resulting in the classical
form of coupled nonlinear microscale and the homogenized macroscale problem. Model order
reduction is achieved by first expressing the microscale component of the displacement field in
terms of “influence functions”, which define its variation over the microstructure. The influence
functions are numerical Green’s functions computed by solving linear-elastic problems defined
over the RVE prior to macroscale analysis. Next, the inelastic strain field within a microstructure
are approximated by a coarse discretization. Similar to finite elements, the discretization (i.e.,
each coefficient) is associated with a subdomain (part) of the microstructure domain. Employing
the microscale displacement discretization and the eigenstrain approximation, the reduced order
microscale problem is obtained as in Box 1 (see Ref. [13] for details).
2.1 Computational Implementation Overview
The reduced order microscale system defined in Box 1 serves as the macroscale constitutive
relationship and has been implemented as a User supplied MATerial (UMAT) subroutine within
the finite element solverAbaqus.The constitutive equation, alongwith, the evolution equations for
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Box 1: Reduced order microscale problem.
slip and hardening constitutes a nonlinear system, evaluated using the N-R method. Evaluating
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2.2 Analysis of EHM scalability
The efficiency of EHM compared to CPFE (i.e., ratio between simulation time of CPFE and
EHM) as a function of RVE sizes is evaluated using uniaxial tension tests on a series of increasing
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(a) (d)(c)(b)
(e) (h)(g)(f)
Figure 1: Boundary conditions (a) and mesh of RVEs used in the simulation with
n = 85, 154, 242, 347, 487, 629, 938 (b-h).
Table 1: EHM efficiency compared with CPFE
n nelement nnode TCPFE(s) TEHM(s) RDOF RTime
85 29369 5627 2128.7 19.1 33.1 111.7
154 53149 9983 4034.0 74.85 32.4 53.9
242 84642 15583 7052.8 265.1 32.20 26.6
347 128716 23339 10371.3 662.1 33.63 15.7
487 176415 31777 13998.8 1671.5 32.63 8.4
629 238216 42651 19435.0 3434.2 33.90 5.7
938 337818 60122 29451.2 11240.6 32.05 2.6
size RVEs as shown in Fig. 1. The reduced order models consider uniform inelastic strain in
each grain (i.e., n =number of grains) in the current study. The macroscale mesh consists
of a single hexahedron with reduced order integration regularized by hourglass stiffness. The
reference CPFE analysis is performed over the fully resolved microstructure discretized with
trilinear tetrahedron elements.
The comparison between CPFE and EHM are listed in Table 1 and the efficiency of EHM
compared with CPFE reduces as microstructure size increases as shown in Fig. 2. Number of
grains in a RVE is often between O(102) to O(103) in literature. Maintaining high efficiency of
EHMs with n within this range is therefore critical and motives the the current research.
The primary cause of the efficiency degradation with increasing n is the dense and unsymmet-
ric structure of the linear system in Eq. (1), which requires 0.67(6n)3 = 144.72n3 floating-point
operations (FLOPs)when solved using direct solver (e.g., LAPACKLUdecomposition routines).
This explains the cubic increase in simulation time for the EHM as n increases.
We also investigate the effect of using iterative solver in the N-R iterations using the flexible
General Minimum Residual method (FGMRES) combined with Gauss-Seidel pre-conditioning.
The efficiency of EHM using FGMRES compared with CPFE is plotted in Fig. 2(b), which
4
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Figure 2: Efficiency of EHM compared with CPFE: (a) direct solver; (b) iterative solver.
shows lower efficiency than direct solver and similar degradation trend.
3 A sparse and scalable EHM formulation
To maintain the efficiency of EHM, one possible solution is to introduce sparsity into the
linearized EHM system and decrease the FLOPs for solving the system substantially. By
examing Eq. (2), one can find that, two 6 × 6 zero blocks will be introduced in to the Jacobian
matrix (highlighted in Eq. (1)) when P(α¯ β¯) = P( β¯α¯) = 0. Following this finding, a structurally
symmetric sparse linear system can be obtained by setting interaction interaction tensors between
a group of selected grain pairs to be zero. Zero P(α¯ β¯) and P( β¯α¯) indicates there is no interactions
between grain α¯ and β¯. This section investigate the consequence of neglecting interactions
between a pair of grains, α¯ and β¯ and the strategy for determining a cluster of grains between
which the interactions are negligible.
3.1 Coefficient tensors considering partial interactions
In the case of piecewise uniform fields, Dvorak [1] derived the following properties for the
coefficient tensors:
Kinematic consistency :
n∑
α=1
P(βα) = I − A(β) (3)
Simultaneous iso − stress/strain condition :
n∑
α=1
P(βα)M(α) = 0 (4)
Elastic reciprocity : c(β)P(βα)M(α) = c(α)M(β)P(αβ),T (5)
Strain compatibility :
n∑
α=1
c
(α)P(αβ) = 0 (6)
In addition, the concentration tensors A(α) satisfies the well-known Hill relation:
n∑
α=1
c
(α)A(α) = I (7)
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In general, concentration (A) and interaction tensors (P) are computed from the elasticGreen’s
function through linear elastic analysis on the microstructure domain. Our goal here is to derive
a new set of coefficient tensors from the original ones when interaction between a chose pair of
grains are neglected that enforce Eqs. (3)-(7) as much as possible. By applying this formulation
on a group of selected grains, one can obtain a sparse EHM model.
While enforcing Eqs. (3)- (7) simultaneously is not successful to the best knowledge of the
authors, we now introduce two models that will either enforce the kinematic consistency or
simultaneous iso-stress/strain condition, namely kinematically (ǫ-EHM) and simultaneous iso-
stress/strain constrained sparse EHM (σ-EHM), respectively. For both models, the compliance
tensors remain unchanged. The new coefficient tensors for ǫ-EHM are:
P′(αβ) =



0 {α, β} = {α¯, β¯}
P(α¯α¯) + c
(β¯)
c(α¯)
P( β¯α¯) {α, β} = {α¯, α¯}
P( β¯ β¯) + c
(α¯)
c(β¯)
P(α¯ β¯) {α, β} = { β¯, β¯}
P(αβ) otherwise
(8)
A′(α) =



A(α) α  {α¯, β¯}
A(α¯) + P(α¯ β¯) − c
(β¯)
c(α¯)
P( β¯α¯) α = α¯
A( β¯) + P( β¯α¯) − c
(α¯)
c(β¯)
P(α¯ β¯) α = β¯
(9)
while the coefficient tensors for σ-EHM are:
P′(αβ)=



0 {α, β} = {α¯, β¯}
P(α¯α¯) + c
(β¯)
c(α¯)
M(α¯)P( β¯α¯),TM(α¯),−1 {α, β} = {α¯, α¯}
P( β¯ β¯) + c
(α¯)
c(β¯)
M( β¯)P(α¯ β¯),TM( β¯),−1 {α, β} = { β¯, β¯}
P(αβ) otherwise
(10)
A′(α)=



A(α) α  {α¯, β¯}
A(α¯) + P(α¯ β¯) − c
(β¯)
c(α¯)
M(α¯)P( β¯α¯)M(α¯),−1 α = α¯
A( β¯) + P( β¯α¯) − c
(α¯)
c(β¯)
M( β¯)P(α¯ β¯)M( β¯),−1 α = β¯
(11)
Remark. ǫ-EHM can be deemed as a model between Taylor model and full EHM. It can be
shown, when all transmitted interactions are neglected ( P(α,β) = 0, α  β ), the self-induced
interaction tensors become zero and concentration tensors will become identity tensor, leading
to a diagonal system in Eq. (2) and recovers the classical Taylor model.
3.2 A consistent grain clustering scheme
In the current study, we employe a nearest neighbor based algorithm to consistently eliminate
weak interactions between grains that are far from each other. Let Θ
(α)
1
denote the domain of
all grains in the immediate neighborhood of the grain, α, with domain, Θ(α). The immediate
neighborhood of Θ
(α)
1
is denoted as Θ
(α)
2
and constitutes the secondary influence zone of grain
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Figure 3: Schematic demonstration of the clustering scheme.
α. Following the same argument for higher order influence zones, nc−layer grain cluster for
grain α is defined as:
Ω
(α)
nc
= Θ
(α)
nc⋃
i=1
Θ
(α)
i
(12)
The algorithm for constructing the grain clusters is schematically illustrated in Fig. 3. The
index of each grain is illustrated in Fig. 3(a). For each grain within the microstructure, the
boundary nodes are identified (Fig. 3(b)). An element connectivity based search is conducted
to identify all grains that contain at least one of the boundary nodes to build Θ
(α)
1
(Fig. 3(c)). To
build the second layer of neighbors, Θ
(α)
2
, the above process is repeated by replacing Θ(α) with
Θ
(α)
1
(Fig. 3(d)).
4 Computational implementation
The nonlinear numerical procedures for the sparse EHM models are similar to the full EHM
(detailed in Ref. [13]). The characteristics of the linearized equations of the sparse EHM system
is exploited to efficiently evaluate the reduced order models. In particular, we leverage the
structural symmetry (Fig. 4(a)-(b)), sparsity, compressed storage and reordering (Fig. 4(c)-(d))
of the equation system for computational efficiency.
(a) (b) (c) (d)
Figure 4: Sparsity pattern of the linearized 487-grain EHM system: original one- and
two-layer sparse EHM and their reordered versions (c)-(d).
The implementation is performed in two stages: (1) preprocessing; and (2)multiscale analysis.
Particular attention is paid on obtaining as much information as possible in the preprocessing
stage (e.g., CRS format and reordering as well as analysis and symbolic factorization in the case
7
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of direct solver) and directly use them in the later on N-R process since the sparsity pattern
of the system remain unchanged. Both direct (PARDISO) and iterative solver (FGMRES) are
implemented for maximum efficiency (parallel disabled) in the multiscale analysis stage and the
details are skipped here for simplicity.
5 Numerical verification
5.1 Accuracy and efficiency evaluation
The material considered is pure aluminum with material parameters from Ref. [13]. The
RVE is taken to consist of 487 grains and the microstructure is shown in Fig. 1(f) under uniaxial
tension. The overall stress-strain response obtained by the CPFE, full EHM, ǫ-EHM and σ-
EHMmodels are compared in Fig. 6. Both ǫ-EHM and σ-EHMmodels provide almost identical
results as the full EHM model. The local von Mises stress distribution (i.e., stress distribution
of all the grains within the RVE, normalized by g0) computed with the CPFE and the proposed
models within the RVE is plotted in Fig. 6. The discrepancies between the stress distribution for
different EHMs are negligible, and the distribution match the results from the reference CPFE
simulation with reasonable accuracy.
The efficiency characteristics of the EHM models are assessed by performing simulations
with microstructures shown in Fig. 1. The speedup of different EHM models compared with
8
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Figure 7: Efficiency comparison: (a) full and sparse EHMs compared with CPFE; (b)
sparse EHM compared with full EHM.
CPFE are listed in Table 1 and plotted in Fig. 7. One-layer sparser EHMs (ǫ-EHM-1 and
σ-EHM-1) provide significant speedup compared with full EHM and a much slower efficiency
degradation as the microstructure size increases.
The speedup of sparse EHMs compared with the full EHM are plotted in Fig. 7(b), together
with the the speedup of linear solver portion (accumulated CPU time spent for linear solver only).
It is observed that the speedup of one-layer sparse EHM compared with full EHM increases
linearly as n increases. The speedup of the two-layer sparse EHM compared with EHM, shows a
sub-linear relationship with n. This is because sparsity decreases fast from the one-layer sparse
EHM to the two-layer sparse EHM and the FLOPs of solving a sparse linear system increase fast
as the decrease of the sparsity. The behavior of speedup for the linear solver portion is generally
similar to the total simulation times, but the curves show much higher slopes. This is because
the other procedures (i.e., computation of slip resistance evolution, matrix constructions etc.)
are of similar order for all models, including the full EHM and sparse EHM.
Figure 8 shows the efficiency of ǫ-EHM-1 using the iterative solver as a function of n. It
clearly shows that sparsity also significantly increase the efficiency of EHMwhen using iterative
solver, while the speedup is less than the case of direct solver in the cases we studied.
5.2 A structural example: plate with hole under bolt load
To demonstrate the capability of sparse EHM in solving structural scale problems, we in-
vestigated the response of a plate subjected to bolt pressure as shown in Fig. 9(a). Half of the
plate is discretized due to symmetry with 27,680 tri-linear eight-noded hexahedron elements
(Fig. 9(b)). The microstructure is the 938-grain RVE as shown in Fig. 1 (h). The simulation
therefore tracks 25,963,840 grains throughout the domain of the plate and the one-layer ǫ-EHM
is used in this study.
The stress-contour of the plate at the end of loading is shown in Fig. 9(c). The reaction
force versus the displacement at the far end (i.e., θ = 0o) of the hole is shown in Fig. 10(a).
12 elements at each position as shown in Fig. 9(a) are selected (probing 11,256 grains at each
9
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Figure 8: Efficiency of ǫ-EHM-1 using iterative solver compared with: (a) CPFE and
(b) full EHM using iterative solver.
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Figure 9: Plate under bolt pressure: (a) Geometry and loadings; (b) FE mesh; (c) stress contour.
position), and the von Mises stress (normalized by initial slip resistance, g0) histograms of the
microscale grains at each position are plotted in Fig. 10(b). Microscale stress histograms show
a decreasing grain level von Mises stress from position 1, 2 to 3, consistent with the macroscale
stress at position 1, 2 and 3 as shown in Fig. 9(c).
6 Conclusions and future research interests
We presented a grain-cluster accelerated eigenstrain-based reduced-order homogenization
model for computationally efficient modeling of complex polycrystal microstructures through
selectively considering grain-to-grain interactions. It is found that the proposed sparse EHM
can maintain the high efficiency better as the RVE size increases and with negligible differences
compared with full EHM for both overall stress-strain response and local response. The concept
of the sparse EHM is also beneficial for other reduced models (e.g., [9, 7, 8, 3, 12]) when
higher resolution (i.e., number of parts is relative large) is required. Future work will consider
incorporating of the sparse EHM concept into these models for efficiency improvement.
10
944
X. Zhang and C. Oskay
0 3 6 9 12
0
500
1000
1500
2000
N
um
be
r 
of
 g
ra
in
s Position 1
Position 2
Position 3
σ/g0Displacement (mm)0 0.05 0.1 0.15 0.2
Fo
rc
e 
(N
)
-8000
-6000
-4000
-2000
0
(a) (b)
Position 
Position 2
Position 3
Figure 10: Response of the plate: (a) force-displacement; (b) local von Mises stress histogram.
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