This paper proposes a trajectory planning method for a transfer system on a two-dimensional (2-D) surface. The 2-D transfer system must ensure safe and rapid transfer of an object. Safe transport of objects containing vibrational elements requires vibration suppression and obstacle avoidance. Meanwhile, the transport time should be short and should satisfy the constraints of the transfer system. Our approach adds a reference trajectory to the transfer control system. The reference trajectory is derived by minimizing the integral square errors of the transferred object and the goal positions, and the energy of the frequency bands which include the natural frequencies of the vibrational elements. This optimization problem constrains the acceleration, velocity, and position of the transfer system. Angularly postured obstacles impose additional ellipsoidal constraints on the position of the transferred object. The trajectory planning problem is formulated as a quadratic problem with quadratic constraints. The effectiveness of the proposed trajectory planning is verified in simulations of an omni-directional mobile vehicle carrying the liquid container.
Introduction
In industry, heavy loads can be efficiently transported by overhead traveling cranes, automatic guided vehicles, and similar transfer systems. Such transfer systems need to reach at their goal position within a short time while avoiding obstacles in the transferring field (Kawakami, et al., 2003) , (Yano, et al., 2002) , (Negishi, et al., 2013) . In addition, objects carried by an overhead traveling crane or in liquid containers are subjected to load sway and liquid vibrations, respectively, which must be suppressed. Automatic transfer systems are expected to realize fast transfer, obstacle avoidance, and vibration suppression.
The transfer control systems that satisfy the above requirements are commonly reported in the literature. Transfer control systems of overhead traveling cranes have received particular attention. Al-Garni, et al. (1995) suppressed the vibrations on the load of an overhead traveling crane using optimal control theory. Other researchers have suppressed load vibrations by gain-scheduled control, varying the rope length (Takagi and Nishimura, 1998) , (Harald and Dominik, 2009) . Alternatively, Murakami and Ikeda (2006) eliminated the natural frequency elements of the vibration by shaping the acceleration of the cart. However, these control systems suppress only the load sway. In two-dimensional (2-D) transfer systems such as overhead traveling cranes, path planning with obstacle avoidance is strongly demanded.
In path planning studies, the path of the transferred object has been derived by the potential method (Branner,et al., 2012) , the probabilistic road map method (Yu-Cheng, et al., 2012) , and by predicting the actions of moving obstacles (Tamura, et al., 2013) . Suzuki and Terashima (2000) derived the obstacle-avoiding path by the potential method. Then, in order to suppress the vibration and compensate the trajectory error caused by the dynamics of transfer system, the trajectory is reshaped by the optimal control and the hold method. It requires the sequential process to plan the trajectory with obstacles avoidance and vibration suppression. Therefore, efficient trajectory design is difficult to achieve by this approach.
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Omni-directional Wheels More recently, trajectory planning has been considered as an optimization problem (Miyoshi, et al., 2007) , (Kaneshige, et al., 2009 ). This approach enables simultaneous vibration suppression and obstacle avoidance in the trajectory design. Moreover, the object can be quickly transferred within the constraints of the transfer system. Obstacle avoidance is achieved by defining circles around the obstacles, and guiding the trajectory around the circles. If the trajectory optimization using the actual shape of obstacle which has diversified shape in practice, the optimization process takes a long time and it is difficult to converge to the optimized trajectory. Therefore, in order to solve these problems, the obstacle is enclosed in the circle which is defined as the simply shaped prohibited area for planning trajectory. Long obstacles are enclosed by the ellipses, which must be similarly avoided (Nakajima and Noda, 2014a) . Optimized trajectory planning has been verified in experiments using an overhead traveling crane (Nakajima and Noda, 2014b) . However, the ellipse in the previous work did not account for the posture angle of the obstacle. In practice, obstacles are frequently postured at arbitrary angles, complicating the obstacle avoidance problem.
Therefore, the present paper introduces a trajectory planning method for 2-D transfer systems that enables fast transfer, vibration suppression, and avoidance of obstacles with angled postures. The trajectory of the transferred object is derived from an optimization problem that minimizes the integral square error of the transferred object and the goal positions, and the energy of the desired frequency bands. The natural vibration frequencies are assigned to the frequency bands of vibration suppression. The optimization problem constrains the acceleration, velocity, and position of the transfer system. The obstacles are avoided by enclosing them within ellipsoidal constraints, allowing for varying posture angle. Thereby, obstacles with arbitrary postures are effectively enclosed.
The effectiveness of the proposed trajectory planning is verified in simulations of an omni-directional mobile vehicle carrying a liquid container.
2-D transfer system
This study considers a transfer system on 2-D surface, and a transferred object with vibrational elements. Variously shaped obstacles are distributed across the 2-D surface. The examined transfer system is an omni-directional mobile vehicle with a liquid container. A schematic of the system is presented in Fig. 1 . The liquid container is transferred across the 2-D surface by four omni-directional wheels. The wheels are oriented parallel to the x-and y-axes, and are driven by motors fitted to each wheel. The wheel positions are detected by rotary encoders fitted to the wheel-driving motors. No slippage is assumed between the floor and the wheels. Under this condition, the position of the vehicle on 2-D surface can be obtained precisely from the wheel positions. The trajectory is planned to simultaneously reach the goal position within a short time, suppress liquid vibrations, satisfy the constraints of the transfer system, and avoid the obstacles. 
Description of transfer control system
The investigated transfer control system comprises the position feedback control systems connected to the driving systems on each axis. The driving systems are subjected to input and state constraints as shown in Fig. 2 . The two position feedback control systems are regarded as orthogonal to each other. In Fig. 2 , the transfer machine with vibrational elements is denoted by P(s), K(s) is the feedback controller, and r, z u and z x are the positional reference, control input and controlled variables, respectively. The observed variable y is the position of the transferred object detected by the rotary encoder. Along the x-axis, the transfer model is time-discretized as also contains the energies of the bands of the natural frequencies, for suppressing the vibration over the range of natural frequencies. The cost function is given by
where N is the number of sample which can be derived from the relation with T f = ∆T N. T f and ∆T are the time period of transfer and the sampling time in the trajectory planning, respectively. The first and second terms on the right-hand side of Eq. (11) give the integral square errors of the position y of the transferred object and the goal position r 0 along the x-and y-axes, respectively. The third and fourth terms are the integral energies of the frequency bands (v 1 to v 2 ) applied to the control input along the x-and y-axes, respectively. As with the vibration suppression approach with notch-filter (Noda, et al. 2004) , the vibration cannot be excited by decreasing the control input energy at the natural frequency of the vibrational element. Therefore, the control input energies of the frequency bands with the natural frequency of the vibrational element is minimized in the cost function of Eq. (11). The coefficients, w 1 ≥ 0 and w 2 ≥ 0 are scalar weights. From Eqs. (1)- (6), the control input and the controlled and observation variables on each axis are derived as
where the vectors of the input and controlled variables are respectively defined as
We also define vectors R m , R 0m and Y m , (m = x, y) whose elements are r m (k), r 0m (k) and y m (k), (k=0,1, ,n-1), respectively. Therefore, Eqs. (12) and (13) can be compactly expressed as
where M zm and M ym are given by
Excluding the weight coefficient w 1 , the first and second terms in the cost function Eq. (11) becomes 
Excluding the weight coefficient w 2 , the third term on right-hand side of the cost function Eq. (11) can be discrete Fourier transformed as where ∆T is the sampling time. Using Eq. (14), the cost function J 3 can be expressed as
where E is defined as
Since E * is the conjugate transpose matrix of E, Eq. (21) can be expressed as
where M e is given by
M e in Eq. (23) can be replaced by the symmetric matrix M e as
Z ux can be represented as Z ux = M zux R x from Eq. (15). Therefore, the third term J 3 in the cost function Eq. (11) can be expressed as
Repeating this procedure, the fourth term J 4 in Eq. (11), which integrates the energy of the frequency bands (v 1 to v 2 ) along the y-axis, is derived as
Collecting Eqs. (19), (27) and (28), the cost function Eq. (11) becomes
Input and state constraints on the transfer system
Referring to Eqs. (7) to (10), the input and state constraints on the transfer system can be expressed as
where Z xmc and Z umc are the input and state constraints, respectively, given by
In this study, the trajectory is planned over a finite time interval. To transfer the object to the goal position (r 0x , r 0y ) and ensure it is stationary at the final time, we impose the following equality constraints. 
The first, second, and third rows in Eq. (32) are specify the terminating constraints on the position, velocity, and acceleration of the transferred object, respectively. The reference trajectory optimization based on Eqs. (29), (30), and (32) is performed by quadratic programming. However, since the reference trajectories along the x-and y-axes are independent, this optimization problem excludes the obstacle function. Obstacle avoidance is introduced in the next subsection.
Positional constraints on obstacle avoidance
Areas occupied by obstacles are defined as inequality constraints in the quadratic formulation. Here, they are introduced to the above-described optimization problem to realize a trajectory with the obstacle avoidance. In this approach, an angularly postured obstacle is enclosed in an ellipse as shown in Fig. 3 . The interior of the ellipse is the no-penetration area that must be avoided by the trajectory. Therefore, we impose the following inequality constraint on the position of the transferred object.
where (x s ,y s ) is the center of the ellipse, and θ is the posture angle of the ellipse enclosing the obstacle. a r and b r are respectively the lengths of the major and minor axes in the prohibited ellipsoidal area, and are given as
where a and b are the corresponding axis lengths of the ellipse enclosing the obstacle, and r is the radius of the circle enclosing the transferred object. Equation (34) can be represented as
where,
In the matrix representation Eq. (36), the inequality equation is expressed as
where
. Equation (37) is the inequality condition at k = 1. At k = 2, e 1 is replaced by e 2 = [0, 1, 0, 0, · · · , 0] ∈ R 1×n in Eq. (37). Defining
, we obtain the inequality constraints over the entire trajectory. Thus, the inequality constraint for obstacle avoidance is given by
By adding the quadratic inequality Eq. (38) into the trajectory optimization of the previous subsection, we derive the 2-D trajectory with an obstacle avoidance function. Therefore, the trajectory planning problem of the 2-D transfer system that realize fast transfer control, satisfies the constraints of the transfer system, suppresses vibrations, and avoids obstacles, is formulated as a quadratic programming problem with quadratic constraints. This quadratic programming problem is solved by a sequential quadratic programming method.
Simulation verification
The effectiveness of the proposed trajectory planning method is verified by simulating an omni-directional mobile vehicle with a liquid container (see Fig. 1 ). The vehicle motion on each axis is modeled as
where x i is the position of the vehicle, T m is the time constant and K m is the gain. In this paper, the parameters of the vehicle motions are identical on the x− and y-axes, and are set to T m =0.10s and K m = 0.15m/s/V. The constraints on the control input, velocity and acceleration are given by u ≤10V, |dx/dt| ≤0.5m/s and |d 2 x/dt 2 | ≤0.5m/s 2 , respectively. The transfer control system is modeled as a position feedback control system with proportional controller K p =34. Liquid vibration is excited by moving the vehicle, and is modeled as
where h i is the displacement of the liquid vibration on each axis, ζ is the damping rate, ω n is the natural frequency of the vibration, K h is the gain, and h s is the static liquid level. In this study, the radius of the cylindrical container is r=0.098m, and the static liquid level h s is arbitrarily set between 0.05m and 2.0m. The natural angular frequency ω n [rad/s] of the liquid vibration in the cylindrical container is given by
where g is the gravitational acceleration and ϵ 1 is the derivative of the Bessel function of the first kind(ϵ 1 =1.841). The natural frequencies of the liquid vibration at h s =0.05m and 0.20m are obtained as 11.63rad/s and 13.56rad/s, respectively. Therefore, the frequency band for vibration suppression in the cost function is v 1 =10 to v 2 = 15rad/s. The damping ratio is set to ζ = 0.001. The vehicle ranges over a square with sides of 1.0m. One obstacle is placed on the field. The obstacle is rectangular (area = 0.3m×0.1m), and centered at (x s , y s )=(0.5m , 0.5m). Its posture angle θ=45deg. The outer radius of the vehicle transferring the liquid container is r=0.1m.
In the comparison with the conventional approach, the obstacle is enclosed by a circle of radius is 0.159m. In the proposed approach, it is enclosed by an ellipse. Allowing for the 45deg posture angle, the lengths of the major and minor axes are a=0.200m and b=0.076m, respectively. To reach the goal position (r 0x , r 0y )=(1.0m, 1.0m), the trajectory is planned by the proposed approach described in Section 4. The time period and sampling time of the trajectory design is 4.0s and 0.1s, respectively. Therefore, the number of period can be obtained as N = 41. Here, if the excessive time is given to the time period of transfer, it takes a long time to derive the trajectory. On the other hand, if the less time is given to the time period of transfer, the feasible transfer trajectory which satisfies the constraints in the transfer system cannot be obtained. The appropriate time period should be applied to the proposed trajectory planning. Two pair of weight coefficients assigned to the cost function: namely, (w 1 , w 2 ) = (0.0001, 0) and (0.0001, 1). The first pair of weight coefficients ensures fast transfer to the goal position, the second realizes fast transfer plus vibration suppression.
The simulation results in the case of the circled obstacle and weight coefficients (w 1 , w 2 )=(0.0001, 1) are shown in Figs. 4 and 5. Panels (a), (b), (c) and (d) of Fig. 4 plot the input voltages to the vehicle motor, and the accelerations, velocities, and positions along each axis, respectively. The black and gray lines show the simulation results along the x and y-axis, respectively. The broken lines in Fig. 4(d) are the references along each axis. Figure 4 (e) plots the trajectory of the vehicle and the transfer environment. The black bold line tracks the trajectory of the center of the transferred object, and the circles along the trajectory indicate the contact area between transferred object and the floor. The interior of the circle surrounding the obstacle (enclosed by the thin broken line) is the no-penetration area, and the outer region (enclosed by the bold broken line) is the area prohibited to the trajectory. As seen from Fig. 4(e) , since the area prohibited to the trajectory consumes more space than the obstacle, the transferred object takes a relatively long route toward the goal position.
Next, the obstacle is enclosed by an ellipse and the weight coefficients (w 1 , w 2 ) are assigned as ( Under these conditions, the transferred object avoids the obstacle, and the control inputs, accelerations, and velocities satisfy the specified constraints as shown in Fig. 6 . Moreover, the object is efficiently enclosed by the ellipse, allowing for the posture angle. Since the velocities of the transferred object seem like trapezoidal velocity curves as seen from Fig. 6(c) , the fastest transfer with obstacle avoidance and within the constraints can be achieved. However, since the cost function excludes vibration suppression, the liquid vibrations are excited as shown in Fig. 7 .
Finally, the obstacle is enclosed within an ellipse and assigned weight coefficients (w 1 , w 2 ) of (0.0001, 1). The simulation results are plotted in Figs. 8 and 9 . Again, the details of the figures and their line descriptions are identical to those of Figs. 4 and 5. By enabling vibration suppression, we not only satisfy the constraints of the transfer system and Fig. 8 avoid the obstacle avoidance, but also substantially reduce the liquid vibrations. As observed in Fig. 9(c) , the third and fourth terms of the cost function suppress frequencies between 10 and 15rad/s. Therefore, even if the natural frequency of the liquid vibration varies within this range, it will be suppressed.
The settlement times and residual vibration amplitudes obtained in the simulations are shown in Table 1 . The settlement time is defined as the time at which the transferred object arrives within 3% of the goal position. The residual vibration is the remaining vibration once the goal position is reached. Clearly, by enclosing the obstacle within an ellipse and appropriately assigning the weight coefficients, the proposed method generates an efficient trajectory and suppresses the liquid vibrations.
The proposed trajectory optimization was run on a personal computer with an Intel Core i5 CPU. The calculation time was 437s.
In the practical application, the model error to the vehicle dynamics shown in Eq. (41) can be caused on high frequency band. The tracking performance to the reference trajectory derived by the proposed approach is decreased by exciting the model error. In case that the model error appears significantly on high frequency band, minimizing the control input energies on high frequency band should be added to the cost function of Eq. (11) as
where J o is the cost function of Eq. (11). The second and third terms are the integral control input energies of the high frequency bands (v 3 to v 4 ) along the x-and y-axes, respectively. The behavior due to the model error can be suppressed by the trajectory optimized by the cost function of Eq.(44).
Conclusions
In this study, trajectory planning method was formulated as an optimization problem. The proposed method achieved rapid transportation, obstacle avoidance, and vibration suppression, while satisfying the constraints of the transfer system. More specifically, the trajectory planning problem was formulated as a quadratic problem with quadratic constraints. The obstacle was represented by an ellipse, allowing for its posture angle. The effectiveness of the proposed approach was verified in simulations of an omni-directional mobile vehicle carrying a liquid container. The proposed approach achieved motion control of a 2-D transfer system with vibrational elements.
Rapid solution of the trajectory of the trajectory optimization is required for practical use. Improving the runtime of the optimization will be the focus of our future work.
