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Abstract
We study the set of quantum correlations generated by actions on
maximally entangled states. We show that such correlations are dense in
their own convex hull. As a consequence, we show that these correlations
are dense in the set of synchronous quantum correlations. We introduce
the concept of corners of correlation sets and show that every local or
nonsignalling correlation can be realized as the corner of a synchronous
local or nonsignalling correlation. We provide partial results for other
correlation sets.
1 Introduction
A correlation is a tuple (p(i, j|x, y)) of positive real numbers such that for
each choice of x and y one obtains a joint discrete probability distribution
(p(i, j|x, y))i,j . In this context, the value p(i, j|x, y) represents the probability
that two actors, usually named Alice and Bob, obtain outcomes i and j (re-
spectively) given that they performed experiments x and y (respectively). We
let C(nA, nB,mA,mB) denote the set of all correlations, where Alice and Bob
may perform nA or nB experiments (respectively) and each experiment has mA
or mB possible outcomes (respectively). Usually we are concerned with subsets
denoted by Cr(nA, nB,mA,mB) arising from different probabilistic models de-
noted by the variable r. For simplicity, we write Cr(nA, nB,m) when mA = mB
and Cr(n,m) when nA = nB and mA = mB, or simply Cr when the numbers of
experiments and outcomes are unspecified or clear from context. Of principal
interest in this paper is the set of quantum correlations, denoted by Cq.
The study of quantum correlations goes back to foundational questions in
physics posed by Einstein-Podolsky-Rosen [EPR35]. These questions are equiv-
alent to asking whether or not the set of correlations arising from a theory of
local hidden variables, denoted by Cloc, coincides with the set of quantum corre-
lations, denoted by Cq. These questions were settled by John Bell who showed
[Bel64] that Cq 6= Cloc. In subsequent decades, Tsirelson began asking similar
questions concerning the relationship between Cq and the set of correlations
attainable in relativistic quantum theory [Tsi80], which we denote by Cqc. In
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short, Tsirelson’s yet unanswered question (the weak Tsirelson conjecture) asks
whether or not Cq is dense in Cqc.
Over the past few years much progress has been made in understanding the
geometry of the quantum correlation sets, although many open problems re-
main. For example, Slofstra proved [Slo19] that Cq(184, 235, 8, 2) is not closed
and hence showed that the quantum correlation sets are not closed in general,
a question that had been open for some time. By studying the structure of
synchronous quantum correlations, Dykema-Paulsen-Prakash showed [DPP19]
that the quantum correlation sets Cq(n,m) are not closed for n ≥ 5 and m ≥ 2.
Kim-Paulsen-Schafhauser showed [KPS18] that the synchronous quantum cor-
relations coincide with the synchronous quantum spacial correlations. They also
gave a positive answer to the synchronous approximation problem of Dykema-
Paulsen [DP16], proving that Connes’ embedding conjecture [Con76], a much-
studied problem open since the 1970s, is equivalent to showing that the syn-
chronous quantum commuting correlations coincide with the closure of the syn-
chronous quantum correlations. In spite of all these breakthroughs, the geome-
try of the quantum correlation sets is not fully understood in the literature.
In this paper, we provide a new approach to describing synchronous quan-
tum correlations. It consists of studying the set of quantum correlations which
are generated by actions on maximally entangled states. We call such correla-
tionsmaximally entangled correlations. We show that the set of maximally
entangled correlations, though not convex, is closed under rational convex com-
binations, and hence is dense in its own convex hull. Combined with previously
known results, it follows that the maximally entangled synchronous correlations
are dense in the set of all synchronous correlations. As a byproduct, we derive
another formulation of Connes’ embedding conjecture in terms of maximally
entangled synchronous correlations.
Maximally entangled correlations have another interesting relationship with
synchronous correlations. We define the corner of a synchronous correlation
to be a subcorrelation formed by “forgetting” the synchronized portion of the
original correlation. It turns out that every local correlation is the corner of
a synchronous local correlation and that every nonsignalling correlation is the
corner of a synchronous nonsignalling correlation. This naturally leads to the
question of whether or not every correlation set can be realized as the set of
corners of the corresponding synchronous correlation set. We provide some
partial answers in the cases of the quantum, quantum spacial, and quantum
approximate correlations.
The idea of realizing a correlation as the corner of some larger symmetric
correlation was explored by Sikora and Varvitsiotis [SV17] where different con-
nections between correlation sets and positive semidefinite programming were
explored. In particular, it was shown that there is a correspondence between
quantum correlations and corners of certain doubly nonnegative matrices. We
refer the reader to Section 3 of their paper [SV17] for more details.
Our paper is organized as follows. In section 2, we review definitions, nota-
tions and known results concerning correlation sets. In section 3, we introduce
the set of maximally entangled correlations and discuss its main properties.
Moreover, we provide a geometric description of the set of synchronous quan-
tum correlations in terms of maximally entangled correlations and explore some
consequences. In section 4, we establish the notion of corners and characterize
the synchronous ones for various correlation sets. In section 5, we introduce
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a relaxed notion of maximally entangled correlation and discuss when these
correlations can be approximated by maximally entangled correlations.
2 Preliminaries
In this section, we review the background material on quantum correlations. We
follow conventions from the literature on synchronous correlations [KPS18]. For
a more thorough review of the foundations of quantum mechanics, we refer the
reader to Nielsen and Chuang’s textbook [NC00]. For more details concerning
operator theory, we refer the reader to Davidson’s textbook [Dav96].
2.1 Operator theory
By aHilbert space, we mean a complete complex vector space with a sesquilin-
ear inner product. We let B(H) denote the set of bounded linear operators on
a Hilbert space H . When a Hilbert space H is of finite dimension d, we may
identify H with the d-dimensional Euclidean space Cd and the set of linear
operators on H with the set of complex d× d matrices denoted by Md.
By a projection, we mean a linear operator P on a Hilbert space H satisfying
P 2 = P and P ∗ = P , where P ∗ denotes the adjoint operator of P . A finite
set {Pk}mk=1 of positive operators on a Hilbert space H is called a positive
operator-valued measure if
∑m
k=1 Pk = IH , where IH denotes the identity
operator on H . If each Pk is a projection, then {Pk}mk=1 is called a projection-
valued measure.
Given two Hilbert spaces H and K, we let H ⊗ K denote their Hilbert
space tensor product. We will make use of the Schmidt decomposition (for
example, Theorem A.5 of [CLP17]) of a vector φ ∈ H ⊗K. In the case when
H and K are finite-dimensional, any vector φ ∈ H ⊗ K admits a Schmidt
decomposition of the form φ =
∑N
k=1 αkek⊗ fk for some N and positive scalars
{αk}. Here, {ek} and {fk} are orthonormal sets in H and K respectively.
Finally, we briefly introduce C∗-algebras and their states. For our purposes,
a C∗-algebra is a unital closed subalgebra of B(H) which is also closed under
the adjoint operation. A state on a C∗-algebra A is a linear map φ : A→ C
which maps the unit of A to 1 and maps positive operators to positive real
numbers. A state φ on A is tracial if φ(ab) = φ(ba) for all a, b ∈ A. Since finite-
dimensional C∗-algebras play an important role in this paper, we should mention
that every finite-dimensional C∗-algebra is ∗-isomorphic to a finite direct sum
of matrix algebras ⊕Nk=1Mdk (See Theorem III.1.1 of [Dav96]).
2.2 Quantum mechanics
The axioms of quantum mechanics dictate that a physical system corresponds to
a Hilbert spaceH and the state of a physical system corresponds to a unit vector
in H . For this reason we use the terms state and unit vector interchangeably.
A measurement on a physical system is given by a projection-valued measure
{Pk}mk=1. The projections P1, P2, . . . , Pm specify the possible outcomes of the
measurement. When a physical system is in state φ, the probability of observing
outcome k is given by 〈Pkφ, φ〉.
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Given two physical systems A and B with corresponding Hilbert spaces HA
and HB, the state of the joint system is given by a unit vector φ ∈ HA ⊗
HB. When the two physical systems are non-interacting, the state of the joint
physical system takes the form of a product state φA⊗φB for some unit vectors
φA ∈ HA and φB ∈ HB. Otherwise, the state takes the more general form
described by the Schmidt decomposition and is considered to be entangled.
In this case, local measurements on the separate physical systems are given by
projection-valued measures of the form {Pk⊗IHB} and {IHA⊗Pk} respectively.
2.3 Correlation sets
Suppose two non-interacting players, Alice and Bob, each has a finite set of
experiments with a finite number of outcomes. We let p(i, j|x, y) represent the
conditional probability that Alice performs experiment x and gets outcome i
while Bob performs experiment y and gets outcome j. The resulting tuple
p = {p(i, j|x, y)} is called a correlation if p(i, j|x, y) ≥ 0 for all i, j, x and
y and
∑
i,j p(i, j|x, y) = 1 for all x and y. We let nA (resp. nB) denote the
number of Alice’s (resp. Bob’s) experiments and we let m denote the number
of possible outcomes per experiment. We let C(nA, nB,m) denote the set of
correlations for a given tuple (nA, nB,m), and we write C(n,m) for C(n, n,m).
Whenever the tuple (nA, nB,m) is not specified or clear from context we simply
write C for a correlation set.
We will consider several particular correlation sets. The largest of these
is the set of nonsignalling correlations, denoted by Cns. A correlation p is
nonsignalling if the marginal densities defined by
pA(i|x) :=
∑
j
p(i, j|x, y), pB(j|y) :=
∑
i
p(i, j|x, y)
are well defined, meaning that
∑
j p(i, j|x, y) is independent of the choice of y
and
∑
i p(i, j|x, y) is independent of the choice of x. The smallest of the corre-
lation sets we will consider is the set of local correlations (or classical correla-
tions), denoted by Cloc, which is defined to be the closed convex hull of the set
of deterministic distributions {p(i, j|x, y) : p(i, j|x, y) ∈ {0, 1} for all i, j, x, y}.
Between the local and nonsignalling correlation sets lies a variety of correla-
tion sets whose definitions are inspired by problems in quantum mechanics. A
correlation p is called a quantum correlation if there exist finite-dimensional
Hilbert spaces HA and HB, projection-valued measures {Ex,i}mi=1 ⊂ B(HA) and
{Fy,j}mj=1 ⊂ B(HB) for each x ≤ nA, y ≤ nB, and a unit vector φ ∈ HA ⊗HB
such that
p(i, j|x, y) = 〈Ex,i ⊗ Fy,jφ, φ〉.
We refer to the tuple (HA, HB, {Ex,i}, {Fy,j}, φ) as a representation of p. If
we relax the requirement that HA and HB be finite-dimensional, then we obtain
the set of quantum spacial correlations. The closure of the set of quantum
correlations is called the set of quantum approximate correlations. We
denote by Cq (resp. Cqs, Cqa) the set of quantum (resp. quantum spacial,
quantum approximate). correlations.
Finally, we define the set of quantum commuting correlations, denoted
by Cqc. A correlation p is in Cqc if there exists a Hilbert space H , projection-
valued measures {Ex,i}mi=1 ⊂ B(H) and {Fy,j}mj=1 ⊂ B(H) satisfying Ex,iFy,j =
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Fy,jEx,i for all i, j, x, and y, and a unit vector φ ∈ H such that
p(i, j|x, y) = 〈Ex,iFy,jφ, φ〉.
A correlation is called synchronous if nA = nB = n and if for each x ≤ n
and i 6= j, we have p(i, j|x, x) = 0. The set of synchronous correlations is
distinguished from other correlation sets Cr with the notation C
s
r .
2.4 Known results
It is well-known that the correlation sets satisfy the relations
Cloc ⊆ Cq ⊆ Cqs ⊆ Cqa ⊆ Cqc ⊆ Cns
and that they are all convex sets. It is also well-known that for certain choices
of nA, nB, and m, we have Cloc 6= Cq and Cqc 6= Cns (for example, see equation
(2) and subsequent comments in [DPP19]). Recently, Slofstra [Slo19] showed
that Cqs 6= Cqa in general, settling the so-called strong Tsirelson conjecture (see
Remark 2.6 of [PSS+16]). It is worth mentioning that at the time the current
paper was being drafted, a preprint by Coladangelo and Stark [CS18] found an
example for the separation of the quantum and quantum spacial correlations,
hence settling Cq 6= Cqs. The only remaining inclusion is of particular impor-
tance, since the equality Cqa = Cqc is known to be equivalent to the celebrated
Connes’ embedding conjecture (see [Oza13], [JNP+11], and [Fri12]).
As in the non-synchronous case, the synchronous correlation sets satisfy
Csloc ⊆ Csq ⊆ Csqs ⊆ Csqa ⊆ Csqc ⊆ Csns.
Again, it is well-known that for certain choices of nA, nB and m, we have C
s
loc 6=
Csq and C
s
qc 6= Csns (see for example equation (3) and subsequent comments
in [DPP19]). Dykema-Paulsen-Prakash showed [DPP19] that Csqs 6= Csqa in
general. In another recent paper [KPS18], Kim-Paulsen-Schafhauser showed
that Csq = C
s
qs and that C
s
q = C
s
qa, settling a question posed by Dykema-
Paulsen [DP16]. In the same paper, the authors also showed that Csqa = C
s
qc is
equivalent to Connes’ embedding conjecture.
We will make extensive use of the following characterization of Csq .
Theorem 2.1 (Paulsen, et. al. [PSS+16], Theorem 5.5 / Corollary 5.6). Let
p ∈ Cq(n,m). Then p is a synchronous correlation if and only if there exist a
finite-dimensional C∗-algebra A, projection-valued measures {E1,i}, . . . , {En,i}
in A and a tracial state τ : A→ C such that p(i, j|x, y) = τ(Ex,iEy,j).
3 Maximally entangled correlations
LetHA andHB be finite-dimensional Hilbert spaces with dim(HA) = dim(HB) =
d. Recall that a vector φ ∈ HA ⊗HB is called maximally entangled if
φ =
1√
d
d∑
k=1
uk ⊗ vk
for some orthogonal bases {uk} and {vk} of HA and HB, respectively.
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Definition 3.1. A quantum correlation p is called maximally entangled if
p admits a representation (HA, HB, {Ex,i}, {Fy,j}, φ) where φ is a maximally
entangled state. We denote by Cmax (resp. C
s
max) the set of maximally entan-
gled correlations (resp. synchronous correlations). We write Cmax,d and C
s
max,d
when we want to emphasize that dim(HA) = dim(HB) = d.
Already for dimension d = 1 we begin to observe some interesting properties
of the set Cmax,d.
Lemma 3.2. For all integers nA, nB, n and m, we have ext(Cloc(nA, nB,m)) =
Cmax,1 and ext(C
s
loc(n,m)) = C
s
max,1(n,m).
Proof. By definition, Cloc is the convex hull of the deterministic correlations,
where p(i, j|x, y) ∈ {0, 1}. It is easily verified that every such correlation is of
the form p(i, j|x, y) = δx,iγy,i where δx,i, γy,j ∈ {0, 1} and
∑
i δx,i =
∑
j γy,j = 1
for all x and y. The synchronous case is similar.
The following lemma is well-known (for example, see the proof of proposition
3.4 in [Slo19]). We will use it repeatedly throughout the paper - a proof is
included for completeness.
Lemma 3.3. Let p ∈ Cq. Then p ∈ Cmax,d if and only if there exist projection-
valued measures {Ex,i} and {Fy,j} in Md for each x and y such that
p(i, j|x, y) = 1
d
T r(Ex,iFy,j)
for all i, j, x, y, where Tr is the usual trace on Md. Moreover, p ∈ Csmax,d if and
only if the preceding statement holds for Fy,j = Ey,j for every y and j.
Proof. First assume p ∈ Cmax,d. Let (HA, HB, {E˜x,i}, {F˜y,j}, φ˜) be a represen-
tation of p with d-dimensional Hilbert spacesHA andHB and φ˜ =
1√
d
∑d
k=1 uk⊗
vk. Let {ek} ⊂ Cd be the canonical orthonormal basis. Then there exist unitary
matrices U, V ∈ Md such that Uuk = V vk = ek for each k. Define operators
Ex,i := UE˜x,iU
∗ and Fy,j := V F˜y,jV ∗ for each x, y, i and j, and a vector
φ := (U ⊗ V )φ˜. Clearly, {Ex,i} and {Fy,j} are projection-valued measures and
φ is a maximally entangled state with a decomposition
φ =
1√
d
d∑
k=1
ek ⊗ ek.
Now, notice that
p(i, j|x, y) = 〈E˜x,i ⊗ F˜y,j φ˜, φ˜〉
= 〈Ex,i ⊗ Fy,jφ, φ〉
=
1
d
T r(Ex,iF
T
y,j)
where FTy,j is the transpose of Fy,j with respect to the basis {ek}. The reverse
implication that p(i, j|x, y) = 1
d
Tr(Ex,iFy,j) implies p ∈ Cmax,d can be easily
verified by the reader using the final equality in the equation above.
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In the synchronous case, observe that p(i, j|x, x) = 0 implies that 1
d
Tr(Ex,iFx,j) =
0. However Tr(AB) = 0 implies AB = 0 for positive matrices A and B. Hence
Ex,iFx,j = 0 for all i 6= j. Since
∑m
i=1Ex,i =
∑m
i=1 Fx,i = Id,
Tr(E2x,i) = Tr(Ex,iFx,i) = Tr(F
2
x,i).
Applying the Cauchy-Schwarz inequality to the inner product 〈A,B〉 = Tr(AB∗)
we conclude that Ex,i = Fx,i.
In contrast with the correlation sets Cr for r ∈ {loc, q, qs, qa, qc, ns}, the set
Cmax is not convex. This is shown in the following proposition.
Proposition 3.4. Let p ∈ Cmax. Then for each i, j, x, and y, pA(i|x), pB(j|y) ∈
Q. Consequently the set Cmax is not convex.
Proof. By Lemma 3.3, there exist projection-valued measures {Ex,i}, {Fy,j} ⊂
Md for some d such that p(i, j|x, y) = 1dTr(Ex,iFy,j). Then for fixed i and x,
pA(i|x) =
∑
j
p(i, j|x, y) = 1
d
T r(Ex,i) ∈ Q
since Tr(Ex,i) is the rank of Ex,i. A similar calculation shows that pB(j|y) ∈ Q
for each fixed j, y.
To see that Cmax is not convex, choose correlations p
(1), p(2) ∈ Cmax such
that p
(1)
A (i|x) 6= p(2)A (i|x) and choose r ∈ (0, 1) such that rp(1)A (i|x) + (1 −
r)p
(2)
A (i|x) /∈ Q. Then p(3) := rp(1) + (1− r)p(2) is in Cq since Cq is convex, but
p
(3)
A (i|x) is irrational, proving that p(3) /∈ Cmax.
Despite not being convex in general, the next theorem shows that the set
Cmax is closed under rational convex combinations.
Theorem 3.5. For any collection {pk}Nk=1 of maximally entangled quantum cor-
relations and any collection {tk}Nk=1 of positive rational numbers with
∑N
k=1 tk =
1, we have
N∑
k=1
tkpk ∈ Cmax.
Moreover, if each pk is synchronous then
∑N
k=1 tkpk ∈ Csmax.
Proof. Let {pk}Nk=1 ⊂ Cmax. Suppose that pk ∈ Cmax,dk for some integer
dk, for k = 1, . . . , N . By Lemma 3.3, there exist projection-valued measures
{E(k)x,i }, {F (k)y,j } ⊂ Mdk such that each pk(i, j|x, y) = 1dkTr(E
(k)
x,i F
(k)
y,j ) for each k
and for all i, j, x and y.
Since each tk is rational, there exist positive integers M,n1, . . . , nN such
that tk =
nk
M
. Define R :=
∏N
k=1 dk and for each k = 1, . . . , N define Rk :=
R
dk
.
Notice that
N∑
k=1
Rkdknk = R(
N∑
k=1
nk)
= RM
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where the last line follows because
∑N
k=1 tk =
∑N
k=1
nk
M
= 1. Consequently we
obtain projection-valued measures {Ex,i}, {Fy,j} ⊂MRM by defining
Ex,i :=
N⊕
k=1
Rknk⊕
l=1
E
(k)
x,i , Fy,j :=
N⊕
k=1
Rknk⊕
l=1
F
(k)
y,j
for each i, j, x, and y.
Define a correlation p :=
∑N
k=1 tkpk. For fixed i, j, x and y, we have
p(i, j|x, y) = 1
RM
Tr(Ex,iFy,j).
By Lemma 3.3, p ∈ Cmax,RM . The final statement regarding the synchronous
case is clear. This completes the proof of the theorem.
By Proposition 3.4, the set Cmax is not convex. We denote its convex hull
by co(Cmax). Similarly, we let co(C
s
max) denote the convex hull of C
s
max. The
next corollary is an easy consequence of Theorem 3.5.
Corollary 3.6. The set Cmax (resp. C
s
max) is dense in co(Cmax) (resp. co(C
s
max)).
Proof. Let p ∈ co(Cmax), and let ǫ > 0 be given. Then p =
∑N
k=1 tkpk with each
pk ∈ Cmax and
∑N
k=1 tk = 1, tk ≥ 0. Choose positive rational numbers rk such
that
∑N
k=1 rk = 1, and |tk − rk| < ǫN for each k. Then q :=
∑N
k=1 rkpk ∈ Cmax
by Theorem 3.5. Moreover, for any i, j, x and y,
|p(i, j|x, y)− q(i, j|x, y)| = |
N∑
k=1
(tk − rk)pk(i, j|x, y)|
≤
N∑
k=1
|tk − rk| < ǫ.
Finally, notice that if p ∈ co(Csmax), then we could have chosen pk ∈ Csmax. In
that case, q ∈ Csmax and the result follows.
In the synchronous scenario, there is a strong relationship between the sets
Csq and C
s
max. As the next theorem shows, it turns out that every synchronous
quantum correlation can be approximated by a synchronous maximally entan-
gled correlation.
Theorem 3.7. The sets Csq and co(C
s
max) coincide. Consequently, C
s
max is
dense in Csq , and hence C
s
max = C
s
qa.
Proof. Clearly, co(Csmax) ⊆ Csq since Csmax ⊂ Csq and Csq is a convex set.
Conversely, let p ∈ Csq . By Theorem 2.1, there exist a finite-dimensional C∗-
algebra A, a trace τ : A → C and projection-valued measures {Ex,i} ⊂ A such
that p(i, j|x, y) = τ(Ex,iEy,j) for all i, j, x and y. Since A is finite-dimensional,
we may assume that A =
⊕M
k=1 Mnk for some positive integers n1, . . . , nM . For
each k = 1, . . . ,M , let E
(k)
x,i be the projection of Ex,i onto the k-th summand.
Then the {E(k)x,i }’s are projection-valued measures on Mnk .
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Defining pk(i, j|x, y) := 1nkTr(E
(k)
x,iE
(k)
y,j ), it is easy to see by Lemma 3.3 that
pk ∈ Csmax for each k. Moreover, by Example IV.5.4 of Davidson’s textbook
[Dav96], there exist positive scalars t1, . . . , tM such that
∑M
k=1 tk = 1 and
p(i, j|x, y) = τ(Ex,iEy,j)
=
M∑
k=1
tk
nk
Tr(E
(k)
x,iE
(k)
y,j )
=
M∑
k=1
tkpk(i, j|x, y).
Thus, p ∈ co(Csmax).
The final statement follows from Corollary 3.6 and Theorem III.6 of Kim-
Paulsen-Schafhauser’s paper [KPS18] that Csq = C
s
qa.
After writing the initial draft of this paper, the authors learned that the
relation Csq = co(C
s
max) appears in some other preprints, namely Theorem 9 of
[LR17] and Corollary 5.5 of [LMP+20]. The density result appears to be new.
Since Csmax is dense in C
s
q , it is natural to ask if the same relationship holds
for non-synchronous correlations. We will explore this question further in the
next section.
As a byproduct of Theorem 3.7, we obtain a new reformulation of Connes’
embedding conjecture in terms of the set of maximally entangled quantum
correlations. By Corollary III.8 of Kim-Paulsen-Schafhauser’s paper [KPS18],
Connes’ embedding conjecture is equivalent to the assertion that Csqc(n,m) =
Csqa(n,m) for all n and m. By the previous theorem, we know that C
s
max = C
s
qa.
Combining these two results, we arrive at the following corollary.
Corollary 3.8. The following statements are equivalent.
1. Connes’ embedding conjecture is true.
2. Csqc(n,m) = C
s
max(n,m) for all n and m.
We conclude this section by constructing a nested sequence of closed convex
sets which form an inner approximation of Csq .
Theorem 3.9. For each positive integer k, define Csk := co(C
s
max,k!). Then for
each k, Csk is closed and convex, C
s
k ⊆ Csk+1, and ∪∞k=1Csk = Csq .
Proof. It is obvious that each Csk is convex. To see that each C
s
k is closed,
it suffices to show that Csmax,d is closed for each d. To this end, suppose
that {pk}∞k=1 ⊆ Csmax,d is a convergent sequence with pk → p ∈ Csqa. We
will show that p ∈ Csmax,d. To see this, first note that for any q ∈ Csns,
q(i, i|x, x) = ∑j q(i, j|x, x) = qA(i|x). Hence, Proposition 3.4 implies that
for each k, i, and x, pk(i, i|x, x) ∈ {0, 1/d, 2/d, . . . , 1}. Since the sequence
{pk(i, i|x, x)} converges, it must be constant after finitely many terms. Thus we
may assume that pk(i, i|x, x) = ni,x/d for every choice of i and x.
Since pk ∈ Csmax,d, Lemma 3.3 says we may choose for each k projection-
valued measures {E(k)x,i } ⊂ Md such that pk(i, j|x, y) = 1dTr(E
(k)
x,iE
(k)
y,j ), and we
may further assume that Rank(E
(k)
x,i ) = nx,i for all k. Since the set of d × d
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projection matrices of rank nx,i is compact, there exists a rank nx,i projection
Ex,i which is a limit point of the set of projections {E(k)x,i }. By the continuity
of the trace, we see that p(i, j|x, y) = 1
d
Tr(Ex,iEy,j). Moreover, since E
(k)
x,i
converges to Ex,i, we have Id =
∑m
i=1E
(k)
x,i converges to
∑m
i=1 Ex,i and hence
{Ex,i} is a projection valued measure.
To see that Csk ⊆ Csk+1, it suffices to show that Csmax,k! ⊂ Csmax,(k+1)!. Pick
p ∈ Csmax,k! with p(i, j|x, y) = 1k!Tr(Ex,iEy,j). Then
p(i, j|x, y) =
k+1∑
n=1
1
k + 1
p(i, j|x, y) = 1
(k + 1)!
Tr(⊕k+1n=1Ex,i ⊕k+1n=1 Ey,j).
Hence, p ∈ Cs
max,(k+1)!.
Finally, observe that by Theorem 3.7, Csq = co(C
s
max). We need only show
that co(Csmax) = ∪∞k=1Csk. Obviously ∪∞k=1Csk ⊆ co(Csmax). To see the other
inclusion, pick p ∈ Csmax. Then p ∈ Csmax,d for some d. By Lemma 3.3, there
exists {Ex,i} ⊆ Md such that p(i, j|x, y) = 1dTr(Ex,iEy,j). Hence, p ∈ Csmax,d!,
since
p(i, j|x, y) =
(d−1)!∑
n=1
1
(d− 1)!p(i, j|x, y) =
1
d!
Tr(⊕(d−1)!n=1 Ex,i ⊕(d−1)!n=1 Ey,j).
So p ∈ Csd . Thus, Csmax ⊂ ∪kCsk. By convexity, co(Cmax) ⊆ ∪∞k=1Csk, completing
the proof.
We remark that Cs1 = C
s
loc, since C
s
1 is defined to be ext(C
s
max,1) and
ext(Csmax,1) = C
s
loc by Lemma 3.2. Thus, the sequence {Csk} satisfies
Csloc = C
s
1 ⊆ Cs2 ⊆ · · · ⊂ Csq ,
∞⋃
k=1
Csk = C
s
q .
We hope that this observation may someday shed light on the question of why
Csq is not closed in general.
4 Corners of synchronous correlations
Given a synchronous correlation p, we wish to define a sub-correlation π(p) of p
which captures the interaction of some non-synchronous partition of Alice and
Bob’s experiments. We call this sub-correlation the corner of p. To this end, we
make the following definition.
Definition 4.1. Let nA, nB, and m be positive integers and set n := nA + nB.
Then for each r ∈ {loc,max, q, qs, qa, qc, ns}, define the projection map πnA,nB :
Cr(n,m) → Cr(nA, nB,m) by πnA,nB (p)(i, j|x, y) = p(i, j|x, y + nA) for each
1 ≤ i, j ≤ m, 1 ≤ x ≤ nA and 1 ≤ y ≤ nB. We call πnA,nB (p) the corner of
p. When the indices nA and nB are understood from context, we simply write
π(p).
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When p ∈ Cr(n,m), we may regard p as a block matrix[
A B
C D
]
where the dimensions of A,B,C, and D are mnA×mnA, mnA×mnB, mnB ×
mnA, and mnB ×mnB, respectively. With this notation, we can identify π(p)
with the matrix B.
We are interested in studying the corners of synchronous correlations. It
is easy to see that, for each r ∈ {loc,max, q, qs, qa, qc, ns}, π(Csr (n,m)) ⊆
Cr(nA, nB,m) for all nA, nB, n and m satisfying the conditions of Definition
4.1. We raise the following question.
Question 4.2. When is π(Csr (n,m)) = Cr(nA, nB,m)?
Our interest is partly motivated by the following observation concerning Cqs.
Recently, a surprising result of Kim-Paulsen-Schafhauser [KPS18] (Theorem
III.10) showed that the sets Csq and C
s
qs coincide. However, it seems that this
does not hold in the non-synchronous case [CS18]. If it were the case that
π(Csqs) = Cqs, we see that
Cqs = π(C
s
qs) = π(C
s
q ) ⊆ Cq,
and hence Cq = Cqs.
In the remainder of this section, we will answer Question 4.2 in the affir-
mative for the cases r ∈ {loc,max, ns} and provide partial results in the other
cases. We begin with a crucial proposition.
Proposition 4.3. For every positive integer d, π(Csmax,d) = Cmax,d. Conse-
quently π(co(Csmax,d)) = co(Cmax,d), π(C
s
max) = Cmax, π(co(C
s
max)) = co(Cmax),
and π(Csmax) = Cmax.
Proof. We show that Cmax,d ⊆ π(Csmax,d). To this end, suppose that p ∈
Cmax,d. By Lemma 3.3 there exist projection-valued measures {Ex,i} and {Fy,j}
in Md such that p(i, j|x, y) = 1dTr(Ex,iFy,j). For each x ≤ nA, set E˜x,i = F˜x,i =
Ex,i, and for each x satisfying nA < x ≤ nA + nB set E˜x,i = F˜x,i := Fx−nA,i.
Setting p˜(i, j|x, y) := 1
d
Tr(E˜x,iF˜y,j) defines a correlation in Cmax,d satisfying
π(p˜) = p. Moreover, p˜ is synchronous since for each x ≤ n and i 6= j, we have
p˜(i, j|x, x) = 1
d
(E˜x,iF˜x,j) = 0
since E˜x,iF˜x,j equals either Ex,iEx,j or Fx,iFx,j , both of which are zero. So
Cmax,d ⊆ π(Csmax,d) and consequently π(Csmax,d) = Cmax,d. The remaining
statements follow from the observation that Cmax = ∪∞d=1Cmax,d and the fact
that π is continuous and affine.
The above proposition answers Question 4.2 in the affirmative for the case
r = max. While a complete answer to Question 4.2 is unknown, the next
theorem summarizes some partial results towards this end.
Theorem 4.4. For all positive integers nA, nB, n, and m satisfying nA+nB =
n, the following statements are true.
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1. The sets π(Csloc(n,m)) and Cloc(nA, nB,m) coincide.
2. The sets π(Csq (n,m)) and Cq(nA, nB,m) coincide if and only if
Cq(nA, nB,m) = co(Cmax(nA, nB,m)).
3. The sets π(Csqa(n,m)) and Cqa(nA, nB,m) coincide if and only if
Cqa(nA, nB,m) = Cmax(nA, nB,m).
Proof. (1) Recall that Cloc = co(Cmax,1) and C
s
loc = co(C
s
max,1), by Lemma 3.2.
Consequently π(Csloc) = π(co(C
s
max,1)) = co(Cmax,1) = Cloc by Proposition 4.3.
(2) By Theorem 3.7, we know that Csq = co(C
s
max). Therefore Cq = π(C
s
q )
if and only if Cq = co(Cmax) since π(C
s
q ) = π(co(C
s
max)) = co(Cmax) by Propo-
sition 4.3.
(3) By Theorem 3.7, we know that Csqa = C
s
max. By Proposition 4.3,
π(Csqa) = π(C
s
max) = Cmax. The statement follows.
We conclude with a proof that π(Csns) = Cns. In the following, we call a
correlation p ∈ Cr(n,m) symmetric if p(i, j|x, y) = p(j, i|y, x) for all i, j, x
and y. The next theorem shows that to each p ∈ Cns there exists a symmetric
p˜ ∈ Csns such that p = π(p˜). The ability to choose a symmetric correlation p˜ is
worth noting because every correlation in Csr for r ∈ {loc, q, qs, qa, qc} is known
to be symmetric [PT15], though this need not hold for correlations in Csns.
Theorem 4.5. The sets π(Csns) and Cns coincide. In particular, every corre-
lation in Cns is the corner of some symmetric correlation in C
s
ns.
Proof. Let p ∈ Cns(nA, nB,m). We proceed by constructing a symmetric cor-
relation p˜ ∈ Csns(n,m) which satisfies π(p˜) = p, where n = nA + nB as usual.
As before, let pA(i|x) =
∑
j p(i, j|x, y) and pB(j|y) =
∑
i p(i, j|x, y) denote
the marginal densities of p. Recall that the nonsignalling conditions dictate that
these sums are well-defined. We begin by defining correlations p1 ∈ Csns(nA,m)
and p2 ∈ Csns(nB,m) as follows. For each x ≤ nA and i, j ≤ m, set
p1(i, j|x, x) =
{
pA(i|x) i = j
0 i 6= j
and for each y ≤ nA with x 6= y, define p1(i, j|x, y) := pA(i|x)pA(j|y). Likewise,
we define p2 so that for each y ≤ nB and i, j ≤ m,
p2(i, j|y, y) :=
{
pB(i|y) i = j
0 i 6= j
and for each x ≤ nB with x 6= y, define p2(i, j|x, y) := pB(i|x)pB(j|y). It is clear
that p1 and p2 are symmetric and synchronous. The reader can easily verify
that they satisfy the nonsignalling conditions as well.
Finally we define a correlation p˜ as follows. For each x, y ≤ n and i, j ≤ m,
set
p˜(i, j|x, y) :=


p1(i, j|x, y) x, y ≤ nA
p(i, j|x, y − nA) x ≤ nA, nA < y ≤ n
p(j, i|y, x− nA) nA < x ≤ n, y ≤ nA
p2(i, j|x− nA, y − nA) nA < x, y ≤ n
.
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It is easy to verify that the correlation p˜ is symmetric, synchronous and nonsignalling.
Moreover, π(p˜) = p.
5 Almost maximally entangled correlations
In this section we consider correlations obtained from a slight relaxation of
Definition 3.1.
Definition 5.1. A quantum correlation p is called almost maximally entan-
gled if p admits a representation (HA, HB, {Px,i}, {Qy,j}, φ) where φ is maxi-
mally entangled and {Px,i}, {Qy,j} are positive operator-valued measures (not
necessarily projections). We denote by C′max the set of almost maximally en-
tangled correlations.
The next lemma generalizes Lemma 3.3 to the setting of almost maximally
entangled correlations.
Lemma 5.2. Every almost maximally entangled correlation is a quantum cor-
relation. In particular, following statements are equivalent.
1. p ∈ C′max(nA, nB,m).
2. There exist positive operator-valued measures {Px,i}mi=1 and {Qy,j}mj=1 on
Cd for x ≤ nA, y ≤ nB such that p(i, j|x, y) = 1dTr(Px,iQy,j).
3. The correlation p has a representation (HA, HB, {Ex,i}, {Fy,j}, φ) where
φ is a direct sum of a maximally entangled vector with the zero vector and
the operators Ex,i and Fy,j are projections for all x, y, i, j.
Proof. The equivalence of the first two statements can be showing by repeating
the calculation in the proof of Lemma 3.3. We show that the first and the last
statements are equivalent.
First, assume that the third statement holds. We may assume that
φ =
k∑
i=1
1√
k
ei ⊗ fi
for some k ≤ d and orthonormal sets of vectors {e1, e2, . . . , ek} ⊂ HA and
{f1, f2, . . . , fk} ⊂ HB . Let P be the projection onto the span of {e1, e2, . . . , ek}
and let Q be the projection onto the span of {f1, f2, . . . , fk}. Then
〈Ex,i ⊗ Fy,jφ, φ〉 = 〈(PEx,iP )⊗ (QFy,jQ)φ, φ〉.
The first statement follows by replacing HA and HB with the ranges of P and
Q, respectively.
Next assume that the first statement holds. By the arguments in the proof
of Theorem 5.3 of [PSS+16], there exist Hilbert spaces KA and KB such that
HA ⊆ KA and HB ⊆ KB, and projection-valued measures {Ex,i} on KA and
{Fy,j} on KB such that
〈Px,i ⊗Qy,jφ, φ〉 = 〈Ex,i ⊗ Fy,jφ, φ〉
where we have identified φ with φ ⊕ 0 in KA ⊗ KB. Since φ was maximally
entangled in HA ⊗HB , the third statement follows.
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Though we do not know whether or not Cmax is dense in C
′
max in general,
the remaining theorems provide partial answers towards this question. The next
proposition is the crux of our argument.
Proposition 5.3. Suppose that p ∈ C′max(nA, nB,m) satisfies p(i, j|x, y) =
1
d
Tr(Px,iQy,j) for positive operator-valued measures {Px,i} and {Qy,j} on Cd.
Also, suppose that Px,iPx,j = Px,jPx,i and Qy,iQy,j = Qy,jQy,i for each x, y, i, j.
If each operator Px,i and Qy,j has rational eigenvalues, then p ∈ Cmax(nA, nB,m).
Proof. Choose some z ≤ nA. Since Pz,iPz,j = Pz,jPz,i, the matrices Pz,i are
simultaneously diagonalizable, so that Pz,i = U
∗P ′z,iU for diagonal P
′
z,i and a
unitary U . By conjugating each Px,i and Qy,j by U , we obtain new positive
operator-valued measures {P ′x,i} and {Q′y,j} which still satisfy the conditions of
the proposition and yield the same correlation - in particular, their eigenvalues
are unchanged. Choose a common denominator N for the diagonal entries of
P ′z,1, . . . , P
′
z,m, so that each is of the form
k
N
. For each x 6= z and each y, define
P˜x,i := IN ⊗ P ′x,i and Q˜y,j := IN ⊗ Q′y,j. Then the positive operator-valued
measures {P˜x,i} and {Q˜y,j} still satisfy the conditions of the proposition with
unchanged eigenvalues (ignoring multiplicity).
We now construct a projection-valued measure {Ez,i} as follows. Assume
the diagonal entries of P ′z,i are
n1,i
N
,
n2,i
N
, . . . ,
nd,i
N
. Since
∑
i P
′
z,i = Id, we see
that
∑
i nk,i = N for each k ≤ d. Hence, there exist projection-valued measures
{Gk,i}mi=1 on CN such that the rank of Gk,i is nk,i. For each i ≤ m, set Ez,i =
⊕dk=1Gk,i. Then {Ez,i} is a projection-valued measure on CN⊗Cd. Now observe
that
1
d
T r(P ′z,iQ
′
y,j) =
1
d
d∑
k=1
nk,i
N
Q′y,j(k, k)
=
1
dN
d∑
k=1
Tr(Gk,i)Q
′
y,j(k, k)
=
1
dN
Tr(Ez,iQ˜y,j)
whereQ′y,j(k, k) is the k-th diagonal entry ofQ
′
y,j. It is obvious that
1
d
Tr(Px,iQy,j) =
1
dN
Tr(P˜x,iQ˜y,j) for each x 6= z. Hence we may have assumed without loss of gen-
erality that {Pz,i}i was a projection-valued measure. Repeating this argument
for each {Px,i}, as well as each {Qy,j}, proves that p ∈ Cmax(nA, nB,m).
Theorem 5.4. Let p ∈ C′max(nA, nB,m) satisfy p(i, j|x, y) = 1dTr(Px,iQy,j)
for positive operator-valued measures {Px,i} and {Qy,j} on Cd. Suppose that
Px,iPx,j = Px,jPx,i and Qy,iQy,j = Qy,jQy,i for each x, y, i, j. Then for every
ǫ > 0, there exists a q ∈ Cmax(nA, nB,m) such that |p(i, j|x, y)−q(i, j|x, y)| < ǫ.
Proof. Pick some z ≤ nA. Since Pz,i commutes with Pz,j for each i, j ≤ m,
we can simultaneously diagonalize each Pz,i, so that Pz,i = U
∗P ′z,iU with P
′
z,i
diagonal. Assume the k-th diagonal entry of P ′z,i is λk,i. Choose positive rational
numbers rk,i such that
∑
i rk,i = 1 and |λk,i − rk,i| < ǫ2 . Set P˜z,i = U∗Dz,iU
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where D is diagonal with entries r1,i, r2,i, . . . , rd,i. Then for each y and j
|1
d
T r(Pz,iQy,j)− 1
d
T r(P˜z,iQy,j)| = 1
d
|Tr((Pz,i − P˜z,i)Qy,j)|
≤ 1
d
d∑
k=1
|λk,i − rk,i|
≤ 1
d
d∑
k=1
ǫ
2
=
ǫ
2
.
Replacing all the Px,i’s with P˜x,i’s in this way gives a new correlation q
′ in C′max
with |p(i, j|x, y) − q′(i, j|x, y)| < ǫ/2, and the P˜x,i have rational eigenvalues.
Similarly, we can replace the Qy,j’s with Q˜y,j’s such that each Q˜y,j has rational
eigenvalues and the correlation q given by q(i, j|x, y) = 1
d
Tr(P˜x,iQ˜y,j) satisfies
|q′(i, j|x, y) − q(i, j|x, y)| < ǫ/2. It follows that |p(i, j|x, y) − q(i, j|x, y)| < ǫ.
Finally, we see that q ∈ Cmax(nA, nB,m) by Proposition 5.3.
Corollary 5.5. The set Cmax(nA, nB, 2) is dense in C
′
max(nA, nB, 2).
Proof. In the case m = 2, a positive operator-valued measure consists of a pair
Px,1, Px,2 of positive operators satisfying Px,1+Px,2 = Id. Since Px,2 = Id−Px,1,
Px,1 commutes with Px,2. The statement then follows from Theorem 5.4.
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