We give a one-parameter family of exact solutions to four-dimensional higher-spin gauge theory invariant under a deformed higher-spin extension of SO(3, 1) and parameterized by a zeroform invariant. All higher-spin gauge fields vanish, while the metric interpolates between two asymptotically AdS 4 regions via a dS 3 -foliated domainwall and two Robertson-Walker-like H 3 -foliated spacetimes -one in the future and one in the past -with the scalar field playing the role of foliation parameter. All Weyl tensors vanish, including that of spin two. We furthermore discuss methods for constructing solutions, including deformation of solutions to pure AdS gravity, the gauge-function approach, the perturbative treatment of (pseudo-)singular initial data describing isometric or otherwise projected solutions, and zero-form invariants.
Introduction
Full higher-spin gauge-field equations have been known in D = 4 for quite some time, essentially since the early work of Vasiliev [1] , and their generalizations to higher dimensions have been started to be understood more recently in [2, 3, 4] . These equations are generalizations of pure AdS gravity, in which the metric is accompanied by an infinite tower of higher-spin fields and special sets of lower-spin fields, always containing at least one real scalar. In the minimal setting, the spectrum consists of massless symmetric Lorentz tensors of rank s = 0, 2, 4, . . ..
While the equations have a concise master-field formulation -which bears similarity to noncommutative field theories and open-string field theory -the resulting space-time field equations are extremely complicated, albeit that as a result of a suitable gauge condition (eq. (3.20) below) they can be written explicitly on generally covariant form in an order-by-order expansion in which all fields except the metric and the Lorentz connection are treated as weak fields [20] . We stress that in their simplest form, with manifest parity invariance, the master-field equations contain no small expansion parameter that cannot be absorbed into a master-field redefinition. As a result, at each order in the weak-field expansion, the interactions are given by an unlimited expansion in derivatives covered by a length parameter, λ −1 , in turn identified as the radius of the anti-de Sitter vacuum. In other words, the field equations have a weakly coupled expansion in field amplitudes and a strongly coupled expansion in wave-numbers.
It is due to these complications that, so far, very little is known about exact solutions besides the anti-de Sitter vacuum. Finding such solutions is highly desirable, not only for the important role they may play in uncovering novel physical phenomena, but also for shedding new light on the origin of the higher-spin field equations themselves, and in particular their role in String Theory and M Theory [5, 6, 7, 8, 9, 10] .
It is primarily with the above motivations in mind that we have sought and found an exact solution beyond AdS spacetime. In doing so, we have greatly benefitted from the work of [11, 12, 13] . In [11] an exact solution is given for a higher-spin gauge theory in 3D. In [12] , plane-wave solutions for the free 4D field equations are provided, and [13] proposes an interesting method pertinent to finding exact solutions in a systematic manner. We shall relate further to the solutions described in [11, 12] in the body of this paper.
The exact solution is given by
The deformation parameter ν has an invariant meaning as
, p = 1, 2, . . . , (1.3) where C − 2p are invariant zero-forms built from the full Weyl zero-form, as discussed in Section 3.4. Here ν/b 1 is real and the parameter b 1 is either 1 or i corresponding to whether the scalar field is even or odd under parity referred to the Type A or Type B models, respectively [15] . While the convergence properties of the weak-field expansion -which one may think of as a perturbative expansion of an underlying quantum-mechanical singleton theory -are not clear in general, the ν-dependence of (1.1) is analytic at ν = 0, as shown in Appendix D, with Ω(x 2 ; 0) = f (x 2 ; 0) = g 1 (x 2 ; 0) = 1.
Geometrically speaking, the metric interpolates between two asymptotically AdS 4 regions with different radii via a domainwall-style dS 3 -foliation of the space-like region of spacetime and Robertson-Walker-style H 3 -foliation of the time-like region of spacetime. Moreover, the form of the Lorentz connection show there is non-vanishing torsion, while the form of the metric and the higher-spin gauge fields show that all Weyl tensors vanish.
The solution is not only SO(3, 1)-invariant, but also invariant under a deformed infinite-dimensional higher-spin extension of SO(3, 1) that we denote by hsl(2, C; ν) ⊃ sl(2, C) , (1.4) whose ν-dependent generators are given explicitly in (4.68) and (4.69). In fact, the solution is found by exploiting the simplifications taking place at the full master-field level by imposing hsl(2, C; ν)-invariance. This approach to finding solutions in fact bears similarity to those employed in non-commutative field theories and string field theory.
We stress that the above configuration nonetheless solves the space-time field equations, which do not admit consistent truncation to scalar-coupled gravity with torsion, except for very special configurations such as the one presented above. In other words, the solution satisfies a highly non-local extension of AdS gravity coupled to a scalar field as well as an infinite set of consistency conditions for setting the higher-spin fields to zero. Moreover, this is established without having to determine the weak-field expansions, but rather by solving directly the underlying master-field equations using the gauge condition (3.20) .
We shall begin in Section 2 with a brief description of the master-field equations and the weakfield expansion. Section 3 focuses on general concepts relevant for the construction of solutions.
We shall then present our SO(3, 1)-invariant solution in Section 4, where we also discuss the infinite-dimensional symmetry of the solution. In Section 5 we discuss the consequences of imposing invariance under SO(3, 1), ISO(2, 1), SO(2, 2), SO(3) × SO(2) and SO(2, 1) × SO (2) .
The main results are summarized in Section 6.
The Minimal Bosonic Model

The Master-Field Equations
To describe the higher-spin gauge theory based on the minimal higher-spin algebra hs(4) ⊃ SO(3, 2), one introduces a set of auxiliary coordinates (z α ,zα) together with an additional set of internal variables (y α ,ȳ α ), that are Grassmann-even SL(2, C)-spinor oscillators defined by the associative product rules
where the juxtaposition denotes the symmetrized, i.e. Weyl-ordered, products. The hermitian conjugates (y α ) † =ȳα and (z α ) † =zα, obeȳ
3)
Equivalently, in terms of Weyl-ordered functions
where the hats are used to indicate functions that depend on both (y,ȳ) and (z,z), while functions depending only on (y,ȳ) shall be written without hats. The basic master fields are free differential forms in an extended "spacetime" with coordinates (x M , z α ,zα), namely a oneform 6) and a zero-form Φ = Φ(y,ȳ, z,z, x), subject to the curvature constraints 8) where the curvatures are defined as 10) and the functions κ andκ defined by 11) have the salient properties
The parameter b 1 can assume the values 1 or i, corresponding to whether the scalar field in the model is even or odd under parity, referred to as the minimal Type A and Type B models, respectively [15] . In order to restrict to the minimal bosonic model one imposes further kinematic conditions 14) where τ is the anti-automorphism 15) and π is the involutive automorphism
The gauge transformations are given by
The rigid, i.e. x and Z-independent, gauge parameters form the Lie algebra hs(4) = P (y,ȳ) : To analyze the master-field equations (2.7) and (2.8) formally, one starts from an "initial" condition 19) and a suitable gauge condition on the internal connection, such as [20] A 20) and proceeds by obtaining the Z-dependence of the fields by integrating the "internal" constraints, viz.
perturbatively in a Φ-expansion, denoted by
The x-space constraints F M N = 0 and D M Φ = 0 can then be shown to be perturbatively equivalent to F M N | Z=0 = 0 and D M Φ| Z=0 = 0, that is
These equations constitute a perturbatively Cartan-integrable system in x-space provided that the full Z-dependence is included at each order in Φ.
Since (2.23) are written entirely in terms of differential forms they are manifestly diffeomorphism invariant. Moreover, in simply connected domains, they are invariant under homotopy transformations, whereby coordinate directions can be added and removed without affecting the physical content. Thus, in case x-space is homotopic to a four-dimensional space-time manifold with coordinates x µ (µ = 0, 1, 2, 3), then one can without loss of generality formulate (2.23) directly on spacetime.
The Space-Time Field Equations
In order to obtain the physical field equations on generally covariant form, one first has to Lorentz covariantise (2.23). To this end, one first identifies the full Lorentz generators acting on the hatted master fields as follows
where M (0) αβ = y α y β − z α z β , and
One can show that [13, 20] 
where
αβ are the generators of canonical Lorentz transformations of the Y and Z oscillators. The transformations (2.26) and (2.27) imply that the component fields of Φ and A α , and in turn Φ, have the desired canonical form. The last term in (2.28) means that the naively defined component fields of the master field A µ have complicated field-dependent Lorentz transformations. However, if one defines
where e µ is the vielbein
30)
W µ contains the higher-spin gauge fields, and
31)
with M αβ = y α y β and where the gauge condition (2.20) has been used, then it follows that all component fields transform canonically under Lorentz transformations [13, 20] , i.e. the vielbein and higher-spin fields transform as tensors and δ L ω µ αβ = ∂ µ Λ αβ +Λ α γ ω µ γβ +Λ β γ ω µ γα . Inserting (2.29) into (2.23), the explicit Lorentz connections cancel, and one obtains a manifestly Lorentz covariant and space-time diffeomorphism invariant set of constraints.
To describe the higher-spin gauge symmetries in a generally space-time covariant fashion, one proceeds using a weak-field approximation in which the higher-spin gauge fields, the scalar field and the Weyl tensors, including that of spin 2, are treated as weak fields, while no approximation is made for the vielbein and the Lorentz connection.
It can then be shown that D µ Φ| Z=0 = 0 contains the field equation for the physical scalar field and a set of physical higher-spin fields given by the doubly-traceless symmetric tensor fields of rank s = 4, 6, ..., given by
The generally covariant physical field equations are given up to second order in weak fields by
where the source terms P
µ and J (2) µν are provided in Appendix C; R µναβ , which is defined in (A.7), is the self-dual part of the full SO(3, 2)-valued curvature dΩ + Ω ⋆Ω with Ω given in (A.6); the higher-spin curvatures are defined by (s = 4, 6, 8, ..) and W µα(s−3)α(s+1) , of which the latter drops out from (2.38), while the former can be expressed explicitly in terms of the physical fields using curvature-dressed covariant derivatives ∇, as explained in [20] .
3 Construction of Solutions
Perturbative Space-Time Approach
In the first order of the weak-field expansion, it is consistent to truncate the higher-spin field equations to that of pure Einstein gravity with cosmological constant plus a free scalar field in a fixed background metric, viz.
These equations are self-consistent, though they do not derive from an action. They provide a good approximation ifφ, the spin-2 Weyl tensorΦ µνρσ and all their derivatives are small. In general, such solutions may describe spacetimes that are not asymptotically conformally flat in any region.
The higher-order corrections from the weak-field expansion yields a perturbative expansion in φ andΦ µνρσ of the form
The second-order corrections can be determined from (2.36), (2.37) and (2.38), where the higherspin gauge fields and Weyl tensors do not contribute to P
µ and J (2) µν to that order. In this sense, exact solutions to ordinary Einstein gravity with cosmological constant may be embedded into higher-spin gauge theory, albeit that finding the full solutions in closed form amenable to studies of salient properties is highly non-trivial. Moreover, there are subtleties related to boundary conditions as well as the convergence of the perturbative expansion.
The higher-spin field equation (2.38) reads (s = 4, 6, . . .) including all gauge artifacts, and impose the gauge conditions order-by-order in weak-field expansion using the fully consistent higher-spin field equation (2.38).
In order to switch on higher-spin fields, it is therefore convenient to consider solutions in which the full Weyl zero-form Φ asymptotes to zero in some region of spacetime. We shall refer to such solutions as asymptotically Weyl-flat solutions.
The perturbative approach to these solutions is self-consistent in the sense that the linearized twisted-adjoint zero-form C = C(x; y,ȳ) obeying dC + [Ω (0) , C] π = 0, where Ω (0) is the AdS 4 connection, vanishes on the boundary. To demonstrate this, one writes the linearized equation as 5) and expands C and (3.5) in y andȳ, which shows that C contains linearized Weyl tensors
These equations are in fact valid in AdS D . The resulting mass-shell condition reads
Setting s = 0 one obtains formally the correct scalar-field equation,
, and using Poincaré coordinates, 9) one finds that the component fields C i(s),j(t)r(s−t) with s ≥ t ≥ 1, and where the indices are curved, are given by curls of C i(s),r(s) , taken using r∂ j , that in their turn obey
Thus, the linearized spin-s Weyl tensor C a(s),b(s) consists of two sectors C (±) a(s),b(s) with scaling behavior given by (s = 0, 2, 4, . . .)
At higher orders of the weak-field expansion, and due to the higher-derivative interactions hidden in the ⋆-products in D µ Φ| Z=0 = 0, the corrections to the spin-s Weyl tensor Φ may in principle contain lower-spin constructs with a total scaling weight less than β − s . We shall not analyze the nature of these corrections in any further detail here, but hope to return to this interesting issue in a future work.
Another non-local effect induced via the Z-space dependence, is that the Lorentz covariantisations in K µ , defined in (2.32), may remain finite in the asymptotic region, despite the naive expectation that the scaling of ( A (α ⋆ A β) )| Z=0 , which is of order Φ 2 , should over-power that of ω µ αβ . While this is a challenging problem to address in its generality, we shall find that already the relatively simple case of the SO(3, 1)-invariant asymptotically Weyl-flat solution exhibits an interesting phenomenon whereby K µ generates a finite Weyl rescaling and contorsion in the asymptotic region.
Clearly, the weak-field expansion, which is naturally geared towards dressing up solutions to (3.1), is going to be far from efficient in dealing with general asymptotically Weyl-flat solutions. Especially when the starting point is not a solution to (3.1), it is appropriate to develop an alternative approach to solving the basic master-field equations (2.7) and (2.7) in which one makes a maximum use of the fact that the local x-dependence is a gauge choice. As we shall see next, the Z-space approach indeed does exploit this fact, and provides a powerful framework for finding exact solutions to higher-spin field equations.
The Z-Space Approach
In order to construct solutions with a simple space-time topology, one may consider the Z-space approach [12] in which the constraints in spacetime, viz. 12) are integrated in simply connected space-time regions given the space-time zero-forms at a point p, 13) and expressed explicitly as
where L = L(y,ȳ, z,z, x) is a gauge function, and
The remaining constraints in Z-space, viz.
must then be solved given an initial condition
and fixing a suitable gauge for the internal connection. The natural choice is
whose compatibility with (2.20) requires
that is, the gauge function cannot depend explicitly on the Z-space coordinates. In what follows, we shall assume that L = L(x; y,ȳ) .
The gauge fields can then be obtained from (2.29), viz.
We stress that the gauge fields, including the metric, can be obtained algebraically, without any other integration in spacetime than the ones performed in going from (3.12) to (3.14).
To describe asymptotically Weyl-flat solutions, one chooses the gauge function to be a parameterization of the coset
By construction, its Maurer-Cartan form
which means that the gauge fields defined by (3.23) are given asymptotically by the AdS 4 vacuum plus corrections from K µ . The latter are higher order in the C ′ -expansion, but may nonetheless contribute in the asymptotic region to the leading dependence on the radial coordinate defined in (3.9). A concrete exemplification of this subtlety is provided by the asymptotic behavior of the scale factors in the SO(3, 1)-invariant solution discussed at the end of Section 4.3.
On Regular, Singular and Pseudo-Singular Initial Conditions
The perturbative approach to (3.16)-(3.18) yields a solution of the form
where the superscript indicate the order in C ′ . We shall refer to C ′ as a regular initial condition provided that its ⋆-product self-compositions, viz.
are regular functions. The second-order corrections (C.4) and (C.5) contain the ⋆-product composition
where t is the auxiliary integration parameter used to present the first-order correction (C.3) to the internal connection. If C ′ is regular, then it follows that (3.29) is a regular function of (Y, Z) with t-dependent coefficients that are analytic at t = 1. We shall assume analyticity also at t = 0, where (3.29) involves only anti-holomorphic contractions resulting in a "softer" composition that should not blow up. Under these assumptions there exists an open contour from t = 0 to t = 1 along which (3.29) is analytic, that can then be used in (C.3) to produce a well-defined second order correction. This argument extends to higher orders of perturbation theory, and hence regular initial data yields perturbative corrections that can be presented using open integration contours [20] .
If C ′ is not regular, and (3.29) has an isolated singularity at t = 1, we shall refer to C ′ as a singular initial condition. In this case, a well-defined perturbative expansion can be obtained by circumventing the singularity by using a closed contour γ as follows,
and γ encircles the branch cut from t = 0 to t = 1. The resulting closed-contour presentation of the perturbative solution can of course also be used in the case of regular initial data, in which case γ can be collapsed onto the branch-cut as to reproduce the open-contour presentation.
Singular initial conditions may arise from imposing symmetry conditions on C ′ , as will be exemplified in Section 5.3 in cases where the symmetry refers to unbroken space-time isometries.
Here the initial conditions are parameterized elementary functions of the oscillators, e.g. combinations of exponentials of the bilinear translation generator P a contracted with fixed vectors, that become singular for particular choices of the parameters.
Another interesting type of irregular initial data arises in the five-dimensional and seven-dimensional higher-spin models based on spinor oscillators [17, 19, 18] and the D-dimensional model based on vector oscillators. Here the initial conditions are regular functions multiplied with singular projectors whose role is to gauge internal symmetries in oscillator space in order that the master-field equations contain dynamics. These symmetries are generated by bilinear oscillator constructs, K, and the singular projectors are special functions with auxiliary integral representations, given schematically by where g(s) is analytic and non-vanishing at s = 1. One can now argue that the perturbative expansion gives rise to analogs of (3.29) resulting in regular functions of (Y, Z) with t-dependent coefficients involving pre-factors of the form
that are logarithmically divergent at t = 1. Thus, the open-contour presentation results in well-defined second-order perturbations containing pre-factors of the form
while the closed-contour presentation, which requires analyticity on closed curve encircling t = 1, does not apply since the singularity at t = 1 is not isolated. We shall therefore refer to initial conditions of this type as pseudo-singular initial conditions.
The above analysis indicate that the (pseudo-)singular nature of initial conditions is an artifact of the naive application of the ⋆-product algebra to (3.28), while the actual perturbative expansion in Z-space involves a point-splitting mechanism that smoothes out the divergencies. We plan to return with a more conclusive report on these extremely important issues in a forthcoming paper.
Zero-Form Curvature Invariants
In unfolded dynamics, the local degrees of freedom are dual to the twisted-adjoint element C ′ (y,ȳ) defined by (3.19) , consisting of all gauge-covariant derivatives of the physical fields evaluated at a point in spacetime. At the linearized level, C ′ is gauge covariant, which means that if C ′ = g −1 ⋆C ′ ⋆ π(g), with g a group element generated by hs(4), then C ′ andC ′ give rise to gauge-equivalent solutions.
To distinguish between gauge-inequivalent solutions at the full level, we propose the following invariants
for p = 1, 2, . . ., where
the full traces are defined by
and the normalizations N ± are given by
where V is the volume of Z-space. As separate components of Φ vary over spacetime, the net effect is that the invariants C ± 2p remain constant, though they may diverge for specific solutions. Let us motivate the above definitions. To begin with, it follows from (2.5) and (2.12) that the full traces obey
and
where the reduced traces T r ± f (Y ) are defined by This property can be made manifest by going to primed basis using (3.14).
Expanding perturbatively,
and taking q = 2p, one finds that the leading contribution to the charges are given by
where we have used (3.40), and
where we have formally factored out and cancelled the volume of Z-space. For q = 2p + 1 one finds that the leading order contribution to T r ± C 2p+1 diverges like d 2 z or d 2z , whose regularization we shall not consider here. The higher-order corrections to the charges, may require additional prescriptions, and, as already mentioned, they need not be well-defined in general.
The form of the leading contribution C
suggests that the full charges C − 2p are well-defined for general regular initial data. Moreover, these charges can be rewritten on a more suggestive form using (2.7), where dz α ∧ dz α = −2d 2 z, and π( Φ) =π( Φ), which imply
which can be used to show that the charges can be written as total derivatives in Z order by order in the Φ-expansion.
4 An SO(3, 1)-Invariant Solution
The Ansatz
To find SO(3, 1)-invariant solutions we use the Z-space approach based on (3.14). It is convenient to use a Lorentz-covariant parameterization of the gauge function, viz.
[12]
corresponding to the vierbein and Lorentz connection
that in turn gives 5) which one identifies as the stereographic-coordinate presentation of the metric of AdS 4 spacetime with inverse radius λ. The inversion x µ → x µ /(λ 2 x 2 ) maps the boundary λ 2 x 2 = 1 to itself, and interchanges the distant past and distant future, where λ 2 x 2 → −∞, with the future and past light cones, where λ 2 x 2 = 0, respectively. We also note that the spin-s sector in
e. C ′ contains the regular boundary data scaling like r β − s in the notation of (3.11) with r ∼ h 2 .
A particular type of SO(3, 1)-invariant solutions can be obtained by imposing
where M ′ αβ are the full Lorentz generators defined in (2.24) and given in the primed basis, and obeying (2.26)-(2.28). Eq. (4.6) combined with (2.26) imply that
and f is a real function. Moreover, from (4.7) combined with (2.27) and the τ -invariance condition on A α , it follows that
We next turn to the exact solution of the Z-space equations (3.16)-(3.18).
Solution of Z-Space Equations
The internal constraints F ′ αα = 0 and D ′ α Φ ′ = 0 are solved by
where ν/b 1 is a real constant, so that ν is real in the Type A model and purely imaginary in the Type B model.
The remaining constraint on F ′ αβ , given by (3.16), now takes the form
To solve this constraint, following [11] , we use the integral representation 13) where the choice of contour is motivated by the relation 
which can be written as 16) where g = m • m with • defined by [11] (p • q)(t) =
Replacing iu by −2d/dt acting on the exponential and integrating by parts, we find
(1−t)u 1
This can be satisfied by taking g to obey 19) with the solution
Even and odd functions are orthogonal with respect to the • product, i.e.
One proceeds [11] , by expanding m (±) (t) in terms of I (±) 0 (t) and the functions (k ≥ 1)
(1−σ) 1
which obey the algebra (k, l ≥ 0)
Thus, given a quantity
and defining its symbol
so that (4.22) and (4.23) become the algebraic equations
The physical gauge condition (3.20), which requires
implies that
To obtain the functions q (±) (t) explicitly, we first expand
where the coefficients are related to the expansions of the symbols as
In the case of q (+) (t), expansion of 1 − ν 2 ξ − 1 yields
In the case of q (−) (t), we begin by defining
Thus, from
. This Laplace-type transformation can be inverted as The function q (−) (t) is then obtained by differentiation with respect to ζ and the substitution ζ = log
The contour can be closed around the branch-cut that goes from z = − In summary, the internal solution is given by
Expanding exp( itu 2 ) results in integrals of the degenerate hypergeometric functions times t p (p = 0, 1, . . .), which improve the convergence at t = 0. Thus A α is a formal power-series expansion in u with coefficients that are functions of ν that are well-behaved provided this is the case for the coefficient of u 0 . This is the case for ν in some finite region around ν = 0, as we shall see next.
The Solution in Spacetime
To evaluate the space-time dependent component fields in Φ and A µ , we first compute Φ =
This shows that the physical scalar field is given by 
while C + 2p diverges. The gauge fields, which are defined by the decomposition (2.29), viz.
with
which can be rewritten using (4.14) as
Using (B.6), this quantity can be expressed as
We can thus write
This function is studied further and evaluated at order ν 2 in Appendix D.
From (4.49) and (4.55) it follows that all higher-spin gauge fields vanish,
while the vierbein and Lorentz connection are given by
where we have used a αα a ββω
αβ , and defined
We identify the vielbein as a conformally rescaled AdS 4 metric,
and the scale factor is given by
There are two interesting limits to consider, namely the boundary region, where a 2 → 1, and the distant past and future regions deep interior region, where a 2 → −1. In the limit a 2 → 1, the double integral in (4.56) diverges at t = t ′ = ±1 while the pre-factor goes to zero, as to produce a finite residue given by lim
In this limit lim
This factor is positive in the Type B model, while curiously enough it blows up at a critical value, within the range (D.6), in the Type A model. In the limit a 2 → −1, the integrand in (4.56) remains finite for all t and t ′ , and the scale factor is given by a highly non-trivial expression.
Symmetries of the Solution
A more general discussion of symmetries of solutions will be given in Section 5. In view of (5.4), the gauge transformations preserving the primed solution obey 
with M ′ αβ given by (2.24) and constant Λ αβ . The solution is also left invariant by additional transformations with rigid higher-spin parameters
where the ℓ'th level is given by
with constant Λ α 1 ...α 2m ,α 1 ...α 2n . These parameters span the solution space to (4.66), provided that this space has a smooth dependence on ν. The full symmetry algebra is thus a higher-spin extension of SO(3, 1) ≃ SL(2, C), that we shall denote by hsl(2, C; ν) ⊃ sl(2, C) , (4.70) where sl(2, C) is generated by M ′ αβ and its hermitian conjugate, and we have indicated that in general the structure coefficients may depend on the deformation parameter ν.
The generators of the SO(3, 1) transformations preserving the space-time dependent field configuration, that is, obeying (5.1), are by construction given by 4.71) and are related to the full Lorentz generators M αβ by
where M αβ = y α y β and
where the transformed oscillators are defined by
and obey the same algebra as the original oscillators, viz.
If we let g ′ Λ and g L Λ be the group elements generated by M ′ αβ and M L αβ , respectively, then it follows that
The spacetime decomposes under this SO(3, 1) action into orbits that are three-dimensional hyper-surfaces which describe local foliations of AdS 4 with dS 3 and H 3 spaces in the regions x 2 > 0 and x 2 < 0, respectively.
Solutions With Non-Maximal Isometry
Some Generalities
The solution with maximal unbroken symmetry is the AdS 4 vacuum Φ = 0, which is invariant under rigid hs(4) transformations, with Z-independent parameters. Let us consider non-vanishing Φ that is invariant under a non-trivial set of transformations with parameters belonging to
As is the case for hs(4), this algebra closes under ⋆-commutation of parameters as well as compositions induced by the associativity of the ⋆-product, e.g.
In the case that h( Φ) contains a finite-dimensional rank-r subalgebra g r ⊂ SO(3, 2) this induces a natural higher-spin structure h( Φ), as exemplified in (4.68) and (4.69) for hsl(2, C; ν).
In the Z-space approach 5) and assuming that the parameters obeying (5.4) are given up to and including order n − 1
which is an integrable partial differential equation in Z-space provided that
Using the Z-space field equations obeyed in the lower orders, one can show that
so that (5.7) holds if (n = 1, 2, . . .)
In the first order, the symmetry condition reads
We shall denote the stability algebra of
As found in the case of hsl(2, C; ν), the full symmetry algebra h( Φ) is in general a deformed version of h(C ′ ). Moreover, we shall denote the space of all twisted-adjoint elements invariant under h(C ′ ) by B(C ′ ), i.e.
B(C
Covariance implies that if g is an hs(4) group element, then
The spaces B(g −1 ⋆ C ′ ⋆ π(g)) and g −1 ⋆ B(C ′ ) ⋆ π(g) are in general not isomorphic, however, as there exist special points in the twisted-adjoint representation space where dim B(C ′ ) is less than the generic value on the group orbit. The simplest example is the point C ′ = ν, as will be discussed below (5.52). Another subtlety, that we shall exemplify below, is related to the fact that the associativity of the ⋆-product implies that if C ′ is a regular initial condition then B(C ′ ) contains the elements C ′ (2n+1) defined by (3.28). Thus, if dim B(C ′ ) is finite then C ′ must either violate regularity at some level of perturbation theory or be projector-like in the sense that C ′ 2n+1 ∼ C ′ for some finite value of n. In the case of a solution in which Φ asymptotes to L −1 ⋆C ′ ⋆L with h(C ′ ) ⊃ g r ⊂ SO(3, 2), where (3.24) is the AdS 4 gauge function (3.24), the solution has g r isometry close to the boundary provided the perturbation theory holds. Since the space-time field equations are manifestly diffeomorphism and locally Lorentz invariant, the g r -isometry extends to the solution in the interior, where it acts on the full master fields via parameters ǫ = L −1 ⋆ ǫ ′ ⋆ L. Hence, the integrability conditions (5.9) must hold, resulting in a full symmetry algebra h( Φ) that is in general some deformed higher-spin extension of g r with deformation parameters given by C ′ .
Let us next examine the above features in more detail in some special cases.
Solutions with Unbroken SO(3, 1) Symmetry
Acting on the exact SO(3, 1)-invariant solution described in Section 4 with the gauge transformation generated by the group element
with L given by (4.1), which requires
one finds the gauge-equivalent exact solution given by the zero-form 16) and the internal connection
The gauge-transformed solution has
with stability group h(C ′(v) ) generated via enveloping of the generators M αβ (v) given by (4.73) and (4.74). Thus, the space B(C ′(v) ) consists of all elements obeying 19) amounting to the following second order partial differential equation
This equation can be solved using the ansatz
implying the following second-order ordinary differential equation in variable V with constant coefficients
which admits the solutions
for v 2 = 0 and v 2 < 1
It is not possible to produce any further solutions to (5.19) using (3.28), since exp iV ⋆ π(exp iV ) is proportional to 1, while the ⋆-product composition of exp iV and π(exp i
We stress that h(C ′(v) ) is the stability group of the twisted-adjoint element C ′(v) , and not of the parameter v, and that therefore the stability group is still SO(3, 1) when v is null. The additional solution with super-luminal boost-parameter v a is not gauge-equivalent to Φ ′(v) , and that C ′ is regular or singular as a initial condition, according to the terminology introduced in Section 3.3, depending on whether ν 1 ν 2 = 0 or ν 1 ν 2 = 0, respectively. Whether the singular or super-luminal cases can be elevated to exact solutions remains to be seen.
gives an SO(3, 1)-invariant two-dimensional solution space with stability group generated by
where the fact that the denominator is imaginary does not present an obstacle, since the oscillators are complex.
The "self-dual" case v 2 = 1 requires a separate treatment. Here η α = y α + v ααȳα is a commuting oscillator giving rise to a three-dimensional translation generator p a = (v b (σ ab ) αβ η α η β + h.c.) obeying [p a , p b ] ⋆ = 0 and v a p a = 0. The commuting oscillators obey the reality condition (η α ) † = vα α η α , and transform as doublets under the oscillator realization of the SL(2, R) ≃ SO(2, 1) that leaves v a invariant. This leads to an ISO(2, 1)-invariant two-dimensional solution space B(e V ) to be described next (see eq. (5.48)) together with some other interesting reductions.
On Domainwalls, Rotationally Invariant and RW-like Solutions
A class of solutions of considerable interest correspond to the rank-r subalgebras g r ⊂ SO(3, 2) parameterized by
28)
where α and β are real parameters and, in all cases, (L a i , L a ) is a representative of the coset SO(3, 1)/SO(3) or SO(3, 1)/SO(2, 1), obeying
Furthermore, for g 4 one finds [M, P ] ∼ 0, while for g 6 one finds [M, P ] ∼ P , and
In summary, one has
Next we seek g r -invariant twisted-adjoint initial conditions C ′ (y,ȳ) = Φ ′ that obey the invariance condition
This decomposes into two irreducible conditions
The first condition can be shown to have the general solution
where C ′ (P ) is a function that we shall assume is analytic at the origin. To arrive at this conclusion one can use the fact that the oscillator realization (A.
or, alternatively, note that the only g 3 -invariant spinorial objects are ǫ αβ , ǫαβ and L αα . Thus, in the case of g 3 , the solution space B(C ′ ), defined generally by (5.12), is infinite-dimensional, and indeed closes under (3.28) for regular initial data.
The g 3 -invariance can be imposed at the full level using the deformed generators
resulting in consistent SO(3)-invariant or SO(2, 1)-invariant "mini-superspace" truncations described by (3.14) and (3.16)-(3.18) with
where L αα = (σ a ) αα L a , and the reduced variables are
We stress that the reduced models have a deformed symmetry algebra given by the enveloping algebra of M ′ ij , and that they are defined locally in spacetime, corresponding geometrically to reductions on a two-sphere or a two-hyperboloid.
Turning to the second set of conditions in (5.36), we use the lemmas
to rewrite them as the following second-order differential equations
The resulting solutions that are analytic at P = 0 are given by
where ν 1,2 and µ 1,2 are real constants and
We see that in general dim B(C ′ ) = 2 for the g 6 -invariant solutions, except at a few special points where dim B(C ′ ) = 1, while dim B(C ′ ) = 1 for the g 4 -invariant solutions.
In the case of SO(3, 1), comparing (5.47) with (5.16), we identify (5.47) with i) the full dS 3 -domainwall solution (5.16) with 1 > v 2 > 0 for
and ii) the full time-dependent solution (5.16) with v 2 < 0 for
On the other hand, as already noted above, the initial condition C ′ = νe 4iρP with |ρ| > 1 as well as the singular cases with ν 1 ν 2 = 0 present gauge-inequivalent initial conditions.
Turning to the ISO(2, 1)-invariant case (5.48), we identify it as a singular initial condition for a flat-domainwall solution. The case with µ 2 = 0 can be obtained formally as the limit of dS 3 domainwall (5.53) in which
It remains to be seen whether the internal connection (5.17) and the space-time gauge fields are well-behaved in this limit. In view of (D.6), we expect there to be differences between the limiting procedures in the Type A and the Type B model, where ν is real and imaginary, respectively.
The remaining three types of initial conditions listed above, i.e. the those invariant under SO(2, 2), SO(3) × SO(2) and SO(2, 1) × SO (2), are singular for all values of the parameters.
In the singular cases found above, the perturbative expansion can be obtained using the closed contours given in (3.30) and (3.31). It remains to be seen, however, whether full solutions can be found in these cases. Another issue to settle is whether the ǫ ′ -parameters can be deformed into full ǫ ′ -parameters obeying (5.4), to which we turn our attention next.
Existence of ǫ ′ (2) Parameter
Let us prove the existence of the second correction ǫ ′ (2) to the ǫ ′ -parameter associated to the g r -symmetries discussed above. To do so, we need to establish the integrability of (5.4) to second order, i.e. verify (5.9) for n = 2, where the relevant quantity reads In fact, it is possible to show that (5.56) vanishes for the more general case with parameter
and twisted-adjoint element
where f m are real numbers; we use the notation y α(m) = y α 1 · · · y αm ; and we have defined
The first-order correction to the parameter is given by
and the second-order correction to the zero-form is given in (C.5), which can be re-written as
where the twisted-adjoint projection map T is defined by
with A
α given by (C.3). The quantity I ′ (2) , which is a twisted-adjoint element, can thus be written as I
The expansion of B 1 reads
To calculate the λ γδ -contributions to T B 1 | Z=0 we let n → m + 2 + k and contract m + 2 of the y β -oscillators with the z-oscillators in the first factor. The remaining y β -oscillators may contract z-oscillators in the exponent, so we sum over l such contractions with 0 ≤ l ≤ k. The resulting terms have the common l-independent structure
where we use (5.59) and the fact that y α(k)ȳα(k+2) cannot contribute to the twisted-adjoint representation. Similarly, to calculate the λ γδ -contributions we let n → m + 1 + k, resulting in
The same type of cancellations occur in T B 2 | Z=0 . Here the λ γδ -contribution to [ǫ ′ , B] π is given by
which we evaluate at Z = 0 using
which concludes the proof of (5.56).
Interestingly enough, we have found a stronger result, namely that
preserves SO(3, 2) to second order in the curvature expansion for general initial conditions C ′ (V ). We expect SO(3, 2) to be broken down to some g r with r ≤ 6 at third order.
Conclusions
We have found that despite the relative complexity of the higher-spin gauge theory and the apparent space-time non-locality of its field equations, it is possible to make use of the oscillator machinery, following [11] , and find an exact SO(3, 1)-invariant solution with a standard space-time interpretation. Among its salient features we note the analytic dependence on the deformation parameter ν; the regular behavior of the metric which asymptotes to AdS spacetimes in the UV and IR; and the fact that it carries finite charges C − 2p = (ν/b 1 ) 2p , despite the fact that the scalar-field component of the Weyl zero-form blows up in the IR. It is also interesting to note that as a result of the oscillators, the solution contains very special functions, such as (D.4) and (D.5), rather than the standard special functions that typically arise in ordinary gravity.
It would clearly be interesting to extend the methods used here so as to include other similar solutions, such as those based on the various g r ⊂ SO(3, 2) symmetries discussed in Section 5.3, and to make more close comparison with the corresponding solutions to ordinary scalar-coupled AdS gravity. Perhaps the most intriguing case to examine next is the case with SO(3) × SO(2) symmetry. Remarkably, we find that once SO(3) × SO(2) is embedded into SO(3, 2), then there is a unique one-parameter family of rotationally invariant and stationary solutions based on the initial condition (5.50). It is also notable that the field that drives the solution is the scalar field, rather than the metric.
We have also discussed in Section 3.1 the embedding of solutions to full AdS gravity into the higher-spin gauge theory. This raises the question of how the ordinary AdS black hole fits into the theory. One possible outcome is a transition, whereby the perturbative expansion in the spin-2 Weyl tensor, i.e. the mass, is asymptotic, while the exact solution is the one driven by the scalar field in (5.50) with an analytic dependence on the deformation parameter.
Another interesting class of solutions are Euclidean instantons. As a first step in this direction, we shall report on the construction of 4D Euclideanized higher-spin gauge theories with proper reality conditions and some of their exact solutions in [21] .
This leads naturally to the issue of solutions that are not asymptotically Weyl-flat in any direction. One would, for example, expect such a behavior from the higher-spin dressing of the CP 2 -instanton. Approaching these solutions through Z-space, as discussed in Section 3.2, the asymptotic deformation of the gauge fields, including the metric, is governed by the quantity K µ defined in (2.29) and (2.32) -here we stress again that the gauge-function approach offers a purely algebraic method for obtaining the potentials. While the SO(3, 1)-invariant deformation studied in detail in this paper caused a change of the radius, via the scale factor Ω in (4.63), leaving the Weyl tensors to vanish, we expect other more general initial data to induce finite shifts away from asymptotic Weyl flatness. As discussed in Section 3.1, this in turn requires a non-trivial Z-dependence of the full Weyl zero-form Φ that violates the naive scaling behavior of the linearized Weyl tensors given in (3.11).
Finally, we have developed some formal aspects of the 4D higher-spin gauge theory, most notably the basic results concerning the perturbation theory based on singular and pseudo-singular initial conditions discussed in Section 3.3, that have implications also for the D-dimensional theory with vector-oscillators and strongly Sp(2)-projected initial data [3] . We plan to report on these interesting issues in a future publication.
A Conventions and Notation
We use the conventions of [16] The components of R = dΩ + Ω ∧ ⋆Ω are R αβ = dω αβ + ω αγ ∧ ω β γ + e αδ ∧ e βδ , (A where we use matrix notation, e.g. yaȳ = y α a αβȳβ and yāby = y αā αβ bβ γ y γ , with a αβ = a µ (σ µ ) αβ andāα β = a µ (σ µ )α β . In deriving this formula, we use (2.5) and perform the integrals over holomorphic and anti-holomorphic variables independently. In doing so, the exponentials remain separately linear in integration variables, allowing the use of the identity (B.5) = e i (t+t ′ −2tt ′ )yz+((1−t ′ )ρ+(1−t)ρ ′ +tτ ′ −t ′ τ )y+((1−t ′ )τ +(1−t)τ ′ +tρ ′ −t ′ ρ)z+(ρ+τ )(ρ ′ −τ ′ ) .
Finally, to evaluate K µ on the solution, we need where a 2 = a µ a µ .
C Second-Order Corrections to the Field Equations
The second-order source terms P 
µ ⋆ Φ + Φ (2) ⋆π(e µ ) − e µ ⋆ Φ 
D Analysis of the Q-Function
Expanding the denominator of (4.56), and splitting into even and odd parts in a 2 , as with q (±) (t) given by (4.37) and (4.42). Performing the integrals we arrive at the first non-trivial contribution is found to be 
