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ABSTRACT 
Superior prediction and classification in determining company’s performance are major 
concerns for practitioners and academic researchers due to the importance of providing useful 
information to shareholders and potential investors. The general practice is to analyze firm’s 
performance based on financial indicators measured on the financial statements published in 
the annual report, i.e. the balance sheet, income and cash flow statements. To do so, numerous 
financial indicators are used in order to classify the performance of firm accordingly involving 
many financial variables in order to determine firm’s performance. Some of these financial 
ratios may be irrelevant and may correlate with each other giving redundant information for 
classification. Hence, this study investigates and determines the financial ratios that notably 
affect firm’s performance so as to predict future performance. In this study, firm is considered 
as high performance firm if its share returns perform above returns provided by Kuala Lumpur 
Composite Index. Using various financial ratios as the independent variables, this study 
investigates and determines the financial indicators that significantly affect firm’s share 
performance so as to predict its future performance. Financial performance predictions 
normally involve large information to explore, using traditional statistical methods such as 
multiple discriminant analysis or binary logistic regression analysis. Parametric statistical 
models are based on normality assumption requirements for the interpretation of the tests of 
significance, and if the data does not satisfy this assumption, the results obtained may be 
biased. However, it is noted that most financial ratios are skewed and non-normally distributed 
suggesting that non-parametric test is a superior alternative. Non-parametric model does not 
assume the data to have any specific characteristics. In this study comparison between rough 
set and logistic regression methodology is employed to identify the most significant indicators 
in classifying firm’s performance. It was found that rough set model could accurately predict 
86% of the testing dataset whereas logistic regression model shows 61.6% accuracy rate.  
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ABSTRAK 
Kepentingan melaporkan maklumat yang tepat kepada pemegang saham dan bakal pelabur 
telah menjadikan keunggulan meramal dan mengelas prestasi firma satu keutamaan kepada 
penyelidik dan pengamal industri. Amalan yang sering digunakan ialah dengan menganalisis 
prestasi firma secara mengukur penentu kewangan berasaskan penyata kewangan yang diterbit 
dalam Penyata Tahunan firma, iaitu Kunci Kira-Kira, Penyata Pendapatan dan Penyata Aliran 
Tunai. Pelbagai penyata kewangan digunakan bagi tujuan mengelas prestasi firma melibatkan 
berbagai pemboleh ubah kewangan bagi menentukan kedudukan prestasi firma. Namun 
begitu, kemungkinan terdapat nisbah kewangan yang tidak relevan dan berkolerasi antara satu 
sama lain, justeru memberi maklumat yang kurang tepat. Oleh itu, dalam kajian ini kami 
menyiasat dan menentukan nisbah kewangan yang ketara penting mempengaruhi prestasi 
firma bagi tujuan meramal prestasi firma di masa hadapan. Dalam kajian ini, sebuah firma 
dianggap sebagai firma berprestasi tinggi jika pulangan sahamnya melebihi yang ditawar oleh 
Indeks Komposit Kuala Lumpur. Dengan menggunakan pelbagai nisbah kewangan sebagai 
pemboleh ubah tak bersandar, kajian ini menentukan nisbah kewangan yang secara signifikan 
mempengaruhi prestasi saham firma bagi meramal prestasi masa hadapan. Peramalan prestasi 
kewangan biasanya memerlukan pengkajian maklumat yang banyak menggunakan kaedah 
statistik konvensional seperti analisis diskriminan berganda atau regresi logit. Ujian signifikan 
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model statistik parametrik adalah berasas kepada keperluan andaian normal, jika data tidak 
memenuhi andaian ini, keputusan terhasil berkemungkinan adalah bias. Adalah diketahui 
umum, kebanyakan nisbah kewangan bersifat pencong dan tidak bertabur secara normal 
mencadangkan ujian bukan-parametrik merupakan alternatif terbaik. Model bukan-parametrik 
tidak mengandaikan data perlu memenuhi sebarang kriteria. Kajian ini membandingkan 
metodologi set kabur dengan regresi logistik bagi mengenal pasti penentu yang paling 
signifikan dalam mengklasifikasi prestasi firma mendapati model set kabur dapat meramal 
dengan tepat 86% set data ujian manakala model regresi logistik menunjukkan kadar ketepatan 
61.6%.  
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