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ABSTRACT 
 
SURFACE PATTERNS ON SINGLE CELLS: A CONSEQUENCE OF A PHASE TRANSITION TO 
MODULATED PHASES 
Asja Radja 
Alison M. Sweeney 
 Patterns are ubiquitous in the world around us, and we have only begun to scratch the 
surface of understanding their complexity and formation. In this thesis, we draw inspiration from 
rigid, extracellular surface patterns found on single living cells in many taxa and try to understand 
if there is a common thread in their pattern formation mechanisms that can be described by a 
single physical formalism. Pollen grains, butterfly wing scales, and deep-sea protists called 
phaeodarians all have beautifully ornate and varied hard surface structures that are likely 
patterned by the deposition of some soft organic matrix originating inside of the cell. We focus on 
pollen grain surfaces because of their remarkable geometric variety that is well documented. We 
find, through our own electron microscopy and careful histological techniques, that the patterns 
arise due to a phase separation of a transient polysaccharide material mechanically coupled to 
the underlying elastic cell membrane. We then show that the entire evolved diversity of patterns 
can be recapitulated by exploring both the equilibrium states and the dynamics of a modified 
Landau-Ginzburg model of phase transitions to modulated phases. We observe the surprising 
fact that only ~10% of extant species exhibit patterns that reach equilibrium. Furthermore, we find 
that although these patterns have evolved many times in seed plants, they are not, on average, 
selected for. The remaining 90% of pollen grain surfaces resemble arrested intermediate states of 
the phase transition process. We then document the pattern formation process in butterfly wing 
scales and show that a transient, spatially periodic surface material sits between the global 
surface features of the scales (the ridges). We postulate that the phase transition of this material 
may also contribute to the regular patterns on wing scale cells. We finally image the full three-
dimensional features of geodesic phaeodarians tests using x-ray-computed tomography.  
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Chapter 1  
 
 
Introduction 
1.1 Pattern Formation 
 
Figure 1. 1: Patterns in nature. (a) Scanning electron micrograph (SEM) of false-colored pollen grains showing 
intra-specific pattern stability and interspecific pattern variation. Clockwise from the top left, Spathiphyllum 
cannifolium, Passiflora incarnata, and Aster. (b) SEM of Vanessa cardui butterfly wing scales showing parallel 
ridges and perpendicular ribs. (c) X-ray-microcomputed tomography surface rendered image of Aulosphaera 
triodon Phaeodarian showing geodesic siliceous test.  
 
 Patterns are quite literally all around us, from the sub-cellular molecular pathways of 
gene expression to the vast, beautiful spirals of disk galaxies. They may emerge as spatial 
arrangements that we are particularly adept at detecting, as temporal series, or as a combination 
of spatial and temporal patterns called “spatiotemporal patterns” seen in, for example, Rayleigh-
Bénard convection in which the upwelling of less dense fluid from a heated bottom layer of fluid 
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creates patterned cells (Hohenberg and Swift, 1995). Patterns exist in both the physical world as, 
for example, ocean waves or the hexagonal rock formation of the Giant’s Causeway (Goehring, L 
and Morris SW, 2005), and in living systems; and the theories of pattern formation mechanisms 
that govern final patterned structures in both cases are vast and multidisciplinary. Usually we 
associate crystal-like symmetries, and the precision that accompanies them, with inanimate 
objects such as snowflakes or rock formations; however, many equally regular and geometric 
patterns arise in the biological world. For example, the minimal surfaces seen in soap films also 
exist as gyroids in some butterfly wing scales to produce the beautiful iridescent properties 
famous in Parides sesostris (Wilts et al., 2011). Moreover, looking through the vast array of 
possible biological patterns, we start to discover that some patterns emerge over and over again 
in systems and under conditions that appear to have nothing in common. So we ask ourselves: 
how many patterns in the biological world arise due to cells’ transcriptomes directly encoding the 
construction of a structure block-by-block, and how many arise due to passive self-assembly by 
physical forces?  
Studying pattern formation in living systems requires the insights and tools from many 
fields including molecular and developmental biology, material science, physics and mathematics. 
Fundamentally, biological systems are much more complex than non-living ones, and although 
there has been much progress in both the understanding of genetic pathways and the molecular 
and cellular biology required to build patterns from these blueprints, detailed mechanisms 
outlining how genes influence patterns are still elusive in many systems. Although it seems 
natural to assume that complexity in patterns requires a perfectly-tuned system in which 
components dictated by the genetic code are painstakingly put into their appropriate place, piece-
by-piece, perhaps much simpler mechanisms, based on applying proximate physical forces, 
could account for some of this apparent complexity instead. Additionally, it is often said that form 
defines function; that over many eons, nature has painstakingly chosen particular forms for a 
well-defined and specific function. But what if it has not? What if, as D’Arcy Thompson famously 
suggested in his book On Growth and Form (Thompson, 1917), these patterns are a simpler 
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consequence of the physical laws that govern our universe? So, in this thesis, we broadly ask: Is 
there a way to simplify some biological patterns while capturing their key features to quantify their 
formation with an elegant, unifying theory; and does approaching these problems of 
understanding the origin of form from a physical point of view allow us to better approach these 
problems of pattern formation and to better understand our systems? 
In this thesis, we add to the growing body of biophysics by focusing on pattern formation 
within a fundamental unit of life: the cell. The surfaces of cells can be highly decorated with awe-
inspiring patterns (Fig. 1.1 and 1.2). Typically these decorations are external to the cell, and many 
organisms use membranes as scaffolds for building these robust, protective, and sometimes 
beautifully patterned layers. In this work, we define three necessary components to form such 
rigid structures: the cell membrane; a soft, secreted material that undergoes phase separation; 
and a secondary layer of cross-linked material deposited after phase separation and according to 
the previously established pattern. Although the plasma membrane is often recognized in playing 
a role in surface patterning, in this thesis, we show that an ephemeral soft material is also an 
essential component in the pattern formation of ultimately hard surface structures in organisms 
spanning several kingdoms.  
We are inspired by the diversity of patterns seen on the spherical surfaces of pollen 
grains, the striped patterns on butterfly wing scales, and the geodesic siliceous skeletons of the 
marine protists, Phaeodaria (Fig. 1.1). In each of these systems we show evidence for an organic 
material undergoing phase separation in the extracellular space, followed by the deposition of a 
more robust, tough material that “solidifies” that pattern into its final shape. Crucially, we show 
that it is the mechanical coupling between this phase separation and the cell membrane that 
generates a pattern.  Without this coupling, the cell would have to coordinate biochemical and 
molecular pathways that span across the entire cell. We propose that all of these patterns are 
templated by this self-assembly process, that of a phase transition to a spatially modulated 
phase. We initially develop this theory for pollen grain patterning, demonstrate biological evidence 
for our theory, and expand on evolutionary and engineering implications of this theory. Then will 
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we introduce two additional systems, butterfly wings and phaeodarians, showing imaging 
evidence that they may generate patterns in a physically analogous manner.  
It should also be highlighted that although living organisms are typically far from 
equilibrium, these surface structures form in the extracellular space, where they can reach 
equilibrium because there is little or no active metabolism. Thus, we can confidently apply the 
statistical physics field of phase transitions to equilibrium states to our systems. Furthermore, the 
micron-sized patterning on spherical surfaces is not unique to pollen grains only; similar patterns 
of stripes, spikes, and hexagons are found across taxa on fungal spore and insect egg surfaces 
(Fig. 1.2). The universality of these such patterns on biological cells further suggests that the 
pattern formation process may not be dependent on the unique biological properties of each 
individual system, but is rather a physical process that results as a consequence of the physical 
laws that govern the world around us.   
 
Figure 1. 2: Similar surface patterns on spherical cells span across taxa. Row one shows stripes, 
row two shows spikes, and row three shows hexagonal holes. Column one are examples of 
pollen grains (Spathiphyllum cannifolium, Iva xanthiifolia (Halbritter, 2012), and Phlox drummondii 
(Halbritter, 2016q)), column two are fungal spores (Ristich,1995), and column three are insect 
eggs (Cossey).  
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1.2 Landau-Ginzburg theory of phase transitions 
Phase transitions are the phenomenon of substances or materials changing from one phase to 
another. They describe many types of changes, most commonly transitions between solid, liquid 
and gas states, but can also describe many other transitions that are commonly associated with 
breaking of symmetries. A microscopic description of a collection of interacting particles close to a 
phase transition point is excessively complicated and material dependent. Instead, a “coarse-
grained”, phenomenological approach, developed by Landau to describe continuous phase 
transitions, is a more feasible method of encapsulating the changes of a system. This mean-field 
formalism is based on an order parameter,
, that measures the degree of order across the phase 
transition boundaries, i.e. it is usually 1 in the “ordered” state and 0 in the “disordered” state. 
Furthermore, a conserved order parameter is one whose value averaged over the entire system 
does not change during a phase transition, which will be relevant in our dynamics model of the 
phase separation in section 3.4. In the vicinity of a critical point, the free energy can be written as 
a Taylor expansion in the order parameter: 
 , 
	 = 	 +  	2 
! + "	3 
# + $	4 
& + ⋯ (1. 1) 
Higher order terms can be included, but truncating at the fourth order term allows you to still 
retain the physics of the phase transition. The only stipulation is that the largest power must be 
even, and the coefficient in front of it positive to ensure positive-definiteness. If  	 changes sign 
from positive to negative or below some critical value, the minimum energy changes from 
 = 0 
to 
 ≠ 0 resulting in a phase transition. The Landau-Ginzburg model, inspired by Landau’s 
original model, has a similar formulation but includes contributions from derivatives of the order 
parameter, 
, (Goldenfeld, 1992). At this point, without loss of generality, we will focus on the 
type of phase transition that will be described in this thesis: phase transitions of biological 
membranes (Safran, 2003). This will motivate why the Landau-Ginzburg formalism is more useful 
to us than the pure Landau theory. We start with the simplest example of a two-dimensional 
monolayers of amphiphilic molecules that reside in the interface between two immiscible solvents, 
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most commonly seen in the experimental system, a Langmuir trough, where the molecules are at 
the air/liquid interface. We do not neglect the internal degrees of freedom in our treatment of 
monolayers since we want to describe the global properties of the film that emerge from the 
internal phase transition of the monolayer itself. We do, however, neglect effects due to 
fluctuations, for the sake of simplicity. In the following paragraph, we review the canonical 
description of in-plane phase separation in 2D infinite sheets (e.g. Gebhart et al., 1977; Leibler 
and Andelman, 1987) as a basis for discussion of the properties of modulated phases, and to 
show how we can extend the theory to describing cell surface morphologies by wrapping these 
sheets on a sphere. We will eventually see (section 2.3.3) that pollen grain surface patterns form 
due to a phase separation of a transient material coupled to the underlying cell membrane, so this 
phenomenological description is particularly useful.   
Consider a 2D sheet, which can represent a biological membrane, in which two types of 
incompatible molecules, A and B, fully cover the sheet; we assume they can diffuse in the plane 
but cannot be compressed. The ordered parameter in this case is characterized by the relative 
composition, 
 ≡ 
+	, where 
 = 0 represents an equal mixture of A and B molecules (
 > 0 
would represent an excess of A molecules, for example, and 
 < 0 would conversely represent 
an excess of B molecules). Because molecules A and B are incompatible, they will try to minimize 
their interactions by fully phase segregating into two coexisting domains, an A-rich domain and a 
B-rich domain. The boundary between these two domains has a line tension that represents the 
energy cost associated with forming boundaries which is related to the gradient of the order 
parameters, ∇
. It is this boundary that requires us to use the Landau-Ginzburg formalism. Near 
the critical demixing (phase transition) point, and assuming the order parameter and its gradients 
are small, the free energy of this mixture can be expressed as the Landau-Ginzburg free energy 
in powers of the order parameter and its gradient,  
 ℋ/ = 0 1!2 3 2 |∇
+	|! + 2 |
+	|! + $3 |
+	|# + 4 |
+	|&5 (1. 2) 
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where  ,  > 0 and  is a temperature-like term that is quenched below some critical value during 
pattern formation. Note that odd terms are allowed, they explicitly break the symmetry and allow 
us to model the situation in which there is a greater concentration of one molecule; as long as the 
largest power of the expansion is even, this is allowed. The four phenomenological parameters, 
 , , $, and , all emerge from coarse-graining the system; they are potentially complicated and 
unknown functions of the specific molecular and biochemical (in this case) properties of the 
system. Experiments can be used to identify the numerical values for these parameters by 
exploring the theoretical phase space and relating it to the behavior of physical systems that 
exhibit the described modulated phases. The first term in Eq. 1.2 represents the lowest order 
approximation to the energy cost associated with local variations of 
 that occur at domain 
boundaries. Minimizing this energy while keeping ,  ,  > 0 results in the lowest energy 
configuration being the uniform field, 
 = 0, which can be interpreted as the homogenous, well-
mixed phase. If  < 0, then the minimum energy state has two degenerate solutions, 
+	 =
±7/ , that represent A-rich regions and B-rich regions patterned in such a way that they will 
fully phase segregate to minimize the boundary between them.  
1.3 Modulated Phases 
1.3.1 Modulated phases on 2D flat, infinite sheets 
 
Modulated phases are two- or three-dimensional physico-chemical systems that, at 
thermodynamic equilibrium, have periodic spatial variations defined by an appropriate order 
parameter. They arise due to a phase transition from a uniform to a patterned (or modulated) 
state that is generally stabilized by competing interactions. In 2D flat systems we usually observe 
geometrically simple configurations like stripes or hexagonal arrays of holes irrespective of the 
microscopic material properties and the types of physicochemical interactions leading to them. 
These patterns also span a large order of spatial magnitude from patterned phospholipids sheets 
at the nanometer length scale to Turing patterns of pigments in animal skin at the meter length 
scale. Such a wide range of systems exhibiting such strikingly similar patterns can be accounted 
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for with a unifying mechanism where the patterned domains represent modulations of some order 
parameter that is tuned by changing the strengths of the competing forces.  
 
Figure 1. 3: Figure shows stripes and bubble domains in 2D and 3D organic systems. (A and B) 
Monomolecular Langmuir films showing (A) stripe and (B) bubble phases with a wavelength of ~3.5 ;< and ~20 ;<, respectively. (C and D) Block copolymers exhibiting (C) stripes and (D) bubble phases with 
wavelengths of (C) ~0.4 ;< and (D) ~0.16 ;<. All images adapted from other sources, (A) (Weis and 
McConnell, 1984), (B) (Losche and Mohwald, 1984), (C) Thomas and Witten, 1990), (D) (Hasegawa and 
Hashimoto, 1992)  
The above Landau-Ginzburg formulation does not describe modulated phases. So we 
now add to this model through the addition of another order parameter that is coupled to the 
original 
 and that favors a different equilibrium state (although there are other ways to get 
modulated phases, we focus on the eventually physically relevant one for our biological systems). 
Physically, these two competing trends towards equilibrium will result in a modulated phase. In 
biological membrane systems, this second order parameter is simply the membrane height field 
characterized by its surface tension and bending rigidity that allow for distortion of the membrane.  
Once these two fields are coupled mathematically and their interactions accounted for, it is 
possible to develop a new model in which modulated phases can form due to competing 
interactions between the two order parameters. If distortions of the membrane are small, then the 
free energy can be written as: 
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 ℋ = 0 1!2 312 =|∇ℎ+	|! + 12 ?@∇!ℎ+	A! 5 (1. 3) 
where ℎ+	 represents the height of the membrane above a reference plane, = represents the 
surface tension, and ? represents the bending modulus. We next write down the coupling term 
between the fields:  
 ℋB = 0 1!2@Λ
+	∇!ℎ+	A (1. 4) 
where Λ measures the coupling strength. The total free energy is the sum of three terms, Eq. 1.2, 
1.3, and 1.4, such that ℋD = ℋ/ + ℋ + ℋB. The membrane terms can be integrated out, and 
after a Fourier transform, the effective free energy depends only on 
E: 
ℋGG = 0 1!H
IE
E J12 KL − Λ!= N H! + Λ!?2=! H&O +  0 1!2 32 |
+	|! + $3 |
+	|# + 4 |
+	|&5 (1. 5) 
 
An interesting consequence of this effective free energy is that if the coupling constant, Λ, 
exceeds a critical value, Λ > L=	P/!, then a curvature instability is developed that is correlated to 
a pattern of different composition domains with the wavenumber, H∗ = 2R/ @STUVT 	/ WL − STV W AXT.  
Although this is one example of a mean-field treatment of modulated phases on 2D sheets based 
on the Landau-Ginzburg free energy functional, other models have been expanded upon that are 
similar and result in the same general conclusions.  Phase diagrams for such systems have been 
calculated by comparing the mean field free energies of the uniform, striped, and hexagonal 
phases (Leibler and Andelman, 1987). These phases have also been studied experimentally in 
Langmuir films (Benvegnu and McConnel, 1992; Seul, 1993). 
 
1.3.2 Modulated phases wrapped on a sphere 
Lipid bilayers commonly form vesicles and are ubiquitous as biological cell membranes. There 
has been a recent surge in the theoretical and experimental studies to answer whether or not 
such layers are laterally uniform or if they exhibit modulated phases, either transiently or 
permanently (Andelman et al, 1992; Taniguchi et al, 1994). The existence of these phases has 
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been demonstrated in fluorescence microscopy experiments of ternary lipid systems of giant 
unilamellar vesicles (GUVs). It has been shown that a decrease in temperature in these systems 
results in a phase transition from a uniform, mixed state to a phase-separated state with liquid-
ordered (LO) and liquid-disordered (Ld) regions (Veatch and Keller, 2003). These experiments 
have been confirmed with other techniques such as small-angle neutron scattering (Pencer et al., 
2005; Pabst et al., 2010), infrared spectroscopy (Silvius et al., 1996), and Förster resonance 
energy transfer (Heberle et al., 2010). Furthermore, they have been seen with computer 
simulations (Sodt et al., 2014; Pantelopulos et al., 2017) and have been theoretically described 
(Radhakrishnan and McConnell, 2005; Almedia, 2009; Putzel and Schick, 2011; Svetlovics et al., 
2012; Lingowood and Simons, 2010). The understanding of the behavior of lipid in-plane phase 
transitions in spherical membranes is fundamental for inferring how biological processes, such as 
cell signaling and other cooperative phenomena across the cell, occur.  
The same kind of formalism has been used to describe the formation of virus capsids 
(Dharmavaram et al, 2016; 2017), which are also intricately patterned spherical objects, and 
block copolymer defect structures on spherical substrates (Zhang et al, 2014). Discretized 
versions of the equilibrium states of patterned spherical objects have also been computationally 
explored (Zhang et al, 2014; Sirgist and Matthews, 2011). More recently, a phase diagram of 
multicomponent lipid vesicles was computed using theoretical techniques and Monte Carlo 
simulations, and the effects of thermal fluctuations on the phase boundaries were explored (Luo 
and Maibaum, 2018).  
 Clearly, there has been keen interest in these patterns on sphere, however we are the 
first to apply the concept of phase transitions to modulated phases to describe the patterning of 
pollen grain surfaces. We also perform the first, to our knowledge, careful parameter sweep to 
find the analytical solutions of the equilibrium states resulting from this formalism on a sphere, 
which we then match to real pollen surface patterns. Finally, we explore the patterns that result 
from a conserved dynamics model and are the first to confirm the presence of foam-like surface 
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patterns on spherical surfaces during the evolution of the patterns, as expected from the flat 2d 
case (Guttenburg et al., 2010).  
1.4 Outline of thesis 
The diversity and beauty of pollen grain surface patterns have intrigued scientists for decades, 
yet no unifying theory has emerged to explain either the pattern formation mechanism or the 
function of these surface features (Fig. 1.1). In chapter 2 we introduce the main system we 
developed to explore the theoretical ideas outlined above: pollen grains. We discuss the known 
steps of the development and pattern features on these plant cell surfaces, and highlight how the 
electron microscopy techniques we cultivated to image these features allowed us to determine 
that a material on the pollen surface was phase separating to template the final pattern. In 
chapter 3 we then develop a model to describe a phase transition to a modulated phase on a 
spherical surface, and quantify how the topology of a sphere leads to a much richer morphospace 
of possible patterns than the 2D flat case. We then apply our theory to extant pollen grain 
morphologies, developing a theoretical pollen morphospace, and demonstrate that all biological 
morphologies can be described either as energy minimum or as kinetically arrested states of our 
theory. In chapter 4 we address the applications of this pollen pattern formation theory. First, we 
answer the question, has there been evolutionary selection for symmetric patterns, or are these 
patterns the result of evolutionary drift of a separate biochemical process? Next, we address an 
engineering application. If the complete relationships between developmental parameters, 
resulting shapes and function are determined then engineering problems can be solved by simply 
mimicking nature’s mechanisms.  
There is a need for surface patterned particles in several engineering applications 
including drug delivery, in the development of catalysts and sensors, and for molecular 
recognition. Surface patterns provide large surface-area-to-volume ratios and geometric features 
provide for site-specification and areas on which molecular interactions can occur. Recapitulating 
natural mechanisms also takes advantage of energetically downhill processes that do not require 
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intensive top-down fabrication conditions that previously produce patterns lacking in versatility 
and variability. Finally, in chapter 5 we examine two additional systems: butterfly wing scales and 
phaeodarians, and suggest how a similar mechanism of pattern formation may apply to describe 
these surface patterns.   
Our work has elucidated the answer to decades-posed questions about how pollen 
patterns form, the origin of such a diversity of patterns, and why these patterns exist. Our theory 
and simulations of pollen development describe a robust mechanism for patterning spherical 
surfaces that may also inform the development of micron-scale patterns in other taxa that have 
hardened extracellular matrices, such as insect cuticle and fungal spore wall. This theory also has 
the potential utility as a classification scheme since nearly all pollen patterns can be recapitulated 
by a unique set of parameters in the model. We also briefly describe an engineered system that 
may indicate how some of these parameters ultimately map to the biochemistry and timing of 
pollen development. More generally, the subject of pattern formation in biology and the idea of 
phase separation forming patterns is rapidly growing. However, this system is unique in that it is 
an example of a biological system that may go to equilibrium, unlike most living systems, because 
the extracellular region does not have metabolic, living processes that would keep it out of 
equilibrium.  
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Chapter 2 
 
Pollen Wall Development Imaging 
 
Pollen grains are the single-celled male gametophytes of seed-producing plants (including 
angiosperms, or flowering plants, and gymnosperms, which are mostly conifers). They develop 
through meiosis of a single mother cell that typically produces four daughter cells, each between 
10 − 100;< in diameter. The development of pollen surfaces has been extensively studied in the 
past century because of these cells’ fundamental importance in plant reproduction, potential as a 
model system for studying cell polarity, patterning signaling, cell fate, and for stratigraphic dating. 
Their surface features are on the order of about a micrometer, so the invention of the electron 
microscope and its commercial availability by the late 1930s resulted in an explosion in the 
number of papers that featured developmental images of pollen grain surfaces. In this chapter, 
we describe the necessary innovations in histochemistry and sample preparation for electron 
microscopy to visualize the surface components of pollen pattern formation in transmission and 
scanning electron microscopy. We show that a transient, soft extracellular polysaccharide 
templates the final pattern through the phase segregation of its constituents coupled to the 
underlying cell membrane. We also expand upon the understanding of this soft, transient 
material’s chemical composition through a monosaccharide and linkages analysis.  
14 
 
2.1 Pollen development  
In mature pollen, the outermost layer of the extracellular material is highly patterned and 
called the exine (Fig. 2.1(a)). The exine is a chemically and physically robust outer wall made of 
sporopollenin, a complex, highly resistant chemical whose structure and composition are not fully 
described (Ariizumi and Toriyama, 2011). Apart from the structure of the exine itself, pollen can 
be patterned with a varying number and geometric arrangement of apertures, which are regions 
of the extracellular material that have a reduced or absent exine. They are the sites where the 
pollen tube emerges during germination (Blackmore and Crane, 1998), and they allow the pollen 
grain to reversibly fold during desiccation and rehydration (Katifori et al, 2010). 
 
Figure 2. 1: Pollen development schematic. (a) An SEM image of a mature Passiflora incarnata pollen grain, 
the pollen we studied in this work. (b) A Passiflora incarnata flower with the anther circled indicating where 
pollen development occurs. (c) Schematic of the cross section of an anther and a single developing pollen 
(a) (b)
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grain indicating the four fundamental developmental steps of the pollen wall. First, the pollen grain starts as a 
mother cell that goes through meiosis to produce four daughter cells. Then, the transient primexine is 
deposited to the surface and the cell membrane begins to undulated. Finally, the cell is released from the 
callose wall through enzymatic digestion, and the sporopollenin is deposited on the surface. The colors 
represented are indicated in (d). (d) Schematic of a single pollen cell surface. The deposition of the primexine 
is further broken down into two steps indicating we found that the primexine is deposited to the surface initially 
as uniform matrix that then phase separates and causes the underlying cell membrane to undulate.  
The general developmental steps that pollen cells of all plant species follow are well-
characterized (Owen and Makaroff, 1995). Pollen development occurs in a liquid environment of 
the flower’s anther. During meiosis, the cell wall of the meiotic mother cell fails to completely 
divide, leaving the resulting daughter pollen cells encapsulated. As a result, the daughter cells are 
enclosed in a structure called the callose wall, and are isolated from the rest of the anther fluid. 
The callose wall has an unusual composition of β-1,3 glucan, which provides an experimental 
strategy for its selective degradation to access the developing pollen grains (Nishikawa et al, 
2005). The developing pollen cells then secrete a material called the “primexine” to the cell 
surface; the primexine accumulates between the cell’s plasma membrane and the callose wall. Its 
composition is not well-characterized but is likely to be a high molecular weight polysaccharide 
(Heslop-Harrison, 1968). It has been established that the global pattern features of the mature 
pollen wall (exine) are somehow templated by the developing primexine layer during this 
enclosed “tetrad” stage (Blackmore et al, 2007; Skvarla and Larson, 1966; Godwin et al, 1967)
 
, 
though the physical mechanism driving this process remains undescribed. Following this global 
templating by the primexine, the callose wall dissolves and sporopollenin is secreted by adjacent 
tapetal cells and accumulates on the pollen cell surface, resulting in the patterned exine layer of 
mature pollen (Fig. 2.1(a)).  
Several studies have suggested that pollen apertures, often conceptualized as distinct 
features of the pollen surface, may in fact also be features dictated by the primexine process, 
especially in multi-aperturate and spiraperturate pollen (Rowley, 1975; Furness, 1985). However, 
in pollen grains that contain fewer than six apertures, the aperture pattern may be established by 
points of cellular contact between daughter cells during meiosis (Albert et al, 2010). Since 
apertures possibly arising by this mechanism have a tetrad geometry of daughter cells, they are 
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easy to identify, and we excluded them from our pattern analysis in evaluating possible pattern 
formation mechanisms via a primexine template. It is clear that there is no one unified cell 
developmental mechanism of aperture formation across plants (Rowley, 1975); therefore, we 
adopt the definition that apertures are simply thin regions of the exine material. 
2.2 Growing plants and sample collection  
 
We chose to study the development of pollen from Passiflora incarnata because the plant is a 
prolific vine, making all flower developmental stages continuously accessible for imaging. 
Passiflora incarnata plants were purchased from Shady Oak Butterfly Farm and grown at the 
University of Pennsylvania Department of Biology greenhouse under a 16hour/day light cycle at a 
mean temperature of 770F. Fresh buds with pollen of the correct developmental stage were 
identified by anther color (paler anthers did not have sporopollenin deposition yet); it was found 
that anther size was not a good determinate of pollen developmental stage (Fig. 2.2), similar to 
findings in other species (Browne et al., 2018). Developing anthers were immediately dissected 
out of the flower buds, and the pollen developmental stage in a given bud was determined by 
removing pollen from a single anther, pressing the anther between glass slides for examination 
with a brightfield optical microscope. Only pollen in the tetrad stage was kept for further analysis.  
 
Figure 2. 2: Plant anther growth. (a) Variously sized buds at various stages of development. (b) Growth of 
anthers (inside buds), the last data point for each color represents a mature anther that has desiccated. It is 
obvious from this that anther length and stage of pollen development are not necessarily correlated, and we 
cannot use anther size as a metric for pollen development.   
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2.3 Electron Microscopy 
2.3.1 Transmission electron microscopy  
We performed transmission electron microscopy (TEM) to observe pollen cell wall development in 
Passiflora incarnata. Pollen developmental images in the literature are obtained almost 
exclusively using TEM because the micron size of the features requires electron microscopy. In 
our case, it was additionally necessary to see changes in the primexine and plasma membrane 
features so cross sections through the cell were particularly useful.  
In preparation for TEM imaging, samples must first be chemically fixed so that the 
ultrastructure of cells embedded in a polymer medium and imaged in high vacuum is as similar to 
that of the living cell as possible. Typically, gluteraldehyde is used to quickly fix cells by cross-
linking their proteins, which instantly arrests metabolic events and preserves spatial relationships 
in the cell. Gluteraldehyde preservation also allows us to subsequently stain the cell to highlight 
particular features without, again, ruining the spatial relationships within the cell. Polysaccharides, 
however, are often lost when samples are preserved solely with aldehydes, since they wash out 
of the tissue in downstream sample processing steps, to the point that adding formaldehyde to a 
sample is used as a screening test for the presence of polyaccharides that are collected as a gel 
at the bottom of the preservation vessel (Szirmai, 1962). Because they are in a highly hydrated 
state, polysaccharides preserved by alcohols are significantly shrunken and consequently 
structurally altered, so the imaged ultrastructure is a significant deviation from that of living cells. 
However, preservation of polysaccharides in much of the pollen literature has not been prioritized. 
Alcian blue has been identified as useful for the life-like fixation and staining of wall 
polysaccharides and has been used for this purpose in more recent studies of pollen wall 
development (Gabarayeva, 2002). It has the advantage of both better preserving polysaccharides 
and as a stain to highlight them better in TEM sections. 
Therefore, for TEM, anthers were first fixed in 3% gluteraldehyde with 1% alcian blue in 
1x phosphate-buttered saline (PBS) for 24 hours to adequately preserve the proteins and 
polysaccharides in the cell membrane and primexine. Samples were then post-fixed in 2% 
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osmium tetroxide for 30 minutes to fix the lipids and aid visualization of the plasma membrane. 
Next, an ethanol dehydration was performed to remove water from the samples, and finally 
samples were embedded in Spurr’s resin. Transverse ultrathin sections of 70 nm were then cut 
with a Diatome diamond knife on a Reichert Ultracut-S microtome. Secondary staining was done 
with uranyl acetate and lead citrate to help enhance contrast in the images. Sections were placed 
on copper mesh grids and imaged with a JEOL JEM-1010 electron microscope.  
 
2.3.2 Scanning electron microscopy 
Scanning electron microscopy (SEM) has rarely been used to image pollen development. Part of 
the challenge is that the developing primexine is encased by a callose wall that keeps the 
primexine hidden from view when imaging the surface in SEM. Thus the callose wall needs to be 
removed to expose the primexine to be able to observe its development. To do this, we first 
separated pollen in the tetrad stage from anthers and then enzymatically removed the callose 
walls as follows (described in Kirkpatrick and Owen, 2013). The pollen grains from a single 
developing flower were placed in 1 mL of 0.3% w/v cellulase, pectolyase and cytohelicase, 1.5% 
sucrose, and 1% polyvinylpyrolidone for 1-2 hours (Sigma-Aldrich; Milwaukee, MI). We found that 
leaving pollen grains in the callose-wall-removal solution for one hour removed just the callose 
wall and left the underlying primexine intact; leaving pollen grains in the solution for two hours, 
however, lead to the digestion of some of the underlying primexine and allowed us to better 
visualize just the dense regions of primexine and the underlying undulating cell membrane (Fig. 
2.3). If the samples that were left in this solution for more than 1 hour, the less dense regions of 
primexine were also digested away, leaving only the most dense regions of primexine exposed 
on the surface. We were also able to mechanically break open some of the pollen grains not 
treated with the callose wall-removal chemicals and found that the underlying surface was very 
similar that of the chemically treated one, confirming that the treatment did not fundamentally alter 
the underlying primexine structure. Next, the exposed pollen grains were fixed in 3% 
gluteraldehyde with 1% alcian blue in 1x PBS for 1 hour then washed in deionized water for 5 
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minutes. They were then placed in handmade Nitex bags of about 1 cm2, and the bags were then 
heat sealed. Samples were then submerged in 1x PBS for 5 minutes, followed by an ethanol 
dehydration series. Samples were initially dried with hexamethyldisilazane (HMDS), a chemical 
with a reduced surface tension compared to that of water that avoids the destructive action the 
surface tension of a meniscus during drying (Braet et al, 1996). While it has been proven to be a 
simpler, more cost-effective, and faster method than critical point drying that doesn’t require 
equipment and produces the same results as conventional critical point drying (Shively and Miller, 
2009; Braet et al, 1996), its slightly corrosive properties prove to be too strong for the delicate 
primexine surface. So samples were instead critical-point dried in CO2 in a Tousimi Autosamdri-
850. After drying, pollen grains were removed from the bags, dusted onto SEM stubs and sputter 
coated with a ~10 nm thick layer of gold-palladium using an SPI Module Sputter Coater. The 
thickness was calculated to be thick enough to remove the charging effects during SEM imaging, 
but thin enough to not interfere with the primexine features and induce a change in the 
primexine’s appearance. Finally, samples were imaged using a FEI Quanta FEG 250 in high 
vacuum.  
 
Figure 2. 3: Callose wall removal SEM. The callose wall (pictured in the left SEM image) surrounding four 
daughter cells is intact during meiosis of Passiflora incarnata meiosis. After 1 hour of digestion with the callose-
wall-removal solution, the callose wall was completely removed, exposing the underlying primexine of a single 
daughter cell (middle SEM image). After 2 hours of digestion with the callose-wall-removal solution, some of 
the primexine was also enzymatically digested away, leaving only the most dense primexine regions and 
exposing the undulating cell membrane surface underneath (right SEM image). 
 
2.3.3 Results 
Even when only samples in the tetrad stage were imaged, it was still difficult to isolate pollen in 
the particular stage of development imaged in Figure 2.4. In fact, all images in Figure 2.4 came 
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from 3 anthers imaged out of the 50 or so that were processed in total. These observations 
further suggest that the pattern formation process happens quickly as a physical process 
governed by thermodynamic forces rather than a deposition process dictated by the cytoskeleton.  
 
 
Figure 2. 4: Passiflora incarnata primexine phase separation. We define five developmental steps of pattern 
formation occurring after meiosis and prior to callose wall dissolution; the sixth step represents mature pollen. 
Development proceeds left to right. The first row contains a schematic representation of each step. The second 
row shows TEM images, the third row shows SEM images with the callose wall enzymatically removed, and 
the fourth row shows SEM images where the callose wall was mechanically opened but not enzymatically 
removed. In general, the surface of developing pollen is similar whether the callose wall was removed 
enzymatically or mechanically. Arrowheads in columns 2 and 3 indicate the location of the primexine on the 
cell membrane surface. Arrowheads in columns 4 and 5 indicate the location of dense primexine that causes 
the cell membrane to locally curve. The circle in column 5 highlights initial formation of probacula/sites of 
sporopollenin deposition. Column 6 TEM is of mature Salix alba (Diethart, 2016). All not labeled scale bars 
represent 10 μm. 
Based on our observations in electron microscopy, we divided the developmental 
trajectory of pollen in the tetrad state into six distinct stages. In the first stage, after meiosis but 
before primexine secretion, the plasma membrane did not undulate, there was little or no 
extracellular material present, and the cell surface was smooth over length scales of about a 
micron (Fig. 2.4, col. 1). In the second stage, we observed the primexine material appear on the 
cell surface (Fig. 2.4, col. 2, arrowhead). This material was initially uniform in electron density, 
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and the plasma membrane underneath became more irregular, apparently in response to the 
presence of the material on the cell surface, but there was not a characteristic wavelength in the 
membrane; the SEM of this developmental stage shows the appearance of a dough-like material 
on the surface of the cell (Fig. 2.4, col. 2). In the third stage, the primexine began developing 
heterogeneities in electron density, and the corresponding SEM showed clumping of the surface 
material into regions of ~0.5;< in width, but there was still no characteristic wavelength in the 
membrane undulation (Fig. 2.4, col. 3). In the fourth stage, the primexine heterogeneities became 
more pronounced and the plasma membrane began to undulate with a characteristic wavelength; 
the SEM at this stage shows distinct domains of separated primexine material on the cell surface 
with regions of positive curvature separating these domains (Fig. 2.4, col. 4).  
In the fifth stage, the phase separation of primexine was complete, with two geometrically 
regular materials of distinctly different density in contact with the cell membrane. Electron-dense 
domains (condensed phase) were located on top of regions of negative membrane curvature, and 
were surrounded by a less electron-dense phase (dilute phase) associated with regions of 
positive membrane curvature (Fig. 2.4, col. 5). After primexine phase separation was completed, 
probacula (sites of sporopollenin accumulation) began forming on the plasma membrane, 
between electron-dense regions of primexine material and on regions of positive membrane 
curvature (Fig. 2.4, col. 5, circled). A dilute phase of primexine can also be observed between the 
pools of the denser phase in an image of tetrad pollen with a broken callose wall but no 
enzymatic digestion (Fig. 2.4, col. 5). The final, sixth stage shows the mature pollen grain with the 
exine fully deposited onto the patterned primexine; the final exine pattern is formed from the 
template of low-density primexine material formed during phase separation (Fig. 2.4, col. 6). 
While the cytoskeleton is visible in regions of our TEM images, there was no apparent spatial 
correlation between the location or organization of cytoskeletal elements and the development of 
membrane undulations, or to the final observed pollen pattern.  
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2.4 Primexine composition analysis 
2.4.1 Background 
Despite the predicted importance of the primexine in the pattern formation process of pollen grain 
cell walls, its composition and the genetic and biochemical pathways responsible for its formation 
have not been well-studied.  Primexine is considered to be a transient plant cell wall, so it is 
reasonable that its composition is similar to that of other plant cell wall materials, i.e. contains 
celluloses, hemicelluloses, pectins, and some proteins. Heslop-Harrison hypothesized in 1968 
that primexine is likely to be a mixture of high molecular weight polysaccharides based on 
staining and cellulase treatment studies that identified the presence of cellulose in the primexine 
(Heslop-Harrison, 1968). A recent study of Arabidposis thaliana genetic knockouts with abnormal 
pollen, IRREGULAR XYLEM9-LIKE (irx9l) and uneven pattern of exine (upex), similarly suggest 
that the details of primexine biochemistry matter for pattern formation. The irx9l mutants lack 
xylan epitopes in the primexine, while upex mutants have irregular surface patterns due to a lack 
of galactosylation of arabinogalactins in the primexine (Li et al, 2017).  
 
Figure 2. 5: Biochemical pathways that lead to cell wall development. Figure adapted from (Jiang et al, 2012).  
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2.4.2 Sample preparation  
 
Figure 2. 6: Pollen grains sent for monosaccharide and linkages analysis. a. Passiflora incarnata, b. 
Spathiphyllum cannifolium 
As described above, pollen grains at the tetrad stage were collected to analyze their primexine 
composition. In order to identify if different species have different primexine compositions, we 
analyzed samples from two distantly related species: Passiflora incarnata, a eudicot, and 
Spathiphyllum cannifolium, a monocot (Fig. 2.6). Pollen from Passiflora incarnata was removed 
from anthers by simply cutting the anther end off and squeezing the pollen out of the anther 
tubes. Spathiphyllum cannifolium have a spadix that contains the anthers, so the anthers first had 
to be carefully dissected out. Spathiphyllum cannifolium anthers are also particularly small (<1cm) 
so we used a mortar and pestle to free pollen grains from the dissected-out anthers because 
cutting off the anther end and squeezing them out was destructive and time-consuming. Distilled 
water was added to the solution of anther skins and freed pollen grains and centrifuged and 
filtered through a 10µm nitex mesh to isolate the pollen grains from the anther skins. We then 
enzymatically removed the callose walls using the method described in section 2.2.3, and whole 
pollen grains (without their callose walls) were frozen and shipped over dry ice to the Complex 
Carbohydrate Research Center at the University of Georgia (CCRC) for a glycosyl composition 
and linkages analysis. Approximately 25 anthers of Passiflora incarnata and 2 spadices of 
Spathiphyllum cannifolium were dissected to produce samples containing about 100 µg of 
primexine.  
a b
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2.4.3 Monosaccharide and linkages analysis of primexine 
The CCRC performed the following protocol to determine the structure of the polysaccharides 
isolated from primexine material. The monosaccharide composition and linkages analyses were 
performed by combined gas chromatography/mass spectrometry (GC/MS) of the per-O-
trimethylsilyl (TMS) derivatives of the monosaccharide methyl glycosides produced from the 
sample by acidic methanolysis as described previously by Santander and colleagues (Santander 
et al, 2013). Briefly, the sample (300 ug) was heated with methanolic HCl in a sealed screw-top 
glass test tube for 17 h at 80 °C. After cooling and removal of the solvent under a stream of 
nitrogen, the sample was treated with a mixture of methanol, pyridine, and acetic anhydride for 30 
minutes. The solvents were evaporated, and the sample was derivatized with Tri-Sil® (Pierce) at 
80 °C for 30 min. GC/MS analysis of the TMS methyl glycosides was performed on an Agilent 
7890A GC interfaced to a 5975C MSD, using an Supelco Equity-1 fused silica capillary column 
(30 m × 0.25 mm ID).  
The linkages analysis was performed once, and the carbohydrate analysis was performed twice 
on two different sets of pollen grains from different anthers.  
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2.4.4 Results 
Sample Glycosyl residue Mass (;g) Mol % 
Spathiphyllum 
cannifolium Arabinose (Ara) 0.4 0.4 
  Ribose(Rib) n.d. - 
  Rhamnose (Rha) 1.9 1.9 
  Fucose (Fuc) n.d. - 
  Xylose (Xyl) 0.4 0.4 
  Glucuronic Acid (GlcA) n.d. - 
  Galacturonic acid (GalA) n.d. - 
  Mannose (Man) 1.2 1.1 
  Galactose (Gal) 3.7 3.3 
  Glucose (Glc) 103.6 92.9 
  N-Acetyl Galactosamine (GalNAc) n.d. - 
  N-Acetyl Glucosamine (GlcNAc) n.d. - 
  N-Acetyl Mannosamine (ManNAc) n.d. - 
  SUM 111.1 100.0 
  Total Carbohydrate % by weight 37.0 % 
        
Sample Glycosyl residue Mass (;g) Mol % 
Passiflora 
incarnata Arabinose (Ara) 1.1 2.3 
  Ribose(Rib) n.d. - 
  Rhamnose (Rha) 1.3 2.6 
  Fucose (Fuc) n.d. - 
  Xylose (Xyl) 0.5 1.1 
  Glucuronic Acid (GlcA) n.d. - 
  Galacturonic acid (GalA) n.d. - 
  Mannose (Man) 1.9 3.4 
  Galactose (Gal) 1.8 3.2 
  Glucose (Glc) 49.5 87.3 
  N-Acetyl Galactosamine (GalNAc) n.d. - 
  N-Acetyl Glucosamine (GlcNAc) n.d. - 
  N-Acetyl Mannosamine (ManNAc) n.d. - 
  SUM 56.2 99.9 
  Total Carbohydrate % by weight 18.7 % 
Table 2. 1: Glycosyl composition analysis 1. Spathiphyllum cannifolium and Passiflora incarnata amounts (in ;<) and mole percent of glycosyl residues are listed. 
 
 
 
 
 
 
26 
 
Sample Glycosyl residue Mass (;g) Mol % 
Spathiphyllum 
cannifolium 
  
  
  
  
  
  
  
  
  
  
  
  
  
Ribose (Rib) n.d. - 
Arabinose (Ara) 0.6 1.2 
Rhamnose (Rha) 1.7 3.1 
Fucose (Fuc) 0.3 0.5 
Xylose (Xyl) 0.3 0.7 
Glucuronic Acid (GlcA) n.d. - 
Galacturonic acid (GalA) 1.3 2.0 
Mannose (Man) 1.2 2.0 
Galactose (Gal) 1.7 2.9 
Glucose (Glc) 53.3 87.5 
N-Acetyl Galactosamine (GalNAc) n.d. - 
N-Acetyl Glucosamine (GlcNAc) 0.2 0.2 
N-Acetyl Manosamine (ManNAc) n.d. - 
SUM 60.7   
Sample Glycosyl residue Mass (;g) Mol % 
Passiflora 
incarnata 
  
  
  
  
  
  
  
  
  
  
  
  
  
Ribose (Rib) n.d. - 
Arabinose (Ara) 0.2 0.2 
Rhamnose (Rha) 0.7 0.7 
Fucose (Fuc) 0.2 0.2 
Xylose (Xyl) 0.4 0.4 
Glucuronic Acid (GlcA) n.d. - 
Galacturonic acid (GalA) 0.8 0.6 
Mannose (Man) 1.5 1.3 
Galactose (Gal) 1.4 1.2 
Glucose (Glc) 106.9 95.2 
N-Acetyl Galactosamine (GalNAc) n.d. - 
N-Acetyl Glucosamine (GlcNAc) 0.1 0.1 
N-Acetyl Manosamine (ManNAc) n.d. - 
SUM 112.2   
Table 2. 2: Glycosyl composition analysis 2. Spathiphyllum cannifolium and Passiflora incarnata amounts (in 
μm) and mole percent of glycosyl residues are listed. 
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Figure 2. 7: Glycosyl composition analysis 1. Spathiphyllum cannifolium (blue) and Passiflora incarnata 
(orange) normalized mole percent of glycosyl residues after glucose is removed. 
 
 
Figure 2. 8: Glycosyl composition analysis 2. Spathiphyllum cannifolium (blue) and Passiflora incarnata 
(orange) normalized mole percent of glycosyl residues after glucose is removed. 
 
The carbohydrate analyses informed us that there is both a difference in the monosaccharide 
content between species and in different samples of the same species (Table 2.1 and 2.2; Fig 2.7 
and 2.8). Glucose (Glc) is the most abundant residue in both samples, but both contain many 
different monosaccharides in small amounts. Galactose (Gal), arabinose (Ara) and rhamnose 
(Rha) are found in pectin polysaccharides, whereas glucose (Glc), gluosamine (GlcNAc), xylene 
(Xyl), fucose (Fuc) and mannose (man) are found in hemicelluloses. We have all of these 
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monosaccharides in our composition analysis and nothing more. The results of the first 
composition analysis do not contain Fuc, GalA, or GlcNAc; however, there was some in both 
samples for the next analysis. There are enough inconsistencies in the data between the 
compositional analyses that it really might be the case that our results are going to depend on the 
specific tetrad stage of our pollen samples or that were are too close to the resolution limit and so 
they are highly dependent on the sample preparation methods. 
Peak 
Passiflora 
incarnata 
area % 
Spathiphyllum 
cannifolium 
area % 
Terminal Arabinofuranosyl residue (t-Araf) 0.4 0.2 
2-linked Rhamnopyranosyl residue (2-Rha) 0.5 0.9 
Terminal Mannopyranosyl residue (t-Man) 2.1 2.6 
Terminal Glucopyranosyl residue (t-Glc) 66.5 79.6 
Terminal Galactofuranosyl residue (t-Galf) 0.2 0.3 
Terminal Glucofuranosyl residue (t-Glcf) 1.2 1.3 
Terminal Galactopyranosyl residue (t-Gal) 1.2 1.4 
4-linked Xylopyranosyl residue (4-Xyl) 0.1 - 
3-linked Glucopyranosyl residue (3-Glc) 3.2 1.5 
2-linked Mannopyranosyl residue (2-Man) 1.4 1.2 
2-linked Glucopyranosyl residue (2-Glc) 1.0 0.6 
3-linked Galactopyranosyl residue (3-Gal) - 0.2 
6-linked Glucopyranosyl residue (6-Glc) 2.3 1.4 
4-linked Galactopyranosyl residue (4-Gal) 0.5 - 
4-linked Glucopyranosyl residue (4-Glc) 16.8 7.9 
2,3-linked Mannopyranosyl residue (2,3-Man) 0.1 - 
6-linked Galactopyranosyl residue (6-Gal) 0.1 - 
3,4-linked Glucopyranosyl residue (3,4-Glc) 0.8 0.2 
2,4-linked Mannopyranosyl residue (2,4-Man) 0.1 - 
2,4-linked Glucopyranosyl residue (2,4-Glc) 0.2 - 
2,6-linked Mannopyranosyl residue (2,6-Man) 0.3 - 
4,6-linked Glucopyranosyl residue (4,6-Glc) 1.0 0.5 
Table 2. 3: Linkages analysis. The percentage of each detected monosaccharide linkage in the two samples. 
The most abundant linkages are terminal and 4-linked glucose, followed by 3-linked and then 6- 
linked glucose. The terminal linkages are mostly likely free monosaccharides in the cell 
cytoplasm, not in the primexine. Spathiphyllum and Passiflora have comparable amounts of 4-,3-, 
and 6-linked glucose. Spathipyllum has fewer multi-linked residues that Passiflora, thus it is likely 
that the Spathiphyllum primexine is less branched than that of Passiflora 
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2.5 Conclusion 
 
Figure 2. 9: Primexine polysaccharide composition schematic. Pollen SEM shows two types of polysaccharide 
on pollen surface, indicated by pink and purple false-colored regions. TEMs also show these two 
polysaccharide types whose composition may be a combination of hemicelluloses, cellulose, and pectins.  
The glycosyl composition and linkages analysis of primexine material prepared from developing 
Passiflora incarnata and Spathiphyllum cannifolium pollen showed a polysaccharide material 
formed from linkages of a complex mixture of monosaccharides. Given that the small amount of 
material (112.2 µg) we were able to isolate is close to the technique’s detection limit, it was not 
possible to characterize in detail the chemical structure of the original primexine material. Signal 
to noise in this analysis was further degraded due to the fact that whole cells were analyzed, such 
that ~95% of the total residues present were unlinked glucose monomers, and therefore very 
likely from the cytoplasmic energy stores, not the extracellular matrix. However, the remaining 5% 
of residues represented a wide variety of monosaccharides. Several residues, notably galactose 
(Gal) and mannose (Man), were linked at multiple sites within the monosaccharide, providing 
evidence that the parent material was significantly branched. Therefore, after normalizing for 
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glucose content, the constituent monosaccharides and their linkages present during pollen 
pattern formation were broadly consistent with a mixture of highly branched cellulose, pectin, and 
hemicellulose-like polymers (Fig. 2.12). In general, mixtures of polysaccharides like those that 
likely compose the primexine are not stable and end to phase separate unless a cross-linker 
actively prevents them from demixing (Tolstoguzov, 2006; Agoda-Tandjawa et al., 2012; 
Domozych et al., 2014; MacDougall et al., 1997). So the phase separation of primexine material 
on the surface of a developing pollen cell is perhaps not surprising.  
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Chapter 3 
 
Theoretical model for pollen pattern 
formation 
3.1 Introduction 
Given our observations in electron microscopy, we treat the primexine as a phase-separating 
concentration field on a spherical surface. The phase separation introduces heterogeneities (e.g., 
a locally varying pressure or preferred curvature) and a local buckling of the plasma membrane. 
Such heterogeneities, when coupled to the elasticity of a membrane, are known to create 
spatially modulated structures (Leibler and Andelman, 1987). In pollen, a mechanical coupling 
between the polysaccharide matrix and membrane may be promoted by the presence of the outer 
callose wall that encapsulates extracellular polysaccharides near the cell membrane during 
pattern formation. Initial pattern formation could then occur via a phase transition of the 
polysaccharide to a spatially modulated state. We employ a fully spectral method that allows for a 
systematic characterization of pattern configurations.  
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We show that the preponderance of extant pollen patterns can be explained through a 
phase transition of the primexine coupled to the plasma membrane during cell development. We 
also show novel experimental corroboration of a densification and pooling of primexine material 
leading to membrane undulations at the wavelength of the mature pollen pattern in Passiflora 
incarnata, a species whose exine is reticulate (foamy). This mechanism implies that evolutionary 
pattern diversity is to be expected, given the general chemical composition and physical makeup 
of the pollen grain during development and that the spherical surface of pollen grains must 
accommodate spherical defects in the resulting pattern. Further, most of the ordered states 
observed in evolved pollen pattern diversity can be recapitulated with a unique set of parameters 
in our theory. Our theory is also able to account for patterns generated by this physical 
mechanism that do not reach an energy minimum. A surprise in our results is that the majority of 
mature, extant pollen patterns do not exist at energy minima within this pattern formation 
landscape; there apparently has been no strong evolutionary selection for symmetry via pattern 
equilibration in pollen. Finally, we propose a new way of characterizing pollen patterns motivated 
by this physical theory that is grounded in the physiology of pollen development.  
3.2 Microscopic model 
We treat the formation of the pollen surface patterns as a phase separation of the primexine 
mechanically coupled to the underlying plasma membrane and enclosed in the callose wall. It 
should be noted that we are not modeling any detailed material properties of the primexine, but 
we do assume that it is able to phase separate, similar to mixtures of other high molecular weight 
extracellular polysaccharides such as hemicellulose and pectin (Tolstoguzov, 2006; Agoda-
Tandjawa et al., 2012; Domozych et al., 2014; MacDougall et al., 1997) . This model is described 
in more detail in a previous study where the effects of thermal fluctuations on patterned states 
were additionally considered (Lavrentovich et al., 2016). The present work focuses on a 
microscopic model without these fluctuation effects to study the number, variety, and stability of 
ordered states (which is much more difficult to do in the fluctuating case). Similar models 
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describing the phase behavior of multicomponent lipid vesicles have been recently done (Luo and 
Maibaum, 2018).  
Consider a scalar field, 
 ≡ 
Y), which represents the relative concentration of the 
phase-separating primexine polysaccharide components in contact with the outer surface of a 
pollen grain plasma membrane such that 
Y	 = 0 represents an equal mixture of the phase-
separating primexine components. We postulate that the phase separation of this material drives 
the pattern formation of the pollen surface. The general Landau-Ginzburg free energy for 
Y) is 
given by  
 ℋ@
A = 0 1!Y 3?2 |∇
|! + 2 
! + Z#3! 
# + Z&4! 
&5 (3. 1) 
where ? and Z#,& are constants that depend on some undefined primexine chemical or material 
properties. We assume that ?, Z& > 0, and  is a temperature-like term that is quenched below 
some critical value during pattern formation (Fig. 3.1).  
 
Figure 3. 1: Phase transition of 
 with  as the control parameter. When  is quenched below some value, B, the surface changes from uniform to a patterned state. 
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Because this field sits on a spherical surface, we use spherical coordinates, 
 = 
\, ]	, and our 
integration measure reads ∫ 1Y = _!∫ 1\1
sin\, where \ ∈ @0, RA and ] ∈ @0,2R	.We then 
expand 
\, ]	 in terms of spherical harmonics, cd\, ]	: 
 
\, ]	 = e e fdcd\, ]	 ≡ e fdcdg

dhI .
i
h  (3. 2) 
Finally, the expansion coefficients satisfy the property @fdA∗ = −1	dfId because the scalar field 
 is real.  
 We now follow the infinite flat membrane analogue of our model studied by Leibler and 
Andelman (Leibler and Andelman, 1987). Non-patterned (uniform or mixed) states, 
 = 0, are 
preferred in Eq 3.1 when , Z& > 0, Z# = 0. When  < 0, the character of the potential energy, 
j! 
! + kl&! 
&, changes, and it develops a minimum at 
 ≈ ±7−6/Z& where the ordered states will 
appear.  We interpret 
 > 0 as an increased concentration of one type of polysaccharide phase-
separating components and 
 < 0 as an increased concentration of the other type of 
polysaccharide. In this case, the primexine will simply fully coarsen and develop two hemispheres 
of the two different polysaccharide components. We would like to model the modulated phases 
seen on pollen grain surface that would prefer energetically favorable states with  ≠ 0. There are 
a few methods of developing such a free energy, but we look to our biological system to motivate 
our choice to coupling the field, 
, to the local membrane curvature, since we observe that 
membrane in our TEM images undulates with the same periodicity as the dense phase of the 
separating primexine. This observation suggests that the primexine concentration on the surface 
causes the membrane to bend and fluctuate away from a spherical shape due to the mechanical 
coupling from the callose wall. We carefully follow the flat, infinite membrane analogy studied by 
Leibler and Andelman and apply it to model a spherical surface. 
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 To include the characteristics of the membrane in this model, we consider the membrane 
as a fluctuating field, 2\, ]	 = _@1 + \, ]	A, whose radius varies from _, the radius of the pollen 
grain sphere, by the fluctuating field, \, ]	. Because we are on a spherical surface, we can also 
represent this field using spherical harmonics basis states: \, ]	 =
∑ ∑ dcd =dhIih ∑ dcdg . Many models for spherical lipid membranes have been studied 
(Seifert, 1995), all of which include a bending rigidity, ?, and a surface tension, =, term. Thus, 
 
field couples to the  field by introducing a spontaneous curvature; physically we interpret this as 
a local excess of denser primexine, one of the phase-separating polysaccharidic constituents of 
primexine, causing the membrane to locally bulge in or out. Again, following the infinite 
membrane analogy, we write the effective free energy for the fluctuating field as an expansion in 
gradients of \, ]	 up to the second order, and again replace the integration measure. We then 
replace \, ]	 = ∑ dcdg , integrate the spherical harmonics and are left with: 
 ℋddoDp = 12 e |d|! + 2	 − 1	@? + 1	 + _!=Aq!,d  (3. 3) 
where the  = 0,1 modes are removed by constraining the total volume of the cell and to 
disregard the energetic penalty of translating the entire membrane. Finally, we include the only 
the lowest order in the coupling between the primexine concentration, 
, and the membrane 
shape, : ℋrpDBrp = − P! ∑ 2;_ + 1	d
d	∗q!,d . The coupling ; depends on the 
microscopic details of how the spontaneous curvature is induced by the primexine density 
inhomogeneity.  
 The effective free energy is then the combination of all three components: ℋD = ℋ/ +
ℋddoDp + ℋrpDBrp. We can calculate thermal averages of interest, using the standard 
Boltzmann weights and integrate out the membrane degrees of freedom, leaving the effective 
energy, ℋs , in terms of the primexine concentration field, 
: 
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 ℋs = 12 e@t	 + _!A|
d|! + ℋrp.g  (3. 4) 
where ℋrp. are the third and fourth order terms inherited from Eq. 3.1, t	 is a function of  and Z#,& such that for  ≫ 1, t	 ≈ !@v − ;!_!/?! + _!=	A. 
 There is an important consequence of this form of the effective free energy: if the value of 
the coupling constant, ;, exceeds a critical value, ; > 7v=, then t	 develops a minimum at 
nonzero values of  and we get modulated phases with characteristic mode values  =  ≈
_@;7=/v − =	/?AP/!. We can therefore interpret it as the number of times the pattern wraps 
around the sphere. It is related to the characteristic wavelength by  ≈ 2R_/Z and will typically 
have values of  ≫ 1. Near  ≈ , the effective free energy can be written as 
 ℋ = 12 e@v − 	! + _!A|
d|! + ℋrp.g  (3. 5) 
where v and  are new coupling constants and the ℋrp. terms are again inherited from Eq. 3.1.  
 ℋ = 12 @v − 	! + _!Afdfd	∗ + ℋrp. (3. 6) 
where the star indicates complex conjugation and with sums implied on all indices. v and  are 
new constants that depend on the material properties of the primexine and material parameters of 
the plasma membrane such as bending rigidity, surface tension, elasticity and/or lipid/protein 
density. These parameters may also incorporate features of the callose wall if the wall 
participates in inducing the membrane buckling. The terms in ℋrp. are inherited from Eq. 3.1 and 
involve couplings between different spherical harmonics. We compute the integrals of the product 
of three and four spherical harmonics in the cubic and quartic terms of ℋrp., respectively. We 
introduce the Gaunt coefficients, Υ, which are the integrals of three spherical harmonics: 
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∫ 1ΩYgXcgTcgz = ΥdX,dT,dzX,T,z . This allows us to expand the cubic term as: ∫ 1Ω
# =
∑ 
gX
gT
gz{g|}|~Xz ∫ 1Ω YgXcgT cgz=∑ ΥdX,dT,dzX,T,z 
gX
gT
gz{g|}|~Xz .  
The fourth order term can be expanded by taking advantage of the following property of the 
product of four spherical harmonics: cXdX\, ]	cTdT\, ]	 = ∑ ΥdX,dT,dX,T, cd	∗g . So we can write,  
 0 1Ω
& = e 
gX
gT
gz 
gl{g|}|~Xl 0 1Ω YgXcgTcgzcgl (3. 7) 
 = e ΥdX,dT,dX,T, ΥdX,dT,dX,T,  0 1Ωcd	∗ cd∗ 
gX
gT
gz
gl{g|}|~Xl ,g,g  
 (3. 8) 
 
 = e −1	ddX,dT,dX,T, dX,dT,IdX,T,  
gX
gT
gz 
gl{g|}|~Xl ,g,g  
(3. 9) 
 
So combining the two, we write the following expansion for the ℋrp. term: 
 ℋrp. = _!Z#3! ΥdX,dT,dzX,T,z fXdX fTdTfzdz + _!Z&4! ΥdX,dT,dX,T, ̅ Υdz,dl,Idz,l, ̅ fXdXfTdTfzdzfldl (3. 10) 
with sums implied on all indices. Written in terms of the Wigner-3j symbols (Abramowitz and 
Stegun, 1972), the Gaunt coefficients are given by 
 ΥdX,dT,dzX,T,z ≡ ∏ 2r + 1	#rhP 4R P ! #0 0 0  P ! #<P <! <#. (3. 11) 
Rapid evaluation algorithms are available for these symbols (Johansson and Forssén, 2015), 
which we will use for calculations of the minimal energy states described below.  
We choose our units of energy, concentration, and length to reduce the Hamiltonian to a form 
with three dimensionless control parameters: 
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 ℋ = 12 J − 	! + _!v O fdfd	∗ + Z#_3! 7vZ& ΥdX,dT,dzX,T,z fXdXfTdT fzdz
+ 14! ΥdX,dT,dX,T, ̅ Υdz,dl,Idz,l, ̅ fXdXfTdTfzdzfldl  
(3. 12) 
such that we are left with three dimensionless control parameters: , Z#_/7vZ&, and _!/v. For 
notational simplicity, we also set  = Z#_/7vZ&. 
3.2.1 Estimating  from biological values  
We also check that estimations of biological values for the phenomenological parameters of the 
theory give us the right order of magnitude for the wavelength of the pattern. We follow the 
calculations from (Leibler and Andelman, 1987) closely for the following estimations. We start 
with the free energy for the material on a curved surface ℋ/ = ∫ 1Y ! ∇
	! + D! 
! + L
# + f
&, 
and add the free energy for the plasma membrane itself, ℋ = ∫ 1Y V! ∇ℎ	! + U! ∇!ℎ	! + ⋯ , 
where = is the surface tension and ? is the rigidity modulus, which are logical interpretations of 
the coefficients in front of their respective terms. The coupling term here will be representative of 
the polysaccharide material inducing a change in the plasma membrane curvature, i.e. 
 ℋ/ = ∫ 1Y@;∇!ℎ	
A. Now we include only the derivative term from the free energy of 
 as a 
first order approximation and add all of the terms up to get the total free energy: 
 ℋ. = 0 1Y 3v2 ∇
	! + =2 ∇h	! + ?2 ∇!ℎ	! + ;∇!ℎ	
5 (3. 13) 
Next we chose natural units:  
 = 
/",  ∇=  ∇, ℎ = ℎ/$  
 ℋ = 0 1Y Jv"!2 ! ∇
	! +  $!2 ! ∇ℎ! + ?$! & ∇!ℎ! + ;$" ! ∇!ℎ
O (3. 14) 
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 = 0 1H2R	 Jv"!2 ! H!
! +  $!2 ! H!ℎ! + ?$! & H&ℎ!+ ;$" ! H!ℎE
IEO 
(3. 15) 
 
We let 
! = VT!T H! + UT!l H&;  = T H!
IE. Then,  
 ℋ = 0 1H2R	 Jv"!2 ! H!
! + 2 ℎ! − ℎEO (3. 16) 
 
 = 0 1H2R	 Jv"!2 ! H!
! − !2O (3. 17) 
 
 = 0 1H2R	 Kv"!2 !N JH! − ;! !H!v= ! + ?H!	O 
! (3. 18) 
We now minimize the coefficient in front of 
! to get the wavelength dependence: 
 11H JH! − ;! !H!v= ! + ?H!	O = 11H H! − ;! !H!v? = !? + H! 
(3.19) 
Let  = ;!=!/v? and  = = !/? 
 11H JH! − H! + H!O = 1 −  + H!	! = 0 (3. 20) 
 
 H! = ±√ −  (3. 21) 
 
 H =  =?  ;√=v − 1 (3. 22) 
Therefore, the wavelength of the pattern is: 
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 Z = 2R√?;√=√v − =
 
(3.23) 
where each coefficient’s physical interpretation can be estimated in the following way: 
? = rigidity modulus of the plasma membrane 
= = surface tension of plasma membrane 
; = amount the plasma membrane bends due to the material on the surface such that ;f~?, 
where f is the concentration and  is the spontaneous curvature 
v~ ξ& where ¢ is the correlation length amplitude 
Substituting in ; and v we get 
 Z = 2Rf7 ¢&√=  
(3. 24) 
We now estimate values for the above coefficients using data from the literature and our TEM 
images (see Chapter 2): 
  = 4.11 × 10I!P¤ at room temperature  
=~ 0.12 <¥/<  for protoplast plant cell membrane (Kell and Glasser, 1993) 
~10¦ <IP from measurements of the radius of the plasma membrane fluctuations from TEM 
images 
¢~10I§ − 10I¨< is an order-of-magnitude spanning estimate of the microscopic properties of the 
primexine having a correlation length between sub-micron to a nanometer.  
f~10P¦ − 10P©<I! estimated based on the highly hydrated state of the polysaccharides in the 
primexine, their density and molar mass from the literature, and the thickness of the primexine 
layer from our TEM images.  
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If we plug in all of these estimates ranges, we find that the wavelength can be estimated to be 
between 0.03;< ≲ Z ≲ 300;<, which is a completely reasonable match compared to the 
measured values from data: 0.5;< ≲ Z ≲ 25;<.   
3.2.3  Ordered states  
The ordered (patterned) states are then a linear combination of spherical harmonic basis states,  
cd where fds are the complex variables that specify the state and there are 2 + 1 <«: 
 
\, ]	 = fc¬ + ∑ @fdc¬d + fd∗ −1	dc¬IdAd­ . (3. 25) 
These spherical harmonic basis states with a single mode contribution are analogous to the 2D 
flat case striped phase. The spherical harmonics account for the defects in the pattern induced by 
the spherical topology, as specified by the Poincaré-Brouwer theorem. We note that because we 
do not know the precise composition of the primexine, or the effects of the callose wall or any 
additional chemistry in the space between the cell membrane and the callose wall, the 
parameters of our model are by necessity phenomenological. However, in principle, with a careful 
accounting of all the chemistry of the primexine, plasma membrane, and callose wall, it would be 
possible to independently measure the coefficients described above for a given species and 
pattern. Next, we describe our method of exploring the phase space of ordered states by finding 
the set of complex variables, fds, that describe the global minimum energy state.  
3.3 Phase diagram exploration 
3.3.1 Locating equilibrium states 
We explore the phase space of patterns generated by this process of coupling a phase transition 
to a spherical membrane using simulated annealing (SA). Simulated annealing (SA) is a global 
minimization method for a continuous function whose parameter space is large and for which the 
global minimum may be difficult to locate among many local minima. As its name suggests, it is 
analogous to thermal annealing where a completely melted metal sample is cooled slowly enough 
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such that random thermal fluctuations allow the system to hop out of local amorphous minima 
states and find the global crystalline minimum with no defects. We perform the SA using the 
algorithm outline in Numerical Recipes (Press et al, 1986). The basic features of the algorithm are 
as follows: First, the points in the phase space exploration are described as a simplex of N + 1 
vertices, where N is the dimension of the space. Then, in each step of the algorithm, the vertex at 
the highest energy is replaced by a new vertex that lives along the line connecting the original 
vertex to the centroid defined by the other N points. The new point is chosen by first reflecting the 
original vertex about the centroid of the other N points, and then either moving closer or further 
away from the centroid (effectively contracting or expanding the simplex, respectively), depending 
on whether the reflected point energy is lower or higher, respectively, than the lowest energy 
point in the entire simplex. Finally, the Metropolis algorithm is implemented during this procedure 
by perturbing the replacement vertex such that new solutions (or, states in the phase space) with 
a lower energy are always accepted, while higher energy solution are accepted according to a 
Boltzmann probability distribution ® ∝ °I∆²/³ for a temperature-like parameter, T. The parameter 
T is tuned during this process to allow the system to get “kicked out” of local minima as the 
algorithm progresses. Initially, T is chosen to be large enough to allow for an exploration of the 
whole phase space. Then, T is lowered with a particular schedule (dependent on the nature of the 
function being minimized), so that (ideally) the system settles into the global minimum as T 
becomes small. The program for decreasing T is called an “annealing schedule” and is highly 
dependent on the particular function being minimized. We next discuss how an annealing 
schedule was chosen.   
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3.3.2 Annealing schedule  
 
Figure 3. 2: Free energy minimization during simulated annealing. Annealing proceeds from right to left as the 
annealing temperature decreases from 1.0 to 0.0. The minimum free energy decreases as the annealing finds 
the global minimum. The patterns of the annealing process are shown in Figure 3.3. 
 
 
Figure 3. 3: Visualization of patterns during annealing for  = 12, Z = 0,  = −1. As the annealing temperature 
decreases from 1.0 to 0.0, we see how the pattern on the surface changes. Presumably, we are jumping 
around the entire phase space, and this is not meant to represent a continuous evolution of the pattern. We 
observe that the starting, somewhat stripped phase anneals to the global minimum that is a symmetric pattern. 
We methodically tested the appropriate annealing schedule and number of iterations per 
temperature value by running SA enough times to get consistent minimum function values for a 
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particular set of parameters, , , . We begin each annealing run with  = 1 and an initial 
temperature step ∆ = 0.1. Once we reach a temperature of  = ∆, we decrease our step size 
∆ by a factor of 10 (Fig. 3.2 and 3.3). We continue decreasing the temperature in this manner 
until the located ordered states no longer change appreciably with further annealing.  
We also used gradient descent (GD) to ensure that the SA reliably located the global 
energy minimum for a given parameter set and to test for the presence of local minima. GD is an 
algorithm that minimizes functions by iteratively moving in the negative direction of the function’s 
gradient until a point with a gradient of zero is found. We ran ten gradient descent runs for each 
tested set of parameters, , ,  at different starting points far away from a given minimum located 
by SA to ensure that we could not find a point with lower energy than that found by SA.  Finally, 
while SA is ideal for finding the global minimum of a function, it is not as good at finding the 
flattest point within the well that contains the global minimum. So, for each successfully located 
global minimum point using SA, we used GD starting at that point to find the point at which the 
derivative is closest to 0 and therefore gives the most precise representation of the patterned 
state.  
3.3.3 Reducing redundancies in free energy 
The Gaunt coefficients in Eq. 3.12 are quantities that arise from the coupling between different 
spherical harmonic higher order terms in the effective free energy. They are written in terms of 
the Wigner 3j coefficients, where the s and <s are non-negative integers. The Gaunt coefficients 
have several selection rules and symmetry properties that can be derived from the known 
properties of Wigner 3j symbols. 
The Gaunt coefficient is zero unless all four of the following selection rules are satisfied: 
(1) <P ∈ {−|P|, … , |P|, <! ∈ {−|!|, … , |!|}, <# ∈ {−|#|, … , |#|} 
(2) <P + <! + <# = 0 
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(3) |P − !| ≤ # ≤ |P + !| 
(4) P + ! + # is an even integer 
The following symmetry properties must also be satisfied:  
(5) ΥdX,dT,dzX,T,z = ΥdX,dz,dTX,z,T = Υdz,dX,dTz,X,T = ⋯  
(6) ΥdX,dT,dzX,T,z = ΥIdX,IdT,IdzX,T,z   
The symmetry property in (5) comes from two properties of Wigner 3j coefficients: even 
permutations of columns are equal, and odd permutations generate a phase factor of −1	X¶T¶z . 
Since there are two Wigner 3j coefficients in each Gaunt coefficient, they will be invariant under 
any permutation of the columns. Similarly, changing all of the signs of the <′s in Wigner 3j 
coefficients also gives a phase factor of −1	X¶T¶z . Again, since there are two Wigner 3j 
coefficients in each Gaunt coefficient, they will be invariant under reflection of all the <s. 
We now implement these selection rules and symmetry properties in our free energy so 
that we don’t sum over all s and <s. The details of this calculation are contained in Appendix 
A.1. This approach reduces the computational time to locate minima in the free energy 
significantly.  
3.3.4 1- and 2-mode approximation 
For simplicity and analytic tractability, we used a single-mode approximation in which we consider 
patterns at either 1) single  values where  =  or 2) the mixing of two adjacent integer values  
and  + 1 for intermediate values of  between  and  + 1. We also explore more modes later on 
in section 3.5.1 and will make some comments on the more general case where we consider the 
dynamics of the pattern formation in section 3.4.  
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3.3.5 Gradients and Hessians 
In collaboration with Maxim Lavrentovich, we calculated the gradient analytically for our model, 
giving us a substantial computational speed increase. We confirmed the calculation of the 
analytic form with a numerical approximation of a 2 + 1 dimensional derivative by using the 
definition of a derivative, lim→ Gº¶	IGºI	! , and slowly decreasing h until the difference between 
two successive derivatives is smaller than computer precision for doubles.  
To confirm the stability of the global minima found via both SA and GD, we diagonalized 
the Hessian (matrix of second derivatives shown below) and confirmed that all eigenvalues are 
positive, with the exception of three zero eigenvalues corresponding to the rotations of the 
sphere. We use the following form of the second derivative: »"½	 = Gº¶	I!Gº	¶!GºI	T , where the 
Hessian matrix is,  = ¾¿¿
¿À ÁTGÁºXT ⋯ ÁTGÁºXÁºÂ⋮ ⋱ ⋮ÁTGÁºÂÁºX ⋯ ÁTGÁºÂT ÅÆÆ
ÆÇ. 
We then comprehensively explored the phase space using both SA and GD by 
systematically changing the parameter values,  and , and recording the effects of those 
changes to the pattern on the sphere surface. We set _!/v = −1 in this exploration of the 
phase space to remain in the ordered state, since increasing _!/v would induce a transition to 
the unpatterned state.  
3.3.6 Results 
To better understand the landscape of patterns generated by this physical mechanism, we 
explored the equilibrium phase space of the effective Hamiltonian in Eq. 3.12 by finding the 
minimum energy states for a range of parameter values. A rich pattern space resulted just from 
tuning the two dimensionless parameters,  and , and setting _!/v = −1. Much of this phase 
space was comprised of patterns with spikes and holes in various polyhedral arrangements; 
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several examples are shown in Fig 3.4. We found that these patterns could often be categorized 
into one of three general symmetric types: regular and modified polyhedral spikes; their inverses 
(duals), in which the spikes become holes; and chiral stripes (Fig. 3.4). Chiral stripes were only 
observed when  = 0 and  was a half integer value (consistent with observations by Sigrist and 
Matthews). Chiral stripes have parity symmetry with two chiralities that are energetically 
degenerate; this degeneracy may be broken by higher-order chiral terms as shown by 
Dharmavaram and colleagues, thereby biasing a single chirality (Dharmavaram et al, 2017). 
These higher-order terms may also plausibly generate the more straight stripes observed in the 
pollen grains. When this categorization of simple polyhedra or chiral stripes did not apply, the 
pattern typically represented a mixture of two simpler polyhedral types and/or chiral stripes. Note 
that for  =  states with odd , the Gaunt coefficient in front of  vanishes, so the pattern has no 
 
Figure 3. 4: Phase diagram of simulations at equilibrium. Calculated energy minima in the , 	 plane at 
equilibrium (Eq. 3.12). Each calculated point is color-coded according to the geometry of the minimum energy 
state found at that point in the space. Chiral stripe geometry is found at equilibrium when  is a half integer 
and  = 0. The rest of the space contains polyhedral spike patterns and their inverses. The boundaries 
between distinct pattern geometries are indicated by black lines. For example, there is a boundary line 
0
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between  = 3.5 and  = 3.6 from  = 0 to  = 1.0 across which we observe a discontinues change in the 
pattern formatted at equilibrium. In contrast, in other regions of the diagram, such as between  = 4.5 and  = 5.5 for  = 1.0, there is a gradual transition in geometry from one minimum energy state to the next without 
a distinct boundary line. The legend shows the geometric patterns that correspond to a given color in the 
phase space. Overlapping dots represent degenerate states. Dots with a gradient of two colors represent 
intermediate states that are mixtures between two states. Colored shading represents large regions of the 
space with a single symmetrical pattern. 
 dependence in that case. For even values of , the sign of  determined whether the pattern 
consisted of spikes or holes. At  = 0, the spike and hole patterns are degenerate due to the 
 =
−
 symmetry in the energy. We found that in some regions, the phase space had boundaries 
across which discontinuous pattern changes were observed (solid lines in Fig. 3.4). In other 
regions, patterns gradually changed with systematic tuning of parameters (Fig. 3.4). We note that 
we were interested in the broad features of the phase diagram, not the specific characteristics of 
the phase transitions between patterned states, such as how their continuous or discontinuous 
nature might change if we include, for example, thermal fluctuations (Lavrentovich et al, 2016; 
Brazovskii, 1975)
 
or contributions from modes away from  = . Finally, we note that in our 
analysis we found that local minimum states for a given parameter set could match the global 
minimum state for a separate parameter set (corresponding to areas of coexistence). The 
occurrence and complexity of these global and local minima on a sphere is in marked contrast to 
the planar geometry, where just three stable patterns are observed regardless of the pattern 
wavelength: uniform stripes, hexagons, or inverted hexagons (Brazovskii, 1987). Our results are 
intuitive because on a sphere, none of these three planar patterns can fully wrap the sphere 
without introducing defects (e.g, pentagonal arrangements of holes and spikes, or points where 
the stripes collide or end); the many possibilities for accommodating defects yield more 
possibilities for producing minima in the free energy, as observed in the complexity we find in our 
phase diagram.  
3.3.6 Comparing simulations to SEM images 
We matched our model outputs for a given set of parameters to the surface features of natural 
pollen grains in Figure 3.5. For symmetric pollen grains described by our model, we first 
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measured the  values of the SEM images by counting the number of pattern units on a diameter 
of the pollen hemisphere surface; this value was multiplied by two to get . Next, we 
characterized the pollen pattern as consisting of polygonal holes, polygonal spikes, or parallel 
stripes to predict the value of the corresponding parameter Z in our model. We used the python 
data visualizer, Mayavi, (Ramachandran and Varoquaux, 2011) to observe the resulting 
simulated surface for these parameters. Then, we superimposed this simulated surface on 
images of natural pollen by rotating the simulated surface to most closely align with the natural 
pattern units.  
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Figure 3. 5: Equilibrium pollen patterns. Pairs of images illustrate examples of equilibrium pollen grain surface 
features reproduced with our simulations. These selected pairs illustrate the range of patterns we found at 
equilibrium (polygonal spikes, polygonal holes, and chiral stripes). The left image in each pair shows the SEM 
of a given species; the right image in each pair shows the matching simulated surface. The species 
represented are listed. All SEM micrographs are from http://paldat.org; all equilibrium simulations used _!/v = −1. First column: Alisma lanceolatum (Halbritter and Svojtka, 2016a); Alisma plantago-aquatica 
(Halbritter, 2016c); Caldesia parnassifolia (Halbritter, 2016d); Echinodorus cordifolius (Halbritter and Weis, 
2017b); Echinodorus quadricostatus (Halbritter, 2005); Diascia barberae (Halbritter, 2016g); and Utricularia 
sandersonii (Halbritter and Buchner, 2016g). Second column: Iris bucharica (Halbritter, 2016m); Berberis 
vulgaris (Oberschneider, 2016); Sarcococca hookeriana (Halbritter and Buchner, 2016f); Phyllanthus sp. 
(Halbritter, 2017b); Ibicella lutea (Halbritter, 2016l); and Sarracenia flava (Halbritter and Buchner, 2016e). 
Third column: Ipomoea cholulensis (Halbritter and Buchner, 2016c); Persicaria mitis (Halbritter, 2016o); 
Cerastium tomentosum (Halbritter, 2016e); Bougainvillea sp. (Halbritter, 2017a); Galium wirtgenii (Halbritter, 
2016i); and Galium album (Halbritter and Svojtka, 2016b). Fourth column: Pfaffia gna- phaloides (Halbritter, 
2010); Gomphrena globosa (Halbritter, 2016j); Pfaffia tuberosa (Halbritter, 2016p); Amaranthus blitum 
(Halbritter, 2015a); Chenopodium album (Diethart, 2016); Primula veris (Halbritter, 2016s); Primula elatior 
(Halbritter, 2016r); and Arnebia pulchra (Halbritter and Buchner, 2016a). Fifth column: Phlox drummondii 
(Halbritter, 2016q); Polemonium pauciflorum (Halbritter, 2015b); Gaillardia aristata (Halbritter, 2016h); Bidens 
pilosa (Halbritter and Buchner, 2016a); Chondrilla juncea (Halbritter, 2016f); Iva xanthiifolia (Halbritter, 2012); 
and Kallstroemia maxima (Halbritter and Weis, 2015b). All scale bars are 10 ;<. (Diethart, 2016; 
Oberschneider, 2016).  
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Species  gÈ É 
Alisma lanceolatum 9.5 1 
Alisma plantago-aquatica 8.5 1 
Caldesia parnassifolia 5.5 -1 
Echinodorus cordifolius 4.5 1 
Echinodorus quadricostatus 8 1 
Diascia barberae 12.5 0 
Utricularia sandersonii 13.5 0 
Iris bucharica 6.5 1 
Berberis vulgaris 3.5 0 
Sarcococca hookeriana 9.5 1 
Phyllanthus sp. 11.5 1 
Ibicella lutea 11.5 1 
Sarracenia flava 13.5 0 
Ipomoea cholulensis 19.5 -1 
Persicaria mitis 19.5 -1 
Cerastium tomentosum 9.5 1 
Bougainvillea sp. 17.5 -1 
Galium wirtgenii 8.5 0 
Galium album 13.5 0 
Pfaffia gnaphaloides 10 -1 
Gomphrena globosa 15.5 -1 
Pfaffia tuberosa 12 -1 
Amaranthus blitum 12.5 1 
Chenopodium album 19.5 1 
Primula veris 8.5 0 
Primula elatior 12.5 0 
Arnebia pulchra 13.5 0 
Phlox drummondii 16 -1 
Polemonium pauciflorum 20.5 1 
Gaillardia aristata 10 1 
Bidens pilosa 14.5 1 
Chondrilla juncea 8 -1 
Iva xanthiifolia 19.5 1 
Kallstroemia maxima 16.5 -1 
Table 3. 1: , 	 values for species in Figure 3.5 
 
3.4 Kinetic arrested states 
We find that 90% of extant pollen grain morphologies cannot be described by the lowest energy 
minimum states of our free energy (Eq 3.12). We considered the possibility that much of the time, 
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the process in nature does not reach equilibrium.  To take this into account in our model, we 
compute the spherical analogue of a conserved dynamics model of the process of a phase 
transition coupling to membrane elasticity. On 2D surfaces, this model showed foamy patterns 
(Gutterberg et al, 2010). 
3.4.1 Dynamics model 
To study the second physical category in which the patterns form from arrested dynamics, we 
study the dynamics of our model, and thereby find patterns that occur prior to the equilibration of 
the system. We supposed that the total volume of both the condensed and dilute phases of the 
primexine are fixed. In this case, we would generally expect to find a dynamics that conserves the 
order parameter 
Y, Ê	, i.e., the integral ∫ 1!Y 
Y, Ê	, remains constant in time. Such a 
dynamics, consistent with a free energy minimized by a spatial modulation with a characteristic 
wave number, H ≡ 2R/Z, is given by  
 Ë
Y, Ê	 = Ì∇! ÍℋÍ
 = Ì∇! v∇! + H!	!
 + 
 + #2 
! + &6 
# (3. 26) 
where we have slightly modified the gradient term in order to more easily integrate the equation of 
motion. This particular equation of motion is also called the phase-field crystal model (Elder et al, 
2002). We integrated Eq. 3.26 using the FiPy package (Guyer et al, 2009), a finite volume solver. 
Unlike our spherical harmonic method described above, this technique discretizes the sphere and 
does not preserve rotational symmetry. In addition, we made the wavelength selection weak (i.e, 
allowed more states away from the characteristic wavelength to contribute to the final pattern) by 
evolving with , #,& ≫ v. In other words, we chose a region of parameter space where the term in 
the free energy that selects a particular wavelength is small.  
Since this is a time-evolved simulation out of equilibrium, we had to choose a final time 
step to stop the simulation and look at the resulting pattern. For this simple model, the timescale 
is entirely set by the constant D, the value of which would also depend on the details of the pollen 
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development. Without a more detailed understanding of the natural system, we have to choose a 
somewhat arbitrary stopping time at which the patterns we find are similar to the ones observed. 
We set D = 1 for simplicity. All simulations using Eq 3.26 had a Gaussian, random initial 
concentration field 
\, ]	 centered around 0 and with a variance of 0.04. The field was time-
evolved until time Ê = 2. This particular final time chosen was long enough that the initial random 
pattern transitioned to a slowly-coarsening foam. We checked that this foamy pattern persisted at 
later times. The solution at time Ê = 2 takes about 10 minutes on a desktop computer. These 
foamy patterns correspond qualitatively to the observed foamy patterning of the natural pollen. 
Therefore, we classify these pollen patterns as ‘‘kinetically arrested.’’ We note that such foamy 
patterns are found over a wide range of parameter values in the weak wavelength selection 
regime. Indeed, we find that spherical pollen simulations behave similarly to simulations of a 2D 
flat geometry, in which foam states occur generically for this choice of parameters (Guttenberg et 
al., 2010).  
Finally, we note that both for the time-evolved simulation and the equilibrium analysis, the 
free energy is a coarse-grained description of the phase-separation process, and assumes that 
the relevant concentrations or densities of the primexine material vary slowly over the pollen grain 
surface (compared to the lengthscale of the molecular constituents). Such an approximation is 
reasonable when we are in a region of parameter space where the primexine has a weak 
tendency to phase separate (Taniguchi et al., 1994), which may indeed be the case for pollen in 
many species. Any sharp density changes may require modifications to our model, as additional 
terms may then have to be included to faithfully represent the sharp interfaces of the free energy 
minima (Kawakatsu et al., 1993).  
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3.4.2 Results 
 
Figure 3.6: Kinetically arrested pollen patterns. Illustrated examples of kinetically arrested pollen grain global 
surface features reproduced with our simulations. The right-most image in each row shows the simulated 
surface of a foam pattern that matches the four SEMs to the left in each row. The average wavelength of the 
images and simulations increases from top to bottom down the column, up to values of around 15 mm. All 
SEM micrographs are from http://paldat.org. All simulations use conserved dynamics according to Equation 
2.27 with Ì = v = 1; # = 40; & = 120, and a sphere radius of _ = 15. We used a Gaussian, random initial 
value of 
\, ]	 centered around 0 and with a variance of 0.04 and time-evolved the field until time Ê = 2. First 
row: Aristolochia clematitis (Hesse et al., 2016);Eriosyce aerocarpa (Halbritter and Buchner, 2016b); Eranthis 
hyemalis (Halbritter and Oberschneider, 2016); Edraianthus graminifolius(Halbritter and Weis, 2016b); and 
simulation with H = 1.5; Ê = 20. Second row: Hohenbergia brachycephala (Halbritter, 2016k); Agave wislizeni 
(Halbritter, 2016b); Aechmea altocaririensis (Halbritter, 2016a); Passiflora violacea (Halbritter and Buchner, 
2016d); and simulation with H = 2.0; Ê = 20. Third row: Delonix regia (Halbritter and Weis, 2016a); Bituminaria 
bituminosa (Halbritter and Weis, 2015a); Peltophorum pterocarpum (Halbritter and Weis, 2016c); Paradisea 
liliastrum (Halbritter, 2016n); and simulation with H = 0.5; Ê = 20. All scale bars are 10 ;<.  
At longer time steps of this simulation, the coarse foams begin to resemble the large-
wavelength patterns we observed at equilibrium (Fig. 3.6). As this system matured in time from a 
smooth sphere, the free energy of the primexine decreased by first forming a short- wavelength 
foam. That foam then coarsened to increasingly long wavelengths (Fig. 3.6). All the patterns we 
found using conserved dynamics had a non-zero time derivative of the concentration field so that 
they cannot be at equilibrium.  
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In studying the dynamics of our model, we found that conserved dynamics indeed yield 
foamy structures at finite times, as expected from the flat 2d geometry case
 
(Fig. 3.6) (Guttenberg 
et al, 2010). These structures are not identical when different initial conditions are used, so we 
would generally expect a range of disordered structures in pollen grains of a given non-
equilibrating species. We corroborate this prediction with a field of pollen from a single species 
(Passiflora incarnata), which demonstrates that different foamy pollen grains of the same species 
are slightly different, with a distribution of similar wavelengths comprising the overall reticulate 
pattern (Fig. 2.4, col. 5).  In contrast, patterns formed at equilibrium should make pollen cells that 
are exact copies of each other. These predictions about pattern replicability are corroborated by 
viewing SEM fields of pollen of different pattern types. Accordingly, a field of the geometrically 
regular Echinodorus are exact copies both of each other and of a pattern that arises from the 
theory at equilibrium (Fig 3.5, col. 2).  
3.5 More phase diagram exploration 
3.5.1 Higher gÎ 
We were also able to find the energy minima for higher  values with tractable computational 
times: 
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Figure 3.7: One- mode approximation, 3 ≤  ≤ 22.  
 
Figure 3.8: Two-mode approximation, 3.5 ≤  ≤ 16.5.  
 
3.5.2 Adding more g modes to summation in free energy  
Our goal is to find how many  values are needed in the summation of the free energy in equation 
3.12 to accurately represent the patterns that result from the full summation in the free energy. 
We take advantage of the fact that the kinetic energy term is a parabola, 
3 4 5 6 7 8 9
10 11 12 13 14 15 16
17 18
3 4 5 6 7
12
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14 16
17 1819 19 20 21 2220 21 22
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10 11 13 15
Single mode approximation
u = 0 u ̸= 0
3.5 4.5 5.5 6.5 7.5 8.5 9.5
10.5 11.5 12.5 13.5 14.5 15.5 16.5
Two-mode approximation
3.5 4.5 5.5 6.5 7.5 8.5 9.5
10.5 11.5 12.5 13.5 14.5 15.5 16.5
u = 0 u ̸= 0
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ℋÏrprB = P! ∑  − 	!|fd|!g , and use an energy cutoff,  , to pick the number of  to 
include in the summation. A visual representation of how this works is below (Fig 3.9):   
 
Figure 3.9: Schematic of . How defining an energy threshold allows us to pick the number of  values 
included in the summation of the free energy.  
We can now include any number of s in the summation. We initially included only one and two  
values in the sum of Eq. 3.12; however, ideally the number of « we include in the summation 
should depend on the width of the parabola. We can determine the number of « needed by 
finding when the patterns become stable if more « are added.  
For  ∈ ℤ¶ and  − 1 ≤  ≤  + 1, the simulation results for the three-mode approximation where  = 0 and _!/v = −1 are the same patterns as those for the single-mode approximation, a few 
examples are shown below in Figure 3.10:  
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Figure 3. 10: Three-mode approximation. Left to right:  = 4,5,6 and  − 1 ≤  ≤  + 1 included in the 
summation.  = 0 and _!/v = −1. 
However, for  ∈ ℤ¶ and  − 2 ≤  ≤  + 2, where  = 0 and _!/v = −1 , we begin to see 
latitudinal stripes in the five-mode approximation, a few examples are shown below in Figure 
3.11:  
 
Figure 3. 11: Five-mode approximation. Clockwise from top left:  = 4,5,6,7,8 and  − 2 ≤  ≤  + 2 included 
in the summation.  = 0 and _!/v = −1. 
 
The seven-mode approximation (not pictured) also has latitudinal stripes, so we assume 
these patterns in Figure 3.10 are stable. Latitudinal stripes are allowed a constant wavelength 
stripe spacing and therefore can be more easily accommodated than longitudinal stripes, which 
have to accommodate a large range of stripe spacing in order to be straight. Unlike in the 2-mode 
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case, the  value that produced latitudinal stripes in the 5-mode approximation was an integer 
value for  = 0 and _!/ = −1. Latitudinal striped patterns exist in nature, for example in Mimulus 
gattatus  and Thunbergia laurifolia (Figure 3.12).  
When  ≠ 0 and _!/ = −1, the patterns resulting from a three- and five- mode 
approximation remain identical to the one-mode approximation (Figure 3.4) so we assume these 
patterns are stable and representative for these parameters.  
 
 
Figure 3. 12: Latitudinal stripes pollen comparison. Mimulus gattatus pollen grain (right, Halbritter and Svojtka, 
2016c) simulated by  = 9, and  − 2 ≤  ≤  + 2 included in the summation. Z = 0 and _!/v = −1. 
 
3.5.3 Relating flat sheet phase diagram to spherical case 
We next relate the known reduced coefficients of the flat, 2D case of modulated phases of 
ordered and curved meso-structures in membranes (Leibler and Andelman, 1987) to those of our 
spherical case (Eq. 3.12). With the relationship between the flat, 2D case coefficients and our 
spherical case coefficients, we can motivate experiments to determine the physical meaning of 
the parameters in Equation 3.12. There are two ways to do this. In the first way, we can compare 
the coefficients of the effective Hamiltonian developed by Leibler and Andelman (Leibler and 
Andelman, 1987) to our coefficients, , , and  (Eq. 3.12). The second way to relate the flat to 
the spherical case is to write our Hamiltonian on a flat, 2D surface (in Cartesian coordinates) 
instead. We then simply draw a phase diagram by finding the energy minima for stripes and 
hexagons and compare them to find the boundary lines; the calculations are below (Method 2).  
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Method 1: Relating the reduced coefficients of the flat case of modulated phases of 
ordered and curved meso-structures in membranes to our spherical geometry. 
We start with equation 5 from Leibler and Andelman (Leibler & Andelman, 1987): 
 ℋGG = 0 1!H Ô12 H!ÕEÕIE KL − Λ!= N + 12 H&ÕEÕIE K + Λ!?= − 2ΛZ= NÖ
+ 0{»Õ	 − ;Õ}1½1× (2. 27) 
where Õ½, ×	 = f½, ×	 − f is some concentration field in or on the membrane, and »Õ	 =
P! Ø!Õ! + P! Ø&Õ&. For Λ > L=	!, the most unstable wavevector H∗ is: 
 H∗ = Ù L=! − Λ!=2=! + Λ!? − 2ΛZ=	Ù
P! ≡ Ú 2ÛÚ
P!
 (2. 28) 
Therefore, ℋGG  can be simplified to: 
 ℋGG = 0 1!H Ü12 H! + 12 H&ÛÝ ÕEÕIE + 0 ÞØ!2 Õ! + Ø&4 Õ& − ;Õß 1½1× (2. 29) 
Let’s first rewrite the second integral with Õ½, ×	 = f½, ×	 − f ≡ f − f 
 0 ÞØ!2 f − f	! + Ø&4 f − f	& − ;f − f	ß 1½1×
= 0 ÔØ&4 f& + Ø&ff# + KØ!2 + 3Ø&f!2 N f!
+ −Ø!f − Ø&f# − ;	f + Ø!f!2 + Ø&f&4 + ;f	Ö 1½1× 
(2. 20) 
Now we relate this to the spherical case: 
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 ℋà = 12 e@ − 	! + A|fd|! + Z3!g ΥdX,dT,dzX,T,z fXdXfTdTfzdz
+ 14! ΥdX,dT,dX,T, ̅ Υdz,dl,Idz,l, ̅ fXdXfTdTfzdzfldl 
(2. 31) 
Comparing the coefficients we find: 
Dl& = P&! , Ø& = P¦; and −Ø&f = k#! , f = Z 
Also from the linear term we get the relation for ;: Ø!f + Ø&f# + ; = 0 
Next we relate the first integral of ℋGG to the spherical case and add the quadratic term from the 
expanded second integral:  
 0 1!H ÔH!2  + H&2 ÛÖ f! + 0 1½1× KØ!2 + 3Ø&f!2 N f! (2. 32) 
Comparing terms: 
 H!2  + H&2 Û + Ø!2 + 3Ø&f!2 = 12 @ − 	! + A (2. 33) 
Let 
DT! + #DlB¬T! = á! 
 H!2  + H&2 Û + Ì2 = 12 @ − 	! + A (2. 34) 
 
 H! + H&Û + Ì =  − 	! +  (2.35) 
Let’s complete the square: let ½ = H! 
 Û½! + ½ + Ì = Û H! + 2Û! + Ì − !4Û	 (2.36) 
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Relating back to the spherical case: let H! = −  !â 
 H! − H!	! = H + H	!H − H	! ≈ 2H	!H − H	! (2. 37) 
So 
 Û2H	!H − H	! + KÌ − !4ÛN = − 2_! ã − − 2Ûä
! + KÌ − !4ÛN
=  − 	! +  
(2. 38) 
Comparing the terms we find that − ! åT = 1 and Ì −  T&â = Ø! + 3Ø&f! −  T&â =  
Now relating to the reduced coefficients: æ ≡ !â T Ø! = P! Ø! + 3Ø&f! − 	IPØ! = DT!DT¶çTT Ij ;  < ≡
!Dlâ T XT Õ = Ø&	XT !â TXT f = P√P! Ø! + k! − IXT −Z	 = − k3P!DT¶çTT Ij5X/T ; ℎ ≡   
T!DlâXT ; =
√12 Ø! + kT! − XT ; = 12 Ø! + kT! − XT ; 
Now we solve for Ø! and ;: 
Note,  = −  !â and − ! åT = 1 so,  = 7åT/&â = åT&â and thus, Û = åT&¬T. 
From the linear term of the second integral, Ø!f + Ø&f# − ; = 0, and from completing the square, 
 = Ø! + 3Ø&f! −  T&â = Ø! + kT! − åT¬T! , so we can solve for Ø! and ; now to get Ø! =  − kT! + åT¬T!  
and ; = Ø!Z + kz¦ =  − kT! + åT¬T!  Z + kz¦ = Z − kz# + åT¬Tk!   
Now, plugging in Ø! and ; and setting _ = 1, we can find the reduced coefficients in terms of our 
spherical geometry coefficients: æ = P!¬T 2 − Z! + !	;  < = −P¦ k¬ ;  ℎ = √6Z	  − kT# + ¬T! . 
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So we have now found the relationship between the coefficients of the flat, 2D case and those of 
our spherical case. We can compare the phase diagram coefficients and patterns in (Leibler and 
Andelman, 1987) to give us clues as to what the physical meaning of our spherical case 
parameters could be. 
Method 2: Solving Spherical Case in Cartesian Coordinates 
We begin with our Hamiltonian written for the flat case: 
 ℋ = 0 1!H Ü12 _!H − H	! + 	ÕE! + Z6 Õ# + 124 Õ&Ý (2.39) 
where  = _!H. 
Because plane waves are the appropriate choice of basis for the flat case, the first term in the 
integral will always be zero and we’re left with:  
 ℋ = 0 1Y 32 Õ! + Z6 Õ# + 124 Õ& 5 (2. 40) 
For stripes, we substitute, Õ =  cos H½	 and integrate to get: 
 ℋrà =   !4 + 24 J3 &8 O = 4 K ! +  &16N (2. 41) 
There is a minimum for  < 0 at  ≠ 0,  
 1ℋrà1 = 4 K2 +  #4 N = 0 (2. 42) 
Solving for  , we get  ! = −8. Plugging in   to find the free energy for stripes: 
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 ℋrà = 4 K−8! + 64!16 N = −! (2. 43) 
Next we look at the hexagonal phase: 
 Õ = $ Jcos q½	 + cos KH√3×2 − H½2 N + cos KH√3×2 + H½2 NO (2. 44) 
We integrate and take the first order term to find:  
 ℋºDëp = 2 J3$!2 O + Z6 J3$#2 O + 24 J45$&8 O =  J3$!4 + Z$#4 + 15$&64 O. (2. 45) 
We take the derivate to find:  
 3$2 + 3Z$!4 + 15$#4 = 0 (2. 46) 
Solving with the quadratic equation, we get: 
 $ = 23 −Z ± 7Z! − 10	 (2. 47) 
Where the minimum exists when Z! ≥ 10, letting  = 1, we can plot this (Fig 3.13) and see that 
the global minimum is at:  
 $ = 25 −Z − 7Z! − 10  (2. 48) 
Substituting this back into ℋºDëp, we get: 
 ℋºDëp =  3− 1250 Z + 7Z! − 10! Z! + Z7Z! − 10 − 155 (2. 49) 
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To be able to build a phase diagram, we equate the two energies to find where there is a phase 
boundary:  
 ℋrà = ℋºDëp (2. 50) 
Solving this gives us two solutions, we chose the one which satisfies the inequality above, Z! ≥
10: Z = ±77 − 3√6. 
 
Figure 3. 13: Flat analogue phase diagram of our spherical pollen theory.  
 
We set ℋºDëp = 0 to find the phase boundary between the hexagon and uniform 
(zero) state, which gives you Z = 3√5/2 . Plotting all of these we get the phase diagram in 
Figure 3.13. 
Now that we have a phase diagram that is the flat analogue of our spherical pollen 
theory, we can start to run simulations to check whether the systems match and if our spherical 
analogue fits the more established, flat sheet models. It should be the case that as we increase  
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 we should get closer and closer to the planar phase diagram (Figure 3.13). Additionally, this 
phase diagram provides a way to experimentally check our system. Since doing experiments on 
real pollen grains or creating synthetic systems that replicate pollen pattern formation is difficult 
(see section 4.2), another way of checking our results is to do the simpler experiments on 2D flat 
sheets and relate them to our spherical parameter through the phase diagram (Figure 3.13).  
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Chapter 4 
 
 
Application of the Theory: Evolutionary Trait 
Reconstruction Analysis 
 
4.1 Background  
The phylogeny of a group of organisms is the hierarchical, bifurcating history of lineages 
descending from a common ancestor. It is possible to infer the evolutionary history of a trait of 
interest by documenting the trait’s distribution in extant taxa and then inferring patterns of 
inheritance in the context of a known phylogenetic history and its correlated topology, a process 
known as “ancestral reconstruction”.  Mathematical formalisms fitting rates of evolution to 
observed branch lengths and tree topologies given the known states at the ends of the tree (the 
“tips”) then allows us to test evolutionary hypotheses.  It is possible to answer questions such as 
what was the most likely the character state of the common ancestor to all species in a particular 
clade? Or, how many times has a particular character trait evolved, and do some states of a trait 
appear more readily throughout evolution, suggesting that they arise under positive selection? 
 There are several algorithms to reconstruct ancestral character states given a 
phylogenetic tree topology and branch lengths; here we focus on maximum likelihood, which is 
considered to be more rigorous than the principle of parsimony and is widely accepted as a 
representative and accurate method to use. The principle behind maximum likelihood is fitting 
possible evolutionary rate scenarios to observed data (the tree topology, branch lengths, and 
extant character states) (Pagel, 1999). This is easy to see with a simplest case example of a trait 
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with binary states that can then be extended to more than two states as we will do in our analysis 
of pollen patterns below.  
 We start with two terminal nodes (which often indicate species, but in our later analysis 
indicate plant families) that can exhibit one of two possible character states, and two branches 
with lengths describing the lineages from a common ancestor to each of the species. Branch 
length in this case is an inferred number of changes that occurred between an ancestor and a 
descendant, which is a measure of physical time or evolutionary time, depending on the nature of 
the underlying data. The observed character states at the tips is described by 1 = {1P, 1!} = {0,1} 
in this case, and the ancestral node is í = {Ø}. The tree topology and branch lengths are known 
and fixed. < is a model of evolution that describes a continuous-time Markov model representing 
the probability of a transition from one character state to another, ®rîÊ	, as a function of two 
transition-rate parameters,   and $, and time (branch length), Ê: ®rîÊ	 = < , $, Ê	. The transition 
rate parameters represent the instantaneous transition from state 0 to 1 (forward rate,  ), or 1 to 
0 (backward rate, $). Because the goal is to find a model that best describes the data, the 
likelihood approach is used and related to the probability of finding the data, 1, given a model, <:  
 ï<	 ∝ ®1|<	 = e tØ	®DÊ	 ∙ ®DPÊ	PDh  (4. 1) 
 
 = t0	®Ê	 ∙ ®PÊ	 + t1	®PÊ	 ∙ ®PPÊ	 (4. 2) 
where tØ	 is a weight of the prior probability of occurrence of ancestral state Ø (if there is no 
prior knowledge, then tØ	 = 0.5). The goal is then to maximize Eq. 4.2 by fitting   and $, and 
those values will indicate the most likely mode of evolution of these traits, and will find the 
correlated ancestral character states associated with the nodes in the phylogeny, including the 
state at the root, or the last considered common ancestor (if Ø is set to 0 or 1). This method can 
be generalized to include many ancestral nodes, different tree topologies, and/or more character 
states.  
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4.2 Methods 
In addition to the pollen pattern formation process being unknown, there has been no unifying, 
satisfactory answer to what the functional role of these patterns might be, in spite of previous 
efforts. Some studies have found a correlation between pollinator types and pollen grain surface 
features (Sannier et al, 2009). Other studies have found that there is a general trend of increasing 
aperture number in angiosperms (Furness et al, 2004). However, the findings of these studies 
often conflict, and there is no current consensus as to which features of pollen patterns may be 
evolutionarily selected for and why. To examine whether any physical features described by our 
model of pollen have undergone evolutionary selection, we performed an evolutionary trait 
reconstruction and subsequent analysis for relative rates of evolution between pattern types 
across spermatophytes (seed-bearing plants). We first constructed a morphological data set for 
pollen surface patterns of 2,641 species representing 203 families using the palynology database 
PalDat (paldat.org). To define a tractable dataset, we limited our morphological analysis to pollen 
monads, though our theory is potentially general enough to describe any cells of spherical 
topology.  
We restricted our analysis to patterns whose development is commensurate with the 
underlying assumptions of our model; in order to include a species, we required positive 
documentation that during the tetrad stage, a given species exhibits plasma membrane 
undulations with the same wavelength as the mature surface pattern. These data were gathered 
in a comprehensive review of pollen development literature (Table 4.1). We excluded from our 
analysis any surface features that demonstrably arise after the dissolution of the callose wall (for 
example, most echinate spines are derived from tapetal fatty acid deposition) (Weber et al, 1998). 
In these cases, we ignore the post-callose-wall features and analyze the pollen grain as if it did 
not have them.  
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Table 4. 1: Papers used to categorize pollen for evolutionary analysis. Literature used to categorize pollen 
species into equilibrium or kinetically arrested states  
We first separated all relevant PalDat SEM images into one of two categories: final 
pattern is an equilibrium state (i.e., the observed pattern corresponded to an energy minimum 
from our theory) and final pattern is not at an equilibrium state (i.e., the observed pattern did not 
correspond to an energy minimum calculated from our theory; instead it was either uniform or 
foamy, more consistent with the kinetically arrested version of the model). We then measured 
pollen pattern wavelengths manually in ImageJ. The patterns at equilibrium could be identified as 
those with surface features with a characteristic (constant) wavelength. All families with patterns 
in an equilibrium state also had wavelengths >3 μm, except for some species in the family 
Amaranthaceae, which had wavelengths of 1–3 μm. Conversely, patterns not at equilibrium will 
not demonstrate a single, constant pattern wavelength but will show a range of wavelengths.  
We also considered the possibility that symmetric equilibrium patterns per se may not be 
selected for, but perhaps an average feature size or wavelength may be important.  To address 
this hypothesis, we further characterized patterns not at equilibrium into three bins organized by 
their average pattern wavelength value: λ<1μm, 1<λ<3μm, and λ>3μm. Thus, we had four 
categories to describe pollen from a given family: (1) pattern at equilibrium, λ>3μm (2) pattern not 
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at equilibrium, λ< 1μm, (3) pattern not at equilibrium, 1<λ<3μm, (4) pattern not at equilibrium, 
λ>3μm. The smallest wavelength category (λ<1 μm) includes smooth-surfaced pollen. We 
ignored pattern features associated with apertures in a tetrahedral arrangement since these 
features plausibly result from the geometry of meiosis rather than from the primexine (Rowley, 
1975); we analyzed these pollen grains as though the apertures were absent.  
We used a time-calibrated family-level phylogenetic tree of spermatophytes (Harris et al, 
2016)
 
identified in the integrated Tree of Life (iToL) database (Hinchliff et al, 2015)
 
to estimate the 
evolutionary history of these pollen pattern categories. We assigned states to the terminal nodes 
representing spermatophyte families according to the pattern categories described above; the 
number of states present in a single family ranged from one to the maximum of four. The fully 
detailed tree figure with labeled terminal nodes available in Appendix A.2  
We initially hypothesized that if different pollen patterns served different ecophysiological 
functions, evolution would select for patterns that reach equilibrium during development, since 
this is presumably a more developmentally predictable and replicable state. To test this 
hypothesis, we used ancestral reconstruction, as implemented in BayesTraits (Pagel and Meade, 
2006)
 
to study the character evolution of patterned states. We used a maximum likelihood 
algorithm and the multistate model of evolution allowing for one of several discrete states to be 
assigned to terminal nodes (Pagel, 1999). We can then frame the question of the evolutionary 
selection on pollen patterns as the hypothesis that there is directional evolution to pollen patterns 
at equilibrium from those that are not at equilibrium. To do this, we defined state A to be category 
(1), or “at equilibrium,” and state B to be categories (2)–(4), or “not at equilibrium”. This model is 
called the “2-state equilibrium model”.  
We also tested whether there was directional selection for larger pattern wavelengths and 
therefore a larger average feature size, over evolutionary time. For this test, we defined three 
states (C, D, and E), one for each of the three wavelength categories described above. State C 
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included categories (1) and (2) for all patterns with λ>3μm. State D included all patterns in 
category (3) not at equilibrium patterns, 1<λ<3μm. State E included all patterns in category (4) 
not at equilibrium patterns, <1 m. This model is called the “3-state wavelength model”. 
4.3 Results 
 
Figure 4. 1: Angiosperm Phylogenetic Tree with Character States. Top panel: Phylogenetic tree of 
spermatophytes with 202 families at terminal taxa. Colored dot represent the character states of the species 
within each family. Each terminal taxon is labeled with up to four states. The numbered families (27 in total) 
are those that have species that are in an equilibrium states. The families listed in black have more than one 
state; families listed in bold (seven of the 27) only have species that are in an equilibrium state. Bottom panel: 
legend for tree and description of categorization of states for two evolutionary models tested. We find that the 
favored rates are towards not at equilibrium patterns and smaller wavelengths. The scale bar represents 40.0 
million years.  
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We matched patterns generated by our theory to those observed in a pollen database; when we 
restricted our analysis to monads with documented membrane undulation during development, 
our dataset represented ~45% of the 453 described families in Sporophyta. This is a minimum set 
of families potentially described by our theory, since not all families have described pollen and our 
theory also likely applies to non-monad pollen. This analysis showed that only 27 of 202 included 
families contain species whose pollen patterns are consistent with an equilibrium state (Fig. 4.1). 
Only seven of those 27 families contain species with pollen patterns solely in equilibrium states. 
The remaining 175 families consist of species exhibiting only non-equilibrated patterns. We found 
that equilibrium patterns are present throughout angiosperms, including in gymnosperms, 
monocots, and eudicots. Notably, equilibrium patterns were absent from the Magnoliids and five 
other basal families with intermediate branch order between gymnosperms and angiosperms. In 
gymnosperms, only Welwitschiaceae and Ephedraceae had species with equilibrium pattern 
states, and both patterns were striped. In monocots, Araceae and Iridaceae had some species 
with equilibrium patterns, consisting of stripes and polyhedral tiling, respectively. All species in the 
family Alismataceae had an equilibrium pattern with a polyhedral distribution of pore-like 
apertures. The rest of the families with some equilibrium states were found in eudicots; their 
surface patterns were stripes (Rubiaceae, Boraginaceae, Scrophulariaceae, Sarraceniaceae, 
Primulaceae, Lentibulariaceae, Polygalaceae, Acanthaceae, Berberidaceae), polyhedral spikes 
(Asteraceae, Zygophyllaceae, Amaranthaceae, Cucurbitaceae, Alismataceae, Cactaceae, 
Convolvulaceae, Caryophyllaceae, Polygonaceae, Buxaceae, Polemoniaceae, Martyniaceae, 
Euphorbiaceae), and polyhedral holes (Polemoniaceae, Buxaceae, Polygonaceae, 
Convolvulaceae, Nyctaginaceae, Zygophyllaceae). Some families had both polyhedral spike and 
polyhedral hole patterns because the polyhedral arrangement of their apertures fit into a larger 
exine pattern (see Fig. 3.5, Convolvulaceae). Of these, only four families contained species with 
only equilibrated patterns: Polygalaceae, Amaranthaceae, Nyctaginaceae, and Martyniaceae. 
Examples of each of the pattern types can be found in Figure 3.5. 
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The log-likelihood ratio of the 2-state equilibrium model compared to the null model 
(where both rates are equal) was 5.21, so with one degree of freedom, the p-value was between 
0.01 and 0.05 (Table 4.3). We therefore reject the null model and find that the rate of evolutionary 
transition from equilibrium to non-equilibrium patterns is ~20-fold greater than the reverse rate 
(Table 4.2, qAB=94.0, qBA = 4.48). We also found that the state at the root of spermatophytes 
had equal probability of being at equilibrium or non-equilibrium.  
We then considered the 3-state wavelength model by re-sorting categories (1)–(4) so that 
state C represented all patterns with wavelengths greater than 3 μm, state D represented 
patterns with wavelengths between 1 and 3 μm, and state E represented patterns with 
wavelengths less than 1 μm (see methods and Fig. 4.1, bottom panel). We first compared the 3-
state wavelength model to the null model and found a likelihood ratio of 23.7 given five degrees of 
freedom, for a p-value <<0.01. Therefore, we reject the null hypothesis and accept the 3-state 
wavelength model. We next compared the 3-state wavelength model with a simpler coarser/finer 
model where we restricted all rates towards larger wavelengths (coarser) to be equal to each 
other (Table 4.2, qED=qEC=qDC) and all rates towards smaller wavelengths (finer) to be equal to 
each other (Table 4.2, qDE=qCE=qCD). The likelihood ratio between these two models resulted 
in a p-value between 0.99 and 0.95, such that there was no significant difference between them. 
It is therefore likely to be the case that pollen evolves more rapidly from equilibrated polygonal 
patterns to finely reticulated or bumpy patterns than the reverse, and that any more complicated 
model of pattern type evolution will be over fit. In other words, evolution seems to favor pollen that 
never reaches equilibrated patterns, and similarly, foamy (reticulate) or unpatterned pollen seems 
favored over the more interesting-to-humans pollen with well-defined polygonal patterns.  
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Table 4. 2: Model rates and probabilities. 
 
Table 4. 3: Hypothesis test 
 
 
 
 
 
 
 
 
 
 
 
Models 
compared 
Likelihood ratio DOF p-value Kept model 
2-state eq. vs null 5.21 1 0.05-0.01 2-state eq.
3-state λ vs null 23.7 5 <<0.01 3-state λ
3-state λ vs
coarser/finer
0.407 4 0.99-0.95 coarser/finer 
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Chapter 5 
 
Other biological systems 
 
5.1 Butterfly Wing Scales 
Butterflies are famous for their colorful, patterned and sometimes iridescent wings, which are 
popularly used as examples of structural color (color caused by interference effects rather than 
differential absorption by pigments). Butterfly wings are covered with overlapping layers of 
chitinous wing scales that are about 50 ;m x 100 ;m in size. These wing scales are derived from 
single, flattened epithelial cells that dehydrate following development, leaving behind the cell’s 
chitinous, extracellular layer of exoskeleton. This chitinous layer develops many extraordinarily 
complex hierarchical structures (Fig. 5.1), and much is already known the optical and structural 
properties caused by this structure (e.g., Vukusic et al., 2000; Stavenga et al., 2004; Kolle et al., 
2010). For example, some of these surface patterns are known to cause super-hydrophobicity 
and subsequent shedding of water droplets in a preferred direction, a trait useful for engineering 
self-cleaning surfaces. In contrast, there has been surprisingly little work done either to visualize 
how these surface features emerge during development or to create detailed physical models 
describing their pattern formation process. It is important to emphasize that we are not interested 
in the pigmentary patterns formed across the wing; these patterns have been well-documented to 
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form via reaction-diffusion interactions of developmental signaling genes (Carroll et al., 1994; 
Beldade et al., 2002). We are instead interested in the structures formed from the cuticle of the 
individual wing scales themselves (Fig. 5.1).  
A major challenge in understanding how these structures emerge is that the wavelengths 
of the functional aspects of these patterns are on the order of microns or smaller, which precludes 
optical imaging of their growth and development. We must therefore use electron microscopy, 
which involves stopping the development and imaging a sparse time-series of events instead. 
Although pollen grain pattern formation must be imaged in the same way, there has been much 
less work done documenting this process in insects, and at this point there is simply very little is 
known about the developmental steps of the surface features on butterfly wing scales. However, 
because these structures are also hardened features of the extracellular matrix coupled to an 
underlying cell membrane, there is reason to speculate that there may be a close analogy 
between the physical processes that govern the formation of pollen structures and those that 
govern wing scale development.  
Here we show time-series images of wing scale development in Vanessa cardui and 
present, to our knowledge, the first evidence that a transient soft material is secreted by the 
developing cell and mechanically coupled to the cell membrane during the pattern formation 
process. Our preliminary evidence suggests that this material undergoes phase separation and 
may thereby guide the formation of these hierarchical structures.  
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5.1.1 Introduction 
 
Figure 5. 1: Butterfly wing scales geometry. Arrows indicate parallel ridges and ribs that are perpendicular to 
ridges.  
 
Figure 5. 2: Lamellae of butterfly wing scales. Lamellae are the deorations on ridges seen when you either 
turn the wing scale or take a cross section of it. (a) SEM of wing scale tilted to show lamellae, (b) TEM of cross 
section of wing scale showing lamellae.  
Insect bristles and wing scales (Fig 5.1) (collectively called macrochaetes) develop from 
a single epidermal cell type, the sensory organ precursor (SOP). SOPs divide into five specialized 
cells, one of which forms the cellular protrusions, i.e. bristles or wing scales (Colombani et al, 
2005).  Bristles and scales perform similar functions, but are morphologically distinct; mature 
scales are rectangular, flattened, and air-filled, whereas bristles are simpler conical structures. 
Both, however, are decorated with similar cuticular surface features, the most common of which 
are parallel ridges spanning the long axis of the cell. Although we focus on the development of 
wing scale microstructures from now on, the ideas developed can be applied to study the pattern 
formation of bristle decorations as well. 
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All wing scales are characterized by parallel longitudinal ridges, and these ridges 
themselves can be highly decorated as well. Ridge cross-sections often have several transverse 
folds called lamellae (Fig. 5.2). In some instances, butterfly structural color occurs when these 
lamellae become so numerous that they create a Bragg stack. Ribs are struts that span across 
two parallel ridges and are perpendicular to them (Fig. 5.1 and 5.3). Together, ridges and ribs 
form a square-like lattice on the surface of wing scales.  
During butterfly metamorphosis, a single epidermal cell project and elongates out of the 
wing surface and then flattens and broadens. Once a cell has reached a flat, broad morphology, 
longitudinal ridges form, which nearly simultaneously form lamellae. Next, ribs join these ridges at 
intervals, and finally the cells lose their cytoplasm and effectively die, analogous to our hair or 
fingernails. Some studies have documented that the cytoskeleton is active and correlated with 
ridge formation during cell development (Overton et al, 1966; Dinwiddie et al, 2014). However, 
there is no physical description of how the forces exerted in this process might interact with the 
material properties of developing cuticle. Additionally, Ghiradella proposed that passive buckling 
of the developing cuticle leads to the formation of the lamellae. However, without either detailed 
developmental images showing the process or a more rigorous mechanical model explaining the 
origin of the forces that could lead to such a buckling pattern, it is impossible to know the true 
pattern formation mechanism (Ghiradella, 1974). Therefore, the origin of causative mechanical 
stresses remains poorly described, and ultimately these prior models are insufficient to explain 
the shape and nested hierarchical detail of the mature scales.  
 
5.1.2 Butterfly wing scale imaging 
We study the wing scale development of Vanessa cardui butterflies because they are native to 
Philadelphia, and their wing scales have the standard ridge and rib structure, although these do 
not become obviously iridescent. We ordered late stage caterpillars from Shady Oaks butterfly 
farm to be able to time pupation exactly, since wing scale development begins relatively early in 
the pupation period. Caterpillars were kept in plastic containers with a nylon mesh cover to permit 
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airflow and reduce humidity in the container. Containers were filled with twigs to allow the 
caterpillars to climb them when they were ready to pupate. Vanessa cardui caterpillars were fed 
fresh leaves daily from their host plants, mallow (Malva) and hollyhock (Alcea). When caterpillars 
pupated, they were carefully removed and transferred to a separate container with the pupation 
date labeled for subsequent imaging studies.  
The pupal stage in Vanessa cardui lasts for 7-10 days, and scale development also takes 
approximately this long. Since we are interested in the initial patterning process of the wing 
scales themselves, pupae at various developmental stages (days 3-5, and mature) were brought 
to the lab for dissection and preservation for imaging. They were dissected in a petri dish with 
PBS to prevent dehydration. They were first cut down the center of the ventral side, opening the 
body cavity into two, symmetric halves. The body cavity was then dissected away to expose the 
wing pocket that contains the developing wing membrane. The developing wing was dissected 
from the body and isolated in a dish with fresh PBS. Wing membranes at early developmental 
stages were very flimsy and mucus-like, so TEM preservation for imaging was difficult; however, 
as Figure 5.3 shows, we were able to take some early developmental images in ESEM.  
For TEM, wings were preserved in 2% glutaraldehyde in 1x PBS for 24 hours and post-
fixed in 2% osmium tetroxide. An ethanol dehydration series was performed, and the samples 
were embedded in Spurr’s resin. Transverse ultrathin sections of 70 nm were cut with a Diatome 
diamond knife on a Reicher Ultracut-S microtome. Sections were placed on copper mesh grids 
and imaged with a JEOL JEM-1010 electron microscope. 
For ESEM, wings were fixed in 3% gluteraldehyde in 1x PBS for 1 hour then washed in 
deionized water for 5 minutes. Wings were then submerged in 1x PBS for 5 minutes, followed by 
an ethanol dehydration series. They were then dried in hexamethyldisilazane (HMDS) to prevent 
the destructive action of a meniscus during drying (Braet et al, 1996). Wings were then placed 
onto SEM stubs and sputter-coated with a 4 nm thick layer of gold-palladium using an SPI 
Module Sputter Coater. The thickness was calculated to be thick enough to remove the charging 
effects during ESEM imaging, but thin enough to not interfere with the wing scales features and 
81 
 
induce a change in their appearance. Finally, samples were imaged using a FEI Quanta FEG 
250. 
5.1.3 Results 
We divided the butterfly wing scale developmental trajectory into five stages, where the final fifth 
stage was the mature butterfly wing scale (Fig 5.3). In the first stage, at about day 3 post-
pupation, we see the initial "bud" stage of development. The scale cells are small (~2 x 5 µm) and 
rounded in appearance (Fig 5.3, col. 1). In stage two, the initial bud has elongated and flattened 
out to form a pallet-like shape (Fig 5.3, col. 2). There are no TEM images of these two stages of 
development because the membrane is particularly flimsy at this stage and is difficult to preserve 
in resin for TEM imaging. Next, in stage three, ridges begin to form; TEM reveals that there is 
some electron-dense extracellular material that sits on top of the cell membrane between the 
ridges. Next, stage four reveals the formation of ribs, and again this extracellular material is 
present on top of the cell membrane, between ridges (Fig 5.3, col. 3). This material is also evident 
in our SEM images, where a digested-away portion reveals the underlying ribs, not seen in other 
parts of the wing scale (Fig. 5.4). It is difficult to determine if this layer is the same as that seen in 
our TEM images, it may be a polymeric covering that covers the whole wing scale during 
developmental instead. Finally, the cytoplasm hollows out and the mature wing scale is a dead 
cell that has the ridge and rib scaffolding (Fig 5.3, col. 5).  
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Figure 5. 3: Vanessa cardui wing scale development. We define four developmental steps of the pattern 
formation of the wing scale; the fifth step represents a mature, dead wing scale. Development proceeds left 
to right. The first row contains a schematic representation of the developmental steps seen in SEM, and the 
second row shows the corresponding SEM images. The thrird row contains a schematic representation of the 
developmental steps seen in TEM after the intitial wing scale shape has formed, and the fourth row shows the 
corresponding TEM images. All scale bars represent 10 ;<.  
 
We provide evidence for the formation of micron-scale architectures on wing scale 
surfaces, and propose that the pattern formation mechanism depends on the soft transient 
extracellular material secreted during development that we believe we are the first to image in 
SEM and TEM. Although we cannot specify the composition of this material, the existence of a 
transient soft material during development is consistent with the developmental process of pollen 
grain surface structures, and plant pollen grains and Lepidoptera wing scales bear strong 
superficial resemblance to each other. Furthermore, phase transitions to a spatially modulated 
phase on a 2D sheets have been shown to form striped patterns, and it is not difficult to imagine 
how the phase separation of this transient soft material on the surface of butterfly wing scales 
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would couple to the underlying plasma membrane during development to form stripped surface 
patterns, or perhaps the smaller scale ribs or lamellae.  
 
Figure 5. 4: Covering of wing scale during development. 
 
5.2 Phaeodarians 
5.2.1 Introduction 
Phaeodarians are single-celled deep-ocean planktonic protozoa that are found below the 
photic zone (~200m). Their characteristic and well-known tests, or the three-dimensional 
skeletons that surround their cell body, are composed of amorphous silica and come in a variety 
of geometric forms that often resemble geodesics. They were historically grouped with 
radiolarians, but recent genetic analysis has revealed that they are actually distantly related to 
radiolarians, and they are now placed among Cercozoa, or the amoebas, instead (Sergey et al, 
2004). Unlike radiolarians, phaeodarian tests are hollow tubes of silica, and consequently it is 
difficult to understand their morphological diversity because these tests are particularly fragile, 
and thus, are not well-preserved in the fossil record (Anderson, 1937). Additionally, the 
morphogenesis of their tests has not been documented because they have not been successfully 
cultured; this has impeded the understanding of their pattern formation mechanisms significantly. 
Finally, the purpose of these elaborate and beautiful siliceous structures has not been identified, 
though there are speculations that they provide structural integrity and protection for the cell 
body.  
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Phaeodarian are large single cells with have a central endoplasm and a peripheral, slime-
mold-like ectoplasm. These two regions are separated by a perforated capsular membrane. The 
siliceous test is topologically within the ectoplasm, and surrounded by the cytokalymma, a 
structure that may play a role in both the deposition and templating of the test’s silica (Anderson, 
1937). Phaeodarian test pattern formation remains largely a mystery because live specimens 
cannot be obtained without ship-based deep-sea collection techniques. Even once they are 
acquired, watching their development is currently impossible, so quantify the geometry of their 
test structure is the best way to gain clues for their pattern formation mechanisms.  
We use x-ray micro-computed tomography (micro-CT) to image cleaned tests of 
phaeodarians recently collected from the field. This imaging technique allows us to obtain a 
micron-resolution three-dimensional image of the structure of the test (Plessis et al, 2017). This 
non-destructive method is particularly useful given the difficulty of sample collection. The image 
collection process in micro-CT involves recording two-dimension x-ray images from different 
angles (chosen by the user) and digitally reconstructing a three-dimensional image. Although 
volume renders are possible and commonly used, phaeodarian tests are best described by a 
surface, so we instead generate surface renders of the tests. Industrial, as opposed to medical, 
micro-CT scanners have a small resolution size, ideal for our studies, and the instrument we use 
for our studies has a resolution limit of 2.5 ;<. The thickness of a phaeodarian test is below this 
resolution limit, so we add a thick layer of sputter coated metal to visualize the samples. Sample 
preparation of siliceous tests is minimal and limited to cleaning the test of organic material prior to 
sputter coating; no embedding or staining is involved. 
 
5.2.2 Sample collection and identification  
We collected Phaeodarian specimens below the photic zone at depths between 200-1000m using 
a Mother Tucker trawl net with a thermally protected cod end from two cruises on the R/V Hugh 
R. Sharp off the Delaware coast, USA, one in July 2016 and the second in July 2018. Samples 
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large enough to pick out by eye (> 1mm) were separated from the trawl immediately, placed petri 
dishes with cold, fresh seawater, and isolated from debris with care using forceps.  
 
Figure 5. 5: Image of phaeodarian taken on R/V Hugh R. Sharp. 
Phaeodaria radial spikes readily stuck to trawl bucket debris and isolating perfectly intact tests 
was difficult, so many samples had holes in their structure. Samples for SEM imaging of organic 
structure were preserved in 2% glutaraldehyde in seawater, and samples for microCT were either 
preserved in 1% glutaraldehyde in seawater for long-term storage or kept in fresh seawater for 
immediate cleaning. We identified two species of Phaeodarians, Aulosphaera triodon and 
Aulosphaera labradoriensis using the marine species identification portal (http://species-
identification.org/). 
 
5.2.3 SEM of organic material 
For SEM imaging of Phaeodarian organic structure, already-preserved Phaeodarians 
were washed in deionized water for 5 minutes, submerged in 1x PBS for another 5 minutes, and 
dehydrated with an ethanol series. They were then dried in hexamethyldisilazane (HMDS), placed 
onto SEM stubs and sputter coated with a 4 nm thick layer of gold-palladium using an SPI Module 
Sputter Coater. Finally, samples were imaged using a FEI Quanta FEG 250. 
86 
 
 
Figure 5. 6: SEM of organic structure on phaeodarian surface. A sheath of organic material overlays the 
phaeodarian test (left), and each skeleton tube is encompased in a secondary organic material, potentially the 
cytokalymma, the sheath that contains the skeleton tube (middle and right).  
 
5.2.4 X-ray-computed tomography  
Samples for micro-CT first had to be cleaned of organic material to visualize the silica test. 
Samples were first submerged in hydrogen peroxide (H2O2) at 70oC for 1 hour, and then 
submerged in 50% nitric acid (HNO3) at 120oC for another hour. If the organic material was not 
fully dissolved, samples were rinsed with DI water and submerged in H2O2 with potassium 
permanganate (KMnO4) at 70oC for as long as was necessary to fully dissolve the organic 
material. Cleaned samples were then rinsed several times in EtOH and submerged in HMDS for 
7 minutes. They were placed on microscope slides, covered and left overnight to dry at room 
temperature.   
Dried samples were then sputter coated with a ~1 ;< thick layer of gold-palladium using 
a SPI Module Sputter Coater. The resolution limit of instrument used for imaging is 3.5 µm, and 
the thickness of silica tubes is about 1-2 µm, which was measured using imageJ from SEM 
images of samples. Since the silica structures are below the resolution limit of the instrument, a 1 
µm thick sputter coating layer was deposited on the test to be able to visualize it (Fig. 5.6). 
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Figure 5. 7: Hollow silica tubes. SEM images show that the silica tubes are in fact hollow and that a ~1 ;< thick layer 
of metal was successfully deposited on their surface.  
 Micro-CT images were taken with a Scanco Medical microCT 35. Samples were placed 
on top of a low-density material, a cotton swab, inside of a 7 mm diameter sample holder tube to 
prevent movement of the sample during scanning. The ideal scanning parameters were tested 
and found to provide greatest contrast and image quality when the tube voltage was set to 70kV, 
the power was set to 0.7W, and the integration time was chosen as 800ms. DICOMM files were 
then acquired and imported into the OsiriX MD software for thresholding and surface-rendering 
(Fig 5.7). We used the “spicule” thresholding preset, which was ideal for identifying siliceous 
structures.  
 
10µm50µm
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Figure 5. 8: X-ray-computed tomography and SEM images of tests of two phaeodarian species. Aulosphaera 
labradoriensis (left) and Aulosphaera triodon (right). 
 
5.2.5 Conclusions 
We are able to obtain full three-dimensional images of cleaned phaeodarians tests using x-ray-
computed tomography. This is, to the best of our knowledge, the first micro-CT image of 
phaeodarians, which gives the great advantage of having full 3D structure available. It is 
interesting to notice that the test shapes are not perfectly spherical and their polygonal 
distribution is different between different species (Fig. 5.8). Aulosphaera labradoriensis is 
composed of triangles connected by vertices; these vertices have six connections and, in 
accordance with Euler’s characteristic, some have five instead. Aulosphaera triodon, on the other 
hand, is composed of a combination of triangles and squares. Careful SEM observations indicate 
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that the squares are not simply two neighboring triangles whose middle strut is broken. Our goal 
is to characterize the structure of these geodesics by stereographically projecting these 3D 
images onto a 2D plane. A stereographic projection is conformal, meaning it preserves angles, 
but it does not preserve distances between points or areas. Such a mapping will be useful in 
understanding the topology of the network to define its structure.  
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Chapter 6 
 
 
Conclusion  
 
 
At the beginning of this thesis, we asked ourselves: how many patterns in the biological world 
arise due to cells’ transcriptomes directly encoding the construction of a structure block-by-block, 
and how many arise due to passive self-assembly by physical forces? To answer this question, 
we used a multi-disciplinary approach to elucidate the pattern formation mechanism for the 
extracellular patterns found on the single cells of pollen grain surface. We also began exploring 
two more systems of extracellular patterning on single cell surface, butterfly wing scales and 
phaeodarians.  
We developed a histochemical technique for electron microscopy and imaged the 
development of pollen surfaces using SEM, producing a rarely-seen view of the surface during 
development. This allowed us to finally see that the primexine, a multi-component polysaccharide 
matrix, phase separates into its constituents on the cell surface and when coupled to the cell 
membrane, producing stable modulated phases. We then analyzed the composition of this matrix 
and found that it was consistent with the literature’s prediction that it is a complicated 
polysaccharide mixture. We developed a physical model to describe the phase transition of the 
primexine coupled to the cell membrane and explored features of this model such as its relation 
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to the 2D infinite flat sheet calculation and, of course, the energetically stable equilibrium states. 
When we began matching our simulation results to extant pollen patterns, we were surprised to 
find that only ~10% of pollen patterns are these beautifully symmetric states. The rest of the 90% 
look more disordered; but, with the exploration of a conserved dynamics model of phase 
transitions, we were also able to recapitulate these more foamy-looking patterns. We then applied 
our theory to try to tackle the question of whether or not these symmetric patterns have a function 
(i.e. have they been selected for). Using our new mathematical description, we were able to 
assign character states for an evolutionary trait reconstruction analysis and found that these 
patterns were not being selected for, and they might just be a neutral, happy accident (for us!) of 
nature.   
 We then applied our developed histological techniques of polysaccharide preservation to 
imaging butterfly wing scale development and found evidence of a similar, electron-dense 
transient material whose spatial arrangement indicates that it could be phase-separating and 
dictating the pattern formation similarly to that seen on pollen grain surfaces. We also addressed 
the patterns found in a marine, single-celled organism, and used micro-CT imaging to visualize 
the full, three-dimensional structure of the phaeodarian skeleton.  
A particularly fascinating aspect of our theoretical model is that nearly all of the pollen 
space of extant pollen can be recapitulated by such a simple, scalar field. However, if we replace 
our scale field with a more accurate order parameters that treats the primexine as a liquid crystal 
or amphiphilic molecule, we may find more nuanced features of the surface patterns or may 
produce a different dependence on phenomenological parameters. We also confirm the presence 
of polysaccharides in the primexine and speculate on their compositions, but it is likely the 
primexine also contains proteins that could be modeled by a more accurate scalar field. We also 
disregard fluctuations in our calculations, but it has been shown that in similar modified Landau-
Ginzburg systems, fluctuations do alter the surface patterns and move phase boundaries (Luo 
and Maibaum, 2018), so a next step for our theory would be to treat apply thermal fluctuations to 
our model and see how they affect the equilibrium states.   
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A potentially powerful consequence of this work is that we have provided a potentially 
new characterization scheme for pattern on spherical cell surfaces. For pollen in particular, 
applying these to models of pollen patterning evolution could allow us to answer more detailed 
questions of how these surface patterns may affect pollen reception, dispersal, and viability, and 
how this may affect local populations of plants, and what it could tell us about the survival of 
certain species.  
Currently, there is a lot of interest in using physical descriptions of phase transitions to 
understand biological patterns, especially in organelles. However, there is an important distinction 
to be made between our system and these systems that are not necessarily at equilibrium. We 
model a process that occurs after the deposit of a material into the extracellular, where active 
metabolism is diminished or absent. Because of this, our application of equilibrium statistical 
mechanics is well-founded, and we do not worry about the effects of non-equilibrium phase 
transitions.  
More than 100 years ago, D’Arcy Thompson was one of the first people to entertain the 
idea that biological patterns could be templated by purely physical, self-assembly mechanism. In 
this thesis, we hope to have shown that his conjecture, at least for the extracellular space of 
single cells in biological systems, was visionary for his time. A major insight of this work is that the 
mechanical coupling between a surface phase separation and the cell membrane is what 
generates a pattern.  We propose that similar patterns from mechanically coupled modulated 
phases may be widespread in living systems, in particular in insect exoskeletons and fungal cell 
walls.  
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APPENDIX 
 
A.1. Implementation of Gaunt matrix symmetries and selection rules to simplify the computation 
of the free energy (Eq. 3.12): 
ℋ# = Z#3! e ΥdX,dT,dz¬,¬,¬ 
¬dX
¬dT
¬dzg = Ø
#Z#3! e e e ΥdX,dT,dz¬,¬,¬ fdXfdTfdzdXdTdz  
= Ø#Z#3! e e ñΥ,dT,dz¬,¬,¬ ffdTfdz + e ΥdX,dT,dz¬,¬,¬ fdXfdTfdz + ΥIdX,dT,dz¬,¬,¬ −1	dXfdX∗ fdTfdzdX­ òdTdz  
= Ø#Z#3! e óñΥ,,dz¬,¬,¬f!fdz + e ΥdX,,dz¬,¬,¬ fdXffdz + ΥIdX,,dz¬,¬,¬ −1	dXfdX∗ ffdzdX­ òdz
+ e ñΥ,dT,dz¬,¬,¬ ffdTfdz + Υ,IdT,dz¬,¬,¬ −1	dTffdT∗ fdzdT­
+ e ΥdX,dT,dz¬,¬,¬ fdXfdTfdz + ΥdX,IdT,dz¬,¬,¬ −1	dTfdX fdT∗ fdzdX­
+ ΥIdX,dT,dz¬,¬,¬ −1	dXfdX∗ fdTfdz + ΥIdX,IdT,dz¬,¬,¬ −1	dX¶dTfdX∗ fdT∗ fdzòô 
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= Ø#Z#3! õóñΥ,,¬,¬,¬f# + e ΥdX,,¬,¬,¬fdXf! + ΥIdX,,¬,¬,¬ −1	dXfdX∗ f!dX­ ò
+ e ñΥ,dT,¬,¬,¬ f!fdT + Υ,IdT,¬,¬,¬ f!fdT∗dT­
+ e ΥdX,dT,¬,¬,¬ fdXfdTf + ΥdX,IdT,¬,¬,¬ −1	dTfdXfdT∗ f + ΥIdX,dT,¬,¬,¬ −1	dXfdX∗ fdTfdX­
+ ΥIdX,IdT,¬,¬,¬ −1	dX¶dTfdX∗ fdT∗ fòô
+ e óñΥ,,dz¬,¬,¬f!fdz + Υ,,Idz¬,¬,¬ −1	dzf!fdz∗dz­
+ e ΥdX,,dz¬,¬,¬ fdXffdz + ΥdX,,Idz¬,¬,¬ −1	dzfdXffdz∗ + ΥIdX,,dz¬,¬,¬ −1	dXfdX∗ ffdzdX­
+ ΥIdX,,Idz¬,¬,¬ −1	dX¶dzfdX∗ ffdz∗ ò
+ e ñΥ,dT,dz¬,¬,¬ ffdTfdz + Υ,dT,Idz¬,¬,¬ −1	dzffdT fdz∗ + Υ,IdT,dz¬,¬,¬ −1	dTffdT∗ fdzdT­
+ Υ,IdT,Idz¬,¬,¬ −1	dT¶dzffdT∗ fdz∗
+ e ΥdX,dT,dz¬,¬,¬ fdXfdTfdz + ΥdX,dT,Idz¬,¬,¬ −1	dzfdX fdTfdz∗dX­
+ ΥdX,IdT,dz¬,¬,¬ −1	dTfdXfdT∗ fdz + ΥdX,IdT,Idz¬,¬,¬ −1	dT¶dzfdXfdT∗ fdz∗
+ ΥIdX,dT,dz¬,¬,¬ −1	dXfdX∗ fdTfdz + ΥIdX,dT,Idz¬,¬,¬ −1	dX¶dzfdX∗ fdTf dz∗
+ ΥIdX,IdT,dz¬,¬,¬ −1	dX¶dTfdX∗ fdT∗ fdz + ΥIdX,IdT,Idz¬,¬,¬ −1	dX¶dT¶dzfdX∗ fdT∗ fdz∗ òôö 
ΥdX,dT,dz¬,¬,¬ = 0 if <P + <! + <# ≠ 0, keep <P + <! + <# = 0 terms only and let <# = −<P + <!	: 
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= Ø#Z#3! õóñΥ,,¬,¬,¬f# + e ΥdX,IdT,¬,¬,¬ −1	dTfdX fdT∗ f + ΥIdX,dT,¬,¬,¬ −1	dXfdX∗ fdTfdX,dT­ ò
+ e ΥdX,,IdX¬,¬,¬ fdXfdX∗ f + ΥIdX,,dX¬,¬,¬ fdXfdX∗ fdX­
+ e Υ,dT,IdT¬,¬,¬ fdTfdT∗ f + Υ,IdT,dT¬,¬,¬ −1	dTfdTfdT∗ fdT­
+ e ñ e ΥdX,dT,IdX¶dT	¬,¬,¬ −1	dX¶dTfdXfdTfdX¶dT∗ dX­dT­
+ e ΥdX,IdT,dTIdX¬,¬,¬ −1	dTfdXfdT∗ fdTIdXdTdX­
+ e ΥdX,IdT,dTIdX¬,¬,¬ −1	dXfdXfdT∗ fdXIdT∗¬dX­dT ò
+ e ñ e ΥIdX,dT,dXIdT¬,¬,¬ −1	dTfdX∗ fdTfdTIdX∗dTdX­dT­
+ e ΥIdX,dT,dXIdT¬,¬,¬ −1	dXfdX∗ fdT fdXIdT¬dX­dT ò
+ e ΥIdX,IdT,dX¶dT¬,¬,¬ fdX∗ fdT∗ fdX¶dTdX,dT­ ôö 
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= Ø#Z#3! ñãΥ,,¬,¬,¬ f# + e ΥdX,,IdX¬,¬,¬ −1	dXfdXfdX∗ f + ΥIdX,,dX¬,¬,¬ −1	dXfdX fdX∗ fdX­
+ e Υ,dT,IdT¬,¬,¬ −1	dTfdT fdT∗ f + Υ,IdT,dT¬,¬,¬ −1	dTfdTfdT∗ fdT­
+ e e ΥdX,dT,IdX¶dT	¬,¬,¬ −1	dX¶dT fdXfdT fdX¶dT∗dX­dT­
+ e ñ e ΥdX,IdT,dTIdX¬,¬,¬ −1	dT fdXfdT∗ fdTIdXdTdX­dT­
+ ΥIdX,dT,dXIdT¬,¬,¬ −1	dTfdX∗ fdTfdTIdX∗ 
+ e ΥdX,IdT,dTIdX¬,¬,¬ −1	dXfdXfdT∗ fdXIdT∗¬dX­dT
+ ΥIdX,dT,dXIdT¬,¬,¬ −1	dXfdX∗ fdTfdXIdTò
+ e e ΥIdX,IdT,dX¶dT¬,¬,¬ −1	dX¶dTfdX∗ fdT∗ fdX¶dTdX­dT­ äò 
Next, we implement the rule that gaunt matrices are invariant under any permutation: ΥdX,dT,dz¬,¬,¬ =
ΥdT,dX,dz¬,¬,¬ = °Êf. 
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= Ø#Z#3! óñΥ,,¬,¬,¬f# + 2 e ΥdX,,IdX¬,¬,¬ −1	dX fdXfdX∗ fdX­ + 2 e Υ,dT,IdT¬,¬,¬ −1	dTfdTfdT∗ fdT­
+ e e ΥIdX,IdT,dX¶dT¬,¬,¬ −1	dX¶dTfdX∗ fdT∗ fdX¶dTdX­dT­
+ ΥIdX,IdT,dX¶dT¬,¬,¬ −1	dX¶dTfdX∗ fdT∗ fdX¶dT
+ e ñ e ΥdX,IdT,dTIdX¬,¬,¬ −1	dT fdXfdT∗ fdTIdXdTdX­dT­
+ ΥIdX,dT,dXIdT¬,¬,¬ −1	dTfdX∗ fdTfdTIdX∗ 
+ e ΥdX,IdT,dTIdX¬,¬,¬ −1	dXfdXfdT∗ fdXIdT∗¬dX­dT
+ ΥIdX,dT,dXIdT¬,¬,¬ −1	dXfdX∗ fdTfdXIdTòòô 
Finally, we implement the reflection property: ΥdX,dT,dz¬,¬,¬ = ΥIdX,IdT,Idz¬,¬,¬ . 
= Ø#Z#3! óΥ,,¬,¬,¬f# + 2 e ΥdX,,IdX¬,¬,¬ −1	dX fdXfdX∗ fdX­ + 2 e Υ,dT,IdT¬,¬,¬ −1	dTfdT fdT∗ fdT­
+ e e ΥdX,dT,IdX¶dT	¬,¬,¬ −1	dX¶dTfdXfdTfdX¶dT∗ + fdX∗ fdT∗ fdX¶dT dX­dT­
+ e ñ e ΥdX,IdT,dTIdX¬,¬,¬ −1	dTfdXfdT∗ fdTIdX + fdX∗ fdTfdTIdX∗ dTdX­dT­
+ e ΥdX,IdT,dTIdX¬,¬,¬ −1	dX fdXfdT∗ fdXIdT∗ + fdX∗ fdTfdXIdT¬dX­dT òô 
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= Ø#Z#3! óΥ,,¬,¬,¬f#
+ e ñ4ΥdT,IdT,¬,¬,¬ −1	dTffdTfdT∗¬dThP
+ e ΥdX,dT,IdX¶dT	¬,¬,¬ −1	dX¶dTfdXfdTfdX¶dT∗ + fdX∗ fdT∗ fdX¶dT¬dXhP
+ e ΥdX,IdT,dTIdX¬,¬,¬ −1	dTfdXfdT∗ fdTIdX + fdX∗ fdTfdTIdX∗ dTdXhP
+ e ΥdX,IdT,dTIdX¬,¬,¬ −1	dXfdXfdT∗ fdXIdT∗ + fdX∗ fdTfdXIdT¬dXhdT¶P òô. 
 
The fourth order term can be similarly expanded out and then simplified using the properties and 
symmetries of gaunt coefficients.  
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