In this paper, we consider the numerical solution of a class of optimal control problems involving variable time points in their cost functions. The control enhancing transform is first used to convert the optimal control problem with variable time points into an equivalent optimal control problem with fixed multiple characteristic time (MCT). Using the control parametrization technique, the time horizon is partitioned into several subintervals. Let the partition points also be taken as decision variables. The control functions are approximated by piecewise constant or piecewise linear functions in accordance with these variable partition points. We thus obtain a finite dimensional optimization problem. The control parametrization enhancing control transform (CPET) is again used to convert approximate optimal control problems with variable partition points into equivalent standard optimal control problems with MCT, where the control functions are piecewise constant or piecewise linear functions with pre-fixed partition points. The transformed problems are essentially optimal parameter selection problems with MCT. The gradient formulae for the objective function as well as the constraint functions with respect to relevant decision variables are obtained. Numerical examples are solved using the proposed method.
Introduction
Optimal control theory has many successful practical applications in areas ranging from economics to various engineering disciplines. Since most practical problems are rather too complex to allow analytical solutions, numerical methods are unavoidable for solving these complex practical problems. There are numerous computational methods for solving various practical optimal control problems. For details, see [3, [10] [11] [12] and [9] . In particular, the control parametrization technique is used in [11] , while the control parametrization enhancing technique (CPET) is introduced in [7] .
In this paper, we consider the numerical solution of a optimal control problem involving variable time points. Its motivation comes from a situation in which a target is moving as a function of time in a space. A space-craft is launched into the Space and its trajectory is maneuvered by certain control actions. The mission of the space-craft is to take measurements at various time points over a given mission period which is divided into a number of time subintervals. Each of the time points is to be selected from the respective time subinterval. Suppose we wish to take the measurement in each time subinterval at the time point at which the distance between the moving target and the space-craft is minimum. Let the sum of these distances be the cost function. Then we have an optimal control problem, where the control actions of the space-craft and the variable time points are to be chosen optimally with respect to the given cost function. A different problem, also involving variable time points, has been discussed in [2] and [1] from the theoretical point of view. In that problem, each equation in the dynamical system is defined on an interval with variable initial and termination time points which are decision variables. The dynamical system of the problem considered here has fixed initial and termination time points, but has some variable observation time points within the time interval. Also, the main focus of the present paper is to present some efficient techniques for the numerical solution of optimal control problems with variable time points, while [2] and [1] are only concerned with the theory of necessary optimality conditions for their problems. The rest of our paper is organized as follows.
A general class of optimal control problems containing the situation just mentioned above as an example is formulated in Section 2, where the cost function includes multiple variable time points. The control parametrization enhancing technique is used to transform the problem into a form solvable by the control parametrization technique in Section 3. More specifically, the control parametrization transform [7] is first used to convert the optimal control problem with variable time points to an equivalent optimal control problem with fixed multiple characteristic time (MCT) (cf. [8] ). Using the control parametrization technique [11] , the time horizon is partitioned into several subintervals. The control functions are approximated by piecewise constant or piecewise linear functions with pre-fixed partition points. We thus obtain a finite dimensional optimization problem. Clearly, a finer partition would produce a more accurate solution. It is also intuitively clear that the number of partitions can be much reduced if the partition points are taken as decision variables. However, it is pointed out in [12] that there are several numerical difficulties associated with such a direct approach. The control parametrization enhancing control transform (CPET) (cf. [12] ) is used to convert approximate optimal control problems with variable partition points [3] Optimal control problem with variable time points 465 into equivalent standard optimal control problems with MCT, where the control functions are piecewise constant or piecewise linear continuous functions with pre-fixed partition points. The transformed problems are essentially optimal parameter selection problems with MCT. The gradient formulae for the objective function as well as the constraint functions with respect to relevant decision variables are derived in Section 4. With these gradient formulae, each of the transformed optimal control problems is solvable as an optimal parameter selection problem, and the software MISER 3.2 [6] can be modified for solving these optimal parameter selection problems. In Section 5, two examples are solved using the proposed method. Section 6 concludes the paper.
Problem formulation
Consider a process described by the following system of differential equations defined on [0, T\.
1) 
Furthermore, let a, and b t , i -1 , . . . , 5, c,, and d h i = 1 , . . . , m, be fixed constants. Define is minimized subject to the constraints respectively. Let this optimal control problem be referred to as Problem (P).
Transformation
Let s € [0, k + 1] be a new time variable and let v{s) be defined by and satisfies 
(s) = x(t(s)) and w(s) = u(t(s)). The constraints
Define u>(.s) = (u>i(s), 102(5),..., io m (i)) where w h i = 1 , . . . , m, satisfy the constraints (3.7). Let W be the set of all such functions w(s), and the Problem (P) is now transformed into the following optimal control problem: Given the dynamical system (3.4)-(3.5), find an admissible element (v, w, z) e y* x W x Z such that the cost function:
is minimized subject to the constraints:
This problem is referred to as Problem (P*). An admissible element (v, w, z) e "V* x W x Z (respectively, (f, M, Z)) is called a feasible element of Problem (P*) (respectively, Problem (P)) if the constraints (3.9)-(3.12) (respectively constraints (2.5)-(2.8)) are satisfied. PROOF. Let (*,, «,, z,) e (y x <2r x Z) be a feasible element of Problem (P) and let (vi, u>i, Z\) € y x # x Z be the corresponding feasible element of problem (P*). Then it is easy to check that x(t) is the solution of (2.1)-(2.2) if and only if y(s) is the solution of (3.4H3.5), and =go(vi,w lt zi).
(3.13)
Hence the results follow readily.
In Problem (P) the cost function (2.4) is to be minimized with respect to (t, u, z) € ( f x f x Z ) where t = [t t ,..., t k ] and u,i = \,... ,k, are switching times. On the other hand, the cost function (3.8) in Problem (P*) is to be minimized with respect to (v, w, z) 6 y* x IP x Z, where v{t) is a nonnegative piecewise constant function. Since Problem (P) is equivalent to Problem (P*), we choose to solve Problem (P*) which is an optimal control problem with multiple characteristic times (see [8] ). The main reason is that Problem (P*) is numerically more tractable, as it does not involve variable switching times.
In Under the CPET, the system dynamics change to: 
s(P)J \0 where y(s) = x(t(s(q))).
The constraints (3.7) are reduced to (3.14). Problem (P*) is now transformed into the following optimal control problem: Given the dynamical system (3.16)-(3.17) find an admissible element (u, J/, a, z) e ^' x 8 x E x Z such that the cost function
This problem is referred to as Problem (P**). Problem (P**) is an approximate optimal control problem with MCT, where the control functions are piecewise constant or piecewise continuous functions with pre-fixed partition points. Hence it can be viewed as an optimal parameter selection problem with MCT.
Gradient formulae
To solve Problem (P**), we need to derive the gradient formulae of the cost function as well as the constraint functions gj ( £^= 1 v jt y(i | i) , a, z), z), j = 0, 1 , . . . , q, i = 1,... ,k, (3.9). Let us do this for a slightly more general problem, and hence the notation used in this section is applicable only to this section. For example, T = (TI, r 2 , . . . , x k ) is used to denote the vector of multiple characteristic times. The parameter set (v, ri,a,z) is replaced by z, and the cost functional is generalized to
use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/S1446181100012086 [9] Optimal control problem with variable time points 471
where 0 = r 0 < Zi < • • • < r k < r* + i = T. The state is described by the following system of differential equations:
with the initial conditions
Let 2? replace ( f x G x E x Z ) . The optimal parameter selection problem (P**) is to find an admissible element : e J such that the cost function (4.1) is minimized subject to the constraints:
For each j = 0 , 1 , . . . , / , the corresponding costate system is given by the following system of differential equations:
where t e ( T , . , , r,), / = 1, 2, ...,k+1, and, for each; = 0,1,..., I, Hj = hj +Xj is the corresponding Hamiltonian.
The costate system is subject to the boundary conditions:^^ = 1 r ( T -) t / = ! , . . . , , , ( 4 .6)
For the gradient of the cost function as well as the constraint functions gj (z), j = 0, 1 , . . . , / , with respect to the system parameter z, we have the following theorem. PROOF. Let us re-write (4.1) and (4.4) as
use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/S1446181100012086
and the dynamical system (4. use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/S1446181100012086
2) as x(t) = S(t)x°(z) + f(t,x(t), z)
[13]
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We thus obtain the approximate optimal control problem with MCT: Given the dynamical system 5>, = rjvy 2 This is an optimal control problem with MCT cost function. Using the gradient formulae obtained in Section 4, the optimal control software package MISER 3.2 can be adapted to solve this optimal control problem. Figure 1 shows the optimal trajectory of x*(t) and the trajectory for x o (t) = sin(4r) + It. The optimal observation times are t x = 0.7, t 2 -0.8, f 3 = 1.67, t 4 = 1.81, t 5 = 2.59, t 6 = 2.75 with a minimum cost function value of 0.027889. Figure 2 shows the optimal control functions u*(t), u\{t) respectively. EXAMPLE 2. A three dimensional optimal control problem with variable characteristic times in the cost function. 
Conclusion
A computational method was obtained for solving the optimal control problem with time variables in the objective function. The method is based on the combination of the control enhancing transform and the control parametrization technique. The method is efficient and supported by rigorous mathematical analysis. Two numerical examples are solved using this method.
