Introduction
A permutation of the set N = f1; 2; 3; : : :g is called nitary if it xes all but nitely many elements. The nitary symmetric group 1 is the group of all nitary permutations of N. The nitary alternating group A 1 is de ned as the group of all even nitary permutations of N. Clearly, 1 and A 1 are locally nite groups.
They can be represented as the unions 1 = n 1 n ; A 1 = n 1 A n where n and A n are the groups of all permutations and all even permutations of the set f1; 2; : : :; ng, respectively.
Let F be an arbitrary eld of characteristic p > 0.
The main result of this paper is a description of the maximal two-sided ideals of the group algebras F 1 and FA 1 for the case p > 2. In particular, we show that there are exactly p ? 1 of them in F 1 and p?1 2 in FA 1 .
In the last years there has been a noticeable progress in the theory of group algebras of locally nite groups, see the expository paper 23] and references there. A. E. Zalesskii has shown that the ideals (we always mean two-sided ones) of these algebras are closely related with the so-called inductive systems, see De nition 2.1 below. This idea is crucial in our approach here. It allows one to reduce many problems on ideals of F 1 and FA 1 to the ones on modular representations of nite groups n and A n .
To describe our main results in details we need some facts and terminology from the modular representation theory of the symmetric group. The main reference here is 10]. Let = (l 1 l 2 l m > 0) be a partition of n (we write j j = n). We de ne h( ) = m (1) and ( ) = l 1 ? l m + m (2) 1991 Mathematics Subject Classi cation. 20C05, 16S34.
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The irreducible F n -modules are parametrized by the p-regular partitions of n. If is such a partition we denote by D the corresponding irreducible. For s = 1; 2; : : :; p ? 1 and n > (p ? s)(s ? 1) set (s) n = fD j j j = n; h( ) = s; ( ) I(s) n ; s = 1; : : :; p ? 1; are exactly all distinct maximal (two-sided) ideals of F 1 , and I(s)\F n = I(s) n for n > (p ? s)(s ? 1) .
(ii) Set J(t) n = \ D2 (t)n Ann FAn (D#A n ); t = 1; : : :; p ? 1 2 ; n > (p ? t)(t ? 1):
Then J(t) n = J(t) n+1 \ FA n for all t; n. Moreover, J(t) = n>(p?t)(t?1) J(t) n ; t = 1; : : :; p ? 1 2 ; are exactly all distinct maximal (two-sided) ideals of FA 1 , and J(t)\FA n = J(t) n for n > (p ? t)(t ? 1). (iii) I(s) \ FA 1 = J(t) where t = min(s; p ? s), s = 1; : : :; p ? 1. Remark. (1) Theorem 1.1 was conjectured by A. E. Zalesskii. (5) Tensoring F n -modules with the one-dimensional sign representation is one of the crucial methods used in our proofs. This is why the case p = 2 happened to be exceptional in this paper. A.E. Zalesskii observed that if p = 2 there exists at least one maximal ideal in both F 1 and FA 1 which is di erent from the augmentation ideal. But it remains unclear if there are other maximal ideals.
(6) We note that for a ground eld of characteristic 0 there is a complete description of the ideal lattice in the group algebra of 1 , see 6, 18] . In particular, Aug(F 1 ) and Aug (F 1 ) are the only maximal ideals of F 1 . Much less is known about modular group rings. Important information is contained in the papers 7, 19, 21, 22] .
(7) The ideals we consider play a role in the theory of identities of algebras, see 1, 18, 19, 20] . (8) In this paper we use recent results from modular representation theory of symmetric groups related with branching rules 13] and tensoring with sign (Mullineux Conjecture) 5], 2].
(9) All results of this paper about the groups 1 and A 1 can be easily generalized to the nitary symmetric and alternating groups and A of an uncountable set . One just has to use inductive limits instead of unions. We leave details to the reader.
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Notation F a eld of characteristic p > 0; n (resp., A n ) the symmetric (resp., alternating) group on f1; : : :; ng; P n the set of all p-regular partitions of n; j j = n means \ is a partition of n"; S (iii) follows immediately from (i).
Let X be a maximal ideal of FG. Then FG=X is simple. Observe that FG=X is not locally nilpotent (for example because it contains the identity). Therefore X is semiprimitive. Now (ii) follows from (i) .
(v) For an ideal X of FG we denote by X the smallest semiprimitive ideal of FG containing X (it coincides with the intersection of the semiprimitive ideals containing X). Since I( (X)) is semiprimitive and contains X, we have X I( (X)). The inclusions X X I( (X)) imply ( X) = (X). Now note that 
If l i > l i+1 then the node (i; l i ) is called a removable node for (l m+1 is interpreted as 0). If A = (i; l i ) is a removable node for we denote by A the partition (l 1 ; : : :; l i?1 ; l i ? 1; l i+1 ; : : :; l m ) of n ? 1 whose Young diagram is nfAg. We call (i; j) an indent node for if l i < l i?1 , j = l i + 1 (l 0 is interpreted as +1).
We list some known results on representations of n for future reference. All modules over n are F n -modules. (1) ; (2) ; (3) ; : : : as follows.
(1) = ; (i) = (i?1) n fp ? edge of (i?1) g for i > 1. We choose z to be maximal with respect to (z) 6 = ;. The Mullineux symbol of is an array G( ) = a 1 a 2 : : : a z r 1 r 2 : : : r z where a i is the number of nodes of the p-edge of (i) , and r i = h( (i) ) is the number of rows in (i) , i = 1; 2; : : :; z. Remark. Lemma 4.6 is known 8]. We reprove it here for completeness only. Note however that the result is insu cient to prove Proposition 4.14. There we do have to use Theorem 3.5. We need to somewhat develop Lemma 4.7. Our goal now is Proposition 4.14. The rest of this section is devoted to certain results concerning the Mullineux map described at the end of Section 3. It follows from the Mullineux algorithm that h( ) = p+d?r. Moreover, the p-edge of a partition has nodes in every row. In particular, the p-edge of a partition with s rows has at least one node in the sth row. It follows from the form of G( ) found above that the partitions (1) ; (2) (7) where D is an F n -module and sgn in the left (resp., right) hand side means the sign representation of n (resp., n?1 ). The second part follows from the equality ( ) = .
Lemma 5.6. Let s 2 f1; 2; : : :; p ? 1g. Then 
We call a number t 2 N admissible for if for any N 2 N there is f > N such that D (t;f) belongs to j (t;f)j . By Lemma 4.10, we have t 2 N is admissible for if and only if D (t;f) 2 j (t;f)j for all f 2 N: (9) By (8) (13), (14) and (15) Proof. Let S be the set of all inductive systems for 1 which satisfy the following two conditions:
(1) = .
(2) If is an inductive system for 1 , , and = then = . By Theorem 6.10, f #A 1 j 2 Sg is the set of all distinct minimal inductive systems for A 1 .
We claim that 2 S if and only if = (s) (s) for some s 2 f1; 2; : : :; p?1g (see (6) ). Indeed, let 2 S. By Theorem 5.7, f (s) j 1 s p ? 1g are exactly all minimal inductive systems for 1 . So contains some (s). Since = , we also have (s) . Thus (s) (s) . Since ( (s) (s) ) = (s) (s) and 2 S, we conclude that = (s) (s) . On the other hand, if (s) (s) = 2 S then there exists an inductive system with = such that 6 = (s) (s) . As above, we nd t 2 f1; 2; : : :; p ? 1g such that (t) (t) . Therefore, (t) (t) 6 = (s) (s) for some s; t 2 f1; 2; : : :; p?1g, which is false in view of Lemma 5.6 and the de nition of (u). Since ( (s) (s) )#A 1 = (s)#A 1 it remains to use Lemma 5.6 another time.
Lemma 6.12. The inductive systems (s)#A 1 , s = 1; 2; : : :; p?1 2 are semisimple.
Proof. This follows immediately from the fact that (s) are semisimple.
