The goal of image segmentation is to simplify the representation of an image to items meaningful and easier to analyze. Medical image segmentation is one of the fundamental problems in image processing field. It aims to provide a crucial decision support to physicians. There is no one way to perform the segmentation. There are several methods based on HMRF. Hidden Markov Random Fields (HMRF) constitute an elegant way to model the problem of segmentation. This modelling leads to the minimization of an energy function. In this paper we investigate direct search methods that are Nelder-Mead and Torczon methods to solve this optimization problem. The quality of segmentation is evaluated on grounds truths images using the Kappa index called also Dice Coefficient (DC). The results show the supremacy of the methods used compared to others methods.
INTRODUCTION
MRI -Magnetic Resonance Imaging, CT -Computed tomography, Radiography, digital mammography, and other imaging modalities have indispensable role in disease diagnosis. However, they produce a huge number of images for which the manual analysis and interpretation has become a difficult task. The automatic extraction of meaningful information is one among the segmentation challenges. In the literature several approaches have been proposed such as active contour models (Kass et al., 1988) , edge detection (Canny, 1986) , thresholding (Sahoo et al., 1988) , region growing (Adams and Bischof, 1994) , MRFMarkov Random Fields (Manjunath and Chellappa, 1991) , etc.
HMRF -Hidden Markov Random Field, a generalization of Hidden Markov Model (Baum and Petrie, 1966) provides an elegant way to model the segmentation problem. Since the seminal paper of Geman and Geman (1984) , Markov Random Fields (MRF) models for image segmentation have been investigated intensively (Manjunath and Chellappa, 1991; Panjwani and Healey, 1995; Held et al., 1997; Hochbaum, 2001; Zhang et al., 2001; Deng and Clausi, 2004; Kato and Pong, 2006; Yousefi et al., 2012) . The main idea underlying the segmentation process using HMRF is: the image to segment (called also the observed image) and the segmented image (called also the hidden image) are seen like Markov Random Field. The segmented image is computed according to the MAP (Maximum A Posteriori) criterion (Wyatt and Noble, 2003) . MAP estimation leads to the minimization of energy function (Szeliski et al., 2008) . This problem is computationally intractable.
In this paper we examine HMRF to model the segmentation problem and the direct search methods: Nelder-Mead (Nelder and Mead, 1965) and Torczon (Kolda et al., 2003) , as the optimization techniques. In order to evaluate the segmentation quality we use the Kappa index criterion (Dice, 1945 ) also called Dice Coefficient (DC). The Kappa Index criterion gives us how much the segmentation result is close to the ground truth. The images have been obtained from the Brainweb 1 database (Cocosco et al., 1997) , widely used by the neuroimaging community, where the ground truth is known.
The achieved results are very satisfactory and show a superiority of the our proposed methods: HMRF-Nelder-Mead and HMRF-Torczon, compared to other methods (Ouadfel and Batouche, 2003; Yousefi et al., 2012) Let X = {X 1 , X 2 , . . . , X M } be a family of random variables on the lattice S. Each random variable takes values in the discrete space Λ = {1, 2, . . . , K}. The family X is a random field with configuration set Ω = Λ M . A random field X is said to be an MRF (Markov Random Field) on S, with respect to a neighborhood system V (S), if and only if:
The Hammersley-Clifford theorem (Hammersley & Clifford, 1971) establishes the equivalence between Gibbs fields and Markov ones. The Gibbs distribution is characterized by the following relations:
where T is a global control parameter, called temperature, and Z is a normalizing constant, called the partition function. Calculating Z is prohibitive. Card(Ω) = 256 512×512 = 2 2097152 for a 512x512 gray level image. U(x) is the energy function of the Gibbs field defined as a sum of potentials over all the possible cliques C. The local interactions between the neighboring sites properties (gray levels for example) can be expressed as a clique potential.
Standard Markov Random Field

Ising Model
This model was proposed by Ernst Ising for ferromagnetism studies in statistical physics. The Ising model involves discrete variables s (spins), placed on a sampling grid. Each spin can take two values, Λ = {−1, 1}. The spins interact in pairs. The first order clique potential is defined by −Bx s and the second order clique potential is defined by:
The total energy is defined by:
The coupling constant β, between neighboring sites, regularize the model and B represents an extern magnetic field.
Potts Model
The Potts model is a generalization of the Ising model. Instead of Λ = {−1, 1}, each spin is assigned an integer value Λ = {1, 2, . . . , K}. In the context of image segmentation, the integer values are gray levels or labels. The total energy is defined by:
where δ is the Kronecker's delta:
When β > 0, the probable configurations correspond to neighboring sites with same gray level or label. This induces the constitution of large homogeneous regions. The size of these regions is guided by the value of β.
Hidden Markov Random Field
HMRF is a strong model for image segmentation. The image to segment is seen as a realization y = {y s } s∈S of a Markov Random Field Y = {Y s } s∈S defined on the lattice S. Each realization y s of the random variable Y s takes its values in the space of gray levels Λ obs = {0 . . . 255}. The configuration set of Y is noted as Ω obs . The segmented image is seen as the realization x = {x s } s∈S of another Markov Random Field X = {X s } s∈S , defined on the same lattice S. The realization x s of the random variable X s takes its values in the discrete space Λ = {1, 2, . . . , K}. K is the number of classes or homogeneous regions in the image. The configuration set of X is noted as Ω. Figure 1 shows an example of the image to segment as a realization y of Y and its segmented image with K = 4 seen as a realization x of X.
In the context of image segmentation, we face a problem with incomplete data (Dempster et al., 1977) . To every site s ∈ S is associated different information: observed information expressed by the random variable Y s ; missed or hidden information, expressed by the random variable X s . The Random Field X is called Hidden Markov Random Field.
The segmentation process consists in finding a realization x of X by observing the data of the realization y, representing the image to segment.
We seek a labelingx, which is an estimate of the true labeling x * , according to the MAP (Maximum A Posteriori) criterion (maximizing the probability P(X = x|Y = y)).
The first term of the numerator describes the probability to observe the image y, knowing the x label. Based on the assumption of conditional independence, we get the following formula:
The second term of the numerator describes the existence of the labeling x. The denominator is constant and independent of x. We have then:
where A is a constant, from the equation 2 and 11 we will have:
Maximizing the probability P(X = x|Y = y) is equivalent to minimizing the function Ψ(x, y).
We replace the equation 10 in the equation 15 and we obtain:
We assume that the variable [Y s = y s |X s = x s ] follows a Gaussian distribution with parameters µ k (mean) and σ k (standard deviation). By giving the class label x s = k, we have:
The Potts model is often used in image segmentation to privilege large regions in the image. The energy is then:
According to equations 17, 18 and 19 we get:
Optimization techniques to get the estimationx of the labeling x * are presented in next sections.
HMRF AND DIRECT SEARCH METHODS
Applying the optimization techniques is not obvious. Thus this section first gives the big picture of our approach. Let y = (y 1 , . . . , y s , . . . , y M ) be the image to segment into K classes. Instead of looking for the segmented image x = (x 1 , . . . , x s , . . . , x M ) we look for the vertex µ which contains the means of K classes µ = (µ 1 , . . . , µ j , . . . , µ K ). The segmented image x = (x 1 , . . . , x s , . . . , x M ) is computed by classifying y s to nearest mean µ j i.e., if the nearest mean of y s is µ j then x s = j, in the case of tie between two means then y s is classified to the smallest mean.
Let S j be the set all the sites s ∈ S in which the nearest mean to y s is µ j .
S j = {s ∈ S | x s = j ⇔ the nearest mean of y s is µ j } Let |S j | be the cardinal of S j . The standard deviation σ j is calculated as follow:
The image to segment y is known, so if we know the means µ j , then we can compute: its standard deviation σ = (σ 1 , . . . , σ j , . . . , σ K ), the segmented image x and the value of the function Ψ(x, y).
To segment the image, we look for the point µ = (µ j , j = 1 . . . K) where the function Ψ is minimal. This time, Ψ is seen as a function of µ:
Direct Search Methods
In this section we explain what we need to apply the direct search methods for solving our problem defined above. The popular Nelder-Mead method or the simplexbased direct search method was proposed by John Nelder and Roger Mead (1965) . The method starts with (n + 1) vertices in R n that are viewed as the vertices of a simplex. The process of minimizing is based on the comparison of the function values at (n + 1) vertices of the simplex, followed by replacing the vertex which has the highest value of the function by another vertex that can be obtained by operations of reflection, expansion or contraction relatively to the center of gravity of the n best vertices of the simplex. When the substitution conditions are not satisfied, the method will make the simplex shrink.
Torczon method (1989) (Kolda et al., 2003) comes to fix gaps of Nelder-Mead like degenerated flat simplices. In the Torczon method, operations are applied to all vertices of the current simplex, thus by construction, all simplexes in Torczon method are homothetic to the first one, and no degeneracy (i.e., ., flat simplex) can occur.
The stopping criterion in direct search methods is satisfied when the simplex vertices or their function values are close.
In our case, we are looking for the best µ ∈ [0 . . . 255] K which minimizes the function Ψ. For that we start with a non degenerate simplex with K +1 vertices (coordinates are given in Table 1 ). When some vertex is out the bounds (i.e., / ∈ [0 . . . 255] K ), the function Ψ is set to +∞ (in the practice a very big value).
HMRF and Nelder-Mead Combination
We summarize hereafter the Nelder-Mead method and give examples in two-dimensional space.
HMRF-Nelder-Mead Algorithm.
Repeat.
Evaluate Compute
Determine the indices h, s, l:
Example in R 2 (See figure 2) 3. Expand If Ψ r < Ψ l , compute the expansion vertex V e from V e := 3V − 2V h
Evaluate Ψ e := Ψ(V e ).
If Ψ e < Ψ r replace V h by V e and terminate the iteration; otherwise (if Ψ e ≥ Ψ r ), replace V h by V r and terminate the iteration. Until Satisfying a Stopping Criterion.
HMRF and Torczon Combination
We summarize hereafter the Torczon method and give examples in two-dimensional space.
HMRF-Torczon Algorithm.
Evaluate
Compute Until Satisfying a Stopping Criterion.
EXPERIMENTAL RESULTS
To assess the two investigated combination methods referred to as HMRF-Nelder-Mead and HMRFTorczon, we made a comparative study with three segmentation algorithms operating on brain images that are Classical MRF, MRF-ACO (Ant Colony Optimization) and MRF-ACO-Gossiping (Yousefi et al., 2012) . To perform a meaningful comparison, we use the same medical images with ground truth from Brainweb database. The comparison is based on the Kappa Index (or Dice coefficient). We give in table 1 parameters setting for each tested algorithm. The Dice Coefficient DC (Dice, 1945) or Kappa Index KI given hereafter allows the visualization of the performance of an algorithm. The Dice coefficient between two classes A and B equals 1 when they are identical and 0 in the worst case, i.e. no match between A and B.
where T P stands for true positive, FP for false positive and FN for false negative (See figure 11). The tables 2 and 3 show respectively the mean segmentation time and the mean Kappa Index values of the three classes: GM (Grey Matter), WM (White Matter), CSF (Cerebro Spinal Fluid) . We have used the Brainweb database with the parameters: Modality= T1, Slice thickness = 1mm, Noise = 0% and Intensity non-uniformity = 0%. The slices chosen are used in (Yousefi et al., 2012) which are: 85, 88, 90, 95, 97, 100, 104, 106, 110, 121 and 130 . Figure 12 shows the segmentation result of HMRF-Nelder-Mead and HMRF-Torczon methods on a sample of BrainWeb database. 
CONCLUSION
In this paper, we have described methods that combine Hidden Markov Random Fields and Direct Search methods that are Nelder-Mead and Torczon optimisation algorithms to perform segmentation. Performance evaluation was carried out on sample 
