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FERAL CURVES AND MINIMAL SETS
JOEL W. FISH AND HELMUT HOFER
Abstract. Here we prove that for each Hamiltonian function H ∈ C∞(R4,R)
defined on the standard symplectic (R4, ω0), for which M := H−1(0) is a non-
empty compact regular energy level, the Hamiltonian flow onM is not minimal.
That is, we prove there exists a closed invariant subset of the Hamiltonian flow
in M that is neither ∅ nor all of M . This answers the four dimensional case of
a twenty year old question of Michel Herman, part of which can be regarded
as a special case of the Gottschalk Conjecture.
Our principal technique is the introduction and development of a new class
of pseudoholomorphic curve in the “symplectization” R×M of framed Hamil-
tonian manifolds (M,λ, ω). We call these feral curves because they are allowed
to have infinite (so-called) Hofer energy, and hence may limit to invariant sets
more general than the finite union of periodic orbits. Standard pseudoholo-
morphic curve analysis is inapplicable without energy bounds, and thus much
of this manuscript is devoted to establishing properties of feral curves, such
as area and curvature estimates, energy thresholds, compactness, asymptotic
properties, etc.
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2 J.W. FISH AND H. HOFER
1. Introduction and Results
Almost since their inception, pseudoholomorphic curves have been the common
thread by which symplectic geometry, topology, and Hamiltonian dynamics have
been intertwined. Specifically, these curves generalize the notion of holomorphic
curves in a complex manifold to curves in an almost complex symplectic manifold;
moreover, they do so while preserving a variety of robust properties which detect
subtle geometric aspects, dynamical features, and relationships between the two. At
its core, this manuscript is about the discovery of a new class of pseudoholomorphic
curve (with reasonable properties) and their application toward answering a twenty
year old question of Michel Herman [21] raised at the 1998 ICM. We should mention,
this new class of potentially infinite energy curve seems to have been very difficult
to predict, particularly as a natural extension of finite energy curves. We elaborate
further on this in Section 1.3. What follows are two separate but inextricably linked
results, each of which is of notable interest to a separate camp of mathematician:
the dynamicist and symplectic topologist. We begin with an easy to state variant of
our main dynamical theorem and provide some brief discussion of the significance
of the result and its proof.
Theorem 1. (Main dynamical result)
Consider R4 equipped with the standard symplectic structure and a Hamiltonian
H ∈ C∞(R4,R) for which M := H−1(0) is a non-empty compact regular energy
level. Then the Hamiltonian flow on M is not minimal.
Recall that a flow is minimal provided that every trajectory is dense; or, in other
words, if there exist no closed invariant subsets other than the empty set and the
total space. Specialists in dynamical systems may regard the above result as a
proof of a Hamiltonian version of the Gottschalk conjecture; for additional details,
see Section 1.1 below. For symplectic topologists, the dynamical result itself is
perhaps less important than the proof, which heavily uses a new class of pseudo-
holomorphic curve, so called feral curves. This new class of pseudoholomorphic
curves opens the door for further studies of symplectic cobordisms without the
usual requirement that the boundaries are of contact or stable Hamiltonian type.
For the current theory of pseudoholomorphic curves, such requirements have been
technical necessities.
To sketch the proof idea of Theorem 1, we note that the key technique we
employ is both venerably old and radically new: Given our smooth hypersurface
M := H−1(0) ⊂ R4, we symplectically embed a neighborhood of M into CP 2,
stretch the neck along this hypersurface, use Gromov’s existence result for degree
one pseudoholomorphic spheres, show these curves stretch as they fall into the
negative symplectization end, and then establish a compactness result which yields
a non-compact pseudoholomorphic curve in R×M which limits to the desired closed
invariant subset.
The novelty here is not so much the simple geometric idea underlying the proof,
but rather that the proof can be made to work at all. Specifically, because the
hypersurface H−1(0) is neither contact type nor stable-Hamiltonian type, we do
not have a priori Hofer energy bounds as we stretch the neck. The result of our
analysis is then to find a potentially infinite energy pseudoholomorphic curve, which
has surprisingly nice properties. For example, the ends detect the desired closed
invariant subset. In either case, these curves have the interesting feature that each
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can interpolate between finite and infinite energy ends, and in families these curves
can interpolate between finite and infinite energy curves. Precisely because of this
ability to transition between the tame (finite energy) and the wild (infinite energy),
we have picked the name feral curves.
Those familiar with pseudoholomorphic curves in symplectizations should readily
be aware of the fact that finiteness of, and a priori bounds on, Hofer energy is
an absolute bedrock assumption upon which a tremendous number of additional
properties are built. By removing this assumption, we must return to basics, and
it should be no surprise then that this takes considerable effort. In particular the
widely used domain-centric approach of predominantly regarding curves as maps,
must be replaced by a more target-centric approach which treats curves more like
submanifolds. The origin of this more target-centric approach was likely Taubes’
work in [35] which regarded curves as integral currents, however the techniques
therein are too coarse for our needs here. Instead we build on a mixture of ideas
initiated in the alternate approach to compactness in Symplectic Field Theory1
provided by Kai Cieliebak and Klaus Mohnke in [6], and then heavily generalized
by the first author of this manuscript in [12].
In Section 1.2 below, we elaborate on the difficulties involved with analyzing
curves of infinite energy, but note that the end result is the establishment of a
decidedly novel class of pseudoholomorphic curve equipped with many properties
which are not dissimilar from finite energy curves, and moreover which strongly
suggest a rich avenue of future research. Indeed, one natural direction would be to
explore whether there exists a homology theory akin to ECH2, or SFT but which has
generators which are dynamical structures other than (weighted) sets of periodic
orbits. An alternate direction would be to explore the possibility that for a generic
framework3, feral curves actually have finite energy, and hence Symplectic Field
Theory has extension to symplectic manifolds with generic boundary rather than
contact-type or stable Hamiltonian boundary.
At present we outline the remainder of the manuscript. First, in Section 1.1, we
provide some historical context for Theorem 1 from the perspective of dynamical
systems. In Section 1.2, we elaborate on the historical context from the pseudo-
holomorphic curve perspective, and we highlight some of the potential difficulties
that must be resolved in order to prove Theorem 1. We finish this introduction with
Section 1.3 which provides an overview of the additional theorems proved in this
manuscript. Then, in Section 2, we provide background definitions and state some
known results which will be used throughout later proofs. Most of the material in
this section is likely to be familiar to those comfortable with pseudoholomorphic
curve analysis, however there are a number of definitions which may be novel. In
Section 3 we provide the main argument which establishes Theorem 1. This proof
relies on several technical supporting results, and these are restated and proved in
Section 4.
1Symplectic Field Theory was introduced by Eliashberg, Givental, and Hofer in [9], and more
recently a very nice overview and background was provided by Chris Wendl in [39].
2For a nice introduction to Embedded Contact Homology, see [25], and for some nice dynamical
applications thereof, see Daniel Cristofaro-Gardiner, Michael Hutchings, and Vinicius Ramos in
[7], as well as Masayuki Asaoka and Kei Irie in [2].
3Perhaps using abstract perturbations.
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1.1. Context: Dynamical Systems. In the 1950s, the following two important
conjectures about autonomous flows on S3 were stated:
Seifert Conjecture: Every non-singular flow on S3 has a periodic orbit.
Gottschalk Conjecture: S3 does not support a minimal flow.
Regarding the history of these two conjectures, we begin with the Seifert Con-
jecture. After being posed in the early 1950s, it stood as an open problem for over
twenty years, until 1974 when Paul Schweitzer [32] proved the existence of a C1
vector field on S3 with no closed orbits. The existence of such a vector field then
disproved the Seifert Conjecture, and hence Schweitzer’s vector field was regarded
as a C1 counterexample. Of course, C1 vector fields are of rather low regularity,
and hence comprise a rather broad class of vector fields, so it is natural to ask if
there are more restrictive classes of vector fields, say of higher regularity, for which
the Seifert Conjecture is true. And indeed, over the next thirty years, this question
was raised and answered in the negative for flows of increasing regularity. For ex-
ample, in 1988 Jenny Harrison [20] adapted Schweitzer’s argument to find a C2+δ
counterexample. Using very different techniques, in 1994 Krystyna Kuperberg [28]
found a C∞ smooth counterexample to the Seifert Conjecture, and in 1996 Greg
Kuperberg and Krystyna Kuperberg [27] established an analytic counterexample.
Also in 1996, Greg Kuperberg [26] found a volume preserving C1 counterexample
to the Seifert conjecture.
With so many counterexamples established, the Seifert Conjecture seemed defini-
tively disproved, with one notable exception: Reeb flows. Indeed, in 1993 Helmut
Hofer [23] proved that every C∞ Reeb vector field on S3 generates a periodic orbit.
A corollary of this result is the following. Let Ω be a smooth volume form on S3 and
X a nonsingular volume preserving vector field. Then it holds d(iXΩ) = 0 and since
H2(S3,R) = 0 we can find a 1-form λ satisfying dλ = iXΩ. SinceH1(S3,R) = 0 any
primitive λ′ of iXΩ differs from λ by the differential of a smooth map h : S3 → R,
i.e. λ′ = λ + dh. Hofer’s theorem implies that in the case where a primitive λ′ of
iXΩ can be found satisfying λ
′(X(x))) 6= 0 for all x ∈ S3, there exists a periodic
orbit.
There are several points of note regarding Hofer’s 1993 result. Of particular in-
terest is how heavily it relied on deep results from contact topology, like Eliashberg’s
classification of overtwisted contact three-manifolds as either tight or overtwisted,
see [8]; Bennequin’s proof that the standard contact structure on S3 is tight, see
[3]; and Eliashberg’s complete classification of contact S3, see [10]. To establish
existence of periodic Reeb orbits, Hofer built on the theory of pseudoholomorphic
curves introduced by Gromov in [19], and on Floer’s idea to use them to find peri-
odic orbits of Hamiltonian vector fields as in [14]. It is worth noting that Hofer’s
techniques were quite robust, and although not explicitly used to do so in [23], they
were capable of recovering Rabinowitz’s results in [31] which guarantee the exis-
tence of periodic Reeb orbits on the boundary of star-shaped domains in R4. Hofer’s
approach is relevant, since it is the principle idea behind the proof of Theorem 1
above.
Before proceeding, it is important to highlight a result which should be kept in
mind, and held in contrast to Theorem 1 namely:
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Theorem 1.1 (2003, Ginzburg-Gu¨rel [17]).
There exists a proper C2-smooth function H : R4 → R, for which H−1(0) ' S3 is a
regular level set on which the Hamiltonian flow has no periodic orbits.
The focus here should not be on the relatively low regularity of the Hamiltonian,
but rather on the non-existence of a periodic orbit. Indeed, the relevance is that
while the above result guarantees non-existence of any periodic orbits, the principle
result of this manuscript guarantees the existence of a closed flow-invariant proper
subset as a type of limit set of a pseudoholomorphic curve; this is discussed further
in Section 1.2 below. In particular then, this suggests that the new class of curves
explored below indeed find closed invariant subsets more general than periodic
orbits. We note one slight caveat: Our analysis here is done in regularity C∞, while
the Ginzburg-Gu¨rel result holds in C2. Nevertheless we believe both results can be
generalized to reach the desired conclusion. Indeed, the constructions in the present
paper should be doable in a C2+α-frame work. Also, in [17], the authors remark: “
It is quite likely that our construction gives an embedding S3 → R4 without closed
characteristics, which is C2+α-smooth.”
With these results established, the answer to the Seifert Conjecture is well un-
derstood and essentially complete: It is false for vector fields as regular as one
likes, and false for volume preserving flows, but true for Reeb flows. At this point
we turn our attention to Question 2 and the Gottschalk Conjecture, and we begin
by noting that the lack of progress on this problem stands in stark contrast to
the nearly complete understanding of the Seifert Conjecture. Indeed, despite more
than a half century worth of attempts, no essential progress has been made on the
Gottschalk Conjecture. We make two important qualifications to that statement.
First, strictly speaking, results stated above which guarantee existence of periodic
orbits, for example [23] and [31], are progress on the Gottschalk Conjecture for the
class of Reeb vector fields, however because the closed invariant sets are always pe-
riodic orbits, this is more a result about the Seifert Conjecture than the Gottschalk
Conjecture. Second, although there has been no direct progress on the Gottschalk
Conjecture, there have been a variety of results on related problems. For exam-
ple, in 2009 Clifford Taubes [36] proved that a volume preserving vector field on
a compact 3-manifold whose dual 2-form is exact (such as S3) can not generate
uniquely ergodic dynamics unless its asymptotic linking number is zero; in 2014
Bassam Fayad and Anatole Katok [11] construct analytic uniquely ergodic (hence
minimal) volume preserving maps (but not flows) on odd dimensional spheres; and
in 2015 Ginzburg and Niche [18] showed that the autonomous Hamiltonian flow on
a compact regular energy level in R2n (and somewhat more generally) cannot be
uniquely ergodic.
In short, results in the direction of the Gottschalk Conjecture have been one of
two types, namely either establishing the existence of periodic orbits as in the Reeb
case, or else making definitive progress on a related problem. As such, we note
that it is somewhat surprising that more direct progress has not been made given
the importance of this problem. For example, if the Gottschalk conjecture is true,
then in all likelihood a method to prove it will need to develop a global theory for
finding closed invariant subsets, which in turn will touch on long-standing questions
in dynamical systems, particularly in cases in which flows are volume-preserving. It
is also worth noting that Gottschalk’s question has been well established as histor-
ically significant. Indeed, it was raised in 1974 during the American Mathematical
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Society’s special symposium on the mathematical consequences of Hilbert’s prob-
lems [5]. It made another appearance in [34] when mentioned by Steven Smale in
his list of the most important problems for the twenty-first century. And it ap-
peared again in 1998 at the International Congress of Mathematics during Michael
Herman’s talk [21], in which he raised the following related question.
Question: (1998, Herman) When n ≥ 2, can one find a C∞ compact, connected,
regular hypersurface in R2n on which the characteristic flow is minimal?
Recall that the characteristic flow is just the Hamiltonian flow associated to any
smooth Hamiltonian for which the hypersurface is a regular energy level. Con-
sequently, Herman’s question might be regarded as the Hamiltonian Gottschalk
conjecture for compact energy levels in R2n, and the principle result of this man-
uscript is to answer his question in the negative when n = 2, i.e. a version of the
Gottschalk conjecture holds for compact regular Hamiltonian energy surfaces in
R4. We complete this section by stating a conjecture, which seems plausible given
the developments in this paper. It combines a question about almost existence of
periodic orbits, a well-studied problem, with the existence question of proper closed
invariant subsets.
Conjecture 1 (minimal sets in energy piles).
Assume that Ω is a symplectic form on [−1, 1]×S3 and denote by H : [−1, 1]×S3 →
R the Hamiltonian defined by H(t,m) = t. Denote by Σt the regular compact energy
surface H−1(t) and define the subset S ⊂ [−1, 1] to consist of all t for which the
energy surface Σt carries a periodic orbit. Then the following holds:
(1) measure(S) = 2
(2) For t ∈ [−1, 1] \ S there exists a closed proper invariant subset for the
Hamiltonian flow on Σt.
1.2. Context: Pseudoholomorphic Curves. In 1985 Mikhail Gromov [19] in-
troduced the notion of pseudoholomorphic curves in almost complex manifolds.
Such curves were a generalization from holomorphic curves in complex manifolds,
to curves in real manifolds equipped by a preferred rotation by 90 degrees in the
tangent bundle (determined by an almost complex structure; see Definition 2.2
below). Roughly speaking then, a pseudoholomorphic curve is a map from a Rie-
mann surface into a manifold equipped with an almost complex structure with the
property that the derivative of the map intertwines the complex structure on the
Riemann surface with the almost complex manifold on the target.
These curves solve an elliptic partial differential equation and they form the zero
set of a non-linear Fredholm operator and thus tend to live in smooth families.
A crucial observation by Gromov was that if the almost complex structure J is
tamed by a symplectic form, then curves in a fixed homology class will have a
priori bounded energy and area, and hence they degenerate in a manner which is
essentially indistinguishable from the manner in which algebraic curves degenerate
in smooth projective varieties; from a geometric analysis perspective, this is also
essentially the same manner in which minimal surfaces degenerate in Riemannian
manifolds. Put another way, modulo the formation of nodal or cusp curves, families
of pseudoholomorphic curves of a fixed homology class are compact; this is the
celebrated Gromov compactness theorem for pseudoholomorphic curves. Moreover,
algebraic counts of curves have yielded the so-called Gromov-Witten invariants.
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In 1986, shortly after Gromov’s seminal paper, Andreas Floer [14] discovered
that an inhomogeneous version of the pseudoholomorphic curve equation could be
used to study the Morse homology of the loop space of a closed symplectic manifold.
Here the Morse function was the symplectic action functional associated to a one-
periodic Hamiltonian function. In turn, this action functional had one-periodic
orbits of a Hamiltonian flow as critical points, and with such orbits as generators,
the differential was determined by counting perturbed pseudoholomorphic cylinders
(the so called Floer trajectories) between such orbits. The resulting theory has
become known as Hamiltonian Floer homology.
Then in 1993, Helmut Hofer [23] considered a sort of hybrid case: pseudoholomor-
phic curves in symplectizations of contact manifolds. Here the interesting feature
was that the curves had infinite area, but had finite Hofer-energy; or equivalently,
uniformly bounded local-area. It turned out that such curves were asymptotic to
cylinders over periodic Reeb orbits. Furthermore, these curves were either pos-
itively or negatively asymptotic to such orbit cylinders, and hence under certain
hypotheses one could construct a variety of flavors of contact homology (cylindrical,
linearized, full, rational, embedded, etc), in which the generators are certain sets
of (sometimes weighted) periodic Reeb orbits, and with the differential determined
by counting certain finite energy pseudoholomorphic curves which positively limit
to one orbit set and negatively limit to another orbit set.
It was eventually discovered that each of these theories (Gromov-Witten invari-
ants, Hamiltonian Floer homology, contact homology, etc) was subsumed in a larger
Symplectic Field Theory (SFT) proposed by Eliashberg, Givental, and Hofer in [9].
More precisely, the moduli spaces of pseudoholomorphic curves that generate each
of these theories is contained in the collection of moduli spaces studied in SFT.
An absolutely crucial feature in each of these theories is that the curves in ques-
tion have an a priori energy bound, which should be deduced from representing a
fixed homology class, and which in turn guarantees a (local) area bound. Indeed,
without such energy control, pseudoholomorphic curves have notably wild behav-
ior. For example, in the symplectization of a contact manifold, R ×M , for any
admissible almost complex structure and any Reeb trajectory γ : R→M , the map
(s, t) 7→ (s, γ(t)) ∈ R ×M is pseudoholomorphic and of infinite energy and which
may have an image which is dense in R×M ; we call such curves pseudoholomorphic
sheets. As a consequence of the apparent wild behavior of infinite energy curves,
both popular and expert belief has been that there exists a dichotomy among pseu-
doholomorphic curves: those with energy bounds and those without. Moreover, the
former are tame and well understood while the latter have such wild behavior that
one cannot feasibly hope study them in a meaningful way.
To illustrate this idea, we draw an analogy with holomorphic functions on the
punctured complex plane. Here, of course, there is a dichotomy, namely functions
with poles versus functions with essential singularities. The former are meromorphic
functions and are algebraic in nature, while the latter are especially unmanageable,
particularly in light of Picard’s Great Theorem, which states that in each neigh-
borhood of an essential singularity, a holomorphic function takes on every complex
value (except possibly one) infinitely many times. This clear division of holomor-
phic functions has long been assumed to carry over into the realm of Symplectic
Field Theory: curves either have bounded energy, are tame, and are well under-
stood, or else they have unbounded energy, are wild, and are unmanageable. One of
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the main thrusts of this manuscript is to defy conventional wisdom, and illuminate
an intermediate class of infinite energy curves. Or, perhaps more accurately, iden-
tify a class of curves which appears to interpolate between tame and wild curves,
which we designate as feral curves. We give a precise formulation of feral curves
in Definition 1.5 below, but roughly speaking they are proper pseudoholomorphic
maps u : S → R ×M into symplectizations of framed Hamiltonian manifolds4 for
which S has finite topology (genus, connected components, etc.) and
∫
S
u∗ω <∞.
We note that on one hand, the properness condition rules out the aforementioned
pseudoholomorphic sheets (s, t) 7→ (s, γ(t)), and the finite ω-energy condition tends
to prevent such curves becoming too wild, however, by not requiring the Hamil-
tonian structure to be stable allows feral curves to have infinite Hofer energy, and
indeed we expect that some definitely do.
Before proceeding, we aim to give some idea of how difficult it is to study pseu-
doholomorphic curves without a priori bounded energy, so we take a moment to
step through some potential issues. As a model starting point, one might consider
a sequence of finite energy planes, all asymptotic to the same simply covered orbit
cylinder, and study what might happen as one progresses through the sequence
while assuming the Hofer energy tends to infinity. First, the SFT compactness
theorem for pseudoholomorphic curves [4] does not apply directly, since energy is
unbounded. Nevertheless, one might mimic the argument to see where it breaks
down. In this model case, the conformal structures on the domain Riemann sur-
faces do not change, so the key issue is whether or not the gradient is bounded; if
boundedness fails, we attempt bubbling analysis. This is where difficulties start to
arise.
In Gromov-Witten theory, if the gradient blows up, then rescaling analysis ex-
tracts a sphere-bubble, which captures a threshold amount of energy. In SFT
compactness something similar occurs, except that rescaling analysis extracts ei-
ther a sphere-bubble or else a finite energy plane, and either object captures a
threshold amount of ω/dλ-energy, so the process terminates after finitely many
iterations. But without energy bounds, we cannot guarantee that a finite energy
plane bubbles off – instead one might only be able to extract something akin to an
infinite energy sheet, which has arbitrarily small ω/dλ-energy. Worse still, without
some threshold amount of energy being captured via rescaling analysis, one can
no longer guarantee that the gradient blows up only in a neighborhood of finitely
many points. Indeed, a priori the gradient could blow up everywhere.
Still, maybe by some alternate methods, or by considering a model example, one
could perhaps extract something like an infinite energy plane which has finite ω-
energy. However, even in such a case, two possibilities complicate matters further.
First, a priori, it need not be the case that the domain Riemann surface of such
a curve is conformally equivalent to the complex plane; it could be an open disk
instead. In the SFT setting, it is usually assumed that the domains of curves are
conformally equivalent to punctured Riemann surfaces, however this is an assump-
tion which can be removed and then easily deduced from other standard analysis.
However, for infinite energy curves it is a possibility which needs to be more seri-
ously considered. Second, given a single proper infinite energy plane (or disk, as the
case may be), it need not be the case that the gradient is globally bounded. Again,
4 For a precise formulation of a framed Hamiltonian manifold see Definition 2.4 below, however
at present we note that it is more general than both contact and stable Hamiltonian.
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in the usual SFT setting, this can be deduced in a variety of ways which depend
on asymptotic analysis or finiteness of energy, but in the infinite energy case it is a
possibility that must again be considered.
To summarize the difficulties, we see that once we remove a priori energy bounds,
SFT compactness does not apply, there is no local area bound, there is no energy
threshold, there is potentially dense gradient blowup, a single curve can have un-
bounded gradient, and even something simple like an infinite energy “plane” might
in fact be holomorphically parametrized by an open disk, or its image may be
dense in the target manifold. In short, without energy bounds our arsenal of stan-
dard pseudoholomorphic techniques becomes largely ineffectual, and curve analysis
rapidly appears unmanageable. Those somewhat familiar with pseudoholomorphic
curves can then perhaps see the difficulty faced at the outset: With so many ba-
sic tools rendered inapplicable, it becomes exceedingly difficult to formulate what
properties to expect, let alone prove them.
Nevertheless, despite these obstacles, analysis is still possible, and it should not
be surprising that a bulk of this manuscript is dedicated to establishing sufficient
properties to prove the main dynamical result. An overview of these results is
provided in Section 1.3 below, but at present we provide an alternate characteriza-
tion of feral curves which may be less amenable to analysis but which is better for
providing a conceptual framework.
To that end, we first back up and re-characterize finite energy curves inside
symplectizations of contact manifolds, where ω = dλ, as follows. Outside a large
compact set, say [−n, n] ×M for n  1, a finite Hofer-energy curve is immersed,
and the tangent planes are nearly vertical; that is, they are nearly tangent to the
two-plane distribution ker ω ⊂ T (R ×M). Consequently, outside a large compact
set, one can project the asymptotic ends of a curve into the manifold M and
regard this as a path of loops parameterized by level sets of the symplectization
coordinate R. Of interest here is the fact that such a path of loops is in fact
an integral curve of a gradient-like vector field on the loop space of M which has
periodic Reeb orbits as rest points. Keeping this in mind, one can then regard finite
energy pseudoholomorphic curves as submanifolds which can be geometrically or
topologically interesting in some large compact sets of R×M , like inside [−n, n]×M ,
but outside of this compact set they can morally be thought of as gradient flow lines
converging to critical points of a functional on the loop space of M . The surprising
feature of feral curves is that they can be thought of in nearly the same way. Indeed,
as we make clear below, outside a large compact set a feral pseudoholomorphic curve
is immersed with tangent planes nearly vertical. Again, the result is that the ends
of a feral curve can be regarded as path of loops in M , and this path is in fact
an integral curve of a gradient-like vector field. The key difference however, which
stands in stark contrast with the contact and stable Hamiltonian case, is that in the
general framed Hamiltonian case the action functional is not Palais-Smale. More
specifically, feral curves have ends which are “gradient” flow lines along which the
action is bounded but the trajectory escapes to infinity.
The above characterization of feral curves is then both a boon and a curse.
The upside is that despite the fact that curves without energy bounds seem wildly
unmanageable, we show that feral curves nevertheless have a surprising number
of properties which make their study tractable and somewhat familiar, if non-
standard. Moreover, feral curves still lie in the general heuristic framework in
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which pseudoholomorphic curves are of type of generalized gradient flow line, and
hence could be used to define some generalized version of Morse homology or a more
complicated algebraic invariant like Symplectic Field Theory. The great downside
though, is that Morse theory for a general non-Palais-Smale functional is an ill
conceived notion, and at best it is unlikely to be an invariant, and at worst it
simply cannot be defined. Indeed, in some sense, the general action functional in
the framed Hamiltonian case appears to have “critical points at infinity,” which,
at present, defy direct analysis, and hence preclude a complete SFT compactness
theorem for feral curves, as well as a Fredholm theory, a gluing theory, and a
reasonable hope of an algebraic invariant.
It is possible that the above characterization, and the potential problems it
brings, may give the impression of casting a dark shadow over the landscape of
possibilities for feral curves. We take a moment then to highlight certain glimmers
of hope. First, we note that in examples, feral curves tend to have ends with a
rather nice property: They tend to limit to a finite collection of hyperbolic minimal
sets connected by families of heteroclinic trajectories. Or, more geometrically then,
while we have become used to pseudoholomorphic curves bubbling or breaking (as
in Floer homology, contact homology, etc) and limiting to periodic orbits, now it
seems possible that periodic orbits can themselves bubble or break and that feral
curves detect this and limit to the broken orbit. This raises a question: If one can
analytically understand the violent breaking and gluing phenomena in Morse-like
homology theories, then why can one not adapt the analysis to understand curves
limiting to broken periodic orbits as well? Perhaps one can. Or perhaps one must
regularize the space of periodic orbits, broken or not, in a fashion similar to reg-
ularizing moduli spaces of pseudoholomorphic curves before defining a differential
or more complicated algebraic invariant. In either case, these possibilities warrant
investigation.
Finally, we raise an important, and perhaps deeper, question.
Question: Are feral pseudoholomorphic curves essential or inessential?
We elaborate. One perspective is that rather fundamentally, pseudoholomor-
phic curves detect topology of a symplectic nature. Thus when pseudoholomorphic
curves behave unexpectedly, there are roughly two possibilities. The first is that the
odd behavior is somehow non-generic and therefore is likely to be inconsequential.
The second is that the pseudoholomorphic curves in question are actually detecting
an unexpected topological feature, and thus such curves, and the detected phenom-
ena, are important and essential. It is hopefully clear that answering the above
question – in either direction – is an important avenue of research.
To close this section, we bring the discussion back, almost full circle, to the
tame/wild dichotomy, and how feral curves fit comfortably in neither class, but
rather share properties of each. A consequence is that they provide a definitive op-
portunity to push pseudoholomorphic curves beyond their conventional limitations
and possibly discover remarkably novel phenomena. In order to proceed, the only
price to pay is a willingness to give up a large body of conventional tools and intu-
ition in favor for building new techniques from the ground up. The task is arduous,
but in the end appears fruitful, as our principle dynamical result suggests.
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1.3. Overview of Results. The purpose of this section is to provide an overview
of the most important results proved in this manuscript. The first result, Theorem
1, has already been stated, but we restate it here for completeness. The second,
Theorem 2, is an immediate generalization. Each of these results are proved in
Section 3, however they each rely on some rather non-trivial properties of pseu-
doholomorphic curves which are then proved in Section 4. Indeed, these results
regarding properties of the so-called feral curves appear to be quite fundamental
not just to our results, but for many future results as well. Indeed, they appear to
form the basic foundational analysis for the extension of pseudoholomorphic curve
theory beyond symplectizations of contact and stable Hamiltonian manifolds, and
into the realm of only framed Hamiltonian manifolds and symplectic cobordisms
with simply generic boundary. As such, we designate these results as theorems and
highlight them below. In order to understand the statement of some of these results,
we also provide some basic definitions, including the namesake of this manuscript,
the feral curve. For each such result we provide a brief description to highlight its
utility.
Theorem 1 (main dynamical result).
Consider R4 equipped with the standard symplectic structure and a Hamiltonian
H ∈ C∞(R4,R) for which M := H−1(0) is a non-empty compact regular energy
level. Then the Hamiltonian flow on M is not minimal.
This of course is the main dynamical result of this manuscript. It is worth noting
that it is crucial that the energy level be compact.
Theorem 2 (second main dynamical result).
Let (M±, η±) be a pair of compact three-dimensional framed Hamiltonian mani-
folds, and let (W˜ , ω˜) be a symplectic cobordism from (M+, η+) to (M−, η−) in the
sense of Definition 2.11. Suppose that (W˜ , ω˜) is exact, M− is connected, and that
(M+, η+) is contact type and has a connected component M ′ which is either S3,
overtwisted, or there exists an embedded S2 in M ′ ⊂ ∂W˜ which is homotopically
nontrivial in W˜ . Then the flow of the Hamiltonian vector field Xη− on M
− is not
minimal.
This is the second main dynamical result of this manuscript. It is perhaps
surprising that this generalization can be obtained with so little modifications from
the proof of Theorem 1.
Remark 1.2 (removing the exactness condition).
It should be straightforward to generalize the argument of the proof to the case where
exactness is replaced by the assumption that ω˜ vanishes on pi2. This assumption
would prevent a certain type of bubbling. Possibly, using polyfold technology, one
might even get away without any assumption on the symplectic form ω˜.
We now turn our attention to providing some definitions, which will in turn
allow us to state a number of properties of the pseudoholomorphic curves to be
studied. We begin with the notion of a generalized puncture, which is necessary to
define since a priori our curves may be non-compact but their domains need not be
conformally equivalent to a finitely punctured Riemann surface.
Definition 1.3 (generalized punctures).
Let S and W each be smooth finite dimensional manifolds, each possibly non-
compact, and each possibly with smooth compact boundary. Let u : (S, ∂S) →
12 J.W. FISH AND H. HOFER
(W,∂W ) be a smooth proper map. Let Wk ⊂ W be a sequence of open sets each
with compact closure which satisfy
(1) Wk ⊂Wk+1 for all k ∈ N
(2) W = ∪k∈NWk.
Define PunctWk(S) to be the number of non-compact path-connected components of
the set S \ u−1(Wk). Define
Punct(S) := lim
k→∞
PunctWk(S).
Remark 1.4 (monotonicity of Punct).
Regarding Definition 1.3, we note that if W ′ ⊂ W ′′ are open subsets of W , each
with compact closure, then it straightforward to show that
PunctW
′
(S) ≤ PunctW ′′(S)
and hence Punct(S) is well-defined, and defined independent of the choice of ex-
hausting sequence {Wk}k∈N.
Next we aim to provide the primary novel definition of this manuscript, however
it relies on a number of standard notions which some readers may not be familiar
with, but which are provided later in Section 2. As such, we note that it will be
helpful to be familiar with the notion of a framed Hamiltonian manifold (Definition
2.4), an η-adapted almost Hermitian structure (Definition 2.5), and a proper marked
nodal pseudoholomorphic curve (Definition 2.30). With these understood, we can
then define a feral curve.
Definition 1.5 (feral curves).
Let (M,η) be a framed Hamiltonian manifold, and let (J, g) be an η-adapted almost
Hermitian structure on R ×M . Let u = (u, S, j,W, J, µ,D) be a proper marked
nodal pseudoholomorphic curve (possibly with compact boundary) in R ×M . We
say u is a feral pseudoholomorphic curve, or simply a feral curve, provided
(1)
∫
S
u∗ω <∞
(2) Genus(S) <∞
(3) Punct(S) < ∞; that is, (u, S, j) has a finite number of generalized punc-
tures.
(4) #µ <∞
(5) #D <∞
(6) #pi0(S) <∞
The above is the namesake definition of this manuscript. It may be helpful to
think of such a curve simply as being proper pseudoholomorphic map, with finite
ω-energy, and finite topology. It is also worth noting that in the more usual case
that η = (λ, dλ) is a contact manifold, a feral curve is nothing other than a finite
energy pseudoholomorphic curve.
We are now prepared to state the main properties of feral curves.
Theorem 3 (area bounds).
Let (M,η) be a compact framed Hamiltonian manifold, let (J, g) be an η-adapted
almost Hermitian structure on R×M , and fix positive constants r > 0 and E0 > 0.
Then there exists a constant C = C(J, g, ω, λ, r, E0) with the following property.
For each proper pseudoholomorphic map u : S → R ×M without boundary which
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satisfies ∫
S
u∗ω ≤ E0 <∞,
and for which there exists there exists a0 ∈ R such that (a ◦ u)−1(a0) = ∅ (e.g. if
a ◦ u ⊂ [0,∞)×M), the following holds.∫
S˜
u∗(da ∧ λ+ ω) ≤ C,
where
S˜ := {ζ ∈ S : a0 − r < a ◦ u(ζ) < a0 + r}.
To be clear: C depends on ambient geometry in R×M , r, and the ω-energy bound
E0, but not the map u.
The above estimate, as well as the generalizations provided in Section 4.1, are
rather interesting. Roughly the above states that if a feral curve has a local max-
imum or a local minimum, then the area cannot be arbitrarily large in a bounded
neighborhood of that extremal point. This is important because in general feral
curves definitely can develop unbounded local area, but in some sense this must
occur very far away from the absolute minimum or maximum. In Section 4.1 we
shall prove a more general result about area bounds in a neighborhood of a level
set of a proper curve with finite ω-energy. Very roughly, we show that for
S˜r := {ζ ∈ S : a0 − r < a ◦ u(ζ) < a0 + r}.
we have
Areau∗g(S˜r) ≤ AeBr
where A depends on
∫
(a◦u)−1(0) u
∗λ and
∫
S
u∗ω, and B depends only on the geom-
etry of the ambient manifold.
Theorem 4 (ω-energy threshold).
Let (M,η = (λ, ω)) be a compact framed Hamiltonian manifold, and let (J, g) be an
η-adapted almost Hermitian structure on R×M . Also, fix positive constants r > 0,
and Cg > 0. Then there exists a positive constant 0 < ~ = ~(M,η, J, g, r, Cg) with
the following significance. Let {hk}k∈N be a sequence of quadruples (Jk, gk, λk, ωk)
with the property that each ηk = (λk, ωk) is a Hamiltonian structure on M , and
each (Jk, gk) is an ηk-adapted almost Hermitian structure on R×M , and suppose
that
(Jk, gk, λk, ωk)→ (J, g, λ, ω) in C∞ as k →∞.
Furthermore, fix a0 ∈ R, and let uk : Sk → R × M be a sequence of compact
connected generally immersed pseudoholomorphic maps which satisfy the following
conditions:
(~1) either a ◦ uk(Sk) ⊂ [a0,∞) or a ◦ uk(Sk) ⊂ (−∞, a0] for all k ∈ N
(~2) Genus(Sk) ≤ Cg
(~3) a ◦ uk(∂Sk) ∩ [a0 − r, a0 + r] = ∅
(~4) a0 ∈ a ◦ uk(Sk).
Then for all sufficiently large k ∈ N we have∫
Sk
u∗kωk ≥ ~.
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Whereas Theorem 3 is concerned with showing that the area near an absolute
maximum or minimum of a feral curve cannot be too large, Theorem 4 shows that
it cannot be to small either; or more precisely that the ω-energy cannot be too
small. This result is one of the easiest to obtain, and follows essentially from a
compactness theorem. However, we note that such a compactness theorem requires
an area bound which one only has as an application of Theorem 3. We also note
that the bound on genus can almost certainly be removed. Indeed, whereas our
proof employs target-local Gromov compactness, which requires the genus bound,
one could probably replace our argument with Taubes’s convergence as integral
currents which does not require a genus bound. Because some of our later results
do require such a genus bound, such a (potentially) superfluous condition is not a
hindrance and creates a more self-contained presentation.
Theorem 5 (asymptotic connected-local area bound).
Let (M,η) be a compact framed Hamiltonian manifold, and let (J, g) be an η-adapted
almost Hermitian structure on R ×M . Then there exists a positive constant r1 =
r1(M,η, J, g) with the following significance. For each generally immersed feral
pseudoholomorphic curve (u, S, j) in R×M , there exists a compact set of the form
K := [−a0, a0] ×M with the property that for each ζ ∈ S such that u(ζ) /∈ K we
have
Areau∗g
(
Sr1(ζ)
) ≤ 1;
here Sr1(ζ) is defined to be the connected component of u
−1(Br1(u(ζ))) containing
ζ, and Br1(p) is the open metric ball of radius r1 centered at the point p ∈ R×M .
Arguably, Theorem 5 is the most important property of feral curves developed
here. The difficulty is that in general the Hofer-energy of a feral curve may be
infinite, which is to say that in general, we have
sup
z∈S
Areau∗g
(
u−1
(B(u(z)))) =∞
for each  > 0; here B(p) is a ball of radius  centered at p ∈ R×M . In contrast,
Theorem 5 states that if we replace u−1(B(u(z))) with the connected component
in this set containing z, then the associated supremum is in fact finite. Establishing
this estimate is a rather technical process, and it is perhaps worth noting that our
proof crucially relies on the fact that the genus of a feral curve is finite and that the
number of generalized punctures is also finite. Indeed, deducing these area bounds
in part from genus bounds is notably delicate.
With such a “connected-local” area bound established, a variety of asymptotic
properties of feral curves can be established essentially via target-local Gromov
compactness. One such important result is the following.
Theorem 6 (asymptotic curvature bound).
Let (M,η) be a compact framed Hamiltonian manifold, and let (J, g) be an η-adapted
almost Hermitian structure on R×M . For each feral pseudoholomorphic curve u =
(u, S, j,R×M,J, µ,D), there exists a compact set of the form K := [−a2, a2]×M ,
and positive constant Cκ = Cκ(M,η, J, g) with the following significance. First, the
restricted map
u : S \ u−1(K)→ R×M
is an immersion. Second, for each ζ ∈ S \ u−1(K) we have
‖Bu(ζ)‖ ≤ Cκ
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where Bu(ζ) is the second fundamental form of the immersion u evaluated at the
point ζ.
It may be useful to paraphrase the above result as saying that outside a large
compact set, a feral curve is immersed with a uniform point-wise curvature bound.
This result, together with Theorem 5 guarantees that our curves have the nicest
possible asymptotic behavior given that the Hofer-energy can be infinite. Indeed,
given that a curve with infinite Hofer-energy is generally thought to be too wild to
analyze, the above two results provide a tremendous amount of structure.
Theorem 7 (existence workhorse).
Let (M,η) be a compact framed Hamiltonian manifold with dim(M) = 3. Let
{ak}k∈N ⊂ R− be a sequence for which ak → −∞ monotonically. For each k ∈ N,
let (Jk, gk) be a η-adapted almost complex structure on R×M . Suppose that there
exists a positive constant C ≥ 1, and suppose that for each k ∈ N and each b ∈ [ak, 0]
there exists a stable5 unmarked but possibly nodal pseudoholomorphic curve
ubk =
(
ubk, S
b
k, j
b
k, (−∞, 1)×M,Jk, ∅, Dbk
)
with the following properties.6
(P1) the topological space |Sbk| is connected, which implies (P4) below,
(P2) ubk is compact and u
b
k(∂S
b
k) ⊂ (0, 1)×M ,
(P3) infζ∈Sbk a ◦ ubk(ζ) = b,
(P4) there exists a continuous path α : [0, 1]→ |Sbk| satisfying
a ◦ ubk ◦ α(0) = b and α(1) ∈ ∂Sbk
,
(P5) Genus(Sbk) ≤ C,
(P6)
∫
Sbk
(ubk)
∗ω ≤ C,
(P7) #Dbk ≤ C,
(P8) the number of connected components of ∂Sbk is bounded above by C.
Furthermore, suppose that Jk → J in C∞, and for each fixed k, and each pair
b, b′ ∈ [ak, 0] with b 6= b′ we have
#
(
ubk(S
b
k) ∩ ub
′
k (S
b′
k )
) ≤ C.
Then there exists a closed set Ξ ⊂ M satisfying ∅ 6= Ξ 6= M which is invariant
under the flow of the Hamiltonian vector field Xη.
Our final main result regarding feral curves is the above workhorse theorem,
which perhaps requires some explanation. First, we must note how much more
complicated this result is than the finite energy case. Indeed, in the contact case
it is sufficient to know that a finite energy curve exists in order to deduce that a
periodic orbit exists. In contrast, we cannot guarantee a similar dynamics result
in the case of having a feral curve. The trouble is that although a feral curve does
indeed have a notion of a limit set, which is both closed and invariant, in general it
may be the entire framed Hamiltonian manifold M . That is, the main difficulty is
to establish that the limit (or rather, a limit) of a feral curve is not all of M , and
this is why we need Theorem 7. While of course it would be more appealing to have
5Here we mean stable in the sense described just after Definition 2.30.
6By definition, the ubk are boundary-immersed.
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conditions on a single feral curve which guaranteed that the associated limit set was
not the total space, Theorem 7 is general enough to apply to a rather large number
of cases in which one constructs feral curves, and hence establishes non-minimal
dynamics in a good number of cases.
As we close out this section, we provide a brief synthesis of the above results, in
order to illustrate the new class of curves that have been found. Specifically, we put
feral curves in the context of some historical curves as well as a more general class
which we introduce as F -dominated curves. As we shall see, these F -dominated
curves have a weak but useful notion of a compactness result. To define them, it
will be convenient to make the following preliminary definition for a proper map
u : S → R×M . Indeed, for each c ∈ R and r > 0, we define
Sr(c) := u
−1(Ir(c)×M) where Ir(c) := [c− r, c+ r] ⊂ R.
Definition 1.6 (F -dominated pseudoholomorphic curves).
Let (M,η) be an almost Hermitian manifold7 equipped with an η-adapted8 almost
Hermitian structure. Let u = (u, S, j,R ×M,J, µ,D) be a marked nodal pseudo-
holomorphic curve9. Suppose further that u : S → R ×M is proper, and for each
connected component S′ ⊂ S on which the restriction u : S′ → R×M is constant,
we have
χ(S′)−#(S′ ∩ (µ ∪D)) < 0.
Let F : R → [0,∞) be a continuous function. We say u is F -dominated, provided
there exists an c ∈ R such that the following holds for every r ∈ R:
Points
(
Sr(c)
)
+ Genus
(
Sr(c)
)
+ Areau∗g
(
Sr(c)
) ≤ F (r)
where
Points
(
Sr(c)
)
:= #
(
(µ ∪D) ∩ Sr(c)
)
.
Geometrically, we note that any slightly reasonable proper pseudoholomorphic
map u : S → R ×M is F -dominated for some F . In contrast, if first given an F ,
one next finds a curve which is in fact F -dominated, then this condition guarantees
a certain maximal growth rate of the area as one moves away from a reference level
(say {0} ×M). Similarly, we have bounds on the growth rate of genus and special
points etc. Next, let us recall that when Gromov introduced pseudoholomorphic
curves in closed symplectic manifolds, a taming condition guaranteed that curves
in a fixed homology class had uniformly bounded total area. Moreover, a uniform
total area bound was precisely the analytic condition needed to prove compactness
of a family of curves. Then, in the symplectization case for SFT, specifically with
an R-invariant Riemannian metric, it turned out that curves in a fixed (relative)
homology class could develop infinite area, however they still had a uniform local
area bound. Again, this uniform local area bound was precisely the condition
needed to prove SFT compactness. Feral curves then go one step further in this
progression, and need not even have uniform local area bounds. Instead they have
uniform connected local area bounds, as in Theorem 5, and moreover fit within
the class of F -dominated pseudoholomorphic curves, and hence one can prove a
sort weak one-level SFT compactness theorem, or more specifically an exhaustive
Gromov compactness theorem; see Definition 2.38 and Theorem 2.39 below.
7See Definition 2.3.
8See Definition 2.5.
9See Definition 2.30.
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We can then summarize as follows. The results in our paper show that feral
curves belong to the distinguished class of F -dominated pseudoholomorphic curves
for which a version of an exhaustive Gromov compactness theorem exists, see [13].
However, feral curves are somewhat more special:
(1) Due to the assumption of finiteness of the ω-energy and a bound on genus
and the number of ends, it follows that the behavior of the ends of these
curves reflects some of the underlying dynamical features of the Hamilton-
ian flow on M .
(2) In general, the uniform connected-local area bound can be obtained from
topological bounds, which is an important feature in their construction.
We note that the methods in this paper can be used to establish the existence of
nontrivial feral curves in quite general contexts. We now take a moment to describe
this process in a fairly general setting, thereby establishing truly feral curves. Recall
Proposition 2.8 which associates to a smooth compact regular energy surface M of
a Hamiltonian function H on a symplectic manifold (W,Ω) the data (λ, ω, J) which
equips R ×M with a canonical almost complex structure. For simplicity assume
that M is connected and denote the closures of the two components of W \M by by
A and B so that A∩B = M . In favorable circumstances, for example a sufficiently
rich Gromov-Witten theory, one can use a stretching construction around M as
described in this paper to obtain feral curves in R×M with image in [0,∞)×M
or (−∞, 0]×M . Specifically carrying out this idea in the following example leads
to true feral curves which are not of finite energy. Pick a smooth compact regular
hypersurface M in the standard symplectic vector space R2n, with n ≥ 3, which
does not admit a periodic orbit. Such surfaces exist by the results of M. Herman
and Ginzburg, see [15,16,22]. One can view M as lying in CPn in the complement
of the divisor at infinity. Then the fact that there are plenty of complex lines al-
lows one to carry out the previously described deformation argument in such a way
that the obtained curve is feral, and even better has a R-projection which has a
minimum.
As a final remark, we would like to forewarn the reader that we have meticu-
lously kept track of constants in our estimates, and that for the first ninety pages
it would seem that the sole purpose of this is to torture the reader. However, in
later proofs we use rather sophisticated arguments which only work because of our
careful book keeping.
Acknowledgements: The first author would like to thank Professors Kai Cieliebak,
William Minicozzi, and Chris Wendl for a number of helpful conversations. The first
author would also like to thank the Institute for Advanced Study, the University
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2. Background
In this section, we will recall some basic notions which will be used through-
out later sections. All of these definitions should be either well known or readily
absorbed by specialists of pseudoholomorphic curves. We note that there are two
notions presented below which may nevertheless be unfamiliar to such a reader,
namely namely so-called target-local Gromov compactness (see Theorem 2.36) and
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exhaustive Gromov convergence (see Definition 2.38) and compactness (see The-
orem 2.39). Before progressing to those rather technical concepts, we begin with
more elementary notions.
Remark 2.1 (on smoothness).
Throughout this article, when referring to the regularity of differentiable objects
(functions, forms, manifolds, etc.) the term smooth will always refer to C∞-smooth;
any less regularity, for example C1, will be mentioned explicitly.
2.1. Ambient Geometric Structures. Here we begin by considering geometric
structures on certain manifolds which will serve as the target space for our later
defined pseudoholomorphic maps.
Definition 2.2 (almost complex manifold).
Let W be a smooth manifold not necessarily closed, possibly with boundary, and let
J ∈ Γ(End(TW)) be a smooth section for which J ◦ J = −1. We call J an almost
complex structure for W , and the pair (W,J) an almost complex manifold.
Definition 2.3 (almost Hermitian manifold).
Let W be a smooth finite dimensional manifold equipped with an almost com-
plex structure J and a Riemannian metric g. We say the pair (J, g) is an al-
most Hermitian structure on W provided that J is an isometry for g. That is,
g(x, y) = g(Jx, Jy) for all x, y ∈ TW .
We pause for a moment to comment on almost Hermitian manifolds, since they
may at first seem needlessly tangential to the more natural objects of study, namely
symplectic manifolds with compatible or tame almost complex structures. First we
point out that any almost complex manifold (W,J) can be given an almost Her-
mitian structure (J, g) by choosing an arbitrary Riemannian metric g˜ and defining
g(x, y) := 12
(
g˜(x, y) + g˜(Jx, Jy)
)
. Second, for a symplectic manifold (W,Ω), an Ω-
compatible almost complex structure J satisfies, by definition, the property that
g(x, y) := Ω(x, Jy) is a Riemannian metric. For this metric, we immediately see
that J is a g-isometry. Third, in the case that J is Ω-tame, we have Ω(x, Jx) > 0
for all x ∈ TW with x 6= 0. An associated Riemannian metric is then given by
g(x, y) = 12
(
Ω(x, Jy) + Ω(y, Jx)
)
, for which again J a g-isometry.
At this point, one may still question the utility of moving from analysis in sym-
plectic manifolds to almost Hermitian manifolds, and the answer is fairly simple:
The manifolds that occupy our primary interest are not, strictly speaking, symplec-
tic. Moreover, the principle role a symplectic form typically plays is to guarantee
that pseudoholomorphic curves (defined below) in a fixed homology class have uni-
formly bounded energy, or area; however, this a priori bound fails in the almost
Hermitian manifolds in which we are interested. Nevertheless, our analysis will
require the aid of Riemannian metric for which the almost complex structure is an
isometry. This inevitably leads the definition of an almost Hermitian manifold, and
hence motivates our generalization.
In order to more precisely specify the manifolds of interest, we will require two
more definitions.
Definition 2.4 (framed Hamiltonian structure).
Let M be a 2n + 1 dimensional closed manifold, and let λ and ω respectively be a
smooth one-form and smooth two-form on M . We say η := (λ, ω) is a Hamiltonian
structure for M provided dω = 0 and λ∧ωn is a volume form on M . We call (M,η)
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a framed Hamiltonian manifold. We call (M,η) an exact framed Hamiltonian
manifold, and η = (λ, ω) an exact Hamiltonian structure, provided there is a one-
form τ on M , for which ω = dτ .
Note that in the special case that a framed Hamiltonian structure (λ, ω) satisfies
the additional condition that kerω ⊂ ker dλ, we call (λ, ω) a stable Hamiltonian
structure. Throughout this article we will not make this additional assumption,
however it will often be useful to make comparisons between analysis in the framed
versus stable case. We also note that there exists a vector field Xη associated to a
Hamiltonian structure η = (λ, ω) uniquely determined by the equations
λ(Xη) ≡ 1 and ω(Xη, ·) ≡ 0.
We call Xη the Hamiltonian vector field associated to η. Observe that by definition
of Xη and Cartan’s formula, we have:
LXηω = d(iXηω) + iXηdω = 0.
Definition 2.5 (η-adapted almost Hermitian structures).
Given a manifold M with a framed Hamiltonian structure η = (λ, ω), we consider
R×M ; we henceforth equip R with the coordinate a. Furthermore, we say the pair
(J, g) is an η-adapted almost Hermitian structure on R×M provided it satisfies the
following conditions.
(J1) J is an R-invariant almost complex structure
(J2) J∂a = Xη
(J3) g = (da ∧ λ+ ω)(·, J ·) is a Riemannian metric.
(J4) J : kerλ ∩ ker da→ kerλ ∩ ker da
where we have abused notation by writing λ and ω instead of pr∗λ and pr∗ω where
pr : R×M →M is the canonical projection. We shall refer to R×M colloquially
as the ‘symplectization’ of M even if this is admittedly not a good name.
We will need to verify that our definition of η-adapted almost Hermitian structure
is aptly named. Specifically, we will need to verify that J is indeed an isometry for
g. This will be accomplished momentarily, see Lemma 2.7 below, however first we
need the following.
Lemma 2.6 (property of η-adapted J).
Let J be an adapted almost complex structure on the symplectization of the manifold
M with Hamiltonian structure (λ, ω). Then
−da ◦ J = λ and ω(Y, JY ) ≥ 0 for all Y ∈ T (R×M).
Proof. Observe that any tangent vector Y ∈ T (R×M) can be uniquely written as
Y = c1∂a + c2Xη + Yξ with Yξ ∈ ker da ∩ kerλ. In this case we have
−da ◦J(Y ) = −da(c1J∂a + c2JXη +JYξ) = −da(c1Xη − c2∂a +JYξ) = c2 = λ(Y ).
To prove the second part, we compute as follows.
ω
(
c1∂a + c2Xη + Yξ, J(c1∂a + c2Xη + Yξ)
)
= ω(Yξ, JYξ)
= (da ∧ λ+ ω)(Yξ, JYξ)
= ‖Yξ‖2g
≥ 0.

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Lemma 2.7 (η-adapted (J, g) are indeed almost Hermitian).
Let (M,η) be a framed Hamiltonian manifold with η = (λ, ω), and let (J, g) be an
η-adapted almost Hermitian structure on R × M in the sense of Definition 2.5.
Then (J, g) is an almost Hermitian structure for R×M . That is, J is an isometry
for g.
Proof. By Definition 2.5, we know that g = (da ∧ λ + ω)(·, J ·) is a Riemannian
metric, so we must show that g(X,Y ) = g(JX, JY ). Observe that
g(X,Y ) = (da ∧ λ+ ω)(X, JY )
= da(X)λ(JY )− λ(X)da(JY ) + ω(X, JY ),
and by Lemma 2.6, we have −da(J ·) = λ(·) so λ(J ·) = da(·), from which it imme-
diately follows that
(1) g = da⊗ da+ λ⊗ λ+ ω(·, J ·)
and
g(JX, JY ) = da(JX)λ(JJY )− λ(JX)da(JJY ) + ω(JX, JJY ),
= −da(JX)λ(Y ) + λ(JX)da(Y )− ω(JX, Y ),
= da(Y )λ(JX)− λ(Y )da(JX) + ω(Y, JX),
= g(Y,X)
= g(X,Y )
so indeed, J is an isometry, and hence (J, g) is an almost Hermitian structure. 
We take a moment to give an example of how a framed Hamiltonian structure
and adapted almost complex structure might arise in practice. Indeed, we first
consider a (2n+2)-dimensional symplectic manifold (W,Ω) equipped with a smooth
function H : W → R for which 0 is a regular value. One may allow that W is a
manifold with boundary, however in this case we require that {H = 0} ∩ ∂W = ∅
Assume further that J is an almost complex structure on W for which Ω(·, J ·)
is a Riemannian metric. Define M := H−1(0), and consider ξ := TM ∩ JTM
as a subset of TM ⊂ TW . A bit of linear algebra shows that ξ is a hyperplane
distribution in TM , and by construction J : ξ → ξ. Next, define the vector field
XH ∈ Γ(TM) by the following
Ω(XH , ·) = −dH.
Note that XH never vanishes since 0 is a regular value of H. We then define λ on
M to be the unique one-form for which
λ(XH) ≡ 1 and kerλ = ξ.
Regarding M as a closed manifold with i : M ↪→ W the canonical inclusion, we
define ω to be the closed two-form given by ω := i∗Ω. To show that (λ, ω) is
a framed Hamiltonian structure for M , it is then sufficient to show that λ ∧ ωn
is a volume form on M . Since J : ξ → ξ, and Ω(·, J ·) is a Riemannian metric,
and since Ω
∣∣
ξ
= ω, it follows that there exists a symplectic basis of ξ of the form
{e1, Je1, . . . , en, Jen}. However, we then have
λ ∧ ωn(XH , e1, Je1, . . . , en, Jen) = λ(XH) · ωn(e1, Je1, . . . , en, Jen) > 0;
FERAL CURVES AND MINIMAL SETS 21
here we have made use of the fact that λ
∣∣
ξ
≡ 0, and for any v ∈ ξ we have
ω(XH , v) = Ω(XH , v) = −dH(v) = 0 since ξ ⊂ TM and dH
∣∣
TM
≡ 0. Thus (λ, ω) is
indeed a framed Hamiltonian structure for M . Using the fact that 0 = −dH∣∣
TM
=
Ω(XH , ·)
∣∣
TM
= ω(XH , ·) and the definition of λ, we find that XH = Xη.
Continuing our construction, we obtain an adapted almost complex structure
on R × M in the following way. We demand R-translation invariance, so it is
sufficient to define J along {0} ×M ⊂ R ×M . Along this hypersurface, we can
identify ξ ⊂ TM with ker da ∩ kerλ ⊂ T ({0} × M). Using this identification,
J : ker da ∩ kerλ→ ker da ∩ kerλ, and we then define J∂a = XH = Xη.
We summarize the previous discussion as follows.
Proposition 2.8 (energy levels are framed Hamiltonian).
Consider a symplectic manifold (W,Ω) equipped with a compatible almost complex
structure J , and a smooth function H : W → R for which 0 is a regular value
and M := H−1(0) is compact and disjoint from ∂W . Then M naturally carries
a framed Hamiltonian structure η = (λ, ω) defined by ker(λ) = TM ∩ J(TM)
and λ(XH) ≡ 1, where ω is the pull-back of Ω to M . With the restriction of J
to TM ∩ J(TM) denoted again by J , we obtain (λ, ω, J) which defines a natural
η-adapted almost Hermitian structure (J, g) on the symplectization R×M .
We now provide several more general target manifolds with adapted structures,
the first of which we call a realized Hamiltonian homotopy, and which is made precise
in Definition 2.9 below. For clarity, we first provide the following motivation for
the definition. Consider a closed symplectic manifold (W,Ω) with compatible J as
in Proposition 2.8, and consider a smooth Hamiltonian H : W → R for which 0 is a
regular value. Let us define M := H−1(0), and observe that M is diffeomorphic to
{H = t} for all t sufficiently close to 0, and an explicit diffeomorphism is obtained
by the flow of the vector field Y := ∇H‖∇H‖2 . We denote this diffeomorphism by
ψt : M → {H = t}. As a consequence of Proposition 2.8, this gives rise to a family
of framed Hamiltonian structures ηt := (λt, ωt) on M with ωt = ψ
∗
tΩ. Moreover,
for all t and t0 sufficiently close to 0 we in fact have that (λt0 , ωt) is a framed
Hamiltonian structure on M . With this in mind, we then consider I ⊂ R to be
any open interval, and we let f : I → R be any smooth function mapping into a
neighborhood of 0 for which f ′ ≥ 0. We can then equip I ×M with the one-form
λˆ := pi∗λt0 and with the two-form ωˆ = Ψ
∗Ω where Ψ(t, p) = ψf(t)(p). In this way,
a homotopy of two-forms t 7→ ωt on M arising from framed Hamiltonian structures
gives rise to a single two-form ωˆ on I ×M , and somewhat similarly for λˆ. It is for
this reason that we call (I ×M, (λˆ, ωˆ)) a “realized Hamiltonian homotopy.” We
make this idea both more precise and more general with the following definition.
Definition 2.9 (realized Hamiltonian homotopy).
Let M be a smooth (odd-dimensional) closed manifold, let I ⊂ R be an interval
equipped with the coordinate t, and let λˆ and ωˆ respectively be a one-form and two-
form on I×M . We say (I×M, (λˆ, ωˆ)) is a realized Hamiltonian homotopy provided
the following hold.
(1) λˆ(∂t) = 0.
(2) i∂t ωˆ = 0.
(3) dωˆ
∣∣
{t=const} = 0
(4) dt ∧ λˆ ∧ ωˆ ∧ · · · ∧ ωˆ > 0.
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(5) λˆ is invariant under the flow of ∂t
(6) if I is unbounded, then there exists a neighborhood of {±∞}×M on which
ωˆ is invariant under the flow of ∂t.
We note that the properties of a realized Hamiltonian homotopy imply that,
near {±∞}×M , λˆ and ωˆ are pull-backs of forms λ and ω on M , where in addition
ω is closed and further λ ∧ ωn > 0 holds with 2n + 1 = dim(M). Observe that a
realized Hamiltonian homotopy gives rise to two additional structures, the first of
which is a vector field X̂ on I ×M which is uniquely determined by the equations
dt(X̂) = 0, λˆ(X̂) = 1, iX̂ ωˆ = 0.
The second structure is the codimension-two plane field distribution given by
ξˆ = ker dt ∩ ker λˆ.
With this in mind, we now provide the notion of an almost Hermitian structure
adapted to a realized Hamiltonian homotopy.
Definition 2.10 (adapted structures for a realized Hamiltonian homotopy).
Let (I ×M, (λˆ, ωˆ)) be a realized Hamiltonian homotopy. We say an almost Her-
mitian structure (Ĵ , gˆ) on I ×M is adapted to this realized Hamiltonian homotopy
provided the following hold.
(1) Ĵ∂t = X̂.
(2) Ĵ : ξˆ → ξˆ.
(3) gˆ = (dt ∧ λˆ+ ωˆ)(·, Ĵ ·).
(4) if I is unbounded, then there exists a neighborhood of {±∞}×M on which
the restriction Ĵ
∣∣
ξˆ
is invariant under the flow of ∂t.
Definition 2.11 (symplectic cobordism).
Let M+ and M− be smooth closed manifolds, and let η± = (λ±, ω±) denote framed
Hamiltonian structures for each. Suppose that each M± is oriented by the volume
form
λ± ∧ ω± ∧ · · · ∧ ω±.
We say a compact symplectic manifold (W˜ , ω˜) is a symplectic cobordism from
(M+, η+) to (M−, η−) provided
(1) ∂W˜ = M+ −M−
(2) i∗±ω˜ = ω
±, where i± : M± → W˜ is the canonical inclusion.
The basic concept we would like to introduce next is that of an extended sym-
plectic cobordism and it is quite involved, however the overall notion should be
mostly familiar to those experienced with symplectic manifolds with cylindrical
ends. The complexity of the definition arises in large part because the ends are
not (symplectizations of) contact or stable Hamiltonian manifolds, and hence later
when we derive new energy/area estimates for pseudoholomorphic curves we must
rely on a very carefully arranged structure in the target manifold, specifically on
the region which transitions from symplectic part to the cylindrically ended part.
To help digest these notions, we break the definition apart and introduce auxil-
iary objects in several preliminary definitions. In the first definition we disregard
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Figure 1. The figure shows the core, Cyl+ and Cyl− regions and
indicates the region where da¯(∂a¯) = 1.
symplectic and almost complex considerations and target the notion of an extended
cobordism in general.
Definition 2.12 (extended cobordism).
Let M± be two closed oriented manifolds. An extended cobordism from M+ to M−
is given by a tuple (W¯, a¯, ∂a¯, ε) and embeddings φ
± : M± → W¯ with the following
properties.
(1) W is a smooth oriented manifold.
(2) a¯ : W → R is a proper smooth function.
(3) ∂a¯ ∈ Γ(TW ) is a smooth complete vector field.
(4) ε > 0.
This data has the following additional properties:
(1) da¯(∂a¯) = 1 on the domain {|a¯| > 1− ε}.
(2) The images of the embeddings φ± are the codimension-one submanifolds
a¯−1(±1).
(3) The orientation induced on a¯−1(1) ∪ a¯−1(−1) as the boundary of the sub-
domain with smooth boundary a¯−1([−1, 1]) of W has the property that
φ+ : M+ → a¯−1(1) is orientation-preserving and φ− : M− → a¯−1(−1)
is orientation-reversing.
The compact sub-domain with smooth boundary defined by
Core(W ) :=
{|a¯| ≤ 1− 18ε}(2)
is called the “core of W .” The following domains are called the “positive cylinder”
and “negative cylinder” respectively.
Cyl±(W ) :=
{± a¯ > 1− 14ε}.(3)
We illustrate the above definition by Figure 2.1. We also note that in the case
that ε > 1 it holds that da¯(∂a¯) = 1 on all of W , and hence in this case W is
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diffeomorphic to the oriented product R × M+ via (s,m) → s · φ+(m), where
(s, w)→ s · w is notation for the flow associated to ∂a¯.
Definition 2.12 above has introduced the “smooth aspects” of the target mani-
folds which we shall need for further analysis, and so our next step is to introduce
the additional symplectic, Hermitian, and framed Hamiltonian features on such
manifolds. In this case we shall start with (M±, η±), where η± = (λ±, ω±) are
framed Hamiltonian structures, and we will define an extended symplectic cobor-
dism between (M+, η+) and (M−, η−) which carries additional compatible data.
For this new extension, with underlying extended cobordism (W, a¯, ∂a¯, ε), it will be
important to identify certain subdomains distinguished by ranges of values of the
function a¯. While the explicit definition of these subdomains will seem pedantic, it
is important to realize that they are necessary for the delicate analysis performed
later. In order to aid comprehension of these technical elements, we will elaborate
on some of the more important features after providing the definition.
As a final point, we mention that our notion of an extended symplectic cobor-
dism actually relies on not just a symplectic structure, but also framed Hamiltonian
structures and an adapted almost Hermitian structure. As such, it would be more
accurate to give it a more cumbersome name like “extended almost Ka¨hler cobor-
dism,” however here and throughout we opt for that brevity which emphasizes the
most important structure.
Definition 2.13 (extended symplectic cobordism).
Consider a pair of framed Hamiltonian structures (M±, η±), with η± = (λ±, ω±)
and view M± equipped with the induced orientations. Consider also the tuple W =
(W, ω¯, J, g¯, a¯, ∂a¯, ) and embeddings φ
± : M± →W consisting of the following data.
(1) (W, a¯, ∂a¯, ε) together with the φ
± is an extended cobordism between the ori-
ented manifolds M+ and M−.
(2) ω¯ is a smooth closed two-form on W .
(3) (J, g¯) is an almost Hermitian structure on W .
This data has the following additional properties. There exists a smooth function
β : R→ R satisfying
β(a¯) = 0 on {|a¯| ≥ 1}
β′(a¯) > 0 on {1−  < |a¯| < 1}
such that the following hold:
(1) on the region {|a¯| < 1} we have
(a) ω¯ is non-degenerate.
(b) J is ω¯-compatible; that is, ω¯(·, J ·) is a Riemannian metric.
(2) on the region {|a¯| < 1− 12} we have g¯ = ω¯(·, J ·)
(3) on the region {|a¯| > 1− }, where we recall that da¯(∂a¯) = 1, we have
(a) ω¯ = ω± + d(βλ±) =
(
β′(da¯ ∧ λ±)
)
+
(
ω± + βdλ±
)
where β = β(a¯)
and we have abused notation by writing λ± and ω± rather than the
more accurate (φ−1± ◦ pr±)∗λ± and (φ−1± ◦ pr±)∗ω± where
pr± : {±a¯ > 1− } → {a¯ = ±1}
is the smooth projection along the trajectories of ∂a¯.
(b) Make the following definitions:
(i) the two form ωˆ± := ω± + βdλ±
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(ii) the co-dimension two plane field ξ := ker da¯ ∩ ker λ±
(iii) smooth vector field X determined by
da¯(X) = 0 λ±(X) = 1 ker ωˆ± = Span(∂a¯, X);
then TW = ξ ⊕ ker ωˆ±, and J preserves this splitting; moreover we
have J∂a¯ = X, and ωˆ
±(·, J ·)∣∣
ξ
is a bundle metric
(c) there exists a smooth positive function θ : R → R satisfying θ(a¯) = 1
for |a¯| > 1− 14 for which
g¯ =
(
θ(a¯)(da¯ ∧ λ±) + ωˆ±)(·, J ·)
(4) on the region {|a¯| ≥ 1} we have J is invariant under the flow of ∂a¯
Then we call the tuple (W, ω¯, J, g¯, a¯, ∂a¯, ) an extended symplectic cobordism from
(M+, η+) to (M−, η−) equipped with adapted almost Hermitian structure.
We need a quick definition before we provide some comments on the previous
definition.
Definition 2.14 (compact region).
Let W be a manifold. Suppose U ⊂ W is an open set for which its closure cl(U)
inherits from W the structure of a smooth compact manifold possibly with boundary.
Then we call cl(U) a compact region in W .
Remark 2.15 (structural observations).
In light of the careful definition of an extended symplectic cobordism denoted by
W = (W, ω¯, J, g¯, a¯, ∂a¯, ), it is possible to identify a number of structures which we
will make use of later. The first of these is the set Core(W ), as defined in equation
(2), and which also is a compact region in the sense of Definition 2.14. Likewise,
we also make use of the open regions Cyl±(W ), as defined in equation (3). We also
specifically note that
W = Cyl−(W ) ∪ Core(W ) ∪ Cyl+(W ).
Second, we note there exist diffeomorphisms
Φ± : I± ×M± → Cyl±(W )
Φ±(t, p) = ϕt∓1∂a¯
(
φ±(p)
)
where
I+ = (1− 14,∞) and I− = (−∞,−1 + 14),
the φ± : M± → {a¯ = ±1} ⊂ W are as in Definition 2.13, and ϕt∂a¯ is the time t
flow of the vector field ∂a¯.
As a consequence of these structures, we see that the manifolds I±×M± equipped
with the pair of differential forms (Φ∗±λ
±,Φ∗±ωˆ
±) are each a realized Hamiltonian
homotopy in the sense of Definition 2.9; here recall that
ωˆ± = ω± + βdλ± and ω¯ = ω± + d(βλ±)
for β : R → R satisfying β(a¯) = 0 on {|a¯| ≥ 1 − 14} and β′(a¯) > 0 on the region
{1 −  < |a¯| < 1}. Moreover, the pair (Φ∗±g¯,Φ∗±J) is an adapted structure for the
realized Hamiltonian homotopy, in the sense of Definition 2.10.
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Finally, regarding Core(W ), we note that there exists a positive constant, denoted
Cθ = Cθ(W), for which
C−1θ ≤ inf
q¯∈Core(W )
inf
v∈Tq¯W
‖v‖g¯=1
ω¯(v, Jv) ≤ sup
q¯∈Core(W )
sup
v∈Tq¯W
‖v‖g¯=1
ω¯(v, Jv) ≤ Cθ.(4)
The next lemma will give a means to construct an extended symplectic cobordism
W = (W, ω¯, J, g¯, a¯, ∂a¯, ) from a symplectic cobordism W˜ fromM
+ toM− provided
the M± are equipped with framed Hamiltonian structures. The proof of the lemma
will also make the content and utility of Definition 2.13 more transparent.
Lemma 2.16 (cobordism to extended cobordism).
Let (M±, η±) be a pair of framed Hamiltonian manifolds with η± = (λ±, ω±). Let
(W˜ , ω˜) be a symplectic cobordism from (M+, η+) to (M−, η−). Then there exists
an extended symplectic cobordism from (M+, η+) to (M−, η−) equipped with an
adapted almost Hermitian structure, which we denote W = (W, ω¯, J, g¯, a¯, ∂a¯, ).
Moreover, there exists a smooth surjection Ψ: W → W˜ such that the following
hold.
(1) the domain restricted map Ψ: {|a¯| < 1} → W˜ \ ∂W˜ is a diffeomorphism
(2) Ψ({|a¯| ≥ 1}) = ∂W˜
(3) ω¯ = Ψ∗ω˜
Proof. We begin by noting that a version of Darboux’s theorem guarantees that
there exists an  > 0, disjoint neighborhoods O˜± of the M± ⊂ ∂W˜ in W˜ , and
diffeomorphisms
ψ+ : (−, 0]×M+ → O+ and ψ− : [0, )×M− → O−
for which ψ∗±ω˜ = ω
± + d(tλ±) where t is the coordinate on (−, 0] and [0, ). This
is the desired positive number  > 0.
Next, for notational convenience, we define the following intervals.
I+ := (1− ,∞) I− := (−∞, − 1)
Iˇ+ := (1− 14,∞) Iˇ− := (−∞, 14− 1)
We can then define the desired manifold W as follows.
W =
((I− ×M−) unionsq W˜ unionsq (I+ ×M+))/ ∼(5)
where q˜ ∼ (t, p) provided one of the following two holds:
(1) q˜ ∈ W˜ and (t, p) ∈ (1− , 1]×M+ and ψ+(t− 1, p) = q˜
(2) q˜ ∈ W˜ and (t, p) ∈ [−1, − 1)×M− and ψ−(t+ 1, p) = q˜
This defines the desired manifold W . In light of the definition of W , we then let
I0, I−, and I+ denote the natural embeddings:
I± : I± ×M± ↪→W and I0 : W˜ ↪→W.
In what follows, it will be convenient to have the following sets established. For
each δ ∈ [0, ] we define the positive and negative end regions
W
+
δ = I+
(
(1− δ,∞)×M+) and W−δ = I−((−∞, δ − 1)×M−)
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With these established, we now define a smooth function a¯ : W → R satisfying
a¯(q¯) =
{
pr1 ◦ I−1+ (q¯) if q¯ ∈W
+

pr1 ◦ I−1− (q¯) if q¯ ∈W
−

where pr1 is the canonical projection to the first factor, and
|a¯(q¯)| ≤ 1−  for all q¯ ∈W \ (W− ∪W+ ).
This defines the desired function a¯. Letting t denote the coordinate on I± as
appropriate, we define ∂a := (I±)∗∂t, and smoothly extend it on the rest of W .
This defines the smooth vector field ∂a¯, and also establishes property (3a). It also
allows us to define the desired diffeomorphisms:
φ± : M± → {a¯ = ±1}
φ±(p) = ψ±(0, p).
It is perhaps worth noting that we have
ω˜ =
{
ω+ + da¯ ∧ λ+ + (a¯− 1)dλ+ on {1−  < a¯ ≤ 1}
ω− + da¯ ∧ λ− + (a¯+ 1)dλ− on {−1 ≤ a¯ < − 1}(6)
Next we aim to define the two-form ω¯. To that end, we first define the desired
smooth function β : R→ R which satisfies the following conditions:
(1) β(a¯) = 0 for |a¯| ≥ 1
(2) β′(a¯) > 0 for 1− 12 < |a¯| < 1
(3) β(a¯) = a¯− 1 for 1−  < a¯ < 1− 12
(4) β(a¯) = a¯+ 1 for 12− 1 < a¯ < − 1.
With this function defined, we can then define ω¯ on {1−  < |a¯|} by the following:
ω¯ = ω± + d
(
β(a¯)λ±
)
= ω± + β′(a¯)da¯ ∧ λ± + β(a¯)dλ±
= β′(a¯)da¯ ∧ λ± + ωˆ±
for
ωˆ± = ω± + β(a¯)dλ±.(7)
As a consequence of the definition of β together with ω˜ expressed as in equation
(6), we see that on {1 −  < |a¯| < 1 − 12} we have ω˜ = ω¯, and hence we extend
the definition of ω¯ so that ω¯
∣∣
{|a¯|≤1−} := ω˜, which yields a smooth two-form ω¯
defined on all of W . This is the desired ω¯ and establishes property (3b). It also
immediately follows that on {|a¯| < 1} the two-form ω¯ is non-degenerate which
establishes property (1a). This latter fact is established by observing that
β × Id : (1− , 1)×M+ → (−, 0)×M+
β × Id : (−1, − 1)×M− → (0, )×M−
are diffeomorphisms which pull back ω˜ to ω¯.
At this point, we are prepared to define the smooth map Ψ: W → W˜ . As a first
step, we define the smooth map
Ψ: W
+
 ∪W
−
 → W˜
Ψ = ψ± ◦ (β × Id) ◦ I−1±
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We then observe that on the collar regions W
±
 \W
±
3
4 
we have I0 ◦Ψ = Id, so the
following extension yields the desired smooth surjection.
Ψ: W → W˜
Ψ: =
{
ψ± ◦ (β × Id) ◦ I−1± (q¯) if |a¯(q¯)| > 1− 
I−10 (q¯) if |a¯(q¯)| < 1− 34.
From this, and our above constructions, we can immediately see that Ψ satisfies
the desired properties, including Ψ∗w˜ = ω¯.
We now turn our attention to defining the almost complex structure J on W .
To that end, we first observe that on the ends W
±
 we have the splitting
TW = ker (da¯ ∧ λ±)⊕ ker ωˆ±(8)
where ωˆ± is defined in equation (7), and we observe that by construction we have
ω¯
∣∣
ker (da¯∧λ±) = ωˆ
±. We also define the vector field X± by
da¯(X±) = 0 λ±(X±) = 1 iX± ωˆ
± = 0.
From this we define J so that the following conditions hold
J : ker (da¯ ∧ λ±)→ ker (da¯ ∧ λ±) and J : ker ωˆ± → ker ωˆ±,
and moreover, J∂a¯ = X and ωˆ
±(·, J ·)∣∣
ker (da¯∧λ±) is symmetric and positive definite.
Now, recall that on {1−  < |a¯|} we have ω¯ = β′(a¯)da¯ ∧ λ± + ωˆ±, so that this J is
ω¯-compatible on {1 −  < |a¯| < 1}, and because ω¯ is non-degenerate on {|a¯| < 1}
we may then smoothly extend J to be an almost complex structure which is ω¯-
compatible on {|a¯| < 1}. This defines the desired J ; in particular, this establishes
properties (1b), (3c), and (4)
At this point, we note that it only remains to define the Riemannian metric g¯,
show that J is a g¯-isometry, and properties (2) and (3d).
To that end, we must first define the metric g¯, and to do that, we will first fix a
smooth function χ which satisfies
χ : R→ [0, 1]
χ(a¯) =
{
0 if |a¯| − 1 < − 12
1 if |a¯| − 1 > − 14.
Then, working on the ends, we define
g¯ =
(
θ(a¯)(da¯ ∧ λ±) + ωˆ±
)
(·, J ·)
where
θ(a¯) = χ(a¯) +
(
1− χ(a¯))β′(a¯) and ωˆ± = ω± + β(a¯)dλ±.
We see immediately from this definition that on the set {|a¯| − 1 > −} that g¯ is a
Riemannian metric for which J is an isometry. Moreover, on the region {1 −  <
|a¯| < 1− 12} we have χ = 0 and hence on this region we have
g¯ =
(
β′(a¯)(da¯ ∧ λ±) + ω± + β(a¯)dλ±
)
(·, J ·)
= ω¯(·, J ·)
FERAL CURVES AND MINIMAL SETS 29
so that we may smoothly extend g¯ by requiring that on {|a| < 1 − 12}, we have
g¯ = ω¯(·, J ·). Consequently, g¯ is indeed a Riemannian metric on W , for which J is
always an isometry. This, in turn, establishes properties (2) and (3d), which then
completes the proof of Lemma 2.16. 
Remark 2.17 (adjustment of J).
Recall (see for example Proposition 2.63 of [29]) that if W˜ is a finite dimensional
manifold, and E˜ → W˜ is a rank 2n bundle with a symplectic bilinear form ω˜, then
on E˜ there exists an almost complex structure J˜ compatible with ω˜, and moreover
the space of such almost complex structures is contractible. As a consequence, if
a symplectic cobordism (W˜ , ω˜) is equipped with an almost complex structure J˜ ,
and K ⊂ W˜ \ ∂W˜ is a compact set, then after shrinking  > 0 if necessary, the
associated extended symplectic cobordism W = (W, ω¯, J, g¯, a¯, ∂a¯, ) can be arranged
so that there exists a neighborhood O of K such that on Ψ−1(O) we have Ψ∗J˜ = J .
2.2. Pseudoholomorphic Curves. We now turn to pseudoholomorphic maps
and properties thereof.
Definition 2.18 (pseudoholomorphic map).
Let (S, j) and (W,J) be smooth almost complex manifolds with dim(S) = 2, each
possibly with boundary. A C∞-smooth map u : S →W is said to be pseudoholomor-
phic provided J · Tu = Tu · j. That is, the tangent map of u intertwines the almost
complex structures on domain and target. Unless otherwise specified, we allow S to
be disconnected.
We say such a map is proper provided the preimage of any compact set is com-
pact. We say such a map is boundary-immersed provided either u : ∂S →W is an
immersion, or else if ∂S = ∅.
Given a proper pseudoholomorphic map u : S → W , it will be convenient to
denote the set of critical points by Zu := {ζ ∈ S : Tζu = 0}. Recall that any
connected component S0 of S for which Zu ∩ S0 contains an interior accumulation
point, we must have u
∣∣
S0
≡ p ∈ W ; for details, see Lemma 2.4.1 in [30]. As such,
for a pseudoholomorphic map u : S → W , the restriction of u to each connected
component S0 ⊂ S is either a constant map, or else it is generally immersed in the
following sense.
Definition 2.19 (generally immersed).
We say a pseudoholomorphic map is generally immersed provided the set of critical
points has no interior accumulation points.
Definition 2.20 (marked nodal Riemann surface).
A nodal Riemann surface is a triple (S, j,D), with entries as follows. The first
entry, S, is a real two-dimensional manifold, which may have smooth boundary,
but we require that each connected component of ∂S is compact. The second entry,
j, is a smooth almost complex structure on S. Finally, the third entry, D ⊂ S \∂S,
is an unordered closed discrete set of pairs D = {d1, d1, d2, d2, . . .} which we call
nodal points, and the pairs {di, di} we call nodal pairs.
A marked nodal Riemann surface is the four-tuple (S, j, µ,D) where (S, j,D) is
a nodal Riemann surface, and where µ ⊂ S \ (D ∪ ∂S) is a discrete closed set of
points.
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Remark 2.21 (nodal notation).
A careful reader may notice that in a nodal Riemann surface, the structure which
determines which nodal points are paired with which other nodal points to form a
nodal pair is implied by the notation but not explicitly provided in the tuple (S, j,D).
Although this ambiguity is standard in the literature, it can be made precise by letting
D = {d1, d2, . . .} be a closed discrete set of points, and letting ι : D → D denote
an involution which sends each nodal point d ∈ D to the unique point d′ ∈ D (with
d 6= d′) with the property that {d, d′} is a nodal pair. A nodal Riemann surface would
then be given by the tuple (S, j,D, ι). In this way, ι(di) = di and ι(di) = di. Here
and throughout, we shall follow the more ambiguous but less cumbersome notation
of Definition 2.20, and leave the obvious precisification to the reader.
Associated to a nodal Riemann surface is the topological space |S| defined by
identifying a nodal point with the other point in its nodal pair; in other words, the
space S/(di ∼ di).
As in Section 4.4 of [4], we define SD to be the oriented blow-up of S at the points
D, and we let Γi :=
(
Tdi(S) \ {0}
)
/R∗+ ⊂ SD and Γi :=
(
Tdi(S) \ {0}
)
/R∗+ ⊂ SD
denote the newly created boundary circles over the di.
Definition 2.22 (decorated marked nodal Riemann surface).
A decorated marked nodal Riemann surface is a tuple (S, j, µ,D, r) where (S, j, µ,D)
is a marked nodal Riemann surface, and r is a set of orientation reversing orthog-
onal maps r¯ν : Γν → Γν and rν : Γν → Γν , which we call decorations; here
by orthogonal orientation reversing, we mean that rν(e
iθz) = e−iθrν(z) for each
z ∈ Γν . We also define SD,r to be the smooth surface obtained by gluing the com-
ponents of SD along the boundary circles {Γ1,Γ1,Γ2,Γ2, . . .} via the decorations r¯ν
and rν . We will let Γν denote the special circles Γν = Γν ⊂ SD,r.
We will also need the following definition.
Definition 2.23 (arithmetic genus).
Let S = (S, j, µ,D) be a marked nodal nodal Riemann surface. As above, let SD be
the oriented blow-up of S at the points D, and let SD,r denote the surface obtained
by gluing SD together along pairs of circles associated to pairs of nodal points. We
define the arithmetic genus of S to be the genus of SD,r. That is,
Genusarith(S) = Genus(S
D,r).
We note that it is more standard to define the arithmetic genus in terms of a
formula involving the genera of connected components, number of marked points,
number of nodal points, etc. It will be convenient for later applications to have
the above definition at our disposal, however it is equivalent to the more standard
formulaic definition; see the Appendix of [13] for details.
Definition 2.24 (stable Riemann surface).
We say a compact marked nodal Riemann surface, (S, j, µ,D), is stable if and only
if for each connected component S˜ ⊂ S we have
χ(S˜)−#(S˜ ∩ (µ ∪D)) < 0.
Lemma 2.25 (uniformization).
Let (S, j, µ,D) be a stable compact marked nodal Riemann surface, possibly with
boundary. Then there exists a unique smooth geodesically complete metric h on
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S˙ := S \ (µ ∪D) in the conformal class of j such that Areah(S˙) < ∞, the Gauss
curvature of h is identically −1, and the boundary components of S are all h-
geodesics.
Proof. This is the well known uniformization theorem. A proof via variational
partial differential equation methods in the case that µ ∪D = ∅ = ∂S case can be
found in [37]. The case with boundary can be treated by modifying the argument
in [37] to consider an associated Neumann boundary value problem. The case with
punctures can be treated by removing disks of arbitrarily small radius centered at
points in Γ and taking limits. 
We call h the Poincare´ metric associated to (S, j, µ,D), and will often denote
it hj,µ∪D to denote the dependence upon both the conformal structure j and the
special points µ∪D; for example, see the notion of Gromov convergence given below
in Definition 2.35.
Remark 2.26 (Orientations on Riemann surfaces).
Any Riemann surface is oriented by the almost complex structure so that (v, jv)
is a positively oriented frame whenever v 6= 0. Furthermore, if a Riemann surface
(S, j) has boundary, then the boundary will be oriented by letting ν be an outward
pointing unit normal, and defining jν to be a positively oriented basis of ∂S.
Definition 2.27 (Genus).
Let S be a two dimensional oriented manifold, possibly with boundary, with at most
countably many connected components, and with the property that each connected
component of ∂S is compact. Then
(1) If S is closed and connected, then define Genus(S) := g where χ(S) = 2−2g
is the Euler characteristic of S.
(2) If S is compact and connected with n boundary components, define S˜ =(
S unionsq (unionsqnk=1D2)
)
/ ∼ to be the closed surface capped off by n disks, and
define Genus(S) := Genus(S˜).
(3) If S is compact (possibly with boundary), then Genus(S) is defined to be the
sum of the genera of each connected component.
(4) If S is not compact, then Genus(S) is defined by taking any nested sequence
S1 ⊂ S2 ⊂ S3 ⊂ · · · of compact surfaces (possibly with boundary) such that
Sk ⊂ S for all k ∈ N and such that S = ∪kSk; then we define Genus(S) :=
limk→∞Genus(Sk).
Remark 2.28 (Genus monotonicity).
Note that for compact surfaces with boundary, Genus(·), thought of as a function,
satisfies a notion of super-additivity made precise in Lemma 2.29 below. As a
consequence of this lemma, it immediately follows that if S′ and S′′ are compact
surfaces with boundary and satisfy S′ ⊂ S′′, then
Genus(S′) ≤ Genus(S′′),
and hence for a non-compact surface S, Genus(S) is well defined by Definition 2.27.
Lemma 2.29 (Genus super-additivity).
Suppose S is a smooth compact oriented two-dimensional manifold, possibly with
boundary. Suppose further that S = S1 ∪ S2, for which the intersection S1 ∩ S2
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consists of a finite union of pairwise disjoint smooth embedded loops for which
S1 ∩ S2 = (∂S1) ∩ (∂S2) Then
Genus(S1 ∪ S2) ≥ Genus(S1) + Genus(S2).
Proof. We begin by resolving a related problem. Indeed, suppose S′ is a smooth
compact oriented two-dimensional manifold, possibly with boundary, and further
suppose there exists an smooth orientation reversing diffeomorphism from one con-
nected component of ∂S′ to another. Define S := S′/ ∼ where x ∼ φ(x). Then we
claim
(9) Genus(S) ≥ Genus(S′).
To prove inequality (9), we recall the Euler characteristic of the surface S is given
by
χ(S) = 2#pi0(S)− 2Genus(S)−#pi0(∂S),
where #pi0(X) denotes the number of connected components of the space X. How-
ever, by the Gauss-Bonnet theorem we also have
χ(S) =
1
2pi
∫
S
Kg dA+
1
2pi
∫
∂S
κgds
where g is a Riemannian metric on S, Kg is the Gaussian curvature of g, and κg
is the associated geodesic curvature. By choosing a metric on S′ for which the ∂S′
consists of geodesics and which smoothly descends to S, we see that
χ(S) = χ(S′).
Next we observe that
#pi0(∂S) = #pi0(∂S
′)− 2
and
#pi0(S) = #pi0(S
′)− e
where e ∈ {0, 1}. We now take the difference of the two following equations
χ(S) = 2#pi0(S)− 2Genus(S)−#pi0(∂S)
χ(S′) = 2#pi0(S′)− 2Genus(S′)−#pi0(∂S′),
and make use of the three above equations to find that
Genus(S)−Genus(S′) = 1− e ≥ 0.
We conclude that
Genus(S) ≥ Genus(S′).
Next observe that if φ is a smooth orientation reversing diffeomorphism from the
union of several connected components of ∂S′ to the union of several other con-
nected components of ∂S′ then again Genus(S) ≥ Genus(S′) because the above
argument can simply be iterated. However, Lemma 2.29 then follows immediately
by letting
S = S1 ∪ S2 and S′ = S1 unionsq S2,
since
Genus(S1 unionsq S2) = Genus(S1) + Genus(S2).
This completes the proof of Lemma 2.29. 
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Definition 2.30 (marked nodal pseudoholomorphic curve).
A marked nodal pseudoholomorphic curve is a tuple u = (u, S, j,W, J, µ,D) with
entries as follows. The triple (S, j, µ,D) is a marked nodal Riemann surface. The
pair (W,J) is a smooth real 2n-dimensional almost complex manifold, and u : S →
W is a smooth map for which J ·Tu = Tu ·j. Finally, we require that u(di) = u(di)
for each nodal pair {di, di} ⊂ D.
Unless otherwise specified, we will allow S, the domain of a pseudoholomor-
phic curve to be non-compact, to have smooth boundary, and to have unbounded
topology (i.e. countably infinite connected components, boundary components, and
genus).
Definition 2.31 (stability and common types of pseudoholomorphic curves).
We will say that a pseudoholomorphic curve u = (u, S, j,W, J, µ,D) is
(1) compact provided S is a compact manifold with smooth boundary,
(2) closed provided S is a compact manifold without boundary,
(3) connected provided that |S| is connected,
(4) proper and boundary-immersed provided the map u : S →W is proper and
boundary-immersed respectively.
Lastly, we say that a boundary-immersed curve u is stable provided that for each
connected component S0 ⊂ S on which the restriction u : S0 → W is constant, we
have
(10) χ(S0)−#
(
S0 ∩ (µ ∪D)) < 0.
Remark 2.32 (on our notion of stability).
We begin by observing that our above definition of stability is notably different from
the more precise definition established in Symplectic Field Theory, and instead has
more in common with notion from Gromov-Witten theory. Indeed, in SFT the target
manifold may be R ×M with an R-action given by translation in the first factor,
and therefore stable pseudoholomorphic curves (or buildings thereof) are equivalence
classes defined via this R-action. More specifically, a pseudoholomorphic building is
stable only if it has the property that on each floor there is a connected component
which is not a trivial cylinder, and moreover that each constant component S0
satisfies the inequality of equation (10). In this way, an orbit cylinder by itself
is not stable in an SFT sense, but is stable in the sense of Definition 2.31 above.
Because of this discrepancy, and because of the importance of the notion of stability,
some discussion is warranted.
To that end, we first recall that in the study of pseudoholomorphic curves, the
notion of stability arises predominantly so that a sequence of stable curves of fixed
topological type10 necessarily has a subsequence which has a unique stable limit.
Moreover, the topology associated to this limit must be such that there exists a
gluing theorem which (at the very least) finds the tail of the subsequence given only a
transverse limit curve. For a historical example, one can consider Gromov’s original
definition of compactness in [19], which led to non-unique limits (due to arbitrarily
complicated trees of constant spheres) and hence non-Hausdorff topologies on the
associated moduli spaces. This was then remedied by Kontsevich, who proposed the
notion of stability which yielded the desired unique limits. Similarly, in Symplectic
10 For example, a sequence of connected curves of some specified genus and in a specific
(relative) homology class.
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Field Theory, unless one declares levels consisting only of trivial cylinders to be
unstable (which is not done in Definition 2.31), then limit buildings obtained via
compactness will not be unique. We now explain why.
The issue is that at present we do not have a full compactness theorem. Indeed,
for the bulk of the argument below, we really only consider curves whose symplec-
tization coordinate has an absolute minimum, and moreover if given a sequence of
such curves with suitable bounds (though not necessarily energy bounds) we extract
a very weak notion of a limit curve. Indeed, in an SFT sense, what we find is only
the bottom-most level in any naturally arising limit building. The reason for this
is two-fold. The first is simply to obtain a feral pseudoholomorphic curve (namely
the bottom-most level), which may have infinite energy, and we use this to find the
desired closed invariant subset of the Hamiltonian flow. This is rather analogous to
how Hofer first used a preliminary compactness/bubbling argument to establish the
existence of a finite energy plane in the symplectization of contact S3, and hence
proving that Reeb flows on S3 must have a periodic orbit; see [23]. Only later
was a full compactness theorem established; see [4]. Consequently, stability for the
purposes of this manuscript need only take into account a single level of whatever
building structure the (eventually understood) full limit has.
This raises the question: Given an understanding of SFT compactness, and an
argument to extract a single level of the (supposed) feral limit building, why have
we not proved a full SFT compactness theorem for feral curves? Indeed, it is in
fact not difficult to build on the ideas here and in [13] to find many levels of a limit
building. However, at present there still remain several complications. The first is
that the limit may have infinitely many levels, each with positive ω-energy. Indeed,
unlike feral planes, feral cylinders do not have an ω-energy threshold. Second, even
if one extracts all levels of a feral limit building which have positive ω-energy, it is
not yet clear if the sum of the ω-energy of each of the limit levels will equal the ω-
energy of the curves in the approximating sequence. Without such knowledge, it is
not even clear the “full” limit has been found, since one should expect the ω-energy
to be preserved in the compactification process. And third, even if a limit curve
is understood which captures all the ω-energy there is to capture, at present it is
not understood how to glue two properly feral ends together. There are a variety of
special cases in which this seems possible, however it is not clear if these cases are
exceptional or generic. As a consequence of all of these issues, one should regard
the notion of stability provided in Definition 2.31 as preliminary, proprietary, and
restricted to the specific needs of this manuscript. We expect an updated and more
precise notion to naturally arise in future work.
Definition 2.33 (decorated marked nodal pseudoholomorphic curve).
A decorated marked nodal pseudoholomorphic curve (u, r) is a pair for which u =
(u, S, j,W, J, µ,D) is a marked nodal pseudoholomorphic curve, and (S, j, µ,D, r)
is a decorated marked nodal Riemann surface as in Definition 2.22. As above, we
let SD,r be the smooth surface obtained by taking the oriented blow up of S at the
points in D and then gluing the components of the result together along the boundary
circles Γν and Γν . Consequently, see that the smooth map u : S → W then lifts to
a continuous map u : SD,r →W .
Definition 2.34 (area of pseudoholomorphic curves).
Let u = (u, S, j,W, J, µ,D) be a marked nodal pseudoholomorphic curve which is
proper and boundary immersed. Assume further that the almost Hermitian manifold
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(W,J, g) has no boundary. Let Sconst ⊂ S denote the union of connected components
of S on which u is a constant map. As noted in the discussion following Definition
2.18 (pseudoholomorphic map), the map u : S\Sconst →W is generally immersed in
the sense of Definition 2.19. Consequently on S \Sconst we can define the following
metric
distu∗g(ζ0, ζ1) := inf
{∫ 1
0
〈γ˙(t), γ˙(t)〉 12u∗gdt : γ ∈ C1
(
[0, 1], S
)
and γ(i) = ζi
}
,
where our convention will be that if ζ0 and ζ1 lie in different connected components,
then distu∗g(ζ0, ζ1) :=∞. Thus we may regard (S\Sconst,distu∗g) as a metric space,
in which case it can be equipped with Hausdorff measures dHk. Note that if O ⊂
S \ Sconst is an open set on which u is an immersion, then dH2(O) = Areau∗g(O).
As such, our convention will be to simply define the area of an arbitrary open set
U ⊂ S \ Sconst to be Areau∗g(U) := dH2(U). Finally, for an arbitrary open set
U ⊂ S we define
Areau∗g(U) := dH2(U \ Sconst).
Again, in the absence of a symplectic form, the above definition may seem foreign,
so we pause for a moment to show that in the perhaps more familiar setup in which
Ω is a symplectic form, and J is an Ω-compatible almost complex structure so that
g := Ω ◦ (Id × J) is a Riemannian metric, the above definition of metric area of
a pseudoholomorphic curve agrees with the symplectic area as expected. To that
end, we suppose u : (S, j) → (W,J) is pseudoholomorphic map, and z ∈ S for
which Tzu 6= 0. We then let O(z) ⊂ S be an open neighborhood of z on which
u is an immersion and on which there exist conformal coordinates (s, t) for which
j∂s = ∂t. Consequently Jus = ut, and
Ω(us, ut) = ‖us‖2g = ‖Jut‖2g = ‖ut‖2g
and
〈us, ut〉 = Ω(us, Jut) = −Ω(us, us) = 0,
from which it follows that
dH2(O) = Areau∗g(O)
=
∫
O
(‖us‖2g‖ut‖2g − 〈us, ut〉2g) 12 ds ∧ dt
=
∫
O
‖us‖2gds ∧ dt
=
∫
O
u∗Ω.
We conclude that indeed, in the case that J is Ω-compatible, metric area as defined
above agree with symplectic area of pseudoholomorphic curves.
We now turn our attention to issues of convergence of pseudoholomorphic curves.
In what follows it will be important to recall that given a compact stable marked
nodal Riemann surface (S, j, µ,D), the associated Poincare´ metric, as provided in
Lemma 2.25, on S \ (µ ∪ D) is denoted by hj,µ∪D. We begin with our principle
notion of convergence of pseudoholomorphic curves.
Definition 2.35 (Gromov convergence).
A sequence uk = (uk, Sk, jk,W, Jk, µk, Dk) of compact marked nodal stable boundary-
immersed pseudoholomorphic curves is said to converge in a Gromov-sense to a
36 J.W. FISH AND H. HOFER
compact marked nodal stable boundary-immersed pseudoholomorphic curve u =
(u, S, j,W, J, µ,D) provided the following are true for all sufficiently large k ∈ N.
(1) Jk → J in C∞.
(2) There exist sets of marked points
µ′k ⊂ Sk \ (∂Sk ∪ µk ∪Dk) and µ′ ⊂ S \ (∂S ∪ µ ∪D)
with the property that #µ′ = #µ′k, and with the property that for each
connected component S˜k of Sk we have
χ(S˜k)−#
(
S˜k ∩ (µk ∪ µ′k ∪Dk)
)
< 0
and for each connected component S˜ of S we have
χ(S˜)−#(S˜ ∩ (µ ∪ µ′ ∪D)) < 0.
(3) There exists a decoration r for u, a sequence of decorations rk for the
uk, and sequences of diffeomorphisms φk : S
D,r → SDk,rkk such that the
following hold
(a) φk(µ) = µk
(b) φk(µ
′) = µ′k
(c) for each i = 1, . . . , δ the curve φk(Γi) is a h
jk,µk∪µ′k∪Dk -geodesic in the
punctured surface S′k := Sk \ (µk ∪ µ′k ∪Dk).
(4) φ∗kh
jk,µk∪µ′k∪Dk → hj,µ∪µ′∪D in C∞loc
(
SD,r \ (µ ∪ µ′ ∪i Γi)
)
; here we have
abused notation by letting hj,µ∪µ
′∪D also denote its lift to SD,r.
(5) φ∗kuk → u in C0(SD,r).
(6) φ∗kuk → u in C∞loc(SD,r \ ∪iΓi).
(7) For each connected component Λ of ∂S, the φ∗kh
jk,µk∪µ′k∪Dk -length of Λ is
uniformly bounded away from 0 and ∞.
With this notion of convergence established, we can now provide the target-
localized version of Gromov’s compactness theorem for pseudoholomorphic curves.
Theorem 2.36 (Target-local Gromov compactness).
Let (W,J, g) be an almost Hermitian manifold, possibly with boundary, and let
(Jk, gk) be a sequence of almost Hermitian structures which converge in C
∞ to
(J, g). Also let K1,K2 ⊂ Int(W ) be compact regions, satisfying K1 ⊂ Int(K2), and
let uk = (uk, Sk, jk,W, Jk, µk, Dk) be a sequence of stable compact marked nodal
pseudoholomorphic curves satisfying uk(∂Sk) ∩ K2 = ∅ and suppose there exists a
large positive constant C > 0 for which
(1) Areau∗kgk(Sk) ≤ C,
(2) Genus(Sk) ≤ C,
(3) #
(
µk ∪Dk
) ≤ C
Then, after passing to a subsequence (still denoted with subscripts k), there exist
compact surfaces with boundary S˜k ⊂ Sk with the following properties
(1) the following are compact pseudoholomorphic curves
(uk, S˜k, jk, µk ∩ S˜k, Dk ∩ S˜k)
(2) these domain-restricted converge in a Gromov sense to a compact stable
marked nodal boundary immersed pseudoholomorphic curve.
(3) uk(Sk \ S˜k) ⊂W \ K1.
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Proof. This is essentially a restatement of Corollary 3.1 from [13], and a slight
generalization of Theorem 3.1 from [12]. 
Our final task of this section is to provide a notion of Gromov compactness
for pseudoholomorphic curves in an exhaustive sense. The idea is best illustrated
with an example. Consider R ×M equipped with an almost Hermitian structure
(J, g). Now let D denote the compact unit disk in C, and consider a sequence of
pseudoholomorphic curves uk : D→ R×M with the following properties.
(1) inf{a ◦ uk(D)} = 0 for each k ∈ N
(2) sup{a ◦ uk(D)} = k = a ◦ uk(∂D) for each k ∈ N
(3) Areau∗kg
(
(a ◦ uk)−1([−n, n])
) ≤ Cn for each k ∈ N and each n ∈ N.
Geometrically then, we have a sequence of disks, with a minimum in {0} × M ,
both a maximum and boundary in {k} ×M , and a sort of locally bounded area.
The question then becomes: Is there a notion of convergence for such curves which
can be guaranteed after passing to a subsequence, and which yields a proper curve
without boundary in R×M? As it turns out, the answer is yes, and we make the
notion and the result precise with Definition 2.38 and Theorem 2.39 respectively
below. First however, we will need the following definition so that the desired
exhaustive compactness result can be stated in sufficient generality.
Definition 2.37 (properly exhausting regions).
Let (W,J, g¯) be an almost Hermitian manifold, which need not be compact. We say
a sequence of almost Hermitian manifolds (Wk, Jk, gk) properly exhaust (W,J, g¯)
provided the following hold.
(1) For each k ∈ N we have Wk ⊂ Wk+1, and moreover Wk is an open subset
of Wk+1 in the Wk+1 topology.
(2) W =
⋃
k∈NWk
(3) The smooth structure on Wk equals the smooth structure induced from
Wk+1.
(4) The set cl(Wk) ⊂Wk+1 is a compact manifold with smooth boundary.
(5) Regarding (Jk, gk) as almost Hermitian structures on W , we require (Jk, gk)→
(J, g¯) in C∞loc.
Definition 2.38 (convergence in an exhaustive Gromov sense).
Let (W,J, g¯) be a smooth almost Hermitian manifold, not necessarily compact,
and let (Wk, Jk, gk) be a sequence which properly exhausts (W,J, g¯), in the sense
of Definition 2.37. Suppose further that the tuples u¯ = (u¯, S, j¯,W , J, µ¯,D) and,
for each k ∈ N, uk = (uk, Sk, jk,Wk, Jk, µk, Dk), are each marked nodal proper
stable pseudoholomorphic curves without boundary. We say the sequence {uk}k∈N
converges to u¯ in an exhaustive Gromov sense provided there exists a collection
of compact smooth two dimensional manifolds with boundary {S`}`∈N with S` ⊂ S
for each ` ∈ N, and there exists a collection of compact smooth two dimensional
manifolds with boundary {S`k}`∈N
k≥`
with S`k ⊂ Sk for all k, ` ∈ N with k ≥ ` for which
the following hold.
(1) S
` ⊂ S`+1 \ ∂S`+1 for all ` ∈ N
(2) S =
⋃
`∈N S
`
(3) for each fixed k ∈ N and each 0 ≤ ` ≤ k − 1 we have S`k ⊂ S`+1k \ ∂S`+1k
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(4) for each k ≥ ` ∈ N we have
u−1k (W`) ⊂ S`k,
(5) for each fixed ` ∈ N, the sequence{(
uk, S
`
k, jk, W , Jk, S
`
k ∩ µk, S`k ∩Dk
)}
k≥`
is a sequence of compact marked nodal stable boundary-immersed pseu-
doholomorphic curves which converges in a Gromov sense to the proper
marked nodal stable boundary-immersed pseudoholomorphic curve(
u¯, S
`
, j¯, W , J, S
` ∩ µ¯, S` ∩D).
Theorem 2.39 (exhaustive Gromov compactness).
Let (W,J, g¯) be a smooth almost Hermitian manifold, not necessarily compact, and
let (Wk, Jk, gk) be a sequence which properly exhausts (W,J, g¯), in the sense of
Definition 2.37. Suppose further that the sequence denoted by
{uk}k∈N = {(uk, Sk, jk,Wk, Jk, µk, Dk)}k∈N
is a sequence of proper stable marked nodal pseudoholomorphic curves without
boundary for which there also exists a sequence of large constants Ck with the prop-
erty that for each fixed k ∈ N the following hold
(C1) sup
`≥k
Areau∗` g`(Ŝ
k
` ) ≤ Ck
(C2) sup
`≥k
Genus(Ŝk` ) ≤ Ck
(C3) sup
`≥k
#
(
(µ` ∪D`) ∩ Ŝk`
) ≤ Ck
where Ŝk` := u
−1
` (Wk). Then a subsequence converges in an exhaustive Gromov
sense to (u¯, S, j¯,W , J, µ¯,D) which is a proper stable marked nodal pseudoholomor-
phic curve without boundary.
Proof. This is a restatement of Theorem 1 from [13]. 
3. Existence of Minimal Subsets
The primary purpose of this section is to prove our main dynamical result,
Theorem 1, as well as an almost immediate generalization, Theorem 2. It is useful
to note that substantial work is required to prove the first result, however the
second result will follow from combining the foundational results about feral curves
developed in later sections together with some well established techniques from [23].
Due to the length of the proof of Theorem 1, we take a moment to sketch the
main ideas in order to outline it. The steps are as follows.
Step 1: Geometric and dynamical setup. Here we embed our dynamical prob-
lem into CP 2 and build an extended symplectic cobordism from the empty set to
a framed Hamiltonian manifold with dynamics conjugated to those on the given
energy level. We also establish the existence of an embedded pseudoholomorphic
sphere which we later show has some nice properties.
Step 2: Automatic transversality and an abundance of curves. Here we define
a moduli space of curves containing the previously found curve, and show these
curves are very nice: they are each embedded, pairwise intersect exactly once, are
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cut out transversely, and locally fill out an open set.
Step 3: The moduli space M extends into the negative end of W . Here we show
that the curves in the moduli space above have images which descend arbitrarily
deep into the negative cylindrical end of the extended cobordism.
Step 4: An area estimate. Here we prove an area estimate, which can roughly
be regarded as showing that within a bounded distance from the non R-invariant
region the areas of the curves must be uniformly bounded. This estimate is not
particularly difficult to obtain, but it is necessary in order to apply Theorem 7.
Step 5: Trimming curves and applying the workhorse theorem. Finally we use the
area bound from the previous step to trim away portions of the curve in the non R-
invariant regions in the extended cobordism, and we show that the resulting family
of curves satisfy the hypotheses of Theorem 7, which then guarantees the existence
of a non-trivial closed invariant subset. The desired result is then immediate.
3.1. Proof of Theorem 1.
We now prove our first main dynamical result regarding the non-minimality of the
Hamiltonian flow on compact hypersurfaces in R4.
Theorem 1 (First main dynamical result).
Consider R4 equipped with the standard symplectic structure and a Hamiltonian
H ∈ C∞(R4,R) for which M := H−1(0) is a non-empty compact regular energy
level. Then the Hamiltonian flow on M is not minimal.
Proof.
Step 1: Geometric and dynamical setup.
Here we build an extended symplectic cobordism, which has a negative end
(M−, η−) which is a framed Hamiltonian manifold with dynamics conjugated to
those on H−1(0). We begin by letting ω0 denote the standard symplectic form on
R4 given by
ω0 = dx1 ∧ dy1 + dx2 ∧ dy2.
For each  > 0 define the linear isomorphism
L : R4 → R4
L(x1, y1, x2, y2) =
(x1

,
y1

,
x2

,
y2

)
.
We also define the smooth family of functions H : R4 → R by H := 2H ◦L, and
we define manifolds M := H
−1
 (0). By definition, it follows that
L : M →M
is a diffeomorphism for each  > 0. Moreover, along M and M respectively we
have XH ∈ Γ(TM) and XH ∈ Γ(TM). Further still, we have
ω0(XH , v) = −dH(v)
= −2dH(TL · v)
= 2ω0(XH , TL · v)
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= 2ω0(TL · (TL)−1 ·XH , TL · v)
= 2(L∗ω0)
(
L∗XH , v)
= ω0(L
∗
XH , v),
from which we see that XH = L
∗
XH . Consequently, the flow of the Hamiltonian
vector field XH on M is not minimal if and only if the flow of the Hamiltonian
vector field XH on M is not minimal.
Next let ω˜ denote the Fubini-Study metric on CP 2. Recall that there exists a
holomorphic embedding ι : C2 → CP 2 so that Σ := CP 2 \ ι(C2) is an embedded
complex submanifold holomorphically diffeomorphic to CP 1. Next, we regard R4 '
C2 so that ι : R4 → CP 2 is an embedding. Then ι∗ω˜ is a symplectic form on R4,
so there exists a open neighborhood O of 0 ∈ R4 and a diffeomorphism φ : O →
φ(O) ⊂ R4 for which φ∗ω0 = ι∗ω˜. Next, we fix  > 0 sufficiently small so that
H−1 (0) ⊂ φ(O), and we define the open set U := {p ∈ R4 : H(p) < 0} ⊂ φ(O).
However, we then have H−1 (0) = ∂
(
cl(U)), and that φ(O) is an open neighborhood
of U ∪H−1 (0) = cl(U) and
ι ◦ φ−1 : φ(O)→ CP 2
is an embedding for which (ι ◦ φ−1)∗ω˜ = ω0. We then define the manifold W˜ with
smooth boundary by W˜ := CP 2 \ ι ◦φ−1(U) and equip it with the symplectic form
ω˜. We then define the (not yet oriented) manifold M− := ∂W˜ , and equip it with
the two-form ω := i∗ω˜ where i : M− ↪→ W˜ is the canonical inclusion. Letting
X := XH
∣∣
H−1 (0)
, we see that by construction we have
ω
(
(ι ◦ φ−1)∗X, ·
)
= 0
and X never vanishes, so that we can define the one-form λ− via
λ−(X) = 1 and ker λ− = TM− ∩ (JTM−)
where J˜ ∈ Γ(End(TW˜ )) is the (almost) complex structure induced on the real
manifold W˜ from multiplication by i =
√−1 on W˜ ⊂ CP 2 when regarded as a
complex manifold. We note that J˜ is ω˜-compatible in the sense that ω˜(·, J˜ ·) is a
Riemannian metric. Defining η− := (λ−, ω−), we see that (M−, η−) is a framed
Hamiltonian manifold, with Xη− = (ι ◦φ−1)∗X, and hence the flow of Xη− on M−
is minimal if and only if the flow of XH on H
−1(0) is minimal.
We pause to sum up the salient features of our geometric construction. Given
our compact regular energy surface H−1(0) ⊂ R4 inside (R4, ω0), we have con-
structed a connected symplectic cobordism (W˜ , ω˜), in the sense of Definition 2.11,
from the empty framed Hamiltonian manifold to (M−, η−), where the flow of Xη−
is conjugated to that of XH on H
−1(0). Consequently, the flow of XH on H−1(0) is
minimal if and only if the flow of Xη− is minimal on M
−. Moreover, W˜ \ ∂W˜ con-
tains an embedded degree one sphere, Σ˜, with the property that its tangent planes
are J˜ invariant. Or in other words, there exists an embedded pseudoholomorphic
curve
u˜ = (u˜, S2, j, W˜ , J˜ , ∅, ∅)
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with the property that u˜(S2) = Σ˜ ⊂ W˜ ⊂ CP 2. Finally, we note thatH2(CP 2,Z) =
Z and is generated by AΣ˜, where AΣ˜ is the homology class associated to u˜. More-
over,
1
pi
∫
S2
u˜∗ω˜ = 1.
At this point, we apply Lemma 2.16, which yields an associated symplectic cobor-
dism W = (W, ω¯, J, g¯, a¯, ∂a¯, ), in the sense of Definition 2.13, from the empty
framed Hamiltonian manifold to (M−, η−). Moreover, in light of Remark 2.17, we
may assume that u¯0 = (u¯0, S
2, j,W , J, ∅, ∅) is a pseudoholomorphic curve, where
u¯0 := Ψ
−1 ◦ u˜. We also define Σ = Ψ−1(W˜ ) ⊂ W , and we let AΣ denote the
homology class associated to u¯0.
Step 2: Automatic transversality and an abundance of curves.
Here we define moduli spaces of interest and establish properties thereof. Essen-
tially we are interested in the moduli space of degree one spheres in W , and a certain
path connected component thereof, and we show these curves are embedded, cut
out transversely, and pairwise intersect exactly once and do so transversely. These
ideas were all essentially introduced by Gromov in [19] and have been extensively
employed since, however we provide details for completeness, heavily referencing
Hofer-Lizan-Sikorav [24] and McDuff-Salamon [30] for detailed proofs.
We begin by defining M˜ to be the following set of pseudoholomorphic curves
M˜ = {v = (v, S2, j,W , J, ∅, ∅) : v is a pseudoholomorphic curve, and
v and u¯0 are homologous.
}
where here, as before, j denotes the standard (almost) complex structure on S2.
We equip M˜ with the C∞ topology, and we then letM denoted the path connected
component of M˜ which contains u¯0.
Recall that a closed pseudoholomorphic map u : (S, j) → (W,J) is a multi-
ple cover provided there exists another Riemann surface (S′, j′), a holomorphic
branched covering φ : (S, j) → (S′, j′) with degree strictly greater than one, and a
pseudoholomorphic map u′ : (S′, j′)→ (W,J) for which u = u′ ◦φ. Also recall that
a closed curve is said to be simple whenever it is not multiply covered.
Proposition 3.1 (embeddedness and transvserse intersections).
Let W and M˜ be as above. Then the following hold.
(1) If u ∈ M˜ then u : S2 →W is an embedding.
(2) If u,v ∈ M˜ with u(S2) 6= v(S2) then
1 = #{(ζ0, ζ1) ∈ S2 × S2 : u(ζ0) = v(ζ1)},
and these intersections are transverse.
Proof. As a first step, we recall Theorem 2.6.3 from [30] which is often called
“positivity of intersections.” Roughly it states that if (W,J) is an almost com-
plex four-manifold, and A1, A2 ∈ H2(W ;Z) are homology classes represented by
simple pseudoholomorphic curves (u1, S1, j1,W, J, ∅, ∅) and (u2, S2, j2,W, J, ∅, ∅) re-
spectively, which have the property that there do not exist non-empty open sets
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U1 ⊂ S1 and U2 ⊂ S2 with the property that u1(U1) = u2(U2), then
δ(u1,u2) ≤ A1 ·A2,(11)
where
δ(u1,u2) = #{(z1, z2) ∈ S1 × S2 : u1(z1) = u2(z2)}.
Moreover, we have equality in equation (11) if and only if the intersections are
transverse. From this, we may immediately draw the following conclusion: If u ∈
M˜, then u is simple. Indeed, if u¯0 represents the homology class A, and u ∈ M˜
were not simple, then there would exist a homology class B represented by a simple
pseudoholomorphic curve u′ which would necessarily satisfy
0 < δ(u′, u¯0) ≤ B ·A < A ·A = 1,
which is impossible. As a consequence of this fact, together with unique continua-
tion (see Theorem 2.3.2 and Corollary 2.3.3 in Section 2.3 of [30]), the second part
of Proposition 3.1 follows immediately.
To prove the first part of Proposition 3.1, we first recall Theorem 2.6.4 from
[30], namely the adjunction inequality. It states that if (W,J) is an almost complex
four-manifold, and A ∈ H2(M ;Z) is a homology class represented by a simple
pseudoholomorphic curve u, then
2δ(u)− χ(S) ≤ A ·A− c1(A)
where
δ(u) = 12#{(z1, z2) ∈ S × S : z1 6= z2, u(z1) = u(z2)}.
Moreover, equality holds if and only if u is an immersion with only transverse
self-intersections. For curves u ∈ M˜ we have χ(S) = χ(S2) = 2, A · A = 1, and
c1(A) = 3. By definition we must have δ(u) ≥ 0, and by the adjunction inequality
we must then also have δ(u) ≤ 0. It immediately follows that u is an embedded
pseudoholomorphic curve. This establishes the first part, and hence completes the
proof of Proposition 3.1. 
As identified by Gromov in [19] and detailed by Hofer-Lizan-Sikorav in [24],
for a given pseudoholomorphic curve u = (u, S2, j,W, J, ∅, ∅), there exists a non-
linear partial differential operator denoted ∂¯ν called the normal Cauchy-Riemann
operator, which is defined on suitably small sections of the normal bundle over
u; that is, the sub-bundle of u∗TW consisting of those planes orthogonal to the
tangent sub-bundle TS ⊂ u∗TW . We call the space M˜/Aut(S2) the space of non-
parameterized curves homologous to u¯0, and note that a neighborhood of [u] ∈
M˜/Aut(S2) is given by the zero-set of the normal Cauchy-Riemann operator near
u. The linearization of ∂¯ν at u, denoted Lν , is a first order elliptic differential
operator of the following form
Lνu = ∂¯ + a,(12)
where a ∈ Ω0,1(EndR(νu)). In preparation for a later result, we now claim the
following.
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Lemma 3.2 (only one zero).
Let u ∈ M˜, and let Lνu be the linearization of ∂¯ν at u as above. Let 0 6= σ ∈
ker(Lνu). Then
1 = #{z ∈ S2 : σ(z) = 0}.
Proof. First observe that c1(νu) = 1, where c1(νu) is the first Chern number of
the normal bundle νu over u; that is, it is the algebraic count of zeros of a generic
section of ν. Consequently
1 ≤ #{z ∈ S2 : σ(z) = 0}.
Next we claim the zeros of σ are isolated and each contributes positively to c1(νu).
Indeed, this follows from the form Lνu takes, specifically equation (12), together
with the Carleman similarity principle.11 From this we conclude
1 ≥ #{z ∈ S2 : σ(z) = 0}.
The desired result is immediate. This completes the proof of Lemma 3.2.

Returning to our discussion of the linearized operator, we recall that Lνu is
Fredholm for suitable choices of Banach spaces; for example Ho¨lder spaces Ck,α or
Sobolev spaces W k,p with k ≥ 1 and p > 2. Moreover the index of Lν at a curve
u = (u, S, j,W, J, ∅, ∅), is given by
Ind(Lνu) = 2
(
c1(νu) + 1−Genus(S)
)
where c1(νu) is the first Chern number of the normal bundle νu over u, or equiva-
lently if u is embedded, then
c1(νu) = u · u,
where u·u is the self-intersection number of u. One of the main results of [24] is that
if c1(νu) ≥ 2Genus(S)− 1 then Lνu is surjective. As a consequence of Proposition
3.1, each u ∈ M˜ is embedded with Genus(S) = 0 so that indeed c1(νu) = u ·u = 1
and hence Lνu is surjective with Ind(Lν) = 4. By the implicit function theorem on
Banach spaces it follows that a neighborhood of [u] ∈ M˜/Aut(S2) is a manifold
of dimension 4. Moreover, for each integer k ≥ 1 there exists a convex open
neighborhood O ⊂ ker(Lνu) of the zero section and a smooth embedding E : O →
Ck,α(νu) with the following properties.
(F1) For each σ ∈ O, E(σ) ∈ C∞(νu); that is, E(σ) is a smooth section of the
normal bundle νu over u.
(F2) The linearization of E at the zero section, denoted by TE0, satisfies TE0(σ) =
σ for all σ ∈ ker(Lνu).
(F3) For each σ ∈ O, there exists a pseudoholomorphic curve
uσ = (uσ, S
2, j,W , J, ∅, ∅)
and a (not necessarily holomorphic) diffeomorphism ψσ : S
2 → S2 for which
uσ ◦ ψσ = exp
(
E(σ)
)
.
11See Theorem 2.3.5 of [30].
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Moreover, for a continuous path [0, 1]→ O denoted by τ 7→ στ , the ψστ can
be found so that the map [0, 1]→ C∞(S2,W ) given by
τ 7→ uστ := expu◦ψ−1στ
(
E(στ )
)
is continuous.
(F4) The map
F : O × S2 →W
F (σ, z) = expu(z)
(
E(σ)
)
is C∞ smooth.
Remark 3.3 (paths of reparametrizations).
To see the validity of the second part of property (F3), one first observes that after
choosing three distinct points {z1, z2, z3} ⊂ S2 and σ ∈ O, the diffeomorphism ψσ
is uniquely determined by requiring ψσ(zi) = zi for i ∈ {1, 2, 3}. Given τ 7→ στ ,
this then uniquely determines the map τ 7→ ψστ , for our choice of zi. Continuity
of the map τ 7→ uστ := expu◦ψ−1στ
(
E(στ )
)
then follows from the continuity of the
map τ 7→ ψστ , which essentially follows from Gromov compactness; here it may be
helpful to recall that τ 7→ jτ := (uστ ◦ψστ )∗J is a continuous map into the space of
smooth sections Γ
(
End(TS2)
)
.
With these facts recalled, we are now prepared to prove the following.
Lemma 3.4 (curve through nearby points).
Let W = (W, ω¯, J, g¯, a¯, ∂a¯, ) and M˜ be as above, and let u ∈ M˜. Fix z0 ∈
S2. Then there exists δ > 0 with the property that for each q ∈ Bδ
(
u(z0)
)
, there
exists a continuous map h : [0, 1] → M˜ for which h(0) = u, and h(1) = u1 =
(u1, S
2, j,W , J, ∅, ∅) with q ∈ u1(S2).
Proof. We begin by letting Vz0 be the fiber of νu over the point z0 ∈ S2. Next we
claim that for each point v ∈ Vz0 there exists σ ∈ ker(Lνu) such that σ(z0) = v.
To see this, suppose not. Then there exists a vector subspace Q ⊂ ker(Lνu) of
dimension at least three for which σ ∈ Q implies σ(z0) = 0. Because Q is at least
three dimensional, it follows that there exists z1 ∈ S2 \ {z0} and 0 6= σ ∈ Q for
which σ(z1) = 0 = σ(z0). However this contradicts Lemma 3.2. This contradiction
then establishes that indeed, for each point v ∈ Vz0 , there exists σ ∈ ker(Lνu) for
which σ(z0) = v.
In light of this observation, we choose σˇ, σˆ ∈ O with O ⊂ ker(Lνu) as above,
so that Vz0 = Span
(
σˇ(z0), σˆ(z0)
)
. We then fix local coordinates (s, t) centered at
z0 ∈ S in a neighborhood U ⊂ S and we then define the map
F : U × D →W
F(s, t, x, y) = expu(s,t)
(
E
(
xσˇ + yσˆ)
)
where D = {(x, y) ∈ R2 : x2 + y2 < 1}. By property (F4) the map F is smooth.
Moreover, by property (F2) the linearization TF(0, 0, 0, 0) is surjective. Conse-
quently, there exists δ > 0 such that Bδ(u(z0)) ⊂ F(U ×D). Letting q ∈ Bδ(u(z0)),
there exists (s, t, x, y) ∈ U × D so that F(s, t, x, y) = q. Define σ := xσˇ + yσˆ. By
convexity of O, it follows that τσ ∈ O for all τ ∈ [0, 1]. Consequently, by prop-
erty (F3), the continuous path [0, 1] → O given by τ 7→ στ := τσ gives rise to a
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continuous map
h : [0, 1]→ M˜
h(τ) = uστ = (uστ , S
2, j,W , J, ∅, ∅)
for which h(0) = u, and h(1) = uσ with q ∈ uσ(S2). This completes the proof of
Lemma 3.4. 
Step 3: The moduli space M extends into the negative end of W .
Here we aim to prove the following proposition.
Proposition 3.5 (curves fall completely).
Let W = (W, ω¯, J, g¯, a¯, ∂a¯, ) and M be as above. Then for each a0 ≤ −1, there
exists z0 ∈ S2 and u ∈M for which
a0 = a ◦ u(z0) = inf
z∈S2
a ◦ u(z).
In other words, the images of the curves in M extend as far down as we like into
(−∞,−1)×M− ⊂W .
Proof. In order to proceed, we will need the following result.
Lemma 3.6 (bounded depth implies bounded area).
Let W = (W, ω¯, J, g¯, a¯, ∂a¯, ) and M be as above. For each a0 ≤ −1, there exists
a C = C(a0,W, Cu¯0) with the following property. For each u ∈ M for which
u(S2) ⊂ {p ∈W : a¯(p) > a0}, we have
Areau∗g¯(S
2) ≤ C.
Proof. We begin by fixing δ so that −1 + 18 ≤ δ ≤ −1 + 14 so that δ is a regular
value of a ◦ u. We then observe that
Areau∗g¯(S
2) = Areau∗g¯(S
+) + Areau∗g¯(S
−)
where
S+ = {ζ ∈ S2 : a¯ ◦ u(ζ) ≥ δ} and S− = {ζ ∈ S2 : a¯ ◦ u(ζ) ≤ δ}.
Recall our definition of cylindrical end and core of W are adapted from equations
(2) and (3) to our case in which M+ = ∅ as follows:
Core(W ) = {a¯ ≥ −1 + 18} Cyl−(W ) = {a¯ < −1 + 14}.
From this we immediately see that
u(S+) ⊂ Core(W ) and u(S−) ⊂ Cyl−(W ).
Letting Cθ = Cθ(W) denote the constant guaranteed by the final part of Remark
2.15, we see immediately from equation (4) that
Areau∗g(S
+) ≤ Cθ
∫
S+
u∗ω¯ ≤ Cθ
∫
S2
u∗ω¯ ≤ Cθ
∫
S2
u¯∗0ω¯ = piCθ.
Somewhat similarly, we have u(S−) ⊂ Cyl−(W ), and by Remark 2.15, we see
that Cyl−(W ) has the structure of a realized Hamiltonian homotopy with suitably
adapted almost Hermitian structure. Consequently, Theorem 8 below guarantees
the existence of a constant CA = CA(a0,W) for which
Areau∗g¯(S
−) ≤ CA.
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Combining these two inequalities yields
Areau∗g¯(S
2) ≤ CA + Cθ =: C,
which completes the proof of Lemma 3.6. 
Before proceeding with the proof of Proposition 3.5, we state Theorem 8. The
proof is provided in Section 4.1.
Theorem 8 (area bounds in realized Hamiltonian homotopy).
Fix positive constants CH > 0, r > 0, and E0 > 0. Then there exists a constant
CA = CA(CH , r, E0) with the following significance. Let I ×M, (λˆ, ωˆ)) denote a
realized Hamiltonian homotopy in the sense of Definition 2.9, and let (J, g) be an
adapted almost Hermitian structure in the sense of Definition 2.10 with
CH := sup
q∈I×M
‖dλˆq‖g ≤ CH .
For each proper pseudoholomorphic map u : S → Ir ×M , where
Ir = (a0 − r, a0 + r) ⊂ I
for which ∂S = ∅, u−1({a0} ×M) = ∅, and∫
S
u∗ω ≤ E0 <∞,
the following also holds:
Areau∗g(S) =
∫
S
u∗(da ∧ λˆ+ ωˆ) ≤ CA.
Additionally, for any [a0, a1] ⊂ I and any compact pseudoholomorphic map u : S →
[a0, a1]×M for which a0 and a1 are regular values of a◦u and u−1
({a0, a1}×M) =
∂S, the following also hold:∫
Γa0
u∗λ ≤
(
CHE0 +
∫
Γa1
u∗λ
)
eCH(a1−a0),
and ∫
Γa1
u∗λ ≤
(
CHE0 +
∫
Γa0
u∗λ
)
eCH(a1−a0),
where Γai = (a ◦ u)−1(ai) for i ∈ {0, 1}. Similarly, for
` := min
i∈{0,1}
{∫
Γai
u∗λ
}
we have
Areau∗g(S) ≤ (C−1H `+ E0)(eCH(a1−a0) − 1) + E0.
With Lemma 3.6 established, we can now complete the proof of Proposition 3.5.
Indeed, we do this by contradiction, and hence begin by assuming that Proposition
3.5 is false. In this case, Lemma 3.6 guarantees that the curves inM have uniformly
bounded area. We define the set U ⊂W by the following:
U = {q¯ ∈W : ∃ u ∈M s.t. u(z) = q¯}.
Claim 1: The set U is open.
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This follows immediately from Lemma 3.4.
Claim 2: The set U is closed.
To see this, we take a sequence q¯k → q¯ with {q¯k}k∈N ⊂ U . Then there exist
uk ∈ M with q¯k ∈ uk(S2), which have uniformly bounded area and genus. By
Theorem 2.36, a sub-sequence converges to the stable curve
u =
(
u, S, j,W , J, ∅, D)
with q¯ ∈ u(S) and S = unionsqn+1i=1 S2, for some n ≥ 0.
Case I: Σ ⊂ u(S).
In this case there must exist a connected component S0 ⊂ S for which u(S0) = Σ.
If S = S0, then D = ∅, and hence u ∈ M, and we are done, so assume S 6= S0.
In this case, we denote any remaining connected components by S1, . . . , Sn. By
stability of u, we may re-order the Si so that u : S1 → W is not a constant
map and u(S1) ∩ Σ 6= ∅. However, in a neighborhood of Σ, the two-form ω¯ is
symplectic and evaluates positively on J-complex lines. Consequently
∫
S1
u∗ω¯ > 0,
and because ω¯ evaluates non-negatively on J-complex lines in general, it follows
that ∫
S
u∗ω¯ >
∫
S2
u¯∗0ω¯
which is impossible since u and u¯0 represent the same homology class. This con-
tradiction establishes that S = S0, and hence u ∈M.
Case II: Σ 6⊂ u(S).
By positivity of intersections, there exists exactly one connected component S0
of S for which u(S0)∩Σ 6= ∅. As before, if S0 = S then we are done, so we consider
the case that S has other connected components which we denote S1, . . . , Sn. Next
we note that because ω¯ evaluates non-negatively on J-complex lines, it follows that∫
Si
u∗ω¯ ≥ 0 for i ∈ {0, . . . n}.
As before, it follows from stability of u that we may reorder the Si so that u :
S1 → W is non-constant. Observe that by unique continuation, we must have∫
S1
u∗ω¯ > 0. However, because ω¯ = Ψ∗ω˜, and because
∫
Si
u∗ω¯ > 0 for i ∈ {0, 1}, it
follows that
∫
Si
(Ψ ◦ u)∗ω˜ ≥ 1 for i ∈ {0, 1}, and hence
1 =
1
pi
∫
S
u∗ω¯
=
n∑
i=0
1
pi
∫
Si
u∗ω¯
≥ 1
pi
∫
S0
u∗ω¯ +
1
pi
∫
S1
u∗ω¯
=
1
pi
∫
S0
(Ψ ◦ u)∗ω˜ + 1
pi
∫
S1
(Ψ ◦ u)∗ω˜
≥ 2.
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. This contradiction establishes that S = S0, and hence u ∈ M. This completes
Claim 2. At this point we realize that U is both open and closed, and hence
must equal W , which is impossible. This contradiction then completes the proof of
Proposition 3.5. 
Step 4: An area estimate.
Here we prove the following.
Lemma 3.7 (ad hoc area estimate).
There exists a C = C(W) > 0 with the following significance. Let u ∈M. Define
S˜ = (a ◦ u)−1(I˜)
where I is the interval I˜ = (−2,−1). Then
Areau∗g(S˜) ≤ C.
Proof. For notational convenience, we define the interval I ′ = ( 18− 1, 14− 1). We
then define the region
Ŵ =
{
q¯ ∈W : a¯(q¯) ∈ I ′}.
We then recall that because W is an extended symplectic cobordism in the sense
of Definition 2.13, it follows that on W we have
ω¯ =
(
β′(a¯)(da¯ ∧ λ−)
)
+
(
ω− + β(a¯)dλ−
)
where we define the positive constants cβ and c
′
β by
0 < cβ := inf
a¯∈I′
β(a¯) and 0 < c′β := inf
a¯∈I′
β′(a¯).
Because J preserves the kernel of each of da¯ ∧ λ− and ω− + βdλ−, and because
each of these two-forms evaluates non-negatively on J-complex lines, the following
holds: ∫
u−1(Ŵ )
u∗(da¯ ∧ λ−) ≤ c′−1β
∫
u−1(Ŵ )
u∗(β′da¯ ∧ λ−)
≤ c′−1β
∫
u−1(Ŵ )
u∗(β′da¯ ∧ λ−) + u∗(ω− + βdλ−)
≤ c′−1β
∫
u−1(Ŵ )
u∗ω¯
≤ c′−1β pi.
However, by the co-area formula12 we also have∫
u−1(Ŵ )
u∗(da¯ ∧ λ−) =
∫
I′
(∫
Γt
u∗λ−
)
dt,
12See Lemma 4.13 below for a precise statement and proof of the required version of the co-area
formula.
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where Γt = (a ◦ u)−1(t) for each regular value t of a ◦ u. Combining the above
two observations then guarantees the existence a regular value t0 of a ◦u satisfying
1
8− 1 < t0 < 14− 1, and with the property that∫
Γt0
u∗λ− ≤ 16pi
c′β
.
In particular,
∫
Γt0
u∗λ− is bounded in terms of the geometry of W. However, we
then note that Ŵ ⊂ Cyl−(W ), and by Remark 2.15 we recall that Cyl−(W ) has the
structure of a realized Hamiltonian homotopy. Consequently Theorem 8 applies,
which guarantees the existence of a constant C = C(W) > 0 so that
Areau∗g(S˜) ≤ Areau∗g
(
(a ◦ u)−1((−2, t0))) ≤ C.
This is the desired inequality which proves Lemma 3.7. 
Step 5: Trimming curves and applying the workhorse theorem.
In order to complete the proof of Theorem 1, we will apply Theorem 7 to a
collection of curves which we now construct from curves in M. The rough idea is
to carefully trim curves fromM so that we may regard the resulting compact curves
with boundary as having images in the translation invariant region of Cyl−(W ) in
a manner that Theorem 7 applies. After reviewing the hypotheses of Theorem 7,
the main concern becomes how to trim the curves so the boundary of the domains
have images in (−2,−1) ×M− ⊂ Cyl−(W ), and so that the number of boundary
components stays bounded. To that end, we will need the following result.
Lemma 3.8 (bounds on number of boundary components).
Let (W,J, g) be a compact almost Hermitian manifold with smooth boundary, and
let (Jk, gk) be a sequence of almost Hermitian structures which converge in C∞(W )
to (J, g). Let I be an index set, possibly uncountable, and denote the interior of W
by W 0 := Int(W ). Suppose there exists a constant C > 0, and a set of stable proper
pseudoholomorphic curves
uk,ι = (uk,ι, Sk,ι, jk,ι,W
0, Jk, µk,ι, Dk,ι)
which satisfy
(1) Areau∗k,ιgk(Sk,ι) < C
(2) Genus(Sk,ι) < C
(3) #(µk,ι ∪Dk,ι) ≤ C
Then for each sufficiently small δ > 0, there exists another constant C ′ = C ′(δ) >
0 with the following property. For each (k, ι) ∈ N × I, there exists a compact
two-dimensional submanifold (possibly with smooth boundary) S˜k,ι ⊂ Sk,ι with the
property that
sup
ζ∈Sk,ι\S˜k,ι
distg
(
uk,ι(ζ), ∂W
) ≤ δ
and
#pi0(∂S˜k,ι) ≤ C ′;
here #pi0(X) denotes the number of connected components of X.
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Proof. We suppose the lemma is not true and aim to derive a contradiction. To that
end, there must exist a sequence ` 7→ (k`, ι`) with the property that for each compact
two-dimensional submanifold (possibly with smooth boundary) S˜k`,ι` ⊂ Sk`,ι` that
satisfies
sup
ζ∈Sk`,ι`\S˜k`,ι`
distg
(
uk`,ι`(ζ), ∂W
) ≤ δ
also satisfies
#pi0(∂S˜k`,ι`) ≥ `.
Without loss of generality, we may assume that the map ` 7→ k` is either strictly
monotonically increasing or else constant. Here we shall assume ` 7→ k` is strictly
monotonic, and leave trivial modifications for the constant case to the reader. Next,
for notational convenience, we define a sequence of pseudoholomorphic curves by
the following.
(uˆ`, Ŝ`, jˆ`,W
0, Ĵ`, µˆ`, D̂`) := (uk`,ι` , Sk`,ι` , jk`,ι` ,W
0, Jk` , µk`,ι` , Dk`,ι`)
We now observe that by assumption, this sequence of pseudoholomorphic curves
is stable and proper in W 0, and Ĵ` → J in C∞(W ), and they have uniformly
bounded area, genus, number of special points. We then define the compact set
K :=
{
p ∈W : distg(p, ∂W ) ≥ δ
}
,
and apply Theorem 2.36, which guarantees that after passing to a subsequence (still
denoted with subscripts `), there exist compact manifolds (possibly with smooth
boundary) denoted by S˜` ⊂ Ŝ` such that
uˆ`(Ŝ` \ S˜`) ⊂
{
p ∈W : distg(p, ∂W ) < δ
}
and the curves
(uˆ`, S˜`, jˆ`,W
0, Ĵ`, µˆ`, D̂`)
converge in a Gromov sense. In particular, for all sufficiently large `, we have
#pi0(∂S˜`) = n for all sufficiently large `. But since S˜` ⊂ Ŝ` = Sk`,ι` , we must have
#pi0(∂S˜`) ≥ ` have the desired contradiction. This completes the proof of Lemma
3.8 
We are now prepared to complete the proof of Theorem 1. First, for each real
number b < 0, we fix uˆb ∈M such that
uˆb =
(
uˆb, S2, jˆb,W , J, ∅, ∅),
and
inf
z∈S2
a ◦ uˆb(z) = a ◦ uˆb(zb) = b− 2.
Next, define the manifold
Wˇ :=
{
q¯ ∈W : − 1910 ≤ a¯(q¯) ≤ − 1110
}
,
its interior
Wˇ 0 :=
{
q¯ ∈W : − 1910 < a¯(q¯) < − 1110
}
,
the surfaces
Sˇb = {z ∈ S2 : uˆb(z) ∈ Wˇ 0},
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and the pseudoholomorphic curves
uˇb = (uˇb, Sˇb, jˇb, Wˇ, J, ∅, ∅),
where uˇb = uˆb
∣∣
Sˇb
and jˇb = jˆb
∣∣
Sˇb
. We then apply Lemma 3.8 to the curves uˇb in
(Wˇ, J, g¯) with δ < 110 to obtain the compact surfaces with boundary denoted:˜ˇSb ⊂ Sˇb ⊂ S2.
Finally, we define the compact surfaces with boundary denoted by Sb to be the
connected component of˜ˇSb ∪ (ub)−1({q¯ ∈W : a¯(q¯) < − 32})
which contains a point zb ∈ S2 so that
inf
z∈S2
a ◦ uˆb(z) = a ◦ uˆb(zb) = b− 2.
By construction, we then have that each Sb is compact, connected, with uˆb(∂Sb) ⊂
(−2,−1)×M− ⊂ Cyl−(W ), and
sup
b<0
#pi0(∂S
b) <∞.
Next, we let
ubk = u
b =
(
ub, Sb, jb, (−∞, 1)×M−, J, ∅, ∅).
We also require that jb = jˆb
∣∣
Sb
and define
ub = Sh−2 ◦ (Φ−)−1 ◦ uˆb,
where Φ− : (−∞,−1 + 14)×M− → Cyl−(W ) is the diffeomorphism guaranteed by
Remark 2.15, and Sh−2 : R×M− → R×M− is the shift map given by Sh−2(a, p) =
(a+ 2, p).
With our curves ubk = u
b defined, we now collect the properties they have.
(P1) each Sb = |Sb| is connected
(P2) ubk is compact and u
b(∂Sb) ⊂ (0, 1)×M−,
(P3) infζ∈Sb a ◦ ub(ζ) = b
(P4) there exists a continuous path α : [0, 1]→ |Sb| = Sb satisfying
a ◦ ub ◦ α(0) = b and α(1) ∈ ∂Sb
(P5) Genus(Sb) = 0
(P6)
∫
Sb
(ub)∗ω− ≤ pi
(P7) #Db = 0
(P8) The number of connected components of ∂Sbk is uniformly bounded
Moreover, by Proposition 3.1, it follows that for any b, b′ < 0 with b 6= b′ we have
#
(
ub(Sb) ∩ ub′(Sb′)) ≤ 1.
From this we see that the hypotheses of Theorem 7 are satisfied, and hence we
conclude the existence of a closed set Ξ ⊂ M− satisfying ∅ 6= Ξ 6= M− which
is invariant under the flow of the Hamiltonian vector field Xη− . Recalling the
Hamiltonian H : R4 → R given in they hypotheses of Theorem 1, we note that by
construction the Hamiltonian flow on M− is conjugated to the flow on on H−1(0),
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and hence we conclude that the Hamiltonian flow on H−1(0) is not minimal. This
completes the proof of Theorem 1.

3.2. Proof of Theorem 2.
We are now prepared to prove the second main dynamical result. We begin with a
few preliminaries. In what follows, we let D denote the closed disk in the complex
plane, given by
D = {(s, t) ∈ R2 : s2 + t2 ≤ 1}.
Definition 3.9 (contact type).
Let (M,η) be a framed Hamiltonian manifold with η = (λ, ω). We say (M,η) is
contact type provided that ω = dλ.
Definition 3.10 (tight/overtwisted).
Let (M,η) be a three-dimensional framed Hamiltonian manifold of contact type. We
say (M,η) is overtwisted provided there exists an embedding φ : D → M so that
the one form φ∗λ has {0} ∪ ∂D as its zero set. If no such embedding exists, then
we call (M,η) tight.
Theorem 2 (second main dynamical result).
Let (M±, η±) be a pair of three-dimensional framed Hamiltonian manifolds, and
let (W˜ , ω˜) be a symplectic cobordism from (M+, η+) to (M−, η−) in the sense of
Definition 2.11. Suppose that ω˜ is exact, M− is connected, and that (M+, η+) is
contact type and has a connected component M ′ which is either S3, overtwisted, or
there exists an embedded S2 in M ′ ⊂ ∂W˜ which is homotopically nontrivial in W˜ .
Then the flow of the Hamiltonian vector field Xη− on M
− is not minimal.
Proof. We begin by noting that the core arguments of the proof of Theorem 2 are
identical to those in Theorem 1, with some minor modifications from [23]. As such,
our argument here will be brief.
The first key observation is to see that for an almost Hermitian structure adapted
to a framed Hamiltonian manifold which is contact type, the function a ◦ u : S →
R×M has a maximum principle whenever u : S → R×M is a pseudoholomorphic
map. That is, a ◦ u can have no interior local maxima. To see this, observe that(
∆(a ◦ u))ds ∧ dt = ((a ◦ u)ss + (a ◦ u)tt)ds ∧ dt
= d
(
(a ◦ u)sdt− (a ◦ u)tds
)
= −d(d(a ◦ u) ◦ j)
= −d(da(du ◦ j))
= −d(da(J ◦ du))
= d
(
λ(du)
)
= u∗dλ
= u∗ω
≥ 0.
Following [23], we then break the problem into three cases.
Case I: The connected component (M ′, λ+) is tight S3.
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In this case, it follows from deep work of Eliashberg (see [8] and [10]) that up
to diffeomorphism there exists a unique positive tight contact structure on S3, and
moreover there exists a smooth embedding φ : M ′ → R4 for which
λ+
∣∣
M ′ = φ
∗(x1dy1 + x2dy2).
Additionally, φ(M ′) is the boundary of a compact star-shaped13 set O ⊂ R4 with
O diffeomorphic to a compact four-ball.
Following the construction in the proof of Theorem 1, it then becomes possible to
build a symplectic cobordism obtained by symplectically capping off M ′ ⊂ ∂W˜ by
CP 2 \ O. The resulting manifold, denoted (Wˇ, ωˇ), is then a symplectic cobordism
from (M+ \M ′, η+) to (M−, η−). One can then find an almost Hermitian structure
(J˜ , g˜) on Wˇ for which J˜ is adapted to ωˇ and for which there exists an embedded
pseudoholomorphic sphere u : S2 → Wˇ which has the same properties as u¯0 from
the proof of Theorem 1. That is, one considers the moduli space M of non-nodal
curves which are homotopic (through non-nodal pseudoholomorphic curves) to this
special curve. Curves in this moduli space are cut out transversely and pairwise
intersect at exactly one point. By the same means as in the proof Theorem 1, one
shows that if this family of curves is contained in a compact region, then the area
is uniformly bounded.
By positivity of intersections and exactness of ω¯, bubbling is impossible, and
hence one can show that the set of points in the extension of Wˇ which are in the
image of a curve in M is both open and closed if the curves stay in a compact re-
gion. This contradiction establishes that the curves must escape into a cylindrical
end of the extended cobordism, but the maximum principle prevents them from
escaping into the positive end. Thus the curves must extend all the way down into
the single negative end of the extension of Wˇ , while each still intersects the initial
curve. Trimming the curves as in the proof of Theorem 1 then yields a sequence
of curves to which Theorem 7 applies, and hence the non-minimality of the flow of
Xη− on M
− is established.
Case II: The manifold (M ′, η+) is overtwisted.
This case relies more heavily on input from [23]. Begin by letting the tuple W =
(W, ω¯, J, g¯, a¯, ∂a¯, ) denote the extension associated to (W˜ , ω˜). Letting φ : D →M ′
be the overtwisted disk guaranteed to exist, we lift this to an embedding φ˜ : D →
R+ ×M ′ via φ˜(s, t) = (10, φ(s, t)) ∈ R ×M ′. Letting Φ+ : (1 − 14,∞) ×M+ →
Cyl+(W ) denote the embedding guaranteed by Remark 2.15, we then define the
embedded disk
Σ := Φ+(φ˜(D)).
Define the point e := Φ+(φ˜(0)) ∈ Σ. Then, following [23], one constructs a family
of pseudoholomorphic curves of the form
u : D →W with u : ∂D → Σ
so that u(∂D) is transverse to TΣ ∩ kerλ+ and winds around e precisely once. As
is shown in [23], such curves are the zero set of a smooth non-linear Fredholm
section the linearization of which is always surjective. Additionally, the curves
13 A compact set K ⊂ R4 is said to be star-shaped provided that for each (x1, y1, x2, y2) ∈ K
and each τ ∈ [0, 1], one also has (τx1, τy1, τx2, τy2) ∈ K.
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are pairwise disjoint, and the images of their boundaries locally foliate Σ. An
additional crucial fact is that the boundaries u(∂D) always stay transverse to the
characteristic foliation given by the integral curves of TΣ ∩ kerλ+, and hence the
boundaries u(∂D) must always stay disjoint from ∂Σ.
At this point, we follow the script from Case I and from the proof of Theorem 1.
We letM denote the moduli space of such curves, and we note that if there exists a
compact set K ⊂W which contains the images of all the curves inM, then the set
of points in Σ which are in the image of u
∣∣
∂D for u ∈ M is both open and closed,
which is impossible. Here again we are making use of the fact that the existence
of such a K guarantees a uniform area bound as before, which then guarantees
Gromov convergence, which establishes closedness. Again, the maximum principle
prevents curves from escaping into Cyl+(W ), so the curves must instead escape
into Cyl−(W ), and again the curves can be trimmed so that Theorem 2 applies,
and again the flow of Xη− on M
− is not minimal.
Case III: There exists embedded S2 ⊂M ′ which is homotopically nontrivial in W˜ .
In this case we again follow [23] rather closely. In particular, by assumption, there
exists an embedded sphere in M ′ which when included into W˜ is homotopically
nontrivial. We also may assume that M ′ is tight, since the overtwisted case has
already been established. Consequently, we may perturb this sphere, keeping it
embedded, so that there exist precisely two points {e+, e−} ⊂ Σ at which we have
TΣ = kerλ+, and all integral curves of TΣ∩kerλ+ have e+ as one end point and e−
as the other. As in Case II, we lift this sphere into a level set Σ ⊂ {10}×M ′ ⊂W .
As in the proof of Case II, we then construct a family of pseudoholomorphic disks
with boundary in the sphere Σ, each winding around e± exactly once. These curves
again have similar properties, like being cut out transversely, and they are pairwise
disjoint and have boundaries which locally foliate Σ. Once again one shows that if
the images of the curves in this moduli space are contained in some compact set,
then the set of points in Σ which are in the image of the boundaries of curves in this
moduli space is both open and closed in Σ, and hence are all of Σ. However, if this
is the case, then, as in [23], one can use the moduli space of curves to show that Σ is
homotopically trivial, which is impossible. Consequently, the images of the curves
cannot stay in a compact region, so they must escape out into a cylindrical end of
W , and by the maximum principle it cannot be the positive end. Again, curves
escape into the negative end, are pairwise disjoint, with a suitable area bound to
obtain the appropriate trimmings to apply the workhorse theorem and again the
flow of Xη− on M
− is not minimal.

4. Supporting Proofs
In this section we prove the main foundational results about feral curves which
are needed to prove Theorem 1 and Theorem 2. Each of the following sections is
dedicated to precisely one of the proofs of Theorem 3 through Theorem 7.
4.1. Proof of Theorem 3: Exponential Area Bounds.
The main purpose of this section is to prove Theorem 3 as well as several impor-
tant generalizations. Our first step will be to give a brief overview of the structure
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of the proofs, while indicating the methods used to overcome certain obstacles.
Throughout this section, we will assume that M is a closed manifold equipped with
a framed Hamiltonian structure η = (λ, ω), and that (J, g) is an η-adapted almost
Hermitian structure on R×M .
4.1.1. The Rough Sketch. Before proceeding into some of the technical (and tedious
but elementary) details, we first provide the core idea in a model scenario. After-
wards, we describe how to generalize. To that end, we first need some definitions.
We begin by assuming u : S → R × M is a pseudoholomorphic map, with the
following properties.
(1) u(S) ⊂ [0, r]×M for some fixed positive r > 0
(2) ∂S = u−1({0, r} ×M)
(3) {ζ ∈ S : d(a ◦ u)ζ = 0} = ∅, where a is the symplectization coordinate on
R×M .
Geometrically then, we should think of S as an annulus (or a finite union of an-
nuli), and u maps one boundary component to {0} ×M , and it maps the other
boundary component to {r} ×M . Furthermore, since the set of critical points of
the function a◦u : S → [0, r] is empty, we know that any gradient trajectory in the
lower boundary component u−1({0} ×M) will terminate in the upper boundary
component u−1({r} ×M). This is a fact we will heavily exploit.
Next, for each x, y ∈ [0, r] with x < y we define
Syx := {ζ ∈ S : x ≤ a ◦ u(ζ) ≤ y},
and
α := −(u∗da) ◦ j = u∗λ,
as well as the functions
h(s) :=
∫
(a◦u)−1(s)
α and G(s) =
∫
Ss0
u∗ω,
and the Riemannian metric
γ := u∗g.
We note that h, G, and γ are smooth.
With these definitions in place, we next recall a few linear algebra and calculus
facts. The first is that there exists a large constant C > 0 which depends on ambient
geometry but not on the map u for which
‖dα‖γ ≤ C.
This is readily seen here by recalling that α = u∗λ, and γ = u∗g, so that ‖dα‖γ =
‖u∗dλ‖u∗g ≤ ‖dλ‖g ≤ C. Next is the fact that given a two-dimensional oriented
Riemannian manifold, like (S, γ), there exists a corresponding two-dimensional
Hausdorff measure dµ2γ ; similarly for other dimensions. Furthermore, because (J, g)
is suitably adapted to η, and because u is pseudoholomorphic, we find
Areaγ(S) =
∫
S
dµ2γ =
∫
S
u∗da ∧ α+ u∗ω,
with similar statements for subdomains in S. Finally, the following result is an
immediate application of the co-area formula (see Lemma 4.14 below), or a suitably
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applied change of coordinates.∫
Syx
(u∗da) ∧ α =
∫ y
x
(∫
(a◦u)−1(s)
α
)
ds
With these preliminaries established, we now establish our principle differential
inequality.
|h′(s)| =
∣∣∣ lim
→0+
−1
(
h(s+ )− h(s))∣∣∣
= lim
→0+
−1
∣∣∣ ∫
(a◦u)−1(s+)
α−
∫
(a◦u)−1(s)
α
∣∣∣
= lim
→0+
−1
∣∣∣ ∫
Ss+s
dα
∣∣∣
≤ lim
→0+
−1
∫
Ss+s
‖dα‖γdµ2γ
≤ lim
→0+
−1C
∫
Ss+s
dµ2γ
= C lim
→0+
−1
∫
Ss+s
(
(u∗da) ∧ α+ u∗ω)
= C
(
lim
→0+
−1
∫
Ss+s
(u∗da) ∧ α+ lim
→0+
−1
∫
Ss+s
u∗ω
)
= C
( ∫
(a◦u)−1(s)
α+G′(s)
)
= C
(
h(s) +G′(s)
)
Or to put it succinctly and in a more useable form,
h′(s) ≤ C(h(s) +G′(s)),
where C depends on ambient geometry, but not on the map u. Integrating up, we
find
h(s) ≤ h(0) + C
∫ s
0
h(t)dt+ C
(
G(s)−G(0))
≤ (h(0) + C ∫
S
u∗ω
)
+ C
∫ s
0
h(t)dt
By Gronwall’s inequality (see Lemma 4.15 below), we then have
h(s) ≤ (h(0) + C ∫
S
u∗ω
)
eCs,
or rewriting it, making use of the definition of h, and the fact that α = u∗λ, we
have ∫
(a◦u)−1(s)
u∗λ ≤
(∫
(a◦u)−1(0)
u∗λ+ C
∫
S
u∗ω
)
eCs.
In essence, this is precisely the desired inequality which establishes Theorem 3.
To emphasize the key characteristics, the above inequality says that if we consider
the function s 7→ ∫
(a◦u)−1(s) u
∗λ, then the function is bounded from above by s 7→
AeCs, where C depends only on ambient geometry, and A is bounded in terms of
ambient geometry constant C, the ω-energy (which is always a priori bounded),
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and
∫
(a◦u)−1(0) u
∗λ. Essentially then, we have an exponential bound on the growth
of the function s 7→ ∫
(a◦u)−1(s) u
∗λ. To obtain a similar exponential bound on the
area, it is sufficient to recall that
Areau∗g(S
r
0) =
∫
Sr0
u∗(da ∧ λ+ ω)
=
∫
Sr0
u∗da ∧ λ+
∫
Sr0
u∗ω
=
∫ r
0
(∫
(a◦u)−1(t)
u∗λ
)
dt+
∫
Sr0
u∗ω
and then employ our previous exponential growth estimate for s 7→ ∫
(a◦u)−1(s) u
∗λ.
We note that while all of the above estimates assume that s ∈ [0, r], as similar
construction and analysis establish the case that s ∈ [−r, 0].
With this principle estimate established, we can then generalize as appropriate.
First, to move from annuli to more general surfaces, one observes that Sard’s theo-
rem guarantees that for a more general domain S, the set of regular values of a ◦ u
has full measure, and it must be open since the set of critical points is closed. A
bit of elementary measure theory then lets us approximate the set of regular values
from the inside by a finite set of compact intervals on which the desired estimate
holds. Making use of the fact that ω evaluates non-negatively on J-complex lines
and
∫
S
u∗ω <∞, and some elementary real analysis then allows us to conclude the
desired inequality for the more general surface. We carry out these details below,
but for the moment we sketch further generalizations.
Already, such an exponential growth bound on area is rather useful, however
there are two more related results which prove to be quite important, and each
essentially stems from the fact that gradient-flow type coordinates are more useful
to us than holomorphic coordinates. More specifically, one can construct local
coordinates (s, t) on S, with the property that a ◦ u(s, t) = t, and the map t 7→
(s0, t) ∈ S is contained in an integral curve of the vector field ∇(a◦u). One can then
ask if our exponential growth bound on
∫
u∗λ and the area holds on such rectangular
patches (s, t) ∈ [0, b]×[0, r] of pseudoholomorphic curve. As it turns out, the answer
is yes, essentially because 0 = −(u∗da)(j∇(a ◦ u)) = α(∇(a ◦ u)) = u∗λ(∇(a ◦ u)).
Indeed, replacing Syx with
S˜yx := {ζ ∈ Syx : 0 ≤ s(ζ) ≤ b}
where (s, t) are rectangular gradient-like coordinates as above, we see the entire
argument carries over unchanged, including∫
(a◦u)−1(s+)
α−
∫
(a◦u)−1(s+)
α =
∫
S˜s+s
dα.
This latter equality holds precisely because α(∇(a ◦ u)) = 0, and this guarantees
that there are no contributions to Stokes’ theorem coming from the gradient-like
“sides” of our pseudoholomorphic rectangle. Essentially then, this establishes ex-
ponential area growth for certain pseudoholomorphic rectangles, which we define
more precisely as tracts of pseudoholomorphic curves in Definition 4.2 below.
The final generalization of our exponential growth bound is less enlightening
and more a necessary evil. The issue is that in later sections, we will need to study
portions of a pseudoholomorphic curve restricted to Sx+x where x and x +  are
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regular values of a ◦ u. Moreover, we would like to claim that if ∫
(a◦u)−1(x) u
∗λ is
very large, and if
∫
Sx+x
u∗ω is very small, then most of the gradient trajectories
which start along the set (a◦u)−1(x) terminate at a point in (a◦u)−1(x+ ). As it
turns out, this is not difficult to establish in the special case that the function a ◦u
is Morse, but it appears to be intractable in the general case. This forces us into
the position that we must establish the desired exponential growth bound on area
for perturbed pseudoholomorphic curves – that is, for curves which are no longer
pseudoholomorphic. Worse still, the type of perturbation, and specifically its precise
size, will be important for later estimates, so we must establish the desired area
estimate for all perturbed pseudoholomorphic curves for which the perturbation
is small in a very explicit manner. In turn, this seems to force us to establish a
number of rather elementary estimates via rather tedious but elementary means,
and this takes up a bulk of the Section 4.1. The upshot however, is that we establish
the desired estimates for perturbed curves, which is crucial for later results. The
remainder of Section 4.1 is then devoted to making these above sketches rigorous.
4.1.2. Definitions and Elementary Estimates.
Definition 4.1 (perturbed pseudoholomorphic map).
Let (M,η) be a framed Hamiltonian manifold with η = (λ, ω), and let (J, g) be an
η-adapted almost Hermitian structure on R×M . A perturbed pseudoholomorphic
map consists of the tuple (u˜, ˜, f, u, S, j) where
(p1) u : (S, j) → (R × M,J) is a generally immersed pseudoholomorphic map,
which is possibly non-compact,
(p2) f : S → R is a smooth function,
(p3) the support of f is compact and satisfies supp(f) ⊂ S \ (∂S ∪ Z), where
Z = {ζ ∈ S : Tu(ζ) = 0}
(p4) u˜(ζ) = expgu(ζ)(f(ζ)∂a), where exp
g is the exponential map associated to the
Riemannian metric g, and ∂a is the coordinate vector field associated to the
coordinate a ∈ R,
(p5) ˜ is a smooth almost complex structure on S which induces the same orienta-
tion as j,
(p6) on the complement of supp(f) we have j = ˜, and elsewhere ˜ is uniquely
determined by requiring that ˜ is a u˜∗g-isometry.
Geometrically then, a perturbed pseudoholomorphic map is obtained by nudging
an honestly pseudoholomorphic map a bit in the symplectization direction. We
require this modification to be away from the boundary of S and critical points
of u, and in practice it will occur only in a small neighborhood of the critical
points of a ◦ u. We adapt the almost complex structure on the domain so that
our new perturbed map is an isometry, but not pseudoholomorphic. For notational
convenience and ease of exposition, rather than write the full tuple (u˜, ˜, f, u, S, j)
to specify a perturbed pseudoholomorphic map, we will instead say: Let (u˜, S, ˜)
be an f -perturbation of a pseudoholomorphic map (u, S, j).
Definition 4.2 (tract of perturbed pseudoholomorphic map).
Let (M,η) be a framed Hamiltonian manifold with η = (λ, ω), and let (J, g) be an
η-adapted almost Hermitian structure on R×M . A tract of perturbed pseudoholo-
morphic map consists of the tuple (u˜, S˜, ˜, f, u, S, j) where
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(1) (u˜, ˜, f, u, S, j) is a perturbed pseudoholomorphic map,
(2) S˜ ⊂ S is a smooth real two dimensional non-empty manifold, possibly with
boundary, possibly with corners, and possibly non-compact,
(3) the restriction u˜ : S˜ → R×M is a proper14 map satisfying
{ζ ∈ S : d(a ◦ u˜)ζ = 0} ∩ ∂S˜ = ∅,
(4) the boundary of S˜ decomposes as ∂S˜ = ∂0S˜ ∪ ∂1S˜ where
(a) the set ∂0S˜ ∩ ∂1S˜ is finite
(b) along ∂1S˜ the vector field ∇˜(a ◦ u˜) is tangent to ∂1S˜; here ∇˜ is the
gradient computed with respect to the metric γ˜ := u˜∗g,
(c) the restriction of the map a ◦ u˜ to each connected component of ∂0S˜ is
a constant map.
Geometrically, a tract of perturbed pseudoholomorphic map is a perturbed pseu-
doholomorphic map with boundary and corners, with the property that the bound-
ary is piecewise smooth, and each smooth portion is either a level set of (a ◦ u or
else an integral curve of ∇˜a◦ u˜. We denote the level-set type boundary by ∂0S˜, and
we denote the gradient-line type boundary by ∂1S˜. The corners of the boundary
are those points where the two types of boundary intersect.
Definition 4.3 (the characteristic α-foliation: Fα).
Let S be a real 2-dimensional manifold, possibly with boundary, possibly with cor-
ners, and possibly non-compact. Suppose α ∈ Ω1(S) is a smooth one-form on S.
Then we define the characteristic α-foliation, Fα ⊂ TS, by
Fα =
⋃
ζ∈S
Fαζ where Fαζ ⊂ TζS is given by
Fαζ =
{
ker αζ if dim(ker αζ) = 1
0 otherwise.
Lemma 4.4 (characteristic α˜-foliation is gradient).
Let (M,η = (λ, ω)) be a framed Hamiltonian manifold, let (J, g) be an η-adapted
almost Hermitian structure on R×M , let (u˜, S, ˜) be an f -perturbation of a pseu-
doholomorphic map (u, S, j) Definition 4.1, and let α˜ = −d(a ◦ u˜) ◦ ˜ be as above.
Then
(13) {ζ ∈ S˜ : dim (F α˜ζ ) = 0} = {ζ ∈ S˜ : d(a ◦ u)ζ = 0},
and ∇˜(a ◦ u˜), when thought of as a subset of T S˜ and computed with respect to the
metric γ˜ = u˜∗g satisfies the property
(14) ∇˜(a ◦ u˜) ⊂ F α˜.
Proof. We first observe that α˜ is a smooth one-form on a two-manifold, and hence
dim(ker α˜ζ) ∈ {1, 2} . The set of points where this dimension is two, is precisely
the set of points where α˜ is zero – however, 0 = α˜ζ = d(a ◦ u˜)ζ ◦ ˜, and since ˜ is a
γ˜-isometry, we see that the set where this dimension is two is precisely the set of
critical points of a ◦ u˜. Equation (13) follows immediately.
To establish (14), we observe that
α˜
(∇˜(a ◦ u˜)) = −d(a ◦ u˜)(˜∇˜(a ◦ u˜)) = 0
14By proper, we mean that for each compact set K ⊂ R×M the set u˜−1(K) is compact.
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where to obtain the second equality we have used the fact that the almost complex
structure ˜ is a γ˜-isometry and ∇˜ is the gradient with respect to γ˜. 
Given an f -perturbation of a pseudoholomorphic map, it will be important to
have certain properties of the metric γ˜ = u˜∗g estimated in terms of properties of
the metric γ = u∗g. As such, we have the following.
Lemma 4.5 (γ˜-estimates).
Let 0 <  < 2−24, let (M,η) be a framed Hamiltonian manifold with η = (λ, ω),
and let (J, g) be an η-adapted almost Hermitian structure on W := R ×M , and
let (u, S, j) be a generally immersed pseudoholomorphic map. Let f be a smooth
function, and let u˜ = (u˜, S, ˜) be an f -perturbation of (u, S, j). Suppose further that
‖df‖γ + ‖∇df‖γ ≤ 
211(1 + ‖Bu‖γ)
here ∇ denotes covariant differentiation with respect to the Levi-Civita connection
associated to the metric γ = u∗g, Bu denotes the second fundamental form of
u : S → R × M as given in Definition A.4, and finally by ‖df‖γ , ‖∇df‖γ , and
‖Bu‖γ we respectively mean the L∞ norm of each over the support of f . Recall that
Z is the set of singular points of u, i.e. Z = {ζ ∈ S | Tu(ζ) = 0}. Then for any
vector fields Y,Z ∈ Γ(TS → (S \ Z)) we have
(15)
∣∣〈Y,Z〉γ − 〈Y, Z〉γ˜∣∣ ≤ ‖Y ‖γ‖Z‖γ
and
(16) ‖∇Y Z − ∇˜Y Z‖γ ≤ ‖Y ‖γ‖Z‖γ .
And for each one-form α on S we have
(17) ‖∇Y α− ∇˜Y α‖γ ≤ ‖Y ‖γ‖α‖γ .
Proof. Since the inequalities are trivially true for any ζ ∈ S \ supp(f), we be-
gin by fixing a point ζ0 ∈ supp(f), and letting (y1, y2) denote γ-normal geodesic
coordinates centered at ζ0. Next, we let (x
1, . . . , x2m−1) denote normal geodesic
coordinates on M associated to metric λ ⊗ λ + ω ◦ (1 × Jpiξ) and centered at the
point u(ζ0); here piξ is the projection along the line bundle kerω → M to the hy-
perplane distribution ξ := kerλ. Define the coordinate x0 := a where a is the usual
symplectization coordinate on R. We simplify the following computation using the
abbreviation u˜i = xi ◦ u˜ and u˜,i = Tu · ∂yi , and then
γ˜k` = 〈u˜,k, u˜,`〉g
= gij u˜
i
,ku˜
j
,`
= gij(u
i
,k + δ
0if,k)(u
j
,` + δ
0jf,`)
= giju
i
,ku
j
,` + gijδ
0if,ku
j
,` + giju
i
,kδ
0jf,` + gijδ
0if,kδ
0jf,`
= giju
i
,ku
j
,` + g0jf,ku
j
,` + gi0u
i
,kf,` + g00f,kf,`
= giju
i
,ku
j
,` + f,ku
0
,` + u
0
,kf,` + f,kf,`
= γk` + f,ku
0
,` + u
0
,kf,` + f,kf,`;
where throughout the above computation gij is evaluated at u˜(y
1, y2), and giju
i
,ku
j
,` =
γk` because the gij are independent of the x
0 coordinate; that is, the metric g is in-
dependent of translation in the symplectization direction. To be clear, by definition
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it is true that
gij(u(y
1, y2))ui,k(y
1, y2)uj,l(y
1, y2) = γkl(y
1, y2),
however we are claiming
gij(u˜(y
1, y2))ui,k(y
1, y2)uj,l(y
1, y2) = γkl(y
1, y2),
which is only true because u˜(y1, y2) = u(y1, y2)+
(
f(y1, y2), 0, . . . , 0
)
and g is invari-
ant under R-shifts. Furthermore, since (y1, y2) are γ-normal geodesic coordinates,
it follows that15 γij,k(ζ0) = 0. Consequently
(18) γ˜k`,n(ζ0) = (f,knu
0
,` + f,ku
0
,`n + u
0
,knf,` + u
0
,kf,`n + f,knf,` + f,kf,`n)
∣∣
ζ0
It will be convenient to evaluate a few functions at ζ0; making use of the fact that
(y1, y2) is a γ-normal geodesic coordinate system, together with Lemma A.1 and
the fact that ‖dx0‖g = 1 the following inequalities are straightforward to verify.
|f,k(ζ0)| ≤ ‖df‖γ(19)
|f,k`(ζ0)| ≤ ‖∇df‖γ(20)
|u0,k(ζ0)| ≤ 1.(21)
Now we make use of some elementary results from Riemannian geometry which
are elaborated upon in Appendix A.1, specifically Lemma A.1, Corollary A.2, and
Definition A.4, and we establish the following.
|u0,k`(ζ0)| =
∣∣∂y`(dx0(u,k))∣∣ζ0∣∣
≤ |(∇u,`dx0)(u,k)|+ |dx0(∇u,`u,k)|
≤ |(∇u,`dx0)(u,k)|+ ‖∇u,`u,k‖g
≤ ‖(∇u,`u,k)>‖g + ‖(∇u,`u,k)⊥‖g
= ‖∇∂
y`
∂yk‖u∗g + ‖Bu(u,k, u,`)‖g
≤ ‖Bu‖g.(22)
With this inequality established, we let Y = Y i∂yi and Z = Z
i∂yi , and establish
inequality (15). The following functions, forms, vector fields, etc, are all assumed
to be evaluated at ζ0.∣∣〈Y,Z〉γ˜ − 〈Y,Z〉γ∣∣ = ∣∣γ˜k`Y kZ` − γk`Y kZ`∣∣
≤ (|f,ku0,`|+ |u0,kf,`|+ |f,kf,`|)|Y k||Z`|
≤ 4(2‖df‖γ + ‖df‖2γ)‖Y ‖γ‖Z‖γ
≤ ‖Y ‖γ‖Z‖γ ;
this establishes inequality (15). To establish inequality (16), we make use of the
formula for the Christoffel symbols given in equation (131) as well as the fact
that the Christoffel symbols vanish at the center of normal geodesic coordinates to
estimate the following; again all functions, forms, etc are assumed to be evaluated
at ζ0.
‖∇Y Z − ∇˜Y Z‖γ = ‖Y iZjΓ˜kij∂yk‖γ
≤ 23‖Y ‖γ‖Z‖γ max
i,j,k
|Γ˜kij |
15See for instance equation (134).
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= 23‖Y ‖γ‖Z‖γ max
i,j,k
∣∣γ˜k`(γ˜i`,j + γ˜j`,i − γ˜ij,`)∣∣
≤ 26‖Y ‖γ‖Z‖γ
(
max
i,j
|γ˜ij |)(max
i,j,k
|γ˜ij,k|
)
.(23)
To continue, we make use of inequality (15), which guarantees that |δij − γ˜ij | ≤ ,
and estimate
max
i,j
|γ˜ij | ≤ maxi,j |γ˜ij |
γ˜11γ˜22 − γ˜12γ˜21
≤ 1 + 
(1− )2 − 2
≤ 22.(24)
By combining inequalities (18) - (22) we have
|γ˜ij,k(ζ0)| ≤ 2‖∇df‖γ + 2‖df‖γ ‖Bu‖γ + 2‖df‖γ ‖∇df‖γ
≤ 2
( 
211(‖Bu‖γ + 1) +
‖Bu‖γ
211(‖Bu‖γ + 1) +

211(‖Bu‖γ + 1)
)
≤ 
28
.
Combining this with inequalities (23) and (24) then yields
‖∇Y Z − ∇˜Y Z‖γ ≤ 2
6 · 22
28
‖Y ‖γ‖Z‖γ ≤ ‖Y ‖γ‖Z‖γ .
This establishes inequality (16). Finally, recall (e.g. from Section A.1) that ∇˜∂
yk
dyi =
−Γ˜`kidy` and at ζ0 we have ∇∂yk dyi = 0. Consequently, if α ∈ Ω1(S) is a one-form
written in coordinates as α = α`dy
`, then at ζ0 we have
‖∇Y α− ∇˜Y α‖γ = ‖Y iαjΓ˜kijdxk‖γ ≤ ‖Y ‖γ‖α‖γ
as above. This establishes inequality (17), and completes the proof of Lemma
4.5. 
Given a framed Hamiltonian manifold (M,η) and an f -perturbation (u˜, S, ˜) of
a generally immersed pseudoholomorphic map (u, S, j) in R × M with (J, g) an
η-adapted almost Hermitian structure, we define a one-form α˜ by the following.
(25) α˜ ∈ Ω1(S) by α˜ := −(u˜∗da) ◦ ˜
Lemma 4.6 (dα˜ estimate).
Let α˜ be the one-form defined by equation (25). Then
(26) dα˜ =
(
∆˜(a ◦ u˜))volγ˜
where ∆˜ is the Laplace-Beltrami operator given by
∆˜f = tr(∇˜df)
= γ˜ij
(
∇˜∂xi (∇˜∂xj f)− ∇˜∇˜∂
xi
∂xj
f
)
and volγ˜ is the volume form
16 associated to γ˜ and the orientation on S. Conse-
quently, the following pointwise equality holds
(27) ‖dα˜‖γ˜ = |∆˜(a ◦ u˜)|.
16See Section A.1 for more details, specifically equation (137).
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Proof. Fix ζ0 ∈ S, and let (s˜, t˜) denote ˜-holomorphic coordinates centered at ζ0
for which ‖∂s˜‖γ˜ = 1 = ‖∂t˜‖γ˜ at ζ0. Then in these coordinates we have
α˜ = α˜(∂s˜) ds˜+ α˜(∂t˜) dt˜
= −da(T u˜ · ˜ · ∂s˜) ds˜− da(T u˜ · ˜ · ∂t˜) dt˜
= −da(T u˜ · ∂t˜) ds˜+ da(T u˜ · ∂s˜) dt˜
= −(a ◦ u˜)t˜ ds˜+ (a ◦ u˜)s˜ dt˜.
Consequently
dα˜ =
(
(a ◦ u˜)s˜s˜ + (a ◦ u˜)t˜t˜
)
ds˜ ∧ dt˜.
Next we note
(a ◦ u˜)s˜s˜ = ∇˜∂s˜(a ◦ u˜)s˜ = ∇˜∂s˜
(
d(a ◦ u˜)(∂s˜)
)
=
(∇˜∂s˜d(a ◦ u))(∂s˜) + d(a ◦ u˜)(∇˜∂s˜∂s˜).
and thus
dα˜ =
((∇˜∂s˜d(a ◦ u))(∂s˜) + (∇˜∂t˜d(a ◦ u))(∂t˜)) ds˜ ∧ dt˜
+
(
d(a ◦ u˜)(∇˜∂s˜∂s˜ + ∇˜∂t˜∂t˜)) ds˜ ∧ dt˜
=
((∇˜∂s˜d(a ◦ u˜))(∂s˜) + (∇˜∂t˜d(a ◦ u˜))(∂t˜)) ds˜ ∧ dt˜
where the final equality follows from Lemma 4.7 below. Finally, we evaluate this
equality at ζ0 and make use of the fact that at ζ0 the ordered pair (∂s˜, ∂t˜) is a
positively oriented γ˜-orthonormal basis to conclude that indeed
dα˜ =
(
∆˜(a ◦ u˜))volγ˜ .
This establishes equation (26); equation (27) follows immediately. 
Lemma 4.7 (conformal coordinates property).
Let S be a smooth real 2-dimensional manifold, equipped with an almost Hermitian
structure (j, γ). Suppose further that ∇ denotes covariant differentiation with re-
spect to the Levi-Civita connection associated to the metric γ, and (s, t) are local
coordinates for which j∂s = ∂t. Then
∇∂s∂s +∇∂t∂t = 0.
Proof. Let (x1, x2) = (s, t), so that γ = γij dx
i⊗dxj . Observe that because (j, γ) is
almost Hermitian, we have 〈∂s, ∂t〉γ = 〈∂s, j∂s〉γ = 0 and 〈∂s, ∂s〉γ = 〈j∂s, j∂s〉γ =
〈∂t, ∂t〉γ . Consequently
γ = h ds2 + h dt2,
where h is a smooth positive function depending on s and t. Let Γkij be denote the
Christoffel symbols associated to the Levi-Civita connection corresponding to this
metric. Recall these are given by
Γkij =
1
2
γk`
(
γi`,j + γj`,i − γij,`) where γij,k = ∂
∂xk
γij .
We compute
∇∂s∂s +∇∂t∂t =
(
Γ111∂s + Γ
2
11∂t
)
+
(
Γ122∂s + Γ
2
22∂t
)
= (Γ111 + Γ
1
22)∂s + (Γ
2
11 + Γ
2
22)∂t;
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however,
Γ111 =
1
2
γ11(γ11,1 + γ11,1 − γ11,1) = 1
2h
∂
∂x1
h
Γ122 =
1
2
γ11(γ21,2 + γ21,2 − γ22,1) = − 1
2h
∂
∂x1
h
Γ211 =
1
2
γ22(γ12,1 + γ12,1 − γ11,2) = − 1
2h
∂
∂x2
h
Γ222 =
1
2
γ22(γ22,2 + γ22,2 − γ22,2) = 1
2h
∂
∂x2
h
The desired result is immediate. 
Lemma 4.8 (coercive estimate).
Let 0 <  < 2−24, let (M,η = (λ, ω)) be a framed Hamiltonian manifold, let (J, g)
be an η-adapted almost Hermitian structure on W := R ×M , and let u : (S, j) →
(W,J) be a J-holomorphic map which is also an immersion. Suppose further that
u˜ = (u˜, S, ˜) is an f -perturbation of (u, S, j), where f : S → R is a smooth function
satisfying
‖df‖γ + ‖∇df‖γ ≤ 
211(1 + ‖Bu‖γ) ;
here ∇ denotes covariant differentiation with respect to the Levi-Civita connection
associated to the metric γ = u∗g, Bu denotes the second fundamental form of
u : S → R × M as given in Definition A.4, and finally by ‖df‖γ , ‖∇df‖γ , and
‖Bu‖γ we respectively mean the L∞ norm of each. Then, for any γ˜-unit vector
τ ∈ TS we have
1
2
≤ ((u˜∗da) ∧ α˜+ u˜∗ω)(τ, ˜τ).
Proof. To begin, we recall that as a consequence of Lemma 4.5, we have
(1− 2)‖τ‖γ˜ ≤ 1
(1 + )
1
2
‖τ‖γ˜ ≤ ‖τ‖γ ≤ 1
(1− ) 12 ‖τ‖γ˜ ≤ (1 + 2)‖τ‖γ˜
for any τ ∈ TS; here we have made use of the elementary inequalities (1− )− 12 ≤
1 + 2 and 1 − 2 ≤ (1 + )− 12 which hold for 0 ≤  ≤ 110 . We henceforth assume‖τ‖γ˜ = 1. Our first task is to estimate ‖j − ˜‖γ . To that end, we recall that j and
˜ are the almost complex structures uniquely determined by the respective metrics
γ and γ˜ and the orientation on S. Consequently, we can write
jτ = ‖τ‖γ
˜τ − 〈˜τ,τ〉γ‖τ‖2γ τ
‖˜τ − 〈˜τ,τ〉γ‖τ‖2γ τ‖γ
.
We can then write
‖(j − ˜)τ‖γ = ‖(K − 1)˜τ −KLτ‖γ .(28)
where
L =
〈˜τ, τ〉γ
‖τ‖2γ
and K =
‖τ‖γ
‖˜τ − Lτ‖γ .
We now estimate the relevant terms.
|L| = |〈˜τ, τ〉γ |‖τ‖2γ
≤ ‖˜τ‖γ‖τ‖γ ≤ 
1 + 2
1− 2 ≤ 2.
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|K| ≤ ‖τ‖γ‖˜τ‖γ − |L|‖τ‖γ ≤
1 + 2
(1− 2)− 2(1 + 2) ≤ 2.
∣∣|K| − 1∣∣ = ∣∣∣‖τ‖γ − ‖˜τ − Lτ‖γ‖˜τ − Lτ‖γ
∣∣∣
≤
∣∣‖τ‖γ − 1∣∣+ ∣∣‖˜τ − Lτ‖γ − 1∣∣
(1− 2)− 2(1 + 2)
≤ 2+ (1 + 2)
2 − (1− 2− 2(1 + 2))
(1− 2)− 2(1 + 2)
≤ 20.
Combining these estimates with equation (28) immediately yields
‖(j − ˜)τ‖γ ≤
(|K − 1|+ |K| |L|)‖τ‖γ ≤ 25(1 + 2),
and hence
‖j − ˜‖γ ≤ 25(1 + 2)2 ≤ 100.
Now making use of the fact that ω(∂a, ·) = 0, and the fact that
u˜(ζ) = expgu(ζ)(f(ζ)∂a)
we find
|u˜∗ω(τ, ˜τ)− u∗ω(τ, jτ)| = |u∗ω(τ, (˜− j)τ)|
≤ ‖u∗ω‖γ‖τ‖2γ‖j − ˜‖γ
≤ 100(1 + 2)2‖ω‖g
≤ 400
≤ 1
10
;
here we have made use of the easily verified estimate ‖ω‖g ≤ 1. To obtain a similar
estimate for the u˜∗da ∧ α˜ term, we first observe that
(u˜∗da) ∧ (u˜∗da ◦ ˜)(τ, ˜τ)
= (df + u∗da) ∧ (df ◦ ˜+ u∗da ◦ j + u∗da ◦ (˜− j))(τ, (˜− j)τ)
+ (df + u∗da) ∧ (df ◦ ˜+ u∗da ◦ j + u∗da ◦ (˜− j))(τ, jτ)
From this it follows that∣∣(u˜∗da) ∧ (u˜∗da ◦ ˜)(τ, ˜τ)− (u∗da) ∧ (u∗da ◦ j)(τ, jτ)|
≤ (‖df‖γ + ‖u∗da‖γ)(‖df‖γ‖˜‖γ + ‖u∗da‖γ + ‖u∗da‖γ‖˜− j‖γ)‖˜− j‖γ‖τ‖2γ
+ ‖df‖γ
(‖df‖γ‖˜‖γ + ‖u∗da‖γ‖˜‖γ)‖τ‖2γ
+ ‖u∗da‖γ
(‖df‖γ‖˜‖γ + ‖u∗da‖γ‖˜− j‖γ)‖τ‖2γ
≤ (+ 1)((1 + 100) + 1 + 100)100(1 + 2)2
+ 
(
(1 + 100) + (1 + 100)
)
(1 + 2)2
+
(
(1 + 100) + 100
)
(1 + 2)2
≤ 1000
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≤ 1
10
.
Combining this with our previous estimate for |u˜∗ω(τ, ˜τ)− u∗ω(τ, jτ)| then yields∣∣((u˜∗da) ∧ α˜+ u˜∗ω)(τ, ˜τ)− 1∣∣
=
∣∣((u˜∗da) ∧ α˜+ u˜∗ω)(τ, ˜τ)− ((u∗da) ∧ α+ u∗ω)(τ, jτ)∣∣
≤ 1
2
.
where we have written
α˜ = −u˜∗da ◦ ˜ and α = −u∗da ◦ j = u∗λ.
This is the desired estimate, and hence completes the proof of Lemma 4.8. 
Before proceeding, we must make some quick estimates of dλ and establish some
geometric constants. This is the purpose of Lemma 4.9 and Definition 4.11, below.
Lemma 4.9 (dλ bounds).
Let (M,η) be a framed Hamiltonian manifold with η = (λ, ω), let (J, g) be an η-
adapted almost Hermitian structure on R×M , and fix Y ∈ T (R×M). Then
|dλ(Y, JY )| ≤ C0(da ∧ λ+ ω)(Y, JY )
where
C0 = ‖iXηdλ
∣∣
ξ
‖g + ‖dλ
∣∣
ξ
‖g(29)
where
‖iXηdλ
∣∣
ξ
‖g = sup
Y ∈ξ
Y 6=0
|dλ(Xη, Y )|
(ω(Y, JY ))
1
2
and
‖dλ∣∣
ξ
‖g = sup
Y ∈ξ
Y 6=0
|dλ(Y, JY )|
ω(Y, JY )
.
Proof. First, write Y = Y1 + Y2 with Y1 ∈ Span(∂a, Xη) and Y2 ∈ ξ. Then
|dλ(Y, JY )| ≤ |dλ(Y1, JY1)|+ |dλ(Y1, JY2)|+ |dλ(Y2, JY1)|+ |dλ(Y2, JY2)|
= |dλ(Y1, JY2)|+ |dλ(Y2, JY1)|+ |dλ(Y2, JY2)|
= |dλ(λ(Y )Xη, JY2)|+ |dλ(Y2, λ(JY )Xη)|+ |dλ(Y2, JY2)|
= |λ(Y )||dλ(Xη, JY2)|+ |da(Y )||dλ(Y2, Xη)|+ |dλ(Y2, JY2)|
≤ |λ(Y )|c0
(
ω(Y2, JY2)
) 1
2 + |da(Y )|c0
(
ω(Y2, JY2)
) 1
2 + c1ω(Y2, JY2)
= |λ(Y )|c0
(
ω(Y, JY )
) 1
2 + |da(Y )|c0
(
ω(Y, JY )
) 1
2 + c1ω(Y, JY )
≤ 12c0
(|λ(Y )|2 + |da(Y )|2)+ (c0 + c1)ω(Y, JY )
= 12c0(da ∧ λ)(Y, JY ) + (c0 + c1)ω(Y, JY )
≤ C0(da ∧ λ+ ω)(Y, JY ),
where to obtain the final equality we have made use of Lemma 2.6. This is the
desired estimate. 
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Remark 4.10 (deviation from stable).
We note that the proof of Lemma 4.9 immediately establishes the more precise
estimate
|dλ(Y, JY )| ≤ 12c0(da ∧ λ)(Y, JY ) + (c0 + c1)ω(Y, JY )
where c0 = ‖iXηdλ
∣∣
ξ
‖g and c1 = ‖dλ
∣∣
ξ
‖g. We do not use this additional precision in
this manuscript, however it highlights the fact that c0 becomes a means to measure
the degree to which (λ, ω) fails to be a stable Hamiltonian structure. That is, c0 = 0
if and only if (λ, ω) is a stable Hamiltonian structure, and in some sense, the larger
c0 is the further our Hamiltonian structure deviates from being stable.
Definition 4.11 (ambient geometry constant).
For each tuple h = (M,λ, ω, J, g), where M is a closed odd dimensional manifold,
η = (λ, ω) is a framed Hamiltonian structure on M , and (J, g) is an η-adapted
almost Hermitian structure on R×M , we define the following finite number:
Ch := 2
(
10 + max(1, c0 + c1)
)
where
c0 = ‖iXηdλ
∣∣
ξ
‖g and c1 = ‖dλ
∣∣
ξ
‖g
as above in Lemma 4.9.
We now proceed with our final elementary estimate.
Lemma 4.12 (dα˜ bounds).
Let (M,η = (λ, ω)) be a framed Hamiltonian manifold, let (J, g) be an η-adapted
almost Hermitian structure on R×M , and let (u˜, ˜, f, u, S, j) be a perturbed pseu-
doholomorphic map. Let
0 <  < min(2−24, (1 + sup
ζ∈supp(f)
‖Bu(ζ)‖γ)−1).
Suppose further that
‖df‖γ + ‖∇df‖γ ≤ 
211(1 + ‖Bu‖γ) ,
where ‖df‖γ , ‖∇df‖γ , and ‖Bu‖γ are the L∞ norms over the support of f . Then
sup
ζ∈S
‖dα˜ζ‖γ˜ ≤ 12Ch
where Ch is the ambient geometry constant associated to h = (M,λ, ω, J, g) and as
provided in Definition 4.11.
Proof. First we note that for ζ /∈ supp(f), we have u˜ = u and α˜ = u∗λ, and then it
follows from Lemma 4.9 that ‖dα˜ζ‖γ = ‖u∗dλζ‖γ ≤ 12Ch. As such we will assume
for the remainder of the proof that ζ ∈ supp(f), and for notational clarity we
remove ζ from the notation.
In light of Lemma 4.6, we have
‖dα˜‖γ˜ = |∆˜(a ◦ u˜)| and ‖dα‖γ = |∆(a ◦ u)|.
In order to estimate further, fix ζ0 ∈ S, and choose γ-orthonormal coordinates
(y1, y2) and γ˜-orthonormal coordinates (y˜1, y˜2) with each centered at ζ0. We choose
these coordinates so that at ζ0 we have ∂y1 ∧∂y˜1 = 0 = ∂y2 ∧∂y˜2 . Such coordinates
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can be constructed by fixing an auxiliary γ-orthonormal basis (∂z1 , ∂z2) of Tζ0S,
observing that the matrix (〈∂z1 , ∂z1〉γ˜ 〈∂z2 , ∂z1〉γ˜
〈∂z1 , ∂z2〉γ˜ 〈∂z2 , ∂z2〉γ˜
)
is symmetric, and hence has an orthonormal eigen-basis ( c11c12 ), (
c21
c22 ); defining ∂yi =
cik∂zk yields a γ-orthonormal basis of Tζ0S, and defining ∂y˜i = ‖∂yi‖−1γ˜ ∂yi yields
a γ˜-orthonormal basis of Tζ0S. The coordinates (y
1, y2) and (y˜1, y˜2) are respec-
tively the γ and γ˜ normal geodesic coordinates respectively associated to the frames
(∂y1 , ∂y2) and (∂y˜1 , ∂y˜2). For future use, we also note∣∣1− ‖∂yi‖2γ˜∣∣ ≤ 
by Lemma 4.5, and hence
‖∂yi‖−2γ˜ ≤ 2 and
∣∣1− ‖∂yi‖−2γ˜ ∣∣ ≤ 2.(30)
Next, we write
γ˜ = γ˜ikdy˜
i ⊗ dy˜k and γ = γikdyi ⊗ dyk
so that by evaluating at ζ0 we have γ˜ = δikdy˜
i ⊗ dy˜k and γ = δikdyi ⊗ dyk as well
as
∆˜(a ◦ u˜) = tr(∇˜(d(a ◦ u˜)))
= γ˜ik
(∇˜∂y˜id(a ◦ u˜))(∂y˜k)− d(a ◦ u˜)(∇˜∂y˜i∂y˜k))
=
(∇˜∂y˜1d(a ◦ u˜))(∂y˜1) + (∇˜∂y˜2d(a ◦ u˜))(∂y˜2)
=
(∇˜∂y˜1d(a ◦ u))(∂y˜1) + (∇˜∂y˜2d(a ◦ u))(∂y˜2)
+
(∇˜∂y˜1df)(∂y˜1) + (∇˜∂y˜2df)(∂y˜2)
and similarly
∆(a ◦ u) = (∇∂y1d(a ◦ u))(∂y1) + (∇∂y2d(a ◦ u))(∂y2).
We now estimate∣∣∆(a ◦ u)− ∆˜(a ◦ u˜)∣∣ ≤ ∣∣(∇˜∂y˜1d(a ◦ u))(∂y˜1)− (∇∂y1d(a ◦ u))(∂y1)∣∣
+
∣∣(∇˜∂y˜2d(a ◦ u))(∂y˜2)− (∇∂y2d(a ◦ u))(∂y2)∣∣
+
∣∣(∇˜∂y˜1df)(∂y˜1)∣∣
+
∣∣(∇˜∂y˜2df)(∂y˜2)∣∣.
For the moment, let us write ci = ‖∂yi‖−1γ˜ so that ∂y˜i = ci∂yi∣∣(∇˜∂y˜1d(a ◦ u))(∂y˜1)− (∇∂y1d(a ◦ u))(∂y1)∣∣
=
∣∣(c21∇˜∂y1d(a ◦ u))(∂y1)− (∇∂y1d(a ◦ u))(∂y1)∣∣
≤ ∣∣(c21∇˜∂y1d(a ◦ u))(∂y1)− c21(∇∂y1d(a ◦ u))(∂y1)∣∣
+
∣∣(c21∇∂y1d(a ◦ u))(∂y1)− (∇∂y1d(a ◦ u))(∂y1)∣∣
≤ c21
∣∣(∇˜∂y1d(a ◦ u))(∂y1)− (∇∂y1d(a ◦ u))(∂y1)∣∣
+ |1− c21| ·
∣∣(∇∂y1d(a ◦ u))(∂y1)∣∣
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≤ c21‖∂y1‖2γ + |1− c21| ·
∣∣(∇∂y1d(a ◦ u))(∂y1)∣∣
≤ c21+ |1− c21| · ‖B‖γ
≤ 2+ 2‖B‖γ
≤ 3,
where we have made use of the fact that∣∣(∇∂y1d(a ◦ u))(∂y1)∣∣ = ∣∣∇∂y1 (d(a ◦ u)(∂y1))− (d(a ◦ u))(∇∂y1∂y1)∣∣
=
∣∣∇∂y1 (d(a ◦ u)(∂y1))∣∣
=
∣∣∇∂y1 (da(u,1))∣∣
=
∣∣∇u,l(da(u,1))∣∣
=
∣∣(∇u,1da)(u,1) + da(∇u,1u,1)∣∣
=
∣∣da(∇u,1u,1)∣∣
=
∣∣da((∇u,1u,1)⊥)+ da((∇u,1u,1)>)∣∣
=
∣∣da((∇u,1u,1)⊥)∣∣
=
∣∣da(B(u,1, u,1))∣∣
≤ ‖B‖γ
where we have used Corollary A.3 from Appendix A.1 which guarantees that ∇da =
0. We note that a similar estimate establishes that∣∣(∇˜∂y˜2d(a ◦ u))(∂y˜2)− (∇∂y2d(a ◦ u))(∂y2)∣∣ ≤ 3.
Next we note that∣∣(∇˜∂y˜1df)(∂y˜1)∣∣ = c21∣∣(∇˜∂y1df)(∂y1)∣∣
≤ c21
∣∣(∇∂y1df)(∂y1)∣∣+ c21∣∣(∇˜∂y1df)(∂y1)− (∇∂y1df)(∂y1)∣∣
≤ c21‖∇df‖γ + c21‖df‖γ
≤ 1.
Similarly ∣∣(∇˜∂y˜2df)(∂y˜2)∣∣ ≤ 1.
We conclude from these estimates that∣∣∆(a ◦ u)− ∆˜(a ◦ u˜)∣∣ ≤ 10.
Combining these inequalities, we then find
‖dα˜‖γ˜ = |∆˜(a ◦ u˜)| by equation (27),
≤ |∆(a ◦ u)|+ 10 by above inequalities,
= ‖ − d((u∗da) ◦ j)‖γ + 10 by equation (27),
= ‖ − d(u∗(da ◦ J))‖γ + 10 since u is J-holomorphic,
= ‖u∗dλ‖γ + 10 by Lemma 2.6,
≤ 12Ch by Lemma 4.9.
This is the desired estimate, and hence we have completed the proof of Lemma
4.12. 
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4.1.3. Core proofs. With the elementary estimates established, we now move on to
proving the main technical results, specifically Theorem 9, from which Theorem
3 follows as an immediate corollary. We begin with a special case of the co-area
formula.
Lemma 4.13 (co-area formula with α˜).
Let (W, g) be a smooth Riemannian manifold, and suppose S is a two dimensional
manifold equipped with a smooth almost complex structure ˜. To be clear, we require
∂S = ∅. Suppose u˜ : S → W satisfies u˜∗g(x, y) = u˜∗g(˜x, ˜y) for all x, y ∈ TS. Let
a : W → R be a smooth function, and α˜ the one-form on S defined by
α˜ = −(u˜∗da) ◦ ˜.
Finally, we assume a ◦ u˜(S) ⊂ [a0, a1]. Then∫
S
(u˜∗da) ∧ α˜ =
∫ a1
a0
(∫
(a◦u˜)−1(t)\X
α˜
)
dt,
where X := {ζ ∈ S : d(a ◦ u˜)ζ = 0}.
Proof. We begin by defining S˜ := S \X and making a few observations. First, X is
closed and hence S˜ ⊂ S is open, and therefore it carries the structure of a smooth
manifold. Second, by definition we have (u˜∗da) ∧ α˜∣∣X ≡ 0, so∫
S
(u˜∗da) ∧ α˜ =
∫
S˜
(u˜∗da) ∧ α˜.
Observe that u˜ : S˜ → R ×M is an immersion, and hence may be equipped with
the metric γ˜ = u˜∗g. The almost complex structure ˜ on S induces an orientation
on S˜, and hence we have
(31)
∫
S˜
(u˜∗da) ∧ α˜ =
∫
S˜
(
(u˜∗da) ∧ α˜)(ν, τ)dµ2γ˜ ,
where (ν, τ) is a positively oriented γ˜-orthonormal frame field, and dµ2γ˜ is the volume
form on S˜ associated to the metric γ˜; see Section A.1 for further details. Equation
(31) holds for arbitrary orthonormal frame field (ν, τ), however we shall henceforth
make use of the following particular frame.
ν :=
∇˜(a ◦ u˜)
‖∇˜a ◦ u˜‖γ˜
and τ := ˜ν.
Making use of the fact that ˜ is a γ˜-isometry and an almost complex structure, it
is straightforward to verify the following.
α˜(ν) = 0 = u˜∗da(τ)
0 < u˜∗da(ν) = α˜(τ)
1 = ‖τ‖2γ˜ = ‖ν‖2γ˜
Also,
(32) ‖∇˜(a ◦ u˜)‖γ˜ = sup
x∈TζS
‖x‖γ˜=1
d(a ◦ u˜)(x) = sup
x∈TζS
‖x‖γ˜=1
da(T u˜ · x) = u˜∗da(ν),
and
(33) ‖α˜‖γ˜ = α˜(τ) = −u˜∗da(˜˜ν) = ‖∇˜(a ◦ u˜)‖γ˜ .
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With (ν, τ) defined as such, we have the following.∫
S˜
(
(u˜∗da) ∧ α˜)(ν, τ)dµ2γ˜ = ∫
S˜
da(Tu · ν)α˜(τ)dµ2γ˜
=
∫
S˜
‖∇˜a ◦ u˜‖2γ˜dµ2γ˜
Next we recall the following version of the co-area formula. A proof is provided in
Section A.2.
Proposition 4.14 (The co-area formula).
Let (S, γ) be a C1 oriented Riemannian manifold of dimension two; we allow that
S need not be complete17. Suppose that β : S → [a, b] ⊂ R is a C1 function without
critical points. Let f : S → [0,∞) be a measurable function with respect to dµ2γ .
Then
(34)
∫
S
f‖∇β‖γ dµ2γ =
∫ b
a
(∫
β−1(t)
f dµ1γ
)
dt
where ∇β is the gradient of β computed with respect to the metric γ.
We employ this result on S˜ where γ = γ˜, β = a ◦ u˜, and f = ‖∇˜(a ◦ u˜)‖γ˜ to
obtain ∫
S˜
‖∇˜(a ◦ u˜)‖2γ˜dµ2γ˜ =
∫ a1
a0
(∫
(a◦u˜)−1(t)\X
‖∇˜(a ◦ u˜)‖γ˜ dµ1γ˜
)
dt
=
∫ a1
a0
(∫
(a◦u˜)−1(t)\X
α˜(τ) dµ1γ˜
)
dt
=
∫ a1
a0
(∫
(a◦u˜)−1(t)\X
α˜
)
dt,
and hence by combining equalities we have∫
S
(u˜∗da) ∧ α˜ =
∫ a1
a0
(∫
(a◦u˜)−1(t)\X
α˜
)
dt,
which is the desired equality. This completes the proof of Lemma 4.13. 
We are now prepared to state and proof the main result of this section. While
rather technical in its statement, it is applicable throughout the remainder of this
manuscript without need of generalization. A more accessible corollary is stated
immediately afterwards.
Theorem 9 (area bound estimate).
Let (M,η = (λ, ω)) be a framed Hamiltonian manifold, let (J, g) be an η-adapted
almost Hermitian structure on R ×M , let Ch be the ambient geometry constant
given in Definition 4.11, and let E0 > 0 be a positive constant, Then for each r > 0
and tract18 of perturbed pseudoholomorphic map (u˜, S˜, ˜, f, u, S, j), satisfying
17That is, there may exist Cauchy sequences, with respect to g, which do not converge in S.
18 Here we mean a tract of perturbed pseudoholomorphic map in the sense of Definition 4.2.
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(1)
‖df‖γ + ‖∇df‖γ ≤ 
211(1 + ‖Bu‖γ) ,
where
0 <  < min(2−24, (1 + sup
ζ∈supp(f)
‖Bu(ζ)‖γ)−1),
and ‖df‖γ , ‖∇df‖γ , and ‖Bu‖γ are the L∞ norms over the support of f ,
(2) a ◦ u˜(S˜) ⊂ [0, r],
(3) (0, r) ∩ a ◦ u˜(∂0S˜) = ∅,
(4)
∫
S˜
u∗ω ≤ E0,
(5) 0 and r are regular values of a ◦ u˜,
we have
(35)
∫
(a◦u˜)−1(r)
α˜ ≤
(
ChE0 +
∫
(a◦u˜)−1(0)
α˜
)
eChr,
and
(36)
∫
S˜
(u˜∗da) ∧ α˜+ u˜∗ω ≤
(
C−1h
∫
(a◦u˜)−1(0)
α˜+ E0
)(
eChr − 1) + E0.
Similarly for each r > 0 and tract of perturbed pseudoholomorphic map, (u˜, S˜, ˜, f, u, S, j),
for which
(1) a ◦ u˜(S˜) ⊂ [−r, 0],
(2) (−r, 0) ∩ a ◦ u˜(∂0S˜) = ∅,
(3)
∫
S˜
u∗ω ≤ E0,
(4) 0 and −r are regular values of a ◦ u˜,
we have
(37)
∫
(a◦u˜)−1(−r)
α˜ ≤
(
ChE0 +
∫
(a◦u˜)−1(0)
α˜
)
eChr,
and inequality (36) again holds.
Proof. Observe that the above problem has two distinct cases: the positive case
and the negative case; we refer to each as such. We also pause to recall some
of the geometry involved. First, because (u˜, S˜, ˜, f, u, S, j) is a tract of perturbed
pseudoholomorphic curve in the sense of Definition 4.2, it follows that u˜ : S˜ → R×M
is proper, and because M is compact and u˜(S˜) ⊂ [−r, r] ×M , it follows that S˜ is
compact. Second, the boundary of S˜, if it is not empty, is piecewise smooth, and
can be written as the union of two sets, namely ∂0S˜ and ∂1S˜ where the connected
components of the former are level sets of a ◦ u˜, the latter are integral curves of
∇˜(a ◦ u˜), and the set ∂0S˜ ∩ ∂1S˜ is finite and consists of precisely those non-smooth
points of ∂S˜.
To proceed with the proof, we begin by fixing δ > 0. For the positive case, we
define R+ ⊂ [0, r] to be the set of regular values of the function a ◦ u˜ : S˜ → R.
In the negative case we define R− ⊂ [0, r] to be the set of regular values of the
function −a ◦ u˜ : S˜ → R. Depending on the case, we then define the following
functions.
h± : R± ⊂ [0, r]→ [0,∞) given by h±(s) :=
∫
(a◦u˜)−1(±s)
α˜.
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Note that R± are relatively open subsets of [0, r], and by Sard’s theorem they each
are of full measure in [0, r]. Recall that any open set of R can be written as the
countable union of disjoint open intervals, and hence we may write R± = ∪k∈N0O±k
with the O±k relatively open and pairwise disjoint. Henceforth, we will only consider
the case that O±k 6= ∅ for all k ∈ N0. More generally, one can always assume O±k
is never the empty set, however in such a case there may only be finitely many
such open sets O±k ; the proof in the finite case however is easily adapted from the
infinite case.
Without loss of generality, we may re-index the {O±k }k∈N to guarantee that 0 ∈
O±0 , and r ∈ O±1 . Next, using the fact that each O±k is a non-empty open interval,
we may choose a sequence of finite sets of closed intervals {I±0,n, I±1,n, . . . , I±n,n}n∈N
with the following properties.
(I1) I±k,n = [a±k,n, b±k,n]
(I2) 0 = a±0,n < b±0,n < a±1,n < b±1,n < · · · < a±n,n < b±n,n = r
(I3) for each n ∈ N we have ∪nk=0I±k,n ⊂ ∪n+1k=0I±k,n+1
(I4)
r = lim
n→∞
n∑
k=0
|b±k,n − a±k,n| = limn→∞
n∑
k=0
(b±k,n − a±k,n).
Recall that because S˜ is compact, it follows that
∫
S˜
(u˜∗da)∧ α˜ <∞. By Lemma
4.13, we then find that in the positive case we have∫ r
0
(∫
(a◦u˜)−1(s)\X
α˜
)
ds =
∫
S˜\∂S˜
(u˜∗da) ∧ α˜ =
∫
S˜
(u˜∗da) ∧ α˜ <∞,
where X = {ζ ∈ S˜ : d(a ◦ u˜)ζ = 0}; here we have also made use of the fact
that ∂S˜ ⊂ S˜ has zero measure – this follows from the fact that ∂S˜ ⊂ S˜ is a
piecewise smooth embedded submanifold of codimension one. Also, the orientation
on (a ◦ u˜)−1(s) \ X is such that ˜∇˜(a ◦ u˜) is a positive frame field. Similarly in the
negative case we have∫ 0
−r
(∫
(a◦u˜)−1(s)\X
α˜
)
ds =
∫
S˜\∂S˜
(u˜∗da) ∧ α˜ =
∫
S˜
(u˜∗da) ∧ α˜ <∞.
Recall that α˜ = −u˜∗da ◦ ˜ and (v, ˜v) is a positively oriented basis for v 6= 0, and
hence u˜∗da∧ α˜ is a non-negative function multiple of the area form on S˜ associated
to γ˜, and hence the functions h˜±(s) :=
∫
(a◦u˜)−1(±s)\X α˜ are integrable. Recall a
consequence of the dominated convergence theorem: if {Ak}k∈N is a sequence of
sets Ak ⊂ [−r, r] satisfying Ak+1 ⊂ Ak for all k ∈ N and the measure of the Ak
tends to zero as k → ∞, then ∫
Ak
h˜(s)ds → 0. Again employing Lemma 4.13
together with this latter application of the dominated convergence theorem we find
that
0 = lim
n→∞
n−1∑
k=0
∫
S˜
a
±
k+1,n
b
±
k,n
(u˜∗da) ∧ α˜,
where
(38) S˜a1a0 = {ζ ∈ S˜ : a0 ≤ a ◦ u˜(ζ) ≤ a1}.
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Consequently, there exists an n ∈ N with the property that
(39) Che
Chr
n−1∑
k=0
(∫
S˜
a
±
k+1,n
b
±
k,n
(u˜∗da) ∧ α˜
)
< δ
with δ > 0 defined at the start of this proof. For the remainder of the proof we
shall assume n is fixed sufficiently large so that (39) holds.
We now aim to study the growth rate of h±. Recalling the definition of R± and
the fact that the R± are open, we see that h± is smooth on R±, and hence we will
estimate |(h±)′|. To do this, it will be convenient to have first made the following
definitions.
G+ : R+ → [0,∞) given by G+(s) :=
∫
Ss0
u˜∗ω.
G− : R− → [0,∞) given by G−(s) :=
∫
S0−s
u˜∗ω.
Using the fact that ω evaluates non-negatively on complex lines, it follows that
u∗ω evaluates non-negatively on positively oriented bases; then by definition of u˜,
particularly property (p4) of Definition 4.1, together with the fact that ω(∂a, ·) ≡ 0,
it follows that u∗ω = u˜∗ω; these two results together then show that the G± are
monotone increasing, and since they are differentiable, we must have (G±)′ ≥ 0.
Recalling that the R± are open, we assume s ∈ R± \ {r}; then
|(h+)′(s)| =
∣∣∣ lim
→0+
−1
(
h+(s+ )− h+(s))∣∣∣
= lim
→0+
−1
∣∣∣ ∫
(a◦u˜)−1(s+)
α˜−
∫
(a◦u˜)−1(s)
α˜
∣∣∣
= lim
→0+
−1
∣∣∣ ∫
S˜s+s
dα˜
∣∣∣
= lim
→0+
−1
∣∣∣ ∫
S˜s+s \X
dα˜
∣∣∣
≤ lim
→0+
−1
∫
S˜s+s \X
‖dα˜‖γ˜dµ2γ˜
≤ lim
→0+
−1 12Ch
∫
S˜s+s \X
dµ2γ˜
≤ 12Ch lim
→0+
−1
∫
S˜s+s
2
(
(u˜∗da) ∧ α˜+ u˜∗ω)
= Ch
(
lim
→0+
−1
∫
S˜s+s
(u˜∗da) ∧ α˜+ lim
→0+
−1
∫
S˜s+s
u˜∗ω
)
= Ch
(∫
(a◦u)−1(s)
α˜+ (G+)′(s)
)
= Ch
(
h+(s) + (G+)′(s)
)
,
where to obtain the third equality we have made use of Stokes’ theorem and Lemma
4.4, to obtain the second inequality we have employed Lemma 4.12, to obtain the
third inequality we have employed Lemma 4.8, and to obtain the sixth equality we
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have employed Lemma 4.13. A similar computation shows that
|(h−)′(s)| ≤ Ch
(
h−(s) + (G−)′(s)
)
.
Summarizing, we have shown that for s ∈ R±, we have the following differential
inequalities.
(40) (h±)′(s) ≤ Ch
(
h±(s) + (G±)′(s)
)
Assume that a±k,n and b
±
k,n are as in (I1), so that [a±k,n, b±k,n] ⊂ R±; then integrate
inequality (40) on [a±k,n, s] ⊂ [a±k,n, b±k,n] to obtain the following.
h±(s) ≤ h±(a±k,n) + Ch
∫ s
a±k,n
h±(t) dt+ Ch
(
G+(s)−G+(a+k,n)
)
≤ h±(a±k,n) + Ch
∫
S˜
b
±
k,n
a
±
k,n
u∗ω + Ch
∫ s
a±k,n
h±(t) dt,
or in short,
(41) h±(s) ≤ h±(a±k,n) + Ch
∫
S˜
b
±
k,n
a
±
k,n
u∗ω + Ch
∫ s
a±k,n
h±(t) dt,
for s ∈ [a+k,n, b+k,n]. In order to obtain a sharper estimate on h±, we now employ
Gronwall’s inequality.
Lemma 4.15 (Gronwall’s inequality).
Assume that for t0 < t1, the functions φ, ψ : [t0, t1] → [0,∞) are continuous.
Suppose further that δ1 > 0 and δ3 > 0 are positive constants, and the following
estimate is satisfied for all t ∈ [t0, t1]
φ(t) ≤ δ1
∫ t
t0
ψ(t)φ(t)ds+ δ3.
Then for each t ∈ [t0, t1] the following estimate also holds.
φ(t) ≤ δ3eδ1
∫ t
t0
ψ(s)ds
Proof. See Section 1.3 of [38]. 
Applying Lemma 4.15 to inequality (41) then yields
h±(s) ≤
(
h±(a±k,n) + ChE
b±k,n
a±k,n
)
eCh(s−a
±
k,n)
= h±(a±k,n)e
Ch(s−a±k,n) + ChE
b±k,n
a±k,n
eCh(s−a
±
k,n)(42)
where we have abbreviated
Ea1a0 =
∫
S˜
a1
a0
u∗ω.
Assume k < n and estimate h(a±k+1,n) as follows, again making use of Lemma 4.4
and Lemma 4.12, we find
h±(a±k+1,n) = h
±(b±k,n) +
∫
S˜
a
±
k+1,n
b
±
k,n
dα˜
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≤ h±(b±k,n) + 12Ch
∫
S˜
a
±
k+1,n
b
±
k,n
dµ2γ˜
≤ h±(b±k,n) + Ch
∫
S˜
a
±
k+1,n
b
±
k,n
(u˜∗da) ∧ α˜+ Ch
∫
S˜
a
±
k+1,n
b
±
k,n
u∗ω
= h±(b±k,n) + Ch
∫
S˜
a
±
k+1,n
b
±
k,n
(u˜∗da) ∧ α˜+ ChEa
±
k+1,n
b±k,n
.
Making use of estimate (42), we have
(43) h±(b±k,n) ≤ h±(a±k,n)eCh(b
±
k,n−a±k,n) + ChE
b±k,n
a±k,n
eCh(b
±
k,n−a±k,n)
h±(a±k+1,n) ≤ h±(b±k,n) + Ch
∫
S˜
a
±
k+1,n
b
±
k,n
(u˜∗da) ∧ α˜+ ChEa
±
k+1,n
b±k,n
.
and thus
h±(a±k+1,n) ≤
(
h±(a+k,n)e
Ch(b
±
k,n−a±k,n) + ChE
b±k,n
a±k,n
eCh(b
±
k,n−a±k,n)
)
+ Ch
∫
S˜
a
±
k+1,n
b
±
k,n
(u˜∗da) ∧ α˜+ ChEa
±
k+1,n
b±k,n
≤ h±(a±k,n)eCh(a
±
k+1,n−a±k,n) + ChE
a±k+1,n
a±k,n
eCh(a
±
k+1,n−a±k,n)
+ Ch
∫
S˜
a
±
k+1,n
b
±
k,n
(u˜∗da) ∧ α˜.
Iterating this estimate backwards in k from n− 1 to 0 then yields
h±(a±n,n) ≤ h±(a±0,n)eCh(a
+
n,n−a±0,n) + ChE
a±n,n
a±0,n
eCh(a
±
n,n−a±0,n)
+ Che
Ch(a
+
n,n−a±0,n)
n∑
`=1
∫
S˜
a
±
`,n
b
±
`−1,n
(u˜∗da) ∧ α˜.
We recall that by construction a±0,n = 0 and b
±
n,n = r, so that with final application
of estimate (42) we find
h±(r) ≤
(
h±(0) + Ch
∫
S˜
u∗ω
)
eChr + Che
Chr
n∑
`=1
∫
S˜
a
±
`,n
b
±
`−1,n
(u˜∗da) ∧ α˜
≤
(
h±(0) + Ch
∫
S˜
u∗ω
)
eChr + δ.
Since δ > 0 was arbitrary, we conclude that
h±(r) =
∫
(a◦u˜)−1(±r)
α˜ ≤
(∫
(a◦u)−1(0)
α˜+ Ch
∫
S
u∗ω
)
eChr,
which establishes inequalities (35) and (37).
To achieve inequality (36) in both the positive and negative case, we essentially
employ Lemma 4.13 and observe that the functions s 7→ ∫
(a◦u)−1(±s) α˜ is defined
almost everywhere (specifically on R± which has full measure, and on R± it agrees
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with h±); the result is then obtained by integrating the estimates just obtained for
h±(r). Indeed, in the positive case we have∫
S˜
(u˜∗da) ∧ α˜+ u˜∗ω =
∫
S˜
(u˜∗da) ∧ α˜+
∫
S˜
u∗ω
=
∫ r
0
(∫
(a◦u˜)−1(s)\X
α˜
)
ds+
∫
S˜
u∗ω
=
∫ r
0
h+(s) ds+
∫
S˜
u∗ω
≤
∫ r
0
(
h+(0) + ChE0
)
eChs ds+
∫
S˜
u∗ω
≤
(
C−1h h
+(0) + E0
)(
eChr − 1) + E0,
which establishes inequality (36) in the positive case; the negative case is established
similarly. This completes the proof of Theorem 9. 
To complete Section 4.1, it remains to prove Theorem 3. This will follow as an
immediate corollary to the following result.
Proposition 4.16 (area bounds more carefully).
Fix positive constants CH > 0, r > 0, and E0 > 0. Then there exists a con-
stant CA = CA(CH , r, E0) with the following significance. For each closed odd-
dimensional manifold M equipped with the quadruple h = (J, g, λ, ω) where η :=
(λ, ω) is a Hamiltonian structure on M and (J, g) is an η-adapted almost Hermit-
ian structure on R×M with the property that Ch ≤ CH , where Ch is the ambient
geometry constant established in Definition 4.11, and for each proper pseudoholo-
morphic map u : S → I × M , where I = (a0 − r, a0 + r), for which ∂S = ∅,
u−1({a0} ×M) = ∅, and ∫
S
u∗ω ≤ E0 <∞,
the following also holds: ∫
S
u∗(da ∧ λ+ ω) ≤ CA.
Proof. Fix M , h, and u as in the hypotheses. By translation invariance of J , g, λ,
and ω, we may assume with out loss of generality that a0 = 0. Observe that since
(a ◦ u)−1(0) = ∅ it follows that 0 is a regular value of a ◦ u. Next, fix a sequence
of k > 0 so that k → 0 as k → ∞, and with the additional property that ±k
are regular values of a ◦ u for all k ∈ N; note that such choice is possible by Sard’s
theorem. Then we have∫
S
u∗(da ∧ λ+ ω) = lim
k→∞
∫
S
r−k
−r+k
u∗(da ∧ λ+ ω)
where Sr−k−r+k is defined as in (38). We now intend to employ Theorem 9 in the
case that the perturbed pseudoholomorphic map is given by (u˜, S˜, ˜, f, u, S, j) =
(u, Sr−k0 , j, 0, u, S, j). In this case α˜ = u
∗λ, so that by inequality (36) we have∫
S
r−k
0
u∗(da ∧ λ+ ω) ≤ E0eCh(r−k)
≤ E0eChr
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=: 12CA.
The same inequality holds for S0−r+k instead of S
r−k
0 , and summing the two
inequalities then yields the desired result. 
As remarked above, Theorem 3 follows from Proposition 4.16 as an immediate
corollary.
4.1.4. An area estimate in realized Hamiltonian homotopies. Here we prove a slight
modification of Proposition 4.16, for the case of realized Hamiltonian homotopies
in the sense of Definition 2.9.
Theorem 8 (area bounds in realized Hamiltonian homotopy).
Fix positive constants CH > 0, r > 0, and E0 > 0. Then there exists a constant
CA = CA(CH , r, E0) with the following significance. Let I ×M, (λˆ, ωˆ)) denote a
realized Hamiltonian homotopy in the sense of Definition 2.9, and let (J, g) be an
adapted almost Hermitian structure in the sense of Definition 2.10 with
CH := sup
q∈I×M
‖dλˆq‖g ≤ CH .
For each proper pseudoholomorphic map u : S → Ir ×M , where
Ir = (a0 − r, a0 + r) ⊂ I
for which ∂S = ∅, u−1({a0} ×M) = ∅, and∫
S
u∗ω ≤ E0 <∞,
the following also holds:
Areau∗g(S) =
∫
S
u∗(da ∧ λˆ+ ωˆ) ≤ CA.
Additionally, for any [a0, a1] ⊂ I and any compact pseudoholomorphic map u : S →
[a0, a1]×M for which a0 and a1 are regular values of a◦u and u−1
({a0, a1}×M) =
∂S, the following also hold:∫
Γa0
u∗λ ≤
(
CHE0 +
∫
Γa1
u∗λ
)
eCH(a1−a0),
and ∫
Γa1
u∗λ ≤
(
CHE0 +
∫
Γa0
u∗λ
)
eCH(a1−a0),
where Γai = (a ◦ u)−1(ai) for i ∈ {0, 1}. Similarly, for
` := min
i∈{0,1}
{∫
Γai
u∗λ
}
we have
Areau∗g(S) ≤ (C−1H `+ E0)(eCH(a1−a0) − 1) + E0.
Proof. The proof is essentially identical to the proof of Theorem 9 and Proposition
4.16, except with the following essentially typographical changes. In Theorem 9,
the perturbed map u˜ simply becomes the unperturbed map u; or equivalently the
perturbing function f ≡ 0. Similarly, the perturbed almost complex structure ˜
on the domain S is simply the unperturbed j. All references to λ and ω should
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respectively be replaced with references to λˆ and ωˆ. The one-form α˜ is nothing
more than
α˜ = u∗λˆ.
Instances of 12Ch should be replaced with CH. The proof then goes through un-
changed.

4.2. Proof of Theorem 4: ω-Energy Threshold. The primary purpose of this
section is to prove Theorem 4, which we restate below.
Theorem 4 (ω-energy threshold).
Let (M,η = (λ, ω)) be a compact framed Hamiltonian manifold, and let (J, g) be an
η-adapted almost Hermitian structure on R×M . Also, fix positive constants r > 0,
and Cg > 0. Then there exists a positive constant 0 < ~ = ~(M,η, J, g, r, Cg) with
the following significance. Let {hk}k∈N be a sequence of quadruples (Jk, gk, λk, ωk)
with the property that each ηk = (λk, ωk) is a Hamiltonian structure on M , and
each (Jk, gk) is an ηk-adapted almost Hermitian structure on R×M , and suppose
that
(Jk, gk, λk, ωk)→ (J, g, λ, ω) in C∞ as k →∞.
Furthermore, fix a0 ∈ R, and let uk : Sk → R × M be a sequence of compact
connected generally immersed pseudoholomorphic maps which satisfy the following
conditions:
(~1) either a ◦ uk(Sk) ⊂ [a0,∞) or a ◦ uk(Sk) ⊂ (−∞, a0] for all k ∈ N
(~2) Genus(Sk) ≤ Cg
(~3) a ◦ uk(∂Sk) ∩ [a0 − r, a0 + r] = ∅
(~4) a0 ∈ a ◦ uk(Sk).
Then for all sufficiently large k ∈ N we have∫
Sk
u∗kωk ≥ ~.
Proof. For clarity of proof, we will first argue the case in which
hk = (Jk, gk, λk, ωk) = (J, g, λ, ω)
for all k ∈ N. We argue by contradiction, so suppose not. Then there exists a
sequence (uk, Sk, jk) of pseudoholomorphic maps satisfying properties (~1) - (~4)
with the property that ∫
Sk
u∗kω → 0.
For simplicity we will assume that a ◦ uk(Sk) ⊂ [a0,∞); the other case is argued
identically. Making use of translation invariance of J , we will also assume without
loss of generality that a0 = 0. Next, for each k ∈ N, fix a regular value a′k of a ◦ uk
with the property that a′k ∈ ( 34r, r). Then define Ŝk to be (a ◦ uk)−1([0, a′k]), which
we observe has non-trivial intersection with (a◦uk)−1(0). By Theorem 3, it follows
that there exists a constant CA > 0 such that
Areau∗kg(Ŝk) =
∫
Ŝk
u∗k(da ∧ λ+ ω) ≤ CA.
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Consequently, the sequence of pseudoholomorphic maps (uk, Ŝk, jk) has uniformly
bounded area, uniformly bounded genus, and each has compact domain Ŝk and is
generally immersed, and furthermore they each satisfy (a ◦ uk)(Ŝk) = [0, a′k] and
uk(∂Ŝk) ∩ [0, 34r] ×M = ∅. We conclude from Theorem 2.36, namely target-local
Gromov compactness, that there exists a′′ ∈ ( 12r, 34r) with the property that after
passing to a subsequence, the pseudoholomorphic curves (uk, S˜k, jk) defined by
S˜k := (a ◦uk)−1([0, a′′]) converge in a Gromov sense to a nodal pseudoholomorphic
curve which has the property that its image both intersects {0} ×M non-trivially
and is also contained in [0, a′′] ×M , and that the image of the boundary of the
limit Riemann surface is contained in {a′′} ×M .
As a consequence of the definition of Gromov convergence, we may choose con-
nected components of S˜k (still denoted as S˜k) with the property that uk(S˜k) ∩
{0} ×M 6= ∅ for all k ∈ N and such that the sequence of generally immersed pseu-
doholomorphic curves (uk, S˜k, jk) converges in a Gromov sense to a nodal pseudo-
holomorphic curve (u, S, j,D) with the property that u(S) is connected and again
u(∂S) ⊂ {a′′} ×M . For any ζ ∈ S, define Sζ to be the connected component of S
which contains ζ. We claim that there must exist ζ ∈ S such that a ◦ u(ζ) = 0 and
u : Sζ → R ×M is not a constant map. To see this, we suppose not and derive
a contradiction. Indeed, note that there must exist ζ ∈ S such that a ◦ u(ζ) = 0,
and u(S) is connected, so that if it is the case that u : Sζ → R ×M is constant
for every such ζ then it must be the case that u : S → R ×M is a constant map.
However, if u : S → R ×M is constant, then the sequence (uk, S˜k, jk) is converg-
ing to a constant map, which is only possible if for all sufficiently large k we have
uk : S˜k → R×M is a constant map, which contradicts the fact that the (uk, S˜k, jk)
are each generally immersed. This contradiction establishes that there does indeed
exist ζ ∈ S such that a ◦ u(ζ) = 0 and u : Sζ → R×M is not a constant map.
At this point we observe that u : Sζ → R×M is not a constant, and since it is
connected it must instead be generally immersed. Furthermore, we have a ◦u(ζ) =
0, u(Sζ) ⊂ [0, a′′] × M , u(∂Sζ) ⊂ {a′′} × M , and u(Sζ) is connected. Since∫
S˜k
u∗kω → 0, we must also have
∫
Sζ
u∗ω = 0, and since ω evaluates non-negatively
on J-complex lines, we conclude that there exists a trajectory β : R → M of the
Hamiltonian vector field Xη such that u(S) ⊂ [0, a′′] × β(R). Note that (s, t) 7→
(s, β(t)) is a holomorphic map, and from this it follows that a ◦ u : Sζ → R is a
harmonic function, and hence can have no interior minima unless a◦u : Sζ → R is a
constant map. An elementary fact from complex variables shows that if a◦u : Sζ →
R is a constant map, then u : Sζ → [0, a′′]×β(R) ⊂ R×M is a constant map, which
is impossible since (u, S, j) is generally immersed. Consequently, a◦u : Sζ → R can
have no interior minima, however from the above properties of (u, S, j) we see that
a◦u achieves its absolute minimum at ζ ∈ S \∂S. This is the desired contradiction
which completes our proof in the case that (Jk, gk, λk, ωk) = (J, g, λ, ω) for all
k ∈ N.
To complete the proof Theorem 4 it remains to consider the more general case in
which (Jk, gk, λk, ωk)→ (J, g, λ, ω). We note that in this case the proof is identical
with a single modification: Rather than citing Theorem 3 to obtain local area
bounds, we instead cite the more general Proposition 4.16; see below. Note that
the hypotheses of Proposition 4.16 are satisfied precisely because (Jk, gk, λk, ωk)→
(J, g, λ, ω) in C∞. 
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4.3. Proof of Theorem 5: Asymptotic Connected-Local Area Bound.
The main purpose of this section is to prove Theorem 5, which roughly states
that for each given feral curve, there exists a large compact set in the symplectiza-
tion with the property that outside that compact set, the area of each connected
component of the portion of the image of that curve contained in ball of some small
radius is universally bounded. Indeed, the bound is 1. We note that the large com-
pact set will depend upon the curve, but the radius of the ball does not. Indeed, the
radius depends only on the ambient geometry of the symplectization; specifically
the framed Hamiltonian structure and the almost Hermitian structure.
Unfortunately, the proof of this result is rather long and complicated, so we
give the basic idea here, and then later we will elaborate further. Consider a feral
curve, and for some very large a0 > 0 we consider the portion of curve defined by
u : S˜ → R×M where
S˜ = u−1
(
[a0 − , a0 + ]
)
for some very small  > 0. Thinking of  as incredibly small and fixed, but a0
large, generic, and replaced with a larger value if needed, we then are inclined to
think of u : S˜ → R×M as a ribbon of pseudoholomorphic curve which is very thin,
but also very, very, long, so that the area is quite large, and the area gets larger
without bound as a0 → ∞. For each ζ0 ∈ S we then define S˜ 1
2 
(ζ0) to be the
connected component of u−1(B 1
2 
(u(ζ0)) which contains ζ0, where Br(p) denotes
the metric ball in R ×M centered at p and of radius r. The essential question to
ask next is then: For each ζ ∈ (a ◦ u)−1(a0), can the area of S˜ 1
2 
(ζ0) be arbitrarily
large by making a0 larger if needed? We will show that the answer is no, and that
the idea is to cut the ribbon into tracts of pseudoholomorphic curves of modest
length and small height so that the area of each such tract is modest and so that
S˜ 1
2 
(ζ) is completely contained in one of the tracts. Put another way, we aim to
partition the lower ribbon boundary (a ◦ u)−1(a0 − ) so that the length of each of
the corresponding intervals is small, and so that the end point of each interval can
be flowed up to the top ribbon boundary (a◦u)−1(a0 +) via the gradient flow. We
then cut our ribbon along these gradient flow lines. Assuming the ω-energy of the
ribbon is small, which can always be guaranteed by making a0 sufficiently large, it
is elementary to show the tracts of curve extending from partition intervals have
modest area, so the argument establishing Theorem 5 is complete if we can show
that S˜ 1
2 
(ζ) is contained in one such tract.
Of course there are a variety of obstacles to be overcome, and the bulk of these
are related to guaranteeing the existence of the desired intervals, specifically estab-
lishing that most points in the lower ribbon boundary can be gradient flowed to
the top ribbon boundary. Indeed, although we have described it as a ribbon, it
may be the case that our portion of curve is in fact is the disjoint union of disks,
annuli, pairs of pants, or other more topologically complicated surfaces. Further-
more one must deal with the possibility that u : S˜ → R×M may not be immersed,
a ◦ u : S˜ → R ×M may not be Morse, and that many flow lines initiating in the
lower ribbon boundary have terminal points which are local interior maxima. All of
these issues are addressed, however significant preliminaries are necessary. Indeed,
in Section 4.3.1 we provide Definition 4.17 which is the basic tool used throughout
Section 4.3, and we establish a number of important properties. In Section 4.3.2
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we establish a few miscellaneous results which will be referenced in the main proof.
Finally, in Section 4.3.3 we will provide the complete proof of Theorem 5, however
the bulk of the technical work is established in Proposition 4.30, which is essentially
a special case of Theorem 5 and is also proved in this section.
4.3.1. Strip Estimates. The purpose of this section is to provide the notion of a
perturbed pseudoholomorphic strip, see Definition 4.17 below, and to establish a
few technical properties, which will be used in later sections.
Here and throughout, we let (M,η) be a framed Hamiltonian manifold with
η = (λ, ω), and let (J, g) be an η-adapted almost Hermitian structure on the sym-
plectization R ×M . As in the previous section, specifically in equation (25), as-
sociated to any perturbed pseudoholomorphic map (u˜, ˜, f, u, S, j), we define the
smooth one-form
α˜ := −(u˜∗da) ◦ ˜.
Definition 4.17 (perturbed pseudoholomorphic strip).
Let (M,η) be a framed Hamiltonian manifold, (J, g) an η-adapted almost Hermitian
structure on R × M . A perturbed pseudoholomorphic strip consists of the tuple
(u˜, S˜, ˜, f, u, S, j), where
• (u˜, ˜, f, u, S, j) is a perturbed pseudoholomorphic map in the sense of Defi-
nition 4.1,
• S˜ ⊂ S is a compact manifold with boundary and corners, it is homeomorphic
to a disk, and it is determined by the data (p, I, h−, h+) where
(e1) I ⊂ R is an closed interval of finite length
(e2) p : I → S is a smooth map for which u˜ ◦ p : I → R × M is an
embedding, a ◦ u˜ ◦ p : I → R is the constant map a ◦ u˜ ◦ p = a0 , and
p∗α˜ = dt where t is the coordinate on I induced from I ⊂ R
(e3) h± : I → R are C1 functions for which h− < h+, and for each t ∈ I
there exists a map
qt :
[
min
(
0, h−(t)
)
,max
(
0, h+(t)
)]→ S
satisfying
d
ds
qt(s) =
∇˜(a ◦ u˜)(qt(s))
‖∇˜(a ◦ u˜)(qt(s))‖2γ˜ and qt(0) = p(t),
in which case S˜ is given by
S˜ =
⋃
t∈I
qt
(
[h−(t), h+(t)]
)
;
here γ˜ = u˜∗g and ∇˜ denotes the gradient with respect to the metric
u˜∗g. In the case h− and h+ are constant functions, we say (u˜, S˜, ˜) is
a rectangular f -perturbed pseudoholomorphic strip.
Given (u˜, ˜, f, u, S, j), we will refer to (u˜, S˜, ˜, f, u, S, j), as the perturbed pseudo-
holomorphic strip determined by the data (p, I, h−, h+).
Remark 4.18 (strips vs tracts).
It is worth pointing out the differences between perturbed pseudoholomorphic strips
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and tracts of perturbed pseudoholomorphic maps. Ignoring the perturbation mo-
mentarily, we note that rectangular strips are in fact special cases of tracts of pseu-
doholomorphic maps, with the additional property that S is rectangular (that is,
homeomorphic to a compact disk, and the boundary is piecewise smooth with four
non-smooth points), and a ◦ u : S → R has no critical points. The more gen-
eral notion of a pseudoholomorphic strip then allows for the possibility that a ◦ u
restricted to ∂0S need not be a constant map, and hence is no longer a tract of
pseudoholomorphic map. Regarding perturbations, the main difference is that for
tracts of perturbed pseudoholomorphic maps, the support of the perturbation must
be contained in the interior whereas for strips the support may overlap with the
boundary.
The following result establishes two important facts. First, given a perturbed
pseudoholomorphic map, one can construct a perturbed pseudoholomorphic strip
from less stringent data (p, I, h−, h+) than that given in Definition 4.17. Second,
associated to each perturbed pseudoholomorphic strip are coordinates (s, t) which
have a variety of properties. We make these facts precise with the following.
Lemma 4.19 (strip reparametrization).
Let (M,η) be a framed Hamiltonian manifold, let (J, g) be an η-adapted almost Her-
mitian structure on R×M , and let (u˜, ˜, f, u, S, j) be a perturbed pseudoholomorphic
map. Suppose the 4-tuple (pˆ, Î, hˆ−, hˆ+) consists of the following data.
(1) Î is an closed interval of finite length
(2) pˆ : Î → S is a smooth map with image which is contained in a level set of
a ◦ u˜ and disjoint from the critical points of a ◦ u˜,
(3) hˆ− and hˆ+ satisfy property (e3) of Definition 4.17.
Then there exists an interval I ⊂ R, and diffeomorphism ψ : I → Î with the
property that (p, I, h−, h+) := (pˆ ◦ ψ, I, hˆ− ◦ ψ, hˆ+ ◦ ψ) satisfy properties (e1)
- (e3) of Definition 4.17, and hence define a perturbed pseudoholomorphic strip
(u˜, S˜, ˜, f, u, S, j). Moreover the diffeomorphism
φ : {(s, t) ∈ R2 : t ∈ I and h−(t) < s < h+(t)} → S˜
φ(s, t) = qt(s)
satisfies the following properties.
(h1) a ◦ u˜ ◦ φ(s, t) = a0 + s
(h2) (u˜ ◦ φ)∗g = γˆ = γˆ11 ds⊗ ds+ γˆ22 dt⊗ dt for smooth functions γˆkk = γˆkk(s, t)
and γˆ11 ≥ 1
(h3) φ∗α˜ = `(s, t) dt, with 0 < ` ≤ γˆ 1222 and `(0, t) ≡ 1
(h4) (φ∗j)∂s = τ(s, t)∂t with τ > 0.
Consequently, each perturbed pseudoholomorphic strip can be given coordinates (s, t)
determined by the equation (s(ζ), t(ζ)) = φ−1(ζ).
Proof. We begin by observing that if there were t0 ∈ Î for which pˆ∗α˜(t0) = 0, then
pˆ(t0) is a critical point of a ◦ u˜. To see this, recall that since a ◦ u˜ ◦ pˆ = const, it
follows that d(a ◦ u˜)(T pˆ · ∂t) = 0; but then if 0 = pˆ∗α˜(t0), then
0 = pˆ∗α˜(t0) = −d(a ◦ u˜)(˜ · T pˆ · ∂t)
∣∣
t0
,
so that d(a ◦ u˜)(pˆ(t0)) = 0, which is impossible since the image of pˆ is disjoint from
the critical points of d(a ◦ u˜) by assumption. After possibly precomposing with
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an orientation reversing diffeomorphism of Î, we may consequently assume that
pˆ∗α˜(∂t) > 0. We now define the interval I by
I :=
[
0,
∫
Î
pˆ∗α˜
]
⊂ R
and define the map ψ by
ψ : I → Î by ψ(t) := F−1(t) where F (t) :=
∫ t
0
α˜pˆ(tˆ)(pˆ
′(tˆ))dtˆ;
here and above the subscripts denote the points of evaluation. To see that ψ is the
desired diffeomorphism, it is sufficient to show that
(44) α˜
(
(pˆ ◦ ψ)′(t)) ≡ 1.
To establish this equality, we define the function
G(t) = α˜pˆ(t)(pˆ
′(t))
so that F ′ = G and ψ = F−1. Next recall that t = F (F−1(t)), and differentiating
we find (F−1)′(t) = 1F ′(F−1(t)) , and hence
α˜pˆ◦ψ(t)
(
pˆ′ψ(t) · ψ′(t)
)
= α˜pˆ◦ψ(t)
(
pˆ′ψ(t) ·
1
F ′(F−1(t))
)
= α˜pˆ◦ψ(t)
(
pˆ′ψ(t) ·
1
G(ψ(t))
)
= 1.
This verifies equation (44). With ψ established, it is straightforward to show that
the tuple (p, I, h−, h+) := (pˆ ◦ψ, I, hˆ− ◦ψ, hˆ+ ◦ψ) satisfies properties (e1) - (e3) of
Definition 4.17, and hence all that remains is to establish properties (h1) - (h4).
Next we note that property (h4) follows from properties (h1) - (h3), and property
(h1) follows immediately from the definition of the diffeomorphism φ.
To prove property (h2), we let subscripts denote partial differentiation, and then
γˆ(∂s, ∂t) = g(T u˜ · φs, T u˜ · φt).
However by construction, for each fixed s0 the map t 7→ φ(s0, t) is contained in a
level set of a ◦ u˜, and the vector field φs is parallel to ∇˜(a ◦ u˜). The gradient is
orthogonal to level sets, and hence φt and φs are γ˜-orthogonal. Consequently ∂s
and ∂t are γˆ-orthogonal, and γˆ = γˆ11ds
2 + γˆ22dt
2 as claimed. To see γˆ11 ≥ 1, we
first note:
γˆ11 = ‖φs‖2γ˜ = (da(T u˜ · φs)
)2
+
(
λ(T u˜ · φs)
)2
+ ω(T u˜ · φs, J · T u˜ · φs).
By Lemma 2.6, we see that ω(T u˜ · φs, J · T u˜ · φs) ≥ 0. Also recall that
φs =
∇˜(a ◦ u˜)
‖∇˜(a ◦ u˜)‖2γ˜
,
and hence
γˆ11 ≥ (da(T u˜ · φs)
)2
=
(d(a ◦ u˜)(∇˜(a ◦ u˜))
‖∇˜(a ◦ u˜)‖2γ˜
)2
= 1.
This establishes property (h2).
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Finally, to establish property (h3), observe
φ∗α˜(∂s) = −d(a ◦ u˜)
(
˜∇˜(a ◦ u˜))/‖∇˜(a ◦ u˜)‖2γ˜ = 0
since ˜ is an almost complex structure and a γ˜-isometry. Consequently φ∗α˜ =
`(s, t)dt. Note that
`(0, t) = α˜(φt(0, t)) = α˜(p
′(t)) = 1
by definition of φ and property (e2) of Definition 4.17. We also note that ` vanishes
precisely at the critical points of a ◦ u˜, and by construction none of these are
contained in the region S˜ by assumption.
To complete the proof of property (h3) all that remains is to show that ` ≤ γˆ 1222.
We estimate as follows.
`2 =
(
α˜(φt)
)2
=
(
d(a ◦ u˜)(˜φt)
)2
≤ ‖d(a ◦ u˜)‖2γ˜‖˜φt‖2γ˜
= ‖da‖2g‖φt‖2γ˜
= ‖φt‖2γ˜
= γˆ22.
Since ` and γ22 are both positive functions, the desired result is then immediate.
This proves property (h3), and hence completes the proof of Lemma 4.19. 
Remark 4.20 (strip coordinates).
One immediate consequence of Lemma 4.19 above, is that it guarantees the existence
of the carefully defined structure of a perturbed pseudoholomorphic strip from very
little, but necessary, geometric data. A second consequence is that it immediately
guarantees coordinates (s, t) on a perturbed pseudoholomorphic strip which turn out
to be quite useful. In particular, in light of properties (h2) and (h3) above, we will
henceforth assume
u˜∗g = γ˜ = γ˜11 ds⊗ ds+ γ˜22 dt⊗ dt
γ˜11(s, t) ≥ 1
γ˜22(s, t) ≥ `(s, t)
where
α˜ = `(s, t)dt.
Later we will attempt to provide a uniform lower bound for `; for the moment
though, we only know that this function is smooth and positive.
Lemma 4.21 below can be thought of as an analog of Theorem 9 for perturbed
pseudoholomorphic strips which are not too tall. Roughly speaking, it guarantees
that if the integral of u∗λ (or, more precisely, the integral of −u˜∗da ◦ ˜ along the
top boundary is more than twice the integral along the bottom boundary, the strip
must capture some ω-energy proportional to this difference. We note that in what
follows we adapt our notation from Definition 4.2 in which ∂S˜ = ∂0S˜ ∪ ∂1S˜, where
∂0S˜ is the “top” and “bottom” boundaries of of S˜, and ∂1S˜ is the “side” boundary
of S˜.
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Lemma 4.21 (general strip estimate).
Let (M,η) be a framed Hamiltonian manifold, let (J, g) be an η-adapted almost
Hermitian structure on R × M , let Ch be the associated ambient geometry con-
stant established in Definition 4.11, and let (u˜, S˜, ˜, f, u, S, j) be a perturbed J-strip
determined by the data (p, I, h−, h+), with
(45) − ln 2
2Ch
≤ h− ≤ 0 ≤ h+ ≤ ln 2
2Ch
.
With (s, t) the coordinates on S˜ as guaranteed by Lemma 4.19, we define
∂±0 S˜ := {(s, t) ∈ ∂0S˜ : ±s > 0},
with orientation such that α˜ defines a positive volume form on each. Then∫
∂+0 S˜
α˜− 2
∫
∂−0 S˜
α˜ ≤ 2Ch
∫
S˜
u∗ω,
and similarly ∫
∂−0 S˜
α˜− 2
∫
∂+0 S˜
α˜ ≤ 2Ch
∫
S˜
u∗ω.
Proof. Without loss of generality, I = [0, b]. For each k ∈ N0 and 1 ≤ ` ≤ 2k define
the interval
Ik,` :=
[
`−1
2k
b, `
2k
b
]
.
Similarly, define h+k,` := inft∈Ik,` h
+(t) and h−k,` := supt∈Ik,` h
−(t). By definition of
integrability, we have∫
{(s,t)∈S˜:s≥0}
dα˜ = lim
k→∞
2k∑
`=1
∫
[0,h+k,`]×Ik,`
dα˜
and ∫
{(s,t)∈S˜:s≤0}
dα˜ = lim
k→∞
2k∑
`=1
∫
[h−k,`,0]×Ik,`
dα˜,
and hence by Stokes’ theorem and the fact that α˜(∂s) = 0, we have∫
∂+0 S˜
α = lim
k→∞
2k∑
`=1
∫
{h+k,`}×Ik,`
α˜,
and ∫
∂−0 S˜
α = lim
k→∞
2k∑
`=1
∫
{h−k,`}×Ik,`
α˜.
At this point we observe that restricting u˜ to each [h−k,`, h
+
k,`]× Ik,` defines a rect-
angular perturbed pseudoholomorphic strip, and hence by Theorem 9 that
(46)
∫
{h+k,`}×Ik,`
α˜ ≤
(
Ch
∫
[h−k,`,h
+
k,`]×Ik,`
u∗ω +
∫
{h−k,`}×Ik,`
α˜
)
eCh(h
+
k,`−h−k,`).
Making use of the inequalities (45) and rearranging, we find
(47)
∫
{h+k,`}×Ik,`
α˜− 2
∫
{h−k,`}×Ik,`
α˜ ≤ 2Ch
∫
[h−k,`,h
+
k,`]×Ik,`
u∗ω.
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Summing and passing to the limit then yields∫
∂+0 S˜
α˜− 2
∫
∂−0 S˜
α˜ = lim
k→∞
2k∑
`=1
∫
{h+k,`}×Ik,`
α˜− 2 lim
k→∞
2k∑
`=1
∫
{h−k,`}×Ik,`
α˜
≤ lim
k→∞
2k∑
`=1
2Ch
∫
[h−k,`,h
+
k,`]×Ik,`
u∗ω
≤ 2Ch
∫
S˜
u∗ω.
This is the desired estimate, and hence completes the proof of Lemma 4.21. 
In light of Remark 4.20, and with the aid of Lemma 4.21, our next task is to
attempt to obtain a uniform lower bound on the smooth positive function ` defined
by the property that α˜ = `(s, t)dt, since doing so would be quite beneficial for later
estimates. Unfortunately, such a uniform pointwise estimate is not true, but rather
the desired pointwise estimate holds everywhere except on a set which is small in
a controlled manner. We make this precise with Lemma 4.22 below.
Lemma 4.22 (λ-shrinkage).
Let (M,η) be a framed Hamiltonian manifold and (J, g) be an η-adapted almost
Hermitian structure on R × M , and let (u˜, S˜, ˜, f, u, S, j) be a perturbed pseudo-
holomorphic strip determined by the data (p, I, h−, h+), with coordinates (s, t) as
guaranteed by Lemma 4.19. Let Ch be the associated ambient geometry constant
established in Definition 4.11, Suppose that for each t ∈ I we have
− ln 2
2Ch
≤ h−(t) ≤ 0 ≤ h+(t) ≤ ln 2
2Ch
.
Define the set
K := {t ∈ I : 18 ≥ inf
h−(t)≤s≤h+(t)
`(s, t)
}
where α˜ = `(s, t) dt. Then
4Ch
∫
S˜
u∗ω ≥ µ(K)
where µ is the Lebesgue measure associated to the coordinate t ∈ I.
Proof. We begin by observing that K is compact. Next we define
A := {(s, t) ∈ S˜ : `(s, t) ≤ 18}.
Next, for each ζ = (s0, t0) ∈ A we define some quantities, which we also describe
geometrically below:
σ(ζ) = σ(s0, t0) =
sup
{
sˆ ∈ [0, h+(t0)] : inf
0≤s≤sˆ
{`(s, t0)} ≥ 16
}
if s0 > 0
inf
{
sˆ ∈ [h−(t0), 0] : inf
sˆ≤s≤0
{`(s, t0)} ≥ 16
}
if s0 < 0
x(ζ) = x(s0, t0) = inf
{
τ ∈ I : τ ≤ t0 and sup
τ≤t≤t0
{`(σ(ζ), t)} ≤ 14
}
y(ζ) = y(s0, t0) = sup
{
τ ∈ I : τ ≥ t0 and sup
t0≤t≤τ
{`(σ(ζ), t)} ≤ 14
}
.
We take a moment to describe these functions in a more geometric context.
First, recall that in the coordinates (s, t), the s coordinate can be thought of as
the symplectization coordinate, and the t coordinate measuring movement within
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a symplectization level set. Suppose we are given some (s0, t0) ∈ A with s0 > 0,
and consider the coordinate path t = t0, which by construction is an integral curve
of ∇˜(a ◦ u˜). In particular, we restrict the smooth function ` to this path, and note
that `(0, t0) = 1 by construction, so that as we increase s from zero, there must be
a first value for which `(s, t0) =
1
6 . This first such s is then defined to be σ(s0, t0),
provided s0 is positive, which we have indeed assumed. A similar construction holds
for the case that s0 is negative.
To understand the functions x and y, we can consider the point (s0, t0) ∈ A,
again assuming s0 > 0. Recall that by definition of A, we have `(s0, t0) ≤ 18 .
To the point (s0, t0) we will associate the point (σ(s0, t0), t0), and we recall that
`(σ(s0, t0), t0) =
1
6 by construction, so that necessarily
σ(s0, t0) < s0 ≤ h+(t0).(48)
We then we aim to construct a path of the form {σ(s0, t0)} × I on which ` ≤ 14 ;
here I is an interval. This is possible since ` is continuous and `(σ(s0, t0), t0) =
1
6 <
1
4 . Thus we define the functions x and y to respectively be the smallest and
largest possible values for which I := [x(s0, t0), y(s0, t0)] has the property that on
{σ(s0, t0)} × I we have ` ≤ 14 . Moreover in light of inequality (48) it also follows
that
x(s0, t0) < t0 < y(s0, t0)
whenever t0 ∈ I \ ∂I, and for all t0 ∈ I we have x(s0, t0) < y(s0, t0).
With the functions x and y defined and understood, we can now define the
following collection of (relatively) open subsets Oζ ⊂ I for each ζ = (s0, t0) ∈ A.
Oζ :=

[
x(ζ), y(ζ)
)
if x(ζ) = t0(
x(ζ), y(ζ)
]
if y(ζ) = t0(
x(ζ), y(ζ)
)
otherwise.
Observe that since ` is continuous and S˜ is compact, it follows that if t0 ∈ K, then
there exists s0 ∈ (h−(t0), h+(t0)) such that (s0, t0) ∈ A, and by construction t0 ∈
Oζ . Consequently {Oζ}ζ∈K is an open cover of K, which as previously mentioned,
is compact. It follows that there exists a finite set {ζ−1 , . . . , ζ−k− , ζ+1 , . . . , ζ+k+} ⊂ A
such that
K ⊂ ( k−⋃
i=1
Oζ−i
) ∪ ( k+⋃
i=1
Oζ+i
)
,
and for which ζ±i = (s
±
i , t
±
i ) with s
+
i ≥ 0 and s−i < 0. The pairwise intersection of
these open intervals may be open and nonempty, so we refine this set of intervals
by the following inductive procedure.
U˜−1 := Oζ−1
U˜−i := Oζ−i \ ∪
i−1
i′=1U˜−i′
U˜+1 := Oζ+1 \ ∪
k−
i′=1U˜−i′
U˜+i := Oζ+i \
(( ∪k−i′=1 U˜−i′ ) ∪ ( ∪i−1i′=1 U˜+i′ )),
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where the bar denotes closure. Observe that each U˜−i and U˜+i is the union of finitely
many disjoint open intervals, and hence we may further write
U˜−i =
m−i⋃
i′=1
U−i,i′ and U˜+i =
m+i⋃
i′=1
U+i,i′ ,
where each U−i,i′ and U+i,i′ is an open interval.
Finally we define the following finite sets of products of closed intervals.
S+i,i′ := [0, s+i,i′ ]× U
+
i,i′ for 1 ≤ i ≤ k+ with s+i,i′ := σ(ζ+i ) ≥ 0, and 1 ≤ i′ ≤ m+i
S−i,i′ := [s−i,i′ , 0]× U
−
i,i′ for 1 ≤ i ≤ k− with s−i,i′ := σ(ζ−i ) < 0, and 1 ≤ i′ ≤ m−i
For later computational clarity, it will be convenient to reindex these sets by
ν± : {1, . . . ,m± :=
k±∑
i=1
m±i } → {(1, 1), . . . , (1,m±1 ), (2, 1), . . . , (2,m±2 ), . . . , (k,m±k )}
so that
S+ν+ = [0, s+ν+ ]× U
+
ν+ for ν
+ ∈ {1, . . . ,m+}
and
S−ν− = [s−ν− , 0]× U
−
ν− for ν
− ∈ {1, . . . ,m−}.
For convenience, define
U := ( ∪m−ν−=1 U−ν−)⋃( ∪m+ν+=1 U+ν+),
so that {0}×U = ((∪m−ν−=1S−ν−)∪ (∪m+ν+=1S+ν+))∩ ({0}×I). The following facts are
then straightforward to verify.
(S1) K ⊂ U
(S2)
inf
t∈I\U
h−(t)≤s≤h+(t)
{`(s, t)} ≥ 18
(S3) for each ν± ∈ {1, . . . ,m±} we have
sup
t∈U±
ν±
`(s±ν± , t) ≤ 14
(S4) the pairwise intersection of elements of the set {S−1 , . . . , S−m− , S+1 , . . . , S+m+}
have empty interior in S˜.
Observe that since α˜ = ` dt, and since `(0, t) ≡ 1, we may employ property (S3) to
estimate ∫
{s±
ν±}×U
±
ν±
α˜ =
∫ supU±
ν±
inf U±
ν±
`(s±ν± , t)dt
≤ 14
∫ supU±
ν±
inf U±
ν±
1 dt
= 14
∫
{0}×U±
ν±
α˜.
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Observe that each (u˜,S±ν± , ˜, f, u, S, j) is a rectangular perturbed pseudoholomor-
phic strip determined by the data (p,U±ν± , h−ν± , h+ν±) where h−ν+ = 0, h+ν+ = s+ν+ ,
h−ν− = sν− , and h
+
ν− = 0. Moreover, we have
|s±ν± | ≤ sup
t
|h±(t)| ≤ ln 2
2Ch
and ∫
{s±
ν±}×U
±
ν±
α˜ ≤ 14
∫
{0}×U±
ν±
α˜,
and thus letting µ denote the Lebesgue measure associated to the coordinate t, we
employ Lemma 4.21 to estimates
1
2µ(U
±
ν±) =
1
2
∫
{0}×U±
ν±
α˜
=
∫
{0}×U±
ν±
α˜− 12
∫
{0}×U±
ν±
α˜
≤
∫
{0}×U±
ν±
α˜− 2
∫
{s±
ν±}×U
±
ν±
α˜
≤ 2Ch
∫
S±
ν±
u˜∗ω.
Or more concisely,
µ(U±ν±) ≤ 4Ch
∫
S±
ν±
u˜∗ω.
Using property (S4) and the fact that ω evaluates non-negatively on complex lines,
it follows that
4Ch
∫
S˜
u∗ω ≥ 4Ch
m±∑
ν±=1
∫
S±
ν±
u∗ω ≥
m±∑
ν±=1
µ(U±ν±)
= µ(∪m±ν±=1U
±
ν±) = µ(U)
≥ µ(K),
where the final equality follows from property (S1). 
We finish Section 4.3.1 with Lemma 4.23 below, which roughly states that if a
pseudoholomorphic strip is not too “tall,” and the ω-energy is less than or equal to
the “height” times the “width” then there must exist a gradient trajectory going
from bottom to top with length with is not too long (relative to the height of the
strip).
Lemma 4.23 (modest length flow lines).
Let (M,η) be a framed Hamiltonian manifold and (J, g) be an η-adapted almost
Hermitian structure on R×M . Let Ch be the associated ambient geometry constant
established in Definition 4.11. Let (u˜, ˜, f, u, S, j) be a perturbed pseudoholomorphic
map, and fix  ∈ R such that
0 <  < min(2−24, (1 + sup
ζ∈supp(f)
‖Bu(ζ)‖γ)−1).
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Suppose further that
‖df‖γ + ‖∇df‖γ ≤ 
211(1 + ‖Bu‖γ) ,
where ‖df‖γ , ‖∇df‖γ , and ‖Bu‖γ are the L∞ norms over the support of f . Then
for any finite set of rectangular perturbed pseudoholomorphic strips, denoted by
{(u˜k, S˜k, ˜k, f, u, S, j)}nk=1, satisfying
(R1) a0 = infζ∈S˜k a ◦ u˜k(ζ), independent of k
(R2) a1 = supζ∈S˜k a ◦ u˜k(ζ), independent of k
(R3) a1 − a0 ≤ 18Ch
(R4)
∑n
k=1
∫
S˜k
u∗kω ≤ (a1 − a0)
∑n
k=1
∫
(a◦u˜k)−1(a0) α˜,
(R5) S˜k ∩ S˜k′ = ∅ for k 6= k′
there exists k ∈ {1, . . . , n} and a solution to the differential equation
q : [0, s0]→ Sk q′(s) = ∇˜(a ◦ u˜k)
(
q(s)
)
a(u˜k(q(0))) = a0 a(u˜k(q(s0))) = a1
for which
lengthγ˜
(
q([0, s0])
) ≤ 27(a1 − a0).
Proof. For convenience, we let (u˜, S˜, ˜, f, u, S, j) denote the union of the rectangular
perturbed pseudoholomorphic strips {(u˜k, S˜k, ˜k, f, u, S, j)}nk=1 so that S˜ = ∪nk=1S˜k
and u˜
∣∣
S˜k
= u˜k, and similarly for ˜. Next we define the constants
c2 := a1 − a0 and c3 :=
∫
(a◦u˜)−1(a0)
α˜,
and equip S˜ with coordinates (s, t) via Lemma 4.19 so that using these coordinates
to parameterize S˜ we have S˜ = [0, c2]×I where I ⊂ R is the union of finitely many
pairwise disjoint closed intervals with total length(I) = c3. Recall that another
consequence of Lemma 4.19, specifically property (h2), is that
γ˜ = u˜∗g = γ˜11 ds2 + γ˜22 dt2.
Consequently, to prove Lemma 4.23, it is sufficient to prove
(49) c4 := inf
t∈I
∫ c2
0
γ˜
1
2
11(s, t) ds ≤ 27c2.
Next we define the closed set K similarly to the way it was defined in Lemma 4.22:
K := {t ∈ I : 18 ≥ inf0≤s≤c2 `(s, t)}
where α˜ = `(s, t) dt. Recall that as a consequence of Lemma 4.22 we have µ(K) ≤
4Ch
∫
S˜
u∗ω, where µ denotes the Lebesgue measure on I associated to the coordi-
nate t. We then make the following estimate.
Areaγ˜(S˜) = Areaγ˜
(
[0, c2]× I
)
=
∫
I
∫ c2
0
(
γ˜11γ˜22
) 1
2 dsdt
≥
∫
I
∫ c2
0
γ˜
1
2
11` dsdt
≥
∫
I\K
∫ c2
0
γ˜
1
2
11` dsdt
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≥ 18
∫
I\K
∫ c2
0
γ˜
1
2
11 dsdt
≥ 18c4
∫
I\K
dt
= 18c4
(
c3 − µ(K)
)
≥ 18c4
(
c3 − 4Ch
∫
S˜
u∗ω
)
;(50)
where to obtain the second equality we have employed equation (137) from Section
A.1 which expresses the Hausdorff measure associated to a Riemannian metric in
local coordinates, and we have used the fact that γ21 = γ12 = 0; to obtain the
first inequality we have made use of the fact that γ
1
2
22 ≥ ` which was established
in property (h3) of Lemma 4.19; the third inequality makes use of the definition
of K; the fourth inequality follows from the definition of c4; and the final equality
employs Lemma 4.22. Note, we also have the following estimate.∫
S˜
d
(
(a ◦ u˜− a1)α˜
)
+ u∗ω =
(∫
S˜
(u˜∗da) ∧ α˜+ u˜∗ω
)
+
∫
S˜
(a ◦ u˜− a1)dα˜
≥ 12Areaγ˜(S˜) +
∫
S˜
(a ◦ u˜− a1)dα˜
≥ 12Areaγ˜(S˜)− c2ChAreaγ˜(S˜)
= ( 12 − c2Ch)Areaγ˜(S˜),
where the first inequality follows from Lemma 4.8, and the second inequality follows
from Lemma 4.12. We now recall that ∂S˜ = ∂0S˜ ∪ ∂1S˜ with a ◦ u˜(∂0S˜) = {a0, a1}
and that ∂1S˜ consists of integral curves of ∇˜(a ◦ u˜). We also recall Lemma 4.4
which guarantees that α˜(∇˜(a ◦ u˜)) ≡ 0, and hence∫
S˜
d
(
(a ◦ u˜− a1)α˜
)
=
∫
(a◦u˜)−1(a1)
(a ◦ u˜− a1)α˜−
∫
(a◦u˜)−1(a0)
(a ◦ u˜− a1)α˜
+
∫
∂1S
(a ◦ u˜− a1)α˜
= 0 + c2
∫
(a◦u˜)−1(a0)
α˜+ 0
= c2c3.
Combining the above inequalities then yields the following.
c2c3 +
∫
S˜
u∗ω ≥ ( 12 − c2Ch)Areaγ˜(S˜)
Combining this with inequality (50), then yields the following.
(51) c2c3 +
∫
S˜
u∗ω ≥ 18 ( 12 − c2Ch)c4(c3 − 4Ch
∫
S˜
u∗ω).
Finally, we recall our assumptions (R3) and (R4), which can be restated as
c2 = a1 − a0 ≤ 1
8Ch
and
∫
S˜
u∗ω ≤ c2c3.
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From these it is elementary to establish the following.
2c2c3 ≥ c2c3 +
∫
S˜
u∗ω
1
2
− c2Ch ≥ 1
4
c3 − 4Ch
∫
S˜
u∗ω ≥ 1
2
c3.
We now combine these inequalities with (51) to obtain
c4 ≤ 27c2
which is the desired inequality as stated in (49). This completes the proof of Lemma
4.23. 
4.3.2. Some preliminary miscellany. The purpose of this Section is to establish a
few miscellaneous results to be referenced later in the proof of Theorem 5. Firstly,
these consist of the notion of a (δ, )-tame perturbation of a pseudoholomorphic
curve, see Definition 4.24 below, which essentially provides a certain class of per-
turbations which are sufficiently small so that a variety of estimates hold automat-
ically, and then we establish that such perturbations exist in sufficient abundance;
see Lemma 4.26. Secondly, we also establish that in a very particular measure
theoretic sense, tangent planes of pseudoholomorphic curves with small ω-energy
have tangent planes which are usually almost vertical; see Lemma 4.27 below. And
finally, we establish the existence of a small geometric constant r0 which will be
made use of extensively in Section 4.3.3; see Lemma 4.29.
Definition 4.24 ((δ, )-tame perturbations).
Let (M,η) be a framed Hamiltonian manifold, (J, g) be an η-adapted almost Her-
mitian structure on the symplectization R ×M , let (u˜, ˜, f, u, S, j) be a perturbed
pseudoholomorphic map, and let δ,  > 0. We say (u˜, ˜, f, u, S, j) is a (δ, )-tame
perturbed pseudoholomorphic map provided the following hold, where Z = {ζ ∈
S | Tu(ζ) = 0}.
(d1)
δ < 110 min
(
distγ(Crita◦u, ∂S), min
ζ0,ζ1∈Z
ζ0 6=ζ1
distγ(ζ0, ζ1), distγ(Z, ∂S)
)
(d2)  < min(2−24, 11+CB )
(d3) the restricted map f : S \ {ζ ∈ S : distγ(ζ,Z) < δ} :→ R is Morse
(d4)
sup
ζ∈Ω
|f(ζ)|+ sup
ζ∈Ω
‖df(ζ)‖γ + sup
ζ∈Ω
‖∇df(ζ)‖γ ≤ 
211(1 + CB)
where Ω := supp(f), Crita◦u is the set of critical points of a ◦ u : S → R, γ = u∗g,
∇ is covariant differentiation with respect to the Levi-Civita connection associated
to the metric γ, Bu is the second fundamental form associated to u as recalled in
Definition A.4 of Section A.1, and
CB := sup{‖Bu(ζ)‖γ : distγ(ζ,Z) ≥ 12δ}.
Remark 4.25 (feature of being (δ, )-tame).
A key feature of an (δ, )-tame perturbed pseudoholomorphic map is that the f and
 always satisfy the hypotheses of Lemma 4.5.
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Lemma 4.26 (existence of tame perturbations).
Let (M,η) be a framed Hamiltonian manifold, let (J, g) be an η-adapted almost Her-
mitian structure on the symplectization R×M , let (u, S, j) be a generally immersed
pseudoholomorphic map, and let δ > 0 satisfy
δ < 110 min
(
distγ(Crita◦u, ∂S), min
ζ0,ζ1∈Z
ζ0 6=ζ1
distγ(ζ0, ζ1), distγ(Z, ∂S)
)
.
Then for each  > 0 satisfying  < min(2−24, 11+CB ), where
CB := sup
{‖Bu(ζ)‖γ : distγ(ζ,Z) ≥ 12δ},
and Bu is the second fundamental form of u, there exists a smooth map f : S → R
for which (u˜, ˜, f, u, S, j) is an (δ, )-tame perturbed pseudoholomorphic map in the
sense of Definition 4.24.
Proof. Let ′ = 211(1+CB) , let h = a◦u, and apply Lemma A.8 from Section A.3. 
In order to proceed with later proofs, we would like to establish that for any
given feral curve, outside some large compact set, the curve is usually immersed,
and the tangent planes are usually close to being parallel to span(∂a, Xη). Our first
pass at making this precise is Lemma 4.27 below. Here the idea is that a tangent
plane at a point ζ is close to being tangent to span(∂a, Xη) if and only if ‖u∗λζ‖u∗g
is nearly 1. Thus we are interested in the measure of the set of symplectization level
sets on which there are not many points with ‖u∗λ‖u∗g < θ, for some specified value
θ ∈ (0, 1). Moreover, by “not too many” we mean that the Hausdorff 1-measure
µ1u∗g
({ζ ∈ (a ◦ u)−1(t) : ‖(u∗λ)ζ‖u∗g < θ})
should be smaller than some specified number δ > 0. Finally, in general the mea-
sure of such level sets might of course be quite large, however Lemma 4.27 below
essentially states that it cannot be too large provided that the ω-energy is rather
small; or more precisely, that for fixed δ and θ, the measure of such level sets is
bounded in terms of the ω-energy. Thus for a feral curve, which has finite ω-energy,
it should follow that outside a large compact set, the curve is usually immersed with
tangent planes usually close to being parallel to span(∂a, Xη). This is now made
precise with Lemma 4.27 below.
Lemma 4.27 (tangent planes usually near vertical).
Let (M,η) be a framed Hamiltonian manifold, and (J, g) an η-adapted almost com-
plex structure on R ×M . Suppose further that (u, S, j) is a compact pseudoholo-
morphic curve, possibly with boundary, with image in R ×M , which satisfies the
following conditions.
(1)
∫
S
u∗ω ≤ E0 <∞
(2) {ζ ∈ S : d(a ◦ u)(ζ) = 0} ∩ ∂S = ∅
(3) u(∂S) ⊂ {a0, a1} and a1 = sup{a ◦ u(S)} and a0 = inf{a ◦ u(S)}.
With I := [a0, a1], Ru defined to be the regular values of a◦u, and for each θ ∈ (0, 1)
and each δ > 0, we define the following set
Qu,θ,δ :=
{
t ∈ Ru : µ1u∗g
({ζ ∈ (a ◦ u)−1(t) : ‖(u∗λ)ζ‖u∗g < θ}) > δ}
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Then
µ(Qu,θ,δ) ≤ E0
δ(1− θ2) <∞.
Here, µ is the Lebesgue measure associated to the coordinate a on R.
Proof. For convenience, for each t ∈ Ru and θ ∈ (0, 1) we will define
Γt := {ζ ∈ S : a ◦ u(ζ) = t} and Sθ := {ζ ∈ S : ‖u∗λζ‖ < θ}.
Consequently, we may write
Qu,θ,δ :=
{
t ∈ Ru : µ1u∗g(Γt ∩ Sθ) > δ
}
.
Next we define the tangent vector fields ν and τ by
ν :=
∇(a ◦ u)
‖∇(a ◦ u)‖γ and τ := jν
where γ = u∗g, and g = da ⊗ da + λ ⊗ λ + ω(·, J ·). It is straightforward to verify
the following properties,
0 = u∗λ(ν) = u∗da(τ)
0 < u∗da(ν) = u∗λ(τ)
1 = ‖τ‖2γ = ‖ν‖2γ ,
from which one can deduce that
0 < da(Tu · ν) = ‖∇(a ◦ u)‖u∗g ≤ 1, ‖u∗λ‖u∗g = λ(Tu · τ)
and
1 = (λ(Tu · τ))2 + ω(Tu · ν, Tu · τ).
From these we may estimate the measure of Qu,θ,δ as follows.
µ(Qu,θ,δ) =
∫
Qu,θ,δ
1 dt
=
∫
{t∈Ru:µ1u∗g(Γt∩Sθ)>δ}
1 dt
= δ−1
∫
{t∈Ru:µ1u∗g(Γt∩Sθ)>δ}
δ dt
≤ δ−1
∫
{t∈Ru:µ1u∗g(Γt∩Sθ)>δ}
(
µ1u∗g(Γt ∩ Sθ)
)
dt
≤ δ−1
∫
I
(
µ1u∗g(Γt ∩ Sθ)
)
dt
= δ−1
∫
I
∫
Γt∩Sθ
1 dµ1u∗g dt
= (δ(1− θ2))−1
∫
I
∫
Γt∩Sθ
(1− θ2) dµ1u∗g dt
≤ (δ(1− θ2))−1
∫
I
∫
Γt∩Sθ
1− θ2
da(Tu · ν) dµ
1
u∗g dt
≤ (δ(1− θ2))−1
∫
I
∫
Γt∩Sθ
1− ‖u∗λ‖2u∗g
da(Tu · ν) dµ
1
u∗g dt
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= (δ(1− θ2))−1
∫
I
∫
Γt∩Sθ
1− (λ(Tu · τ))2
da(Tu · ν) dµ
1
u∗g dt
= (δ(1− θ2))−1
∫
I
∫
Γt∩Sθ
ω(Tu · ν, Tu · τ)
da(Tu · ν) dµ
1
u∗g dt
= (δ(1− θ2))−1
∫
I
∫
Γt∩Sθ
ω(Tu · ν, Tu · τ)
‖∇(a ◦ u)‖u∗g dµ
1
u∗g dt
≤ (δ(1− θ2))−1
∫
I
∫
Γt
ω(Tu · ν, Tu · τ)
‖∇(a ◦ u)‖u∗g dµ
1
u∗g dt
= (δ(1− θ2))−1
∫
S
ω(Tu · τ, Tu · ν)dµ2u∗g
= (δ(1− θ2))−1
∫
S
u∗ω
≤ E0
δ(1− θ2) ,
where to achieve the second to last equality we have made use of Proposition 4.14
with f = ω(Tu · ν, Tu · τ). 
In order to state Proposition 4.30 below concisely, it will be useful to have the
following definition at our disposal.
Definition 4.28 (connected component Sρ(ζ)).
Let (W, g) be a Riemannian manifold with bounded geometry,19, let S be manifold,
and let u : S → W be a smooth map. For each ρ > 0 and each ζ ∈ S, we define
Sρ(ζ) to be the connected component of u
−1(Bρ(u(ζ))) containing ζ; here for each
p ∈W , the set Bρ(p) ⊂W is the metric ball of radius ρ centered at p.
Before proceeding, we need an additional geometric constant, namely r0, the
existence of which is guaranteed by the following lemma.
Lemma 4.29 (small radius r0).
Let (M, g) be a smooth Riemannian manifold of bounded geometry, and let λ ∈
Ω1(M) be a smooth one-form with the property that for each point p ∈M we have
sup
06=τ∈TpM
λ(τ)
‖τ‖g = 1
Then there exists a positive real number r0 = r0(M, g, λ) ≤ 1100 with the following
significance. For each smooth unit speed immersion q˜ : [0, T ] → M which satisfies
the following conditions
(1) λ(q˜′(t)) > 0
(2) r0 ≤
∫
q˜
λ ≤ 10r0
(3) µ1q˜∗g({t ∈ [0, T ] : λ(q˜′(t)) < 12}) ≤ r0
also satisfies
distg
(
q˜(0), q˜(T )
) ≥ 12r0.
19Recall that a Riemannian manifold is said to have bounded geometry provided the sectional
curvature is uniformly bounded from above and below and the injectivity radius of the manifold
is positive.
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Proof. We begin by letting ρ = min(1, inj(M)) where inj(M) is the injectivity radius
of M with respect to g. For each p ∈M we let Bρ(p) denote the metric ball of radius
ρ centered at p. Recall that for each point p ∈M and each orthonormal frame for
TpM one may define geodesic normal coordinates on Bρ(p) which are centered at p.
We will denote such coordinates as x = (x1, . . . , xm), in which case we can express
the metric as g =
∑m
i,j=1 gij(x)dx
i ⊗ dxj , and our one-form as λ = ∑mi=1 λi(x)dxi.
Note that for each p ∈ M there exists an orthonormal frame of TpM such that
the associated geodesic normal coordinates have the property that λi(p) = δ1,idx
1,
where δ1,i is the Kronecker delta. We then fix r0 ∈ (0, ρ100 ) sufficiently small so
that for any p ∈M and any such orthonormal frame, we have
(52) sup
y∈B100r0 (p)
‖dx1y − λy‖g ≤
1
100
.
Next we consider an immersion q˜ : [0, T ]→M which satisfies the above hypotheses
of the lemma. We now need to estimate the length of the path q˜ in terms of r0. To
that end, we have:
length(q˜) = T
=
∫ T
0
‖q˜′(t)‖g dt
=
∫
{t∈[0,T ]:λ(q˜′(t))< 12}
‖q˜′(t)‖g dt+
∫
{t∈[0,T ]:1≥λ(q˜′(t))≥ 12}
‖q˜′(t)‖g dt
= µ1q˜∗g
({t ∈ [0, T ] : λ(q˜′(t)) < 12})+ ∫{t∈[0,T ]:1≥λ(q˜′(t))≥ 12} 1 dt
≤ r0 + 2
∫
{t∈[0,T ]:1≥λ(q˜′(t))≥ 12}
λ(q˜′(t)) dt
≤ r0 + 2
∫ T
0
λ(q˜′(t)) dt
≤ 21r0.
As a consequence of this estimate, we see that the image of q˜ is contained in the
metric ball of radius 100r0 centered at q˜(0), and hence inequality (52) holds along
the image of q˜. As such, we take geodesic normal coordinates centered at p := q˜(0)
as above so that λi(p) = δ1,idx
1, and we estimate as follows.
x1
(
q˜(T )
)
=
∫ T
0
d
dt
(
x1(q˜(t)
)
dt
=
∫ T
0
dx1(q˜′(t)) dt
=
∫ T
0
λ(q˜′(t)) dt+
∫ T
0
(
dx1 − λ)(q˜′(t)) dt
≥
∫
q˜
λ− 1100T
≥ r0 − 21100r0
≥ 12r0.
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Since
distg
(
q˜(T ), q˜(0)
)
=
( m∑
i=1
(
xi(q˜(T ))
)2) 12
≥ x1(q˜(T ))
≥ 12r0,
the desired result is immediate. 
4.3.3. The core proof. Here we provide the complete proof of Theorem 5, which
essentially states that for each generally immersed feral pseudoholomorphic curve,
there exists a large compact set in the symplectization with the property that
outside this compact set, the curve has uniformly bounded connected-local area.
That is, in a small20 ball the area of each connected component of the portion of
the curve contained in the ball has universally bounded area. The first and most
technical step towards proving Theorem 5 is to prove Proposition 4.30, which is a
special case. We accomplish this at present.
Proposition 4.30 (connected-local area bound – special case).
Let (M,η = (λ, ω)) be a framed Hamiltonian manifold, and let (J, g) be an η-
adapted almost Hermitian structure on the symplectization R ×M . Let r0 ≤ 1100
be the positive constant associated to (M, g, λ) which is guaranteed by Lemma 4.29.
Let r1 = 2
−24 min
(
C−1h , r0
)
, where Ch is the ambient geometry constant established
in Definition 4.11. For each generally immersed pseudoholomorphic map (u, S, j)
satisfying the following conditions
(LL1) S is homeomorphic to an annulus
(LL2) a ◦ u(∂S) = {a0, a1} with 2−14 min
(
C−1h , r0
) ≤ a1 − a0
(LL3)
{
ζ ∈ S : a ◦ u(ζ) ∈ {a0, a1} and d(a ◦ u)(ζ) = 0
}
= ∅
(LL4) supζ∈S a ◦ u(ζ)− infζ∈S a ◦ u(ζ) ≤ 2−11 min
(
C−1h , r0
)
(LL5) 0 <
∫
S
u∗ω ≤ r0
(
(a1 − a0)−1 + 10Ch
)−1
(LL6)
∫
(a◦u)−1(a0)∩∂S u
∗λ ≥ 100r0
(LL7) µ1u∗g
({ζ ∈ ∂S : a ◦ u(ζ) = a0 and ‖(u∗λ)ζ‖u∗g < 12}) ≤ r0,
also has the following property: For each ζ ∈ S with∣∣a ◦ u(ζ)− 12 (a1 + a0)∣∣ ≤ 14 (a1 − a0),
we also have
(53) Areau∗g
(
Sr1(ζ)
) ≤ 1.
Here, as above, µ1u∗g is the one-dimensional Hausdorff measure associated to the
metric u∗g.
We note that the statement and proof of Proposition 4.30 are each rather long,
so we take a moment to clarify the former and outline the latter. First, the hy-
potheses require that we are dealing with a compact pseudoholomorphic curve,
homeomorphic to an annulus, with a “top” boundary at the symplectization level
set {a1} ×M , and “bottom” boundary at the symplectization level set {a0} ×M .
We allow that the interior points of the curve may lie either above {a1} ×M or
20Here by “small” we mean small relative to the geometry of the ambient manifold and not
small relative to the curve itself.
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below {a0}×M , however we demand that both a0 and a1 be regular values of a◦u,
and if we define the ad hoc constant
C := 2−11min(C−1h , r0)
then we require
1
8
C ≤ a1 − a0 ≤ sup
ζ∈S
a ◦ u(ζ)− inf
ζ∈S
a ◦ u(ζ) ≤ C.
Roughly then, both the height difference between the boundaries and the height
difference between the absolute peak and absolute valley can neither be too large nor
too small. We also demand that the ω-energy be rather small, the λ-integral along
the bottom boundary be rather large, and the measure of those points in the bottom
boundary for which the tangent planes are not close to span(∂a, Xη) is rather small.
After imposing all of these conditions, Proposition 4.30 then guarantees that the
area of a connected component of the portion of the curve that lives in a ball of
radius r1 which is centered near
1
2 (a1 +a0) is uniformly bounded; indeed, the bound
is simply 1.
Before outlining the proof, it is natural to ask how one is likely to find a curve
which satisfies these conditions, so we sketch a candidate example. Indeed, consider
a feral curve which, for example, has an absolute minimum and no maximum, so
it extends to {+∞} × M . For simplicity, we assume that for some sufficiently
large and generic a2 ∈ R, the set (a ◦ u)−1((a2,∞) × M) is diffeomorphic to a
cylinder R × S1. Note that this simplifying condition is essentially what makes
Proposition 4.30 only a special case of Theorem 5. Given such a curve, one then
considers values a0 and a1 which are very large, and which are regular values of
a ◦ u. One then defines a compact annular curve by restricting the domain of
the feral curve to (a ◦ u)−1([a0, a1] ×M), and then capping off excess boundary
components with appropriate disks.21 For this resulting curve, we see that by
making a0 sufficiently large, condition (LL5) must be satisfied because feral curves
have finite ω-energy. Condition (LL6) follows essentially because if the λ-integral
along the bottom boundary did not get arbitrarily large, our feral curve would have
finite Hofer-energy; thus we assume this is not the case so we must be able to find
many large a0 for which condition (LL6) is satisfied. One then finds a0 for which
condition (LL7) holds by a judicious application of Lemma 4.27.
We now turn our attention to sketching the proof of Proposition 4.30. As a pre-
liminary step, we give the overarching idea which motivates the proof. Namely, the
key conclusion is that the quantity Areau∗g
(
Sr1(ζ)
)
is bounded by some large uni-
versal constant. That this constant is 1 instead of 10(10
10) is essentially irrelevant.
Also irrelevant to the main thrust of the argument is the fact that we have explic-
itly specified r1 in terms of geometric constants, and we have bound the ω-energy∫
S
u∗ω in terms of geometric data. Instead, the key idea is to consider the case that
there exists a sequence22 of such pseudoholomorphic annuli with the property that
as one progresses through the sequence, one can find a point ζ not near the bound-
ary of the curve such that Areau∗g
(
Sr1(ζ)
) → ∞ while r1 → 0 and ∫S u∗ω → 0.
For example, given a feral pseudoholomorphic curve, which necessarily has finite
ω-energy, suppose that no matter how small one fixes a radius r, and no matter
21That such a capping procedure is possible is established later when needed.
22The subscripts denoting the index of the term in the sequence has been suppressed for
notational clarity.
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how large one fixes A ∈ R+, one can always find a point ζ ∈ S so that a ◦u(ζ) ≥ A
and the area of the connected component of u−1(Br(u(ζ))), that contains ζ, is as
large as we like while the ω-energy is as small as we like. One then aims to derive a
contradiction by finding a region of S that contains Sr(ζ) but which has bounded
area. Indeed, much of the proof is focused on finding this region of S which provides
the desired contradiction. That we can specify certain quantities, like r1, the area
bound, etc, in terms of geometric constants simply follows from taking some extra
care with our estimates.
Let us now turn our attention to describing that region in S that contains Sr1(ζ),
but which has the desired area bound. As a first step, we impose some drastic
simplifying assumptions to get at the core argument. In particular, we begin by
assuming that on our pseudoholomorphic annulus, there are no critical points of
the function a ◦ u. We weaken this assumption in a moment, however in this
simplified case, we observe that every gradient trajectory of a ◦ u initiating in
∂−0 S will terminate in ∂
+
0 S. Geometrically then, all gradient flow lines extend
from the bottom boundary to the top boundary of our annulus, without getting
trapped at critical points. We then consider a compact interval I ⊂ ∂−0 S which
has small α˜-measure; that is, suppose
∫
I α˜ =
∫
I u
∗λ is small. Then consider the
pseudoholomorphic strip u : Σ→ R×M determined by I; that is, with ∂−0 Σ = I,
∂+0 Σ ⊂ ∂+0 S, and with the other portions of the boundary given as gradient flow
lines. In this case, we have
Areau∗g(Σ) =
∫
Σ
u∗da ∧ α˜+ u∗ω
=
∫
Σ
d
(
(a ◦ u− a1)α˜
)− ∫
Σ
(a ◦ u− a1)dα˜+
∫
Σ
u∗ω
= (a1 − a0)
∫
I
α˜−
∫
Σ
(a ◦ u− a1)dα˜+
∫
Σ
u∗ω
≤ (a1 − a0)
∫
I
α˜+ (a1 − a0)‖dα˜‖Areau∗g(Σ) +
∫
Σ
u∗ω.
At this point, invoke Lemma 4.12 which bounds ‖dα˜‖ in terms of the ambient
geometry constant, and note that a1 − a0 is small, so that we obtain an estimate
of the form
1
2
Areau∗g(Σ) ≤ (a1 − a0)
∫
I
α˜+
∫
Σ
u∗ω.
Here we recall that (a1−a0) is small by our hypotheses, and so is
∫
Σ
u∗ω, and
∫
I α˜ is
small by assumption. Thus the area of Σ is bounded, and the region is determined
simply by choosing an interval I ⊂ ∂−0 S. The goal then becomes to show that
Sr1(ζ) ⊂ Σ for some choice of I, which would essentially yield the desired bound.
We almost do this. Instead, we partition ∂−0 S into a bunch of small intervals so
that ζ is contained in exactly one of the corresponding strips Σ. We then show
that Sr1(ζ) cannot intersect both gradient-flow boundary portions of any strip Σ
associated to our partition. This is achieved by a simple geodesic distance argument
combined with Lemma 4.29. With this established, it then follows that Sr1(ζ) is
contained in the union of three consecutive strips, and fails to have non-trivial
intersection with the outer-most gradient-flow boundary portions. Our previous
area estimate applies, but in triple, and this is sufficient to obtain the desired area
bound on Sr1(ζ).
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Of course more generally, a ◦ u may indeed have critical points, so we next
consider the case that a ◦ u is a Morse function. In this case, we note that gradient
trajectories that initiate at points in ∂−0 S now terminate at either points in ∂
+
0 S, or
else in critical points of a ◦u of Morse index either 1 or 2. Note that there are only
finitely many points in ∂−0 S with gradient flow lines that limit to critical points of
Morse index 1, but potentially a continuum which limit to critical points of Morse
index 2. Thus the goal is to show that the set of such points has small α˜ measure.
This follows essentially from Lemma 4.21, which guarantees that if the α˜-measure
of such points were not small, then neither would the ω-energy, which in fact is
small. Knowing that in an α˜-measure theoretic sense, most points in ∂−0 S have
gradient flow lines that limit to points in ∂+0 S, we can adapt our aforementioned
argument to achieve the desired area bound.
Next we note that a ◦u need not be a Morse function, however if u is an immer-
sion, then we may find a perturbed patch of pseudoholomorphic curve via a small
perturbing function f , so that for the resulting perturbed curve (u˜, ˜, f, u, S, j), the
function a ◦ u˜ is indeed Morse, and the previous arguments essentially hold. In-
deed, for f chosen suitably small enough, the u˜∗g-area bound on the patch yields
the desired u∗g-area bound on that same patch, which is the goal.
Finally, we must worry about the case that u is not immersed. Unfortunately,
our method to perturb the curve does not handle non-immersed points. However
the assumptions of Theorem 5 guarantee that there are only finitely many interior
non-immersed points, and none on the boundary. Thus our goal will be to first
find certain small neighborhoods of the non-immersed points Z, and perturb the
curve on the compliment of these neighborhoods so that in the larger region a ◦ u˜
is Morse. We then show that the set of points in ∂−0 S which are initial points of
gradient flow lines of the function a◦ u˜ which pass into the small neighborhood of Z
has α˜-measure which is controlled by the ω-energy of the given pseudoholomorphic
annulus, and hence essentially small. This procedure is similar to showing that
the set of points limiting to local maxima has small α˜-measure, but a touch more
complicated.
It is perhaps worth mentioning that only at this point does it make considerable
sense to have established estimates so explicitly in terms of geometric and universal
constants. The issue is that in order to establish Theorem 5, we must guarantee that
if the ω-energy of a curve is small and the α˜-measure of the bottom boundary ∂−0 S
is large, then, in an α˜-measure theoretic sense, most gradient trajectories starting
in the bottom boundary ∂−0 S end in the top boundary ∂
+
0 S. Of course, this need
not be true if a ◦ u is not Morse, so we need to perturb our curve and we needed
to show that our area and strip estimates hold for the perturbed curve; for exam-
ple, this motivates Theorem 9, Lemma 4.21, and Lemma 4.22 to be established for
perturbed curves, instead of simply pseudoholomorphic curves. Moreover, because
our perturbation method does not extend across non-immersed points, there will
be small regions of unperturbed curve and we need to establish that most gradient
trajectories avoid these regions. A complication however is that as we make the
neighborhood of the critical points smaller, our perturbing function f must also
change, which in turn changes which gradient trajectories enter the neighborhood.
Worse still, because the curvature of a curve may be unbounded in a neighborhood
of a non-immersed point, we see that the C2 norm of the function f must be made
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smaller as we shrink the neighborhood. Consequently, less exacting care in obtain-
ing estimates can easily lead to circular reasoning: the size of the neighborhood of
the non-immersed points depends on the gradient flow lines, which depend on the
perturbing function f , which depends on the size of the neighborhood. To avoid
this circular logic, we are careful throughout this manuscript to make estimates and
inequalities in terms of universal and geometric constants. Consequently, our choice
of neighborhood depends only on geometric constants associated to either the curve
itself or the ambient geometry, and our perturbing function then depends upon the
neighborhood, but not the other way around. The upshot is that we avoid circular
dependence, but the downside is the seemingly pedantic focus on precision23 in the
obtained inequalities.
Although the above sketch accurately characterizes the proof of Theorem 5, the
actual proof will be implemented in somewhat reverse order. Specifically, as follows:
Step 1. Carefully define the neighborhoods of the non-immersed points, and
then define an appropriate perturbation of the curve.
Step 2. Show that the α˜-measure of the initial points of gradient flow lines in
∂−0 S which enter into the neighborhood of the non-immersed points
is bounded in terms of an ambient geometry constant and the ω-
energy.
Step 3. Show that the α˜-measure of the initial points of gradient flow lines
in ∂−0 S which limit to local maxima of a ◦ u˜ is bounded in terms of
an ambient geometry constant and the ω-energy.
Step 4. Approximate the set of points in ∂−0 S, that limit to points in ∂
+
0 S,
from the inside by finitely many compact pairwise disjoint intervals.
Step 5. Construct the desired partition, and associated patches of our curve.
Step 6. Estimate the area of each of these patches, show that Sr1(ζ) is con-
tained in the union of a consecutive triple of patches, and complete
the proof.
This completes the outline of the proof, so that finally we turn our attention
toward the actual proof of Proposition 4.30.
Proof of Proposition 4.30.
Step 1.
We begin by recalling a previously used notation.
∂−0 S := (∂S) ∩ (a ◦ u)−1(a0)
∂+0 S := (∂S) ∩ (a ◦ u)−1(a1)
Next, we let Z ⊂ S \ ∂S denote the set of non-immersed points of u. Recall that a
consequence of (u, S, j) being generally immersed is that Z is finite. It will also be
convenient to fix δ7 > 0 sufficiently small so that
δ7 < 2
−24 min
(
distγ(∂S,Z), min
z,z′∈Z
z 6=z′
(
distγ(z, z
′)
)
, distγ
(
Crita◦u, ∂S
))
.
23Of course, “precision” is in the eye of the beholder, since many estimates can be substantially
sharpened. Indeed, we have made little effort to distinguish 1
2
from 2−10 etc, however such
additional precision seems to have little utility in regards to our results.
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Here γ = u∗g. It is well known (see for example Lemma 2.9 of [12]) that for each
z ∈ Z there exists a local holomorphic chart φz : O(z) → O(0) ⊂ C ' R2, and
geodesic normal coordinates Φz : O(u(z)) → O(0) ⊂ Cm ' R2m, and 2 ≤ kz ∈ N,
such that φz(z) = 0, Φz(u(z)) = 0, and
Φz ◦ u ◦ φ−1z (w) = (wkz , 0, . . . , 0) + Fz(w)
where Fz(w) = O(|w|kz+1) and dFz(w) = O(|w|kz ). For each z ∈ Z we may locally
define the function rz : O(z) → R by the following: rz ◦ φ−1z (w) = |w|kz , which is
smooth everywhere it is defined, except possibly at w = 0 where it only must be
continuous (or more specifically, C0, 12 ). For each z ∈ Z we then define the sets
Vz := {ζ ∈ O(z) : rz(ζ) < δ6}
where we have assumed that δ6 > 0 is sufficiently small so that for each 0 < δ ≤
δ6 < δ7 we have
(1) {ζ ∈ Vz : rz(ζ) = δ} ∼= S1
(2) {ζ ∈ Vz : rz(ζ) < δ} ∩ ∂S = ∅
(3) lengthγ
({ζ ∈ Vz : rz(ζ) = δ}) ≤ 4piδkz
(4) Vz ∩ Vz′ = ∅ for each z, z′ ∈ Z with z 6= z′
(5) δ (
∑
z∈Z kz) ≤ Ch8pi
∫
S
u∗ω.
For ease of notation, we now define
V =
⋃
z∈Z
Vz
and we define the function
r : V → R by r∣∣Vz = rz.
We now fix δ > 0 so that
δ < 110 min
(
distγ(Crita◦u, ∂S), min
z0,z1∈Z
z0 6=z1
distγ(z0, z1), δ6
)
,
and
(54) {ζ ∈ S : distγ(ζ,Z) ≤ δ} ⊂
⋃
z∈Z
{ζ ∈ O(z) : rz(ζ) < 110δ6}.
We fix  > 0 sufficiently small so that
(55)  < 2−24 min
( 1
1 + CB
,
1
Ch
, r0
)
where r0 is the small radius guaranteed by Lemma 4.29, Ch is the ambient geometry
constant given in Definition 4.11, and
CB := sup
{‖Bu(ζ)‖γ : distγ(ζ,Z) ≥ 12δ},
and Bu is the second fundamental form of u. We then let f : S → R be a smooth
function for which (u˜, ˜, f, u, S, j) is an (δ, )-tame perturbed pseudoholomorphic
map in the sense of Definition 4.24; recall that the existence of such a perturbation
is guaranteed by Lemma 4.26.
Remark 4.31 (Morse failure).
By property (d3) of Definition 4.24, the function a ◦ u˜ will fail to be Morse only in
{ζ ∈ S : distγ(Z, ζ) ≤ δ}, and equation (54) then guarantees that this function only
fails to be Morse inside B = {ζ ∈ V : r(ζ) < 12δ6}.
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We will need to define several sets in terms of the following differential equation.
(56) q : [0, T ]→ S q′(s) = ∇˜(a ◦ u˜)(q(s)) q(0) ∈ ∂−0 S
Here ∇˜ is the gradient with respect to γ˜ = u˜∗g; see also Definition 4.2. In particular,
we define the sets
A :=
{
ζ ∈ V : ∃ a solution to (56) s.t. q(T ) = ζ
}
(57)
S := {ζ ∈ V : r(ζ) = 12δ6}
B := {ζ ∈ V : r(ζ) < 12δ6}
B′ := B ∩ A
S ′ := S ∩ A.
Step 2.
By conditions on δ6, we see that S ⊂ S is a finite set of pairwise disjoint embed-
ded loops, which we equip with the subspace topology, and we let ψ : unionsqz∈ZS1 → S
denote a diffeomorphism. By Lemma 4.5, the following estimate holds.
(58) lengthγ˜(S) ≤ 2 · lengthγ(S) ≤ 4piδ6
∑
z∈Z
kz ≤ 12Ch
∫
S
u∗ω.
By existence, uniqueness, and continuous dependence upon initial conditions it
follows that A is open in S, and consequently S ′ is open in S. Next we note that as
a consequence of the definition of A, it follows that there is a well defined smooth
map pi given by
pi : A → ∂−0 S
pi(ζ) = ζ ′ where there exists a solution to (56)
for which q(0) = ζ ′ and q(T ) = ζ.
By existence, uniqueness, and smooth dependence upon initial conditions, the map
pi is smooth. We define C ⊂ S ′ to be the set of critical points of the restricted map
pi : S ′ → ∂−0 S, and we define
S ′′ := S ′ \ C.
In other words, S ′′ consists of those points in S which are hit by gradient trajectories
extending from points in ∂−0 S but which are not critical points of pi. Let clS(C)
denote the closure in S of the set C, and observe that S ′ ∩ clS(C) = C, so that S ′′
is open in S. Next, we note that pi(C) has measure zero, and hence ∂−0 S \ pi(C) is
non-empty, and thus we fix z′ ∈ ∂−0 S \ pi(C). Of course {z′} is closed in ∂−0 S, and
hence pi−1(z′) is closed in S ′, and thus S ′ \ (C ∪ pi−1(z′)) is open in S. As such, we
define
S ′′′ := S ′ \ (C ∪ pi−1(z′)) = S ′′ \ pi−1(z′),
which then must be open in S.
Since S is diffeomorphic to the disjoint union of finitely many copies of S1, and
S ′′′ is open in S, we conclude that S ′′′ is diffeomorphic to the countable disjoint
union of pairwise disjoint open intervals and copies of S1. We immediately note
however that it must in fact be the countable disjoint union of intervals with no
copies of S1, essentially because we have removed pi−1(z′) from S ′′ to obtain S ′′′,
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which forces each connected component of S ′′′ to be diffeomorphic to an interval.
Consequently, we write
S ′′′ = ∪k∈MIk
where each Ik ⊂ S is diffeomorphic to an open interval, the Ik are pairwise disjoint,
the index set M denotes either a finite set or else N as appropriate, and pi : Ik →
pi(Ik) ⊂ ∂−0 S is a diffeomorphism for each k ∈M. We note that by construction of
the Ik, the one-form α˜ defines a one-dimensional volume form on each Ik. However,
for each k ∈M, the map pi : Ik → pi(Ik) ⊂ ∂−0 S is a diffeomorphism, and hence we
may define a second volume form pi∗α˜ on each Ik. This creates a dichotomy: for
each k ∈M, the orientations on Ik induced from α˜ and pi∗α˜ agree, or they do not.
Thus we write {Ik}k∈M = {I+k }k∈M+ ∪ {I−k }k∈M− where {I+k }k∈M+ denotes those
intervals for which the orientations agree, and {I−k }k∈M− denotes those intervals
for which the orientations disagree. Obviously then,
S ′′′ =
( ⋃
k∈M+
I+k
) ⋃ ( ⋃
k∈M−
I−k
)
.
We now make the following claim.
Lemma 4.32 (a technical containment).
pi(C) ∪ {z′} ∪ pi(∪k∈M+I+k ) = pi(S ′).(59)
Proof. To prove this lemma, we first let ζ1 ∈ S ′, so there exists gradient trajectory
emanating from ζ0 ∈ ∂−0 S and terminating at ζ1 ∈ S ′. We observe that there are
four possible cases.
Case I. ζ0 = z
′. In this case, pi(ζ1) ∈ {z′}.
Case II. ζ0 6= z′ and the vector ∇˜(a ◦ u˜) is tangent to ∂S at ζ1. In this case ζ1 ∈ C,
and hence pi(ζ1) ∈ pi(C).
Case III. ζ0 6= z′ and the vector ∇˜(a ◦ u˜) is transverse to ∂S at ζ1 and inward
pointing relative to B. It immediately follows that ζ1 ∈ ∪k∈M−I−k , and hence
pi(ζ1) ∈ pi
( ∪k∈M− I−k ).
Case IV. ζ0 6= z′ and the vector ∇˜(a ◦ u˜) is transverse to ∂S at ζ1 and outward
pointing relative to B. It immediately follows that ζ1 ∈ ∪k∈M+I+k , and hence
pi(ζ1) ∈ pi
( ∪k∈M+ I+k ).
We conclude that
pi(S ′) = pi(C) ∪ {z′} ∪ pi(∪k∈M+I+k ) ∪ pi(∪k∈M−I−k ),
and hence to establish equation (59), it is sufficient to prove that
pi
( ∪k∈M− I−k ) \ pi(C) ⊂ pi( ∪k∈M+ I+k ).
Note however, that if ζ1 ∈ ∪k∈M−I−k \pi−1 ◦pi(C), then ∇˜(a◦ u˜) is pointing outward
relative to B at ζ1. Or in other words, following the gradient flow ∇˜(a◦u˜) from ζ1 for
sufficiently small but negative time, yields a point in B. However, cl(B)∩ ∂−0 S = ∅,
and hence we conclude that the gradient flow line initiating at ζ0 ∈ ∂−0 S and
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terminating at ζ1 ⊂ ∪k∈M−I−k \ pi−1 ◦ pi(C) must first intersect S ′ in an inward
pointing direction, and this intersection must be transverse. It immediately follows
that pi(ζ1) ⊂ pi(∪k∈M+I+k ), and hence
pi
( ∪k∈M− I−k ) \ pi(C) ⊂ pi( ∪k∈M+ I+k ),
as required. This completes the proof of Lemma 4.32. 
Next, we choose n0 ∈ N sufficiently large so that∣∣∣ ∫
pi(∪k∈M+I+k )
α˜−
∫
pi(∪n0k=1I+k )
α˜
∣∣∣ < 12Ch ∫
S
u∗ω(60)
where the orientation on ∪kI+k ⊂ ∂−0 S is such that α˜ is a volume form. Recall that
the I+k are diffeomorphic to open intervals, and pi : I+k → ∂−0 S are diffeomorphisms
with their images. As such, we may find sets {Jk}n1k=1 in S ′ with the following
properties:
(1) each Jk is diffeomorphic to a compact interval
(2) pi(Jk) ∩ pi(Jk′) = ∅ for k 6= k′
(3) for each k ∈ {1, . . . , n1} there exists k′ ∈ {1, . . . , n0} such that Jk ⊂ I+k′
(4) the map pi : Jk → pi(Jk) ⊂ ∂−0 S is a diffeomorphism
(5) and finally,∣∣∣ ∫
∪n0k=1pi(I+k )
α˜−
∫
∪n1k=1pi(Jk)
α˜
∣∣∣ < 1
2
Ch
∫
S
u∗ω.(61)
As a consequence of the existence of such Jk, we note that there exist perturbed
pseudoholomorphic strips (u˜k, S˜k, ˜, f, u, S, j) for which
∂−0 S˜k = pi(Jk) and ∂+0 S˜k = Jk ⊂
⋃
k∈M+
I+k ⊂ S.
With these perturbed pseudoholomorphic strips established, we are now able to
estimate as follows.∣∣∣ ∫
pi(B′)
α˜
∣∣∣ = ∫
pi(B′)
α˜
=
∫
pi(S′′)
α˜ (See Lemma 4.33 below)
=
∫
∪k∈M+pi(I+k )
α˜
=
(∫
∪k∈M+pi(I+k )
α˜−
∫
∪n0k=1pi(I+k )
α˜
)
+
∫
∪n0k=1pi(I+k )
α˜
≤ 12Ch
∫
S
u∗ω +
∫
∪n0k=1pi(I+k )
α˜
= 12Ch
∫
S
u∗ω +
(∫
∪n0k=1pi(I+k )
α˜−
∫
∪n1k=1pi(Jk)
α˜
)
+
∫
∪n1k=1pi(Jk)
α˜
≤ Ch
∫
S
u∗ω +
∫
∪n1k=1pi(Jk)
α˜
= Ch
∫
S
u∗ω +
(∫
∪n1k=1pi(Jk)
α˜− 2
∫
∪n1k=1Jk
α˜
)
+ 2
∫
∪n1k=1Jk
α˜
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≤ Ch
∫
S
u∗ω + 2Ch
n1∑
k=1
∫
S˜k
u˜∗ω + 2
∫
∪n1k=1Jk
α˜
≤ 3Ch
∫
S
u˜∗ω + 2
∫
∪nk=1Jk
α˜
≤ 3Ch
∫
S
u˜∗ω + 2‖α˜‖L∞ lengthγ˜(∪nk=1Jk)
≤ 3Ch
∫
S
u˜∗ω + 2 lengthγ˜(∪nk=1Jk)(62)
≤ 3Ch
∫
S
u˜∗ω + 2 lengthγ˜(S)
≤ 4Ch
∫
S
u˜∗ω
where to obtain the second equality we have made use of Lemma 4.33 below, to
obtain the third equality we have made use of the fact that pi(C)∪{z′} has measure
zero together with Lemma 4.32, to obtain the first inequality we have made use of
equation (60), to obtain the second inequality we have employed equation (61), to
obtain the third inequality we have employed Lemma 4.21, to obtain the inequality
at (62) we have used
‖α˜‖γ˜ = ‖ − u˜∗da ◦ ˜‖u˜∗g = ‖u˜∗da‖u˜∗g ≤ ‖da‖g = 1,
and to obtain the final inequality we have employed equation (58). Note that the
above inequality relies on the following equality.
Lemma 4.33 (equality of α˜ integrals).∫
pi(B′)
α˜ =
∫
pi(S′′)
α˜
Proof. Recall the definitions of B and B′ from (57). First observe that each con-
nected component of B is homeomorphic to an open disk which is disjoint from
∂−0 S, and ∂B = S. Also observe that B′ ⊂ B and pi : B′ → ∂−0 S is well defined. It
follows that for each ζ ∈ B′ there exists a ζ ′ ∈ S ′ such that pi(ζ) = pi(ζ ′). From this
we conclude that
pi(B′) ⊂ pi(S ′).
Next observe that the definition of S ′′ guarantees that if ζ ∈ S ′′, then the gradient
trajectory solving (56) intersects S ′′ transversely at ζ. It follows that pi(S ′′) ⊂
pi(B′), and hence we have
pi(S ′′) ⊂ pi(B′) ⊂ pi(S ′).
We then recall that S ′′ = S ′ \ C where C is the set of critical points of the map
pi : S ′ → ∂−0 S, and hence by Sard’s theorem we conclude that pi(C) has Lebesgue
measure zero, and thus we have
pi(S ′) \ pi(C) ⊂ pi(S ′′) ⊂ pi(B′) ⊂ pi(S ′).
Since pi(C) has Lebesgue measure zero, it immediately follows that S ′′ and B′ differ
by a set of measure zero and hence∫
pi(B′)
α˜ =
∫
pi(S′′)
α˜
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which is the desired result. This completes the proof of Lemma 4.33. 
As a consequence, we have shown that
(63)
∣∣∣ ∫
pi(B′)
α˜
∣∣∣ ≤ 4Ch ∫
S
u∗ω.
Thus we have shown that the α˜-measure of those points in ∂−0 S with gradient flow
lines that enter into our neighborhood of Z is bounded in terms of the ambient
geometry constant and ω-energy, the latter of which is assumed to be small.
Step 3.
Next, we recall Remark 4.31, which observes that there there are only finitely
many critical points of a ◦ u˜ in S \ B and each will be non-degenerate. As such, for
k ∈ {0, 1, 2} we define the finite sets
Mk := {ζ ∈ S \ B : d(a ◦ u˜)(ζ) = 0 and IndexMorse(ζ) = k}.
Note that M0 consists of local minima and therefore there cannot exist solutions
to the gradient equation
(64) q : [0,∞)→ S q′(s) = ∇˜(a ◦ u˜)(q(s)) q(0) ∈ ∂−0 S
which limit to a point in M0. Also note that M1 consists of finitely many (non-
degenerate) saddle-points and hence there are only finitely many solutions to (64)
which limit to a point in M1; we denote the set of such initial conditions D. It
remains to consider those initial conditions in ∂−0 S for which solutions to (64) limit
to points in M2. To that end, we fix ′ > 0 sufficiently small so that for each
z ∈ M2 the set {ζ ∈ S : a ◦ u˜(ζ) = a ◦ u˜(z)− ′} contains a connected component,
Sz, contained in a small neighborhood of z in which there exist local coordinates,
(s, t), such that a ◦ u˜(s, t) = a ◦ u˜(z)− s2 − t2, and furthermore ′ has been chosen
sufficiently small so that ∑
z∈M2
lengthγ˜(Sz) ≤ 12Ch
∫
S
u∗ω.
Observe that by construction, no trajectory initiating from ∂−0 S may limit to a
point in M2 without transversally intersecting ∪ζ∈M2Sζ . Defining
E :=
{
ζ ∈ ∂−0 S : ∃ a solution to (56) such that q(0) = ζ and q(T ) ∈ ∪z∈M2Sz
}
,
we note that E is open, and hence we may find finitely many pair-wise disjoint
closed intervals Lk ⊂ ∂−0 S with the property that∣∣∣ ∫
E
α˜
∣∣∣ = ∫
E
α˜
≤
∑
k
∫
Lk
α˜+ Ch
∫
S
u∗ω.
As above, for each Lk one constructs a perturbed pseudoholomorphic strip, denoted
(u˜k, S˜k, ˜k, f, u, S, j), with the property that ∂
−
0 S˜k = Lk and ∂+0 S˜k ⊂ ∪z∈M2Sz.
Also as above, this yields a similar estimate:∑
k
∫
Lk
α˜ =
∑
k
(∫
∂−0 S˜k
α˜− 2
∫
∂+0 S˜k
α˜
)
+
∑
k
2
∫
∂+0 S˜k
α˜
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≤ 2Ch
∑
k
∫
S˜k
u∗ω +
∑
k
2
∫
∂+0 S˜k
α˜
≤ 2Ch
∫
S
u∗ω + 2
∑
z∈M2
lengthγ˜(Sz)
≤ 3Ch
∫
S
u∗ω.
From this we conclude that
(65)
∫
E
α˜ ≤ 4Ch
∫
S
u∗ω.
Thus we have shown that the α˜-measure of those points in ∂−0 S which have
gradient flow lines that limit to local maxima of a ◦ u˜ is bounded in terms of the
ambient geometry constant and the ω-energy, the latter of which is assumed to be
small.
Step 4.
At this point we define the T ⊂ ∂−0 S to be the set of points for which there
exists a solution
(66) q : [0, T ]→ S q′(s) = ∇˜(a ◦ u˜)(q(s))
for which
(1) q(0) ∈ ∂−0 S
(2) q(T ) ∈ ∂+0 S
(3) q([0, T ])
⋂( ∪z∈Z {ζ ∈ Vz : rz(ζ) ≤ 14δ6}) = ∅.
We note that a consequence of Remark 4.31 and equation (54), the function a ◦ u˜
is Morse on S \ ∪z∈Z{ζ ∈ Vz : rz(ζ) ≤ 14δ6}. As such, we conclude that T ⊂ ∂−0 S
is open in ∂−0 S. We then claim the following inequalities are true:∫
(∂−0 S)\T
α˜ ≤
∫
pi(B′)∪D∪E
α˜ ≤ 8Ch
∫
S
u∗ω.
Observe that the first inequality follows from the fact that (∂−0 S) \ T ⊂ pi(B′) ∪
D∪E , and the second inequality follows from the fact that D is finite together with
inequalities (63) and (65). Since T is open in ∂−0 S, we note that there exist finitely
many pairwise disjoint closed intervals {Tk}Nk=1, each contained in T , such that
(67)
N∑
k=1
∫
Tk
α˜ ≥
∫
∂−0 S
α˜− 10Ch
∫
S
u∗ω.
We pause for a moment to highlight the utility of these strips. Roughly speaking,
the proof of Theorem 5 would be significantly simpler if every gradient trajectory
initiating at a point in ∂−0 S terminated at point in ∂
+
0 S. Because this is not the
case, the next best scenario would be for there to exist a finite set of disjoint closed
intervals in ∂−0 S with the property that their α˜-measure was close to that of ∂
−
0 S,
and with the property that every gradient trajectory starting in one of these inter-
vals then terminated in ∂+0 S. The intervals {Tk}Nk=1 have precisely this property,
and thus heuristically we should think of the associated perturbed pseudoholomor-
phic strips as taking the place of S.
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Step 5.
We now claim the following.
Lemma 4.34 (modest length gradient trajectories).
For each closed interval I ⊂ ∂−0 S satisfying∫
I
α˜ ≥ ((a1 − a0)−1 + 10Ch) ∫
S
u∗ω
there exists a solution to
(68) q : [0, T ]→ S q′(s) = ∇˜(a ◦ u˜)(q(s))
such that q(0) ∈ I, q(T ) ∈ ∂+0 S, and
(69) lengthγ˜
(
q([0, T ])
) ≤ 27(a1 − a0).
Proof. We begin by observing∫
I∩(∪Nk=1Tk)
α˜ =
∫
I
α˜−
∫
I∩(∂−0 S\∪Nk=1Tk)
α˜
≥
∫
I
α˜−
∫
∂−0 S\∪Nk=1Tk
α˜
=
∫
I
α˜−
∫
∂−0 S
α˜+
N∑
k=1
∫
Tk
α˜
≥
∫
I
α˜− 10Ch
∫
S
u∗ω
≥ 1
a1 − a0
∫
S
u∗ω.
However I ∩ (∪Nk=1Tk) is a finite union of closed intervals, so that by Lemma 4.23
and the inequality just established, it follows that there exists ζ ∈ I with the
property that the gradient line extending from this point intersects ∂+0 S in finite
time and it satisfies the length estimate (69). This completes the proof of Lemma
4.34. 
To continue, it will be convenient to define the following. Given two points,
ζ0, ζ1 ∈ ∂−0 S, we define Iζ1ζ0 ⊂ ∂−0 S to be the closed interval, oriented so that α˜ is
a volume form on Iζ1ζ0 , and such that ∂I
ζ1
ζ0
= ζ1 − ζ0. We now find a finite set of
points {ζk}2nk=1 ⊂ ∂−0 S with the following properties. For each k ∈ {1, . . . , 2n} we
have
r0 <
∫
Iζk+1ζk
α˜ < 2r0,
where ζ2n+1 := ζ1. We also require that if ζ` /∈ {ζk, ζk+1} then ζ` /∈ Iζk+1ζk . By
Lemma 4.34, it follows that for each k ∈ {1, . . . , 2n} there exists ζ−k ∈ Iζk+1ζk with
the property that there exists a solution to
(70) qk : [0, Tk]→ S q′k(s) = ∇˜(a ◦ u˜)
(
qk(s)
)
such that qk(0) = ζ
−
k , qk(Tk) ∈ ∂+0 S, and
(71) lengthγ˜
(
qk([0, Tk])
) ≤ 27(a1 − a0).
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For each k ∈ {1, . . . , n} we then define z−k := ζ−2k. These points satisfy the property
that for each k ∈ {1, . . . , n} we have
(72) r0 ≤
∫
Iz
−
k+1
z
−
k
α˜ ≤ 6r0,
where for notational convenience we have used z−n+1 = z
−
1 . Denoting z
+
k :=
q2k(T2k) ∈ ∂+0 S, we now define Σk ⊂ S to be the surface uniquely determined
by having boundary
∂Σk = q2k([0, T2k])
⋃
q2k+2([0, T2k+2])
⋃
Iz
−
k+1
z−k
⋃
Iz
+
k+1
z+k
.
Here we have abused notation a bit to write Iz
+
k+1
z+k
⊂ ∂+0 S, though its meaning
should be clear form context. For later use, we make the following definition.
∂−1 Σk := q2k([0, T2k]) and ∂
+
1 Σk := q2k+2([0, T2k+2])(73)
Observe that the {z−k }nk=1 satisfy the property that if z−` /∈ {z−k , z−k+1} then z−` /∈
Iz
−
k+1
z−k
, and hence the {Σk}nk=1 have the property that if k 6= ` then Σk∩Σ` is either
empty or consists of a single gradient trajectory.
Step 6.
It will be convenient to estimate the area of Σk which is done as follows.
1
2Areaγ˜(Σk) ≤
∫
Σk
u˜∗da ∧ α˜+
∫
Σk
u˜∗ω
=
∫
Σk
d
(
(a ◦ u˜− a1)α˜
)− ∫
Σk
(a ◦ u˜− a1)dα˜+
∫
Σk
u˜∗ω
= (a1 − a0)
∫
Iz
−
k+1
z
−
k
α˜−
∫
Σk
(a ◦ u˜− a1)dα˜+
∫
Σk
u˜∗ω
≤ (a1 − a0)6r0 + ‖a ◦ u˜− a1‖L∞(Σk)‖dα˜‖L∞(Σk)Areaγ˜(Σk) + 1100
≤ (a1 − a0)6r0 + 1
16Ch
Ch
2
Areaγ˜(Σk) +
1
100
The first inequality follows from Lemma 4.8, and the final inequality employs
Lemma 4.12 and property (LL4) from our assumptions in Proposition 4.30. Con-
sequently, the desired area estimate is given as
Areaγ˜(Σk) ≤ (a1 − a0)24r0 + 125 ≤ 16 .
We are now prepared to finish the proof of Proposition 4.30. Indeed, let ζ ∈ S so
that ∣∣a ◦ u(ζ)− 12 (a1 + a0)∣∣ ≤ 14 (a1 − a0),
and define S˜r(ζ) to be the connected component of u˜
−1(Br(u˜(ζ))) which contains
ζ. Here Br(p) is the open metric ball of radius r centered at p ∈ R×M . Recalling
that r1 = 2
−24 min
(
C−1h , r0
) ≤ 2−10(a1 − a0), we now claim the following.
Lemma 4.35 (ζ cannot be close to both sides simultaneously).
It cannot be the case that S˜4r1(ζ) ∩ ∂−1 Σk 6= ∅ and S˜4r1(ζ) ∩ ∂+1 Σk 6= ∅ for any
k ∈ {1, . . . , n}; here the ∂±1 Σk are defined in equation (73).
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We will prove Lemma 4.35 momentarily, but for now we make use of it to com-
plete the proof of Proposition 4.30. Indeed, as a consequence of Lemma 4.35 it
must be the case that if S˜4r1(ζ) ∩ ∂Σk 6= ∅ then S˜4r1(ζ) ⊂ Σk−1 ∪ Σk ∪ Σk+1.
Consequently,
(74) Areaγ˜
(
S˜4r1(ζ)
) ≤ 1
2
.
Next, we note that since u˜ is an (δ, )-tame perturbation of u with  < r1 (recall
inequality (55) and Remark 4.25) it follows that for each z ∈ Sr1(ζ) we have u˜(z) ∈
Br1(u(z)). Moreover since u(Sr1(ζ)) ⊂ Br1(u(ζ)) it then follows that u(Sr1(ζ)) ⊂
B2r1(u˜(ζ)). From this it follows that u˜(Sr1(ζ)) ⊂ B4r1(u˜(ζ)). In other words we have
shown that Sr1(ζ) ⊂ u˜−1(B4r1(u˜(ζ))). Note that by definition Sr1(ζ) is connected,
and hence contained in a connected component of u˜−1(B4r1(u˜(ζ))). Also recall that
by definition, S˜4r1(ζ) is the connected component of u˜
−1(B4r1(u˜(ζ))) containing ζ.
Consequently, to show that Sr1(ζ) ⊂ S˜4r1(ζ) it is sufficient to show that they
have non-empty intersection, however this is obvious since they each contain ζ by
definition. Thus we have shown
Sr1(ζ) ⊂ 4S˜r1(ζ).
Making use of this and equation (74), we have
1
2 ≥ Areaγ˜(S˜4r1(ζ))
≥ Areaγ˜(Sr1(ζ))
≥ 12Areaγ(Sr1(ζ)),
where the final inequality follows from combining Lemma 4.5 – particularly in-
equality (15) – together with equation (137) from Section A.2 which expresses the
Hausdorff measure in terms of coordinates and a Riemannian metric. Since γ = u∗g,
the above estimate can be restated as
Areaγ(Sr1(ζ)) ≤ 1,
which is also the desired inequality (53). Other than providing the proof of Lemma
4.35, this completes the proof of Proposition 4.30. 
In order to complete the proof of Proposition 4.30 it only remains to prove
Lemma 4.35, which we do at present.
Proof of Lemma 4.35. Because ∂±1 Σk = q2k+1±1([0, T2k+1±1]), and because of in-
equality (71), it follows that
max
(
lengthγ˜(∂
−
1 Σk), lengthγ˜(∂
+
1 Σk)
)
≤ 27(a1 − a0).
In order to derive a contradiction, let us assume that S˜4r1(ζ) ∩ ∂−1 Σk 6= ∅ and
S˜4r1(ζ)∩∂+1 Σk 6= ∅. Consequently, there exists a piece-wise smooth path β : [0, 1]→
R×M such that β(0) = u˜(z−k ) = u(z−k ), β(1) = u˜(z−k+1) = u(z−k+1), and
(75) lengthg(β([0, 1])) ≤ 28(a1 − a0) + 8r1.
Indeed, this path is described by following u˜(∂−1 Σk) from u˜(z
−
k ) to some point
inside B4r1(u˜(ζ)), following the unique geodesic to u˜(ζ), following a geodesic in
B4r1(u˜(ζ)) to a point in u˜(∂+1 Σk), and then following u˜(∂+1 Σk) to u˜(z−k+1). In
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light of inequality (75), and the fact that r1 ≤ 2−10(a1 − a0), we conclude that
lengthg(β([0, 1])) ≤ 29(a1 − a0), and hence
(76) distg
(
u˜(zk), u˜(zk+1)
) ≤ 29(a1 − a0).
We now parametrize ∂−0 Σk by φ : [0, T ]→ ∂−0 Σk so that ‖φ′‖u˜∗g = 1 and φ(0) = z−k
and φ(T ) = z−k+1. Define q˜ := u˜◦φ. Observe that q˜ is a unit speed parametrization
of a path between u˜(z−k ) and u˜(z
−
k+1). We also claim the following hold.
(1) λ(q˜′(t)) > 0 for all t ∈ [0, T ],
(2) r0 ≤
∫
q˜
λ ≤ 6r0
(3) µ1q˜∗g({t ∈ [0, T ] : λ(q˜′(t)) < 12}) ≤ r0
We take a moment to verify these properties. Recall that ∂−0 Σk ⊂ ∂S and this is
a connected component of the preimage of a regular value of the function a ◦ u.
Consequently we either have λ(q˜′(t)) > 0 for all t ∈ [0, T ] or we have λ(q˜′(t)) < 0 for
all t ∈ [0, T ]; inequality (72) then establishes the former holds. The second property
is simply a restatement of equation (72). The third property follows from combining
several observations, which we accomplish presently. Because u˜ is an (, δ)-tame
perturbation of u, it follows that u˜
∣∣
∂S
= u
∣∣
∂S
, and hence u˜
∣∣
∂−0 Σk
= u
∣∣
∂−0 Σk
. Because
φ is a u˜∗g-unit speed parametrization, and because of the first property, and because
u˜(∂−0 Σk) = a0, it follows that pointwise we have ‖u∗λ‖u∗g = λ(q˜′). Combining these
facts together with assumption (LL7) then yields
r0 ≥ µ1u∗g
({ζ ∈ ∂S : a ◦ u(ζ) = a0 and ‖u∗λ‖u∗g < 12})
≥ µ1u∗g
({ζ ∈ ∂−0 Σk : ‖u∗λ‖u∗g < 12})
= µ1u∗g
({t ∈ [0, T ] : λ(q˜′(t)) < 12}),
which is the claim of the third property. With these properties established, we now
apply Lemma 4.29, which guarantees that
(77) distg
(
q˜(0), q˜(T )
) ≥ 12r0.
However,
1
2r0 ≤ distg
(
q˜(0), q˜(T )
)
by (77)
= distg
(
u˜(z−k ), u˜(z
−
k+1)
)
since u˜(z−k ) = q˜(0) and u˜(z
−
k+1) = q˜(T )
≤ 29(a1 − a0) by (76)
≤ 292−11r0 by (LL4)
= 14r0
which is the desired contradiction. This completes the proof of Lemma 4.35. 
Lemma 4.36 (connected-local area bound for orbit cylinders).
Proposition 4.30 remains true when the assumption
(LL5) 0 <
∫
S
u∗ω ≤ r0
(
(a1 − a0)−1 + 10Ch
)−1
is weakened to the following
(LL5’)
∫
S
u∗ω ≤ r0
(
(a1 − a0)−1 + 10Ch
)−1
.
That is, we allow for the case that
∫
S
u∗ω = 0.
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Proof. We begin by observing that we need only prove the case that
∫
S
u∗ω = 0.
Since u : S → R ×M is pseudoholomorphic and ω evaluates non-negatively on J-
complex lines, it follows that in this case, there must exist a trajectory γ : R→M
of the Hamiltonian vector field Xη with the property that u(S) ⊂ R× γ(R).
By property (LL2) we have a ◦ u(∂S) = {a0, a1}, and by property (LL3) it
follows that there are no critical points of a ◦ u on ∂S. Consequently, u∗λ∣∣
∂S
is
non-vanishing, and thus there must exist
0 < T =
∫
(a◦u)−1(a1)∩∂S
u∗λ
such that γ(0) = γ(T ). Moreover, associated to the covering map
Φ: R× (R/TZ)→ R× γ(R)
Φ(s, t) =
(
s, γ(t)
)
there exists a lift φ : S → R×(R/TZ) of u : S → R×γ(R) ⊂ R×M . Equipping R×
(R/TZ) with the almost complex structure J∂s = ∂t makes Φ pseudoholomorphic
and hence φ is pseudoholomorphic. We then conclude from the maximum principle
that φ is an embedding of S into [a0, a1]×(R/TZ). Using φ to pull back coordinates
(s, t), we then have u(s, t) = (s, γ(t)). Consequently for each ζ ∈ S with∣∣a ◦ u(ζ)− 12 (a1 + a0)∣∣ ≤ 14 (a1 − a0)
we also have
Areau∗g
(
Sr1(ζ)
) ≤ pir21 ≤ pi(2−24 1100)2 ≤ 1,
which is the desired conclusion and completes the proof of Lemma 4.36. 
With the proof of Proposition 4.30 and Lemma 4.36 established, we are now
prepared to prove the main result of this section.
Theorem 5 (asymptotic connected-local area bound).
Let (M,η) be a compact framed Hamiltonian manifold, and let (J, g) be an η-adapted
almost Hermitian structure on R×M . Then the positive constant r1 = r1(M,η, J, g)
guaranteed by Proposition 4.30 has the following additional significance. For each
generally immersed feral pseudoholomorphic curve (u, S, j) in R ×M , there exists
a compact set of the form K := [−a0, a0]×M with the property that for each ζ ∈ S
such that u(ζ) /∈ K we have
Areau∗g
(
Sr1(ζ)
) ≤ 1;
here Sr1(ζ) is defined to be the connected component of u
−1(Br1(u(ζ))) containing
ζ, and Br1(p) is the open metric ball of radius r1 centered at the point p ∈ R×M .
Proof. Before we begin, we note that our proof will primarily rely on Proposition
4.30 above to achieve the desired area bound. In a sense, or goal is to show that
outside a large compact set, a point in a feral curve lives inside an annulus which
satisfies the hypotheses of Proposition 4.30, and hence the desired area bound
follows immediately. As to be expected, the bulk of the work below is devoted to
constructing such an annulus.
We begin by letting r1 denote the constant guaranteed by Proposition 4.30, and
we define R± ⊂ R by
R± = {e ∈ R | e is regular for a ◦ u and − a ◦ u}.
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For notational convenience, we define
0 := min(C
−1
h , r0),(78)
where Ch is the ambient geometry constant given in Definition 4.11, and r0 is the
positive constant provided in Lemma 4.29. We also let ~ = ~(M,η, J, g, 2−130, Cg)
be the constant guaranteed by Theorem 4 with the genus bound Cg := 0. For
notational convenience, for each a0 ∈ R±, we define
Sa0 = (a ◦ u)−1((−a0, a0)) and Sa0 = (a ◦ u)−1([−a0, a0])
Observe that there exists an a0 ∈ R± with the following properties.
(L1)
∫
S\Sa0 u
∗ω ≤ min ( 14 , 12~, 2−190r0, (214−10 + 10Ch)−1)
(L2) Genus(S) = Genus(S
a0
)
(L3) #nc(S \ Sa0) = Punct(S)
Recall the notion of Punct(S) is given by Definition 1.3, and #ncX denotes the
number of path-connected components of X that are not compact. Note that for
any a1 ∈ R± for which a1 > a0, properties (L1) - (L3) hold even when Sa0 is
replaced with Sa1 .
Recall that our goal here is to show that for some sufficiently large c > 0, the
portion of the pseudoholomorphic curve in the complement of [−c, c]×M satisfies
the aforementioned connected-local area bound. Strictly speaking, this breaks our
problem up into two cases: the portion of curve in (c,∞) ×M and the portion in
(−∞,−c)×M , however we shall henceforth only study the first case; the second is
essentially identical.
Suppose a′, b′ ∈ R± so that a0 + 0 < a′ < b′ and consider Sb
′
a′ , where here and
throughout we use the notation
Syx := (a ◦ u)−1((x, y)) and S
y
x := (a ◦ u)−1([x, y]).
We characterize ∂S
b′
a′ by separating it into essential and inessential components.
More specifically we write ∂S
b′
a′ = ∂essS
b′
a′ ∪ ∂⊥essS
b′
a′ where ∂essS
b′
a′ consists of those
connected components of ∂S
b′
a′ which are contained in either non-compact connected
components of S \Sb′a′ , or are contained in connected components of S \ (Sb
′
a′ ∪Sa0−a0)
which have non-trivial intersection with both S
a0
−a0 and S
b′
a′ . More geometrically, if
we think of S
a0
−a0 as being the core of S, then the essential boundary components
of S
b′
a′ are those which connect S
b′
a′ to the infinite positive end, or else they are
boundary components of portions of curves which connect S
b′
a′ to the core of S.
Observe that by definition of essential boundary components, we may cap off
the inessential boundary components with the union of connected components of
S \ (Sa0−∞ ∪ Sb
′
a′) which satisfy the following conditions
(1) the connected component is compact
(2) the connected component has empty intersection with S
a0
−a0
We will let S˜b
′
a′ denote the union of S
b′
a′ with the union of these specified capping
components, so that ∂S˜b
′
a′ consists only of essential components. Summarizing, we
have constructed S˜b
′
a′ so that
(S˜1) S˜b
′
a′ is compact with a ◦ u(∂S˜b
′
a′) ⊂ {a′, b′}
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(S˜2) u(S˜b
′
a′) ⊂ (a0,∞)×M
(S˜3) ∂S˜b
′
a′ is contained in the union of connected components of S \ (Sa0−∞ ∪ Sb
′
a′)
which are either non-compact, or have non-empty intersection with both S
a0
−∞
and S
b′
a′ .
We now claim the following.
Lemma 4.37 (short capping disks).
max
(
a′ − inf
ζ∈S˜b′
a′
a ◦ u(ζ), sup
ζ∈S˜b′
a′
a ◦ u(ζ)− b′) ≤ 2−130.
Proof. Suppose not. For example, suppose
(79) a′ − inf
ζ∈S˜b′
a′
a ◦ u(ζ) > 2−130.
Then there must exist a non-empty connected component Ŝ of S \ (Sa0−∞ ∪ S∞a′ )
with the following properties:
(1) (u, Ŝ, j) is compact, connected, and generally immersed
(2) a ◦ u(S) ⊂ (a0,∞)
(3) Genus(Ŝ) = 0
(4) a ◦ u(∂Ŝ) = {amin + c′},
where amin := infζ∈Ŝ a ◦ u(ζ), and c′ > 2−130. We now apply Theorem 4 with
Cg = 0 and r = 2
−130 to conclude
(80)
∫
Ŝ
u∗ω ≥ ~,
where ~ = ~(M,η, J, g, 2−130, 0). However, equation (80) together with the fact
that Ŝ ⊂ S and a ◦ u(Ŝ) ⊂ (a0,∞) contradicts the fact that a0 has been chosen so
that
0 < ~ ≤
∫
Ŝ
u∗ω ≤
∫
S\Sa0−a0
u∗ω ≤ 12~.
This shows that inequality (79) is impossible. A similar argument shows that we
must also have
sup
ζ∈S˜b′
a′
a ◦ u(ζ)− b′ ≤ 2−130.
This completes the proof of Lemma 4.37 
In light of Lemma 4.37, we conclude that another property of S˜b
′
a′ is the following.
(S˜4) supζ∈S˜b′
a′
a ◦ u(ζ)− infζ∈S˜b′
a′
a ◦ u(ζ) ≤ b′ − a′ + 2−120.
It will be useful to employ the following notation: If X is a topological space,
then we let Comp(X) denote the set of connected components of X. It will also
be useful to say that connected components L1, L2 ∈ Comp(∂Sa0−a0) are eventually
connected if there exists a connected component Sˇ of S\Sa0−a0 for which L1∪L2 ⊂ Sˇ.
We now note that because u : S → R×M is a proper map and a0 is a regular value
of both a◦u and −a◦u, it follows that Comp(∂Sa0−a0) is finite. Consequently, there
exists a1 ∈ R+ for which a1 > a0 and with the following property. For each pair
L1, L2 ∈ Comp(∂Sa0−a0) which are eventually connected, there exists a connected
component Sˇ of S
a1
−a1 \ Sa0−a0 for which L1 ∪ L2 ⊂ Sˇ.
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We henceforth consider S˜b
′
a′ with a
′ > 1+a1. A consequence of this assumption is
that each connected component of S˜b
′
a′ only has at most one bottom boundary com-
ponent, and at most one top component. We make this precise with the following
two lemmas.
Lemma 4.38 (bottom boundary is a circle or empty).
Consider S˜b
′
a′ with a
′, b′ ∈ R± and for which a′ > 1 + a1. Then each connected
component Sˇ of S˜b
′
a′ has the property that
Comp
(
∂Sˇ ∩ (a ◦ u)−1(a′)) ≤ 1.
Proof. Suppose not; that is, suppose there exists a connected component Sˇ1 of S˜
b′
a′
for which
Comp
(
∂Sˇ1 ∩ (a ◦ u)−1(a′)
) ≥ 2.
Then by definition of a1 and the fact that a
′ > 1 + a1, there exists c′ ∈ R± for
which a0 < c
′ < a′ and has the property that there exists a connected component
Sˇ2 of S
a′
c′ for which
∂Sˇ1 ∩ (a ◦ u)−1(a′) ⊂ Sˇ2.
We now define
n+1 = #
(
Sˇ1 ∩ (a ◦ u)−1(b′)
) ≥ 0
n−1 = #
(
Sˇ1 ∩ (a ◦ u)−1(a′)
) ≥ 2
n2 = #
(
∂Sˇ2
)− n−1 ≥ 1,
where #X denotes the number of connected components of X. Recall that for a
compact two-dimensional surface S possibly with boundary, the Euler characteristic
of S is given by
χ(S) = 2− 2Genus(S)−#(∂S),
and thus
χ(Sˇ1) = 2− 0− (n+1 + n−1 )
χ(Sˇ2) = 2− 0− (n2 + n−1 ).
We now make two observations; first Sˇ1 ∩ Sˇ2 = ∂Sˇ1 ∩ (a ◦ u)−1(a′). Second,
Sˇ1 ∪ Sˇ2 ⊂ S is a compact two dimensional surface with boundary, and which
satisfies
#(∂(Sˇ1 ∪ Sˇ2)) = n+1 + n2.
We then compute
χ(Sˇ1 ∪ Sˇ2) = χ(Sˇ1) + χ(Sˇ2)
=
(
2− 0− (n+1 + n−1 )
)
+
(
2− 0− (n2 + n−1 )
)
= 2− 2(n−1 − 1)− (n+1 + n2)
= 2− 2(n−1 − 1)−#(∂(Sˇ1 ∪ Sˇ2))
= 2− 2Genus(Sˇ1 ∪ Sˇ2)−#(∂(Sˇ1 ∪ Sˇ2)),
and conclude that Genus(Sˇ1∪ Sˇ2) = n−1 −1 > 0. However, from this it immediately
follows that Genus(Sa0−a0) < Genus(S) which is impossible by the definition of a0
and genus super-additivity, namely Lemma 2.29. This is the desired contradiction
which proves Lemma 4.38. 
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Lemma 4.39 (top boundary is a circle or empty).
Consider S˜b
′
a′ with a
′, b′ ∈ R± and for which a′ > 1 + a1. Then each connected
component Sˇ of S˜b
′
a′ has the property that
Comp
(
∂Sˇ ∩ (a ◦ u)−1(b′)) ≤ 1.
Proof. Suppose not. Then by Definition 1.3 and Remark 1.4 we have Punct(Sb
′
−b′) >
Punct(S
a′0
−a′0) which contradicts the fact that Punct(S
a0−a0) = Punct(S) and the fact
that
Sb1b0 ⊂ S
b′1
b′0
implies Punct(Sb1b0 ) ≤ Punct(S
b′1
b′0
).
This contradiction completes the proof. 
With the above topological preliminaries out of the way, we now turn our at-
tention to more measure theoretic preliminaries. Indeed, for the remainder of the
proof fix ζ ∈ S such that a ◦ u(ζ) ≥ a1 + 2. We also note that to prove Theorem 5
we must establish the existence of a compact set K ⊂ R ×M , which we can now
define explicitly as
K := [−a1 − 2, a1 + 2]×M.
Next, we consider surfaces S
b′′+
b′′−
and S
a′′+
a′′−
where a′′−, a
′′
+, b
′′
−, b
′′
+ ∈ R± and
a ◦ u(ζ) + 2−140 − 2−180 ≤ b′′+ ≤ a ◦ u(ζ) + 2−140
a ◦ u(ζ) + 2−150 ≤ b′′− ≤ a ◦ u(ζ) + 2−150 + 2−180
a ◦ u(ζ)− 2−150 − 2−180 ≤ a′′+ ≤ a ◦ u(ζ)− 2−150
a ◦ u(ζ)− 2−140 ≤ a′′− ≤ a ◦ u(ζ)− 2−140 + 2−180.
Observe that by definition, we have
b′′+ − b′′− ≥ 2−140 − 2−180 − 2−150 − 2−180 ≥ 2−160
and similarly
(81) a′′+ − a′′− ≥ 2−160.
Likewise, it is elementary to establish
2−140 ≤ b′′− − a′′+ and b′′+ − a′′− ≤ 2−130.(82)
It is perhaps worth explicitly observing that
a′′− < a
′′
+ < a ◦ u(ζ) < b′′− < b′′+.
We define
Qu, 12 ,r0(S
b′′+
b′′−
) :=
{
t ∈ [b′′−, b′′+]∩R± : µ1u∗g
({ζ ∈ (a◦u)−1(t) : ‖(u∗λ)ζ‖u∗g < 12}) > r0}
and
Qu, 12 ,r0(S
a′′+
a′′−
) :=
{
t ∈ [a′′−, a′′+]∩R± : µ1u∗g
({ζ ∈ (a◦u)−1(t) : ‖(u∗λ)ζ‖u∗g < 12}) > r0}.
By construction we have Qu, 12 ,r0(S
a′′+
a′′−
) ⊂ [a′′−, a′′+] and Qu, 12 ,r0(S
b′′+
b′′−
) ⊂ [b′′−, b′′+].
However, as a consequence of Lemma 4.27, we also have
µ
(Qu, 12 ,r0(Sa′′+a′′− )) ≤ 1r0(1− ( 12 )2)
∫
S
a′′
+
a′′−
u∗ω
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=
4
3r0
∫
S
a′′
+
a′′−
u∗ω
≤ 4
3r0
∫
S\Sa0−a0
u∗ω
≤ 2−180,
where to obtain final inequality we have made use of property (L1). In other words,
the subset
Qu, 12 ,r0(S
a′′+
a′′−
) ⊂ [a′′−, a′′+]
satisfies
µ
(Qu, 12 ,r0(Sa′′+a′′− )) ≤ 2−180 < 2−160 ≤ µ([a′′−, a′′+]),
where we have made use of inequality (81). We conclude that there exists a′ ∈ R±∩
[a′′−, a
′′
+] \Qu, 12 ,r0(S
a′′+
a′′−
), and similarly there exists b′ ∈ R± ∩ [b′′−, b′′+] \Qu, 12 ,r0(S
b′′+
b′′−
).
In other words, there exists a′ ∈ [a′′−, a′′+] and b′ ∈ [b′′−, b′′+] which are each regular
values of a ◦ u, and
(83) µ1u∗g
({ζ ′ ∈ (a ◦ u)−1(a′) : ‖u∗λ‖u∗g < 12}) ≤ r0
and
(84) µ1u∗g
({ζ ′ ∈ (a ◦ u)−1(b′) : ‖u∗λ‖u∗g < 12}) ≤ r0.
Importantly, we henceforth assume that a′, b′ ∈ R± have been fixed so that equation
(83) and equation (84) are true, and so that
a′′− ≤ a′ ≤ a′′+ ≤ a ◦ u(ζ) ≤ b′′− ≤ b′ ≤ b′′+.
It then follows from equation (82) that
2−140 ≤ b′′− − a′′+ ≤ b′ − a′ ≤ b′′+ − a′′− ≤ 2−130,
or for clarity,
2−140 ≤ b′ − a′ ≤ 2−130.(85)
With these measure theoretic preliminaries out of the way, we can now com-
plete the proof of Theorem 5. Consider the surface Sb
′
a′ , and more importantly, its
extension S˜b
′
a′ . Furthermore, we let S˜
b′
a′(ζ) denote the connected component of S˜
b′
a′
containing ζ. We list some properties of S˜b
′
a′(ζ) which have already been established.
The properties (T1)–(T7) are listed in such a way that they can be compared with
the hypotheses (LL1)–(LL7) of Proposition 4.30. We note that (T6) is still empty
and will be filled during the discussion.
(T1) S˜b
′
a′(ζ) is homeomorphic to either a sphere, a disk, or an annulus; this follows
from Lemma 4.38 and Lemma 4.39, which guarantee that S˜b
′
a′(ζ) has at most
two boundary components, together with the fact that S˜b
′
a′(ζ) ⊂ S \ Sa0−a0 ,
which, by definition of a0 and Lemma 2.29, guarantees Genus(S˜
b′
a′(ζ)) = 0.
(T2) a◦u(∂S˜b′a′(ζ)) ⊂ {a′, b′} with 2−140 ≤ b′−a′; this follows from equation (85).
(T3) {ζ ′ ∈ S˜b′a′(ζ) : a ◦ u(ζ ′) ∈ {a′, b′} and d(a ◦ u)(ζ ′) = 0} = ∅; this follows since
a′ and b′ are regular values of a ◦ u.
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(T4) supζ′∈S˜b′
a′
a ◦ u(ζ ′) − infζ′∈S˜b′
a′
a ◦ u(ζ ′) ≤ 2−110; this follows from property
(S˜4) combined with inequality (85):
sup− inf ≤ b′ − a′ + 2−120
≤ 2−130 + 2−120
≤ 2−110.
which is the desired inequality.
(T5)
∫
S˜b
′
a′
u∗ω ≤ r0
(
(b′ − a′)−1 + 10Ch)−1; this follows from the fact that S˜b′a′(ζ) ⊂
S \Sa0−a0 , the definition of a0, property (L1), and the fact that b′−a′ ≥ 2−140
(T6) — See the following discussion.
(T7) µ1u∗g
({ζ ′ ∈ ∂S˜b′a′(ζ) : a ◦ u(ζ ′) = a′ and ‖u∗λ‖u∗g < 12}) ≤ r0; this follows
from our definition of a′, and specifically equation (83).
We also claim that
(86)
∣∣a ◦ u(ζ)− 12 (b′ + a′)∣∣ ≤ 14 (b′ − a′).
Before justifying inequality (86) it may be helpful to recall that we have defined
0 = min(C
−1
h , r0). We note that from properties (T1) - (T7) and equation (86), to
apply Proposition 4.30 (or Lemma 4.36 in the case that
∫
S˜b
′
a′
u∗ω = 0), it is sufficient
to establish that S˜b
′
a′(ζ) is an annulus with image of one boundary component in
{a′} ×M and the other in {b′} ×M , where the condition (T6) given by∫
(a◦u)−1(a′)∩∂S˜b′
a′
u∗λ ≥ 100r0.
We will do this momentarily, however at present we establish inequality (86). To
that end, we begin by letting
b′ = a ◦ u(ζ) + 2−150 + b with 0 ≤ b ≤ 2−150
a′ = a ◦ u(ζ)− 2−150 − a with 0 ≤ a ≤ 2−150
and we define c := max(b, a). We then observe that
|b − a| ≤ c ≤ 2−150 ≤ 2−150 + 12 (b + a).
so that
(87) 12 |b − a| ≤ 14
(
2−140 + (b + a)
)
.
However,
(88)
∣∣a ◦ u(ζ)− 12 (b′ + a′)∣∣ = 12 |b − a|
and
(89) 14 (b
′ − a′) = 14 (2−140 + b + a).
Combining equations (87) - (89) then establishes inequality (86). To complete the
proof of Theorem 5, we break the problem into cases.
Case I: a ◦ u(∂S˜b′a′(ζ)) 6= {a′, b′}. In this case we will assume that a′ /∈ a ◦
u(∂S˜b
′
a′(ζ)); the case that b
′ /∈ a ◦ u(∂S˜b′a′(ζ)) follows in identical fashion. Next we
define the surface Sˇ := S˜b
′
a′∩(a◦u)−1[a′−2−130, b′]. We note that as a consequence
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of Lemma 4.37, Sˇ is indeed a smooth surface, possibly with smooth boundary, and
a ◦ u(∂Sˇ) ⊂ {b′}. Furthermore,
sup
ζ′∈Sˇ
a ◦ u(ζ ′)− inf
ζ′∈Sˇ
a ◦ u(ζ ′) ≤ b′ − a′ + 2−130
≤ 2−120.
As a consequence of Theorem 9, we then have
(90) Areau∗g(Sˇ) =
∫
Sˇ
u∗(da ∧ λ+ ω) ≤ eCh2−120
∫
Sˇ
u∗ω ≤ 12eCh2
−120 ≤ 1.
Recall that r1 = 2
−240, and Sr1(ζ) is defined to be the connected component of
u−1(Br1(u(ζ))) containing ζ, where Br1(p) is a metric ball in R ×M of radius r1
centered at the point p. Writing a† = a ◦ u(ζ), we then have
Sr1(ζ) ⊂ Sa
†+2−240
a†−2−240 (ζ)
⊂ Sa†+2−150
a†−2−150 (ζ)
⊂ Sb′a′(ζ)
⊂ Sˇ,
where we have let Sc2c1 (ζ) denote the connected component of S
c2
c1 containing ζ.
Combining this containment with (90) then yields
Areau∗g(Sr1(ζ)) ≤ 1,
which is the desired inequality.
Case II: a ◦ u(∂S˜b′a′(ζ)) = {a′, b′}. We break this into two further sub-cases.
Case IIa:
∫
(a◦u)−1(a′)∩∂S˜b′
a′
u∗λ ≥ 100r0. In this case we see that S˜b′a′ must be an
annulus, with the image of one boundary component in {a′} ×M and the other
in {b′} ×M , furthermore by assumption ∫
(a◦u)−1(a′)∩∂S˜b′
a′
u∗λ ≥ 100r0, and hence
by the remarks immediately following the statements of properties (T1) - (T7),
we may apply Proposition 4.30 (or Lemma 4.36 as appropriate), which precisely
guarantees that
Areau∗g(Sr1(ζ)) ≤ 1,
which is the desired inequality.
Case IIb:
∫
(a◦u)−1(a′)∩∂S˜b′
a′
u∗λ ≤ 100r0. This case has more in similarity with
Case I than Case IIa, in the sense that we will estimate area directly rather than
invoke Proposition 4.30. We begin by claiming that Sr1(ζ) ⊂ Sb
′
a′(ζ); the proof is
identical to that of Case I. Moreover we have
Sr1(ζ) ⊂ Sb
′
a′(ζ) ⊂ S
b′
a′ ∩ S˜b
′
a′(ζ) =: Sˇ,
We also define
Ŝ := S
a′
−∞ ∩ S˜b
′
a′(ζ)
In this way we have
S
b′
−∞ ∩ S˜b
′
a′(ζ) = Sˇ ∪ Ŝ and ∂Sˇ ∩ ∂Ŝ = ∂Ŝ,
and in fact if we define
Λ = ∂S˜b
′
a′(ζ) ∩ (a ◦ u)−1(a′)
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we then have
S˜b
′
a′(ζ) ∩ (a ◦ u)−1(a′) = ∂Ŝ ∪ Λ and ∂Ŝ ∩ Λ = ∅.
With these preliminary definitions out of the way, we recall that by the hypothe-
ses of Case IIb, we have ∫
Λ
u∗λ ≤ 100r0,
and we aim to estimate that area of Sˇ, since Sr1(ζ) ⊂ Sˇ. Our technique will be
to employ Theorem 9, but first we must estimate the quantity
∫
∂Ŝ∪Λ u
∗λ. To that
end, we employ Lemma 4.37 and Theorem 9 in regards to
∫
α˜ estimates24 to obtain,∫
∂Ŝ
u∗λ ≤ CheCh2−130
∫
Ŝ
u∗ω.
Consequently, ∫
(a◦u)−1(a′)∩∂Sb′
a′ (ζ)
u∗λ =
∫
∂Ŝ
u∗λ+
∫
Λ
u∗λ
≤ CheCh2−130
∫
Ŝ
u∗ω + 100r0
≤ Che2−13
∫
Ŝ
u∗ω + 100r0
≤ 2Ch
∫
Ŝ
u∗ω + 100r0(91)
where the second inequality follows from equation (78), and the third inequality
follows from the fact that e(2
−13) ≤ 1 + 18 ≤ 2. With this estimate in hand, we now
apply Theorem 9 to estimate the area of Sˇ.
Areau∗g(Sˇ) =
∫
Sˇ
u∗(da ∧ λ+ ω)
≤
(
C−1h
∫
Λ∪∂Ŝ
u∗λ+
∫
Sˇ
u∗ω
)(
eCh(b
′−a′) − 1)+ ∫
Sˇ
u∗ω
≤
(
C−1h
∫
Λ∪∂Ŝ
u∗λ+
∫
Sˇ
u∗ω
)(
eCh2
−130 − 1)+ ∫
Sˇ
u∗ω
≤ C−1h
∫
Λ∪∂Ŝ
u∗λ+ 2
∫
Sˇ
u∗ω
≤ C−1h
(
2Ch
∫
Ŝ
u∗ω + 100r0
)
+ 2
∫
Sˇ
u∗ω
≤ 100r0C−1h + 2
∫
S˜b
′
a′
u∗ω ≤ C−1h +
1
2
≤ 1
20
+
1
2
≤ 1,
where the second inequality follows from equation (85), the third inequality follows
from equation (78) and the fact that e(2
−13) ≤ 2, the fifth inequality the fact that
Sˇ ∪ Ŝ ⊂ S˜b′a′ ⊂ S \ Sa0−a0 and property (L1), the sixth inequality follows from
the fact that r0 ≤ 1100 as guaranteed by Lemma 4.29 and property (L1) again,
and the seventh inequality follows from the definition of the ambient geometry
24Recall that α˜ = −(u˜∗da) ◦ ˜, and when the pseudoholomorphic map is unperturbed, we
simply have α˜ = −(u∗da) ◦ j = u∗λ.
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constant provided in Definition 4.11. Recall that we have already established that
Sr1(ζ) ⊂ Sˇ, and hence we have
Areau∗g(Sr1(ζ)) ≤ Areau∗g(Sˇ) ≤ 1,
which is the desired estimate, and completes Case IIb.
Since cases I, IIa, and IIb exhaust all possibilities, we conclude that
Areau∗g(Sr1(ζ)) ≤ 1
for all ζ such that a ◦ u(ζ) ≥ a1 + 2. Recall we have defined the compact set
K = [−a1 − 2, a1 + 2]×M , and hence this completes the proof Theorem 5. 
4.4. Proof of Theorem 6: Asymptotic Curvature Bound.
The main purpose of this section is to prove the following result.
Theorem 6 (asymptotic curvature bound).
Let (M,η) be a compact framed Hamiltonian manifold, and let (J, g) be an η-adapted
almost Hermitian structure on R×M . For each feral pseudoholomorphic curve u =
(u, S, j,R×M,J, µ,D), there exists a compact set of the form K := [−a2, a2]×M ,
and positive constant Cκ = Cκ(M,η, J, g) with the following significance. First, the
restricted map
u : S \ u−1(K)→ R×M
is an immersion. Second, for each ζ ∈ S \ u−1(K) we have
‖Bu(ζ)‖ ≤ Cκ
where Bu(ζ) is the second fundamental form of the immersion u evaluated at the
point ζ.
Proof. Suppose not. Then there exists a sequence of points ζk ∈ S with the property
that |a◦u(ζk)| → ∞ for which either Tuζk = 0 for all k ∈ N or else ‖Bu(ζk)‖ → ∞.
Without loss of generality, we will assume a ◦ u(ζk) → ∞ monotonically; the case
a ◦ u(ζk) → −∞ is essentially identical. Recall that Theorem 5 guarantees that
there exists an a0 > 0 and an r1 = r1(M,η, J, g) > 0 such that
Areau∗g
(
Sr1(ζ)
) ≤ 1
for each ζ ∈ S for which a◦u(ζ) ≥ a0, and where Sr1(ζ) is the connected component
of u−1(Br1(u(ζ))) containing ζ; here Br(p) denotes an open metric ball in R ×M
of radius r1 centered at p. By increasing a0 if necessary, we may also assume that
a0 and −a0 are regular values of a ◦ u,
Genus(S) = Genus
(
u−1
(
[−a0, a0]×M
))
,
and Punct(S) equals the number of non-compact path-connected components of
the set S \ u−1((−a0, a0)×M). With the abbreviation Sa0 = u−1((−a0, a0)×M)
we may also assume∫
S\Sa0
u∗ω ≤ min
(1
4
,
1
2
~, 2−190r0, (214−10 + 10Ch)
−1
)
(92)
where ~ = ~(M,η, J, g, 2−130, 0) is the constant guaranteed by Theorem 4, and
0 = min(C
−1
h , r0) as in equation (78), Ch is the ambient geometry constant given
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in Definition 4.11, and r0 is the positive constant provided in Lemma 4.29. Further-
more, by passing to a subsequence if necessary we may assume a ◦ u(ζ1) > a0 + 1,
u(µ ∪D) ∈ [−a0, a0]×M , and that
a ◦ u(ζk+1)− a ◦ u(ζk) ≥ 10(1 + r1)(93)
for all k ∈ N. For notational convenience, we define
Sk := Sr1(ζk),
and we define the maps
(94) vk : Sk → [−1, 1]×M given by vk(ζ) := Sha◦u(ζk) ◦ u(ζ)
where Sh(·) is the shift map
Shx : R×M → R×M
Shx(a, p) = (a− x, p).
Next observe that by construction vk(ζk) ∈ {0} ×M for all k where M is com-
pact. We conclude that after passing to a further subsequence, still denoted with
subscripts k, we have convergence of the sequence of points
(95) vk(ζk)→ p := (0, p′) ∈ {0} ×M,
and
B 1
2 r1
(p) ⊂ Br1(vk(ζk)),
where Br(p) denotes the closed metric ball of radius r centered at p. For notational
convenience we define W = (−1, 1) ×M . Next we observe that the sequence of
pseudoholomorphic curves (vk, Sk, jk,W, J, ∅, ∅) have uniformly bounded area, zero
genus, ∂Sk = ∅, v−1k (B 12 r1(p)) is compact, and vk(ζk)→ p. We conclude from The-
orem 2.36 (target-local Gromov compactness) that after passing to a subsequence,
still denoted with subscripts k, there exist compact surfaces with boundary S˜k ⊂ Sk
with the property that vk(Sk \ S˜k) ⊂ W \ B 1
4 r1
(p) and with the property that the
pseudoholomorphic curves
v˜k := (v˜k, S˜k, j˜k,W, J, ∅, ∅)
defined by v˜k = vk
∣∣
S˜k
and j˜k = jk
∣∣
S˜k
, converge in a Gromov sense25 to the pseu-
doholomorphic curve
v˜ := (v˜, S˜, j˜,W, J, ∅, D˜).
In particular, there will exist decorations r˜ for the nodal points D˜ ⊂ S˜ and diffeo-
morphisms
φk : S˜
D˜,r˜ → S˜k
for which v˜k◦φk → v˜ in C∞loc(S˜D˜,r˜\∪iΓi) where the Γi are the special circles obtained
by blowing up the nodal points, and v˜k◦φk → v˜ in C0(S˜D˜,r˜). As a final consequence
of Theorem 2.36, we note that v˜ is an immersion along ∂S˜, and v˜(∂S˜)∩B 1
4 r1
(p) = ∅.
As a consequence of these facts, we see that p ∈ v˜(S˜). Moreover, we define ζˆk ∈ S˜
so that φk(ζˆk) = ζk ∈ S, and thus v˜k ◦ φk(ζˆk) → p. If needed, we then pass to a
subsequence so that ζˆk → ζˆ∞ ∈ S˜ \ ∂S˜.
25See Definition 2.35.
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In what follows, it will be convenient to have a bit more control over the ∂S˜k.
As such, we choose a regular value r2 ∈ (0, 14r1] of the function
ρ : S˜ → R
ρ(ζ) = distg
(
p, v˜(ζ)
)
,
for which v˜(D˜) ∩ ∂Br2(p) = ∅. We then define Ŝ ⊂ v˜−1(Br2(p)) to be the union
of connected components of v˜−1(Br2(p)) with the property that |Ŝ| := Ŝ/ ∼ is
connected26 and ζ∞ ∈ Ŝ. This allows us to define the pseudoholomorphic curve
vˆ =
(
vˆ, Ŝ, jˆ,W, J, ∅, D̂)
where
vˆ = v˜
∣∣
Ŝ
, jˆ = j˜
∣∣
Ŝ
, and D̂ = D˜ ∩ Ŝ.
We then define
Ŝk := φk
(
ŜD̂,
˜˜r
) ⊂ S˜k
so that for the pseudoholomorphic curves
vˆk =
(
vˆk, Ŝk, jˆk,W, J, ∅, ∅
)
defined from the v˜k via domain restriction, we have vˆk → vˆ in a Gromov sense. To
proceed, we will need the following.
Lemma 4.40 (properties of limit curve).
The limit curve (vˆ, Ŝ, jˆ,W, J, ∅, D̂) is not nodal; that is, D̂ = ∅. Moreover, the limit
curve is generally immersed in the sense of Definition 2.19.
We will postpone the proof of Lemma 4.40 until a bit later because the proof
distracts from the main argument. For the moment then, we assume it is true,
and hence Ŝ is connected. Observe that as a consequence of Gromov convergence,
Lemma 4.40, and our construction of the vˆ, it follows that
vˆk ◦ φk → vˆ in C∞(Ŝ, [−1, 1]×M).
Recall that as part of our argument to derive a contradiction, we have assumed
that the ζk ∈ S have the property that |a ◦ u(ζk)| → ∞ and either Tu(ζk) = 0 or
else ‖Bu(ζk)‖ → ∞. We have also defined ζˆk ∈ Ŝ so that φk(ζˆk) = ζk and ζˆk → ζˆ∞.
As a consequence of our above definitions, we then have:
either T vˆk(ζk) = 0 or else ‖Bvˆk(ζk)‖ → ∞.
Note that in either case, we must have T vˆ(ζˆ∞) = 0. Indeed, if T vˆ(ζˆ∞) 6= 0, then vˆ
is immersed in a neighborhood of ζˆ∞, and hence ‖T vˆ‖ is bounded away from zero
in a neighborhood of ζˆ∞ and ‖Bvˆ‖ is bounded in a neighborhood of ζˆ∞; making
use of the fact that ζˆk → ζˆ∞ and vˆk → vˆ in C∞ then would yield a contradiction.
Thus we have shown that T vˆ(ζˆ∞) = 0 as claimed.
Our next task is then to prove that in fact T vˆ(ζˆ∞) 6= 0, which would then yield
the desired contradiction to prove Theorem 6. To that end, recall that we have
assumed that |a ◦ u(ζk)| → ∞, and by construction the Ŝk ⊂ S are all pairwise
disjoint. Moreover, because
∫
S
u∗ω < ∞, and ω evaluates non-negatively on J-
complex lines, it follows that
∫
Ŝk
vˆ∗kω → 0, and hence
∫
Ŝ
vˆ∗ω = 0. Also recall that
26 Here ζ ∼ ζ′ for ζ 6= ζ′ if and only if {ζ, ζ′} ⊂ D˜ ∩ Ŝ forms a nodal pair.
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as a consequence of Lemma 4.40, vˆ is generally immersed. From these facts we
conclude the following about the image of vˆ:
vˆ(Ŝ) ⊂ D := Br2(p) ∩
(
[−1, 1]× β([−2r2, 2r2]))
where β is a solution to the differential equation β′ = Xη(β) with (0, β(0)) = p.
We note that D is a holomorphically embedded disk. As a consequence we can
find a compact disk-like domain with smooth boundary D ⊂ C, which satisfies
0 ∈ D \ ∂D ⊂ C, supporting a holomorphic diffeomorphism of the form
ψ : D→ D given by ψ(s, t) = (s, β(t)).
We note that ψ is also an isometric embedding with respect to the flat metric
ds2 + dt2 on C. Recall by construction that
vˆ(ζˆ∞) = p ∈ D with T vˆ(ζˆ∞) = 0,
and hence vˆ : Ŝ → D is a branched cover with ζˆ∞ a branch point. A consequence
of target-local Gromov compactness, Theorem 2.36, is that the map vˆ is immersed
along ∂Ŝ, and by Lemma 2.4.1 of [30] it follows that the set of critical points
of the map vˆ is finite. Because of the latter, we will assume r2 > 0 has been
chosen sufficiently small so that ζˆ∞ is the unique critical point of vˆ : Ŝ → D. More
specifically, we follow the trimming procedure to obtain vˆ from v˜ but for which
r2 chosen sufficiently small so as to meet our needs. In either case, we do not
introduce new notation to indicated this newly trimmed curve. As a consequence
of this construction, it is then an elementary exercise from complex variables to
show that there exists complex coordinates z on Ŝ so that
(96) ψ−1 ◦ vˆ(z) = zn† with n† ≥ 2.
With this local patch of limit curve understood as a branched cover of a disk, we
aim to use this structure and Gromov convergence, to back up in the sequence to
study compact manifolds with boundary of the form
Σk := {ζ ∈ S : a ◦ u(ζk)− c5 ≤ a ◦ u(ζ) ≤ a ◦ u(ζk) + c5}.
for some small generic choice of c5. Modulo the addition of some small “inessential
capping disks” (defined below), and for n† ≥ 2 as defined in equation (96) we will
show that there is a 4n†-gon neighborhood Σk,0 ⊂ Σk of ζˆk, which we will use to
show Σk (or rather the capped surface Σ˜k) has negative Euler characteristic for
all sufficiently large k ∈ N, and hence S has either infinitely many ends (which is
impossible), or infinite genus (which is also impossible). This will yield the desired
contradiction. It may be helpful to consider Figure 4.4.
We now proceed with the details. Recalling the point p = (0, p′) defined in (95),
we begin by defining the set E ⊂ Ŝ by
E := vˆ−1
(
[0, 1]× {p′}).
We also fix c5 ∈ R so that 0 < c5 ≤ 12r2 with the property that the set {a ◦
u(ζk)− c5, a◦u(ζk)+ c5}k∈N is contained in the set of regular values of the function
a ◦ u : S → R. Note that since c5 6= 0, we also have that ±c5 are regular values
a ◦ vˆ : Ŝ → R. We then define the compact surfaces with boundary
Σk := {ζ ∈ S : a ◦ u(ζk)− c5 ≤ a ◦ u(ζ) ≤ a ◦ u(ζk) + c5}.
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Figure 2. Σk,0 ⊂ Σk. Note that image of the two-dimensional
Σk,0 lies in a four-dimensional space (which is difficult to draw).
Note that the important sequence (ζˆk), which is not indicated in
this figure, consists of points close to the points φk(ζˆk).
We also define important sub-surfaces of the Σk in the following manner. Recall
that φk : Ŝ → S˜k ⊂ S, so we may regard the φk as having image in S. Since we
also have Σk ⊂ S by construction, we then define the sequence of sets E˙k by
E˙k := φk(E) ∩ ∂Σk.
For all sufficiently large k ∈ N, we have by construction that the set E˙k consists of
n† points, where n† is the natural number given in equation (96). We now define
the manifolds Ξk := ∂Σk and equip them with the metric γk = u
∗g
∣∣
Ξk
. Define
F˙k ⊂ Σk to be the set of points given by F˙k := {ξ ∈ Ξk : distγk(ξ, Ek) = 12r2}.
Observe that for all sufficiently large k ∈ N the sets F˙k consist of 2n† points. Define
Lk ⊂ Σk ⊂ S to be the (image of the) u∗g-gradient trajectories in Σk terminating
in F˙k. Define Σk,0 to be the closure of the connected component of Σk \ Lk which
contains ζk. Observe that by construction, for all k ∈ N sufficiently large Σk,0
is a smooth manifold with piecewise smooth boundary and homeomorphic to a
closed disk. Furthermore, the single boundary component of Σk,0 is comprised of
4n† smooth segments connected together at 4n† corners. Moreover, 2n† of these
smooth segments are u∗g-gradient flow lines of the function a ◦ u, and n† segments
are contained in the level set (a◦u)−1(a◦u(ζk)+c5), and n† segments are contained
in the level set (a ◦ u)−1(a ◦ u(ζk) − c5). Later it will be useful to recall that for
each connected component Ξ′ of (a ◦ u)−1(a ◦ u(ζk)± c5) we have∫
Ξ′
u∗λ ≥ 12r2(97)
for all sufficiently large k ∈ N.
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Next we define a set ∆k to consist of those compact connected components ∆
′
of the set S \ (Σk \ ∂Σk) which have empty intersection with (a ◦ u)−1([−a0, a0]).
We call these inessential caps. We note that as a consequence of equation (92),
equation (93), and Theorem 4, it follows that if ∆′ ∈∆k with Σk ∩∆′ 6= ∅, then
a ◦ u(ζk)− c5 − 1 ≤ inf
ζ∈∆′
a ◦ u(ζ) < sup
ζ∈∆′
a ◦ u(ζ) ≤ a ◦ u(ζk) + c5 + 1.(98)
Consequently, each ∆′ ∈ ∆k has non-empty intersection with at most one of the
Σk′ , and thus we must have k
′ = k. As in the proof of Theorem 5, we then define
Σ˜k to be the union of Σk with all those elements of ∆k which have non-empty
intersection with Σk. We now claim the following.
Lemma 4.41 (inessential caps miss the 4n-gon).
For all sufficiently large k ∈ N, we have
Σk,0 ∩ (Σ˜k \ Σk) = ∅.
In other words, when k is large enough, the 4n†-gons Σk,0 constructed above have
empty intersection with the inessential caps added to the Σk to create Σ˜k.
As above, we postpone the proof of Lemma 4.41 for now and complete the proof
of Theorem 6. To that end, we now claim the following.
Lemma 4.42 (negative Euler characteristic).
Letting Σ˜k(ζk) denote the connected component of Σ˜k containing ζk, the following
holds:
χ
(
Σ˜k(ζk)
)
< 0
where χ is the Euler characteristic.
Again, we postpone the proof of Lemma 4.42 so as to complete the proof of
Theorem 6. Recall the following terminology from the proof of Theorem 5. We say
that two connected components L1 and L2 of (a◦u)−1(a0) are eventually connected
provided that there exists a connected component Sˇ of S \ (a ◦ u)−1((−a0, a0)) for
which L1 ∪ L2 ⊂ Sˇ. Thus we fix a1 > a0 sufficiently large so that for each pair of
connected components L1 and L2 of (a ◦ u)−1(a0) which are eventually connected,
there exists a connected component of (a ◦ u)−1([a0, a1]) which contains L1 ∪ L2.
With a1 established as in the proof of Theorem 5 (see after the proof of Lemma
4.37) we now apply Lemma 4.38 and Lemma 4.39 which together guarantee that
for all sufficiently large k we have that
#
(
∂Σ˜k(ζk)
) ≤ 2.
That is, the number of connected components of ∂Σ˜k(ζk) is at most two. However
by super-additivity of genus27, we also have
Genus
(
Σ˜k(ζk)
)
= 0
for all sufficiently large k. From these two observations, we deduce that
χ
(
Σ˜k(ζk)
) ≥ 0,
but this contradicts Lemma 4.42. This is the desired contradiction which completes
the proof of Theorem 6 (modulo the proofs of Lemma 4.40, Lemma 4.41, and Lemma
4.42). 
27See Lemma 2.29.
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Proof of Lemma 4.42. Recall that we must show that χ
(
Σ˜k(ζk)
)
< 0 where Σ˜k(ζk)
is the connected component of Σ˜k containing ζk. For the sake of notational conve-
nience, we define
Σ˜′k := Σ˜k(ζk) and Σ˜
′
k,0 := Σk,0,
and denote by Σ˜′k,1, . . . , Σ˜
′
k,nk
the connected components of Σ˜′k \ Σ˜′k,0. We will need
the following ad hoc definition.
Definition 4.43 (surface with special boundary).
A surface with special boundary is a smooth compact real two-dimensional oriented
manifold S with piece-wise smooth boundary and zero genus, which additionally has
the following properties. The boundary of S is the union of three sets denoted ∂+S,
∂−S, and ∂1S where
(1) ∂1S is diffeomorphic to the disjoint union of finitely many compact inter-
vals,
(2) each of ∂−S and ∂+S is diffeomorphic to the disjoint union of finitely many
compact intervals and circles R/Z
(3) ∂−S ∩ ∂+S = ∅
(4) each connected component of ∂1S intersects each of ∂+S and ∂−S exactly
once
(5) neither ∂−S nor ∂+S is empty.
It is worth noting that each of Σ˜′k,0, Σ˜
′
k,1, . . . , Σ˜
′
k,nk
are surfaces with special
boundary. Next we need to understand the effect on the Euler characteristic of
gluing such surfaces along their “sides” ∂1S. This is accomplished via the following.
Lemma 4.44 (cuts increase Euler characteristic).
Let S be a surface with special boundary as in Definition 4.43. Let L ⊂ S denote a
smoothly embedded compact interval which transversely intersects each of ∂−S and
∂+S precisely once and for which L∩∂1S = ∅. Let Σ denote the surface with special
boundary obtained by cutting S along L. More precisely, this means we consider
S \ L as a Riemannian manifold with boundary, equipped with a metric (that is,
a distance function) essentially defined as the length of the shortest path in S \ L
connecting a pair of points, and then we define Σ to be the metric closure of S \L.
In this way, we have
S 6= Σ := S \ L = (S \ L) ∪ L1 ∪ L2
where each Li is diffeomorphic to L, and L1 ∪ L2 ⊂ ∂1Σ. Then
χ(Σ) = χ(S) + 1
where χ(M) is the Euler characteristic of M .
Proof. Recall the Gauss-Bonnet theorem for surfaces with boundary and corners,
which states that
χ(S) =
1
2pi
(∫
S
Kg dA+
∫
∂S
κgds+
n∑
i=1
θi
)
where Kg is the Gaussian curvature, κg is the geodesic curvature, and the θi are
external angles at corners associated to a Riemannian metric g. To prove the
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Figure 3. Cutting S to obtain Σ.
lemma, first choose a metric on S for which L, ∂±S, and ∂1S are all geodesics, and
then apply Gauss-Bonnet. 
We now observe that
Σ˜′k = Σ˜
′
k,0 ∪
nk⋃
i=1
Σ˜′k,i,
where each of the Σ˜′k,0, . . . , Σ˜
′
k,nk
are special surfaces with boundary in the sense
of Definition 4.43. Indeed, in this case we have
∂±Σ˜′k,i =
(
∂Σ˜′k,i
) ∩ ((a ◦ u)−1(a ◦ u(ζk)± c5))
for i ∈ {0, . . . , nk}, and ∂1Σ˜′k,i consists of the remaining gradient-type boundary
segments. Moreover, we note that Σ˜′k can be obtained by gluing the Σ˜
′
k,1, . . . , Σ˜
′
k,nk
components to Σ˜′k,0 along appropriate gradient-type boundary segments. Observe
that by construction, we have #(∂1Σ˜
′
k,0) = 2n† where n† ≥ 2, and nk ≤ n†. Also
note that
χ(Σ˜′k,i) ≤ 1
for all k ∈ N and i ∈ {0, . . . , nk}. We then apply Lemma 4.44, which guarantees
the following
χ(Σ˜′k) =
nk∑
i=0
χ(Σ˜′k,i)− 2n†
= 1 +
nk∑
i=1
χ(Σ˜′k,i)− 2n†
≤ 1 + nk − 2n†
≤ 1− n†
≤ −1.
This completes the proof of Lemma 4.42. 
Proof of Lemma 4.41. Recall that we must show that for all sufficiently large k ∈ N,
we have Σk,0 ∩ (Σ˜k \ Σk) = ∅. We note that as a consequence of our construction,
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specifically equation (98), we have(
sup
ζ∈Σ˜k
a ◦ u(ζ)
)
−
(
inf
ζ∈Σ˜k
a ◦ u(ζ)
)
≤ 2(1 + c5)
and consequently the Σ˜k are all pairwise disjoint. Since they are disjoint, we find
that as k →∞ we have ∫
Σ˜k
u∗ω → 0,
and hence another application of Theorem 4, guarantees that(
sup
ζ∈Σ˜k
a ◦ u(ζ)
)
−
(
inf
ζ∈Σ˜k
a ◦ u(ζ)
)
→ 2c5
and
(99)
∫
Σ˜k\Σk
u∗ω → 0.
Now we note by construction that if Σk,0 ∩ (Σ˜k \ Σk) 6= ∅, then Σ˜k \ Σk and Σk,0
must overlap on a connected component of Σk,0∩ (a◦u)−1({a◦u(ζk)± c5}) ⊂ Σk,0.
Because the integral of λ along such components tend to r2, we can conclude that
(100)
∫
∂(Σ˜k\Σk)
u∗λ ≥ 12r2
for all sufficiently large k; see for example equation (97). However, we then invoke
Theorem 9, which guarantees that
(101)
∫
∂(Σ˜k\Σk)
u∗λ ≤
(
Ch
∫
Σ˜k\Σk
u∗ω + 0
)
eChδk
where
δk :=
(
sup
ζ∈Σ˜k
a ◦ u(ζ)
)
−
(
inf
ζ∈Σ˜k
a ◦ u(ζ)
)
− 2c5 → 0.
In light of equation (99), we see that equation (101) contradicts equation (100).
This contradiction then guarantees that indeed,
Σk,0 ∩ (Σ˜k \ Σk) = ∅
which completes the proof of Lemma 4.41. 
Proof of Lemma 4.40. Recall that W = (−1, 1)×M and that we must prove that
the limit curve
vˆ = (vˆ, Ŝ, jˆ,W, J, ∅, D̂)
is not nodal; that is, that D̂ = ∅. To that end, we suppose not, and we will derive a
contradiction. First however, we will need to briefly recall some facts about Gromov
convergence. In particular, the set of nodes is given by D̂ = {d1, d1, . . . , dnd , dnd},
with {dν , dν} ⊂ D̂ a nodal pair. In particular, for each nodal pair {dν , dν} ⊂ D̂ we
have vˆ(dν) = vˆ(dν). Next we recall that Ŝ
D̂ is defined to be the circle compactifi-
cation of Ŝ \ D̂ (or more specifically, an oriented blow-up at the points in D̂), and
the newly added circles are denoted Γν and Γν , which signifies that each circle Γν
is associated to a nodal point dν and similarly for Γν and dν . The surface Ŝ
D̂,rˆ
is then obtained by gluing pairs of circles Γν and Γν via the orientation reversing
orthogonal maps rν : Γν → Γν ; here rˆ = {r1, . . . , rnd} is called a decoration. It is
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useful to let Γν ⊂ ŜD̂,rˆ denote the circle obtained by by gluing Γν and Γν . Also
recall that the definition of Gromov convergence guarantees the existence of diffeo-
morphisms φk : Ŝ
D̂,rˆ → Ŝk with the property that φ∗kvˆk → vˆ in C0, φ∗kvˆk → vˆ in
C∞loc(Ŝr,D \ ∪νΓν), φ∗kjk → j in C∞loc(ŜD̂,rˆ \ ∪νΓν). In particular, this guarantees
that there exists a sequence k → 0 with the property that
(102) φ∗kvˆk(Γν) ⊂ Bk(pν),
where
pν := vˆ(dν) = vˆ(dν) = (aν , qν) ∈W.
We note that by the construction of vˆ, the pν belong to W ; see the set-up before
the initial statement of Lemma 4.40.
Lemma 4.45 (some local properties).
Let vˆk = (vˆk, Ŝk, jˆk,W, J, ∅, ∅) and vˆ = (vˆ, Ŝ, jˆ,W, J, ∅, D̂) be as above with vˆk → vˆ
in a Gromov sense, and let φk : Ŝ
D̂,rˆ → Ŝk be the associated diffeomorphisms, and
let {Γ1, . . . ,Γnd} be the collection of circles Γν obtained by identifying Γν = Γν ;
see above. Fix Γ ∈ {Γ1, . . . ,Γnd}, and let Σ̂ be the connected component of ŜD̂,rˆ
containing Γ. Then Σ̂ \ Γ is disconnected with connected components given by Σ̂1
and Σ̂2, and for all sufficiently large k ∈ N, there exists an  > 0, ζ1 ∈ Σ̂1, and
ζ2 ∈ Σ̂2 such that
a ◦ vˆk ◦ φk(ζi)− sup
ζ∈Γ
a ◦ vˆk ◦ φk(ζ) ≥ ,(103)
for each ζi ∈ {1, 2}.
Proof. Recall, for example from the proof of Lemma 2.29, the removal of a loop
from a surface either disconnects the surface or else reduces the genus. However,
by construction Genus(Ŝk) = 0, so that the removal φk(Γ) must disconnect Σ̂ into
Σ̂1 and Σ̂2 as required. To proceed, we make the following claim.
Claim: ∂ŜD̂,rˆ ∩ Σ̂i 6= ∅ for each i ∈ {1, 2}.
To see this, we first let Sˇ be a connected component of ŜD̂,rˆ \ ∪νΓν , and then
observe that vˆ : Sˇ → W is a pseudoholomorphic map, which is either a constant
map or generally immersed. Furthermore, because
∫
S
u∗ω < ∞ and because the
Ŝk ⊂ S are disjoint, it follows that
∫
Ŝk
vˆ∗kω → 0 and hence
∫
Sˇ
vˆ∗ω = 0. As a
consequence of this, it follows that vˆ(Sˇ) is contained in a patch of orbit cylinder.
By unique continuation28 it then follows that vˆ(Sˇ) is either a point in Br2(p), or
else it has nontrivial intersection with ∂Br2(p); and recall that vˆ−1
(
∂Br2(p
)
) = ∂Ŝ.
Thus if Σ̂i ∩ ∂ŜD̂,rˆ = ∅ for some i ∈ {1, 2} then we must have that vˆ restricted
to any connected component of (ŜD̂,rˆ \ ∪kΓk) ∩ Σ̂i is a constant map. However,
letting Σi denote the image of Σ̂i under the quotient map Ŝ
D̂,rˆ → S/(dk ∼ dk), we
see that vˆ : Σi → W must give rise to a compact stable pseudoholomorphic curve,
with no marked points, zero (arithmetic) genus, on which vˆ is constant on every
component; but this is impossible. We conclude that indeed, Σ̂i ∩ ∂ŜD̂,rˆ 6= ∅. This
establishes the above claim.
28See Section 2.3 of [30].
FERAL CURVES AND MINIMAL SETS 133
To finish proving Lemma 4.45, we let {d, d¯} be the nodal pair associated to Γ,
and we let (a′, q′) = vˆ(d) = vˆ(d¯) ∈ W . With vˆ−1(∂Br2(p)) = ∂Ŝ, {d, d¯} ∩ ∂Ŝ = ∅,∫
Σ̂
vˆ∗ω = 0, and because Σ̂i ∩ ∂ŜD̂,rˆ 6= ∅ for each i ∈ {1, 2}, it follows, since the
images of the maps vˆ|Σ̂i are open in an orbit cylinder, that there exists an  > 0
for which (a′+ 2, q′) ∈ (vˆ(Σ̂1)∩ vˆ(Σ̂2)) \ ∂Br2(p). Consequently, we define ζ1 ∈ Σ̂1
and ζ2 ∈ Σ̂2 by fixing ζ1 ∈ vˆ−1
(
(a′ + 2, q′)) ∩ Σ̂1 and ζ2 ∈ vˆ−1
(
(a′ + 2, q′)) ∩ Σ̂2.
Then by Gromov convergence, we have
vˆk ◦ φk(ζi)→ (a′ + 2, q′)
for each i ∈ {1, 2}. Also as a consequence of Gromov convergence, there exist
k → 0 such that
vˆk ◦ φk(Γ) ⊂ Bk(p′)
where p′ = (a′, q′) = vˆ(d) = vˆ(d¯). Inequality (103) then follows immediately. This
completes the proof of Lemma 4.45. 
We are now prepared to complete the proof of Lemma 4.40. Indeed, as above
we fix Γ ∈ {Γ1, . . . ,Γnd}, and we will consider u−1([a0,∞)×M) \ ∪∞k=1φk(Γ). By
construction, there exists sequences ak →∞ and k → 0 with k > 0 for which
u ◦ φk(z) ∈ [ak − k, ak + k]×M for all z ∈ φk(Γ).
In view of (93) we have the inequality ak+1 − ak ≥ 10 for large k. Because
Punct(S) <∞ and Genus(S) <∞, and because the φk(Γ) are all pairwise disjoint,
it follows that only finitely many connected components of u−1([a0,∞) × M) \
∪∞k=1φk(Γ) have closure which is non-compact, and infinitely many which have
compact closure. We denote this infinite set of compact closures by {Σˇk′}k′∈N,
and observe that by construction it is the case that for each k′ ∈ N we have
∂Σˇk′ ⊂ ∪∞k=1φk(Γ). In fact, for each k′ ∈ N there exists a finite set Fk′ ⊂ N such
that ∂Σˇk′ = ∪k∈Fk′φk(Γ). By virtue of the Σˇk′ being compact and with boundary
contained in ∪∞k=1φk(Γ), the application of Lemma 4.45 guarantees not only that
the function a ◦ u has an interior absolute maximum on each Σˇk′ , but also that for
all sufficiently large k′ the maximal value of a ◦ u over Σˇk′ is at least some uniform
threshold amount larger than the maximal value of a◦u along the boundary. More
precisely, there exists an  > 0 independent of k′ such that(
sup
ζ∈Σˇk′
a ◦ u(ζ)
)
−
(
sup
ζ∈∂Σˇk′
a ◦ u(ζ)
)
≥ .
Indeed, the uniformity of this inequality follows from Lemma 4.45. Now it follows
from Theorem 4 that there exists an ~ > 0 such that
∫
Σˇk′
u∗ω ≥ ~ for all sufficiently
large k′ ∈ N, which then implies that ∫
S
u∗ω =∞, which is impossible. This is the
desired contradiction which proves Lemma 4.40. 
4.5. Proof of Theorem 7: Existence Workhorse.
This section is devoted to the proof of Theorem 7. The main argument is pro-
vided in Section 4.5.2, however this relies on some preliminary notions established
in Section 4.5.1, and two technical results which are then proved in Section 4.5.3
and Section 4.5.4.
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4.5.1. Preliminaries. Recall that a gradient flow line of a smooth, but possibly
degenerate, real-valued function defined on a closed manifold N need not have a
unique point as its ω-limit set. That is to say, in general it may be the case that
for a gradient flow line γ : R → N there exist sequences of real numbers tk → ∞
and t′k → ∞ for which γ(tk) → p, γ(t′k) → p′, and p 6= p′. Nevertheless, both
p and p′ will be critical points of the associated function. This phenomenon is
also known for finite energy pseudoholomorphic curves, see [33]. Analogously, feral
curves need not have unique limits, but nevertheless by passing to a subsequence
one can extract the desired limit set which is indeed closed and invariant under the
flow of Xη. Here we make this precise with Definition 4.46 and Proposition 4.47
below.
Definition 4.46 (x-limit set).
Let (M,η) be a closed framed Hamiltonian manifold, and let (J, g) be an η-adapted
almost Hermitian structure on R×M . Let u = (u, S, j,W, J, µ,D) be a feral curve
in the sense of Definition 1.5. For each x ∈ R, define
Ξ̂x = Shx
(
((x− 1, x+ 1)×M) ∩ u(S)
)
⊂ (−1, 1)×M,
where for each x ∈ R, the map Shx : R ×M → R ×M is the shift map defined by
Shx(a, p) = (a − x, p). Let x = {xi}i∈N ⊂ R be a monotonic sequence with either
limi→∞ xi =∞ or limi→∞ xi = −∞. We then define the x-limit set of u to be the
following:
Lx :=
∞⋂
k=1
cl
( ∞⋃
i=k
Ξ̂xi
)
⊂ (−1, 1)×M
Proposition 4.47 (properties of x-limit set).
Let (M,η) be a closed framed Hamiltonian manifold, and let (J, g) be an η-adapted
almost Hermitian structure on R×M . Let u = (u, S, j,W, J, µ,D) be a feral curve
and x = {xi}i∈N ⊂ R be a monotonic sequence with |xi| → ∞. Then the x-limit of
u has the form (−1, 1)× Ξ, where Ξ ⊂ M is a closed set which is invariant under
the Hamiltonian flow of η.
Proof. The main technical tool to prove this result will be the following.
Lemma 4.48 (local invariance).
Let (M,η), (J, g), u, and x = {xi}i∈N be as above in Proposition 4.47. Then there
exists an 0 > 0 with the following property. If (a0, p0) ∈ Lx, and if || < 0, then
(a0 + , p0) ∈ Lx whenever |a0 + | < 1. Similarly if (a0, p0) ∈ Lx, and if || < 0,
then (a0, ϕ

η(p0)) ∈ Lx, where ϕη is the time  flow of the Hamiltonian vector field
associated to η.
We will prove Lemma 4.48 momentarily, however for the moment we use it to
complete the proof of Proposition 4.47. To that end, observe that Lemma 4.48 im-
mediately establishes that Lx = (−1, 1)×Ξ with Ξ invariant under the Hamiltonian
flow associated to η. Furthermore, by definition, Lx is the intersection of closed
sets, and hence itself closed. It is then elementary to deduce that Ξ is closed in M .
This completes the proof of Proposition 4.47. 
Proof of Lemma 4.48. We prove the case that xi →∞; the case that xi → −∞ is
essentially the same. To begin, we define 0 :=
1
4r1 where r1 = r1(M,η, J, g) > 0 is
the positive constant guaranteed by Theorem 5 (asymptotic connected-local area
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bound). We then suppose that (a0, p0) ∈ Lx, and q0 = ϕη(p0) for some || < 0.
By definition of Lx, there exists a sequence {ζk}k∈N ⊂ S and monotonic sequence
{ik}k∈N ⊂ N with ik → ∞ for which Shxik ◦ u(ζk) → (a0, p0). Note that since
ik →∞, we must have xik →∞.
We then define a sequence of pseudoholomorphic curves
uk = (uk, S˜k, jk,R×M,J, ∅, ∅)
where
S˜k := Sr1(ζk) ⊂ u−1
(Br1(u(ζk))) ⊂ S
is the connected component of u−1
(Br1(u(ζk))) containing ζk, and where jk := j∣∣S˜k
and uk := Shxik ◦ u; here Br(p) ⊂ R ×M denotes the open metric ball of radius
r centered at p. Note that by construction we have ζk ∈ S˜k for every k ∈ N, and
uk(ζk) → (a0, p0). By construction, we may also apply Theorem 5 (asymptotic
connected-local area bound), which guarantees that
Areau∗kg(S˜k) ≤ 1.
Also recall that u is a feral curve, and hence has finite genus, so by genus super-
additivity29 and the fact that S˜k ⊂ S, it follows that Genus(S˜k) is uniformly
bounded in k. Also because u is feral it follows that #(µ∪D) <∞, and xik →∞ so
that for all sufficiently large k we have (µ∪D)∩ S˜k = ∅, and hence the uk are stable
for all sufficiently large k. With uniform area bounds, uniform genus bounds, and
stability, it then follows from Theorem 2.36, target-local Gromov compactness, that
after passing to a subsequence (still denoted with subscripts k), there exist com-
pact Riemann surfaces with smooth boundary Ŝk ⊂ S˜k which satisfy the following
properties.
(1) ζk ∈ Ŝk for all i,
(2) uk(ζk)→ (a0, p0),
(3) uk(∂Ŝk) ∩ Br1/2((a0, p0)) = ∅
(4) (uk, Ŝk, jk,R ×M,J, ∅, ∅) → (u∞, Ŝ∞, j∞,R ×M,J, ∅, D∞) in a Gromov
sense, where the limit is a compact pseudoholomorphic curve with immersed
boundary.
Furthermore, we note that because u : S → R×M is a feral curve, it follows that∫
S
u∗ω < ∞, and because ω evaluates non-negatively on J-invariant planes and
because a ◦ u(ζk) ≥ xik − 1→∞, it follows that
∫
Sk
u∗kω → 0, and hence u∗∞ω = 0.
Recall that ker ω = Span(∂a, Xη). We conclude that u∞(Ŝ∞) is contained in R×Γ
where Γ is the finite union of trajectories of the Hamiltonian vector field Xη.
Letting Γp0 denote the Hamiltonian trajectory containing p0, we note from the
fact that uk(ζk) → (a0, p0) and by definition of Gromov convergence that there
exists a connected component Ŝ′∞ ⊂ Ŝ∞ for which u∞(Ŝ′∞) ⊂ R× Γp0 . Moreover,
(a0, p0) ∈ u∞(Ŝ′∞) ⊂ R × Γp and u∞(∂Ŝ′∞) ∩ Br1/2((a0, p0)) = ∅, from which it
follows that for each q0 = ϕ

η(p0) with || < 14r1 = 0 we have (a0, q0) ∈ u∞(Ŝ′∞).
But then by Gromov convergence, it follows that there exists a sequence ζ ′k ∈ Ŝk
such that uk(ζ
′
k) → (a0, q0), and hence the sequence ζ ′k ∈ S satisfies xik − 1 ≤
a ◦ u(ζ ′k) ≤ xik + 1 for all sufficiently large k ∈ N, so that (a0, q0) ∈ Lx as required.
29See Lemma 2.29.
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A similar argument shows that (a0 + , p0) ∈ Lx whenever || < 0, and |a0 + | < 1.
This completes the proof of Lemma 4.48. 
4.5.2. Main argument. In what follows, it may be useful to review the notion of a
marked nodal pseudoholomorphic curve as provided in Definition 2.30, as well as
the notion of a marked nodal Riemann surface as provided in Definition 2.20. The
latter specifically is expressed as (S, j, µ,D) where D = {d1, d1, d2, d2, . . .} is the
set of nodal points. Furthermore, as discussed after Remark 2.21, a (marked) nodal
Riemann surface gives rise to the topological space |S| obtained by identifying each
point in D with its corresponding nodal pair; in other words |S| = S/(di ∼ di). We
are now prepared to re-state the result we aim to prove here.
Theorem 7 (existence workhorse).
Let (M,η) be a compact framed Hamiltonian manifold with dim(M) = 3. Let
{ak}k∈N ⊂ R− be a sequence for which ak → −∞ monotonically. For each k ∈ N,
let (Jk, gk) be a η-adapted almost complex structure on R×M . Suppose that there
exists a positive constant C ≥ 1, and suppose that for each k ∈ N and each b ∈ [ak, 0]
there exists a stable30 unmarked but possibly nodal pseudoholomorphic curve
ubk =
(
ubk, S
b
k, j
b
k, (−∞, 1)×M,Jk, ∅, Dbk
)
with the following properties.
(P1) the topological space |Sbk| is connected (implying (P4) below),
(P2) ubk is compact and u
b
k(∂S
b
k) ⊂ (0, 1)×M ,
(P3) infζ∈Sbk a ◦ ubk(ζ) = b,
(P4) there exists a continuous path α : [0, 1]→ |Sbk| satisfying
a ◦ ubk ◦ α(0) = b and α(1) ∈ ∂Sbk,
(P5) Genus(Sbk) ≤ C,
(P6)
∫
Sbk
(ubk)
∗ω ≤ C,
(P7) #Dbk ≤ C,
(P8) the number of connected components of ∂Sbk is bounded above by C.
Furthermore, suppose that Jk → J¯ in C∞, and for each fixed k, and each pair
b, b′ ∈ [ak, 0] with b 6= b′ we have31
#
(
ubk(S
b
k) ∩ ub
′
k (S
b′
k )
) ≤ C.
Then there exists a closed set Ξ ⊂ M satisfying ∅ 6= Ξ 6= M which is invariant
under the flow of the Hamiltonian vector field Xη.
Before we prove this theorem, we illustrate the hypotheses with an example. We
consider for (M,η) the manifold R ×M equipped with (Jk, gk). Assume that for
fixed k there exists a family32 of embedded Jk-holomorphic disks with boundaries
in (0, 1)×M . We assume that any two different disks in the family do not intersect,
the image of a disk in the family lies in (−∞, 1) ×M and the set of minimum a-
values covers [ak, 0]. Since the genus is 0, the only additional assumption we need
is a uniform ω-energy bound. Thus we assume that we have such a sequence of
30 Here we mean stable in the sense described in Definition 2.31.
31 This is a geometric count of the intersection points of the images. It does not involve
multiplicities.
32 It is not assumed to be a continuous family!
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1
0
ak
Figure 4. For every k the figure shows a schematic family of
Jk-holomorphic embedded mutually disjoint disks whose minimal
R-projection covers the interval [ak, 0].
families, indexed by k, with the additional property that ak → −∞ as k → ∞.
That is, as we progress through the sequence, the associated families extend more
and more deeply into the negative end of R×M . Note that one can produce such
a system of disks in the case in which we have an exact33 symplectic cobordism
from an overtwisted contact manifold M+ on top to (M,η) on bottom. One can
then use Bishop’s theorem on disk fillings to construct the families. A complete
discussion of Bishop’s theorem can be found in [1]. Of course, these ideas must be
combined with the constructions and estimates derived in the current manuscript.
Allowing non-embedded curves and mutual intersections increases the complexity
of the argument. However, the basic idea can be seen in the special example which
we have just outlined.
Proof. We proceed via a proof by contradiction, and thus we begin by assuming
Theorem 7 is false. Our first step in deriving a contradiction is then to fix c ≥ 0
and define a sequence of manifolds and surfaces via the following:
Wk :=
(
1
k − 2,−ak
)×M,
Sk,c := S
ak+c
k(104)
Ŝk,c := (Shak ◦ uak+ck )−1(Wk) ⊂ Sk,c,(105)
where for each x ∈ R the shift map Shx is defined by
Shx : R×M → R×M
Shx(a0, q0) = (a0 − x, q0).
We then define pseudoholomorphic curves
(106) wk,c =
(
wk,c, Ŝk,c, jk,c,Wk, Jk, ∅, D̂k,c
)
where
D̂k,c = D
ak+c
k ∩ Ŝk,c
33 One should be able to remove the exactness assumption, see Remark 1.2.
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jk,c = j
ak+c
k
∣∣
Ŝk,c
wk,c = Shak ◦ uak+ck .(107)
Observe that by definition, we also see that there exists a continuous path of the
form α : [0, 1]→ |Ŝk,c| satisfying
a ◦ wk,c ◦ α(0) = c and a ◦ wk,c ◦ α(1) ≥ −ak = |ak| → ∞.(108)
Moreover, each wk,c : Ŝk,c →Wk = ( 1k − 2,−ak)×M ⊂ (−2,−ak)×M is a proper
map with empty intersection with (−∞, 0) ×M . To put this more geometrically,
observe that Ŝk,c ⊂ Sk,c \ ∂Sk,c and therefore wk,c : Ŝk,c → Wk has a natural
extension to wk,c : Sk,c → (−2,∞) ×M via wk,c = Shak ◦ uak,ck . Consequently we
may regard the set-wise boundary ∂Ŝk,c ⊂ Sk,c \ ∂Sk,c, in which case we have
sup
ζ∈∂Ŝk,c
a ◦ wk,c(ζ) = inf
ζ∈∂Ŝk,c
a ◦ wk,c(ζ) = −ak = |ak| → ∞.(109)
For later use, we also define the nodal Riemann surface (Sk,c, jk,c, Dk,c) by letting
Sk,c = S
ak+c
k as above and letting Dk,c = D
ak+c
k ∩ Sk,c. Recall that because the
(Jk, gk) are η-adapted almost Hermitian structures, it follows from Lemma 2.7 that
the (W,Jk, gk) are indeed almost Hermitian manifolds with the gk expressible as
gk := da⊗ da+ λ⊗ λ+ ω(·, Jk·).
Also recall that by construction, the triples (Wk, Jk, gk) properly exhaust the al-
most Hermitian manifold (−2,∞) ×M ⊂ R ×M in the sense of Definition 2.37.
Furthermore for each k ∈ N, the curve wk,c is a proper pseudoholomorphic curve in
(Wk, Jk), which can be included into R×M . Moreover, the symplectization coordi-
nate of each wk,c has absolute minimum of c; in other words, infζ∈Sk,c a◦wk,c(ζ) = c.
We now apply Theorem 3, which guarantees the existence of a sequence of positive
constants Cn, with the property that for every k ≥ n ∈ N we have
Areagk
(
Ŝnk,c
)
=
∫
Ŝnk,c
w∗k,c(da ∧ λ+ ω) ≤ Cn
where
Ŝnk,c := w
−1
k,c(Wn) ⊂ Ŝk,c.
We then apply Theorem 2.39 (exhaustive Gromov compactness), which guarantees
the existence of a proper stable nodal pseudoholomorphic curve without boundary
(w¯c, Sc, j¯c,R×M,J, ∅, Dc),
to which a subsequence of the wk,c converge. We now make the following claim.
Proposition 4.49 (feral limit curves).
Let c ≥ 0 and let
w¯c = (w¯c, Sc, j¯c,R×M,J, ∅, Dc),
be an exhaustive limit of some subsequence of the wk,c. Then w¯c is a feral pseudo-
holomorphic curve in the sense of Definition 1.5.
We postpone the proof of Proposition 4.49 until Section 4.5.3 below, and assume
its validity for the moment in order to complete the proof of Theorem 7. To that
end, we still aim to derive a contradiction, and thus we will need the following
result.
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Lemma 4.50 (bounded transverse intersections).
Consider non-negative numbers c, c′ ≥ 0 with c′ > c, and let k 7→ `k ∈ N be a strictly
increasing sequence for which w`k,c → w¯c and w`k,c′ → w¯c′ in an exhaustive sense.
Then the subset P ⊂ R ×M of transversal intersection points of the two curves,
which is defined by
P := {p ∈ R×M : there exists (ζ, ζ ′) ∈ Sc × Sc′ such that
w¯c(ζ) = p = w¯c′(ζ
′) and Tw¯c(ζ) t Tw¯c′(ζ ′)
}
,
satisfies34
#P ≤ C.
As before, we will postpone this proof until Section 4.5.4 below, and in the
meantime proceed with the proof of Theorem 7. We now construct a sequence of
feral curves in R ×M . We start with the sequence of pseudoholomorphic curves
given by {w`,0}`∈N, and pass to a subsequence so that this subsequences converge
(in an exhaustive Gromov sense) to the feral limit curve w¯0. We will need to keep
track of the subsequence in N which yields convergence, and thus we write
wk0ν ,0 → w¯0 as ν →∞.
We then consider the sequence of curves given by {wk0ν ,1}ν∈N. We pass to a further
subsequence to the obtain exhaustive Gromov convergence
wk1ν ,1 → w¯1.
We then consider the sequence of curves given by {wk1ν ,2}ν∈N, and we pass to a
further subsequence to obtain exhaustive Gromov convergence
wk2ν ,2 → w¯2.
In this way we pass to further and further subsequences and obtain a sequence of
converging sequences:
wk`ν ,` → w¯` for each ` ∈ N.
We then pass to the diagonal subsequence, k¯ν := k
ν
ν , which by definition has the
property that
wk¯ν ,` → w¯` for each ` ∈ N.
Recalling our notation, we then have
w¯` = (w¯`, S`, j¯`,R×M,J, ∅, D`).
We introduce another sequence of pseudoholomorphic curves denoted
v` =
(
v`,Σ`, `, (−1, 1)×M,J, ∅,∆`
)
and defined by
Σ` := w¯
−1
`
(
(`− 1, `+ 1)×M)
v` := Sh` ◦ w¯`
` := j`
∣∣
Σ`
∆` := D` ∩ Σ`.
34 Note that this a bound on the number of intersection points of the images and not the
number of parametrizing pairs.
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By construction, the v` are proper curves in (−1, 1)×M , and they have uniformly
bounded area and genus. Consequently, by Theorem 2.36, target-local Gromov
compactness, we can pass to a subsequence v`ν and find compact domains Σ˜` ⊂ Σ`
so that we have Gromov convergence(
v`ν , Σ˜`ν , `ν , (−1, 1)×M,J, ∅, ∆˜`ν
)→ (v,Σ, , (−1, 1)×M,J, ∅,∆)
as ν →∞; here ∆˜`ν = Σ˜`ν ∩∆`ν . Also recall that these Σ˜`ν have the property that
v−1`ν
(
[− 12 , 12 ]×M
) ⊂ Σ˜`ν .
We also define the sets, {Ξ̂`ν}ν∈N, by
Ξ̂`ν := Sh`ν
((
(`ν − 1, `ν + 1)×M
) ∩ w¯0(S0)).
We now make the following observation. Let `′ν be a subsequence of `ν ; then for
any such subsequence, the set
Ξ̂ :=
∞⋂
k=1
cl
( ∞⋃
ν=k
Ξ̂`′ν
)
is the x-limit set Lx of w¯0 : S0 → R×M for x = {a`′ν}ν∈N, in the sense of Definition
4.46. By Proposition 4.47, we have Lx = Ξ̂ = (−1, 1)×Ξ, where Ξ ⊂M is a closed
set which is invariant under the flow of the Hamiltonian vector field associated to
η.
At this point there are then three possible cases, where Ξ̂ = Lx:
Case I: Ξ̂ = ∅.
Note, however, that this case is impossible because the curve w¯0 is proper with-
out boundary but not compact and has image contained in [0,∞) ×M . Indeed,
properness follows as a consequence of w¯0 being feral, and it has image contained
in [0,∞) ×M as a consequence of exhaustive compactness together with the fact
that the approximating curves wk¯ν ,0 are a subsequence {w`,0}`∈N, and each w`,0
has image contained in [0,∞)×M by definition. To see that the curves are without
boundary and not compact, it is sufficient to recall properties of the approximat-
ing curves, {wk¯ν ,0}ν∈N ⊂ {w`,0}`∈N, and specifically the properties expressed in
equation (108) and equation (109) together with the definition of exhaustive com-
pactness.
Case II: ∅ 6= Ξ̂ 6= M .
This case ruled out by our contradiction hypothesis.
Case III: Ξ̂ = M .
We assume this to be true for the remainder of our proof and seek to derive a
contradiction. In fact, our contradiction hypothesis allows us to assume much
more, namely that for each subsequence {`′ν}ν∈N of {`ν}ν∈N we must have Ξ̂ = M
for the corresponding x-limit set Ξ̂. To proceed, let us define
v`ν =
(
v`ν , Σ˜`ν , `ν , (−1, 1)×M,J, ∅, ∆˜`ν
)
and
v = (v,Σ, , (−1, 1)×M,J, ∅,∆),
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and recall from above that v`ν → v in a Gromov sense as ν →∞. We then choose
a finite set of points Z ⊂ Σ \ (∆ ∪ ∂Σ), with the property that each point in Z is
an immersed point of v, v(z) 6= v(z′) for each z, z′ ∈ Z with z 6= z′, and for each
z ∈ Z we have v∗ω(z) 6= 0, and #Z > C. Such a set Z exists as a consequence
of target-local Gromov compactness and properties of the approximating curves;
specifically, a ◦ v has an absolute minimum of 0, and infζ∈∂Σ˜ a ◦ v(ζ) ≥ 12 . We
then let Q ⊂ Σ denote the union of pairwise disjoint disk-like neighborhoods of
the points in Z, each of which contains precisely one element of Z. We assume
that these disk-like neighborhoods are chosen so small that v : Q → R ×M is an
embedding. By Gromov convergence, there exist exist maps φ`ν : Q → Σ˜`ν for
which
(110) v`ν ◦ φ`ν → v in C∞(Q,R×M).
Next we note that by assumption (to derive a contradiction) it follows that after
passing to a subsequence of the `ν , denoted `
′
ν , there exists a sequence of finite sets
{Zν}ν∈N with Zν ⊂ S0 for each ν ∈ N with the property that Sh`′ν ◦w¯0(Zν)→ v(Z);
it may be helpful to recall that S0 is the domain of the curve w¯0. We then let r1 > 0
be the positive constant guaranteed by Theorem 5, and we then define a sequence
of open sets {Pν}ν∈N with
Pν ⊂ w¯−10
( ⋃
z∈Zν
Br1(w¯0(z))
)
⊂ S0,
and with the property that each connected component of each Pν has non-empty
intersection with Zν . Note that by shrinking r1 if necessary, we may assume that
the Br1
(
w¯0(z)
)
are pairwise disjoint, and hence each connected component of Pν
contains exactly one element of Zν , and that for all sufficiently large ν ∈ N the
number of connected components of Pν equals #Z. We note that from Theorem
5 it follows that Areaw¯∗0g(Pν) is uniformly bounded independent of ν, and the Pν
have uniformly bounded genus since they are all subsets of S0. We conclude from
Theorem 2.36, namely target-local Gromov compactness, that after passing to a
subsequence, denoted with subscripts `′νk , there exist compact Riemann surfaces
with boundary P˜νk ⊂ Pνk with the property that
Sh`′νk
◦ w¯0(∂P˜νk) ∩
⋃
z∈Z
B 1
2 r1
(
v(z)
)
= ∅,
while
Zνk ⊂ P˜νk \ ∂P˜νk and Sh`′νk ◦ w¯0(Zνk)→ v(Z),
and furthermore we can arrange to have Gromov convergence of the maps
(Sh`′νk
◦ w¯0, P˜νk , j¯0,R×M,J, µ¯0 ∩ P˜νk , D0 ∩ P˜νk)→ (wˇ, P˜ , jˇ,R×M,J, µˇ, Dˇ).
Importantly, by Theorem 6 (asymptotic curvature bound), the maps
Sh`′νk
◦ w0 : P˜`′νk → R×M
are immersions with uniformly bounded curvature. We conclude that that Dˇ = ∅,
and wˇ : P˜ → R ×M is an immersion, and, by Gromov convergence, there exist
embeddings ϕk : P˜ → P˜νk with the property that
(111) Sh`′νk
◦ w¯0 ◦ ϕk → wˇ in C∞(P˜ ,R×M).
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Note that by shrinking r1 if necessary, we may assume in fact that wˇ is an embed-
ding. Moreover, by construction v(Z) ⊂ wˇ(P˜ ), and, because ∪k∈NP˜νk ⊂ S0 and∫
S0
w¯∗0ω < ∞, it follows that wˇ∗ω ≡ 0. We conclude that wˇ : P˜ → R ×M and
v : Q → R ×M transversally intersect at v(Z); indeed, this follows from the fact
that wˇ∗ω ≡ 0 but that v∗ω 6= 0. Then by equation (110) and equation (111) and
Lemma 4.51, it follows that for all sufficiently large k the maps
Sh`′νk
◦ w¯0 ◦ ϕk : P˜ → R×M
and
v`′νk
◦ φ`′νk : Q→ R×M
intersect transversally at #Z > C points. However, by definition of the v`′νk
it
follows that the maps
Sh`′νk
◦ w¯`′νk : S`′νk → R×M
and the maps
Sh`′νk
◦ w¯0 : S0 → R×M
intersect transversally at #Z > C points. And hence the maps w¯`′νk
: S`′νk
→ R×M
and w¯0 : S0 → R ×M intersect transversally at #Z > C points. However, this
contradicts Lemma 4.50. This is the desired contradiction which completes the
proof of Theorem 7. 
We finish Section 4.5.2 with a lemma which we use without proof.
Lemma 4.51 (stability of transversal intersections).
Let Σ and Σ˙ each be a compact manifold with boundary and diffeomorphic to the
closed two-dimensional disk {z ∈ C : |z| ≤ 1}. Let W be a four dimensional
manifold, and let
u : Σ→W and u˙ : Σ˙→W
be embeddings, for which there exist ζ ∈ Σ \ ∂Σ and ζ˙ ∈ Σ˙ \ ∂Σ˙ with the property
that u(ζ) = u˙(ζ˙) and Tu(ζ) t T u˙(ζ˙). That is, u and u˙ intersect transversally at
u(ζ) = u˙(ζ˙). Then for any sequences {uk}k∈N and {u˙k}k∈N for which uk → u
and u˙k → u˙ in C∞, it is the case that for all sufficiently large k ∈ N, there exist
ζk ∈ Σ and ζ˙k ∈ Σ˙ with with the property that uk and u˙k intersect transversally at
uk(ζk) = u˙k(ζ˙k). In addition we may assume that ζk → ζ and ζ˙k → ζ˙.
4.5.3. Proof of Proposition 4.49. We begin with a restatement.
Restatement of Proposition 4.49 (feral limit curves).
Let c ≥ 0 and let
w¯c = (w¯c, Sc, j¯c,R×M,J, µ¯c, Dc),
be an exhaustive limit of some subsequence of the wk,c. Then w¯c is a feral pseudo-
holomorphic curve with µ¯c = ∅ in the sense of Definition 1.5.
As already mentioned before, the feral curve compactness theorem uses the R-
action in a less systematic way then in the SFT compactness theory. As previously
explained the reason is that we would need a better understanding of the behavior
of the ends in a ‘generic’ situation to give a compactness theorem comparable to
the SFT-compactness theory. At this point it is not even clear what the notion
of ‘generic’ has to be, or if even such a notion exists. With the current notion of
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Figure 5. The figure shows a sequence of disks converging in
an exhaustive Gromov compactness sense to a properly mapped
two-punctured sphere. A cap flies away to ∞ creating a second
end.
convergence there is in general loss of information which we shall describe by a few
examples. As a consequence of Theorem 4, it should be clear that it is impossible
for an arbitrarily large number of caps to “fly away to infinity” provided we have a
uniform ω-energy bound. Indeed, each such cap would remove at least an ~ > 0 of
ω-energy, leading to the absurd conclusion that the sequence of disks failed to have
uniform ω-energy bound. Figure 5 show an example of one such disk escaping to
infinity. Similarly, Figure 6 shows how it is possible for a sequence of curves with
genus one to limit to a once-punctured sphere because a handle escapes to infinity.
These are just two examples of what can happen, and below we provide a compre-
Figure 6. The figure shows a sequence of disks converging in
an exhaustive Gromov compactness sense to a properly mapped
one-punctured sphere shedding genus.
hensive discussion. We leave it to the reader to imagine an example which lacks
certain uniform topology bounds (like genus, connected components, etc) and hence
can have a sequence of compact curves which develops infinitely many connected
components or infinitely many nodal pairs. Indeed, without topological bounds,
the limit curve can get notably wild, however a key result of Proposition 4.49 is
that the limit is a feral curve, and hence has bounded topology. The reason for
this is that producing ends or producing nodal pairs or other examples of infinite
topology either requires approximating curves to have unbounded topology or un-
bounded ω-energy, each of which are excluded by the hypotheses of Proposition
4.49. The proof of this result, takes some effort, which we now provide.
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Proof. We begin by observing that as a result of Definition 2.38 (exhaustive Gromov
compactness) and properties of the ubk, it follows that
(w1) w¯c : Sc → R×M is proper,
(w2) a ◦ w¯c(Sc) = [c,∞),
(w3)
∫
Sc
w¯∗cω ≤ C
(w4) Genus(Sc) ≤ C.
Thus, to establish that w¯c is feral, it remains to establish that
(F1) #Dc <∞
(F2) #µ¯c = 0
(F3) #pi0(Sc) <∞
(F4) Punct(Sc) <∞
where Punct(S) is the number of generalized punctures (see Definition 1.3). We
note that #µ¯c = 0 since the wk,c had no marked points. Establishing the remaining
properties of a feral curve will take more effort than this, and so we first establish
some notation. For any topological space X, we will let pi0(X) denote the set of
connected components of X, and we let #pi0(X) denote the number of connected
components of X. We now establish the finiteness of the number of nodal points
and the number of connected components with Lemma 4.52 below.
Lemma 4.52 (Some bounds on the limit curve).
For the pseudoholomorphic curve
w¯c = (w¯c, Sc, j¯c,R×M,J, ∅, Dc),
defined above, the following inequalities hold.
(1) Genusarith(Sc, j¯c, Dc) ≤ 3C
(2) #pi0(Sc) < 6(1 + ~−1)C
(3) #Dc < 18(1 + ~−1)C;
where Genusarith(Sc, j¯c, Dc) is the arithmetic genus as in Definition 2.23 and 0 <
~ = ~(M,η, J, g¯, 1, C) is the positive constant guaranteed by Theorem 4.
We will postpone the proof of Lemma 4.52 until later; for now we continue
with the proof of Proposition 4.49, and to that end, all that remains is to estab-
lish that Punct(Sc) < ∞, which we will prove by contradiction. Thus, assuming
Punct(Sc) =∞, we make use of the following result.
Lemma 4.53 (impossible submanifold).
Let c ≥ 0 and let
w¯c = (w¯c, Sc, j¯c,R×M,J, ∅, Dc),
be an exhaustive limit of some subsequence of the wk,c. If Punct(Sc) = ∞ then
there exists a compact manifold with smooth boundary Σ ⊂ Sc with the following
properties.
(g1) #pi0(Σ) = #pi0(Sc)
(g2) #pi0(∂Σ) ≥ 12(1 + ~−1)C
(g3) each connected component of Sc \ (Σ \ ∂Σ) is non-compact.
Again we postpone the proof of Lemma 4.53 until after we have completed the
proof of Proposition 4.49. We pause for a moment to collect the structure of
our argument. We are proving Proposition 4.49, which amounts to establishing
properties (F1) - (F4). Property (F2) was easily established, and properties (F1)
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and (F3) are established by Lemma 4.52, although the proof is deferred until later.
All that remains is to prove property (F4), which is that Punct(Sc) <∞. We will
prove property (F4) by contradiction, and hence assume Punct(Sc) =∞, and as a
consequence of this contradiction hypothesis, we can apply Lemma 4.53, which will
guarantee the existence of a compact submanifold with smooth boundary Σ ⊂ Sc
with a number of implausible properties. In particular, Σ will have a very large
number of essential boundary components, and this is the feature that we will
exploit in order to derive our desired contradiction, which will hence establish that
indeed Punct(Sc) <∞. Thus, modulo the proofs of Lemma 4.52 and Lemma 4.53,
we will complete the proof of Proposition 4.49 by showing that although we have
#pi0(∂Σ) ≥ 12(1 + ~−1)C,
we must also have
#pi0(∂Σ) ≤ 11(1 + ~−1)C;
this will be the desired contradiction.
Continuing on with the proof of Proposition 4.49, we have assumed that
Punct(S) =∞,
and thus we may assume that the conclusions of Lemma 4.53 are true. Conse-
quently, we let S˜ = Σ0 be the surface guaranteed by Lemma 4.53, and we define
(S˜, j˜, D˜) to be the compact nodal Riemann surface with boundary for which j˜ := j
∣∣
S˜
and D˜ := D ∩ S˜.
Next we recall that w¯c is the exhaustive Gromov limit of a suitable subsequence
of the curves wk,c. We further recall that the domain of the former is (Sc, j¯c, Dc)
and the domains of the latter are (Ŝk,c, jk,c, D̂k,c); see equation (106). Also re-
call from equations (104) and (105) that we have defined the Riemann surfaces
(Sk,c, jk,c, Dk,c), which have the property that Ŝk,c ⊂ Sk,c and D̂k,c ⊂ Dk,c. We
then employ exhaustive Gromov compactness35 to obtain decorations r˜, rˆk,c, and
rk,c respectively for (S˜, j˜, D˜), (Ŝk,c, jk,c, D̂k,c) in the sense of Definition 2.22, and
(Sk,c, jk,c, Dk,c), and we obtain embeddings
φk : S˜
D˜,r˜ → ŜD̂k,c,rˆk,ck,c ↪→ SDk,c,rk,ck,c ,
for all sufficiently large k ∈ N. We then fix some sufficiently large k ∈ N, and we
define
Σ0 = S
Dk,c,rk,c
k,c , Σ1 := φk(S˜
D˜,r˜) ⊂ Σ0 and Σ2 := cl
(
Σ0 \ Σ1).
In particular, we will assume that k ∈ N has been chosen sufficiently large so that
for each connected component Σ′ of Σ2 for which ∂Σ′ ⊂ ∂Σ1 we have
sup
ζ∈Σ′
a ◦ uak+ck (ζ)− sup
ζ∈∂Σ′
a ◦ uak+ck (ζ) ≥ 1.
That k ∈ N can be chosen sufficiently large to arrange this follows from property
(g3) together with the definition of exhaustive Gromov convergence; see Definition
2.38. As a consequence of this inequality, we then immediately have the following.
35See Theorem 2.39.
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Lemma 4.54 (energy threshold acquired).
Let Σ′ be a connected component of Σ2 for which ∂Σ′ ⊂ ∂Σ1. Then∫
Σ′
(uak+ck )
∗ω ≥ ~,
where ~ = ~(M,η, J, g¯, 1, C) > 0 is the positive constant guaranteed by Theorem 4.
Proof. This follows immediately from Theorem 4. 
The reader should note that the situation described in the lemma is the phe-
nomenon where a cap, perhaps with some universally bounded genus, flies away.
Each such occurrence takes at least an ~-amount of ω-energy away. If for the initial
sequence of (compact) pseudoholomorphic curves the number of boundary compo-
nents as well as the total ω-energy is bounded, then the number of occurrences
just described must be bounded. Of course, we will need to establish the details
in order to get better bounds on constants. For now we now turn our attention to
more topological estimates.
We note that by property (g2) of Lemma 4.53 and the definition of Σ1, we have
(112) #pi0(∂Σ1) ≥ 12(1 + ~−1)C.
We then recall that the Euler characteristic is additive, so that
(113) χ(Σ0) = χ(Σ1) + χ(Σ2).
We also recall that the Euler characteristic is given by
(114) χ(Σ0) = 2#pi0(Σ0)− 2Genus(Σ0)−#pi0(∂Σ0),
and similarly for Σ1 and Σ2. Combining equations (113) and (114), we find
2#pi0(Σ0)− 2g(Σ0)−#pi0(∂Σ0)
= χ(Σ0) = χ(Σ1) + χ(Σ2)
= 2#pi0(Σ1)− 2g(Σ1)−#pi0(∂Σ1)
+ 2#pi0(Σ2)− 2g(Σ2)−#pi0(∂Σ2)
= 2#pi0(Σ1)− 2g(Σ1)−#pi0(∂Σ1)
+ 2#pi0(Σ2)− 2g(Σ2)−
(
#pi0(∂Σ0) + #pi0(∂Σ1)
)
,
where we have simplified the notation by writing g(Σ0) = Genus(Σ0), and to obtain
the final equality, we have made use of the following observation:
#pi0(∂Σ2) = #pi0(∂Σ0) + #pi0(∂Σ1).
After rearranging and simplifying, we have the following estimate.
#pi0(∂Σ1) = g(Σ0)− g(Σ1)− g(Σ2) + #pi0(Σ1) + #pi0(Σ2)−#pi0(Σ0)
≤ g(Σ0) + #pi0(Σ1) + #pi0(Σ2)(115)
Next we estimate the genus of Σ0, as follows:
Genus(Σ0) = Genus(S
Dk,c,rk,c
k,c )
= Genusarith(Sk,c, jk,c, Dk,c)
= #pi0(|Sk,c|)−#pi0(Sk,c) + Genus(Sk,c) + 12#Dk,c
≤ #pi0(|Sk,c|) + Genus(Sk,c) + 12#Dk,c
≤ 3C,(116)
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where to obtain the third equality we have employed Lemma A.1 from [13], and to
obtain the final inequality, we have used the fact that Sk,c = S
ak+c
k , and hence by
the assumptions of Theorem 7 we have #pi0(|Sk,c|) = 1 ≤ C, Genus(Sk,c) ≤ C, and
1
2#Dk,c ≤ 12C ≤ C. Combining inequality (115) with inequality (116) then yields
#pi0(∂Σ1) ≤ 3C + #pi0(Σ1) + #pi0(Σ2).(117)
We can then estimate #pi0(Σ1) as follows.
#pi0(Σ1) = #pi0(S˜
D˜,r˜) by Definition of Σ1
≤ #pi0(S˜) by properties of nodal curves
= #pi0(Sc) by Lemma 4.53
≤ 6(1 + ~−1)C by Lemma 4.52
Or in other words,
(118) #pi0(Σ1) ≤ 6(1 + ~−1)C.
To proceed further, we partition Σ2 into three disjoint sets denoted Σ
bdry
2 , Σ
int
2 ,
and Σconst2 ; here Σ
const
2 consists of connected components of Σ2 on which the map
uk is constant, Σ
bdry
2 consists of connected components of Σ2 which have non-trivial
intersection with ∂Σ0, and we define Σ
int
2 := Σ2 \ (Σconst2 ∪ Σbdry2 ).
As a consequence of the fact that the number of connected components of the
∂Sbk is uniformly bounded by C, it follows from the definition of Σ0 and Σ
bdry
2 that
we must have #pi0(Σ
bdry
2 ) ≤ C. Also, because the curves
ubk =
(
ubk, S
b
k, j
b
k, (−∞, 1)×M,Jk, ∅, Dbk
)
are stable and without marked points, it follows that each connected component of
Σconst2 must contain a nodal point in D
b
k. Recalling that #D
b
k ≤ C it follows that
#pi0(Σ
const
2 ) ≤ C. Combining these two inequalities then yields
(119) #pi0(Σ
const
2 ) + #pi0(Σ
bdry
2 ) ≤ 2C.
Lastly we note that Σint2 consists of connected components on which u
b
k is non-
constant, and ∂Σint2 ⊂ ∂Σ1, and hence by Lemma 4.54 and the assumption that
our curves have ω-energy bounded by C, we have
(120) ~ ·#pi0(Σint2 ) ≤
∫
Σint2
u∗k,cω ≤ C.
Here we have abused notation somewhat since, strictly speaking, Σint2 is a circle-
compactified surface rather than a domain of a pseudoholomorphic curve, however
this can be made rigorous by removing the added-special circles from Σint2 in the
above integral; in any case, the desired estimate ~·#pi0(Σint2 ) ≤ C holds. Combining
inequalities (118), (119), and (120) with inequality (117) then yields
#pi0(∂Σ1) ≤ 3C + 6(1 + ~−1)C + 2C + ~−1C
≤ 11(1 + ~−1)C.
However, combining the above inequality with inequality (112)
12(1 + ~−1)C ≤ #pi0(∂Σ1) ≤ 11(1 + ~−1)C
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which is the desired contradiction, which establishes that we must have Punct(Sc) <
∞. Thus, modulo the proofs of Lemma 4.52 and Lemma 4.53, we have completed
the proof of Proposition 4.49. 
We now turn our attention to the proof of Lemma 4.52. We begin with a re-
statement.
Restatement of Lemma 4.52 (Some bounds on the limit curve).
For the pseudoholomorphic curve
w¯c = (w¯c, Sc, j¯c,R×M,J, ∅, Dc),
defined above, the following inequalities hold.
(1) Genusarith(Sc, j¯c, Dc) ≤ 3C
(2) #pi0(Sc) < 6(1 + ~−1)C
(3) #Dc < 18(1 + ~−1)C;
where Genusarith(Sc, j¯c, Dc) is the arithmetic genus as in Definition 2.23 and 0 <
~ = ~(M,η, J, g¯, 1, C) is the positive constant guaranteed by Theorem 4.
Proof. In an effort to simplify notation a bit, we will drop the subscripts c, and
write, for example, w¯ and S instead of w¯c and Sc.
We begin by recalling Definition 2.23 which guarantees that
Genusarith(S, j, µ,D) = Genus(S
D,r
).
Moreover, the genus of a non-compact surface is obtained as the limit of genera
of an exhausting sequence of compact surfaces with boundary. By genus super-
additivity36, the definition of exhaustive Gromov compactness37, and properties of
the Sbk, it follows that
Genusarith(S, j¯,D) ≤ sup
k,b
Genusarith(S
b
k, j
b
k, D
b
k)(121)
However, recall Lemma A.1 from [13] which provides a formula for the arithmetic
genus of a compact Riemann surface with boundary:
Genusarith(S, j,D)(122)
= #pi0(|S|)−#pi0(S) +
( ∑
Σ∈pi0(S)
Genus(Σ)
)
+ 12#D.
In light of the bounds we have on Genus(Sbk) and #D
b
k due to the hypotheses of
Theorem 7, we immediately see that
(123) Genusarith(S, j¯,D) ≤ 1 + 2C ≤ 3C.
This establishes the first desired inequality; the next two will require a bit more
effort.
We pause for a moment to highlight the difficulty in proving the second desired
inequality, namely that
#pi0(S) < 6(1 + ~−1)C.
36See Lemma 2.29.
37See Definition 2.38.
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If the map w¯ were non-constant on each connected component of S, then of course
the estimate (in fact a better estimate) would follow quickly. Thus the main diffi-
culty is to establish a bound on the number of constant components. Because w¯
is stable, we could easily bound the number of constant components in terms of
the number of nodal points, but we do not have an a priori bound on that either,
since the number of nodal points can increase in the exhaustive Gromov limit of a
sequence of curves. Finally, it would also be easier to bound the number of constant
components if we knew that either the non-constant components were compact or
we knew that the number of nodal points was finite, however a priori we know
neither of these. As such, the path to obtaining the desired bound may not seem
straightforward, even though the basic idea is; that is, we essentially aim to use
the stability condition plus an energy threshold to bound the number of constant
components in terms of ω-energy. This is the tack we take, and we return to the
proof presently.
The next step is to define the set Ireg ⊂ R to be the intersection of the set
[c,∞)\a◦w¯(D) ⊂ (c,∞) with the set of regular values of the function a◦w¯ : S → R.
We note that Ireg is an open and dense subset of (c,∞). Next, for each x ∈ Ireg
we define a compact nodal Riemann surface (Sx, jx, Dx) in the following manner.
First, we enumerate the connected components of S by Sk, so that S =
⋃∞
k=1 Sk.
Next, on each connected component Sk we choose ζk ∈ Sk so that
inf
ζ∈Sk
a ◦ w¯(ζ) = a ◦ w¯(ζk).
We denote the collection of these points by Z = {ζ1, ζ2, . . .}. For each x ∈ Ireg we
then define
Σx := (a ◦ w¯)−1((−∞, x])
Sx := {Σ ∈ pi0(Σx) : Z ∩ Σ 6= ∅ and a ◦ w¯(Z ∩ Σ) ≤ x− 1 }
Observe that Sx is a finite set. It is worth pausing to describe this set Sx. Indeed,
this can be regarded as a set of “essential” connected components of Σx, where by
essential we mean those components which contain both a marker ζk which identifies
connected components of S, and those components on which the minimum value
of a ◦ w¯ differs from x (which will often be that maximal value of a ◦ w¯) by at
least 1. We will exploit these features momentarily, but we first must continue our
definition of Sx.
Next we aim to define a certain collection of Riemann surfaces which we denote
Stabx. To do this, we let 2S
x
denote the power set of Sx, we let σ : D → D denote
the involution satisfying σ(di) = di and σ(di) = di for each di, di ∈ D and we say
a triple (Σ˜, j˜, D˜) is w¯-stable provided it is a nodal Riemann surface with Σ˜ ⊂ S
D˜ ⊂ D, and for each connected component Σ ⊂ Σ˜ for which w¯ : Σ→W is constant
we have
2Genus(Σ) + #(D˜ ∩ Σ) ≥ 3.
We then define Stabx via the following.
Stabx :=
{
(Σ˜, j˜, D˜) : Σ˜ =
⋃
Σ∈A
Σ where A ∈ 2Sx , j˜ = j∣∣
Σ˜
D˜ ⊂ Σ˜ ∩D satisfies σ(D˜) = D˜
and (Σ˜, j˜, D˜) is w-stable
}
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Figure 7. Two examples of the set Sx. In the left figure it has two
elements and in the right figure one element. These components
are obtained from the sets indicated by taking those points for
which a ◦ w¯ takes a value not exceeding x.
Observe that Sx for x ∈ (c,∞) is nonempty. We introduce a partial order on Stabx
by defining (Σ˜1, j˜1, D˜1) ≤ (Σ˜2, j˜2, D˜2) if and only if Σ˜1 ⊂ Σ˜2 and D˜1 ⊂ D˜2. Finally,
we note that given two elements (Σ˜1, j˜1, D˜1), (Σ˜2, j˜2, D˜2) ∈ Stabx their union (in
the obvious manner) is again in Stabx, and hence the partially ordered set Stabx
has a greatest element. We define (Sx, jx, Dx) to be the greatest element of Stabx.
At this point, we have defined the compact nodal Riemann surface (Sx, jx, Dx),
which may have boundary.
The definition provided may seem convoluted, however it has a number of fea-
tures we now state and will exploit momentarily.
First, we note that for each x, y ∈ Ireg with x < y, we have #pi0(Sx) ≤
#pi0(S
y) ≤ #pi0(S), and
⋃
x∈Ireg S
x = S, from which we conclude that
(124) lim
x→∞#pi0(S
x) = #pi0(S).
Similarly, for each x, y ∈ Ireg with x < y, we have
Genusarith(S
x, jx, Dx) ≤ Genusarith(Sy, jy, Dy),
and by definition of the arithmetic genus, we have
(125) lim
x→∞Genusarith(S
x, jx, Dx) = Genusarith(S, j¯,D).
Second, we let ~ = ~(M,η, J, g¯ > 0, 1, C) > 0 be the positive constant guaranteed
by Theorem 4, which has the property that on each connected component Σ of Sx
on which w¯ is non-constant, we have∫
Σ
w¯∗ω ≥ ~.
To make use of this property, we first decompose Sx into two sets, Sxconst and S
x
nc,
where Sxconst is the union of connected components on which w¯ is constant and
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Sxnc = S
x \Sxconst, and we then recall that ω evaluates non-negatively on J-complex
lines, so that by properties of the wk and exhaustive Gromov compactness, we have
(126) C ≥
∫
Sxnc
w¯∗ω ≥ ~ ·#pi0(Sxnc).
Third, the w¯-stability condition guarantees that for each Σ ∈ Sxconst we have
2Genus(Σ) + #(Dx ∩ Σ) ≥ 3.
To make use of this, it will be convenient to define
Sxconst(k) :=
{
Σx ∈ pi0(Sxconst) : Genus(Σx) = k
}
,
in which case we can estimate:
(127) 3#pi0
(
Sxconst(0)
)
+ #pi0
(
Sxconst(1)
) ≤ #Dx.
We are now prepared to complete the proof of Lemma 4.52. As above, we have a
formula for the arithmetic genus of (Sx, jx, Dx) given by
Genusarith(S
x, jx, Dx)(128)
= #pi0(|Sx|)−#pi0(Sx) +
( ∑
Σx∈pi0(Sx)
Genus(Σx)
)
+ 12#D
x.
We then note that
#pi0(S
x) = #pi0(S
x
nc) +
∞∑
k=0
#pi0
(
Sxconst(k)
)
,
and we recall that∑
Σx∈pi0(Sx)
Genus(Σx) = Genus(Sxnc)+
∞∑
k=1
k ·#pi0
(
Sxconst(k)
) ≥ ∞∑
k=1
k ·#pi0
(
Sxconst(k)
)
which is finite since sup{k ∈ N : Sxconst(k) 6= ∅} ≤ Genus(S) ≤ C.
Combining the above two (in)equalities with inequality (127) and the formula
for the arithmetic genus then yields the following.
Genusarith(S
x, jx, Dx)
= #pi0(|Sx|)−#pi0(Sx) +
( ∑
Σx∈pi0(Sx)
Genus(Σx)
)
+ 12#D
x
≥ #pi0(|Sx|)−#pi0(Sxnc)−
∞∑
k=0
#pi0
(
Sxconst(k)
)
+
∞∑
k=1
k ·#pi0
(
Sxconst(k)
)
+ 32#pi0
(
Sxconst(0)
)
+ 12#pi0
(
Sxconst(1)
)
= #pi0(|Sx|)−#pi0(Sxnc) +
∞∑
k=1
(k − 1) ·#pi0
(
Sxconst(k)
)
+ 12#pi0
(
Sxconst(0)
)
+ 12#pi0
(
Sxconst(1)
)
≥ #pi0(|Sx|)−#pi0(Sxnc) + 12#pi0(Sxconst)
≥ −#pi0(Sxnc) + 12#pi0(Sxconst).
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Or in other words,
2Genusarith(S
x, jx, Dx) + 2#pi0(S
x
nc) ≥ #pi0(Sxconst),
and thus
#pi0(S
x) ≤ 2Genusarith(Sx, jx, Dx) + 3#pi0(Sxnc).
Next, we recall equations (124), (125) and (126), which guarantee the following
#pi0(S) = lim
x→∞#pi0(S
x)
≤ lim
x→∞ 2Genusarith(S
x, jx, Dx) + 3~−1C
= 2Genusarith(S, j¯,D) + 3~−1C
≤ 2(1 + 2C) + ~−13C,
≤ 6(1 + ~−1)C
where to obtain the second inequality we have employed inequality (123). This
establishes the desired bound on the number of connected components of S, and
proves the second part of the conclusions of Lemma 4.52.
To establish the third part of Lemma 4.52, we recall equation (128), which states
the following.
Genusarith(S
x, jx, Dx)
= #pi0(|Sx|)−#pi0(Sx) +
( ∑
Σx∈pi0(Sx)
Genus(Σx)
)
+ 12#D
x
Solve for #Dx and pass to the limit as x→∞ in Ireg to obtain the following:
#D = 2Genusarith(S, j¯,D)− 2#pi0(|S|) + 2#pi0(S)− 2
( ∑
Σ∈pi0(S)
Genus(Σ)
)
≤ 2Genusarith(S, j¯,D) + 2#pi0(S)
≤ 6C + 12(1 + ~−1)C
≤ 18(1 + ~−1)C
This is the desired estimate, which then completes the proof of Lemma 4.52. 
At this point we note that we have proved Proposition 4.49 modulo only the
proof of Lemma 4.53, and so we turn our attention to that. First however, it will
be important to define a procedure called a cut. We make the definition precise
below.
Definition 4.55 (cut).
Let u : S → R ×M be a proper pseudoholomorphic map. Letting Ireg denote the
regular values of a ◦ u, and assuming a ◦ u(z) ∈ Ireg, we define cutz(S) by first
defining Γz to be the connected component of (a ◦ u)−1
(
a ◦ u(z)) containing z, and
we let cutz(S) be the surface obtained by gluing in two disjoint copies of Γz into
S \ Γz.
For example, suppose u : R × S1 → R × M is a proper pseudoholomorphic
cylinder for which the function a◦u has no critical points, then for each z ∈ R×S1
the surface cutz(R×S1) is diffeomorphic to the disjoint union of (−∞, 0]×S1 and
[0,∞)× S1.
We now recall what we will prove.
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Restatement of Lemma 4.53 (impossible submanifold).
Let c ≥ 0 and let
w¯c = (w¯c, Sc, j¯c,R×M,J, ∅, Dc),
be an exhaustive limit of some subsequence of the wk,c. If Punct(Sc) = ∞ then
there exists a compact manifold with smooth boundary Σ ⊂ Sc with the following
properties.
(g1) #pi0(Σ) = #pi0(Sc)
(g2) #pi0(∂Σ) ≥ 12(1 + ~−1)C
(g3) each connected component of Sc \ (Σ \ ∂Σ) is non-compact.
Proof. As in the proof of Lemma 4.52, we will attempt to simplify notation a bit
by dropping the subscripts c, and writing, for example, w¯ and S instead of w¯c and
Sc.
Our first step is to put precisely one special point, ζk, on each connected compo-
nent of S. We denote the set of such points Z = {ζ1, . . . , ζn}, and note that this set
is finite as a consequence of Lemma 4.52. By assumption we have Punct(w¯) =∞,
so it follows that there exists x0 > 0 with the property that for each x > x0, the
number of non-compact connected components of S \ (a ◦ w¯)−1((−∞, x)) is greater
than or equal to 12(1 + ~−1)C. To make use of this, we first define Ireg to be the
intersection of the sets R \ a ◦ w¯(D) and the set of regular values of the function
a ◦ w¯ : S → R. We then choose x0 sufficiently large so that for each x ∈ Ireg with
x > x0, and for Σ
x := (a ◦ w¯)−1((−∞, x]) we have
(1) Z ∪D ⊂ Σx,
(2) Genus(Σx) = Genus(S),
(3) each compact connected component of S is contained in Σx,
(4) the number of non-compact connected components of S \ (Σx \ ∂Σx) is
greater than 12(1 + ~−1)C.
We note that the existence of such a x0 relies both on the validity of Lemma 4.52 and
the assumption that Punct(w¯) = ∞. We henceforth assume x ∈ Ireg with x > x0
has been fixed. We also note an important property, namely that as a consequence
of the fact that Genus(Σx) = Genus(S), it follows that any embedded loop removed
from S \Σx disconnects the surface S; this follows from genus super-additivity and
an straightforward Euler characteristic argument.
Next, we enumerate the set of non-compact connected components of S \ (Σx \
∂Σx) as E1, . . . , Em with
m ≥ 12(1 + ~−1)C.
Also, for each k ∈ {1, . . . ,m} we choose a continuous path γk : [0, 1] → S, each
with the property that γk(0) ∈ Z and γk(1) ∈ ∂Ek. At this point, we fix a x′ ∈ Ireg
with x′ > x with the additional property that
m⋃
k=1
γk
(
[0, 1]
) ⊂ Σx′ .
Next, we enumerate the non-compact ends of S\(Σx′ \∂Σx′) via E′1, E′2, . . . , E′m′ .
We also extend each γk : [0, 1]→ S to continuous γk : [0, 2]→ S so that
(129) γk(1, 2) ⊂ S \ Σx
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x
Z
x’
Figure 8. The figure illustrates the construction. It shows x,
x′ and the extended curves γk. The actual situation can be in
generally much wilder. In our case we have above x′ only non-
compact components (not shown), i.e. E′1,...,E
′
m. A later figure
will show additional possible features.
and for each k ∈ {1, . . . ,m} we have
(130) γk(t) ∈ ∪m′i=1E′i if and only if t = 2.
We then obtain a new surface, denoted by Σ˜, by cutting S at the circles associated
to the points γ1(2), . . . , γm(2), and defining Σ˜ to be the union of the connected
components of the cut surface which have non-empty intersection with Z.
We pause for a moment to consider the properties of the surface Σ˜, since it is
close to the surface we seek. To that end, we first observe that ∂Σ˜ ⊂ ∪m′k=1∂E′k;
this follows from equations (129) and (130).
Second, we claim that #pi0(Σ˜) = n = #pi0(S). To see this, first note that
by definition Z ⊂ Σ˜ ⊂ S, and each element of Z lies on a different connected
component of S, and hence #pi0(Σ˜) ≥ #pi0(S) = n; and because each connected
component of Σ˜ must contain a point in Z, the opposite inequality must hold as
well.
Third, we claim that #pi0(∂Σ˜) = m ≥ 12(1 + ~−1)C. To establish this, it is
important to observe that ∪mk=1γk([0, 2]) ⊂ Σ˜. To see this, recall that equation
(130) guarantees that for each k ∈ {1, . . . ,m}, we have γk(t) ∈ ∪m′i=1Ei if and
only if t = 2; furthermore, since ∂Σ˜ ⊂ ∪m′k=1∂E′k, it follows that each γk([0, 2])
is contained in a connected component of the surface obtained by cutting S at
the circles associated to the points γ1(2), . . . , γm(2). However, because γk(0) ∈ Z
for k ∈ {1, . . . ,m}, and Z ⊂ Σ˜, it follows that indeed, ∪mk=1γk([0, 2]) ⊂ Σ˜. We
can now prove that #pi0(∂Σ˜) = m. To see this, recall that by construction, for
each k ∈ {1, . . . ,m}, the point γk(1) is an element of a connected component of
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Figure 9. Left: In this case Z consists of one point and we
have four non-compact components E1, .., E4. We also have four
E′1, ., E
′
4. Right: The set Σ˜, which we note is not compact. This
set has already a lot of desirable properties. Below: The desired
set Σ is obtained by trimming it further.
S \ (Σx \ ∂Σx), and moreover no two such points γk(1) and γk′(1) are contained in
the same connected component of S \ (Σx \ ∂Σx). Furthermore, by equation (129)
we have γk((1, 2)) ⊂ S \Σx, and since γk(2) ∈ ∂Σ˜ for each k ∈ {1, . . . ,m}, it follows
that #pi0(∂Σ˜) ≥ m. The equality #pi0(∂Σ˜) = m follows from the fact that each
connected component of ∂Σ˜ contains one point of the form γk(2).
Fourth, and finally, we claim that each connected component of S\(Σ˜\∂Σ˜) is non-
compact. To establish this, let us define Σ̂ to be the surface obtained by cutting S at
the circles associated to the points γ1(2), . . . , γm(2); recall that Σ˜ is then defined to
be the union of the connected components of Σ̂ which have non-empty intersection
with Z. Consequently, suppose Σ is a compact connected component of Σ̂ . There
are two cases to consider. In the first case, ∂Σ = ∅, in which case it follows that
Σ∩Z 6= ∅ by definition of Z. In the second case, ∂Σ 6= ∅, it follows that ∂Σ has non-
trivial intersection with the set {γ1(2), γ2(2), . . . , γm(2)}. It then follows from the
fact that ∂Σ˜ ⊂ ∪m′k=1∂E′k, that either Σ ⊂ Σ˜ or else Σ ⊂ ∪m
′
k=1E
′
k. However, since
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each connected component of ∪m′k=1E′k is non-compact and Σ is compact, it follows
that we must have Σ ⊂ Σ˜. Thus whenever Σ is a compact connected component
of Σ̂, we have Σ ⊂ Σ˜. Summarizing, we have constructed a surface Σ˜ ⊂ S with the
properties
(1) ∂Σ˜ ⊂ ∪m′k=1∂E′k
(2) #pi0(Σ˜) = n = #pi0(S)
(3) #pi0(∂Σ˜) = m ≥ 12(1 + ~−1)C.
(4) each connected component of S \ (Σ˜ \ ∂Σ˜) is non-compact.
Observe that we would have found the desired Riemann surface if only Σ˜ had
been compact. Since Σ˜ need not be compact, we must trim it further to obtain
the desired surface. To that end, we fix, x′′ ∈ Ireg with x′′ > x′. We then define
E′′ to be the union of the interiors of the non-compact connected components of
Σ˜ ∩ (a ◦ w)−1([x′′,∞)), and we define Σ to be the set of all points in p ∈ Σ˜ for
which there exists a continuous path in Σ˜ \ E′′ from x to Z.
We now establish the required properties. First we note that Σ˜ \E′′ is compact,
and Σ ⊂ Σ˜ \ E′′ is closed, so that Σ is indeed compact. Again, every connected
component of Σ is path-connected to Z, and hence #pi0(Σ) = n = #pi0(S). Also
by construction ∂Σ˜ ⊂ ∂Σ, and hence
#pi0(∂Σ) ≥ #pi0(∂Σ˜) = m ≥ 12(1 + ~−1)C.
Finally, we claim that each connected component of S\(Σ\∂Σ) is non-compact. To
see this, we first note that each connected component of S \ (Σ˜\∂Σ˜) is a connected
component of S\(Σ\∂Σ), and we have already established that each of these is non-
compact. Thus it is sufficient to show that the connected components of Σ˜\(Σ\∂Σ)
are non-compact. Observe that any connected component of Σ˜ \ (Σ \ ∂Σ) having
nontrivial intersection with E′′ must be non-compact. However, by definition of
Σ, any point p ∈ Σ˜ \ (Σ \ ∂Σ) has the property that every path connecting p
to Z will intersect E′′. In other words, the connected component of Σ˜ \ (Σ \ ∂Σ)
which contains such a p must also contain a connected component of E′′, and hence
must be non-compact. This establishes all the required properties of Σ, and hence
completes the proof of Lemma 4.53. 
We now observe that we have completed the proof of Proposition 4.49, including
all dependencies.
4.5.4. Proof of Lemma 4.50.
Restatement of Lemma 4.50 (bounded transverse intersections).
Consider non-negative numbers c, c′ ≥ 0 with c′ > c, and let k 7→ `k ∈ N be a strictly
increasing sequence for which w`k,c → w¯c and w`k,c′ → w¯′c in an exhaustive sense.
Then the subset P ⊂ R ×M of transversal intersection points of the two curves,
which is defined by
P := {p ∈ R×M : there exists (ζ, ζ ′) ∈ Sc × Sc′ such that
w¯c(ζ) = p = w¯c′(ζ
′) and Tw¯c(ζ) t Tw¯c′(ζ ′)
}
,
satisfies
#P ≤ C.
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Proof. We will proceed via a proof by contradiction, and assume that #P > C.
Consequently there exist distinct p1, . . . , pn ∈ R ×M with n > C, and there exist
ζ1, . . . , ζn ∈ S and ζ ′1, . . . , ζ ′n ∈ S
′
with the property that
w¯c(ζk) = pk = w¯c′(ζ
′
k) and Tw¯c(ζk) t Tw¯c′(ζ ′k)
for each k ∈ {1, . . . , n}. Because the p1, . . . , pn are distinct and because w¯c and
w¯c′ are respectively immersions at the points ζk and ζ
′
k for each k ∈ {1, . . . , n} it
follows that we may find closed disks ∆1, . . . ,∆n ⊂ Sc and ∆′1, . . . ,∆′n ⊂ Sc′ which
are pairwise disjoint, and satisfy ζk ∈ ∆k \ ∂∆k and ζ ′k ∈ ∆′k \ ∂∆′k, and for which
the maps
w¯c :
n⋃
k=1
∆k → R×M and w¯c′ :
n⋃
k=1
∆′k → R×M
are embeddings.
We then note as a consequence of the definition of exhaustive Gromov compact-
ness, there exist, for all sufficiently large k ∈ N, embeddings
φ`k :
n⋃
ν=1
∆ν → S`k,c and φ′`k :
n⋃
ν=1
∆′ν → S`k,c′
with the property that the maps
w`k,c ◦ φ`k :
n⋃
ν=1
∆ν → R×M and w`k,c′ ◦ φ′`k :
n⋃
ν=1
∆′ν → R×M
respectively converge in C∞ to
w¯c :
n⋃
ν=1
∆ν → R×M and w¯c′ :
n⋃
ν=1
∆′ν → R×M.
Then by Lemma 4.51, it follows that for all sufficiently large k ∈ N there exist
distinct
z1, . . . , zn ∈ φ`k
( n⋃
ν=1
∆ν
)
⊂ S`k,c and z′1, . . . , z′n ∈ φ′`k
( n⋃
ν=1
∆′ν
)
⊂ S`k,c′
for which w`k,c(zν) = w`k,c′(z
′
ν) for ν ∈ {1, . . . , n}. Recall equation (107) which
guarantees
wk,c = Shak ◦ uak+ck
where Shx is the shift map Shx(a, p) = (a − x, p), and the uak+ck are of the curves
ubk specified in the hypotheses of Theorem 7. Consequently,
Sha`k ◦ u
a`k+c
`k
(zν) = w`k,c(zν) = w`k,c′(z
′
ν) = Sha`k ◦ u
a`k+c
′
`k
(z′ν)
and hence
u
a`k+c
`k
(zν) = u
a`k+c
′
`k
(z′ν)
for ν ∈ {1, . . . , n} with n > C. Recall equation (104) which guarantees that
S`k,c = S
a`k+c
`k
and S`k,c′ = S
a`k+c
′
`k
, and hence we conclude that
#
(
u
a`k+c
`k
(S
a`k+c
`k
) ∩ ua`k+c
′
`k
(S
a`k+c
′
`k
)
)
> C,
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for all sufficiently large k ∈ N. However this contradicts the hypothesis of Theorem
7 which states
#
(
ubk(S
b
k) ∩ ub
′
k (S
b′
k )
) ≤ C
for all b, b′ ≥ 0 and k ∈ N. This is the contradiction we have sought, and hence the
proof of Lemma 4.50. 
Appendix A. Minor Miscellanea
A.1. Riemannian Recollections. Let (M, g) be a Riemannian manifold of di-
mension n. Recall that the metric g uniquely determines a torsion-free metric
connection, called the Levi-Civta connection. We denote the associated covariant
derivative by ∇. That is, ∇ satisfies
∇XY −∇YX = [X,Y ] and ∇〈X,Y 〉g = 〈∇X,Y 〉g + 〈X,∇Y 〉g.
Let p ∈M , and let x = (x1, . . . , xn) be local coordinates near p so that x(p) = 0 ∈
Rn. We express g in local coordinates by the following.
g = gij dx
i ⊗ dxj
Here, and throughout, we employ Einstein’s notation for summing over repeated
indices. We also uniquely define n2 functions gij by the equations
gi`g`j = δ
i
j
with δij the Kronecker delta. In this case we may express ∇ in local coordinates as
∇Xi∂xi (Y j∂xj ) = XidY j(∂xi)∂xj +XiY jΓkij∂xk ,
where Γkij are the Christoffel symbols, which are given by
(131) Γkij =
1
2g
k`
(
gi`,j + gj`,i − gij,`
)
where gij,k =
∂
∂xk
gij . It is worth noting that
0 = ∇∂
xk
(δij)
= ∇∂
xk
(dxi(∂xj ))
= (∇∂
xk
dxi)(∂xj ) + dx
i(∇∂
xk
∂xj )
= (∇∂
xk
dxi)(∂xj ) + dx
i(Γ`kj∂x`)
= (∇∂
xk
dxi)(∂xj ) + Γ
i
kj
from which we conclude that
∇∂
xk
dxi = −Γ`kidx`.
Recall that given a point p ∈ M and a (sufficiently small) vector Z ∈ TpM ,
there exists unique geodesic emanating from p with initial velocity Z. That is to
say, there exists a unique solution γ : [0, 1]→M to the initial value problem
(132) ∇γ˙(t)γ˙(t) = 0 and γ(0) = p, γ′(0) = Z.
The exponential map associated to g, denoted expgp : TpM → M , is defined by
expgp(Z) = γ(1) where γ solves the differential equation (132). Furthermore, given
an orthonormal basis (Z1, . . . , Zn) of TpM , we define normal geodesic polar coor-
dinates x = (x1, . . . , xn) near p by the following
xi(q) =
〈
(expgp)
−1(q), Zi
〉
g
.
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Recall that in these normal geodesic coordinates, we have the following
(133) gij(p) = δij and Γ
k
ij(p) = 0.
Furthermore, we also have
(134)
∂
∂xk
gij(p) = 0.
To see that equation (134) holds, we simply compute
∂
∂xk
gij = ∇∂
xk
〈∂xi , ∂xj 〉g
= 〈∇∂
xk
∂xi , ∂xj 〉g + 〈∂xi ,∇∂xk∂xj 〉g
= 〈Γ`ki∂x` , ∂xj 〉g + 〈∂xi ,Γ`kj∂x`〉g
evaluating at p and employing equation (133) then establishes equation (134).
We now consider R ×M with (M, g) as above, a coordinate a on R, and the
metric g¯ := da⊗ da + g. Fix a point (p0, p1) ∈ R×M and fix (Z1, Z2, . . . , Zn) an
orthonormal basis of Tp1M , and let (x
1, . . . , xn) denote the associated normal geo-
desic coordinates defined near p1. We extend these to coordinates (x
0, x1, . . . , xn)
by taking x0 = a. We now claim the following.
Lemma A.1 (properties of g and Γ).
In the coordinates (x0, . . . , xn) established above, the following hold.
(135) g¯ij(p1, p2) = δij and Γ
k
ij(p0, p1) = 0,
where Γ
k
ij are the Christoffel symbols associated to g¯ in the coordinates (x
0, . . . , xn).
Moreover, in these local coordinates, we have
(136)
∂
∂x0
g¯ij = 0 =
∂
∂x0
Γ
k
ij .
Proof. For ease of notation, we write p¯ = (p0, p1). Begin by observing that whenever
0 /∈ {i, j, k} we have g¯ij(p¯) = δij and Γkij(p¯) = 0. This follows from the fact that
the (x1, . . . , xn) for normal geodesic coordinates associated to g. Next observe that
by definition of g¯ we have g¯00 = 1, and because g¯ is a product metric, it follows
that g¯0j = 0 = g¯j0 for j ∈ {1, . . . , n}. These results establish the first equality in
equation (135).
We next aim to prove that Γ
k
ij(p¯) = 0 when 0 ∈ {i, j, k}. To that end, first observe
that g¯i0 = g¯0i = δi0, g¯
ij = gij whenever 0 /∈ {i, j}, and all g¯ij are independent of
x0. This latter fact together with the formula for the Christoffel symbols given
in equation (131) then guarantee equation (136). Furthermore, the term (gj`,i +
gi`,j − gij,`) in equation (131) vanishes whenever 0 ∈ {i, j, `}. If 0 /∈ {i, j, k}, then
in particular k 6= 0 so that
Γ
k
ij =
n∑
`=0
1
2g
k`
(
gi`,j + gj`,i − gij,`
)
=
n∑
`=1
1
2g
k`
(
gi`,j + gj`,i − gij,`
)
,
and hence for 0 /∈ {i, j, k} we have Γkij(p0, p1) = Γkij(p1) = 0. We conclude that
for arbitrary (i, j, k) we have Γ
k
ij(p0, p1) = 0. This completes the proof of Lemma
A.1. 
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Corollary A.2 (properties of g and Γ).
In the coordinates as above, we have
∇∂xi∂xj
∣∣
(p0,p1)
= 0 and ∇∂xidxj
∣∣
(p0,p1)
= 0.
Proof. The first equality follows from the fact that in our coordinate system,
∇∂xi∂xj = Γ
k
ij∂xk and the Γ
k
ij vanish at (p0, p1) by Lemma A.1 above. To prove
the second equality, we covariantly differentiate the equality δij = dx
i(∂xj ) to find
0 = (∇∂
xk
dxi)(∂xj ) + dx
i(∇∂
xk
∂xj ).
By our previous results, the second term vanishes when evaluated at (p0, p1). Since
the above equality holds for each k ∈ {0, . . . , n− 1}, and {∂xk}k∈{0,...,n−1} forms a
basis of T(p0,p1)(R×M), we see that indeed ∇∂xidxj
∣∣
(p0,p1)
= 0 as claimed. 
Corollary A.3 (∂a and da are parallel).
Let (M, g) be a Riemannian manifold, and consider the manifold R ×M equipped
with the Riemannian metric g¯ = da⊗ da+ g where a is the coordinate on R. Then
for the Levi-Civita connection ∇ associated to g¯ on R×M , we have
∇da = 0 and ∇∂a = 0.
Proof. Let (x0, x1, . . . , xn) be coordinates as above and let V = v
i∂xi be an arbi-
trary smooth vector field. Then
∇V ∂a = vi∇∂ix∂x0 = viΓ
k
i0∂xk ,
where
Γkij =
1
2g
k`
(
gi`,j + gj`,i − gij,`
)
,
and more importantly
Γki0 =
1
2g
k`
(
gi`,0 + g0`,i − gi0,`
)
,
= 12g
k`
(
g0`,i − gi0,`
)
,
= 12g
k`
(
g0`,i
)
,
= 0,
where to obtain the second inequality we note that the metric g¯ is R-invariant and
hence ∂∂x0 gij = 0; to obtain the third equality we have used that g¯i0 = δi0; the
fourth equality follows similarly. This establishes that ∇∂a = 0. As noted above,
we also have
∇∂
xk
dxi = −Γ`kidx`,
which then establishes that ∇da = 0. 
Definition A.4 (second fundamental form B).
Let u : S → M denote an immersion into a Riemannian manifold (M, g). Then
the second fundamental form associated to u and g is denoted Bu ∈ Γ(u∗(T ∗M ⊗
T ∗M ⊗ TM)), and is defined by
Bu(X,Y ) := (∇XY )⊥
where X,Y ∈ Γ(u∗(TM)), ∇ denotes covariant differentiation with respect to the
Levi-Civita connection associated to g, and Z 7→ Z⊥ denotes orthogonal projection
to the normal bundle of u(S).
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A.2. Carefully Formulating the Co-Area Formula. Given an oriented m-
dimensional Riemannian manifold (M, g), there exists a canonical volume form
given by ∗(1), where ∗ is the Hodge ∗-operator; we shall denote this form dµmg .
Recall that in local coordinates (x1, . . . , xm) with ∂x1 , . . . , ∂xm a positive basis, we
have
(137) dµmg =
√
det(gij) dx1 ∧ · · · ∧ dxm;
here g = gijdxi ⊗ dxj . Although dµmg is a volume form, we may regard it as a
measure via integration: dµmg (O) :=
∫
O dµ
m
g . We will abuse notation by letting
dµmg denote both the measure and volume form referring to each as needed.
Before continuing on to establish some useful results, we make two last obser-
vations. First, if S is oriented and u : S → M is an immersion, then (S, u∗g)
is an oriented Riemannian manifold. Second, if (S, g) is an oriented Riemannian
manifold of dimension k, and ω is a differentiable k-form on S, then we have the
following. ∫
S
ω =
∫
S
ω(e1, . . . , ek)dµ
k
u∗g
where (e1, . . . , ek) forms a positive u
∗g-orthonormal frame. This is straightforward
to verify.
Proposition A.5 (The co-area formula).
Let (S, g) be a C1 oriented Riemannian manifold of dimension two; we allow that
S need not be complete38. Suppose that β : S → [a, b] ⊂ R is a C1 function without
critical points. Let f : S → [0,∞) be a measurable function with respect to dµ2g.
Then
(138)
∫
S
f‖∇β‖g dµ2g =
∫ b
a
(∫
β−1(t)
f dµ1g
)
dt
where ∇β is the gradient of β computed with respect to the metric g.
Proof. We begin by defining two vector fields ~x = (∇β)/‖∇β‖2 and ~y which is
uniquely defined by the three conditions: ‖~y‖g = 1, 〈~x, ~y〉g = 0, and {~x, ~y} is a
positive basis. The flow of ~y preserves β since it is orthogonal to∇β, and dβ(~x) = 1.
Let ϕt~y and ϕ
s
~x respectively denote the time t flow of ~y and the time s flow of ~x.
For each ζ ∈ S, we then define the map Φζ : O˜ζ := (−ζ , ζ) × (−ζ , ζ) → S
to be Φζ(s, t) = ϕ
s
~x(ϕ
t
~y(ζ)), with ζ > 0 chosen sufficiently small so that Φζ is a
diffeomorphism with its image, which we denote Oζ . Observe that β◦Φ−1ζ (x1, x2) =
x1 by construction.
We now define functions f˜ := f ◦ Φζ and β˜ := β ◦ Φζ , and the metric g˜ := Φ∗ζg.
In these local coordinates, we write g˜ = g˜ijdxi ⊗ dxj , and then
dµ2g˜ =
√
det (g˜ij) dx1 ∧ dx2 =
√
det (g˜ij) dβ˜ ∧ dx2.
Similarly, the volume form on the level sets of β˜ are then given as
dµ1g˜ =
√
g˜22 dx2
38That is, there may exist Cauchy sequences, with respect to g, which do not converge in S.
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Making use of the fact that in our special case O˜ζ is a product space, we may
employ Tonelli’s theorem to obtain∫
O˜ζ
f˜‖∇β˜‖g˜dµ2g˜ =
∫
O˜ζ
f˜‖∇β˜‖g˜
√
det (g˜ij) dx1 ∧ dx2
=
∫
(−aζ ,bζ)×(−ζ ,δζ)
f˜‖∇β˜‖g˜
√
det (g˜ij) dx1dx2
=
∫ bζ
−aζ
(∫ δζ
−ζ
f˜‖∇β˜‖g˜
√
det (g˜ij) dx2
)
dx1
=
∫ bζ
−aζ
(∫
β˜−1(t)
f˜‖∇β˜‖g˜
√
det (g˜ij)√
g˜22
dµ1g˜
)
dt
We now claim the following.
(139) ‖∇β˜‖g˜ =
√
g˜22√
det (g˜ij)
To see this is true we first note that it is sufficient to work pointwise. Next, we let
v be a g˜-unit vector orthogonal to the level sets of β˜ (i.e. orthogonal to the sets
{x1 = const}). It is elementary to show that v can be written as
v =
(
g˜22∂x1 − g˜12∂x2
)
/
(√
g˜22
√
det (g˜ij)
)
.
We then compute
‖∇β˜‖2g˜ =
(
dβ˜(v)
)2
=
(
dx1(v)
)2
=
g˜222
g˜22det (g˜ij)
=
g˜22
det (g˜ij)
and equation (139) is established. Consequently we have established∫
Oζ
f‖∇β‖gdµ2g =
∫
O˜ζ
f˜‖∇β˜‖g˜dµ2g˜(140)
=
∫ bζ
−aζ
(∫
β˜−1(t)
f˜ dµ1g˜
)
dt
=
∫ β(ζ)+bζ
β(ζ)−aζ
(∫
Oζ∩β−1(t)
f dµ1g
)
dt.
We now prove the more general case by a partition of unity argument. First, for
each point ζ ∈ S, we let Oζ denote the open set containing ζ constructed above, and
we let Φζ : O˜ζ → Oζ denote the associated diffeomorphism. These diffeomorphisms
show S is locally compact. Since S is a manifold, it is second countable and
Hausdorff; together with being locally compact this guarantees S is paracompact
and Hausdorff, and hence the open cover {Oζ}ζ∈S admits a subordinate partition
of unity {ρα : S → [0, 1]}α∈I . That is, there is an index set I and an open cover
{Uα}α∈I of S, and there exist functions {ρα}α∈I with the property that
• supp(ρα) ⊂ Uα ⊂ Oζα ,
• for each ζ ∈ S we have #{α ∈ I : ζ ∈ Uα} <∞,
• ∑α∈I ρα = 1.
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Now, making use of the partition of unity, equation (140), and the monotone
convergence theorem to pass limits through integrals, we find the following.∫
S
f‖∇β‖g dµ2g =
∫
S
∑
α∈I
ραf‖∇β‖gdµ2g =
∑
α∈I
∫
S
ραf‖∇β‖gdµ2g
=
∑
α∈I
∫
Oζα
ραf‖∇β‖gdµ2g =
∑
α∈I
∫ β(ζα)+bζα
β(ζα)−aζα
(∫
Oζα∩β−1(t)
ραf dµ
1
g
)
dt
=
∑
α∈I
∫ b
a
(∫
β−1(t)
ραf dµ
1
g
)
dt =
∫ b
a
(∫
β−1(t)
∑
α∈I
ραf dµ
1
g
)
dt
=
∫ b
a
(∫
β−1(t)
f dµ1g
)
dt.
This is the desired result, and this completes the proof of Proposition A.5. 
A.3. Typically Tame Perturbations. The purpose of this section is to prove
Lemma A.8 below, which is the lemma which essentially proves the existence of
tame perturbations via Lemma 4.26. In order to prove the main result here, it will
be useful to have the following definition established.
Definition A.6 (generally-Riemannian metric).
On a manifold S, which is smooth and may have boundary and corners, we call the
pair (Z, γ) a generally-Riemannian metric provided Z ⊂ S \ ∂S is finite, γ is a
Riemannian metric on S \ Z, and γ vanishes on Z.
Remark A.7 (generally-Riemannian metrics yield distances).
Although a generally-Riemannian metric is not, strictly speaking, a Riemannian
metric, it nevertheless induces a distance function defined by the following.
distγ(ζ0, ζ1) := inf
{∫ 1
0
γ
(
α′(t), α′(t)
) 1
2 dt : α ∈ C1([0, 1], S) and α(i) = ζi
}
.
Lemma A.8 (sufficienty small perturbations).
Let ′, δ > 0 be small positive constants. Let S be a compact real two-dimensional
manifold possibly with boundary and possibly with corners. Suppose further that S
is equipped with the following data.
(1) h : S → R a smooth function satisfying {ζ ∈ ∂S : dh(ζ) = 0} = ∅,
(2) (Z, γ) a generally-Riemannian metric.
Suppose δ satisfies
δ < 110 min
(
distγ(Z, ∂S), min
ζ0, ζ1∈Z
ζ0 6=ζ1
distγ(ζ0, ζ1), distγ
({ζ ∈ S : dh(ζ) = 0}, ∂S)).
Define the sets
U 1
2 δ
= {ζ ∈ S : distγ(ζ,Z) < 12δ}
Uδ = {ζ ∈ S : distγ(ζ,Z) < δ}
Vδ =
{
ζ ∈ S : distγ
(
ζ, {z ∈ S : dh(z) = 0}) < δ}.
Then there exists a function f ∈ C∞(S) satisfying the following conditions
(f1) supp(f) ⊂ Vδ \ U 1
2 δ
with Vδ ∩ ∂S = ∅,
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(f2)
sup
ζ∈Ω
|f(ζ)|+ sup
ζ∈Ω
‖df(ζ)‖γ + sup
ζ∈Ω
‖∇df(ζ)‖γ < ′
where Ω = supp(f), and ∇ denotes covariant differentiation associated to the
Levi-Civita connection corresponding to γ,
(f3) on S \Uδ the function h+f is Morse; that is, the Hessian ∇d(h+f) at critical
points of h+ f is non-degenerate.
Proof. We begin by regarding dh as a section of the cotangent bundle T ∗S, so the
zeros of dh are precisely the critical points of h, denoted by
Crith = {ζ ∈ S : dh(ζ) = 0}.
For each z ∈ Crith \ Z, we may regard the linear map
Az : TzS → T ∗z S
Y 7→ ∇Y dh
∣∣
z
as the linearization of the principal part39 of the section dh ∈ Γ(T ∗S → S) at
the point z. Because TzS and T
∗
z S have the same dimension, we see that z is a
non-degenerate critical point of h if and only if Az has trivial kernel. For each
z ∈ Crith \ Z we can define γ-geodesic coordinates (x1z, x2z) centered at z, with the
additional property that if Az has nontrivial kernel, then Az(∂x1z ) = 0. Next, for
each z ∈ Crith \ Z we define the number nz ∈ {0, 1, 2} by nz := dim ker(Az), and
we define the neighborhood
Wz :=
{
ζ ∈ S : distγ(ζ, z) < 12min
(
δ1, inj
γ(z)
)}
,
where injγ(z) is the injectivity radius associated to γ at z ∈ S. Letting pr1 :
S × Rnz → S denote the canonical projection to the first factor, we define the
section σz ∈ Γ(pr∗1T ∗S → S × Rnz ) by
σz(ζ, s) =
{
dh(ζ) if ζ /∈ Wz or nz = 0
dh(ζ) +
∑nz
i=1 s
id(xizβz)(ζ) otherwise
where (x1z, x
2
z) are the coordinates established above, and βz is a smooth cut-off
function with βz(ζ) = 1 in a neighborhood of ζ = z and
(141) supp(βz) ⊂
{
ζ ∈ S : distγ(ζ, z) < 14 min(δ1, injγ(z))
}
.
By construction the section σz is transverse to the zero section at the point (z, 0)
with z ∈ Crith\Z, and hence the linearization of the principal part of σz is surjective
at (z, 0). Consequently, there exists an open set Oz ⊂ S containing the point z
with the additional property that for each (w, 0) ∈ Oz×Rnz the linearization of the
principal part of σz at (w, 0) is surjective. We now repeat this construction for each
z ∈ Crith \ Z. Note that Crith \ Uδ is compact, and the collection {Oz}z∈Crith\Z
is an open cover of Crith \ Uδ, and hence may be reduced to a finite sub-cover of
39By “linearization of the principal part” we mean the following. Given a vector bundle
E → B with a connection TE = V E ⊕HE, which for our purposes will always be the Levi-Civita
connection, together with a continuously differentiable section σ : B → E, then the linearization
of the principal part of σ is defined to be prV ◦ Tσ where prV : TE → V E is the projection to
vertical sub-bundle associated to the connection.
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Crith \ Uδ, which we denote by {Oz1 , . . . ,Ozm}. Let {w1, . . . , w`} ⊂ {z1, . . . , zm}
be the subset for which Awk fails to be surjective, and define the section σ˜ by
σ˜ ∈ Γ(pr∗T ∗S → S × Rnw1 × · · · × Rnw` )
σ˜(ζ, s) = dh(ζ) +
∑`
j=1
nwj∑
i=1
sj,id(xiwjβwj )(ζ)
For ease of notation, let us re-index and rewrite the above as
σ˜ ∈ Γ(pr∗T ∗S → S × Rm˜)
σ˜(ζ, s) = dh(ζ) +
m˜∑
i=1
sidf˜i(ζ).
By construction, the linearization of the principal part of the section σ˜ is surjective
over the set O × {0} where O = ∪mi=1Ozi . Consequently, there exists an open set
O˜ = O × {|s| < ˆ} ⊂ S × Rm˜ which has the following two important properties.
(T1) the linearization of the principal part of σ˜ is surjective at every point in O˜
(T2) if (ζ, s) ∈ S × {|s| < ˆ} solves σ˜(ζ, s) = 0, then ζ ∈ O ∪ Uδ
The first property follows essentially because surjectivity is an open condition; the
second property follows because dh is non-vanishing on the compact set S\(O∪Uδ),
so that ‖dh‖ attains a non-zero minimum on this set, and hence for all s sufficiently
close to 0 we have
sup
ζ∈S
‖
m˜∑
i=1
sidf˜ i(ζ)‖γ < inf
ζ∈S\(O∪Uδ)
‖dh(ζ)‖.
As a consequence of property (T1) and the implicit function theorem, the set B :=
O˜ ∩ σ˜−1(0) ⊂ S × Rm˜ is a smooth manifold of dimension m˜. Fix (ζ, s) ∈ B, and
note that the associated tangent fiber of B is given by
T(ζ,s)B = {(v, sˆ1, . . . , sˆm˜) ∈ TζS × Rm˜ : 0 = ∇vdh+
m˜∑
i=1
si∇vdf˜ i + sˆidf˜ i}.
We denote the following vector spaces X = TζS, Y = T
∗
ζ S, and Z = Rm˜, and we
define the following linear maps.
D : X → Y by D(v) = ∇vdh+
m˜∑
i=1
si∇vdf˜ i
L : Z → Y by L(sˆ1, . . . , sˆm˜) =
m˜∑
i=1
sˆi df˜ i
Consequently, we may express
T(ζ,s)B = ker (D ⊕ L).
Finally, we define the projection
Π : ker (D ⊕ L)→ Z by Π(v, sˆ1, . . . , sˆi) = (sˆ1, . . . , sˆi).
At this point we note that D ⊕ L is the linearization of the principal part of σ˜ at
the point (ζ, s), which by construction is surjective, and hence D ⊕ L is onto. By
Lemma A.9 below, it follows that D is surjective if and only if Π is surjective.
166 J.W. FISH AND H. HOFER
At this point, our aim is to show that there exist many choices of s ∈ Rm˜ with
the property that whenever σ˜(ζ, s) = 0, we also have that Π is surjective. To
that end, consider pr2 : B ⊂ S × Rm˜ → Rm˜ the canonical projection to the second
factor, and observe that this map is smooth, and Tpr2 = Π. By Sard’s theorem, the
regular values of pr2 have full measure, and hence there exists a sequence {sk}k∈N
in Rm˜ satisfying sk → 0 and each sk is a regular value of pr2. For each such
sk and every (ζ, sk) ∈ B we then have that D is surjective. That is to say, for
each fixed such sk = (s
1
k, . . . , s
m˜
k ), and each ζ ∈ S which is a zero of the section
d(h + fk) := d(h +
∑
i s
i
kf˜
i) ∈ Γ(T ∗S → S), the linearization of the principal
part of this section is surjective. In other words, for each such sk, the section
d(h +
∑
i s
i
kf˜
i) is transverse to the zero-section for all ζ ∈ O; by property (T2)
the only zeros of d(h + fk) lie in O ∪ Uδ, and hence all critical point of h + fk in
S \ Uδ are non-degenerate. This establishes property (f3) for any f = fk. Next
we note that fk → 0 in C∞ so that property (f2) holds for any sufficiently large k.
Finally property (f1) follows from the definition of the fk – specifically the support
of the cut-off functions βz established in equation (141). This completes the proof
of Lemma A.8 
Lemma A.9 (Lemma A.3.6, [30]).
Assume D : X → Y is a Fredholm operator and L : Z → Y is a bounded linear
operator such that D ⊕ L : X ⊕ Z → Y is onto. Then D ⊕ L has a right inverse.
Moreover, the projection Π : ker(D ⊕ L)→ Z is a Fredholm operator with ker Π ∼=
kerD and coker Π ∼= cokerD, and hence index Π = indexD.
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