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Abstract
An easy way for graph recognition algorithms is to use a two-step process: -rst, compute a
characteristic feature as if the graph belongs to that class; second, check whether the computed
feature really de-nes the input graph. Although in some cases the two steps can be merged,
separating them may yield new and much more easily understood algorithms. In this paper we
apply that paradigm to the cograph and distance hereditary graph recognition problems. c© 2001
Elsevier Science B.V. All rights reserved.
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1. Introduction
The design of e5cient combinatorial algorithms still remains an art, and only few
paradigms are available and can be re-used such as: greediness, divide and conquer
or dynamic programming techniques : : : . In the particular case of graph recognition
algorithms, i.e., algorithms which compute if a given graph G belongs to a class C of
graphs, we consider a paradigm called Compute as if and Check after which seems to
be very powerful to produce e5cient and easy to implement algorithms. More precisely
we use the following two-step recognition paradigm:
() Compute a characteristic feature as if the input graph belongs to the class C.
() Check whether the computed feature really de-nes the input graph.
Some well-known graph recognition algorithms are already based on this principle.
Perhaps the most famous examples are given by the recognition algorithms for chordal
graphs, namely Lex-BFS [11] and MCS [13]. These algorithms compute an elimination
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ordering of the vertices that is a perfect elimination ordering if and only if the input
graph is chordal. Similarly, the very recent interval graph recognition algorithms [3, 7]
are also based on this paradigm. In some simple cases, it could be more e5cient to
merge the two steps, unfortunately it is not always the case as shows the following very
interesting example of comparability graph recognition. Linear time algorithms [10] are
now available to compute a characteristic feature, i.e., an orientation of G which is
transitive if and only if G is a comparability graph. Up to now a linear transitivity test
is still not known (i.e. testing in linear time if a given directed graph is transitive).
Therefore in this case, the two steps do not seem to have the same time-complexity,
and the two-step separation enlightens where the bottleneck for time complexity could
be. Of course to apply such a paradigm the given class of graphs C must be equipped
with a characteristic feature, ideally a decomposition theorem (i.e., decomposition tree)
or a representation theorem (i.e., a geometric representation).
In this paper to illustrate the above paradigm, we will focus on two families of
graphs, namely: the cographs and the distance hereditary graphs and present two new
recognition algorithms. The interested reader should refer to [5] for parallel recog-
nition algorithms of these classes of graphs. Cographs are characterized by cotrees.
There already exists a linear time recognition algorithm for cographs [4]. But due to
its incrementality it is rather complicated. Nevertheless, applying the above paradigm
yields a simpler O(n+m log n) algorithm. The family of distance hereditary graphs is a
generalization of cographs, they are characterized by pruning sequences. A linear time
algorithm for distance hereditary graph recognition has been presented by Hammer and
MaFray [9]. Damiand [6] found a counterexample to Hammer and MaFray’s algorithm
[9]. Using the above paradigm, their algorithm can easily be simpli-ed and repaired.
Note that to achieve the linear complexity, the linear cograph recognition algorithm of
[4] has to be used.
Section 2 introduces some well-known de-nitions and results. Then Section 3 presents
a new cograph recognition algorithm. The repaired algorithm for distance hereditary
graph recognition is designed in Section 4.
2. Preliminaries
All graphs considered in this paper are supposed to be undirected graphs with no
loop and no multiple edge. Let G=(V; E) be such a graph with |V |= n and |E|=m.
We denote by N (x) the neighborhood of a vertex x, and by N [x] =N (x)∪{x} the
closed neighborhood of x. Two vertices x and y are true twins iF N [x] =N [y], they
are false twins iF N (x)=N (y). A pendant vertex is a vertex of degree 1. The distance
between two vertices x and y, denoted by dG(x; y), is the length of a shortest path
between x and y. Let us now present the de-nition and a well-known characterization
of distance hereditary graphs.
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Fig. 1. Forbidden-induced subgraphs for distance hereditary graphs.
Denition 1. A graph G is distance hereditary iF for any connected vertices x and y
of a subgraph H of G, dG(x; y)=dH (x; y).
Theorem 1 (Hammer and MaFray [9]). The following conditions are equivalent:
1: G is a distance hereditary graph.
2: Any subgraph of G has either a pendant vertex or a pair of twins.
3: G has no induced subgraph isomorphic to a hole (chordless cycle of length k¿5);
a domino; a house or a gem (see Fig. 1).
Denition 2 (Hammer and Ma;ray [9]). A Pruning sequence is a total ordering
= [x1; : : : ; xn] of the vertices and a sequence S = [s1; : : : ; sn−1] of triples, such that
for 16i6n− 1; si is one the following words:
• (xi; P; xj); i ¡ j; if in Gi; N (xi)= {xj} (xi is a pendant vertex),
• (xi; F; xj); i ¡ j; if in Gi; N (xi)=N (xj) (xi and xj are false twins),
• (xi; T; xj); i ¡ j; if in Gi; N [xi] =N [xj] (xi and xj are true twins),
where Gi denotes the induced subgraph G[V\{x1; : : : ; xi−1}].
Statement 2 of Theorem 1 shows that a graph G=(V; E) is distance hereditary iF
G admits a pruning sequence.
The class of cographs has been intensively studied. Cographs are exactly the P4-free
graphs but are equivalently de-ned as follows.
Denition 3. The class of cographs is the smallest class of graphs containing the single
vertex graph and closed under disjoint union and complement.
It is well known that a canonical tree-decomposition, called cotree (see Fig. 2) can
be associated to each cograph [4]. This tree representation encodes the way the cograph
can be built via the disjoint union (called parallel composition) and complement (called
series composition) operations. The leaves of the cotree are the vertices of the cograph.
Let N be an internal node of the cotree and TN the subtree rooted at N . N is labeled
by 0 (resp. by 1) if the subgraph induced by the leaves of the subtree rooted at N is
disconnected (resp. connected), it corresponds to a parallel composition (resp. series
composition).
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Fig. 2. A cograph and its cotree.
Two vertices having the same parent node in the cotree are true twins (resp. false
twins) iF their parent is a 1-node (resp. 0-node). So a cograph is distance hereditary:
its vertices can be pruned back without the pendant vertex removal, using only twins
contractions. Let us now make two useful remarks.
Remark 1. In a cotree, the internal nodes of a path from a leaf to the root are alter-
natively labeled by 1 and 0.
Remark 2. In a cograph, two vertices are adjacent iF their least common ancestor
(LCA) in the cotree is labeled by 1.
Let M be the set of vertices that are leaves of a subtree TN rooted at an internal
node N . It follows from the second remark that any pair of vertices in M have the
same neighborhood outside M , such a set is called a module and plays an important
role in the cograph recognition algorithm. More formally:
Denition 4. A set of vertices M of a graph G is a module iF for any x and y in M;
N (x)\M =N (y)\M . A module M is a prime module iF any non-trivial subset S (i.e.
|S| = 1 and S = M) of M is not a module. A module M is a strong module iF for
any module M ′ either M ′⊆M or M ⊆M ′.
Remark 3. Let M be a prime module such that |M |¿4; then G[M ] the subgraph
induced by M contains a P4. So cographs do not contain prime modules.
As cotrees for cographs, a canonical modular decomposition tree can be de-ned for
general graphs. In this case, the inner nodes are labeled 0,1 or prime. Note that strong
modules correspond to rooted subtrees induced by the descendants of internal nodes.
3. Cograph recognition algorithm
The Corneil, Perl and Stewart’s cograph recognition algorithm [4] builds incremen-
tally a cotree iF the input graph is a cograph. At each step, the cotree of the subgraph
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induced by the visited vertices is modi-ed in order to add a new vertex. This is not
a trivial process and it might be quite hard to implement in linear time. Although
the algorithm proposed in this section is not optimal in complexity (O(m log n)), it
is much simpler and so may be a good practical solution. Its principle is completely
diFerent: a factorizing permutation is computed if the input graph is a cograph (this
is step  of the paradigm).
Denition 5 (Capelle [2]). A factorizing permutation  is a permutation of the ver-
tices in which vertices of any strong module appear consecutively.
Since the set of leaves of any subtree rooted at an internal node N induces a strong
module, any preorder traversal of the leaves of some planar embedding of the cotree
is a factorizing permutation: for example, = [b; d; a; c; e; f] in the graph of Fig. 2.
Theorem 2 shows the equivalence between the computation of a cotree and a factorizing
permutation.
Theorem 2 (Capelle [2]). Given a factorizing permutation of a cograph; the cotree
(more generally the modular tree-decomposition) can be built in linear time.
3.1. Outline of the algorithm
Before decribing algorithm in detail, let us give an overview of its principle. As
previously mentioned its aim is to compute a factorizing permutation. The main idea is
to use the structure of the cotree (Remarks 1 and 2) without building it. The algorithm
recursively re-nes an ordered partition of the vertex set while there are nonsingleton
partition classes. Thus, the -nal result of the re-ning process is supposed to be a
factorizing permutation if the input graph is a cograph. Re-ning a partition consists in
splitting each partition class into subclasses. A partition P is thinner than a partition
P′ if P is a re-nement of P′.
The initial partition just contains one partition class: the vertex set. To launch the
re-ning process, the following property based on Remarks 1 and 2 is used.
Lemma 1. For any vertex v of a cograph G; there exists a factorizing permutation
 that is a re?nement of the ordered partition ( KN (v); {v}; N (v)) of the vertex set.
Proof. Let us consider in the cotree T of G the path P between v and the root.
As mentioned in Remark 1, the inner nodes on P are alternatively labeled 0 and 1.
The neighborhood (resp. non-neighborhood) of v is exactly the set of descendants of
these inner nodes labeled by 1 (resp. 0). The planar embedding of the cotree can be
rearranged in such a way that the subtrees rooted at a 1-labeled (resp. 0-labeled) inner
node of P are drawn on the right (resp. left) of P (see Fig. 3) . Then the permutation
given by the preorder traversal of such planar embedding of the cotree is a re-nement
of the ordered partition ( KN (v); {v}; N (v)) and it is a factorizing permutation.
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Fig. 3. The idea of the cograph recognition algorithm.
So by Lemma 1, the partition process can be launched by re-ning the vertex set into
the ordered partition ( KN (v); {v}; N (v)). The next step consists in gathering the leaves
of any subtree TN where N is an ancestor of v in T . Once done each partition class is a
module and since any induced subgraph of a cograph is a cograph, the partition process
can be recursively launched inside each partition class as described in Lemma 1.
Let us now give some hints of the way to gather the leaves of a subtree TN rooted
at N an ancestor of v in T . Let x be a non-neighbor of v (i.e. the LCA of v and x is a
0-labeled node N on the path in T from v to the root). Let N ′ be an ancestor of v in
T labeled by 1. If N ′ is a descendant of N , then the LCA of x and any leaf y of N ′ is
N (thus x and y are non-adjacent). If N ′ is an ancestor of N , then all leaves of N ′ are
adjacent to x. Therefore, re-ning the partition class N (v) into subclasses N (v)∩N (x)
and N (v)∩ KN (x) distinguishes the leaves of subtrees TN ′ where N ′ descendant of N ,
from the leaves of subtrees TN ′ where N ′ is an ancestor of N . Now to respect a
factorizing permutation N (x)∩N (v) have to appear on the right of KN (x)∩N (v). The
same argument holds when x is a neighbor of v. To compute a factorizing permutation,
we put N (x)∩ KN (v) on the right of KN (x)∩ KN (v). When the neighborhood of a vertex
x is used to re-ned the partition, the vertex x is also called a pivot.
3.2. Data structure
The vertex set can be stored in an ordered list, L(V ), such that the elements of
each partition class are consecutive. Each vertex has a pointer to the next and to the
previous vertex in the list and also a pointer to its class. The neighborhood of a vertex
is a list of pointers on each of its neighbors in the ordered list. A class is represented
by two pointers, one on its -rst element and the other on its last element. The classes
of the ordered partition can be stored in a doubly linked list L(P). In order to simplify
the description of the algorithm, L(P) will be split into three parts {x}, L and L′ (two
doubly linked lists) that will be de-ned in Algorithm 1.
Let us now present the detailed algorithm. To launch the process on a graph
G=(V; E), the -rst call is Cograph(v; V ) where v∈V is an arbitrary vertex.
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Algorithm 1. Cograph(x; ")
Input: A set of vertices " of a graph G and a vertex x∈ "




if |"|=1 then return the ordered list (x);
Let Z (resp. Z′) be the smallest (resp. largest) partition class between
N (x)∩ " and N (x)∩ ";
Let L = (Z) and L′ = (Z′) be ordered lists of partition classes;
for each vertex y∈Y a partition class of L do for each partition class Y
′ of L′ do⌊
if Y′ ∩N (y) = Y′ and Y′ ∩N (y) = ∅ then⌊
replace Y′ in L′ by Y′ ∩N (y);Y′ ∩N (y);
for each partition class Y′ of L′ do
Choose an arbitrary vertex y′ ∈ Y′
for each partition class Y′ of L′ do⌊
if Y∩N (y′) = Y′ and Y′ ∩N (y′) = ∅ then⌊
replace Y′ in L′ by Y′ ∩N (y′);Y′ ∩N (y′);
Cograph (y′;Y′)
for each partition class Y of L do⌊
choose an arbitrary vertex y∈Y;
Cograph(y;Y);
if |N (x)|¿|N (x)| then return the ordered list (L′; {x}; L);
else return the ordered list (L; {x}; L′);
end
Theorem 3. The Algorithm 1 computes a factorizing permutation of G if G is a
cograph. It runs in O(n+ m log n).
Proof. Some ideas of the correctness have already been explained. But in order to
achieve the expected complexity, we have to take care of the number of times a vertex
is used to re-ne the partition.
Let us consider the call Cograph(x; ") where " is a partition class and x∈ ". By
Lemma 1, " can be re-ned into ("∩N (x); {x}; "∩N (x)). Let Z (resp. Z′) be the
smallest (resp. larger) class between "∩N (v) and "∩N (x). Then the vertices of Z
are used to re-ne the current partition (loop 1).
As mentioned earlier, re-ning the partition with the neighborhood of a vertex u∈Z
separates in Z′ the leaves of subtrees rooted to a node between x and the LCA of u
and x from the leaves of subtrees rooted to an ancestor of the LCA of u and x. Thus,
when the partition has been re-ned with respect to the neighborhood of all vertices
of Z, the classes of L′ are exactly the sets of leaves of each subtree contained in Z′
(see Fig. 3). Let v and w be two vertices belonging to one of these classes Y′. They
are both adjacent or both non-adjacent to x. They both have the same neighborhood
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in Z (otherwise they cannot belong to the same class). Let z be a vertex belonging
to Z′\Y′. Then the LCA of v and z is the LCA of w and z. Therefore, v and w have
the same neighborhood in Z′\Y′. Thus, N (v)\Y′=N (w)\Y′ and any class of L′ is
modules. Therefore to separate into distinct classes the sets of leaves of the subtree of
Z, we just have to use one vertex per new class (loop 2).
When a class is split, choosing the smallest half as described in loop 1 ensures that
the neighborhood of each vertex is used log n time in loop 1. Once a vertex y is
used in loop 2 to re-ne a partition class Y, it will be immediately re-used in the next
recursive call, Cograph(y;Y). This ensures that N (y) will be used only once more in
some re-ning step (when Y will be split into (N (y)∩Y; {y}; N (y)∩Y)). Thus, in
the whole algorithm the neighborhood of a vertex is used at most [log n] + 2 times.
So we just have to analyse the complexity of each re-ning step. Let S be the set
used to re-ne the partition. With the described data-structure, the set S is a list of
pointers on element of L(E). Then splitting a partition class " consists in moving the
elements of "∩ S at the end of the class ", creating a new class with these elements
and updating the beginning of the class ". The cost of all these operations is O(|S|).
Since the sets like S are the neighborhood of the vertices (i.e. of size O(m)), the whole
complexity is O(n+ m log n).
So the  step of the cograph recognition procedure has been described, let us
now give some hints of the  step. Using Capelle’s algorithm [2] the modular tree-
decomposition of a graph can be computed from a factorizing permutation. So it can be
applied to cographs and cotrees. Let  be the permutation computed by Algorithm 1.
If the input graph G is not a cograph, then two distinct cases can be distinguished:
•  is not a factorizing permutation, then the neighborhood relation described by
T will not correspond to the neighborhood relation of G. It can be tested by
Algorithm 2 presented in the next section.
• Although G is not a cograph,  is a factorizing permutation. Then T contains a
prime node: it can be detected in linear time with a traversal of T .
4. Distance hereditary graph algorithm
The expected result of Hammer and MaFray’s algorithm [9] is to build a pruning
sequence iF the input graph is distance hereditary. But it fails on the domino or the
house if it starts with a degree 3 vertex. It means that the algorithm answers “yes;
there exists a pruning sequence” although the domino and the house are not distance
hereditary graphs.
To recognize distance hereditary graphs, let us use our two-step paradigm. The -rst
step computes a pruning sequence as if the input graph is distance hereditary and
the second just check its correctness. Cographs are distance hereditary graphs. Using
the cotree, Hammer and MaFray proposed a linear algorithm that computes a pruning
sequence of a cograph: if two vertices are sons of a same 0-node (resp. 1-node) then
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they are true twins (resp. false twins). So Algorithm 2 joined to Algorithm 4 can be
the  step of the paradigm for the cograph recognition.
Theorem 4 (Hammer and MaFray [9]). Algorithm 2 computes a pruning sequence of
a cograph G in O(n+ m).
Algorithm 2. Prune-cograph(G; j)
Input: A cograph G
Output: A pruning sequence (S; ) and the last vertex of the pruning sequence iF
G is cograph
begin∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
Compute a cotree T of G (using any cograph recognition algorithm);
Let A be the nodes of T having only leaves as descendant;
while A = ∅ do
Pick an arbitrary node N ∈A;
Pick an arbitrary son x of N ;
For “each” son y = x of N do if N is a 1-node then (j)=y and sj← (yTx);else (j) = y and sj← (yFx);
j← j+1;
Replace N by x in T ;
if x is the root of T then Return: x is the last vertex of the pruning sequence;
if father (N ) has only leaves as descendant then⌊
add father (N ) to A;
end
To get a linear complexity for Algorithm 2, we have to build a cotree in linear time.
Clearly, it cannot be done by Algorithm 1. But if really needed, linear complexity can
be achieved by using the classical Corneil, Perl and Stewart’s algorithm [4]. The rest
of Algorithm 2 can be compared to a post-x search in a tree. Since the size of the
cotree is O(n+ m), the whole complexity is O(n+ m).
The distance hereditary graph recognition algorithm is based on Theorem 5. Let us
introduce some notation. Let G be a connected graph and L1; : : : ; Lk be the distance
layout from an arbitrary vertex v of G. For any vertex x and for 16i6k, we denote
by Ni(x)=N (x)∩Li. Let x be a vertex of Li, we call inner degree of x the cardinality
of Ni−1(x).
Theorem 5 (Bandelt and Mulder [1]). Let G be a connected graph and L1; : : : ; Lk be
the distance layout from an arbitrary vertex v of G. Then G is a distance hereditary
graph i; the following conditions are satis?ed for any 16i6k:
1. If x and y belong to the same connected component of G[Li]; then Ni−1(x)
=Ni−1(y)
2. G[Li] is a cograph
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3. If x∈Ni−1(u) and y∈Ni−1(u) are in di;erent connected components X and Y of
G[Li−1]; then X ∪Y ⊆N (u) and Ni−2(x)=Ni−2(y)
4. If x; y are in di;erent connected components of G[Li]; then Ni−1(x) and Ni−1(y)
are either disjoint or comparable for the inclusion order
5. If x∈Ni−1(u) and y∈Ni−1(u) are in the same connected component C of G[Li−1];
then the vertices of C non-adjacent to u are either adjacent to both x and y or
none of them.
Algorithm 3 is the  step of the recognition paradigm for distance hereditary graphs.
The  step will be given by Algorithm 4.
Algorithm 3. Prune-dhg(G)
Input: A graph G=(V; E)










compute the distance layout L1; : : : ; Lk from an arbitrary vertex v;
for i= k downto 1 do
For each connected component cc of G[Li] do z ← Prune-cograph(G[cc]; j);contract cc into z;
j← j + |cc| − 1;
sort the vertices of G[Li] by increasing inner degree;
For each vertex x of Li with inner degree 1 do Let y be the only neighbor of x;(j)← x and sj← (xPy);
j← j + 1;
if i =1 then
For each x∈Li taken in increasing inner degree order do
y←Prune-cograph(G[Ni−1(x)]; j);
contract Ni−1(x) into y;
j← j + |Ni−1(x)| − 1;
(j)← x and sj← (xPy);
j← j + 1;
end
Theorem 6. Algorithm 3 computes a pruning sequence of G i; G is distance heredi-
tary. It runs in O(n+ m).
Proof. If the computed sequence is a pruning sequence, then G is a distance hereditary
graph (Theorem 1). So we just have to prove the converse. During the ith loop 1, all
the vertices of the sets Lj for i¡j6k have been removed.
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By Theorem 5(1), each connected component of G[Li] is a module. Since G[Li] is
a cograph (Theorem 5(2)), twins in G[Li] are also twins in G. Thus, in loop 2, we
can contract each connected component cc of G[Li] and build a pruning sequence of
G[cc] with Algorithm 2. At this step Li is a stable set. Thus (loop 5), the remaining
vertices of Li with inner degree 1 can be removed as pendant vertices.
Now by Theorem 5(4), the neighborhood of two distinct vertices of Li are either
disjoint or comparable. Let us consider a linear extension of the inclusion of these
neighborhoods (ordering the vertices with respect to their inner degree produces such
a linear extension). Let x be the -rst vertex in this ordering. Let u and v be two
distinct vertices of Ni−1(x). By Theorem 5(4), Ni(u)=Ni(v). If u and v are in distinct
connected components cc(u) and cc(v) of Li−1, then Ni−2(u)=Ni−2(v) (Theorem 5(3)).
Moreover, cc(u) and cc(v) are included in Ni−1(x). Finally, if u and v are in the same
connected component cc of Li−1, Theorem 5(4) shows that Ni−2(u)=Ni−2(v) and by
Theorem 5(5), if w∈ cc is not adjacent to x then w is adjacent to both u and v or none
of them. Therefore, Ni−1(x) is a module. Since it is contained in Li−1; G[Ni−1(x)] is a
cograph. Twins in G[Ni−1(x)] are twins in G: Ni−1(x) can be contracted into a single
vertex and compute a pruning sequence of G[Ni−1(x)]. Respecting the linear extension
of neighborhoods, the previous argument can be applied to all remaining vertices of
Li. That ends the correctness of the proof.
Let us now give some ideas for the complexity issues. Computing the distance
layouts can be done in O(n+ m) via a breadth -rst search. At line 3, each connected
component of G[Li] into a single vertex can be contracted in O(|G[li]|). Sorting the
vertices of Li with respect to their inner degree (line 4) can also be done in linear
time using some bucket sort. For each distance layout, the global complexity of line 7
is O(|G[Li ∪Li−1]|). Thus, the whole complexity is O(n+ m).
To make the recognition procedure complete, let us now present the veri-cation
algorithm ( step of the recognition paradigm). Each vertex and its neighborhood are
visited at most twice. This yields a linear complexity.
Algorithm 4. Veri-cation-step(G; )
Input: A graph G=(V; E) and a sequence (S; ) where S = [s1; : : : ; sn−1]
Output: True iF S is a pruning sequence of G
begin∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
for j= n− 1 downto 1 do
xQy← sj;
if Q=P then∣∣ if |N (x)| =1 or (x; y) =∈E then return false;
else⌊
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Theorem 7. Using Algorithms 3 and 4; distance hereditary graphs can be recognized
in linear time.
5. Conclusions
Based on the Compute as if and Check after paradigm, new recognition algorithms
for cographs and distance hereditary graphs have been presented. They seem to be
simpler than the already known algorithms. For distance hereditary graphs, we correct
and simplify Hammer and MaFray’s algorithm. For cographs, although the optimal
complexity is not achieved, the data structures of presented algorithm are simpler than
those of Corneil, Perl and Stewart’s algorithm. The bottleneck of the complexity is the
the smallest half rule. For a linear complexity perspective, pivot vertices have to be
chosen more carefully. It is still an open problem to know if a simple rule can achieve
linearity.
Both recognition algorithms presented here were designed on the same simple pattern
which has been previously successfully used for chordal graphs recognition [11, 13],
interval graphs recognition [7, 3], and for example the recognition of distributive lat-
tices [8] in linear time. We hope that it will be helpful in the near future to design
new algorithms. Spinrad [12] asks for a linear algorithm for chordal bipartite graphs
recognition. The fastest known algorithms involve lexically ordering of a matrix, and
checking for a forbidden con-guration. The checking is linear. But the ordering algo-
rithm, designed for any matrix, takes O(m log n) or O(n2) time. Can it be improved
to linear using the  step of the paradigm?
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