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Рассмотрим дифференциальное уравнение для описания колебаний речного стока, 
используемое в стохастической гидрологии [1]:  
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Уравнение (1) при решении различных прикладных задач, например в [2], интегриро-
валось численными методами. Приведем решение этого уравнения [3]. 
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Заметим также, что значения nmI ,  связаны с бета-функцией  
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Результаты вычисления значений функции 1 ( )θ ξ  с использованием соотношений (2) 
и условий (3) приведены в табл. 1 и на рис.1. 
 
Таблица 1 
ξ* 
ξ 
0 1 2 3 4 5 
-1 2,09 3,00 3,52 3,88 4,14 4,35 
0  0,90 1,43 1,78 2,05 2,26 
1   0.52 0,88 1,15 1,36 
2    0,36 0,62 0,84 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Рисунок 1 
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