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Abstract lem. 
This paper describes two new types of deterministic 
optimal stopping control problems: optimal stopping 
control with hard terminal constraints only and opti- 
mal stopping control with both minimum control effort 
And hard termind constraints. Both problems are ini- 
tially formulated in continuous-time (a discretetime 
formulation is given towards the end of the paper) and 
soIutions given via dynamic programming. A numeric 
solution to the continuous-time dynamic programming 
equations is then briefly discussed. 
The optimal stopping with terminal constraints prob- 
lem in continuous-time is a natural description of a par- 
ticular type of missile guidance problem. This missile 
guidance appiication is introduced and the presented 
solutions used in missile engagements against targets. 
1 Introduction 
Techniques for design of control system (whether op- 
timal or robust) have typically involved integral-type 
(or soft constraint) performance criteria on contra1 ac- 
tions [14]. While these types of criteria are suitable in 
many situations, in some applications, it is important 
that hard constraints on the terminal performance of 
the system be met. 
In this paper we consider a related problem posed in 
an optimal stopping setting, where the objective is to 
design both a control action sequence and a optimal 
stopping time that ensures that the optimal stopped 
terminal performance is less than some specified per- 
formance level. This problem is related to the (hard 
constraint) I w  optimisation problem considered in [14]. 
Motivation for this problem is provided by the need to 
consider a robust version of the missile guidance prob- 
Guidance is the term used to describe the process of 
determining the desired engagement trajectory for an 
intercepting missile against a target. These trajectories 
are typically designed to ensure some predetermined 
performance requirements are achieved. Historically, 
these performance requirements have placed less im- 
portance on mid-course performance compared to ter- 
minal properties of the engagement. Furthermore, in 
most applications, the time taken fur interception, as 
long as interception occurs, is considered of much less 
importance. 
I n  new emerging guidance applications, the achieved 
terminal properties have become so critical that they 
can now be characterised as hard constraints. In these 
applications, if these hard terminal performance re- 
quirements are not achieved the engagement is con- 
sidered a failure. These types of guidance problems 
aze naturally suited to an optimal stopping problem 
formulation with terminal hard constraints. 
This paper is organised as follows: In Section 2 a 
continuous-time dynamic model is introduced and two 
types of hard terminal constraints problems are pre- 
sented. In Section 3 dynamic programming solutions 
x e  provided for both types of hard termind constraint 
problems. In Section 4, one of the hard terminal con- 
sitraint controllers is then applied to a missile guidance 
problem. A numeric approximation of the optimal con- 
i,roller and guaranteed performance level sets are p r e  
sented. In Section 5,  the equivalent discrete-time prob- 
lem is introduced and dynamic programming solutions 
are given. Finally, Section 6 provides some brief con- 
[cluding remarks. 
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2 Dynamics and Control Objectives 
Consider the following nonlinear continuous-time dy- 
namicd system defined for t E P :  
achieved terminal performance. That is, select U' and 
r* where 
Z(T*(LT, ,U'))  5 x ( 7 ( x 0 , u ) )  for aI1 U E K C s t , r  E [O,T] 
k(t) = f(z(b),4t),w(t)) 
4 t )  = Q ( 4 t ) )  (1) 
where s( t )  E R", u(t) Rm, w(t) f R?' and z ( t )  E 
R'J are the state, control input, disturbance input and 
performance output quantity, respectively. 
We assume that u(t) E U and w( t )  E W are non- 
anticipating maps of the state, where U and W axe 
compact bounded sets of the admissible controls and 
disturbances. 
We consider the finite stopping time horizon 10, T] for 
some (non-anticipating) T 5 T ,  with T fixed, and as- 
sume the following: 
1. z( l )  E X for all .f E [O,T]  €or some bounded set 
X. 
2. U ( [ )  E U for all C E [ O , T ] .  
3. w(C) E W for all .f E [O,.r]. 
Remark: It is also possible to consider a 
slightly modified problem, where if more than one can- 
trol sequence (and stopping time) achieves this hard 
constraint, then minimise the stopping time. That is, 
with an associated controller. 
2.2 Objective 2: Hard Terminal Stopping Con- 
straint with Minimum Control 
The objective of the hard terminal stopping constraint 
and minimum control problem is to design a causal 
state feedback control such that, given a fixed 
stopping time constraint T < 00 and any initial state 
za E X, there exists a T+(G,) E [O,T] suck that 
where system (1) is initialised at 2, E X and 
4. S U ~ , ~ ~ ~ ( X )  e ca €or any compact set B. 6 ; . ( x o )  1 r(ju(t)l)cit i s  minimised. (4) 
5. supzEB -g(z) < w for any compact set B .  
6 .  there exists 2 E X such that dz) < A, where 
is some given required performance level. 
We assume that y E Km, That is, y : R 
continuous, strictly increasing, and satisfies ~ ( 0 )  = 0. 
7 2 ~ ~  is 
We employ the follow in^ notation: U"., is the set of 
1 - -  
admissible control sequences on [0, T ]  in which U(!)  E U 
for all t f 10, T]. Similarly define WO,,. We take the 3 Dynamic Programming Solutions - -  
infimum over a empty set to be equal 'to 00. 
The above definitions and folIowing control problems 
are motivatived by the trajectory design problem in 
which the dynamics must be controlled, in'finite time, 
to a finite set. An example of a suitable performance 
output quantity for these problems is g(z) = 1x1. 
In this section we solve both introduced hard terminal 
constraint problems using a dynamic programing ap- 
proach. 
3.1 
Let us consider the folIowing cost function: 
Stopping Constraint 
2.1 Objective 1: Hard Terminal Stopping Con- 
straint 
The objective of the hard terminal stopping constraint 
problem is to design a causal state feedback control U E 
K8t such that, given a fixed stopping time constraint 
T < CO and any initial state x, E XI there exists a 
stopping time T(x,, U )  E lO,T] such that 
d + O  7.1) I: A, (2) 
where system (1) is initialised at xo E X. This problem 
appears somewhat related to the 1" bounded problem 
introduced in [14]. 
where z,,,,,,(T) will denote the solution at time T of 
(1) initialised at zo with input sequences U and w, We 
will use the shorthand z(r)  in the following and assume 
the meaning is clear from context. 
The optimal control problem considered here is to de- 
sign a stopping time, T ,  and a control sequence, U, to 
minimise the worst cost J ( Q ,  U, w , T) against distur- 
bance inputs w. 
If J(z0, U * ,  w, T*) 5 X for all w then this optimal choice 
of T' and U' is considered to be a candidate solution 
If more that one control sequence (and stopping 
time) achieves this hard constraint, then minimise the 
to the hard terminal constraint problem introduced in 
the previous section. 
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Let us introduce the following value function: 
The motivation for considering this value function is 
that if v ~ ( 0 , z o )  > A, then no control sequence U can 
be designed that meets the hard terminal constraint 
for all disturbances. 
The dynamic programming equation for v ~ ( t , z )  (in 
a viscosity Sense [12, 111) is the following variational 
inequdity : 
avT 
V T ( ~ , Z )  - g(z), -- - H ( ~ , D z ~ T ( ~ , z ) )  at 
(6) 




1. The partial differential equation (PDE) (6) may 
not have solutions in a classical sense (smooth). 
In general, non-smooth solutions to (6)  have to 
be understood in a generalised sense such as v i s  





2. In practical applications, numeric solutions to 
the PDE (6) can be obtained using numeric tech- 
niques such as the Markov chain approximation 
approach described in [lo]. 
3. When f(s, U ,  TU) is separable in U and w and not 
lower bounded in U or upper bounded in w then 
I bang-bang optimal controls result. We will see 
this in a later example. 
3.1.1 Optimal Stopping and Optimal Con- 
The optimal stopping rule for this terminal can- trol: 
, straint problem can be expressed as 
(9 )  
if V T ( t ,  z) 2 g(2) stop 
if vT( t , z )  < g(2) continue. 
An example interpretation is that if u ~ ( t , ~ )  '2 g(z) 
then the optimal terminal constraint has been ob- 
tained. Otherwise the dynamics should continue, If 
continuing, the optimal control action is the minimis- 
ing U in (7). This control action will be in a (time- 
To complete the optimal control solution a verification 
theorem is required. This is not done here, but readers 
are refered to [11] where verification results for similar 
problems are presented. 
, varying) state feedback form. 
3.1.2 Feasible Initial Conditions: Let the 
set of feasible initial states for a particular stopping 
terminal constraint level X be denoted by 
SA,T = (20 : ' u T ( 0 , Z O )  I A} + (10) 
3.2 Terminal Constraints and Minimum Con- 
trol Action 
Let us introduce the following indicator function €or 
the terminal cons t ra.int,: 
The motivation for this choice of value function is that 
if'gT(0, zg) < cc (ie, zo E SX,T)  then the hard terminal 
constraint can be satisfied for some choice of T E [O,T] 
and U E I Y O ~ ~ .  
In a manner parallel to above, a ~ ( t , x )  is the solution 
to the following variational inequality: 
112) 
with ~T(T,z) = bx(z).  Here $!(z ,p)  is an Hamiltonian 
given by 
3.2.1 Optimal Stopping and Optimal Con- 
hol: The optimal stopping r d e  for minimum cost 
and terminal constraint problem can be expressed, as- 
suming CT(t,x) is finite, as 
(14) 
if g(z) 5 A stop 
if g(z) > A continue. 
'If continuing, the optimal control action i s  the min- 
imising U in (13). This control action will be in a 
(timevarying) state feedback form. 
3.2.2 Feasible Initial Conditions: Let the 
set of feasible initial states €or a particular stopping 
terminal constraint level X be denoted by 
4 Application:, Missile Guidance 
In this section we consider a missile guidance problem 
as a optimal stopping hard terminal constraint prob- 
lem. Problems with and without target disturbance 
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inputs will be considered to highlight several features 
of the hard terminal constraint optimal stopping prob- 
lem. 
4,l Engagement Dynamics 
Consider the following non-linear continuous time 
state-space model defined for t E R+ (see Figure 1): 
+It) = v7n [Pcm(W)) - cos(8m(t))l 7 
r(t)tr(t) = Vm bsin(&(t)) - sin(8,(t))] , 
i .m(t)  = 4% 
9tP) = wit), (16) 
where (without loss of generality) r(i) 3 E > 0 for e 
a known small constant and angles are measured in a 
counter-clockwise direction. Here V, is the forward 
velocity of the interceptor missile at angle T~ and 0 5 
p < 1 is defined so that pV, is the forward velocity 
of the target at angle ~ t .  The angle U is called the 
line of sight angle and we define two angles relative to 
the line-of-sight as 8, = ’y, - (T and 8t = ~t - U. In 
a general sense, the objective of the missile guidance 
problem is to drive P(T) + 0 for some T E [O, TI. 
Figure I: Geometry in two dimensions 
We assume that ~ ( t )  E U (control of interceptor via a 
commanded turn rate) is a compact set a€ admissible 
controls. That is, the interceptor control action is as- 
sumed to be perpendicular to it’s body a x i s  (no thrust 
vector control). Likewise we assume that w(t) E W 
(disturbance behaviour of the target via a commanded 
turn rate) is a compact set af admissible disturbances. 
Sometimes, a reduced order model with normalised 
range and Bt ,  8, states is useful, so kt F ( t )  = r(t)/V‘. 
After some substitutions we note that the dynamics 
can be written as: 
where Z is a known small constant. 
Let us denote the state of the reduced order 
model for the missile guidance problem as z(t)  = 
[ F ( t )  &(t) &(t)]’. Also, let fG(q U, w) denote the dy- 
namics described in (17) so that j: = fG(z, U,  w). 
4.2 Dynamic Programming Equations for Mis- 
sile Guidance 
In this application we will consider a missile perfor- 
mance index with only a terminal constraint. Consider 
the following cost function: 
JTG(~O,~,w,7)  = Md). 
where g(z) = IF{. This choice of terminal constraint is 
motivated by the requirement to achieve a hard con- 
straint on the terminal range. 
To design the optimal stopping time and control se- 
quence we utilise the value function ( 5 ) .  
This value function can be solved using (6). 
4.2.1 Optimal Control Action: The control 
and disturbance are separated in the dynamicls and the 
cost, so a Issac’s condition can be established for this 
problem (see [4, 5 ,  61). From (7) and (17) it is then 
clear that the optimal solution is bang-bang, see [Is] 
for discussion of bang-bang control. Let U* denote the 
optimal control action. Then 
min(U) if 133 > 0, 
“(U) if p3 < 0, (181 
otherwise any U E U, 
Bw,G (t,.) where933 = . 
Let w* denote the optimal disturbance action (worst 
case). Then 
min(W) if p2 < 0, 
otherwise any ‘w E W. 
d = (  max(W) ifpj > 0, (19) 
8vG(t,z) ‘where p;? = :$t . 
4.3 Numeric Approach: 
For this guidance problem, the optimal guidance soh- 
tion can be expressed as a close-form bang-bang control 
determined from the value function. Unfortunately, a 
general close form solution for the value function of the 
above terminal constraint optimal stopping problem is 
not known and numeric approaches that approximate 
the value function are required. 
The discrete-time Markov chain approximation ap- 
proach for control problems in continuous time is based 
on an approximation of the original continuous time 
problem by a Markov chain optimal control problem 
in discrete-time. 
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We used the approach presented in [lo] to pose a lo- 
cally consistent (in a particular sense) Markov chain 
problem in discretetime to approximate the original 
continuous-time problem. 
4.4 Missile Guidance Simulation Results 
In this section we present simulation results for the pre- 
sented terminal cost optimal stopping guidance law. 
To illustrate the proposed guidance law in a diffi- 
cult engagement we consider guidance against a non- 
stationary target (with p = 0.4). 
We use the reduced order model (17) to describe the 
engagement dynamics and solve the terminal stopping 
constraint control problem far T + 00. This is equiv- 
alent to considering the missile guidance problem in 
which there is no maximum time limit to the engage- 
ment (but there must be a finite stopping time). In the 
missile guidance problem considered here, as T + 00 
the optimal controI surface becomes timeinvariant. 
4.4.3. Deterministic Target with Distur- 
bance Behaviour: We choose a bounded region of 
state-space (T I  5 20 dimensionless, -0.4 5 e,,,,& 5 0.4 
radians) with h, = 1 dimensionless, he = h, = 0.04 
radians. Here h,, he and h, axe the size of discreti- 
sation used for the f t ,  Bt and Bt variables respectively 
to create a Markov chain approximation of the con- 
tinuous state space. The control action is assumed to 
be from the bounded set U = {U  : -0.5 5 U 5 0.5) 
radians/second. And the disturbance is assumed to be 
from the bounded set W = {w : -0.04 5 w 5 0.04) 
radians/second. 
In this guidance application, with p > 0, the optimd 
control is a R3 3 R mapping. 
Figure 2 shows a numeric,representation of the optimal 
control for one value of target attitude angle, 8t = 0 
radians. That is, a R2 + R mapping (there is a sepa- 
.rate R2 -+ R mapping for each-value of 8,). Hence, for 
each nm and f d u e ,  the Figure 2 shows the numer- 
ically calculated optimal control action when Bt = 0 
radians. There is one of these figures for each value 
of 8t (ie. 7 figures in the current approximation). To- 
gether these 7 figures describe all the optimal control 
actions for this problem. 
a Note that Figure 2 illustrates the bang-bang character- 
istic of U* described by (28), except €or the dead-zona 
centred at 0, = 0. The dead-zone at the centre of the 
figure is a numeric artifact that is not an essential fea- 
ture of the optimal control probIem (there is more dis- 
cussion of this issue later). Although not shown here, 
the calculated w* also exhibits the expected bang-bang 
characteristics. 
t 
I 4.4.2 Level Sets: Level sets €or this engage- 
ment are shown in Figure 3. 
r I \ \ I I \ \I 
2 1.5 1 o s  5 4.5 - I  -15 -2 
em 
Figure 2: Optimal Guidance against a ( p  = 0.4) target 
with disturbance: 8t = 0 radians 
1 
Figure 3: Level Sets against a ( p  = 0.4) target with dis 
turbance: Bt  = 0 radians 
The regions inside different contour lines of the value 
function shown in Figure 3 correspond to S , I . , ~  for dif- 
ferent values of A. For example, initialisation inside the 
inner contour, ie. in &.O+,, guarantees IFT* I 5 0.04. 
4.4.3 Dead-zone in Calculated Optimal 
Controller: Figure 2 shows that there is a dead-zone 
(centred on 8, = 0) exhibited in the numerically cal- 
culated optimal solution that is not an obvious con- 
sequence of the bang-bang solution described in (18). 
This dead-zone is a feature of the optimal solution to 
the time-discretised version of the problem. 
Essentially, over the non-infinitesimal time discreti- 
sation, non-infinitesimal angular changes result from 
max(U) and min(U) control actions. Control ac- 
tions that result in angular changes that cross the 
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p3 = 0 boundary are non-optimal. Hence, in the time- 
discretised version of the problem, bang-bang controls 
are not optimal when close to the p3 = 0 boundary. 
The size of the dead-zone is dependent on the time 
discretisation. The numeric procedure used to solu- 
tion the control problem adaptively chooses the time 
discretisation and this is why the size and shape af the 
dead-zone is different in Figures 2 and 4. 
4.5 Non-manoeuvring Target 
We then consider an engagement with no disturbance. 
That is, the disturbance is assumed to be from the set 
with the single element W = (0) radians/second. 
Figure 4: Optimal Guidance against a (p = 0.4) non- 
manoeuvring target: & = 0 radians 
Some Critical Remarks on the Presented 
Missile Guidance Approach: 
1. The most significant (and valid) criticism of the 
above missile guidance approach is that, in a 
practical setting, it is well known that large con- 
trol actions are not sustainable over an extended 
period. All aerodynamic missile manoeuvres in- 
crease drag and hence reduce the missile’s for- 
ward velocity. Too much aerodynamic control 
over an extended period can reduce the missile’s 
.forward velocity to a level where interception is 
no longer possible. 
2. For these reasons, historical approaches have in- 
cluded, a somewhat arbitrary, soft running cost 
on the control energy, The resuhing optimal con- 
trol then matches the intuition that large control 
actions are not desirable. However, this soft run- 
ning cost on control energy is not an essential 
feature of the missile guidance problem, and can 




to the potential of guidance failures where more 
aggressive control actions, taken at appropriate 
times, would lead to success. 
However, because the energy of control actions 
must be supplied on-board the missile, there is 
some sense in which there is a total limit to haw 
much control actuation energy can be expended 
during an engagement; hence, soft-constraints 
might have utility in describing this aspect of the 
design problem. 
We suggest that this artificial soft running cost 
in control energy can be avoided by proposing a 
modified system description that includes the ef- 
fect of manoeuvres on drag and missile’s velocity. 
A new h a d  terminal constraint problem could 
then be solved that incorporates these practical 
concerns in a direct rather than heuristic man- 
ner. This is not done here due to computational 
issues. We hope to consider this approach in the 
near future. 
One significant practical advantage of the pre- 
sented guidance approaches is that the guidance 
demands depend primarily on simple anguIar 
quantities that are very likely to be available in 
most guidance problems (although knowledge of 
6, may be a little difficult to obtain). 
Discrete-time Equivalent Problem 
In this section we consider the equivalent hard terminal 
constraint problem in a discretetime framework. 
Consider the nonlinear discrete-time dynamical sys- 
tem: 
where 21; E R”, ~k E R”, wk E RP, a d  Zk E Rq are 
the state, control input, disturbance input and perfor- 
mance output quantity, respectively. The initial state 
value, 20, is assumed given. 
We consider the possibly finite stopping time horizon 
[O, l , ,  .. , k] for some k 5 T ,  T fixed, and assume the 
fallowing: 
1. 21 E X for all .! E [O, 1 ,..., k] where X is a 
2. ut E U for all P E [O, 1 ,..., k] where U is a 
bounded set. 
bounded set. 
3. UJC E W for all 
bounded set. 
E [ O , l , . . . , k ]  where W is a 
4. --DO < g(z) < 03 for all z E X 
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5.  there exists x E X such that g(x) < A, where X 
is some given required perfromance level. 
We employ the following notation: U[O, k] is the set of 
. admissible control sequences on [O, 1, . , . , k] in which 
ut E U for all E [O, 1, - .  ., k]. In a similar manner we 
defined W[O, k]. We take the infimum over a empty set 
to be equal to ca. 
The above definitions and following control problems 
are motivatived by the trajectory design problem in 
which the dynamics must be controlled, in finite time, 
to a finite set. Again, an example of a suitable perfor- 
mance output quantity €or these problems is g(x) = 1.1. 
5.1 Hard Terminal Stopping Constraint 
The objective of the terminal stopping constraint prob- 
lem is to design a causal state feedback control U E K s t  
such that, given a fixed stopping time constraint T < 
00 and any initial state 20 E X, there exists a stopping 
time k*(zo,u) f [0,1,. , . ,T] such that 
+(SO,U) 5 A I  (21) 
where system (20) is initialised at 20 E X. This prob- 
lem appears a dud  problem to the 1" bounded prob- 
lem introduced in [14]. 
If there is more than one control sequence and stopping 
time pair that satisfy this constraint, then use the pair 
that achieves the smallest zk(xo,u). That is, U* and k' 
such that 
5.2 Dynamic Programming for Hard Terminal 
Stopping Constraint 
I Let us introduce the following value function: 
(23) 
where ~ k , ~ , ~ , , ,  is the solution at time k to the (20) 
from z at time 7s with input sequences U and w. In the 
following we will use the shorthand x t  as the meaning 
will be clear from context. 
Then consider any q E [n, n 4- 1,. . . ,TI. The infimum 
over k then occurs in [n, n + 1,. . . , q ]  or [q + 1 , ~  + 
2,. . . ,TI. Hence 
where VT(T,Z) = g(z). By considering q = TI we ob- 
tain the Lemma result 
inf sup V T ( ~  + 1, f ( z , u ) )  
wf W 
5.3 Feasible Hard Terminal Stopping Control 
Let the set of feasible initial states for a particular 
stopping terminal constraint level X be denoted by 
SfT = Izo : VTI0,SO) I 4 - (25) 
]?or zo E S&, the stopping controller u*(Q) E K,t 
itnd stopping time k'(~0) E [0, 1,  . . . , T] is defined by 
i;he.minimising U in (24) and IC". = inf(k : g ( x k )  = 
VT(T - k, 4) 
6 Conclusions 
This paper presented two new types of deterministic 
continuous-time optimal stopping control problems in- 
volving hard terminal constraints. Dynamic program- 
ming solutions, involing variational inequalities, were 
presented for both problems. 
A missile guidance problem was then used to illustrate 
one of the hard terminal constraint problems. An nu- 
meric approximation to the optimal control was calcu- 
lated for the missile guidance problem and guaranteed 
performance levels presented. 
Dynamic programming solutions for the equivalent 
discrete-time problem were also presented. 
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