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ABSTRACT 
We present and solve the speaker diarization problem in 
a novel way. We hypothesize that the gesturer is the speaker 
and that identifying the gesturer can be taken as identifying 
the active speaker. We provide evidence in support of the hy­
pothesis from gesture literature and audio-visual synchrony 
studies .  We also present a vision-only diarization algorithm 
that relies on gestures (i .e. upper body movements) . Experi­
ments carried out on 8 .9  hours of a publicly available dataset 
(the AMI meeting data) show that diarization error rates as 
low as 15% can be achieved. 
Index Terms- Speaker diarisation, Speaker segmenta­
tion and Gesturer diarisation 
1. INTRODUCTION 
Speaker diarization - the task of determining who spoke 
when ? in an audio/video recording- has a number of ap­
plications in document structuring and speech processing of 
broadcast news, debates, movies, meetings and interviews.  
Some of these applications come in the form of speech and 
speaker indexing (used for video navigation and retrieval), 
speaker model adaptation (used for enhancing speaker recog­
nition) and speaker attributed speech-to-text transcription 
(used for speech translation and message summarization) . 
The domain focus of speaker diarization application has 
been changing over the years. Speaker diarization started with 
telephone conversations and was later followed by broadcast 
news. Today, conference meetings are receiving the most at­
tention [ 1 ,  2] . With these domain changes, the signals used 
for diarization also began to change. Much of the research in 
speaker diarization focused on using audio signals [3] . In re­
cent years , however, attention is shifting to using audiovisual 
signals [2] , where the role of video signals is considered more 
and more. In this paper, we continue this trend and take the 
role of the video signals to the maximum and the role of the 
audio to the minimum. 
We hypothesize that the gesturer is the speaker and that 
identifying the gesturer can be taken as identifying the ac-
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tive speaker. This hypothesis arose from the observation that 
while a speaker may not be gesturing for the whole duration 
of the speech, a gesturer is usually gesturing at least for some 
part of or within the vicinity of the duration of the correspond­
ing speech. Section 2 gives evidence for this observation and 
grounds the hypothesis in gesture-speech synchrony studies. 
With the gesture-speech synchrony established, we claim 
who gestured when can be used to answer who spoke when. 
We test for gesture occurrence in the region(s) of the video 
where there is optical flow. Significant optical flow can be 
associated with particular regions and these regions are gen­
erally the same regions occupied by the speaker(s) and not by 
the listener(s). This is the core idea of the method described 
in section 3, where we give details about our assumptions and 
the methods applied to detect gestures .  In section 4, we give 
an outline of the implementation of the method. 
We test the performance of our method using part of the 
AMI public dataset. A brief description of the dataset is given 
in section 5. In sections 6 through 7, we present, evaluate and 
discuss achieved results . 
2. GESTURE-SPEECH RELATIONSHIP 
When people speak, they gesture and they do so despite 
different cultural and linguistic backgrounds [4] . With ges­
ture, speakers indicate length, size, shape, direction, distance 
thereby highlighting essential concepts expressed in words. 
Despite differences in the exact interpretation of the re­
lationship between gesture and speech, the gesture literature 
supports that there is a striking timing relationship between 
speech and gesture (i .e. gesture and speech execution occur 
within milliseconds of one another) . One leading hypothesis 
proposes that gesture and speech together form an integrated 
conununication system for the single purpose of linguistic ex­
pression. Gesture is linked to the structure, meaning, and tim­
ing of spoken language [5] . 
The arguments for the tight linkage between gesture and 
speech are the following : 1) Gestures occur mainly during 
speech 2) Delayed auditory feedback (DAF) does not inter­
rupt speech-gesture synchrony 3) The inborn blind do gesture 
4) Fluency affects gesturing 
In the following subsections , we give brief explanations 
of these arguments and give reference for detailed analysis. 
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2.1. Gestures occur mainly during speech 
Studies of people involved in conversations show that speak­
ers gesture and listeners rarely gesture [5, 6] . In approxi­
mately 100 hours of recording, there were thousands of ges­
tures for the speaker but only one for the listener [5] . In a 
sample of narrations, about 90% of all gestures occurred dur­
ing active speech [5] . In a meeting of eight speakers, the oc­
currence of upper body movement with speech accounted for 
more than 80% of the total speaking time [6] . 
2.2. Delayed auditory feedback (DAF) 
Gesture and speech remain in synchrony during delayed au­
ditory feedback (DAF).  Delayed auditory feedback is the pro­
cess of hearing one's  own speech played over earphones af­
ter a short delay (typically, 0.25 seconds) .  DAF disturbs the 
flow of speech; speech slows down, becomes hesitant and is 
subject to drawling and metatheses but despite these interrup­
tions, gesture remains in synchrony with speech [7] . 
2.3. The inborn blind do gesture 
Inborn blind people, who have never seen gesture, do ges­
ture and gesture as frequently as sighted people do [8, 9] . In 
[8 ] ,  four children who are blind from birth were tested in 3 
discourse situations (narrative, reasoning, and spatial direc­
tions) and compared with groups of sighted and blindfolded 
sighted children. Blind children produced gestures and the 
gestures they produced resembled those of sighted children in 
both form and content. 
2.4. Fluency affects gesturing 
The relationship between gesture production and speech flu­
ency is direct. The number of gestures increases as speech 
fluency increases and it decreases as speech fluency de­
creases. Stuttering - a speech disorder, characterized by 
syllable and sound repetitions and prolongations - is rarely 
co-produced with gesture. Gesturing is observed to fall to rest 
(or to stop moving) during the moment of stuttering and then 
to rise again and resume within milliseconds of resumption 
of speech fluency [ 10] . 
The aforementioned studies provide evidence that speech 
and gesture are tightly linked in execution. The presence of 
gesture is evidence of the presence of speech. In the next sec­
tion, we describe a method to determine gesture occurrence. 
3. METHODOLOGY 
In order to perform speaker diarization based on the hypoth­
esis : the gesturer is the speaker, we need to design mod­
ules to determine : a) the number of speakers b) their loca­
tion and c) whether or not they gestured. The modules can 
be simple or complex depending on the content of the video 
and recording conditions. For example, if the video content 
has people appearing and disappearing unpredictably, then 
a complex model is needed to track speaker numbers and 
identities. However, because model complexity is neutral to 
the-gesturer- is-the-speaker concept, we will concentrate our 
efforts on a simple method that detects and tracks gestures 
of people in conference meeting videos - where participants 
usually stay in fixed locations . 
In our method, we assume the number of speakers is de­
termined from the first few frames of the video either by hu­
man detection algorithms [ 1 1 ] or by a user creating bounding 
boxes for each speaker. We also assume that the speakers 
maintain their location or are tracked. Given the (tracked) lo­
cations of the speakers, the rest is to define what a gesture is 
and to determine its occurrence from frame to frame for each 
speaker/location. 
Comparison of any frame with its previous immediate 
frame shows that each bounded box (i .e. a speaker) will have 
some movements (arising either from noise or the speaker's  
gestures). We define gestures to be any movements that last 
longer than a fixed number of frames (i .e .  we exclude brief 
head or hand movements from consideration) . The motiva­
tion for the exclusion of isolated and brief movements is to 
remove noise and to avoid confusion between real gesture and 
the movements that people make when they relax or when 
they scratch their head. 
4. IMPLEMENTATION 
We use low-level features to approximate the signature and 
movement of headlhands . Specifically, we use corners (i.e. 
pixels that are significantly different from their surrounding 
pixels) to detect and track head/hands movements. For track­
ing the corners, we apply the pyramidal implementation of 
the Lucas-Kanade algorithm [ 1 2, l 3 ] .  Because our interest is 
in gesture (the movement of head/hands), we remove corners 
that do not move further than one to three pixels .  
The following is a pseudo--pseudo--code for determining 
the active gesturer(s) (and hence speaker(s». 
• Bound regions where there are speakers. 
• Detect corners [ 1 4] in the bounded regions . 
• Track corners using Lucas-Kanade algorithm [ 12, l 3 ] .  
• Keep only those that move greater than X pixels .  
• Find histogram of motion orientations and keep N -best 
(N is three corresponding to head, left and right hands) . 
• Join consecutive motion segments that come from the 
same region. Uninterrupted gesture sequences from the 
same speaker constitute a speaking turn. 
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• Remove motion segments with duration less than Y 
frames .  If a motion segment is not part of a gesture 
sequence, it is likely to be noise. 
• Join consecutive motion segments that come from the 
same regions (after motion segments less than Y frames 
are removed) . 
• Classify motion segments based on region. Motion 
segments, which have beginning and end times, corre­
spond to speaking times for the speaker in the bounded 
region. 
5. EXPERIMENTS 
We applied our algorithm and performed different experi­
ments on the video recordings of the Augmented Multi-Party 
Interaction (AMI) meetings [ 1 5 ] .  The AMI corpus consists 
of annotated audio-visual data of four participants engaged in 
a meeting . Each recording of the AMI meeting has a separate 
video for a center, left and right view of the participants and 
a separate high resolution video for each participant's  face. 
For our experiments, we used a subset of the IDIAP meet­
ings (lNlOXX and IS lO09x) totaling 8 .9  video hours. From 
the different recordings of the same meeting, we selected 
the left and right camera recordings, each of which has two 
speakers with visible hands. Figure 1 shows a snapshot of a 
video that contains the concatenated frames of the left and 
right camera recording of INlO16  AMI meeting data. 
Table 1 gives details of the interaction of the participants 
in the selected videos . The details concern the length of 
videos (in minutes), speech-time percentage (speech-time 
over video length), speech overlap percentage (overlapped 
speech time over video length), and speaker turn switches 
(average number of speaker turn switches per minute). 
Table 1 .  Features of experiment videos 
Video Speech Speech Turn 
Name length time overlap switches 
(min) (%) (%) (per min) 
IN 1005 46 94.90 9 .53 7 .35 
INlO16  59  96.95 1 8 .27 12 .30 
IS lO09b 34 87 .88  8 .97 6.48 
INlO12  5 1  96.89 28 .44 12 .82 
IN 1002* 4 1  93 . 1 5  14 .3 1 10.03 
INlO07* 40 96.46 22 .57 9.43 
IS lO09c 30 84. 1 6  4.23 4.85 
INlO 13  5 1  96.04 26.64 12 .88 
IN 1009 20 89.67 12 .61  4.57 
INlOI4*  61  90.49 12 .21  10.00 
INlO08* 56 90. 8 1  9 .27 12 .40 
IS lO09d* 32 80.83 8 .58 8 .45 
IS lO09a* 1 3  75 . 1 5  10 .27 3 .25 
Fig. ! .  A snapshot of AMI-INlOI6  video data. This repre­
sents the expected input to the proposed algorithm. 
6. RESULTS AND DISCUSSION 
The-gesturer-is-the-speaker diarization system outputs frame 
numbers and predicted signature(s) of the gesturer(s). This 
output is evaluated for correctness against manually annotated 
data in terms of Diarization Error Rate (DER), the metric used 
in the NIST RT evaluations . In DER-based speaker diariza­
tion evaluations, the reference segments are only those with 
speech. For a realistic comparison, we consider as reference 
those frames with at least one person gesturing. 
Recall that our diarization algorithm discards brief body 
movements. Figure 2 shows the impact of this discarding on 
performance for four videos (having the least DERs) .  The fig­
ure shows that as the duration of brief movements (measured 
in frames) are discarded, the diarization error rates decrease. 
To give a single DER estimate for each video, we picked the 
DER at duration of 2.5 seconds (an assumption that is critical 
for good performance for ICSI-based systems [ 1 6] ) .  Table 2 
shows the DERs and other informative measures for all tested 
videos (ranked by DER) . Other parameters being equal, the 
higher the rate of speaker turn switches and the more overlap 
between the speakers, the worse the DER. 
Table 2. Diarization Error Rates (DER) 
Gesture Gesture Turn 
Name time overlap switches DER 
(%) (%) (per min) (%) 
IN 1005 62.54 0.03 1 .07 14.52 
INlO 16  72.45 0.00 1 .58 2 1 .62 
IS lO09b 72.23 0.00 0.78 26.80 
INlOl2  64.00 0.00 1 .67 35 .30 
IN 1002* 63.65 0.00 0.95 37 .03 
IN 1007* 67.06 0.04 1 . 37 40.4 1 
IS lO09c 66.40 0.00 0.70 45.22 
INlO 13  69.47 0.0 1 1 .42 53 .73 
INI009 59.50 0.00 0.67 54.92 
INlO14* 7 1 .60 0.00 1 . 1 5 58 . 1 6  
IN 1008* 57.80 0.00 1 . 88 62.47 
IS lO09d* 68 .82 0.00 0.58 63 .05 
IS lO09a* 60.84 0.00 0.28 63 .98 
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The official NIST Rich Transcription 2009 evaluation re­
sults for various conditions are described in [ 1 6] .  For batch 
audio, the DER ranges between 17 .24% and 3 l .30%. For on­
line audio, the DER is 39.27% and 44.6 1  %. For audiovisual, 
it is 32.56% . Direct comparison of our results with previous 
results is hard given the differences in the experimental con­
ditions , set of videos and the sensitivity of the DER [ 17] . 
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Fig. 2. Shows how diarization error rates decrease as short 
movements (measured in frames) are discarded. 
The diarization method we presented has the advantage of 
being simple and using only video features .  Previous speaker 
diarization systems are based on the ICSI speaker diarisation 
system [ 1 8] and involve a number of subcomponents [ 1 6, 1 9] 
for tasks such as filtering (Wiener), modeling (GMMs and 
HMMs), parameter estimation (Expectation-Maximization), 
decoding (HMM-Viterbi), clustering (agglomerative hierar­
chical clustering (AHC) with Bayesian information criterion 
(BIC)) and feature extraction (such as MFCC, prosody, video 
features) .  
Our diarization method does not use any of these sub­
components but uses algorithms for corner detection [ 14] and 
tracking [ 1 2] under the assumption that upper bodies of sta­
tionary or tracked speakers are visible in the video. It is 
this assumption which limits the application of our diariza­
tion method. Where an active speaker becomes invisible in 
the videos (which is the case for video names marked with * ) , 
the diarization error is higher. Furthermore, in videos where 
the gestures of a person are picked up by the two cameras, 
which is the case for most videos (because of the camera ar­
rangements), the diarization error becomes higher. 
There are two criticisms of using gesture for speaker di­
arization. One is of the form: speakers do not all the time 
gesture .  This is true but gesture is frequent enough that, in 
some cases, methods can be designed to overcome its absence 
(e.g. smoothing) .  In our videos, the diarization algorithm has 
found that roughly 75% of speech is accompanied by gesture. 
The other criticism is of the form: what is a gesture ? This 
is hard to answer without reference to semantics. In our case, 
we assumed any movement to be part of a gesture and it seems 
that this is a reasonable assumption for people in conference 
meetings .  For more complex scenarios, there is a need to dif­
ferentiate gestural activity from other activities . 
7. CONCLUSIONS AND FUTURE WORK 
We have presented the speaker diarization problem in a novel 
way. We hypothesized that the gesturer is the speaker and that 
gestural activity can be used to determine the active speaker. 
We provided evidence in support of the hypothesis from two 
sources a) gesture and audio-visual synchrony studies b) our 
experiments on a part of the AMI public dataset. The experi­
ment performance measures confirm the hypothesis .  
We have also outlined a method for gestural activity de­
tection based on the location and tracking of corners . The 
method does not interpret gestures and assumes the back­
ground of the speakers is static. Further improvements of 
the algorithm for understanding gestures under more general 
recording conditions are left for another study. Future study 
should examine a probabilistic implementation of the diariza­
tion method and include other cues including audio, lip move­
ments and visual focus of attention of speakers (i .e. listeners 
tend to look at the active speaker). 
8. RELATION TO PRIOR WORK 
The work presented here has focused on justifying and using 
gesture for speaker diarization. To the best of our knowledge, 
this has not been done before and we consider it as our main 
contribution. Our work is similar to but more general than the 
work by [20] , which focused on using gesturing as a means 
to perform Voice Activity Detection (VAD) .  Their main ratio­
nale is different from ours. They see audio as the most natural 
and reliable channel for VAD. They use gesture when audio 
is unavailable (e .g .  in surveillance conditions) .  We empha­
size that gesture is synchronous with speech - and wherever 
applicable, gesturer diarization can reliably solve the problem 
of speaker diarization. 
The work presented here also included the presentation of 
a new vision-based speaker diarization method that is differ­
ent from the ICSI speaker diarization system [ 1 8] .  The idea 
of using visual features for speaker diarization is not new. Ex­
tensive literature shows that visual features contribute to im­
proved performance [2 1 ,  22, 23, 24, 25] . In many cases, how­
ever, the visual features are used in combination with audio 
features and rarely alone. 
In summary, our work builds on and extends the literature 
on two fronts : a) emphasis on the use of gesture for speaker 
diarization b) a new vision-only diarization method that per­
forms reasonably well with the advantage of being simpler. 
Both fronts offer opportunities for research in new directions . 
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