Abstract. We establish the zero-diffusion limit for both continuous and discrete aggregation models over convex and bounded domains. Compared with a similar zero-diffusion limit derived in [44] , our approach is different and relies on a coupling method connecting PDEs with their underlying SDEs. Moreover, our result relaxes the regularity assumptions on the interaction and external potentials and improves the convergence rate (in terms of the diffusion coefficient). The particular rate we derive is shown to be consistent with numerical computations.
Introduction
In this paper we establish the zero-diffusion limit (ν → 0) of weak measure-valued solutions to the following aggregation-diffusion equation: The objective of this paper is to show how solutions to (1.1) converge in the zero-diffusion limit to solutions of the plain aggregation model given by
where the projection operator P x : R d → R d is defined by Here int(D) denotes the interior of the domain D and Π ∂D v represents the projection of v onto the tangent plane of the boundary at x ∈ ∂D [11, 43] . This means that P x (v) = v everywhere in D, except at points
x ∈ ∂D where v points outward the domain, in which case v is projected onto the tangent plane of the boundary. Therefore, particles hitting the boundary with an outward pointing velocity do not exit the domain but move freely along it.
Models (1.1) and (1.3) appear in many applications including material science [28] , robotics [26] , granular flow [10] , biological swarming [5] , and Ginzburg-Landau theory [42] . Mathematically, the well-posedness of (1.1) and (1.3) have been established both in the free space R d and over bounded domains. In the case of R d , the global well-posedness of equation (1.1) in the space of probability measures is established in [1, Section 11.2] for certain classes of potentials, by using the theory of gradient flows. Meanwhile, depending on the regularity of the potential K, the plain aggregation equation (1.3) in R d is shown to have finite-time blow-up or global solutions [3, 4, 9] .
In our study the interest lies in domains with boundaries which are relevant in many realistic physical settings. Mathematically, the well-posedness of (1.3) in the probability measure space has been established over bounded domains with a mild regularity condition [11] and over Riemannian manifolds [43] . Both results are obtained by using the gradient flow method. For equations with diffusion, the well-posedness has been studied in [2, 6] for models with degenerate and/or linear diffusion. In a more general setting where the domain is time-dependent, well-posedness of equations of types (1.1) and (1.3) are both justified in [44] again via the gradient flow method.
Our present work is motivated by the recent study in [19] , where the authors identified a flaw of the plain aggregation equation (1. 3) in domains with boundaries: its solutions can evolve into unstable equilibria.
This is an surprising degeneracy of model (1.3) given that it has a gradient flow formulation. One approach to rectify this degeneracy is to regularize equation (1.3) by adding a small diffusion term (as in model (1.1)), in other words, by including a small Brownian noise, as most realistic setups of the aggregation model would inherently have. An immediate question is to investigate how close the regularized system is to the original plain aggregation model. Several works have been done in such direction: In free space, it has been shown in [17] that the linear diffusion can remove the degeneracy of multiple unstable equilibria and lead to a unique steady state. In [20] the authors investigated the regularization of (1.3) by nonlinear diffusion. Most relevant to our work in this paper, in [44] the author studied the zero-diffusion limit of the linear diffusion model in moving domains with boundaries.
Different from the gradient flow method used in [44] , our approach to prove the zero-diffusion limit is via a coupling method by considering self-consistent stochastic processes associated to (1.1) and (1.3). To be more precise, let (Ω, F, (F t ) t≥0 , P) be a probability space endowed with a filtration (F t ) t≥0 . Suppose that (B t ) t≥0 is a d-dimensional F t -Brownian motion that is independent of the (initial) random variable Y 0 with distribution µ 0 . The self-consistent stochastic process (Y ν where the supremum is taken over all partitions such that 0 = t 0 < t 1 < · · · < t n = t.
Solving SDE (1.5) is known as the Skorokhod problem [37, 38] , which was introduced in 1961 to study an SDE with a reflecting diffusion process on half line. The multi-dimensional version of Skorokhod's problem was solved in [40] , where the domain D was assumed to be convex. In [34] the authors relaxed the convexity assumption to domains satisfying certain admissibility conditions. Such admissibility assumption was subsequently removed in [36] by applying the techniques used in [40] .
The self-consistent stochastic process associated with (1.3) has the form
where µ t = Law(Y t ) is the probability distribution of Y t and the initial data Y 0 with distribution µ 0 is chosen to be the same as in (1.5) . Since the randomness of (1.7) only comes from the initial data Y 0 , we can treat it as a standard ODE for a random ω ∈ Ω fixed. Well-posedness of (1.7) can be shown as in [11, Lemma 2.4 ] by using the theory of differential inclusions [16, 21] .
As a first step toward proving the zero-diffusion limit, we establish the well-posedness of the SDEs (1.5) and (1.7) (Theorems 3.2 and 3.4) and prove that the probability distribution µ ν t of Y ν t is the weak solution to the aggregation-diffusion equation (1.1) (Theorem 3.3). These well-posedness results are proved under Assumption 1 in Section 3 for the interaction and external potentials K and V . We note that well-posedness of (1.5) has been shown in the literature for various types of potentials: in [39] ∇K is assumed to be bounded and Lipschitz. In [14] a specific type of K with ∇K being bounded discontinuous was considered. In [18] well-posedness of (1.5) was shown when K is the Newtonian potential. The particular type of potentials in our paper is not covered in the previous cases. Nonetheless, our method is similar to the ones used in [14, 18] in the sense that we regularize the potentials first and prove the convergence of the regularized solutions.
Next we prove our first main result concerning the zero-diffusion limit of solutions to (1.1) (Theorem 3.5). This is achieved by using a coupling method to show the convergence of µ ν t to µ t via the comparison of Y ν t with Y t . The precise estimate is
Compared with the zero-diffusion limit established in [44] , our result improves in two respects: i) a sharper (and believed to be optimal) convergence rate and ii) relaxed regularity assumptions on the interaction and external potentials. Specifically, the convergence rate established in [44] is O(ν 1 d+2 ). This is obtained by bounding ρ ν t , the density function of measure µ ν t , in its L ∞ -norm. In our case, we only need to work with µ ν t as a probability measure so that µ ν t (D) = 1. This improves the convergence rate to O(ν); we also note here that the numerical results presented in our paper suggest that this is the optimal rate. The second improvement is to reduce the requirement on the interaction and external potentials: we assume K and V to be C 1 and λ-convex, while in [44] they are assumed to be C 2 .
In the second part of this article (Sections 4 and 5), we show the zero-diffusion limit on the discrete level and prove the mean-field limit of the particle system with the Brownian motion. This system approximates (1.1) and has the form 9) where the initial data
. random variables with a common probability distribution µ 0 (x). We note that the existence of solutions to system (1.9) has been shown in [14, Theorem 1.1]. The corresponding deterministic particle system approximating (1.3) introduced in [11, Theorem 2.6] has the form 10) where the initial data
. random variables with the same probability distribution µ 0 (x). The well-posedness of (1.10) and its mean-field limit are both established in [11] .
Let µ ν,X t and µ X t denote the empirical measures associated to (1.9) and (1.10), respectively:
The main result (Theorem 4.3) in this part of the paper is to show the convergence of µ ν,X t to µ X t with the quantitative estimate:
(1.11)
In addition, we show that the empirical measure µ ν,X t associated to the particle system (1.9) approximates the solution µ ν t to equation (1.1) as the number N of particles goes to infinity (see Theorem 4.1). Such mean-field limit has been proved for various types of potentials. For example, in the case of R d , the meanfield limits are justified for K being the Newtonian potential [24, 25, [29] [30] [31] , the Biot-Savart potential [23] , and a delta distribution [12] . In the case of domains with boundaries, the mean-field limit is derived in [39] for particle systems with reflecting boundary conditions and ∇K being bounded Lipschitz. In [14] a particular type of bounded discontinuous interacting force was considered. More recently, in [18] the authors justified the mean-field limit for the particle system interacting through the Newtonian potential. As for deterministic particle methods (without the diffusion term), we refer the reader to [8, 15] (see also [13, 32] and references therein for a comprehensive review).
Finally, within the discrete framework we perform careful numerical tests to verify numerically the convergence rate and to gain further insight on how small diffusion regularizes model (1.3).
The paper is organized as follows. In Section 2, we give a brief introduction to the Wasserstein metric and provide definitions of weak solutions to equations (1.1) and 1.3. In Section 3, we prove the main result on the zero-diffusion limit after showing the well-posedness of SDEs (1.5) and (1.7). Section 4 presents particle methods for equations (1.1) and (1.3), where we further establish the zero-diffusion limit result at particle level. Section 5 is devoted to the numerical justification of the convergence rate.
Preliminaries
2.1. The p-Wasserstein space. In order to show the convergence of weak solutions, we give a brief introduction on the topology of the p-Wasserstein space. Consider the following space
where P(D) denotes all the probability measures on D. We denote the p-Wasserstein distance in P p (D) as follows
where Λ(f, g) is the set of joint probability measures on D × D with marginals f and g respectively and (X, Y ) are all possible couples of random variables with f and g as respective distributions. We will also use the infinite Wasserstein distance W ∞ defined as
where
and π -ess sup
Moreover, it holds that for all p ≤ q ≤ ∞, 6) and
We refer readers to books [1, 41] for further background.
Moreover, in [41, Theorem 6.18] , it has been shown that for any p ≥ 1, the space P p (D) endowed with the metric W p is a complete metric space. For bounded domains, the convergence in (P p (D), W p ) is equivalent to the weak- * convergence in the sense that
2.2. Definitions of weak solutions. Next we define the notion of weak measure-valued solutions for equations (1.1) and (1.3). Recall that a curve
(2.8) 
and if holds that
The well-posedness of weak solutions to the plain aggregation model (1.3) was proved in [11, Theorem 1.5
and Theorem 1.6] with Assumption 1 for K, V given in Section 3 .
Zero-diffusion limit
In this section we prove the convergence of weak solutions through the coupling method. The main assumptions on the interaction potential K, external potential V and domain D are Assumption 1.
(1) D ⊂ R d is bounded and convex and ∂D ∈ C 1 . We denote by D − D := {x − y| x, y ∈ D}.
and it is λ V -convex on D for some λ V ∈ R, which implies that
Furthermore, we denote
Note that λ-convexity is a weaker regularity than C 2 . For example, the function f (x) = |x|
3.1. Well-posedness of the self-consistent stochastic processes. Next we prove the well-posedness of SDE (1.5). To this end, let J(x) be a blob function such that
Replacing K by K ε in (1.1), one has the regularized aggregation equation
for any fixed ε, the regularized PDE (3.6) has a unique weak solution µ
where µ
With the help of the well-posedness of the equation (3.6), we also have the existence and uniqueness of the SDE (3.7). Moreover, we prove that the law of Y ν,ε t is exactly the weak solution to the PDE (3.6). Let Law(Y ν,ε t ) = µ ν,ε t , then we have from Itô's formula [35] for any test function
Using the boundary condition one has
By taking expectation on (3.9), we get
where we used the fact that
This means that µ ν,ε t is a weak solution to the following linear PDE
The following lemma plays a crucial role in the proof of the existence for the nonlinear SDE (1.5), Lemma 3.1. Let X 1 , X 2 be two random variables with distributions µ 1 , µ 2 respectively (X 1 and X 2 may not be independent). Suppose that K satisfies Assumption 1. Then it holds that
Proof. We introduce the joint distribution of X 1 and X 2 as π := Law(X 1 , X 2 ). Then
where we have used the symmetry and the λ K -convexity of K given in Assumption 1.
Next we show the well-posedness of SDE (1.5). 
t , i = 1, 2 are two solutions to (1.5) with the initial data Y i 0 respectively, then we have the following stability estimate 
By the convexity of the domain D, one has
Consequently,
Therefore, one has
The first term I 1 satisfies
where C only depends on D. For I 2 , we have
where C only depends on D. Here we also used the λ V -convexity of V . By the continuity of ∇K and ∇V , we have for all s ∈ [0, t],
and
Hence,
where C(ε, ε ) depends on D, ε and ε , and
Taking expectation on (3.17) and applying Lemma 3.1, we have
Applying Gronwall's inequality, one concludes that
•Step 2 (Passing to the limit): It follows from Step 1 that there exists a limiting stochastic process
). Next we show that there exists a reflective process R 22) and recall that
We want to show that
To this end, one first makes the splitting such that
Then −→ 0 since ∇V is continuous. Hence, we have
Similarly we have the bound
Then J 1 → 0 uniformly and J 2 a.s.
−→ 0 by the similar argument for I 3 and I 4 . Moreover J 3 → 0 by (2.7) and (3.21). Therefore, we have
Hence (3.24) follows from (3.27) and (3.26). We are left to check the properties of R ν t :
These can be verified in the same way as in [14, Step B on page 13]. The details are omitted here.
• 
which implies the stability estimate (3.14) by Gronwall's inequality.
As a direct result from Theorem 3.2, one has the well-posedness for the PDE (1.1).
Theorem 3.3. Let K, V and D satisfy Assumption 1. For any T > 0, there exists an unique curve
t , (i = 1, 2) are two solutions to (1.1) with the initial data µ i 0 respectively, then the following Dobrushin's type stability estimate holds Next theorem gives the well-posedness of SDE (1. is also continuous and bounded. According to [11, Lemma 2.4] , there exists Y t satisfying the following ODE 
By the λ-convexities of K and V , one has
Moreover, it follows from the convexity of the domain D that
which leads to (3.31) by the Gronwall's inequality.
3.2. Zero-diffusion limit. Now we can obtain an explicit convergence rate between µ ν t and µ t (weak solutions to (1.
Our main theorem regarding the convergence of weak solutions (in the Wasserstein metric) states:
where W 2 denotes the 2-Wasserstein metric as in (2.2) and λ
Proof. Suppose that (Y ν t , R ν t ) and Y t satisfy (1.5) and (1.7) respectively. Then it follows from Itô's formula that 37) where in the second inequality we have used the the convexity of the domain D. Denote that
By the convexity of the domain D, we have
Applying (3.40) and the λ V convexity of V in (3.37), we obtain the bound
Next we take expectation on (3.41) and use Lemma 3.1 to obtain that
Since the domain D is bounded, it holds that 
Therefore,
An application of Gronwall's inequality then yields that
which completes the proof.
Random particle method
In this section we investigate the random particle method for approximating weak solutions of PDEs (1.1) and (1.3) respectively. To prove the convergence of the random particle method, we introduce an auxiliary stochastic mean-field dynamics {Y
where (µ
are N independent Brownian motions . Here we set the initial data (Y
are N independent copies of the strong solutions to (1.5). The following law of large numbers plays an important role in proving the convergence of the particle method: 
where C only depends on K C 1 (D) .
Proof. Fix i = 1 and denote
We claim that
Indeed, let Y ν,1 t be given and denote
where E 1 means taking expectation on Y ν,1 t . Hence, one concludes that 
is the empirical measure associated to the particle system (1.9).
Proof. First, we show that the N interacting processes {X
of (1.9) well approximate the processes {Y ν,i t } N i=1 of (4.1) as N → ∞. It follows from Itô's formula that 6) where in the second inequality we have used the convexity of the domain D and the λ V convexity of V . Next we compute that
where C only depends on D and
(4.8)
Summing all of (4.6) and applying (4.9), we have
By the exchangeability of {X
, if we take the expectation of the above inequality, then
According to Lemma 4.1, we have 12) where C only depends on K C 1 (D) . Together with (4.11), it yields that
where C depends only on D and K C 1 (D) . Applying Gronwall's inequality, we have
Now recall the definition of the empirical measures
and notice that
Then by the definition of W ∞ distance one has
Applying (4.14) leads to 
Combining this with (4.16) and the property of the Wasserstein distances (2.6), we derive (4.5) by the triangle inequality such that
It was proved in [11] that the empirical measure associated to the particle system (1.10) well approximates the weak solution of (1.3). The precise statement is 18) associated to the particle system (1.10) satisfies 20) since the initial data satisfies (4.21). One can now use (4.21) in (4.19) to get an estimate for E W 2 (µ X t , µ t ) . Note that compared to this estimate, in (4.5), the random particle method for aggregation-diffusion model (1.1) has an additional term N and {X i t } N i=1 satisfy particle systems (1.9) and (1.10) respectively with the same initial data
. Furthermore, suppose that µ ν,X t and µ X t are the empirical measures associated to particle systems (1.9) and (1.10) respectively. Then it holds that Proof. For i = 1, · · · , N , one applies Itô's formula and gets
where we have used the convexity of the domain and the λ V -convexity of V . Notice that by (3.1),
Summation over i in (4.23) gives that
Taking expectation on the above inequality and using the exchangeability of {X
, one has
Applying Gronwall's inequality, we have
for any t ∈ [0, T ]. This leads to
by using (4.15). 
Numerical Results
In this section we numerically verify the convergence in Theorem 4.3 using representative swarming models in subsets of R 2 . The purpose of this study is to exhibit the theoretical O(ν) asymptotic convergence, improved from O(ν 2 d+2 ) in [44] , for interaction potentials of reduced regularity. We also show that for a small fixed ν > 0, the stochastic and deterministic particle systems diverge in time according to an exponential growth function that matches that of the growth bound in Theorem 4.3.
All simulations in this section use Lagrangian particle-tracking with an explicit-Euler scheme suitably modified to account for boundary conditions. Computations were done in MATLAB, utilizing the computing resources at the Compute Canada's Cedar cluster. In what follows, numerical approximations will be represented with tildes, i.e.
denote numerical solutions to the stochastic and deterministic particle systems (1.9) and (1.10), with empirical measures µ ν, X τn and µ X τn , respectively. Also, {τ n } L n=1 with 0 = τ 0 < τ 1 < · · · < τ L = T represents a partition of the interval [0, T ] with ∆t n := τ n+1 − τ n . 5.1. Particle Method. We consider systems of N particles with equal mass 1/N . For numerical solutions of the stochastic particle system (1.9) we use the symmetrized reflection scheme from [7] . The method was shown to produce a stochastic process which converges in law to the solution of an associated partial differential equation with Neumann boundary conditions. For this purpose, we define the reflection operator R:
where π ∂D x ∈ ∂D denotes the closest point on the boundary to x / ∈ D, i.e.,
and n is the outward unit normal to ∂D at π ∂D x. Note that for a given x / ∈ D, π ∂D x is uniquely determined due to the convexity of D.
In words, the operator R takes the mirror reflection across ∂D of points outside D (see Figure 1 ). For points in small enough neighbourhoods of D, such reflections lie in D. The symmetrized Euler scheme from [7] is simply the stochastic Euler method with symmetric reflection upon crossing the boundary, which for the particle system (1.9) it amounts to:
To compute numerical solutions of the non-diffusive particle system (1.10) we use an Euler time-stepping, and if the point exits D at the end of the time step, we project the endpoint on ∂D using (5.2). Hence, by defining π ∂D to be the identity map for x ∈ D, and given by the projection (5.2) for x / ∈ D, the update at time τ n+1 for system (1.10) is given by: 5) where S N is the set of permutations on N elements. Hence, we verify Theorem 4.3 by using a simple matching algorithm to compute (5.5). We illustrate the procedure below.
Let X ν τn and X τn represent the 2N vertices of a complete, weighted bipartite graph G with bipartite adjacency matrix A and edge weights A ij = X ν,i τn − X j τn
2
. Finding an optimal transport plan between the associated empirical measures µ ν, X τn and µ X τn is equivalent to finding a perfect matching in G with least maximum-matching cost, where a perfect matching is defined to be a collection of edges from G which is pair-wise non-adjacent and visits each vertex exactly once. We do this as follows. For convenience, let C be the increasing sequence of unique edge costs from A:
For each k ≤ |C|, let B k be the bipartite adjacency matrix for the subgraph of G obtained by removing all edges of cost greater than c k :
Thus, to compute (5.5), we start with k 0 , where k 0 is the smallest integer such that B k0 represents a spanning subgraph of G (this is necessary to ensure that each particle is represented in the subgraph, and hence that a transport plan exists), then iterate through k until B k contains a perfect matching. This requires that we calculate the length of the maximal matchings of B k at each k, for which we use MATLAB's native dmperm command to perform a Dulmage-Mendelsohn decomposition of B k . Letting k denote the first k such that 
) be the sample average of the squared Wasserstein distances between the two particle systems at times τ k . We then compute the convergence rate p such that
use a Student's t-distribution to compute 95% confidence intervals for E ν (τ k ) as in [33] . To highlight the reduced regularity required of the interaction potential in the theorems above, we compare convergence results for attractive-repulsive interaction potentials of two regularities:
Both K 2 and K 3/2 are λ-convex and feature an attraction term along with a C 1 regularization of the repulsive Newtonian potential φ(x) = (−∆) −1 which introduces jump discontinuities in the second derivative at r = (where is fixed at 0.05). Quadratic attraction puts K 2 in W 2,∞ (R 2 ), while the 3/2-attraction term gives ∇K 3/2 a Lipschitz singularity at the origin. Potentials with non-Lipschitz gradients offer a generalization of the previous analyses for the zero-diffusion limit of aggregation-diffusion equations in bounded domains [20, 44] . Specifically, K 2 has sufficient regularity for the analytical results in [44] to apply, as opposed to K 3/2 , which satisfies the relaxed conditions in our Assumption 1, but not the requirements in [44] . With this study we also draw attention to the improved O(ν) convergence rate for such potentials.
5.5.
Results. Using the Monte-Carlo algorithm above, we determine the convergence rate for each of the four {domain, potential} combinations: Figure 2 .
At times T = 0.031, T = 0.25 and T = 0.5 the desired convergence of O(ν) is clearly achieved, while by time T = 1 the convergence behaviour becomes difficult to resolve numerically due to statistical errors (see in particular the growth of confidence intervals over time in Figure 3 ).
Along with convergence in ν, we also examine the divergence in time of solutions on the interval t ∈ [0, 1].
We observe that the divergence between empirical measures follows an exponential curve which matches the form of the bounding curve in Theorem 4.3 to high accuracy, lending further numerical support to the theorem. Shown in Figure 3 , the data {τ n , E ν (τ n )} 
We also observe some interesting phenomena when ν is larger than some threshold value which impacts the convergence rate and deserves some explanation. By time T = 1 the swarm has separated into an aggregation on the boundary and a component in the interior of the domain which we will refer to as the "free swarm". Particles occupying the space in between the boundary aggregation and the free swarm are either pinned to the boundary with high velocity or pulled gradually into the free swarm. This seems to be a generic effect of swarming near boundaries, occurring regardless of the choice of domain or interaction potential. With high probability in each simulation, for some i the particle pair X on the disk.
The strong force with which particles are pinned to the boundary along with the resulting energy barrier between the boundary aggregation and the free swarm are some of the many fascinating differences between swarms in free space and those in domains with boundaries. As shown in [19] , the plain aggregation model (1.3) in domains with boundaries tends to evolve into unstable equilibria. While the numerical studies in the present paper are exclusively designed to support Theorem 4.3, we plan for future work a thorough however, due to the computational complexity of the PDE integrators at small diffusion values, the numerical studies there were limited to one dimension. The main advantage of the present approach is the discrete (stochastic) formulation, which potentially can enable a numerical study of the zero diffusion limit for long times in higher dimensions. grows significantly over time (as seen by the 95% confidence intervals), yet we see excellent agreement using a nonlinear least-squares fit to a curve of the form y(t) = at(1 + bte bt ), matching that of the bounding curve in Theorem 4.3.
5.6. Remarks. We now make some remarks about the numerical method, and specifically about the symmetrized Euler scheme:
To the best of our knowledge, a numerical method for treating reflected SDEs with a weak convergence rate higher than O(∆t) is currently lacking. It is shown in [7] that for drift coefficients in To accurately compute the W 2 ∞ -distance in (5.5), we require weak convergence for test functions of the form g(x) = |x − a| 2 . Such test functions are smooth, yet due to the reduced regularity of the interaction potentials in this study, we fail to meet the smoothness requirements on the drift coefficient used in [7] to prove weak O(∆t) convergence. It appears that rigorous analysis of the convergence for numerical solutions to reflected SDEs with non-Lipschitz drift is also lacking, let alone analysis for schemes applied to interacting particle systems. Hence, to justify our method, we provide numerical support instead; see Figure 6 showing e weak g (∆t) = O(∆t) for particle systems using the parameters of this study.
ii) Refinement of ∆t: To observe the analytical O(ν) convergence rate numerically, it is necessary to suitably reduce the time-discretization error. This presents a serious bottleneck in computation, hence, instead of fixing a prohibitively small ∆t for every value of ν, we successively refine ∆t using the heuristic scaling ∆t ∼ √ ν, which is based on the following argument. Computing (5.5) relies on accurate calculation of the expectations E X ν,i τn − X j τn
2
. Fix τ n and treat ν as an explicit parameter in the weak error (5.6).
For a given particle pair (i, j), let g j (x) = x − X j τn 2 and define, that is, the weak error in approximating the particle X ν,i t at time t = τ n using the test function g j . We then observe that justifying the scaling ∆t = √ ν as long as E1 is sufficiently small. Numerical evidence (see Figure 6) suggests that e i,j (∆t; ν) = C(ν)∆t, and hence that E1 = C(ν) √ ν, although the form of C(ν) is unknown. Judging by the convergence results in Figure 2 , however, it appears that C(ν) = O( √ ν), or else such convergence would not be attainable asymptotically. So we adopt the refinement ∆t = √ ν preemptively for now to cut computation costs, and leave rigorous justification of the scaling ∆t ∼ √ ν for future work. We use the test function g( X 
