Factorial hidden Markov models (FHMMs) are powerful tools of modeling sequential data. Learning FHMMs yields a challenging simultaneous model selection issue, i.e., selecting the number of multiple Markov chains and the dimensionality of each chain. Our main contribution is to address this model selection issue by extending Factorized Asymptotic Bayesian (FAB) inference to FHMMs. First, we offer a better approximation of marginal log-likelihood than the previous FAB inference. Our key idea is to integrate out transition probabilities, yet still apply the Laplace approximation to emission probabilities. Second, we prove that if there are two very similar hidden states in an FHMM, i.e. one is redundant, then FAB will almost surely shrink and eliminate one of them, making the model parsimonious. Experimental results show that FAB for FHMMs significantly outperforms state-of-the-art nonparametric Bayesian iFHMM and Variational FHMM in model selection accuracy, with competitive held-out perplexity.
Introduction
The Factorial Hidden Markov Model (FHMM) [8] is an extension of the Hidden Markov Model (HMM), in which the hidden states are factorized into several independent Markov chains, and emissions (observations) are determined by their combination. FHMMs have found successful applications in speech recognition [16] , source separation [18, 15, 11, 12] , natural language processing [4] and bioinformatics [10] . A graphical model representation of the FHMM is shown in Fig.1 .
Figure 1: Graphical Model Representation of FHMMs.
Learning FHMMs naturally yields a challenging simultaneous model selection issue, i.e., how many independent Markov chains we need (layer-level model selection), and what is the dimensionality (number of hidden states) of each Markov chain. As the model space increases exponentially with the number of the Markov chains, it is not feasible to employ a grid search based method like cross-validation [2] . More sophisticated methods, like variational Bayesian inference (VB-FHMMs) [1] and the nonparametric Bayesian Infinite FHMMs (iFHMMs) [19] have been proposed, but they cannot fully address the issue. For example, iFHMMs restrict the dimensionality of each Markov chain to be binary. Further, high computational costs of VB-FHMMs and iFHMMs restrict their applicability to large scale problems. This paper addresses the above model selection issue of FHMMs by extending Factorized Asymptotic Bayesian (FAB) inference, which is a recent model selection framework and has shown superior performance than nonparametric Bayesian inference for Mixture Models [7] , Hidden Markov Models [6] , Latent Feature Models [9] , and Hierarchical Mixture of Experts Models [5] . Our method, namely FAB f hmm , not only fully addresses the simultaneous model selection issue, but also offers the following two contributions.
1) Better marginal log-likelihood approximation with partial marginalization technique:
Previous FAB inference for HMMs [6] has applied the Laplace approximations both to emission probabilities and to transition probabilities. Our approach applies the Laplace approximations only to emission probabilities, and transition probabilities are integrated out. As we do not conduct asymptotic approximation but follow exact marginalization on transition probabilities, we can better approximate marginal log-likelihood.
2) A quantitative analysis of the shrinkage process: One of the strong features in FAB inference is a shrinkage effect, caused by FAB-unique asymptotic regularization, on hidden variables , i.e., redundant hidden states are automatically removed during the FAB EM-like iterative optimization. Although its strong model selection capability has been empirically confirmed [7, 6, 9] , its mathematical behavior has not been well studied. This paper carefully investigates the shrinkage process, and proves that if there are two very similar hidden states in FHMMs, then one state would almost surely "die out". We reveal the following chain reaction between E-steps and M-steps: if the variational probabilities of some states are shrunk in an E-step, then their corresponding model parameters will also be shrunk in the next M-step, causing these state to be shrunk further in future E-steps. Moreover, under certain condition, this shrinkage process is accelerating. This finding also partially answers the parameter identifiability problem of FHMMs.
Related Work

Factorial HMMs
The pioneering work of FHMMs was by Z. Ghahramani and M. Jordan [8] . [17] to learn parameters. Generally speaking, variational Bayesian (VB) inference [14, 1] can prune redundant latent states, but previous studies have suggested the pruning effect is not strong enough to achieve good model selection performance.
Recently, infinite FHMMs (iFHMMs) have been proposed [19] to address the model selection issue of FHMMs. iFHMMs employ the Markov Indian Buffet Process (mIBP) as the prior of the transition matrix of the infinite hidden states. Although iFHMMs offer strong model selection ability in learning FHMMs, they have a few limitations. First, iFHMMs restrict latent variables to be binary while the original FHMMs [8] have no such limitation. This restriction makes iFHMMs generate more represented states than variational methods, tending to overfit the data. In contrast, excluding such a restriction and allowing different Markov chains to have different numbers of hidden states may give us better understanding of the data. Second, the slice sampling used to optimize the iFHMM is considerably slower than variational methods, and therefore iFHMMs do not scale well to large scale scenarios.
FAB Inference
Factorized asymptotic Bayesian (FAB) inference has been originally proposed to address model selection of mixture models [7] . FAB inference selects the model which maximizes an asymptotic approximation of the marginal log-likelihood of the observed data, referred to as Factorized Information Criterion (FIC), with an EM-like iterative optimization procedure. Previous studies have extended FAB inference to HMMs (sequential) [6] and Latent Feature Models (factorial) [9] , and have shown superiority against variational inference and nonparametric Bayesian methods in terms of model selection accuracy and computational cost. It is an interesting open challenge to investigate FAB inference for their intermediate (both sequential and factorial) models, i.e., FHMMs.
Factorial Hidden Markov Models
Suppose we have observed N independent sequences, denoted as
The n-th sequence is denoted as
Tn , where T n is the length of the n-th sequence. Respectively, we denote the corresponding sequences of hidden state variables as z N = z 1 , · · · , z N , and each sequence An FHMM model is specified as the following probability density:
where θ = (α, β, φ). The initial, transition and emission distributions are represented as p(z
t−1 , β m ), and p(x n t |z n t , φ), respectively. The m-th initial and transition distributions are defined as follows:
, with each row β (m) k summing to 1.
By following the original FHMM work [8] , this paper considers multidimensional Gaussian emission, while it is not difficult to extend our discussion to more general distributions like one in the exponential family. The emission distribution is jointly parameterized across the hidden states in the M HMMs as follows:
where µ n t and C are the mean vector and covariance matrix. A key idea (and difference from HMMs) in FHMMs is the construction of the mean vector µ n t . More specifically, the mean vector µ n t is represented by the following linear combination:
where
, specifying the contribution of the k-th state in the m-th HMM to the mean. Here, φ in (1) can be represented as φ = (W , C).
Refined Factorized Information
Criterion for FHMMs FIC derivation starts from the following equivalent form of marginal log-likelihood: 
A direct application of the technique proposed in [7, 6] leads to the following asymptotic approximation of the complete marginal log-likelihood:
Instead, this paper proposes the FIC derivation with integrating out the initial and transition distributions.
Laplace Approx.
.
The original motivation of FIC is to approximate "intractable" Bayesian marginal log-likelihood. The key idea in (6) is to refine approximation by analytically solving the tractable integrations (w.r.t. α m and β m ) and minimizing the asymptotic approximation error.
After integrating out all the parameters, and normalizing the Hessians w.r.t. W and C −1 , we obtain:
With uninformative conjugate priors on α m and β m , we can calculate (6) as follows:
where (4) computes the expectation of log p(x N , z N |M) w.r.t. the variational distribution q. Taking the logarithm of (7), many log-Gamma terms appear, whose exact expectations require to enumerate the exponentially many possible configurations of z, which is infeasible. Thus we propose a first-order approximation to them, based on the following lemmas, where 1 , 2 , 3 are small bounded errors. 
Besides, there are N numbers {ŷ n }, ∀k,ŷ n ≈ȳ n . When all T n are large enough:
Proof can be found in the Appendix.
As defined above, c m,j,k = In order to avoid recursion relations w.r.t. q during the inference, we introduce an auxiliary distributionq, which is always close to q, in that
The Gamma terms in (7) will be expanded about the expectations of their parameters w.r.t.q. We will discuss how to chooseq in Section 5.2.
Taking the logarithm of (7), applying Lemma 1, and dropping asymptotically small terms (including the determinants of the normalized Hessian matrices), we derive the approximation of p(x N , z N |M). Plugging it into (4), we obtain an asymptotic approximation of the lower bound of log p(x N |M ):
and ∆ m is a normalization constant that makes Km k=1 δ m k = 1, ε is a small constant error bound of the approximations. Note the ML estimators W , C inside the summation are subject to the specific instantiation of z N .
In (9),α andβ can be viewed as the estimated initial transition probabilities of the FHMM w.r.t.q.
The FIC of the FHMM, denoted by FIC f hmm , is obtained by maximizing J (q, x N ) w.r.t. q:
Similar to FIC mm and FIC hmm , the use of FIC f hmm as the approximation of the observed data log-likelihood under a certain model is justified:
The proof is analogous to that of FIC mm and FIC hmm [7, 6] , and omitted here.
FAB for FHMMs
FAB's Lower Bound of FIC
Since W , C depends on the specific instantiation of z N , in order to compute FIC f hmm exactly, we need to evaluate W , C for each instantiation of z N , which is infeasible. So we bound FIC(x N , M ) from below by setting all W , C to the same values, and get a relaxed lower bound G:
FAB f hmm is an optimization procedure that tries to maximize the above lower bound of FIC f hmm :
FAB Variational EM Algorithm
Let us first fix the structural parameters of the FHMM model, i.e. M, K 1 , · · · , K M . Then our objective is to optimize (11) w.r.t. (q, W , C). In this phase FAB is a typical variational EM Algorithm, iterating between E-steps and M-steps. We denote the i-th iteration with the superscript {i}.
In (8), the auxiliary distributionq is required to be close to q. So during the FAB optimization, we always setq to be the variational distribution in the previous iteration, i.e.q {i} = q {i−1} .
In the i-th E-step, we fix
. The E-step computes the q which maximizes (11).
The exact E-step for FHMMs is intractable [8] , and thus in E-step, we adopt the Mean-field Variational Inference proposed in [8] . 
FAB E-Step
where Z is the normalization constant, and to 0: is the residual:
In (14), h depends on q, but q also depends on h in the Forward-Backward routine, in a complicated way. Such an interdependence makes the exact solution difficult to find. Therefore in (15), we use q {i−1} to get approximate solutions of h. 
Note the bias
where ζ n,(m) t is the normalization constant that makes
The sufficient statistics are computed thereafter:
M-Step
In the M-step, we fix q =q = q {i} , and maximize (11) w.r.t. W , C, obtaining their optimal values:
where: 1) In the equation of W , † is the Moore-
; 2) In the equation of C, the mdiag(X) operator sets all the off-diagonal elements of matrix X to 0, leaving the diagonal ones intact.
Automatic Hidden State Shrinkage
The shrinkage factors δ m k induce the hidden state shrinkage effect, which is a central mechanism to FAB f hmm 's model selection ability. Previous FAB methods [7, 6, 9] report similar effects.
In the beginning, we initialize the model with a large enough number M of layers, and all layers with a large enough number K max of hidden state values. During the EM iterations, suppose there are two similar hidden states i, j in the m-th layer, and state i is less favored than state j, i.e. t q(z t,i ) < L, a pre-specified threshold, then FAB f hmm regards state i as redundant and removes it. If all but one states of a layer are removed, then we know this layer is redundant and FAB f hmm removes this layer. When FAB f hmm converges, we obtain a more parsimonious model with the number of layers M , the number of hidden states in each layers K * 1 , · · · , K * M , the optimal model parameters W * , C * , and the variational distribution q * .
This intuition is formulated in the following theorem.
Theorem 3. Suppose we have one sufficiently long training sequence of observations x T = x 1 , · · · , x T , T 1. In the m-th layer, two states i, j are initialized with proportional initial and inwards transition probabilities, i.e.,α i = ρ 0αj , and ∀k,β k,i = ρ 0βk,j , ρ < 1, and identical outwards transition probabilities ∀k,β i,k =β j,k . Then: 1) after the first EM iteration, the two states have identical weight vectors and outwards probabilities: W m i = W m j ,∀k,β i,k =β j,k , and proportional inwards probabilities:α i = ρ 1α j , ∀k,β k,i = ρ 1β k,j , but ρ 1 < ρ 0 . This trend preserves in all the following iterations. 2) When the probabilities of state j stablize, this shrinkage process on state i is accelerating: after the n-th iteration, the probability ratio ρ n satisfy: ρ n /ρ n−1 < ρ n−1 /ρ n−2 .
Proof. For notation similicity, we drop the superscript n for the sequence number.
1) For initialization all variational parameters h are set to 1. From the Forward-Backward recurrence relations (16) , it is easily seen that f (m)
Thus from (17), (18), the sufficient statistics of the variational probability q satisfy, for ∀t:
In the M-step, when updating W , one relevant equation is
We single out the i-th and j-th columns of both sides of (21): In the next E-step, using (14), we can identify
which is constant for any t. We denote it as λ 0 . Since ρ 0 < 1, obviously λ 0 < 1.
In the Forward-Backward routine, by examining equations (16), one can see f (m) (17), (18) , the sufficient statistics of the new variational distribution q satisfy, for ∀t:
When we updateα andβ, since the training sequence is sufficiently long (T 1), the pseudocount "1" and "K m " in their update equations can be ignored. Therefore one can easily obtain
Obviously ρ 1 < ρ 0 . That is, the new ratio of the initial/inwards probabilities becomes smaller, while the outwards probabilities remain unchanged.
The same argument holds for all subsequent iterations.
2) In the n-th iteration, let the ratio in (23) be denoted as λ n . From the above arguments, ρ n /ρ n−1 = λ n , thus it is sufficient to prove λ n < λ n−1 .
If state j "survives" the shrinkage, then after many iterations its probabilities would become stablized, i.e., t q(z n,m t,j ) is almost the same between the n-th and (n-1)-th iterations. In this condition, λ n decreases with ρ n , together with ρ n < ρ n−1 , one can conclude λ n < λ n−1 .
Theorem 5 sheds light on FAB f hmm 's shrinkage mechanism: given two similar components, if they are not initialized evenly (which is almost always the case due to randomness), then they will "compete" for probability mass, until one dominates the other. Another important observation is, the M-step "relays" the shrinkage effect between consecutive E-steps, and thus running multiple E-steps in a row would not gain much speed-up as observed on Latent Feature Models [9] .
Parameter Identifiability
Although HMMs/FHMMs are identifiable in the level of equivalence classes [13] , generally they are not identifiable if two states have very similar outwards transition probabilities and emission distributions. Formally, if states i, j satisfy: ∀k, β i,k ≈ β j,k , and p(x|z = i) ≈ p(x|z = j) , then we can alter the inwards transition probabilities of i, j without changing the probability law of this model, as long as the sum of their inwards transition probabilities is fixed, i.e., β ·,i +β ·,j = β ·,i + β ·,j . This forms an equivalence class with infinitely many parameters settings (one extreme is state i is absorbed into j), all of which fit the observed data equally well. Thus traditional point estimation methods are unable to compare these parameter settings and pick better ones.
In contrast, Theorem 5 reveals that, FAB f hmm will almost surely shrink and remove one of such two states, picking a parsimonious parameter setting (e.g. the one with i absorbed into j) among this equivalence class.
Synthetic Experiments
To test our inference algorithm, we ran experiments on a synthetic data set. The performance of FAB f hmm (denoted as "RFAB", i.e. Refined FAB) and three major competitors, i.e., conventional FAB without marginalization (denoted as "FAB"), variational Bayesian FHMM (denoted as "VB"), and iFHMM, was compared.
Experimental Settings
We constructed a ground truth model FHMM, which has 3 layers, with state numbers (2, 2, 3) . These states comprise a total state space of 2 · 2 · 3 = 12 combinations.The observations are 3-dimensional, and the covariance matrix Σ = . The three mean matrices {W m }, initial probabilities {α m } and transition matrices {β m } were randomly generated, and omitted here.
Two sequences of length T = 2000 were randomly generated. One sequence was used for training, and the other was used for testing.
RFAB, FAB and VB-FHMM are all initialized with 3 HMMs, and 10 states in each HMM. Compared to the true model, this setting has a lot of redundant states. For VB-FHMM, we used the "component death" idea in [1] , i.e. if a hidden state receives too little probability mass, then it will be removed. This scheme is similar to FAB's pruning scheme, despite the fact that the inference algorithm does not incorporate the shrinkage regularization.
We obtained the Matlab code of iFHMM from Van Gael. We used its default hyperparameters, i.e.: α ∼ Γ(1 + K, 1 + H T ), where K is the number of hidden states, and H T is the T -th harmonic number; σ Y , σ W ∼ Γ (1, 1) . In order to see how iFHMM performs the model selection on different hidden state spaces, we initialized iFHMM with hidden state numbers K ∈ {4, 7, 10, 15}.
The maximal iterations of all models other than iFHMM are set to 1000. iFHMM is set to have 500 iterations for burn-in and 500 iterations for sampling. Each algorithm was tested for 10 trials.
Results and Discussions
Three indices of the models were collected: 1) the eventually obtained state numbers; 2) the loglikelihood of the training sequence; and 3) the predictive log-likelihood of the test sequence.
The state number in the three HMMs are first sorted from smallest to largest, and then averaged. The av- From Table 1 , we can see that FAB obtained the most parsimonious learned models, but often it removes too many states, such that one HMM has only one state left. In contrast, RFAB is more "conservative", as it keeps more states. This difference is probably because after marginalizing α and β, the pseudocount "1" appears in the update equations 9 ofα andβ , which smooths their estimated values. VB-FHMM removed some states, but there are still a few redundant states left. It indicates that without the shrinkage regularization, the model selection ability is limited. iFHMM almost always stays around its initial number of hidden states, no matter how many states they are initialized with. This indicates the model selection ability of iFHMM is weak.
The training and testing data log-likelihoods are compared in Table 2 . RFAB achieves the best loglikelihoods on both sequences, followed by FAB. VB-FHMM achieves better log-likelihood than FAB on the training sequence, but worse on the test sequence, which suggests that it overfits the training data. iFHMM's performance is significantly inferior in general, and degrades quickly as the initial K increases. 3 shows how training data log-likelihood changes over iterations in the same trial as in Fig.2 . The loglikelihoods of RFAB and FAB on the training data are quite close. The log-likelihoods of iFHMM are not shown in this figure, as they are well below other methods (around -13500).
Conclusions and Future Work
The FHMM is a flexible and expressive model, but it also poses a difficult challenge on how to set its free, structural parameters. In this paper, we have successfully extended the recently-developed FAB framework onto the FHMM to address its model selection problem. We have derived a better asymptotic approximation of the data marginal likelihood than conventional FAB, by integrating out the initial and transition probabilities. Based on this refined marginal likelihood, an EM-like iterative optimization procedure, namely FAB f hmm , has been developed, which can find both good model structures and model parameters at the same time. Experiments on a synthetic data set have shown that FAB f hmm obtains more parsimonious and better-fit models than the state-of-the-art nonparametric iFHMM and variational FHMM.
In addition, we have proved that, during the FAB f hmm 's shrinkage process on hidden variables, if there are two very similar hidden states, then one state would almost surely "die out" and be pruned. This proof theoretically consolidates the shrinkage process which we observe in experiments.
A Appendix Lemma 1. Suppose {z n,1 , · · · , z n,Tn } N n=1 are N sequences of Bernoulli random variables, whose means are {p n,1 , · · · , p n,Tn } N n=1 . For the n-th sequence {z n,t }, z n,1 , · · · , z n,Tn are independent with each other. Let y n = i z n,i ,ȳ n = E[y n ] = i p n,i . Suppose further thatȳ n → ∞ as T n → ∞. Besides, there are N numbers {ŷ n }, ∀n,ŷ n ≈ȳ n . When all T n are large enough, the following bounds hold:
1)
E[log(y n + 1)] = log(ŷ n + 1) +ȳ n −ŷ n y n + 1 + 1 ;
2) E[y n log y n ] =ȳ n logŷ n + (ȳ n −ŷ n ) + 2 .
Here 1 , 2 are small bounded errors.
Proof.
1) Using the convexity of − log(y n +1), we easily obtain
We proceed to derive a lower bound of E[log(y n + 1)].
The following lower bound of the logarithm function is well know:
Substituting x with y n + 1 y n + 1 , we have log(y n + 1) − log(ȳ n + 1) > 1 −ȳ n + 1 y n + 1 .
After taking the expectation of both sides, it becomes E[log(y n + 1)] − log(ȳ n + 1) > 1 − (ȳ n + 1)E 1 y n + 1 .
is commonly referred to as the negative moment of y n [3] . We apply the corollary in [3] that
where G n (t) is the probability generating function of y n . It is known that G n (t) = Tn i=1 (q n,i + p n,i · t), in which q n,i = 1 − p n,i . Thus (26) becomes
We apply the Inequality of arithmetic and geometric means to Tn i=1 (q n,i + p n,i · t):
Letp n denoteȳ n Tn , andq n denote 1 −ȳ n Tn . Then (27) becomes
Plugging (28) into (25), we have E[log(y n + 1)] − log(ȳ n + 1) > 1 −ȳ n + 1 y n = − 1 y n .
Thus − 1 yn is the lower bound of the approximation error, which tends to 0 as T n → ∞. Hence ∃ 1a > 0, s.t. ∀T n , E[log(y n + 1)] > log(ȳ n + 1) − 1a .
Combining (24) and (29), we have E[log(y n + 1)] − log(ȳ n + 1) < 1a .
On the other hand, asŷ n ≈ȳ n , the first order approximation of log(ȳ n + 1) aboutŷ n is good:
log(ȳ n + 1) = log(ŷ n + 1) +ȳ n −ŷ n y n + 1
where 1b is an error of order o(ȳ −1 n ) that tends to 0 when T n increases.
Combining (30) and (31), we have E[log(y n + 1)] − log(ŷ n + 1) −ȳ n −ŷ n y n + 1 < | 1a |+| 1b |.
In other words, log(ŷ n + 1) +ȳ n−ŷn yn+1 approximates E[log(y n +1)] with a small bounded error. In addition, this error tends to 0 quickly as the sequence length T n increases.
2) It is easy to verify y n log y n is convex, and thus E[y n log y n ] ≥ȳ n logȳ n .
We proceed to derive an upper bound of E[y n log y n ].
Applying the inequality log x ≤ x − 1 by substituting x with yn yn , we have y n log y n y n ≤ y n ( y n y n − 1) = y 2 n y n − y n .
Taking the expectation of both sides of (33), we have
Combining (32) and (34), we have E[y n log y n ] −ȳ n logȳ n ≤1.
Furthermore, whenȳ n ≈ŷ n , the first order approximation of logȳ n aboutŷ n is good, i.e.:
y n (logȳ n − logŷ n ) =ȳ n (ȳ n −ŷ n )/ŷ n + 2a
where 2a is a small bounded error.
As T n → ∞ , bothȳ n andŷ n tend to ∞. Therefore is a small bounded error 2b . Then (36) becomes y n logȳ n −ȳ n logŷ n = (ȳ n −ŷ n ) + 2a + 2b . (37) Combining (35) and (37), we have E[y n log y n ] =ȳ n logŷ n + (ȳ n −ŷ n ) + 2 , where | 2 | ≤ | 2a | + | 2b | + 1 is also a small bounded error.
Corollary 2. {y n }, {ȳ n } and {ŷ n } are defined as the same as in Lemma 1. Then the following bounds hold:
1)
E[log Γ(y n )] =ȳ n (logŷ n − 1 2ŷ n ) − (ŷ n + 1 2 logŷ n ) + 1 2 (log 2π + 1) + 3 ;
2)
E n logΓ(y n )−logΓ( Here 3 , 4 are small bounded errors.
Proof.
1) The Stirling's approximation for the log-Gamma function is:
log Γ(y n ) = (y n − 1 2 ) log y n − y n + 1 2 log 2π + 3a ,
where 3a is an error term of O(y −1 ), which goes to zero quickly as T n increases. Therefore E[ 3a ], denoted as¯ 3a , is also a small bounded number.
Taking the expectation of both sides of (38), and applying Lemma 1, we obtain E[log Γ(y n )] =ȳ n (logŷ n − 1 2ŷ n ) − (ŷ n + 1 2 logŷ n ) + 1 2 (log 2π + 1) + 3 .
2) Obtained by repeatedly applying 1), and combining terms involvingȳ n .
