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The Three Laws of Robotics:
1: A robot may not injure a human being
or, through inaction, allow a human being
to come to harm;
2: A robot must obey the orders given it
by human beings except where such orders
would conflict with the First Law;
3: A robot must protect its own existence
as long as such protection does not con-
flict with the First or Second Law;
The Zeroth Law: A robot may not harm
humanity, or, by inaction, allow huma-




Dispositivos robóticos estão inseridos no cotidiano industrial a déca-
das, atuando como manipuladores fixados em seu local de trabalho
controlado, onde são responsáveis por realizarem tarefas repetitivas e
por vezes insalubres. Robôs móveis, no entanto, devem lidar com o
dinamismo de um ambiente (e.g. pessoas, animais e objetos) para se
deslocarem, tornando a execução das atividades muito mais complexa
do que em um ambiente controlado. No intuito de facilitar o processo
de navegação de um robô móvel, mapas podem ser utilizados para au-
xiliar na localização e no planejamento de rota. A navegação de um
robô móvel em um ambiente envolve a realização de tarefas que, muitas
vezes, podem ter prioridades. Assim, o sistema que planeja a rota a ser
percorrida pelo robô deve levar em consideração não apenas encontrar
o menor caminho, mas também o que permite que a prioridade na exe-
cução da tarefa seja atendida. O ambiente hospitalar oferece um nível
elevado de dinamismo, o que aumenta a complexidade de navegação,
além de requisitar que suas tarefas sejam executas de forma prioritária.
Devido as características mencionadas tornarem as tarefas para robôs
móveis desafiadoras, escolheu-se ambientes dinâmicos, como o hospita-
lar, para atuação do sistema desenvolvido, permitindo que tarefas de
logística sejam atendidas com base em suas prioridades em um ambi-
ente previamente mapeado.
Palavras-chave: Robótica Móvel, Navegação, Prioridades, Escalona-
mento, Planejamento de Rotas.

ABSTRACT
Robotic devices are part of daily industrial activities for decades now,
acting like manipulators fixed in its controlled workplace, where they
are responsible to perform repetitive and frequently unhealthy tasks.
Mobile robots, however, must deal with dynamic environments (e.g.
people, animals and objects) in order to move itself, making activities
execution much more complex than in a controlled environment. In
order to facilitate the navigation of a mobile robot, maps can be used
to assist localization and path planning. The navigation of a mobile
robot in an environment involves performing tasks that, many times,
have priorities. Thus, the system that plans the route to be traveled by
the robot must take into account not just the smallest path finding, but
also what allows that the priority in the execution of the task is atten-
ded. The hospital environment offers a high level of dynamism, which
increases the navigation complexity, besides requiring that its tasks be
performed on a priority basis. Due to the cited characteristics that
make the tasks for mobile robots challenging, dynamic environments
were chosen, such as hospitals, for the developed system to operate,
allowing which logistic tasks are attended based on their priorities in a
previously mapped environment.
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1 INTRODUÇÃO
A robótica conhecida hoje tem suas origens com George Devol,
que projetou o primeiro robô programável, um braço robótico, tendo
sua patente concedida em 1961. Através de uma parceria com Joe
Engleberger, que era diretor na Consolidated Controls Corp e que foi
responsável por convencer o Chief Executive Officer (CEO) da empresa
a financiar a ideia de Devol, projetaram o primeiro robô industrial, o
Unimate, a ser produzido em larga escala (RIA, 2015). A partir desse
ponto da historia, os robôs emergiram então dos laboratórios e se tor-
naram atrativos como produtos, atuando nas mais diversas áreas, como
envolvendo o transporte de materiais, limpeza, atuador em ambientes
insalubres ou com atividades repetitivas, robôs com finalidade militar
entre outros.
De acordo com Russell e Norvig (2002) a grande maioria dos
robôs se enquadram em três categorias: manipuladores, móveis e hu-
manoides. Manipuladores, ou braços robóticos, são ancorados em seu
local de trabalho, onde devido as suas articulações tem a capacidade de
se posicionar em qualquer ponto dentro do seu alcance. Móveis por sua
vez podem se deslocar através do ambiente por meio de rodas, pernas
ou outros mecanismos para locomoção. O terceiro tipo, um híbrido
entre manipuladores e móveis são os humanoides, cuja estrutura física
imita a dos seres humanos.
Para se deslocar no ambiente robôs móveis executam um pro-
cesso chamado navegação, responsável por manter e determinar o cami-
nho ou trajetória para um destino. Enquanto os seres humanos realizam
a navegação utilizando dados proprioceptivos ou da navegação baseada
em pontos de referência (LOOMIS; KLATZKY; GOLLEDGE, 2001), onde
dependem de sua capacidade de percepção do ambiente juntamente com
um mapa externo ou cognitivo, os robôs móveis realizam este processo
através da leitura de diversos tipos de sensores e uso de ferramentas,
como: bússola, quando deseja-se fazer a orientação do robô em relação
ao norte magnético, mapa do terreno para se localizar e auxiliar no pla-
nejamento de rotas, encoder para medir a distância viajada e giroscópio
para aumentar a acurácia deste tipo de estimativa, sensor de distância
para que o robô possa detectar obstáculos, entre outros sensores que
podem ser utilizados na assistência a navegação (BEKEY, 2005).
Diversos sistemas essenciais a navegação de robôs móveis vem
sendo desenvolvidos, tal como mapeamento de ambientes, localização,
comunicação, planejamento de rota e algoritmos de aprendizado (TA-
28
KAHASHI et al., 2010). Através destas tecnologias a habilidade de nave-
gação torna-se cada vez mais eficiente, possibilitando assim as ativida-
des robóticas em ambientes dinâmicos até mesmo realizando a interação
com seres humanos, como é o caso do robô MINERVA que foi projetado
com a capacidade de fala e habilidade de acomodar pessoas em ambi-
entes, sendo desenvolvido através da parceria entre Carnegie Mellon
University’s Robot Learning Laboratory e a University of Bonn’s Com-
puter Science Department III para ser utilizado no National Museum
of American History (THRUN, 2000).
A navegação de um robô móvel em um ambiente qualquer exige
a análise de dados provenientes de vários sensores. Esta análise deter-
mina qual ou quais tarefas o robô irá executar para alcançar o objetivo
proposto. A tarefa mais básica que um robô móvel pode executar em
um ambiente é a navegação livre de colisões. Entretanto, apesar da
navegação livre de colisões ser considerada básica, geralmente, ela está
associada ao mapeamento e a localização do robô no ambiente, o que
demanda o uso de algoritmos mais elaborados, como por exemplo os de
construção de mapas. Além de construir mapas um robô móvel pode
realizar outras tarefas, por isso a fusão de sensores permite que o robô
execute as tarefas para as quais foi programado com mais precisão.
Embora o robô seja mais preciso ao navegar em um ambiente mapeado
a partir dos dados provenientes de diversos sensores, não é possível ga-
rantir que a execução de uma tarefa ou função principal seja realizada
em sua totalidade ou mesmo com precisão.
O ambiente hospitalar é repleto de dinamismo, devido ao alto
fluxo de pessoas, equipamentos que podem ser realocados de acordo
com necessidade, além de situações de emergência onde o espaço de
trabalho deve se adaptar rapidamente. A entrega de medicamentos e
materiais em hospitais faz parte da rotina de trabalho, portanto, con-
some recursos humanos que poderiam estar sendo aplicados em ativi-
dades onde o intelecto e habilidades humanas são, até o momento, mais
eficientes, como o cuidado de pacientes, exames e preparo de alimentos.
Para realizar a tarefa de entregas no interior de um hospital
o robô deve lidar com prioridades, pois um material ou medicamento
necessário num dado momento em um centro cirúrgico é uma tarefa com
maior urgência do que um medicamento que deve ser entregue em trinta
minutos. Além disso, lidar com toda a dinâmica presente no ambiente,
desviando de obstáculos e replanejando rota quando necessário.
O sistema proposto neste trabalho permitirá, através de um am-
biente previamente mapeado, a realização de atividades relacionadas
à logística de entrega de materiais em um ambiente hospitalar de ma-
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neira eficiente. Desta forma, englobando o escalonamento de tarefas e
navegação autônoma em ambientes dinâmicos internos.
1.1 MOTIVAÇÃO E JUSTIFICATIVA
Robôs móveis já são uma realidade para substituir seres huma-
nos em tarefas insalubres em ambientes perigosos. Recentemente um
robô controlado remotamente foi desenvolvido através de uma parceria
entre a empresa Toshiba com a IRID (International Research Institute
for Nuclear Decommissioning), para realizar a limpeza da câmara de
contenção no desastre nuclear de Fukushima, infelizmente o alto índice
de radiação danificou os dispositivos internos do robô e a missão não
pode ser concluída.
Em uma visão futurista, robôs estarão inseridos de forma ubíqua
na vida dos seres humanos, substituindo-os em variadas tarefas, como
limpeza, assistência a idosos, recepcionista nos mais variados estabe-
lecimentos, transporte de equipamentos e materiais em hospitais entre
outros exemplos, de tal forma que as máquinas permitam que os seres
humanos apliquem suas habilidades únicas em atividades cada vez mais
complexas.
De acordo com Baalbaki e Xie (2009), devido ao progresso da
medicina e à evolução da demografia, a maioria dos países da OCDE
(Organização para a Cooperação e Desenvolvimento Econômico) es-
tão sofrendo com o envelhecimento da sociedade, assim aumentando o
percentual de idosos e por sua vez diminuindo a quantidade de mão-de-
obra. Desta forma, um dos setores que mais sofre com a alta demanda
e falta de colaboradores especializados é o de serviços de saúde.
Visto que as tarefas de logística dentro do hospital exigem tempo
dos seres humanos que poderiam estar focados em atividades de cuidado
da saúde, o desenvolvimento de sistemas capazes de atuarem em um
ambiente dinâmico para realizarem tarefas de logística tornou-se então
um área de pesquisa e desenvolvimento promissora e desafiadora. Para
tanto, o sistema deve ser capaz de reconhecer o ambiente, planejar a
navegação dando suporte ao desvio de possíveis obstáculos estáticos ou
móveis, ou seja, se adaptar as mudanças, além de prover a possibilidade
de atribuir missões programadas e estocásticas, bem como gerenciar seu
próprio consumo para desempenhar todas as atividades previstas.
Este trabalho busca responder a hipótese de que dado um ambi-
ente dinâmico, hospitalar, é possível desenvolver um sistema robótico
móvel capaz de realizar tarefas referentes a logística, compostas por
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diferentes locais a serem visitados, bem como com prioridades na exe-
cução, para que a carga de trabalho humana referente as atividades de
transporte de materiais sejam reduzidas.
1.2 OBJETIVOS
Esta seção apresenta o objetivo geral e os objetivos específicos
desta monografia de conclusão de curso.
1.2.1 Objetivos Gerais
Desenvolver um sistema para um ambiente hospitalar previa-
mente mapeado que possibilite que um robô móvel possa navegar livre
de colisões e cumprir metas de logística no transporte de materiais.
1.2.2 Objetivos Específicos
1. Estudar os principais algoritmos de localização e mapeamento em
robótica móvel;
2. Realizar o mapeamento do ambiente utilizado para validação do
sistema;
3. Desenvolver um algoritmo que a partir de um ambiente mapeado
realize o escalonamento de tarefas com base em suas prioridades;
4. Desenvolver um sistema de controle para um robô do tipo Pioneer
P3-DX que permita a navegação em ambientes dinâmicos;
5. Avaliar os itens (2), (3) e (4) em diferentes cenários visando veri-
ficar a eficiência dos mesmos.
1.3 METODOLOGIA
Este trabalho é uma pesquisa tecnológica destinada ao desenvol-
vimento de um sistema que através de um ambiente mapeado permite
que um robô móvel se localize e navegue em ambientes dinâmicos aten-
dendo à requisição de tarefas com prioridades.
O software de controle será desenvolvido em linguagem de pro-
gramação C++ e fará uso do servidor robótico Player 3.0.2 responsável
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por prover uma interface entre o sistema desenvolvido e o sistema ro-
bótico onde será aplicado. Além disso, o Stage 4.1.1 é utilizado para
realizar simulações de tempo real para se ter uma estimativa do com-
portamento do robô.
Para validar o sistema será utilizado o robô Pioneer P3-DX equi-
pado com 8 sensores ultrassônicos, sensor laser de varredura SICK
LMS200 e câmera Canon VC-C50i.
O sistema será avaliado em um notebook equipado com processa-
dor Intel i7-3610QM, memória RAM de 8GB do tipo DDR3 e frequên-
cia 1600MHz, placa de vídeo NVIDIA GT-650M e sistema operacional
Ubuntu Gnome 16.04 LTS.
O ambiente utilizado durante o desenvolvimento consiste nos cor-
redores da universidade, pois proporcionam um ambiente dinâmico se-
melhante ao de um hospital.
1.4 ORGANIZAÇÃO DO TRABALHO
Esta monografia está organizada em mais cinco capítulos que
abordam os seguintes conteúdos:
O Capítulo 2 explora o que entende-se por robô móvel mos-
trando os dispositivos que o compõem, explana o processo de mapea-
mento apresentando os possíveis tipos de mapa juntamente com a taxo-
nomia dos componentes mais frequentes nas implementações. Aborda
o conceito de localização em robótica móvel e divide seus desafios em
dimensões, por fim traz exemplos de aplicações da robótica móvel.
O Capítulo 3 descreve os algoritmos mais disseminados na co-
munidade de robótica móvel para as áreas de mapeamento e localiza-
ção, trazendo ao final de cada seção um comparativo com o objetivo de
expor pontos positivos e negativos de cada um dos algoritmos.
O Capítulo 4 demonstra a arquitetura desenvolvida para um
sistema de logística hospitalar inicialmente de forma geral, com o in-
tuito de exibir o fluxo de execução do sistema através de seis elementos.
Na sequência, cada um de seus componentes são aprofundados a fim de
demonstrar como desempenham suas funções.
O Capítulo 5 traz a análise e discussão dos experimentos cri-
ados para avaliação do sistema desenvolvido através de três fontes: o
mapeamento, visando demonstrar a capacidade de navegação, o esca-
lonador de tarefas, confirmando a competência na tomada de decisões
na execução de tarefas com base em prioridades e, por fim, o sistema
aplicado ao ambiente real, comprovando a capacidade de atuação em
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ambientes dinâmicos.
No Capítulo 6, são apresentadas as considerações finais, pro-
postas para trabalhos futuros e informações adicionais relacionadas aos
arquivos do sistema.
O Apêndice A traz as configurações completas dos drivers do
servidor robótico Player. Os drivers são divididos em grupos de acordo
com a utilização: apenas em simulação, apenas em ambiente real e em
ambos.
O Apêndice B apresenta o posicionamento das salas no mapa
utilizado pelo sistema, a lista de tarefas e os dados obtidos nos experi-
mentos de validação.
Finalmente, o Anexo A traz o Algoritmo D* Lite, em sua se-
gunda versão, utilizado pelo planejador de rota global do sistema.
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2 ROBÓTICA MÓVEL
Este capítulo explora o que entende-se por robô móvel abor-
dando os dispositivos que o compõem. Também é descrito o processo
de mapeamento apresentando os possíveis tipos de mapa juntamente
com a taxonomia dos componentes mais frequentes nas implementa-
ções. Aborda o conceito de localização em robótica móvel e divide seus
desafios em dimensões, por fim traz exemplos de aplicações da robótica
móvel.
2.1 ROBÔ MÓVEL
Para Thrun, Burgard e Fox (2005), robótica é a ciência de per-
ceber e manipular o mundo físico através de dispositivos controlados
computacionalmente.
Os dispositivos percebem o ambiente por meio de sensores, po-
rém, sua percepção é limitada pois existem limites físicos, como de
alcance e resolução, presença de ruídos que podem perturbar as medi-
ções, além da possibilidade do sensor danificar-se.
No intuito de manipular o ambiente, o robô utiliza atuadores,
normalmente motores, que podem tornarem-se imprevisíveis, devido
ao ruído de controle ou até mesmo desgaste mecânico.
Um robô com a capacidade de percorrer o ambiente, é comu-
mente chamado de robô móvel. De acordo com Bekey (2005) o que
torna um robô, móvel, são seus atuadores para locomoção, como per-
nas, rodas ou hélices que exercem forças para o dispositivo se deslocar.
Quando se fala em robótica móvel, logo vem a cabeça dispositivos
terrestres. Porém, submarinos e helicópteros controlados remotamente,
e até mesmo drones podem ser considerados robôs móveis, afinal, per-
cebem o ambiente através de seus sensores, interagem por meio de
atuadores e ainda possuem certo grau autonomia em seus controles.
Segundo LaValle (2016) dentre as tarefas mais comuns desempe-
nhadas por um robô móvel está a navegação em um ambiente interno.
Dentro desta atividade pode ser solicitado ao robô que ele mapeie o
ambiente (LI et al., 2016), se localize de forma precisa através do mapa
(JIANG et al., 2017) e que se locomova para algum local determinado,
através do planejamento de rota (DUCHON et al., 2014). A navegação
é ilustrada na Figura 1, onde pode-se perceber que o robô sente o am-
biente por meio de seus sensores, mas vale ressaltar que não apenas o
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ambiente, o robô pode possuir sensores para adquirir dados proprio-
ceptivos (bateria, odometria, defeitos e etc.), além disso produz mapas,
e através dos mesmos e seus dados sensoriais se localiza, por fim, de
acordo com a tarefa desejada planeja o caminho para se deslocar e
desempenhar sua atividade.
Figura 1 – Diagrama da tarefa de navegação de um robô móvel.
Fonte: Adaptado de Raja e Pugazhenthi (2012)
2.2 MAPEAMENTO
O mapeamento pode ser definido como o processo de estabelecer
relações espaciais entre objetos estáticos (WANG et al., 2007). De acordo
com Tapus e Siegwart (2005), robôs móveis normalmente fazem uso de
mapas topológicos ou métricos para desempenhar sua navegação de
forma confiável.
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Os mapas métricos, ou de grade, são mapas que fazem uso de um
conjunto de células com área pré determinada ao qual existe uma rela-
ção com o ambiente físico, ou seja, cada célula no mapa corresponde a
uma unidade de área no meio ao qual o robô está inserido. Cada célula
possui estados que podem ser livre, ocupado ou desconhecido (STACH-
NISS; BURGARD, 2005), ou apenas livre e desocupado (considerando não
mapeado como desocupado) (KUNDU et al., 2016). Um exemplo deste
tipo de mapa pode ser visualizado na Figura 2.
Figura 2 – Exemplo de um mapa Métrico 200 x 200. Em vermelho
áreas ocupadas, em verde áreas livres ou não mapeadas.
Fonte: Kundu et al. (2016)
Os métodos topológicos, por sua vez, representam o ambiente
através de grafos. Cada vértice é um local no ambiente (e.g. sala,
escritório) (MARINHO et al., 2017), ou trecho de um possível caminho
(RAMAITHITIMA et al., 2016), sendo conectados afim de estabelecerem
uma representação total do local mapeado. Em cada vértice do mapa
são armazenas informações de características do local ao qual o vértice
está posicionado (e.g. cantos de paredes, portas) e através destas ca-
racterísticas a localização do robô é inferida (KOSNAR et al., 2013). Um
mapa topológico é apresentado na Figura 3.
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Figura 3 – Exemplo de um mapa topológico contendo informações de
qual espaço real está associado ao vértice.
Fonte: Kostavelis e Gasteratos (2015)
No trabalho de Jia et al. (2010) é discutido que o método es-
colhido para o mapeamento causa impactos na precisão e no esforço
para realizar os cálculos do mapa. Por exemplo, quando se utiliza da
abordagem de grade, o mapa é facilmente feito e atualizado, além de
garantir maior precisão métrica, porém, exige altíssimos níveis de pro-
cessamento e memória para varrer e armazenar as células.
Mapas topológicos por sua vez, tem papel fundamental em pro-
blemas complexos de localização em robótica móvel, como o rapto do
robô (PRONOBIS et al., 2010), localização global (BADINO; HUBER; KA-
NADE, 2011), e na detecção de um mapa com circuito fechado (KOSNAR
et al., 2013). Porém, a precisão métrica é inferior ao da implementação
de grade.
Kostavelis e Gasteratos (2015), apresentam uma ilustração da
taxonomia dos componentes mais frequentes nas implementações de
mapeamento robótico. Na Figura 4 os mapas métricos estão destaca-
dos na cor azul, pois normalmente são utilizados como componentes
complementares, ou seja, dão suporte aos métodos semasiológicos (de-
tecção de tipos de salas, objetos, de modo geral, ambientes habitados
por humanos).
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Figura 4 – Semântica do mapeamento.
Fonte: Adaptado de Kostavelis e Gasteratos (2015)
Além da diferenciação de mapas métricos e topológicos, é possível
observar características de ambos, bem como outros componentes que
são levados em consideração no mapeamento como a coerência temporal
e o tipo de percepção.
A diferenciação nos mapas métricos internos e externos se dá
principalmente pelo fato das implementações voltadas ao ambiente ex-
terno normalmente serem voltadas ao espaço 3D, como em Sengupta
et al. (2013), detectando casas, árvores, carros. Na Figura 5 se observa
um mapa interno, onde o ambiente é representado como uma planta
baixa. Quando se fala em mapas métricos internos de alta escala, se
diz respeito a basicamente mapear todo um ambiente, enquanto cena
única é transformar o conteúdo de uma imagem, por exemplo, em um
mapa métrico.
Mapas topológicos limitados, Figura 5, são aqueles que definem
apenas alguns vértices principais (e.g. salas de uma universidade), já
os não limitados são aqueles que possuem vértices por todo o cami-
nho representando todos os pontos de referência detectados, como o da
Figura 3.
A Figura 5 agrupa o mapa de grade em escala de cinza, e o
topológico limitado em forma de pontos vermelhos.
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Figura 5 – Exemplo de mapa topológico limitado e mapa de grade
interno.
Fonte: Tapus e Siegwart (2005)
Kostavelis e Gasteratos (2015) apresentam através de outros tra-
balhos que a frequência de aquisição dos dados pode melhorar o mape-
amento. Dessa informação surge o termo coerência temporal, ou seja,
a leitura de um sensor deve ser tão rápida quanto a movimentação
do robô, caso contrário ela pode se tornar inválida devido a perda de
detalhes do ambiente.
A percepção do ambiente pode se dar através de uma única su-
gestão, ou seja, quando percebem apenas um elemento do ambiente
(e.g. objetos ou geometria do ambiente), ou através de múltiplos ele-
mentos onde seria o caso de detectar, por exemplo, a geometria do local
e os objetos inseridos nele. A inferência pode ainda ser subdividida em
anotação de cena e conjunto de pontos. Quando se utiliza da anotação
de cena se deseja encontrar características no ambiente (e.g. detectando
objetos) como é o caso do trabalho de Ye et al. (2015). Por sua vez
através do conjunto de pontos a geometria do ambiente é capturada,
como no mapa da Figura 6.
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Figura 6 – Anotação de cena.
Fonte: Ye et al. (2015)
2.3 LOCALIZAÇÃO
Um robô móvel deve determinar o estado do seu mundo, ou seja,
perceber a si mesmo e seus arredores para que seja possível navegar em
um ambiente complexo. A habilidade de automaticamente determi-
nar sua posição no espaço é chamada de localização (DULIMART; JAIN,
1997).
Localização pode ser definida como o problema de determinar
a posição do robô em relação ao mapa que o mesmo dispõe do ambi-
ente. No caso de robôs móveis utilizando um mapa 2D, a localização
no instante de tempo t, é dada por xt = [x, y, θ] (THRUN; BURGARD;
FOX, 2005). Onde x é a posição relacionada ao eixo X, y é a posição
relacionada ao eixo Y e, por fim, θ é o ângulo formado em relação ao
eixo X positivo e a frente do robô.
Um exemplo de esquemático do sistema de localização que utiliza
encoder nas rodas é ilustrado na Figura 7. É possível observar que para
se localizar o robô utiliza um mapa do ambiente e dados adquiridos da
leitura de seus sensores, desta forma ele faz uma correlação entre o
ambiente físico e a base de dados do mapa e define a posição atual que
é novamente utilizada no próximo ciclo para estimar a nova posição.
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Figura 7 – Diagrama de localização.
Fonte: Adaptado de Siegwart, Nourbakhsh e Scaramuzza (2011)
Para compreender melhor a complexidade da localização em ro-
bótica móvel Thrun, Burgard e Fox (2005) dividem a taxonomia do
problema em quatro dimensões: localização global versus local, am-
bientes estáticos e dinâmicos, implementações ativas e passivas, e por
fim, localização singular versus multi robótica.
Quando a posição inicial do robô é conhecida, e a tarefa consiste
simplesmente em localizar o robô a partir da posição inicial, pode-se
dizer que é um problema de localização local desde que as incertezas
estejam confinadas apenas na posição real do robô, e não no mapa, por
exemplo. A localização global é ilustrada através do caso onde a posição
inicial do robô é desconhecida e ele necessita determinar sua posição
em um ambiente já mapeado. Uma situação ainda mais complexa pode
ocorrer, conhecida como o rapto do robô, neste cenário o dispositivo
robótico após um tempo de execução é colocado em outra posição do
ambiente e necessita continuamente determinar sua posição, este caso,
pode ser tratado como a recuperação de falha da localização global.
O ambiente no qual o robô está inserido normalmente não man-
tém sua estrutura física estática, objetos podem mudar de lugar, portas
podem estar abertas ou fechadas e pessoas podem transitar no local
juntamente com o robô. Os ambientes estáticos são aqueles que não
mudam, e possuem propriedades matemáticas ótimas, o que permite
que sejam modelados de forma eficiente probabilisticamente. Porém,
ambientes reais são dinâmicos, logo, os conceitos de dinâmica tempo-
rária ou persistente passam a ser importantes, pois algo que mudou
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e persiste no tempo precisa ser incluso no mapa do ambiente, porém,
uma pessoa movimentando-se no caminho ou portas, por exemplo, fa-
zem parte da dinâmica temporária do ambiente e podem ser tratadas
como ruído.
Na terceira dimensão, que diz respeito a implementação, no mé-
todo passivo o sistema de localização apenas observa o robô funcio-
nando e tenta estimar sua posição. Na sistema ativo, os algoritmos
de controle são voltados para minimizar os erros e custos de desloca-
mento de tal forma que os resultados sejam melhores do que na prática
passiva.
A localização pode ainda ser destinada para definir a posição de
um único robô, ou grupos de robôs. Na localização singular o robô
apenas define sua posição no ambiente, em contra partida na multi
robótica cada dispositivo robótico do grupo define sua posição e em
um momento oportuno compartilha com os demais.
Como visto, a localização é um grande desafio na robótica, conta
com uma série de características que podem restringir ou trazer o pro-
blema para um alto nível de complexidade. Para resolver os desafios
da localização podem ser utilizados algoritmos que fazem uso de filtros
probabilísticos, que serão descritos em detalhes no Capítulo 3.
2.4 NAVEGAÇÃO
De acordo com Siegwart, Nourbakhsh e Scaramuzza (2011), na-
vegação é uma das competências mais importantes em robôs móveis.
Para que a navegação seja possível, se faz necessário que quatro ativida-
des sejam desempenhadas com sucesso, sendo elas: percepção, localiza-
ção, cognição e controle de movimento. Na percepção deve-se adquirir
dados do ambiente, através dos dados o robô se localiza, por sua vez
uma rota é definida por meio da cognição e finalmente com o uso do
controle de movimento o robô locomove-se para o seu destino.
O controle de movimento é simplesmente o sistema que controla
o hardware, fazendo com que os atuadores desempenhem a função de-
sejada pelo sistema de navegação. Diferentes sistemas podem ser im-
plementados como PID, Lógica Fuzzy, Redes Neurais Artificiais entre
outros, ou ainda o caso onde ocorre a fusão das técnicas como apresen-
tado por Ma, Yao e Wang (2016).
A cognição, também chamada de planejamento do caminho, con-
siste no problema de levar o robô de um ponto para outro no ambiente,
definindo as tarefas que o dispositivo deve realizar para chegar ao des-
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tino (DUCHON et al., 2014).
Com os avanços da robótica, a cognição agrega cada vez mais
complicações como o tratamento da dinâmica do ambiente e incertezas.
Segundo Fallah et al. (2013), sistemas de navegação humanos devem
ser dinâmicos, refazendo rotas caso necessário. Essa afirmação também
se aplica para a robótica móvel, pois em ambientes dinâmicos é comum
realizar pequenas modificações na rota para desviar de obstáculos não
existentes na representação do ambiente (e.g. pessoas, outros robôs).
O planejamento de rota pode ser dividido ainda em: global e
local. No global são definidos o conjunto de coordenadas que devem
ser visitadas para a chegada ao destino. Por sua vez, o planejador
local tem foco nas informações recebidas do ambiente, possibilitando
melhora na habilidade de desvio de obstáculos (CHEN et al., 2017). A
combinação de ambos permite que sejam definidas as ações relacionadas
ao controle robótico que devem ser realizadas para que o robô navegue
entre as coordenadas fornecidas pelo planejador de rota global livre de
colisões.
2.5 APLICAÇÕES DA ROBÓTICA MÓVEL
Segundo Siegwart, Nourbakhsh e Scaramuzza (2011), robôs são
um caso de sucesso na indústria. Manipuladores, ou popularmente
chamados braços robóticos, representam um setor no mercado de dois
bilhões de dólares. Este tipo de dispositivo fixado em algum setor
da linha de produção pode desenvolver as mais diversas tarefas com
uma precisão inalcançável por seres humanos. Porém, possuem um
alcance máximo onde seus movimentos podem ser úteis, que depende
de sua fixação. Em contrapartida, um robô com a aptidão de navegar
através do ambiente, permite que a mesma máquina desempenhe suas
competências onde for necessário. Um exemplo deste tipo de robô pode
ser observado na Figura 8.
43
Figura 8 – Robô manipulador móvel.
Fonte: Robotiq (2016)
Através da habilidade de navegar de forma autônoma, robôs mó-
veis podem ser utilizados em ambientes inóspitos e insalubres para seres
humanos, um exemplo dessa aplicação é o robô Curiosity desenvolvido
para explorar Marte, com a capacidade de transpor obstáculos de até
75 centímetros, em média consegue percorrer 30 metros por hora, com
base nos níveis de potência, deslizamento, inclinação do terreno, visi-
bilidade e outras variáveis (NASA, 2015).
Figura 9 – Imagem do Robô Curiosity em Marte.
Fonte: NASA (2015)
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Dentre as aplicações da robótica móvel, um exemplo que se po-
pularizou nos últimos anos foi os robôs aspiradores de pó, ilustrado na
Figura 10.
Figura 10 – Robô aspirador de pó.
Fonte: iRobot (2017)
Em ambientes fabris, hospitais ou centros de distribuição de pa-
cotes, entre outros locais, robôs de carga podem ser utilizados. São
exemplos desse tipo de aplicação os robôs do tipo AGV, do inglês Au-
tonomous Guided Vehicle, que consistem em um mecanismo robótico
seguidor de linha.
Figura 11 – Robô de transporte interno.
Fonte: Robotnik (2017a)
Na agricultura de precisão para auxiliar na extração de dados
para maximizar o gerenciamento da produção, robôs móveis podem ser
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utilizados de modo que não seja necessário um funcionário se deslocar
e coletar os dados.
Figura 12 – Robô VinBot para controle de qualidade de plantações de
uva.
Fonte: Robotnik (2017b)
O benefícios da robótica móvel se estendem também ao campo
militar. Robôs móveis manipuladores podem ser utilizados para desar-
mar bombas, ou como armamento operado remotamente. É o caso do
robô TALON utilizado pelo exército dos Estados Unidos que pode ser
utilizado em ambos os casos.




3 LOCALIZAÇÃO E MAPEAMENTO EM ROBÓTICA
MÓVEL
Este capítulo descreve os algoritmos mais disseminados na comu-
nidade de robótica móvel para as áreas de mapeamento e localização,
trazendo ao final de cada seção um comparativo com o objetivo de
expor pontos positivos e negativos de cada um dos algoritmos.
3.1 CONSIDERAÇÕES A RESPEITO DO POSICIONAMENTO DO
ROBÔ
Para critério de padronização, o posicionamento do robô em re-
lação ao mapa deve ser considerado como apresentado na Figura 14
para todos os algoritmos apresentados na seções seguintes. Sendo a
posição (x, y) representada pelo centro geométrico do robô e theta o
ângulo formado entre a frente do robô com o eixo x do mapa.
Figura 14 – Posicionamento do robô.
Fonte: Do Autor
3.2 LOCALIZAÇÃO
Esta seção descreve as características de três algoritmos que são
considerados base para as mais recentes implementações para localiza-
ção baseada em mapas em robótica móvel.
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3.2.1 Markov
Shoukry, Abdelfatah e Hammad (2009) afirmam que a localiza-
ção de Markov endereça o problema de estimar o estado através de
dados sensoriais. Siegwart, Nourbakhsh e Scaramuzza (2011) comple-
tam afirmando que o estado é dado através da posição (x, y, θ). É um
caso específico de aplicação do filtro de Bayes para a localização robó-
tica, que não mantém apenas uma probabilidade de qual célula o robô
pode estar, mas sim uma distribuição probabilística para todas as pos-
síveis posições, ou seja, estados. Vale ressaltar que para cada posição
existe ainda um conjunto finito de possíveis valores para θ. O algoritmo
em sua versão discreta para mapas de grade, de acordo com Siegwart,
Nourbakhsh e Scaramuzza (2011), é usualmente o mais utilizado. O
Algoritmo 1 descreve a localização de Markov.
Algoritmo 1: Localização de Markov
Entrada: bel(xt−1), ut, zt,m
1 início








Nas linhas 3 e 4 do Algoritmo 1, o valor bel, do inglês belief, em
português crença, é atualizado para cada possível posição chamada de
xt. O valor é chamado de crença pois não se pode extrair com exatidão a
posição do robô como em um sistema de GPS, isso devido as incertezas
geradas a partir das leituras dos sensores. Consegue-se apenas estimar
a melhor posição com base no valor da crença. Inicialmente o valor de
crença deve ser uma distribuição uniforme para todos os estados.
Como entrada, o processo recebe o conjunto de crenças do passo
anterior bel(xt−1), o controle a qual o robô foi submetido ut, as medidas
realizadas zt e o mapa de grade m.
O passo comumente chamado de atualização de predição é apre-
sentado na linha 3. Este passo consiste em realizar a convolução en-
tre p(xt|ut, xt−1) que representa a possível movimentação do robô e
bel(xt−1). Nesta etapa o estado atual é atualizado de acordo com os
dados proprioceptivos (e.g. odometria e dados de controle) e a crença
anterior.
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A linha 4 compõe a atualização de percepção ou medida. O passo
anterior resolveria apenas o problema do rastreamento de posição, este
passo complementa o algoritmo para que possa executar a localização
global. Através da regra de Bayes é computada a nova crença como
função das medidas zt e a crença temporária da linha anterior.
Figura 15 – Ilustração do funcionamento do algoritmo de localização
de Markov.
Fonte: Do Autor
A Figura 15 exemplifica o algoritmo em uma dimensão. Em (A)
está representada a crença atual da posição do robô, (B) está mostrando
que o robô pode ter se movimentado de zero até três unidades para
a direita, a atualização de predição é computada em (C) através da
convolução entre (A) e (B), (D) ilustra a probabilidade do sensor ter
realizado as medições que efetuou com base no estado calculado em
(B) e no mapa (THRUN; BURGARD; FOX, 2005). Por fim, multiplica-se
cada valor de (C) pelo seu respectivo em (D), para então normalizar os
valores obtendo-se bel(x1).
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3.2.2 Filtro de Kalman Estendido
A primeira proposta deste filtro, não estendida, foi apresentada
por Kalman (1960) e por conta disso levou seu nome. Em sua versão
básica, endereça a solução para o problema de estimar o estado de um
processo discreto controlado por tempo, regido por uma equação de
diferenças estocástica linear (WELCH; BISHOP, 1995).
Robôs móveis realizam também movimentos de translação, por
conta disso, sua locomoção é regida por equações não lineares, isso im-
plica que o filtro de Kalman puro não seria suficiente para efetuar a
localização. Porém, no Filtro Estendido de Kalman, ou EKF do inglês
Extended Kalman Filter, através de linearização de Taylor, é acrescen-
tada a capacidade de endereçar a dinâmica não linear de movimento
bem como das medições realizadas por seus sensores (KONG et al., 2006).
A leitura dos sensores, o deslocamento do robô, bem como estimativa
da nova posição é representada através de distribuições gaussianas. A
proposta de Kalman (1960) não faz restrições quanto a representação
do erro por gaussianas, porém, quando o erro é distribuído sobre gaus-
sianas o filtro produz a probabilidade condicional exata, deste modo
aumentando a exatidão da fase de correção.
Apesar de ser uma técnica relativamente antiga de filtragem,
implementações atuais para a localização robótica fazem uso do fil-
tro, como o caso de (SKOBELEVA; UGRINOVSKII; PETERSEN, 2016),
(YUZHEN; QUANDE; BENFA, 2016) e (PAZOS-REVILLA; GUO; MACHIDA,
2016). O algoritmo será apresentado aqui em sua versão clássica para
localização, utilizada como base para as implementações mais atuais,
faz uso da fusão sensorial entre odometria e leitura de distâncias, meio
pelo qual detecta-se pontos de referência no ambiente. A aplicação de
Kalman em localização robótica oferece uma limitação, ou seja, ele é
recomendado apenas para o caso do rastreamento de posição (THRUN;
BURGARD; FOX, 2005). Vale ressaltar que este filtro devido a sua versa-
tilidade pode ser utilizado também no mapeamento como será mostrado
na Seção 3.3.2.
O algorítimo tem como entrada a média µt−1 e o desvio padrão∑
t−1 da gaussiana que presenta a posição atual, o vetor contendo o
controle ut, o conjunto de pontos de referência detectados zt junta-
mente com a variável de correspondência ct que representa o ponto de
referência detectado em cada zit, bem como o mapa topológico m.
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Algoritmo 2: Localização EKF
Entrada: µt−1,
∑
t−1, ut, zt, ct,m
1 início
2 θ = µt−1,θ
3 Gt =
(





































































11 j = cit




atan2(mj,y − µt,y ,mj,x − µt,x)− µt,θ
)
14 Hit =




















































No algoritmo as linhas 3 e 4 calculam as Jacobianas necessárias
para linearizar o modelo de movimentação. Através da linha 5 é deter-
minada a covariância do ruído do controle. Nas linhas 6 e 7 é definida
a média e o desvio padrão da gaussiana que define a posição do robô e
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assim finaliza-se a etapa de predição do modelo de movimentação. Na
linha 9 é atribuída a variância de cada um dos parâmetros de medição
à variável Qt. Da linha 10 até a 21 é realizada a predição do modelo
de medição e a etapa de correção simultaneamente. Na linha 10 é atri-
buído a j o identificador do ponto de referência detectado na medição
zit. Entre 11 e 13 é atualizado o modelo de medição zit e a sua Jacobiana
Hit para linearização, é importante ressaltar que a posição do ponto de
referência está salva no mapa, por conta disso esta etapa é realizada
com base na posição atual do robô e o mapa, para posteriormente ser
utilizada em conjunto com a posição medida do ponto de referência.
Então é computada a incerteza da medição Sit e posteriormente o ga-
nho de Kalman Kit , o ganho é um fator chave, ele é responsável por
definir se o filtro deve dar preferência as medidas ou as estimativas fei-
tas na predição. Ao fim de cada ciclo é corrigida a média e o desvio
padrão da posição do robô com base no ganho, na incerteza Hit nas
medições efetuadas zit e estimadas zit.
A Figura 16 apresenta a exemplificação do funcionamento do
algorítimo em uma dimensão. Em todos os quadrantes a gaussiana
menor representa a etapa de predição do modelo de movimentação com
base em µt−1,
∑
t−1 e ut, já a predição do modelo de medição, gaussiana
intermediária, é atualizada utilizando de zt, ct em, e por fim a etapa de
correção (gaussiana maior) com base nas predições realizadas. É como
se, com base na posição anterior, o modelo de movimentação gerasse
uma nova gaussiana indicando a posição atual e com base nos pontos de
referência detectados o modelo de medição produzisse uma gaussiana
indicando a possível posição, então com base nas duas a posição real é
estimada.
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De acordo com Aini, Jati e Sunarya (2016) o algoritmo de loca-
lização de Monte Carlo, ou MCL do inglês Monte Carlo Localization,
é um variação de Markov baseada em filtros de partículas. Bukhori e
Ismail (2016) afirmam que o MCL é caracterizado por convergência.
Inicialmente distribui aleatoriamente as partículas ou também chama-
das hipóteses por todo o espaço de solução, então gradativamente com
a movimentação do robô e leituras sensoriais as partículas convergem
para a região mais provável de posição do robô. Cada partícula repre-
senta uma posição, como o número de partículas é menor que o espaço
de possíveis posições, além de que a cada hipótese é atribuído um peso
correspondente a crença, o número de crenças a serem computadas
neste algoritmo é menor do que no anterior.
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Algoritmo 3: Localização de Monte Carlo
Entrada: Xt−1, ut, zt,m
1 início
2 Xt = Xt = ∅
3 para 1 ≤ m ≤M faça
4 x
[m]





t = g(zt, x
[m]
t ,m)
6 Xt = Xt + 〈x[m]t , ω[m]t 〉
7 fim








Os dados de entrada do processo são o conjunto de hipóteses
do passo anterior Xt−1, o controle a qual o robô foi submetido ut, as
medidas realizadas zt e o mapa de grade m.
Na linha 2 primeiramente se faz com que o conjunto temporário
Xt e o final Xt sejam vazios, sem apagar o conjunto de partículas do
tempo anterior Xt−1.
Sendo M o número total de partículas, o primeiro laço itera para
cada partícula contida no conjunto pertencente a Xt−1. Na linha 4 é
gerado o estado hipotético x[m]t (partícula) atual, como base no anterior
e no vetor de controle. Vale ressaltar que a função f(ut, x
[m]
t−1) calcula
a nova posição de forma probabilística proporcional a função já vista
anteriormente p(xt|ut, xt−1). O conjunto de partículas obtido ao final
deste laço representa então a crença temporária bel(xt) também vista
anteriormente.
A linha 5 do algoritmo, de forma análoga a vista anteriormente,
é calculada a probabilidade de cada partícula ter realizado a leitura
zt, com base na sua posição e no mapa. Cada valor resultante desta
parte serve como um peso para determinar a representatividade da
hipótese para a posição do robô. O conjunto dos pesos ω[m]t representa
uma aproximação do que foi visto anteriormente como o conjunto de
crenças no tempo t, formalmente bel(xt), porém não normalizada.
Na linha 6, o par, partícula e seu respectivo peso, são adicionados
ao conjunto de hipóteses, finalizando a iteração do laço.
Entre as linhas 8 e 11 um laço de repetição executa para cada
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partícula pertencente ao conjunto temporário Xt o processo chamado
de reamostragem. Basicamente é aplicada a normalização no peso de
cada partícula, com base no peso normalizado um novo conjunto de
partículas é criado, fazendo com que mais hipóteses sejam inseridas
aos arredores das partículas com maior peso, podendo-se ter partículas
duplicadas. As regiões com maior número de partículas são as regiões
da possível localização real do robô.
A Figura 17 apresenta o funcionamento do algoritmo em uma
dimensão. Considerando a função g(zt, ut, x
[m]
t ), ou peso, como a pro-
babilidade de estar em frente a uma porta, bem como, as partículas
representadas por barras verticais onde quanto maior seu peso, maior
é seu comprimento. Pode-se perceber que em (a) as partículas estão
inicialmente dispostas aleatoriamente no mapa, com os pesos formando
uma distribuição uniforme. Considerando que em (a) o robô tenha re-
alizado um movimento e seus pesos já tivessem sido normalizados, em
(b) é atribuído o peso de cada partícula de acordo com a leitura dos sen-
sores, fazendo assim com que as partículas próximas as portas recebam
pesos maiores. Em (c), bel(x) é o resultado da normalização após uma
nova movimentação do robô, onde pode-se perceber que as partículas
estão mais agrupadas onde anteriormente tinham maior peso. Em (d)
ocorre novamente a atualização dos pesos de acordo com a leitura dos
sensores. Finalmente em (e) pode-se observar o estágio de convergência
onde a maioria das partículas após a normalização circundam a região
de posição real do robô.
O MCL tem a capacidade de localização global como o algoritmo
de Markov puro e além disso a resolução para o problema do rapto do
robô. As partículas aleatórias afastadas da região de localização real
podem ser utilizadas para detectar este caso, ou ainda mecanismos mais
eficientes podem ser implementados, como o de Bukhori e Ismail (2016),
para recuperar o sistema nesta situação.
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Figura 17 – Ilustração do funcionamento do algoritmo de localização
de Monte Carlo.
Fonte: Thrun, Burgard e Fox (2005)
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3.2.4 Comparativo
Foram apresentados os algoritmos de Markov, EKF e MCL para
localização robótica através de mapas. Por meio da análise do fun-
cionamento e utilização dos recursos foi elaborado um comparativo
baseando-se em Thrun, Burgard e Fox (2005), presente na Tabela 1.
Com relação a memória utilizada, considera-se o algoritmo de
Markov como o que mais utiliza memória, pois além de manter o mapa,
necessita para cada uma das células manter a crença. Já no MCL
a crença não será mantida para cada item da grade, apenas para a
partícula ao qual está alocada. Por sua vez, o EKF, por utilizar mapas
topológicos, possui o menor consumo de memória.
Em eficiência de tempo, devido a quantidade de operações a
serem realizadas o algoritmo de Markov dentre os três apresentará o
menor desempenho. Como o EKF apenas realiza o processo de rastrea-
mento da posição, o caso mais simples da localização, ele se torna mais
rápido, porém, sendo dependente da velocidade de leitura dos pontos
de referência. Como o MCL funciona de forma semelhante a Markov,
porém, realiza cálculos apenas para as partículas, seu desempenho é
intermediário.
Tabela 1 – Comparativo entre algoritmos de localização.
Markov EKF MCL
Tipo de






de Memória Alto Baixo Médio
Eficiência
em Tempo Baixa Alta Média
Localização
Global Sim Não Sim
3.3 MAPEAMENTO
Nesta seção três algoritmos de mapeamento em robótica móvel
são explanados, sendo estes elementos base para as implementações que
compõem o estado da arte.
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3.3.1 Grade
De acordo com Hadji et al. (2015) o mapeamento de grade teve
sua primeiras implementação propostas por Moravec e Elfes (1985) e
nas últimas duas décadas foi a topologia de mapeamento dominante.
O algoritmo aqui apresentado é aplicado aos casos em que o robô uti-
liza sensores medidores de distância (e.g. SICK LMS200, Ultrassom)
bem como a estimativa de posição tem controle de ruído externo ao
algoritmo, afinal ele não oferece tratamento de ruídos para o posicio-
namento do robô.
Cada célula varia seu valor entre 0 e 1, ficando a critério do de-
senvolvedor definir qual o valor probabilístico que considera cada item
da grade como ocupado, livre ou estado desconhecido. Além disso um
valor inicial deve ser dado a todas as células do mapa, de acordo com
Thrun, Burgard e Fox (2005) este valor deve ser pLog0, representando
um estado desconhecido. Sendo p(mi = 1) na Equação 3.1 a probabili-
dade definida para se considerar a célula ocupada e p(mi = 0) o valor









1− p(mi = 1)
)
(3.1)
Cada célula da grade é atualizada através da função probabilís-
tica modelo inverso sensorial (MIS), responsável por capturar as incer-
tezas do modelo espacial. Essa função calcula p(mi|zt, xt), ou seja, qual
a possibilidade, de acordo com a posição atual e a leitura do sensor,
da célula mi estar ocupada. Por conta disso recebe o nome de modelo
inverso sensorial, pois realiza a tarefa inversa ao do modelo sensorial
que é definir a probabilidade de uma medida ocorrer de acordo com o
mapa e a posição atual. Assim, incrementalmente é atualizado o va-
lor do estado de cada célula quantas vezes forem necessárias durante o
processo de mapeamento.
O MIS retorna um valor probabilístico obedecendo a Equação 3.2
para que os efeitos dos ruídos sensoriais sejam minimizados através da
função logarítmica. Uma das possíveis implementações para a função
p(mi|zt, xt) é apresentada por Kaufman et al. (2016). A Figura 18
apresenta um exemplo onde foi realizada uma leitura de distância com
valor de cinco metros, no entanto, o sensor tem alcance de até dez, desta
forma para as células antes de cinco metros o valor de MIS é próximo
a 0,3 (neste exemplo, valor aceitável para células livres), as células ao
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entorno de cinco metros recebem maior valor de MIS representando
como ocupadas, por fim, para as células com distâncias superiores a








Figura 18 – Ilustração de exemplo de modelo inverso sensorial.
Fonte: Do Autor
Algoritmo 4: Mapeamento de Grade
Entrada: {pLogt−1,i}, xt, zt
1 início
2 para todas células faça
3 se célula no campo de percepção de zt então
4 pLogt,i = pLogt−1,i +MIS(mi, xt, zt)− pLog0
5 senão







Os algoritmos que resolvem o problema de SLAM, do inglês Si-
multaneous Localization and Mapping, em português localização e ma-
peamento simultâneo, são caracterizados por usarem as informações do
ambiente para eliminar ruídos aleatórios e o erro acumulativo do sis-
tema, para assim produzirem mapas consistentes, sendo o EKF-SLAM
o primeiro algoritmo voltado a resolução deste propósito (WANG et al.,
2013).
Existe uma diferença chave entre o EKF-SLAM e os algoritmos
voltados apenas a localização. Para realizar o mapeamento o algoritmo
deve também estimar a posição de todos os pontos de referência en-
contrados no caminho. É necessário adicionar a localização dos pontos
de referência detectados ao vetor de estados (THRUN; BURGARD; FOX,
2005).
A versão apresentada irá considerar que existe um número fixo
de pontos de referência a serem detectados, determinado pela constante
N . Este seria um possível caso de ambiente onde os pontos de referên-
cia a serem detectados são virtuais, ou seja, colocados no ambiente
especificamente para facilitar o mapeamento e localização, como visto
na implementação de Jung et al. (2017).
A entrada do algoritmo é muito semelhante quando o mesmo é
aplicado à localização. Sendo novamente µt−1 a média, ou seja, posi-
ção do centro da gaussiana, o desvio padrão
∑
t−1 da posição, o vetor
contendo o controle ut, o conjunto de pontos de referência detectados
zt juntamente com a variável de correspondência ct. Na primeira ite-
ração do algoritmo deve-se fornecer uma previsão da posição inicial do
robô no mapa, pois, assim como na localização o filtro de Kalman aqui
empregado realiza rastreamento da posição durante o mapeamento.
A Figura 19 ilustra o funcionamento do EKF-SLAM, as elip-
ses preenchidas representam a posição do robô, as não preenchidas a
posição dos pontos de referência detectados. A medida que o robô
locomove-se a incerteza quanto a sua posição aumenta, juntamente com
a da posição dos pontos de referência, porém, em (d), quando o robô
encontra novamente o primeiro ponto de referência a incerteza diminui,
sendo essa uma das principais características deste algoritmo.
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Figura 19 – Ilustração do mapeamento EKF.





t−1, ut, zt, ct
1 início
2 θ = µt−1,θ
3 Fx =
(
1 0 0 zeros(3N)
0 1 0 zeros(3N)
0 0 1 zeros(3N)
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5 Gt = I + FTx
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1 0 0 zeros(3j − 3) 0 0 0 zeros(3N − 3j)
0 1 0 zeros(3j − 3) 0 0 0 zeros(3N − 3j)
0 0 1 zeros(3j − 3) 0 0 0 zeros(3N − 3j)
0 0 0 zeros(3j − 3) 1 0 0 zeros(3N − 3j)
0 0 0 zeros(3j − 3) 0 1 0 zeros(3N − 3j)
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Em alguns pontos do algoritmo uma função chamada zeros está
sendo chamada, deve-se considerar que ela retorna um vetor de zeros
do tamanho especificado no parâmetro.
Na linha 3 é definida a matriz Fx responsável por garantir que
apenas a posição do robô seja modificada no vetor de estados na etapa
de atualização de movimento (linha 3 até linha 6). As linhas 4 e 5
calculam a média e a covariância da localização de acordo com o modelo
de movimento. Então na linha 6 é calculada a variância da gaussiana
que define a posição, finalizando a etapa da predição do modelo de
movimento. Vale ressaltar que nesta linha, apesar da variável Rt não
estar sendo calculada neste algoritmo, ela equivale ao termo VtMtV Tt
presente no Algoritmo 2 na linha 8. Entre 10 e 12 caso um novo ponto
de referência seja detectado ele é adicionado a sua respectiva posição no
ambiente em seu espaço reservado no vetor de estados juntamente com
a assinatura que identifica o tipo de ponto de referência. Nas linhas de
13 a 15 são definidas as leituras esperadas para distância entre o robô
e o ponto de referência, ângulo em relação ao mapa, e a assinatura do
ponto de referência. Nas linhas seguintes é definido então o ganho de
Kalman Kit , para desta forma, atualizar o valor da média µt e do desvio
padrão
∑
t que representa a gaussiana de posição do robô.
3.3.3 Filtro de Partículas Rao-Blackwellized
Este filtro foi introduzido pela primeira vez como solução para o
SLAM por Murphy (1999) e Doucet et al. (2000) recebendo este nome
pois é implementado a partir do teorema Rao-Blackwell, que segundo
Galili e Meilijson (2016), oferece um procedimento para converter um
estimador bruto imparcial de um parâmetro qualquer, em um estimador
ótimo.
Este tipo de implementação tem um principal problema, sua
complexidade no que diz respeito à quantidade de partículas necessá-
rias para construir um mapa preciso, sendo que reduzir o número de
partículas é um dos maiores desafios dessa família de algoritmos de
acordo com Grisetti, Stachniss e Burgard (2007). Sendo que nas im-
plementações mais comuns é mantido um mapa por partícula (JO et al.,
2013), o que aumenta demasiadamente o uso de memória.
De acordo com Yatim e Buniyamin (2015), neste tipo de algo-
ritmo de mapeamento, cada partícula contém uma hipótese quanto a
posição do robô, e assume que está correta. Sendo que, cada partícula
mantém um mapa com base em sua posição e as medições realizadas
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pelo robô (e.g. pontos de referência ou distâncias), fazendo com que
algumas partículas tenham acurácia (medida através do peso) no ma-
peamento melhor do que outras e ao final do processo a partícula com o
maior peso possua o melhor mapa. A Figura 20 ilustra o funcionamento
do algoritmo.
Figura 20 – Ilustração do mapeamento de grade utilizando partículas.
Fonte: Yatim e Buniyamin (2015)
Existem implementações que utilizam filtro de partículas ape-
nas para determinar o caminho percorrido pelo robô, como é o caso do
FastSLAM, proposto por Montemerlo et al. (2002), que possui ainda a
característica de poder ser utilizado em mapas de grade (REINEKING;
CLEMENS, 2013) e mapas topológicos (AMANDA; JATI; SUNARYA, 2016).
Entretanto, o segundo utiliza EKF para estimar a posição dos pontos
de referência. No DP-SLAM, apresentado por Eliazar e Parr (2003), a
posição e o mapa passam a ser representados pelo filtro e utilizam uma
estrutura de dados em árvore para otimizar o uso de memória. As im-
plementações propostas para mapeamento utilizando de filtro de partí-
culas derivam do algoritmo chamado Sampling Importance Resampling
(SIR), ou em tradução livre Amostragem, Importância e Reamostra-
gem, descrito no Algoritmo 6.
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Algoritmo 6: Sampling Importance Resampling
Entrada: {xt−1}, ut, zt,m
1 início
2 {xt} = amostragem({xt−1}, ut)
3 para todas as partículas i faça











7 {xt} = reamostragem({xt}, {ωt})
8 fim
9 retorna Xt
Pode-se perceber que o algoritmo de localização por Monte Carlo
segue a mesma linha de funcionamento desta implementação. Na linha
2 a nova posição das partículas é atualizada de acordo com o modelo de
movimento probabilístico adotado pelo desenvolvedor. Entre as linhas
3 e 6 é atualizado o peso, ou seja a importância, e o mapa de cada
partícula, um método para atualizar o peso é proposto por Schröter,
Böhme e Gross (2007), a atualização do mapa, por sua vez, pode ser
realizada para mapas de grade como no algoritmo já visto. Por fim,
a etapa de reamostragem pode ser realizada da forma já descrita na
localização por Monte Carlo.
3.3.4 Comparativo
O comparativo para algoritmos de mapeamento apresentado na
Tabela 2 foi elaborado, de forma análoga ao de localização, baseando-se
nas constatações de Thrun, Burgard e Fox (2005).
O consumo de memória é alto para o mapeamento através de
filtros de partículas, pois, como visto, para cada partícula um mapa
de grade é elaborado, e mesmo nas implementações utilizando mapas
topológicos o consumo ainda seria maior, pois utiliza além das partí-
culas (no procedimento de localização) o mapeamento por EKF para
os pontos de referência. Considera-se o consumo baixo para EKF, pois
utiliza de mapas topológicos, onde o número de pontos de referência
são menores do que a quantidade de células em mapas de grades. Sendo
considerado, intermediário, o consumo de memória por meio do mape-
amento de grade puro, devido ao fato de manter-se apenas um mapa
de grade.
A filtragem de localização é um fator importante devido a im-
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precisão contida nas medições de movimentação (e.g. odometria), o
algoritmo de grade puro é o único com a desvantagem de não filtrar o
posicionamento, ele considera que as posições não contém ruído, sendo
assim se faz necessário um mecanismo externo para garantir a estima-
tiva da localização com erro minimizado.
A utilização em ambientes dinâmicos é considerada limitada para
os três algoritmos, devido ao fato de que nenhum leva em consideração a
dinâmica do ambiente diretamente. Entretanto, pode-se implementar
modelos de medição para qualquer um dos algoritmos que levem em
consideração a detecção de leituras inválidas devido ao dinamismo do
ambiente.
Tabela 2 – Comparativo entre algoritmos de mapeamento.
Grade EKF Partículas
Tipo de






de Memória Médio Baixo Alto
Filtragem de
Localização Não Sim Sim
Ambientes
Dinâmicos Limitado Limitado Limitado
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4 ARQUITETURA PROPOSTA PARA UM SISTEMA
DE LOGÍSTICA HOSPITALAR
Neste capítulo a arquitetura desenvolvida para um sistema de lo-
gística hospitalar será apresentada inicialmente de forma geral, com o
intuito de exibir o fluxo de execução do sistema através de seis elemen-
tos. Na sequência cada um de seus componentes serão aprofundados a
fim de demonstrar como desempenham suas funções.
4.1 ARQUITETURA GERAL
A Figura 21 representa a visão macro da arquitetura proposta
para um sistema de logística hospitalar dividida em seis componentes.
Figura 21 – Diagrama da arquitetura proposta.
Fonte: Do Autor
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A primeira tarefa a ser executada para que o sistema possa fun-
cionar no ambiente dinâmico e interno selecionado é o mapeamento.
Neste trabalho, o mapa obtido deste processo é uma imagem seme-
lhante a uma planta baixa, que posteriormente é utilizado como mapa
de grade por outros elementos do sistema. O banco de dados armazena
o mapa e os pontos na imagem que representam lugares que o robô
pode visitar. Por sua vez, o planejador de rota global faz uso do mapa
para definir o conjunto de coordenadas que deverão ser alcançadas para
que o robô navegue de um ponto a outro no ambiente. O controle de
baixo nível também faz uso do mapa utilizando-o em seu sistema de
localização, onde, a partir de comparações entre o mesmo e as leituras
obtidas do ambiente consegue refinar o posicionamento atual.
O banco de dados além de armazenar mapas e os lugares perten-
centes a estes mapas, também é responsável por armazenar as tarefas.
Através dele o usuário pode adicionar, remover e ser notificado quanto
ao status atual das tarefas.
Um tarefa terá ao menos um lugar o qual o robô deverá visitar,
sendo assim é necessário um mecanismo que planeje uma rota eficiente
entre a localização atual e o destino. O elemento encarregado de realizar
esta atividade é o planejador de rota global.
Para que o robô possa navegar em um ambiente mapeado é ne-
cessário que ele possua um sistema de localização, que possa obter os
dados provenientes dos sensores, bem como uma forma para controlar
seus atuadores permitindo a navegação e, além disso, algum meio para
interfacear o controle de alto nível com todas essas funcionalidades,
preferencialmente de forma simples. Esta função é desempenhada pelo
controle de baixo nível.
O escalonador de tarefas é o responsável por determinar com base
em uma função custo, neste trabalho sendo composta pela distância a
ser percorrida (calculada pelo planejador de rota global) e prioridade,
qual tarefa deve ser executada.
A troca de informações entre os elementos do sistema é pos-
sibilitada pelo controlador de alto nível. Exemplificando, tarefas são
inseridas e removidas do banco de dados, o controlador de alto nível
recebe essa informação e notifica o usuário modificando o status das
tarefas, em seguida as insere no escalonador de tarefas para que possa
descobrir qual será o próximo local no ambiente que deverá visitar, e/ou
tarefa, posteriormente com o lugar definido requisita ao planejador de
rota global que compute a rota, para então enviar as coordenadas uma
a uma para o controlador de baixo nível para que o planejador de rota
local leve o robô até o destino. Em seguida, caso não receba mais in-
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formações do banco de dados o sistema itera até que todas as tarefas
tenham sido atendidas. Caso mais tarefas sejam inseridas ou removi-
das, quando o robô completar a rota até um local, o processo reinicia
e uma nova sequência de execução é obtida. Cabe ressaltar que um
trecho de tarefa talvez venha a ser executado posteriormente caso ela
seja preemptada.
As seções a seguir abordam cada um dos seis elementos da Figura
21 detalhadamente.
4.2 MAPEAMENTO
Devido a forma simples, porém eficiente em se obter um mapa
de grade e a disponibilidade de drivers para localização no servidor
robótico Player, escolheu-se este tipo de mapeamento.
Como foi abordado no Capítulo 3, este tipo de mapa pode tornar-
se impreciso devido a presença de ruído nos sensores medidores de dis-
tância, assim como na odometria. Então, o emprego de filtros se fez
necessário para que o mapa pudesse ser construído com sucesso. Mapas
de grade construídos utilizando filtros de partículas apresentam bons
resultados em relação aos que não fazem uso de filtro algum. A im-
plementação apresentada por Eliazar e Parr (2003) para mapeamento
está disponível de forma livre, beneficiando-se deste fato, foi utilizada
a aplicação desenvolvida pelos autores do artigo para construir o mapa
que o robô viria a utilizar em todos os demais processos necessários
para execução de tarefas.
Através do controle manual do Pionner P3-DX, utilizando joys-
tick, o robô percorreu todo o andar do bloco a ser mapeado e os dados
de distância provenientes do sensor SICK LMS200 e odometria foram
aquisitados para que posteriormente o mapa fosse construído. Uma vez
que o mapeamento é realizado através dos dados após a aquisição dos
mesmos, o valor padrão da aplicação para densidade de pixels na ima-
gem (35 pixels por metro) foi utilizado, sem a preocupação do impacto
no desempenho. Obteve-se êxito na concepção do mapa, que preci-
sou apenas que seu esquema de cores fosse reajustado para atender o
padrão utilizado nos drivers do Player.
O mapa construído para este trabalho consiste em um mapa mé-
trico, interno de alta escala. Além disso, sua percepção foi do tipo
inferência de única sugestão utilizando conjunto de pontos. Ademais,
para garantir a coerência temporal do mapa, durante o processo de
aquisição dos dados referentes ao mapeamento, configurou-se a veloci-
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dade máxima de navegação para 0.5 m/s e foram efetuadas dez leituras
por segundo.
4.3 BANCO DE DADOS
O diagrama de entidade e relacionamento do banco de dados
utilizado pelo sistema é apresentado na Figura 22. Como pode ser
observado, a base de dados é muito simples, contando apenas com dados
referentes ao mapa (tabelaMAP), lugares pertencentes ao mapa (tabela
PLACE ), tarefas (tabela TASK ) e lugares que devem ser visitados para
completar a tarefa (tabela TASK_PLACE ).
A tabela MAP armazena um identificador, descrição (e.g. Bloco
A, terceiro piso), a imagem do mapa, quantidade de pixels por metro
original da imagem, e a que deve ser utilizada pelo planejador de rota
global. Os dois últimos campos serão melhor explanados na Seção 4.7.
Figura 22 – Banco de dados.
Fonte: Do Autor
Para representar um lugar, a tabela PLACE faz uso de um iden-
tificador, o identificador do mapa ao qual pertence, descrição (e.g. Sala
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303) e as coordenadas horizontal e vertical do local na imagem relativos
a quantidade de pixels por metro original.
Uma tarefa, tabela TASK, possui identificador, descrição (e.g.
levar desfibrilador), prioridade e status. Os campos utilizados por uma
tarefa no banco de dados, e demais utilizados apenas em memória serão
abordados na Subseção 4.6.1.
Por fim, a lista de lugares a serem visitados por uma tarefa é
dada pela tabela TASK_PLACE, onde a sequência de visitas é definida
através do campo SEQ_NUMBER.
4.4 PLANEJADOR DE ROTA GLOBAL
Para o planejamento de rota percebeu-se a necessidade de um
algoritmo que permitisse a definição do caminho através de mapa de
grade e além disso o recálculo do mesmo quando necessário, como por
exemplo quando um corredor torna-se totalmente obstruído. O repla-
nejamento da rota pode ser custoso em mapas com grandes dimensões,
desta forma, reutilizar dados previamente calculados é uma alternativa
para poupar processamento. Um algoritmo que implementa as funcio-
nalidades citadas, e utilizado neste trabalho (em sua segunda versão), é
o D Star Lite proposto por Koenig e Likhachev (2005). Este algoritmo
é descrito na íntegra no Anexo A.
Para um mapa de grade ser utilizado neste algoritmo ele deve
ser representado como um grafo, onde cada vértice (célula do mapa) é
conectado aos seus oito vizinhos (quanto aplicável). Além disso, quando
uma célula for ocupada, o custo para o vértice que a representa deve
ser infinito. A distância entre vértices na horizontal ou vertical foi
definida como 1, 0 e para diagonal 1, 41. Por fim, os vértices sucessores e
predecessores foram determinados como iguais, uma vez que não existe
restrição quanto ao caminho a ser percorrido entre início e destino.
O algoritmo D Star Lite, por padrão, retorna todos os vérti-
ces necessários para realizar o melhor caminho, porém, como o mapa
utilizado no sistema, mesmo com os redimensionamentos, possui uma
quantidade de pixels por metro elevada. Caso fossem utilizadas to-
das as coordenadas, ocorreria um sobrecarregamento do planejador de
rota local. Para solucionar este problema foram utilizados pontos de
passagem, que consiste em coordenadas chave, onde o robô necessita
modificar sua direção, um exemplo pode ser observado na Figura 23.
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Figura 23 – Caminho convertido para pontos de passagem.
Fonte: Do Autor
4.5 CONTROLE DE BAIXO NÍVEL
O controle de baixo nível é composto por drivers do servidor
robótico player, esses componentes permitem que o controle, localização
e navegação sejam realizados de forma simples. Além disso, diferentes
drivers realizam a mesma função, possibilitando que o desenvolvedor
escolha o que mais se adequa as suas necessidades. A seguir o controle
de baixo nível será explanado de forma abstrata para a compreensão
de seu funcionamento. A configuração completa dos drivers utilizados
está disponível no Apêndice A.
A Figura 24 ilustra o controle de baixo nível. Com a chegada de
um ponto de passagem o planejador de rota inicia o envio de comandos
ao controle robótico para que em linha reta o robô chegue à coordenada.
Porém, o ambiente pode conter obstáculos não esperados, então, através
da leitura dos sensores o planejador de rota local busca um percurso
afim de evitar a colisão. O controle robótico além permitir ao robô
percorrer o ambiente, fornece dados para odometria, que através da
fusão sensorial com os dados obtidos do laser e comparações com o
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mapa do ambiente, permite ao módulo de localização refinar a posição
atual do robô.
Figura 24 – Diagrama do controle de baixo nível.
Fonte: Do Autor
Três módulos destacam-se por sua importância direta na navega-
ção, são eles: localização, planejador de rota local e o controle robótico.
Estes componentes serão aprofundados nas seções subsequentes.
4.5.1 Localização
Com a escolha do mapeamento baseado em grades se fez ne-
cessário um método de localização que fizesse uso desta metodologia.
O player disponibiliza um driver para localização baseado em mapas
de grade chamado AMCL, do inglês Adaptive Monte Carlo Localiza-
tion, que foi implementado seguindo o algoritmo descrito por Fox et
al. (1999). Esta aplicação permite a definição da posição atual do robô
através da leitura de dados odométricos, distâncias e um mapa do am-
biente, aplicando filtro de partículas.
Apesar de o driver permitir a localização global no ambiente,
preferiu-se utilizar o mesmo apenas como um filtro para refinar a posi-
ção. O motivo desta escolha deu-se pelo fato de por vezes o algoritmo
falhar na convergência e indicar uma localização errônea. Este erro
aconteceu devido ao mapa do ambiente ser praticamente espelhado na
vertical o que dificulta a convergência para este tipo de algoritmo uma
vez que ele não utiliza pontos de referência. A solução para este pro-
blema foi a definição da posição inicial aproximada do robô, isso faz
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com que as partículas sejam dispersas em torno do ponto selecionado,
e a convergência aconteça com poucos movimentos.
4.5.2 Planejador de Rota Local
O planejamento de rota global não leva em conta o desvio de
obstáculos que podem aparecer aleatoriamente no ambiente. Desta
forma, para contornar este problema se faz necessário um planejador
de rota local. O D Star Lite fornece um conjunto de coordenadas ao
qual o robô deve alcançar uma a uma até o seu destino, por sua vez, o
planejamento de rota local está inserido para definir a rota entre cada
uma destas coordenadas, desviando de obstáculos quando necessário.
Para computar o caminho local foi utilizado o driver SND, do
inglês Smooth Nearness Diagram. Ele implementa o algoritmo desen-
volvido por Durham e Bullo (2008). Para definir a rota que irá seguir
recebe dados de posicionamento, que podem ser adquiridos diretamente
da odometria ou após aplicação de filtros, bem como também faz uso
de sensores de distância laser e/ou sonar. Este trabalho, utiliza da-
dos odométricos filtrados pelo driver AMCL e, leituras de distâncias
provenientes do sensor laser SICK LMS-200.
4.5.3 Controle Robótico
O robô escolhido para efetuar a validação do sistema foi o Pi-
onner P3-DX, que faz uso do sistema operacional P2OS. O servidor
robótico fornece um driver também chamado p2os para controle do
robô via comunicação serial RS232. Uma interface que permite que os
mesmos comandos sejam utilizados também em simulação é fornecida
pelo Player, sendo assim o desenvolvimento realizado para a simulação
é o mesmo utilizado para o robô real.
4.6 ESCALONADOR DE TAREFAS
Um sistema robótico para logística hospitalar necessita de um
escalonador de tarefas para definir a melhor sequência de execução,
uma vez que existirão tarefas mais prioritárias que outras, assim como,
com distâncias variadas.
O robô necessita seguir seu caminho otimizando o custo de execu-
ção de suas tarefas, para isso o sistema proposto neste trabalho ordena
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as tarefas recebidas em uma fila de acordo com uma função custo.
A seguir serão descritos o conceito de tarefa, assim como o algo-
ritmo de ordenação utilizado para definir a sequência em que as tarefas
serão atendidas.
4.6.1 Modelo de Tarefa
O foco deste trabalho é o desenvolvimento de um sistema ca-
paz de realizar tarefas pertinentes a logística em um hospital. Para
tal, modelar como uma tarefa seria representada no sistema foi parte
indispensável. A Figura 25 apresenta o modelo de tarefa. Em azul
estão os elementos que o usuário e o sistema fazem uso, em amarelo os
componentes utilizados apenas internamente pelo sistema.
Figura 25 – Modelo de tarefa.
Fonte: Do Autor
Uma tarefa, na visão do usuário, consiste apenas em uma des-
crição do que o robô deve buscar, uma prioridade que é diretamente
proporcional (número entre 1 e 5), uma lista de locais que devem ser
visitados para cumprir esta tarefa e o status da tarefa e locais. No
entanto, o status geral da tarefa, juntamente com o de cada lugar é
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utilizado para a notificação do estado atual da tarefa. Há um caso
em que o usuário modifica o status de forma indireta, quando ele so-
licita ao robô que remova uma tarefa. O possíveis status gerais são
representados através de letras:
• R: Utilizado para sinalizar que a tarefa deve ser removida.
• W: Estado inicial, significa que o controle de alto nível ainda não
efetuou a leitura da tarefa.
• O: Utilizado para notificar que a tarefa já foi lida e está na lista
de espera.
• P: Sinaliza que a tarefa está sendo executada.
• D: Notifica o término da tarefa.
• F: Utilizado para informar que a não foi possível realizar a tarefa.
Um local possui código identificador, uma descrição (e.g. Sala 303),
coordenada e status também representado através de uma letra:
• W: Estado inicial, significa que o controle de alto nível ainda não
efetuou a leitura do local.
• O: Utilizado para notificar que o local já foi lido e está na lista
de espera.
• P: Sinaliza que o robô está indo para o local.
• D: Notifica se o robô já passou pelo local.
• F: Utilizado para informar que não foi possível realizar a tarefa.
Todos os locais são marcados com este status.
A Figura 26 apresenta um exemplo de coordenada para local,
tendo sua origem centrada no canto inferior esquerdo.
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Figura 26 – Exemplo de coordenada para local.
Fonte: Do Autor
O vetor de distâncias representa a distância entre o local atual
do robô (no momento em que foi computado) até o primeiro lugar da
lista juntamente com as distâncias entre os demais lugares pertencentes
a tarefa. Logo, se existirem três locais de visita, o vetor distâncias terá
tamanho três.
Um flag, chamado remover, é utilizado para sinalizar que a tarefa
deve ser removida do escalonador. A tarefa não é removida no instante
que é requisitado através da mudança de status no banco de dados e sim
quando o robô alcança um local e por sua vez o algoritmo de ordenação
é novamente chamado e, antes de realizar o escalonamento remove as
tarefas que foram marcadas para serem excluídas.
O custo total de uma tarefa é dado pela Equação 4.1. O sis-
tema escolhe preferencialmente tarefas onde a distância é menor e a
prioridade é maior. Na Equação 4.1, CT representa o custo total, Dk a
distância entre dois pontos, sendo D0 a distância do local atual do robô
até o primeiro lugar na lista, os demais Dks representam as distâncias
entre os pontos a serem visitados, p a prioridade da tarefa e por fim N








4.6.2 Algoritmo de Ordenação
Dado um conjunto de cinco tarefas, listadas na Figura 27, em um
primeiro momento é calculada a distância total que deve ser percorrida
para cumprir cada tarefa, contando o lugar atual do robô, em seguida
o custo é obtido dividindo a distância pela prioridade da tarefa. Como
pode ser observado, a tarefa com identificador 3 é selecionada para ser
a primeira a executar e então é removida da lista.
Considerando a localização atual do robô como o último lugar
pertencente a tarefa 3, as distâncias são recalculadas para as tarefas
restantes, e também o custo. Vale ressaltar, que neste momento apenas
a distância do local atual até o primeiro local da lista é recalculado,
uma vez que os valores de distância entre locais da tarefa já foram
calculados anteriormente. Assim, o algoritmo itera até que todas as
tarefas tenham sido selecionadas. No exemplo ilustrado na Figura 27
a cada iteração a tarefa selecionada está destacada em vermelho.
Figura 27 – Conjunto de tarefas de exemplo para o algoritmo.
Fonte: Do Autor
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Para o Algoritmo 7, deve-se considerar {T} como o conjunto
de tarefas a serem executadas, este conjunto pode conter tarefas que
já passaram pelo processo de ordenação anteriormente além disso as
tarefas marcadas para serem removidas não devem estar contidas, Li
como a localização inicial a ser considerada pelo algoritmo, {To} o
conjunto de tarefas ordenadas e {Tf} o grupo de tarefas que falharam
ao serem ordenadas, ou seja, custo infinito para execução.
Na linha 2, a variável l que representa o local atual é iniciada
com a localização inicial. Na linha 3 inicia o loop de execução que
termina apenas quando todas as tarefas forem removidas da lista {T}.
Para cada iteração o custo das tarefas é atualizado, linhas de
5 até 23. A condicional iniciada na linha 8 garante que a partir da
segunda iteração do loop global apenas a distância do local atual para
o primeiro da lista seja atualizada. Na implementação real a primeira
atualização de distâncias faz uso de threads para atualizar todas as
distâncias ao mesmo tempo.
A condicional iniciada na linha 19 garante que ao término das
iterações do loop iniciado na linha 5 a tarefa com o menor custo seja
selecionada e inserida ao final ou da lista de tarefas ordenada ou da
lista de tarefas que falharam, como pode ser observado entre as linhas
24 e 30. Vale ressaltar que a localização atual é atualizada com o
último lugar da tarefa selecionada (linha 27) apenas se a tarefa for
adicionada a lista de tarefas ordenadas, que representa as tarefas que
serão executadas.
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Algoritmo 7: Ordenação de Tarefas
Entrada: {T}, Li,Mapa
1 início
2 l = Li
3 enquanto existirem tarefas em {T} faça
4 cmin =∞
5 para i = 1 até {T}.tamanho faça
6 t = {T}[i]
7 ltmp = l
8 se t.distaˆncias.tamanho = 0 então
9 para j = 1 até t.lugares.tamanho faça
10 t.distaˆncias[j] =
11 Distaˆncia(ltmp, t.lugares[j], t.prioridade)




16 Distaˆncia(ltmp, t.lugares[j], t.prioridade)
17 fim
18 t.CustoTotal = CustoTotal(t)
19 se t.CustoTotal ≤ cmin então
20 cmin = t.CustoTotal
21 idmin = i
22 fim
23 fim
24 t = {T}[idmin]
25 se t.custo 6= ∞ então
26 {To}.AdicionarAoFim(t)







34 retorna {To}, {Tf}
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4.7 CONTROLADOR DE ALTO NÍVEL
A Figura 28 apresenta o fluxo de funcionamento do controlador
de alto nível. Em verde estão os processos relacionados a inicialização,
em cinza os pertencentes ao laço de repetição.
A fase de inicialização efetua a conexão com os drivers, que já
estão em execução no servidor robótico. Em seguida é realizada a
leitura e redimensionamento do mapa, então o mapa redimensionado é
indicado para o planejador de rota global e o escalonador de tarefas.
O laço de repetição é iniciado com a busca por tarefas a serem
inseridas e/ou removidas no escalonador, em seguida, caso houver o
início da execução de uma tarefa o usuário é notificado, com o rece-
bimento do próximo local o usuário também é notificado e inicia-se o
processo de navegação onde é requisitado ao planejador de rota local
um caminho até o destino que fornece as coordenadas de pontos de
passagem a serem enviadas ao controlador de baixo nível.




5 AVALIAÇÃO DO SISTEMA DE LOGÍSTICA
HOSPITALAR
Este capítulo traz a análise e discussão dos experimentos criados
para avaliação do sistema desenvolvido através de três fontes: o mape-
amento, visando demonstrar a capacidade de navegação, o escalonador
de tarefas, confirmando a competência na tomada de decisões na exe-
cução de tarefas com base em prioridades e, por fim, o sistema aplicado
ao ambiente real, comprovando a capacidade de atuação em ambientes
dinâmicos.
5.1 MAPEAMENTO
Nesta seção serão apresentados os resultados do mapeamento,
assim como, da capacidade para navegação no ambiente mapeado em
simulação.
5.1.1 Mapa obtido
A Figura 30(a) é o mapa obtido através da navegação do robô
controlada por joystick do terceiro andar de um dos blocos da univer-
sidade.
Porém, como dito anteriormente na Seção 4.2, o driver responsá-
vel por efetuar a leitura do mapa utiliza um esquema de cores diferente,
sendo cinza para ambiente não mapeado, branco para ambiente mape-
ado livre e preto para representar os obstáculos. Por meio do software
GIMP modificou-se o esquema de cores para atender a restrição do
driver, o resultado está presente na Figura 30(b).
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5.1.2 Precisão durante a navegação
Após a conclusão do mapeamento definiu-se as coordenadas para
a porta de cada uma das salas do ambiente. Como não se tinha co-
nhecimento da precisão com que o robô poderia identificar a chegada
a uma coordenada no mapa, escolheu-se a distância de um metro entre
o local e o centro do robô (independente da posição angular do robô)
como sendo o máximo aceitável na coordenada x e y para que o robô
percebesse a chegada ao destino. Essa definição é ilustrada na Figura
30 onde pode-se observar que a distância em x e y é menor que um
metro e desta forma é detectada a chegada ao local.
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Figura 30 – Ilustração da medida de distância.
Fonte: Do Autor
Sabia-se de antemão que o mapa sofreria redimensionamento
para um meio ou um terço do seu tamanho original para aumento
de desempenho no planejador de tarefas. Desta forma, era necessário
validar a navegação utilizando os mapas reduzidos para checar se a
precisão de um metro seria alcançada. Para isso, elaborou-se um ex-
perimento simples, o robô teria que navegar até a porta de cinco das
salas presentes no mapa, então a distância em que fosse detectada a
chegada ao local seria registrada. Para realizar a avaliação, a distância
medida foi retirada diretamente do posicionamento do robô no ambi-
ente, fornecido pelo simulador, uma vez que o driver AMCL fornece
apenas uma estimativa da posição. Para validar a consistência dos da-
dos o experimento foi realizado cinco vezes para cada um dos mapas
reduzidos.
A Tabela 3 apresenta os dados de precisão com mapa reduzido
em um meio. Pode-se observar que a distância máxima foi respeitada
em todas as leituras, uma vez que em linha reta o total aceitável é de
1,41 m. Além disso, o desvio padrão geral ficou em torno de 8 cm, um
valor muito satisfatório, e compreensível, pois mesmo em simulação o
comportamento do driver AMCL pode ser diferente em cada execução.
De forma análoga a anterior, a Tabela 4 apresenta os dados de
precisão com mapa reduzido em um terço. Como o esperado, a distância
em que ocorre a detecção aumentou um pouco, uma vez que a posição
real do local se modifica mais quando a densidade de pixels do mapa é
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menor. Novamente todas as leituras respeitaram o limite de distância,
desta forma permitindo que tanto a redução de um meio quanto a de
um terço no mapa possam ser utilizadas no sistema.
Tabela 3 – Dados de precisão com mapa reduzido em um meio.
Local Distância (m)
Estacionamento 1,036 0,953 0,786 1,001 0,945
Sala 304 0,981 0,931 1,009 0,975 0,981
Sala 312 0,916 0,921 0,848 0,864 0,949
Sala 316 0,855 0,806 0,808 0,788 0,788
Sala 324 0,946 0,970 0,954 0,967 0,967
Média 0,947 0,916 0,881 0,919 0,926
Desvio Padrão 0,068 0,065 0,096 0,090 0,078
Média Geral 0,918
Desvio Padrão Geral 0,077
Tabela 4 – Dados de precisão com mapa reduzido em um terço.
Local Distância (m)
Estacionamento 1,092 1,066 1,078 1,044 1,048
Sala 304 0,963 1,077 0,944 1,202 1,073
Sala 312 1,110 1,015 1,139 1,045 1,093
Sala 316 1,099 1,201 1,067 1,059 0,959
Sala 324 0,988 0,971 1,032 0,979 1,105
Média 1,050 1,066 1,052 1,066 1,056
Desvio 0,069 0,087 0,072 0,082 0,058
Média Geral 1,058
Desvio Padrão Geral 0,068
5.2 ESCALONADOR DE TAREFAS
Para validar o funcionamento do escalonador de tarefas, bem
como definir o seu desempenho, três experimentos foram desenvolvidos,
cada um executado cinco vezes e, compostos por tarefas, que podem
ser vistas na íntegra no Apêndice B.1.2, contendo dois ou três locais,
gerados aleatoriamente, a serem alcançados pelo robô.
Foi definido que 80% das tarefas criadas deveriam conter ape-
nas dois lugares para serem visitados, por sua vez, os 20% restantes
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deveriam ser preenchidos com tarefas compostas por três locais, essa
definição foi escolhida empiricamente, uma vez que no cotidiano o mais
comum em uma atividade de logística é transportar o material de um
único local para outro.
Determinou-se também que os grupos de tarefas deveriam seguir
a sequência dos identificadores, ou seja, se o conjunto possuísse cinco
tarefas, dentro deste grupo estariam presentes as tarefas com identifi-
cador entre um e cinco.
A seguir os três experimentos serão explanados de forma apro-
fundada.
5.2.1 Experimento 1
Este experimento visa validar a capacidade do escalonador de
tarefas em ordená-las utilizando a função custo. Além disso, avaliar a
complexidade do algoritmo no quesito tempo.
O experimento é exemplificado através da Figura 31, onde pode-
se perceber que inicialmente tem-se um número fixo de tarefas. É
registrado o tempo que o algoritmo necessitou para ordenar as tarefas
bem como a sequência de execução.
Figura 31 – Esquemático do Experimento 1.
Fonte: Do Autor
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Os testes foram realizados com cinco, dez, quinze e trinta tarefas.
Em todos os casos o escalonador funcionou de acordo com o esperado.
A sequência de execução obtida pode ser visualizada na Tabela 5.
Tabela 5 – Sequência de execução das tarefas. As Tarefas são execu-
tadas da esquerda para a direita, sendo que o grupo de quinze e o de
trinta tarefas possuem mais de uma parte.
No de Tarefas Sequência de Execução
5 3 1 2 5 4
10 3 8 1 6 9 2 7 10 5 4
15 - 1 3 8 1 6 9 2 12 7 10 14
15 - 2 15 11 5 13 4
30 - 1 25 21 8 1 3 23 30 6 19 9
30 - 2 2 12 16 17 10 7 18 22 20 24
30 - 3 5 14 15 11 13 28 27 26 4 29
Através dos dados relacionados ao tempo de escalonamento foi
elaborado o gráfico presente na Figura 32. Pode-se perceber que o al-
goritmo possui características de complexidade quadrática, O(n2). Por
meio do coeficiente de determinação (R2) pode-se afirmar que aproxi-
madamente 99,99% da variável tempo pode ser explicada através da
Equação 5.1, onde t é o tempo em milissegundos e, n o número de
tarefas obedecendo a restrição de 80% contendo dois locais e 20% três.
t = 117, 0422 · n1,9611 (5.1)
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Figura 32 – Relação entre o tempo necessário para escalonar e o número
de tarefas. Eixo tempo em escala logarítmica.
Fonte: Do Autor
A primeira fase do experimento, utilizando 5 tarefas, foi realizada
com o mapa reduzido pela metade e, em um terço, do tamanho origi-
nal. Foi perceptível que o desempenho seria muito reduzido utilizando
o mapa com maiores dimensões. O tempo médio para escalonar cinco
tarefas foi de 6728,00 milissegundos com desvio padrão de 34,86 com
o redimensionamento para um meio. Em contrapartida, o resultado
para um terço melhorou significativamente para 2725,60 milissegundos
e desvio padrão de 54,05. Além disso, a sequência de execução das tare-
fas foi igual em ambos os redimensionamentos do mapa, assim optou-se
em manter a redução para um terço do tamanho original do mapa onde
se obtém o melhor desempenho com relação ao tempo.
Os dados que aferem a veracidade das afirmações colocadas a
respeito deste experimento estão presentes no Apêndice B.1.3.
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5.2.2 Experimento 2
Este experimento agrega a avaliação da capacidade de receber
novas tarefas durante a execução de um conjunto previamente escalo-
nado. Por meio da Figura 33 pode-se obter o melhor entendimento
do experimento. Dado um grupo inicial de tarefas, este é escalonado,
então, registra-se o tempo para escalonar e a lista de tarefas ordenada.
Durante a execução da primeira tarefa novas tarefas são inseridas e
desta forma ficam em espera para serem escalonadas, ao completar o
caminho até o primeiro local da lista de locais a serem visitados, o esca-
lonador é chamado e as tarefas são reordenadas, em seguida, novamente
o tempo e a sequência de execução são registrados.
Figura 33 – Esquemático do Experimento 2.
Fonte: Do Autor
A Tabela 6 apresenta os tamanhos de grupo de tarefas utilizados
neste experimento. Estes valores foram escolhidos pois desta forma
seria possível comparar os resultados do grupo inicial com os obtidos
no Experimento 1 e assim comprovar a consistência do algoritmo.
Tabela 6 – Tamanho do grupo de tarefas.





Nenhuma das novas tarefas foi capaz de substituir a tarefa em
execução, pois, assim como no exemplo, quando o robô chega ao pri-
meiro local o custo da tarefa que está sendo executada diminui, uma
vez que com a chegada este local é removido da lista. Porém, nada
impede a preempção de uma tarefa no sistema.
Na primeira medida de tempo obteve-se valores muito próxi-
mos aos registrados no Experimento 1, o que exprime a consistência
no tempo para escalonar as tarefas. Na segunda aquisição de tempo
esperava-se uma redução no período necessário para o escalonamento
do grupo total em relação aos registrados no primeiro experimento para
conjuntos de mesmo tamanho, uma vez que o primeiro grupo de tarefas
necessita apenas da atualização do custo para o primeiro local de sua
lista. No entanto, o decréscimo não foi significativo, ficando em torno
de aproximadamente 3%.
Quanto ao escalonamento, o experimento mostrou que o sistema
possui a capacidade de se adaptar a inserção de novas tarefas sem pro-
blemas. A Tabela 7 apresenta os resultados de escalonamento para cada
um dos grupos após a adição das tarefas. Como as mesmas tarefas que
foram utilizadas no primeiro experimento foram também empregadas
neste, para o conjunto contendo até quinze tarefas, os resultados na
sequência de execução não se modificaram, uma vez que no experi-
mento anterior, a tarefa com identificador três foi a primeira também
para estes grupos.
Tabela 7 – Resultados do escalonamento para cada um dos grupos após
a adição das tarefas
Grupo Sequência após a adição
5 até 10 3 8 1 6 9 2 7 10 5 4
10 até 15 - 1 3 8 1 6 9 2 12 7 10 14
10 até 15 - 2 15 11 5 13 4
15 até 30 - 1 3 8 25 21 23 1 30 6 19 9
15 até 30 - 2 2 12 16 17 10 7 18 22 20 24
15 até 30 - 3 5 14 15 11 13 28 27 26 4 29
As afirmações realizadas quanto aos resultados deste experimento
são comprovadas através dos dados inseridos no Apêndice B.1.4.
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5.2.3 Experimento 3
Neste experimento foi analisado a capacidade de remoção de ta-
refas.
A Figura 34 ilustra o experimento de forma simplificada. Foram
registradas três medidas de tempo, e três resultados do escalonamento,
uma vez que a lista de tarefas é modificada duas vezes, em ambas adicio-
nando e removendo tarefas. De forma análoga ao experimento da seção
anterior, a primeira modificação é realizada a caminho do primeiro lo-
cal a ser visitado. Ao chegar ao local as modificações são realizadas e o
escalonamento efetuado, a segunda modificação é realizada a caminho
da primeira visita pertencente a nova tarefa em execução. Novamente
as modificações são realizadas, o escalonamento efetuado, desta forma,
gerando uma nova sequência de execução. Convém salientar que no
grupo de tarefas removidas nas fases de modificação estava contida a
tarefa em execução no momento em que foram recebidas as alterações e,
por conta disso, a segunda modificação é realizada durante a execução
de uma nova tarefa, visto que caso ela não fosse removida continuaria
sendo executada.
Figura 34 – Esquemático do Experimento 3.
Fonte: Do Autor
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Para realizar esta validação, como visto no exemplo acima, dois
grupos de modificações foram realizadas. A Tabela 8 apresenta os iden-
tificadores das tarefas adicionadas e removidas em cada um.
Tabela 8 – Identificadores das tarefas utilizadas nas modificações.
Modificação Adicionar Remover
1a 11 12 13 3 7 -
2a 14 15 - 4 8 11
Após as modificações, os conjuntos resultantes podem ser obser-
vados na Tabela 9. Estas tarefas fora computadas pelo escalonador e
ordenadas de tal forma que seriam executadas na sequência presente
na Tabela 10.
Tabela 9 – Grupo de tarefas em cada estágio.
Grupo Lista de tarefas
Inicial 1 2 3 4 5 6 7 8 9 10 -
1a Modificação 1 2 4 5 6 8 9 10 11 12 13
2a Modificação 1 2 4 5 6 8 10 11 12 13 -
Tabela 10 – Resultados do escalonamento para cada um dos grupos
após a modificação.
Grupo Sequência
Inicial 3 8 1 6 9 2 7 10 5 4 -
1a Modificação 8 1 6 9 2 12 5 13 11 10 4
2a Modificação 1 6 9 2 12 5 14 15 13 10 -
Através dos resultados obtidos referentes ao escalonamento, pode-
se concluir que a funcionalidade de remover tarefas também é desempe-
nhada com sucesso pelo escalonador, desta forma, estes dados mostram
que o sistema para ordenar execução de tarefas exerce suas funções de
forma eficaz. No entanto, sua eficiência no que diz respeito ao tempo
ainda necessita de melhorias, pois assim como no experimento ante-
rior, não houve melhoria significativa no tempo para o escalonamento,
mesmo com o grupo resultante contendo tarefas com custos pré calcu-
lados.
A Tabela 11 apresenta os dados de registro de tempo. Para o
grupo contendo dez tarefas a medida obtida foi muito semelhante ao do
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Experimento 1 mostrando novamente a eficiência do algoritmo. Ape-
sar de existirem tarefas com custos pré calculados, o tempo para o
escalonamento modifica-se pouco, os resultados da primeira e segunda
modificação se tornam justificáveis. Para a primeira modificação, ape-
sar de o conjunto crescer em apenas uma unidade, ocorreu um aumento
de aproximadamente 700 milissegundos no escalonamento, justificado
pelo acréscimo de três tarefas que necessitaram ter seu custo totalmente
computado. Já na segunda modificação o aumento, um pouco menor, é
justificado pela adição de duas tarefas, porém uma contendo três locais
para visitação.
Tabela 11 – Registro de tempo do experimento
Inicial 1a Modificação 2a Modificação
Tempo (ms) 10739,60 11434,80 11279,00
Desvio Padrão 52,68 44,53 51,91
O Apêndice B.1.5 contém os dados referentes a este experimento.
5.3 AVALIAÇÃO EM AMBIENTE REAL
O experimento descrito nesta seção é o mesmo apresentado na
Subseção 5.2.1 para cinco tarefas, porém em ambiente real. O objetivo
é avaliar a capacidade do robô em realizar as mesmas tarefas em um
ambiente dinâmico e ruidoso. Além disso, avaliar se as mesmas configu-
rações utilizadas para os drivers em simulação são eficazes no ambiente
real.
5.3.1 Modificações realizadas no robô
Foram necessárias algumas modificações estruturais no robô para
avaliar o sistema no ambiente real. Como o sistema desenvolvido uti-
liza apenas os dados provenientes do sensor laser, a câmera que estava
alocada sobre o mesmo foi removida. Além disso, o robô conta com um
computador interno, porém, devido ao seu baixo desempenho optou-se
em utilizar um com melhor desempenho alocado externamente. Então,
no lugar da câmera, posicionou-se um suporte acrílico onde o notebook
utilizado para controlar o robô ficaria alocado. Dois cabos de comuni-
cação RS-232 foram utilizados, um para a comunicação com o sistema
operacional do robô e outro para o sensor laser. As modificações podem
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ser visualizadas na Figura 35.
Figura 35 – Foto do robô Pioneer P3-DX com as modificações efetuadas
para o experimento.
Fonte: Do Autor
Estas modificações se mostraram necessários pois o computador
presente internamente no robô com as configurações: Processador Intel
Pentium M de 1,8GHz e memória RAM de 512 MB e sistema ope-
racional Xubunto 14.04 LTS, teria um desempenho muito inferior no
escalonamento em relação aos resultados obtidos em simulação. Além
disso, o desempenho dos drivers poderiam ser afetados, gerando resul-
tados muito diferentes aos obtidos em simulação.
5.3.2 Resultados obtidos
O sensor físico, utilizando o cabo de comunicação disponível,
permitiu realizar até dez leituras por segundo, com alcance máximo
de 8,192m e 1mm de precisão. Essa restrição impactou no tempo de
convergência do driver de localização negativamente uma vez que o
processamento depende da leitura para ser efetuado. Porém, reduzindo
o número de partículas final (de 1000 para 500), através de tentativa e
erro, obteve-se a convergência na posição atual do robô logo no início
do experimento, após o robô girar 180o, assim como em simulação.
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A velocidade máxima para navegação em simulação foi confi-
gurada para 0.5 m/s. Para avaliar se o robô seria capaz de atender
esta configuração, decidiu-se iniciar com a velocidade máxima confi-
gurada em 0.2 m/s e aumentar gradativamente (em 0.1 m/s) até que
ocorressem colisões durante a execução das tarefas. Foi observado que
velocidades superiores a 0.5 m/s causariam colisões, então, a velocidade
máxima permaneceu igual a utilizada em simulação.
A navegação livre de colisões provida pelo driver SND foi alcan-
çada, porém com limitações. Por exemplo, um obstáculos que bloqueia
o corredor deixando apenas o espaço um pouco maior que o tamanho
do robô, ou ainda, um obstáculos que ocupe a posição de um ponto de
passagem, pode ocasionar o não cumprimento da tarefa.
Respeitando as limitações que foram percebidas, na experimen-
tação em ambiente real, o sistema consegue executar as tarefas com
sucesso assim como no ambiente simulado, inclusive, posicionando-se
perfeitamente em frente as salas a serem visitadas, como pode ser ob-
servado na Figura 36. Contudo, os pontos de passagem (disponíveis
no Apêndice B.2) em ambiente real e simulação foram diferentes com
exceção ao último, que consiste na posição exata de cada local. Com a
configuração de velocidade obtida o robô consegue completar as cinco
tarefas (identificadores entre 1 e 5) em aproximadamente 20 minutos
em simulação inclusive.
Figura 36 – Chegada do robô à Sala 306.
Fonte: Do Autor
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Além de medir o tempo necessário para o robô executar as ta-
refas foi realizada a medição para uma pessoa realizando as mesmas
atividades. Como era esperado, empiricamente, a pessoa realizou as
funções em menos tempo, aproximadamente seis minutos, redução em
torno de 70% no tempo para completar o conjunto de tarefas.
Um vídeo demonstrando a chegada do robô em um local, bem




6 CONSIDERAÇÕES FINAIS E PROPOSTAS PARA
TRABALHOS FUTUROS
O uso de sistemas robóticos manipuladores é disseminado a anos
para a realização de tarefas repetitivas, por vezes insalubres, nas mais
diversas áreas da indústria. A popularidade na utilização deste tipo de
automatização na produção ocorre pois a longo prazo é mais rentável
manter um robô para executar funções triviais, por exemplo a soldagem
em uma linha de produção, o que permite a contratação de colabora-
dores para a execução de tarefas que necessitam de maior atenção a
detalhes, como a inspeção do acabamento de uma peça.
O uso de robôs móveis em empresas ainda é restrito, principal-
mente, ao uso de robôs do tipo AGV. No entanto, este tipo de robô
exige o preparo prévio do ambiente, inserindo linhas no chão, onde
serão executadas as funções relacionadas a logística. Para efetuar as
mesmas tarefas de um AGV, porém sem a utilização de linhas, pode-se
efetuar o mapeamento do ambiente e utilizar-se de métodos estatísti-
cos para a localização, desta forma, permitindo a navegação através do
planejamento de rotas utilizando mapas.
A utilização de pessoas para tarefas rotineiras de logística repre-
sentam um desperdício de recursos humanos, uma vez que estas pessoas
poderiam estar desempenhando atividades mais complexas. No entanto
a utilização de robôs AGV na realização destas atividades implica na
modificação do ambiente, e além disso, restrições ao dinamismo que
o ambiente pode oferecer, uma vez que um pequeno obstáculo sobre a
linha guia implicaria na parada do robô até que o mesmo fosse retirado.
Este trabalho teve os esforços direcionados ao desenvolvimento
de um sistema capaz de se locomover em um ambiente mapeado, afim de
realizar tarefas de logística com prioridades, lidando com o dinamismo
proporcionado por pessoas e objetos não mapeados. Para avaliar seu
funcionamento foram realizados experimentos onde a capacidade de
navegação foi avaliada em simulação e ambiente real, bem como, foram
analisados o desempenho e eficácia do escalonador de tarefas.
A capacidade de navegação do robô foi muito semelhante em
ambos os ambientes, real e simulado. O que foi motivo de surpresa,
afinal, esperava-se resultados inferiores quanto ao posicionamento do
robô em relação ao destino, uma vez que o ambiente real é ruidoso. No
entanto, em todas as tarefas o robô posicionou-se exatamente em frente
a cada local de visitação.
Era esperado que obstáculos, onde o corredor não fosse total-
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mente bloqueado, não gerassem problemas para navegação. No entanto,
os obstáculos localizados aos arredores de um ponto de passagem fize-
ram com que o robô não fosse capaz de desviar, desta forma, impedindo
o término da tarefa. Uma possível solução seria agregar ao sistema o
módulo de atualização do mapa durante a navegação, o que permitiria
o recálculo da rota considerando as alterações do ambiente e assim a
finalização da tarefa.
A apesar de o mapa obtido do ambiente apresentar distorção em
um dos corredores, o driver AMCL conseguiu realizar a localização sem
problemas. Ao chegar no corredor a posição atual do robô é compen-
sada pelo driver, fazendo com que a rota, que considera a distorção
não existente no ambiente real, gerada pelo planejador de rotas não
gere problemas na execução das tarefas.
O escalonador de tarefas se mostrou eficaz na execução de sua
função, realizando suas atividades de acordo ao esperado. Contudo, seu
desempenho em relação ao tempo mostrou-se baixo, apresentando com-
plexidade quadrática, o que abre espaço para trabalhos futuros visando
o aumento do desempenho temporal do algoritmo de escalonamento.
Os resultados dos experimentos demonstraram que o sistema é
capaz de executar tarefas em uma ambiente dinâmico mapeado, de
acordo com suas prioridades, dadas as restrições que apareceram du-
rante a avaliação da aplicação. No estágio atual do sistema, ele poderia
ser, inicialmente, utilizado em tarefas mais simples de logística no am-
biente hospitalar, como a entrega de alimentos, transporte de roupas de
cama ou ainda equipamentos, não envolvendo a logística em situações
de emergência. Este trabalho abre espaço para diversos trabalhos fu-
turos visando o aperfeiçoamento do sistema, sendo que os considerados
como principais são apresentados na seção a seguir.
6.1 PROPOSTAS PARA TRABALHOS FUTUROS
Nesta seção são elencadas propostas para possíveis trabalhos fu-
turos com o objetivo de aperfeiçoar o sistema desenvolvido.
1. Avaliação do sistema utilizando mapas topológicos, efetuando um
comparativo do desempenho em relação aos mapas de grade.
2. Fazer com que a função custo considere a carga da bateria do
robô.
3. Inclusão de um módulo no sistema de navegação que considere a
atualização do mapa em tempo real.
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4. Criar uma ferramenta que possibilite a navegação em ambientes
com múltiplos andares.
5. Desenvolver ummecanismo para estimativa do tempo de execução
da tarefa antes de enviá-la ao robô.
6. Projetar uma interface gráfica que permita a descrição de tarefas
ao sistema de navegação em tempo real.
7. Incluir plano de ações específicas a serem realizadas em situações
de emergência no ambiente hospitalar.
6.2 INFORMAÇÕES ADICIONAIS
Este trabalho está disponibilizado na íntegra em um repositório
no GitHub, onde estão contidos os arquivos de códigos fonte do sistema
desenvolvido, banco de dados, configurações do player e stage, esta mo-
nografia e a planilha de dados relativos aos experimentos. O repositório
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APÊNDICE A -- Configurações de drivers do player
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Para a compreensão completa das definições aqui apresentadas,
é recomendado o estudo do funcionamento do servidor robótico Player
3.0.2 e o Simulador Stage 4.1.1.
A.1 UTILIZADOS APENAS EM SIMULAÇÃO
O driver stage é utilizado para carregar a simulação, bem repre-
sentar o robô na mesma juntamente com seus sensores.
d r i v e r
(
name " s tage "
prov ide s [ " s imu la t i on : 0 " ]
p lug in " s t agep lug in "
wo r l d f i l e " arquivo . world"
)
d r i v e r
(
name " s tage "
prov ide s [ " po s i t i on2d :0" " ranger : 0"
" ranger : 1 " ]
model " r0 "
alwayson 1
)
Como alguns drivers ainda não aceitam dados provenientes da nova re-
presentação de sensor medidor de distância (presente a partir da versão
4 do stage), o ranger, o driver rangertolaser foi utilizado para converter
os dados do sensor ranger na simulação para o tipo que um sensor laser
proveria.
d r i v e r
(
name " r ang e r t o l a s e r "
prov ide s [ " l a s e r : 0 " ]




A.2 UTILIZADOS APENAS EM AMBIENTE REAL
A fim de controlar o robô real através de cabo RS-232 foi utili-
zado o driver p2os.
d r i v e r
(
name "p2os"
prov ide s [ " odometry : : : po s i t i on2d :0"
" sonar : 0 " ]
port "/dev/ttyUSB1"
max_xspeed 2
pu l s e "2"
)
Para receber as leituras provenientes do sensor laser, SICK LMS-
200, através de cabo RS-232 foi utilizado o driver sicklms200.
d r i v e r
(
name " s i ck lms200 "
prov ide s [ " l a s e r : 0 " ]
port "/dev/ttyUSB0"
r e s o l u t i o n 100
serial_high_speed_mode 1
serial_high_speed_baudremap 230400
connect_rate [ 9600 500000 38400 ]
t r an s f e r_ra t e 38400
r e t r y 10
alwayson 1
)
A.3 UTILIZADOS EM SIMULAÇÃO E AMBIENTE REAL
A leitura da imagem que representa o mapa de grande é realizada
através do driver mapfile. Vale ressaltar que deve-se utilizar imagens
com extensão PGM, o driver apresentou erro na leitura de outros tipos
como JPEG e PNG.
d r i v e r
(
name "mapf i l e "
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prov ides [ "map : 1 " ]
f i l ename "map/ arquivo .pgm"
r e s o l u t i o n 0.028571429
alwayson 1
)
Para que a rota criada pelo planejador de rota global possa con-
siderar o robô como uma célula, é utilizado o driver mapcspace. Ele
faz com que os obstáculos aumentem de tamanho, assim, mesmo que
no caminho exista um ponto de passagem junto a parede, esse ponto,
no ambiente real estaria distante ao menos o raio do robô. O mapa
resultante deste processo é utilizado apenas pelo planejador de rota
global.
d r i v e r
(
name "mapcspace"
r e qu i r e s [ "map : 1 " ]
prov ide s [ "map : 0 " ]




A seguir a configuração do driver amcl, responsável por realizar
a localização baseada em filtros de partículas.
d r i v e r
(
name "amcl"
prov ide s [ " po s i t i on2d : 1 " ]
r e qu i r e s [ " odometry : : : po s i t i on2d :0"
" l a s e r : 0" " l a s e r : : : map : 1 " ]
update_thresh [ 0 . 0 1 0 .012359877 ]





O driver snd provê o planejamento de rota local. Convém res-
saltar que ele recebe a posição atual do robô provida pelo AMCL (in-
put:::position2d:1) e também a interface onde deve enviar os comandos
para locomoção (output:::position2d:0) proveniente do P2OS ou da si-
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mulação.
d r i v e r
(
name "snd"
prov ide s [ " po s i t i on2d : 2 " ]
r e qu i r e s [ " input : : : po s i t i on2d :1"
"output : : : po s i t i on2d :0" " l a s e r : 0 " ]
robot_radius 0 .25
min_gap_width 0 .3
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B.1 ESCALONADOR DE TAREFAS
Esta seção apresenta os dados referentes aos experimentos de
validação do escalonador de tarefas.
B.1.1 Posição das salas
A Tabela 12 trás as coordenadas dos locais utilizados nos expe-
rimentos, e a Figura 37 ilustra a posição destes locais no mapa.
Tabela 12 – Tabela contendo a descrição e coordenadas dos locais uti-
lizados nos experimentos.
Descrição do local X Y
Sala 301 40 652
Sala 302 40 696
Sala 303 44 650
Sala 304 250 698
Sala 306 430 651
Sala 307 637 692
Sala 308 681 646
Sala 309 890 686
Sala 310 932 639
Sala 311 1140 682
Sala 312 1147 636
Sala 313 1147 680
Sala 314 28 2003
Sala 315 28 1960
Sala 316 240 2016
Sala 317 34 1961
Sala 319 628 2031
Sala 320 425 1978
Sala 321 878 2043
Sala 322 678 1991
Sala 323 1130 2061
Sala 324 928 2004
Sala 325 1141 2064
Sala 326 1141 2022
120
Figura 37 – Posição dos locais no mapa.
Fonte: Do Autor
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B.1.2 Lista de tarefas
A Tabela 13 apresenta a lista de tarefas que foram utilizadas
nos experimentos. A utilização das mesmas foi acumulativa ou seja,
experimentos utilizaram as tarefas com identificador entre 1 e 5, 1 e 10
e assim sucessivamente.
Tabela 13 – Lista tarefas utilizadas nos experimentos. Id significa iden-
tificador e, L1, L2 e L3 são os locais a serem visitados.
Id. Descrição Prioridade L1 L2 L3
1 Task 1 4 303 313
2 Task 2 1 309 306
3 Task 3 3 306 312
4 Task 4 1 315 311
5 Task 5 5 314 311 322
6 Task 6 5 314 323
7 Task 7 4 317 310
8 Task 8 5 312 303
9 Task 9 4 322 308
10 Task 10 3 313 316 322
11 Task 11 2 321 303
12 Task 12 3 304 326
13 Task 13 1 320 325
14 Task 14 2 319 301
15 Task 15 3 Estacionamento 307 323
16 Task 16 3 314 321
17 Task 17 4 315 309
18 Task 18 4 315 312
19 Task 19 4 316 323
20 Task 20 3 320 313
21 Task 21 3 308 313
22 Task 22 2 313 317
23 Task 23 2 307 311
24 Task 24 2 314 303
25 Task 25 4 303 308
26 Task 26 1 308 315
27 Task 27 1 319 310
28 Task 28 2 319 313 316
29 Task 29 1 316 311 317
122
Continuação da Tabela 13
Id. Descrição Prioridade L1 L2 L3
30 Task 30 4 313 309 317
B.1.3 Experimento 1
A Tabela 14 traz os resultados referentes ao tempo necessário
para escalonar cinco, dez, quinze e trinta tarefas respeitando a restrição
de que 80% das tarefas devem conter dois locais e 20% três. A medida
para cinco tarefas foi efetuada para o mapa redimensionado para a um
meio e um terço do tamanho original.






(1/3) 10 15 30
Medição
(ms)
6749 2679 10703 23834 90491
6691 2801 10745 23944 91851
6772 2760 10785 23988 92529
6695 2676 10917 23743 91592
6733 2712 10824 23869 91213
Média 6728,00 2725,60 10794,80 23875,60 91535,20
Desvio
Padrão 34,86 54,05 81,84 95,75 755,77
As Tabelas 15, 16, 17, 18 e 19 apresentam as etapas do escalo-
namento para os grupos de cinco com redução no mapa para um meio,
cinco com redução no mapa para um terço, dez, quinze e trinta tarefas
respectivamente.
Tabela 15 – Escalonamento para o conjunto de cinco tarefas, com re-
dução no mapa para um meio.
Id. Prioridade Distância Custo
1 4 855,88 213,97
2 1 659,27 659,27
3 3 545,38 181,79
4 1 2.118,71 2.118,71
5 5 3.299,83 659,96
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Id. Prioridade Distância Custo
1 4 1.111,02 277,76
2 1 375,63 375,63
4 1 2.321,93 2.321,93
5 5 3.503,04 700,61
2 1 366,61 366,61
4 1 2.312,91 2.312,91
5 5 3.494,02 698,80
4 1 1.965,78 1.965,78
5 5 3.146,89 629,38
4 1 1.485,90 1.485,90
Tabela 16 – Escalonamento para o conjunto de cinco tarefas, com re-
dução no mapa para um terço.
Id. Prioridade Distância Custo
1 4 571,45 142,86
2 1 438,89 438,89
3 3 364,92 121,64
4 1 1.414,49 1.414,49
5 5 2.200,30 440,06
1 4 741,74 185,44
2 1 250,07 250,07
4 1 1.549,97 1.549,97
5 5 2.335,78 467,16
2 1 244,33 244,33
4 1 1.544,23 1.544,23
5 5 2.330,04 466,01
4 1 1.311,87 1.311,87
5 5 2.097,68 419,54
4 1 992,01 992,01
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Tabela 17 – Escalonamento para o conjunto de dez tarefas.
Id. Prioridade Distância Custo
1 4 571,45 142,86
2 1 438,89 438,89
3 3 364,92 121,64
4 1 1.414,49 1.414,49
5 5 2.200,30 440,06
6 5 1.022,88 204,58
7 4 1.346,23 336,56
8 5 732,92 146,58
9 4 1.280,63 320,16
10 3 1.229,44 409,81
1 4 741,74 185,44
2 1 250,07 250,07
4 1 1.549,97 1.549,97
5 5 2.335,78 467,16
6 5 1.158,36 231,67
7 4 1.481,71 370,43
8 5 369,64 73,93
9 4 1.415,29 353,82
10 3 876,88 292,29
1 4 372,10 93,03
2 1 444,43 444,43
4 1 1.364,26 1.364,26
5 5 2.150,07 430,01
6 5 972,65 194,53
7 4 1.296,00 324,00
9 4 1.252,54 313,14
10 3 1.234,98 411,66
2 1 244,33 244,33
4 1 1.544,23 1.544,23
5 5 2.330,04 466,01
6 5 1.152,62 230,52
7 4 1.475,97 368,99
9 4 1.409,55 352,39
10 3 862,88 287,63
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Id. Prioridade Distância Custo
2 1 1.010,55 1.010,55
4 1 1.151,85 1.151,85
5 5 1.927,82 385,56
7 4 1.083,59 270,90
9 4 789,37 197,34
10 3 1.802,74 600,91
2 1 231,84 231,84
4 1 1.393,74 1.393,74
5 5 2.179,55 435,91
7 4 1.325,48 331,37
10 3 1.022,39 340,80
4 1 1.311,87 1.311,87
5 5 2.097,68 419,54
7 4 1.243,61 310,90
10 3 1.105,57 368,52
4 1 1.477,56 1.477,56
5 5 2.263,37 452,67
10 3 940,21 313,40
4 1 992,01 992,01
5 5 1.771,26 354,25
4 1 992,01 992,01
Tabela 18 – Escalonamento para o conjunto de quinze tarefas.
Id. Prioridade Distância Custo
1 4 571,45 142,86
2 1 438,89 438,89
3 3 364,92 121,64
4 1 1.414,49 1.414,49
5 5 2.200,30 440,06
6 5 1.022,88 204,58
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7 4 1.346,23 336,56
8 5 732,92 146,58
9 4 1.280,63 320,16
10 3 1.229,44 409,81
11 2 1.415,31 707,66
12 3 848,18 282,73
13 1 815,35 815,35
14 2 1.252,18 626,09
15 3 891,63 297,21
1 4 741,74 185,44
2 1 250,07 250,07
4 1 1.549,97 1.549,97
5 5 2.335,78 467,16
6 5 1.158,36 231,67
7 4 1.481,71 370,43
8 5 369,64 73,93
9 4 1.415,29 353,82
10 3 876,88 292,29
11 2 1.549,97 774,99
12 3 1.013,16 337,72
13 1 950,01 950,01
14 2 1.386,84 693,42
15 3 1.252,91 417,64
1 4 372,10 93,03
2 1 444,43 444,43
4 1 1.364,26 1.364,26
5 5 2.150,07 430,01
6 5 972,65 194,53
7 4 1.296,00 324,00
9 4 1.252,54 313,14
10 3 1.234,98 411,66
11 2 1.387,22 693,61
12 3 781,52 260,51
13 1 787,26 787,26
14 2 1.224,09 612,05
15 3 1.088,98 362,99
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2 1 244,33 244,33
4 1 1.544,23 1.544,23
5 5 2.330,04 466,01
6 5 1.152,62 230,52
7 4 1.475,97 368,99
9 4 1.409,55 352,39
10 3 862,88 287,63
11 2 1.544,23 772,12
12 3 1.007,42 335,81
13 1 944,27 944,27
14 2 1.381,10 690,55
15 3 1.256,19 418,73
2 1 1.010,55 1.010,55
4 1 1.151,85 1.151,85
5 5 1.927,82 385,56
7 4 1.083,59 270,90
9 4 789,37 197,34
10 3 1.802,74 600,91
11 2 777,29 388,65
12 3 1.413,25 471,08
13 1 497,37 497,37
14 2 783,44 391,72
15 3 1.700,57 566,86
2 1 231,84 231,84
4 1 1.393,74 1.393,74
5 5 2.179,55 435,91
7 4 1.325,48 331,37
10 3 1.022,39 340,80
11 2 1.393,74 696,87
12 3 856,93 285,64
13 1 793,78 793,78
14 2 1.230,61 615,31
15 3 1.096,68 365,56
4 1 1.311,87 1.311,87
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5 5 2.097,68 419,54
7 4 1.243,61 310,90
10 3 1.105,57 368,52
11 2 1.311,87 655,94
12 3 772,11 257,37
13 1 711,91 711,91
14 2 1.148,74 574,37
15 3 1.013,50 337,83
4 1 1.150,52 1.150,52
5 5 1.926,49 385,30
7 4 1.082,26 270,57
10 3 1.801,41 600,47
11 2 781,70 390,85
13 1 496,04 496,04
14 2 784,57 392,29
15 3 1.699,24 566,41
4 1 1.477,56 1.477,56
5 5 2.263,37 452,67
10 3 940,21 313,40
11 2 1.477,56 738,78
13 1 877,60 877,60
14 2 1.314,43 657,22
15 3 1.180,50 393,50
4 1 992,01 992,01
5 5 1.771,26 354,25
11 2 764,21 382,11
13 1 337,53 337,53
14 2 635,08 317,54
15 3 1.540,73 513,58
4 1 1.364,85 1.364,85
5 5 2.150,66 430,13
11 2 1.387,81 693,91
13 1 787,85 787,85
15 3 1.090,39 363,46
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4 1 1.077,06 1.077,06
5 5 1.853,03 370,61
11 2 713,16 356,58
13 1 422,58 422,58
4 1 1.358,70 1.358,70
5 5 2.144,51 428,90
13 1 781,70 781,70
4 1 992,01 992,01
13 1 337,53 337,53
4 1 1.156,26 1.156,26
Tabela 19 – Escalonamento para o conjunto de trinta tarefas.
Id. Prioridade Distância Custo
1 4 571,45 142,86
2 1 438,89 438,89
3 3 364,92 121,64
4 1 1.414,49 1.414,49
5 5 2.200,30 440,06
6 5 1.022,88 204,58
7 4 1.346,23 336,56
8 5 732,92 146,58
9 4 1.280,63 320,16
10 3 1.229,44 409,81
11 2 1.415,31 707,66
12 3 848,18 282,73
13 1 815,35 815,35
14 2 1.252,18 626,09
15 3 891,63 297,21
16 3 936,42 312,14
17 4 1.330,08 332,52
18 4 1.422,64 355,66
19 4 885,60 221,40
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20 3 1.257,84 419,28
21 3 366,56 122,19
22 2 1.137,88 568,94
23 2 367,43 183,72
24 2 664,11 332,06
25 4 412,76 103,19
26 1 829,88 829,88
27 1 1.341,93 1.341,93
28 2 2.121,79 1.060,89
29 1 2.063,14 2.063,14
30 4 1.137,88 284,47
1 4 585,51 146,38
2 1 231,84 231,84
3 3 325,87 108,62
4 1 1.393,74 1.393,74
5 5 2.179,55 435,91
6 5 1.002,13 200,43
7 4 1.325,48 331,37
8 5 525,87 105,17
9 4 1.259,06 314,77
10 3 1.022,39 340,80
11 2 1.393,74 696,87
12 3 856,93 285,64
13 1 793,78 793,78
14 2 1.230,61 615,31
15 3 1.096,68 365,56
16 3 915,67 305,22
17 4 1.309,33 327,33
18 4 1.401,89 350,47
19 4 864,85 216,21
20 3 1.236,27 412,09
21 3 159,51 53,17
22 2 930,83 465,42
23 2 190,38 95,19
24 2 672,86 336,43
26 1 622,83 622,83
27 1 1.320,36 1.320,36
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28 2 2.100,22 1.050,11
29 1 2.042,39 2.042,39
30 4 930,83 232,71
1 4 744,20 186,05
2 1 244,33 244,33
3 3 483,74 161,25
4 1 1.544,23 1.544,23
5 5 2.330,04 466,01
6 5 1.152,62 230,52
7 4 1.475,97 368,99
8 5 383,64 76,73
9 4 1.409,55 352,39
10 3 862,88 287,63
11 2 1.544,23 772,12
12 3 1.007,42 335,81
13 1 944,27 944,27
14 2 1.381,10 690,55
15 3 1.256,19 418,73
16 3 1.066,16 355,39
17 4 1.459,82 364,96
18 4 1.552,38 388,10
19 4 1.015,34 253,84
20 3 1.386,76 462,25
22 2 771,32 385,66
23 2 340,87 170,44
24 2 823,35 411,68
26 1 782,34 782,34
27 1 1.470,85 1.470,85
28 2 2.250,71 1.125,35
29 1 2.192,88 2.192,88
30 4 771,32 192,83
1 4 372,10 93,03
2 1 444,43 444,43
3 3 370,46 123,49
4 1 1.364,26 1.364,26
5 5 2.150,07 430,01
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6 5 972,65 194,53
7 4 1.296,00 324,00
9 4 1.252,54 313,14
10 3 1.234,98 411,66
11 2 1.387,22 693,61
12 3 781,52 260,51
13 1 787,26 787,26
14 2 1.224,09 612,05
15 3 1.088,98 362,99
16 3 886,19 295,40
17 4 1.279,85 319,96
18 4 1.372,41 343,10
19 4 835,37 208,84
20 3 1.229,75 409,92
22 2 1.143,42 571,71
23 2 372,97 186,49
24 2 597,45 298,73
26 1 836,24 836,24
27 1 1.313,84 1.313,84
28 2 2.093,70 1.046,85
29 1 2.012,91 2.012,91
30 4 1.143,42 285,86
2 1 244,33 244,33
3 3 483,74 161,25
4 1 1.544,23 1.544,23
5 5 2.330,04 466,01
6 5 1.152,62 230,52
7 4 1.475,97 368,99
9 4 1.409,55 352,39
10 3 862,88 287,63
11 2 1.544,23 772,12
12 3 1.007,42 335,81
13 1 944,27 944,27
14 2 1.381,10 690,55
15 3 1.256,19 418,73
16 3 1.066,16 355,39
17 4 1.459,82 364,96
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18 4 1.552,38 388,10
19 4 1.015,34 253,84
20 3 1.386,76 462,25
22 2 771,32 385,66
23 2 340,87 170,44
24 2 823,35 411,68
26 1 782,34 782,34
27 1 1.470,85 1.470,85
28 2 2.250,71 1.125,35
29 1 2.192,88 2.192,88
30 4 771,32 192,83
2 1 250,07 250,07
4 1 1.549,97 1.549,97
5 5 2.335,78 467,16
6 5 1.158,36 231,67
7 4 1.481,71 370,43
9 4 1.415,29 353,82
10 3 876,88 292,29
11 2 1.549,97 774,99
12 3 1.013,16 337,72
13 1 950,01 950,01
14 2 1.386,84 693,42
15 3 1.252,91 417,64
16 3 1.071,90 357,30
17 4 1.465,56 366,39
18 4 1.558,12 389,53
19 4 1.021,08 255,27
20 3 1.392,50 464,17
22 2 785,32 392,66
23 2 346,61 173,31
24 2 829,09 414,55
26 1 779,06 779,06
27 1 1.476,59 1.476,59
28 2 2.256,45 1.128,22
29 1 2.198,62 2.198,62
30 4 785,32 196,33
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2 1 241,92 241,92
4 1 1.541,82 1.541,82
5 5 2.327,63 465,53
6 5 1.150,21 230,04
7 4 1.473,56 368,39
9 4 1.407,14 351,79
10 3 865,29 288,43
11 2 1.541,82 770,91
12 3 1.005,01 335,00
13 1 941,86 941,86
14 2 1.378,69 689,35
15 3 1.254,60 418,20
16 3 1.063,75 354,58
17 4 1.457,41 364,35
18 4 1.549,97 387,49
19 4 1.012,93 253,23
20 3 1.384,35 461,45
22 2 773,73 386,87
24 2 820,94 410,47
26 1 780,75 780,75
27 1 1.468,44 1.468,44
28 2 2.248,30 1.124,15
29 1 2.190,47 2.190,47
30 4 773,73 193,43
2 1 842,01 842,01
4 1 772,91 772,91
5 5 1.567,44 313,49
6 5 390,02 78,00
7 4 704,65 176,16
9 4 848,63 212,16
10 3 1.634,20 544,73
11 2 983,31 491,66
12 3 1.221,75 407,25
13 1 383,35 383,35
14 2 820,18 410,09
15 3 1.531,21 510,40
16 3 303,56 101,19
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17 4 688,50 172,13
18 4 781,06 195,27
19 4 378,94 94,74
20 3 825,84 275,28
22 2 1.542,64 771,32
24 2 1.037,68 518,84
26 1 1.243,66 1.243,66
27 1 909,93 909,93
28 2 1.689,79 844,90
29 1 1.556,48 1.556,48
2 1 1.010,55 1.010,55
4 1 1.151,85 1.151,85
5 5 1.927,82 385,56
7 4 1.083,59 270,90
9 4 789,37 197,34
10 3 1.802,74 600,91
11 2 777,29 388,65
12 3 1.413,25 471,08
13 1 497,37 497,37
14 2 783,44 391,72
15 3 1.700,57 566,86
16 3 663,94 221,31
17 4 1.067,44 266,86
18 4 1.160,00 290,00
19 4 604,30 151,08
20 3 939,86 313,29
22 2 1.711,18 855,59
24 2 1.229,18 614,59
26 1 1.412,20 1.412,20
27 1 873,19 873,19
28 2 1.653,05 826,53
29 1 1.781,84 1.781,84
2 1 1.010,55 1.010,55
4 1 1.151,85 1.151,85
5 5 1.927,82 385,56
7 4 1.083,59 270,90
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9 4 789,37 197,34
10 3 1.802,74 600,91
11 2 777,29 388,65
12 3 1.413,25 471,08
13 1 497,37 497,37
14 2 783,44 391,72
15 3 1.700,57 566,86
16 3 663,94 221,31
17 4 1.067,44 266,86
18 4 1.160,00 290,00
20 3 939,86 313,29
22 2 1.711,18 855,59
24 2 1.229,18 614,59
26 1 1.412,20 1.412,20
27 1 873,19 873,19
28 2 1.653,05 826,53
29 1 1.781,84 1.781,84
2 1 231,84 231,84
4 1 1.393,74 1.393,74
5 5 2.179,55 435,91
7 4 1.325,48 331,37
10 3 1.022,39 340,80
11 2 1.393,74 696,87
12 3 856,93 285,64
13 1 793,78 793,78
14 2 1.230,61 615,31
15 3 1.096,68 365,56
16 3 915,67 305,22
17 4 1.309,33 327,33
18 4 1.401,89 350,47
20 3 1.236,27 412,09
22 2 930,83 465,42
24 2 672,86 336,43
26 1 622,83 622,83
27 1 1.320,36 1.320,36
28 2 2.100,22 1.050,11
29 1 2.042,39 2.042,39
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4 1 1.311,87 1.311,87
5 5 2.097,68 419,54
7 4 1.243,61 310,90
10 3 1.105,57 368,52
11 2 1.311,87 655,94
12 3 772,11 257,37
13 1 711,91 711,91
14 2 1.148,74 574,37
15 3 1.013,50 337,83
16 3 833,80 277,93
17 4 1.227,46 306,87
18 4 1.320,02 330,01
20 3 1.154,40 384,80
22 2 1.014,01 507,01
24 2 588,04 294,02
26 1 707,65 707,65
27 1 1.238,49 1.238,49
28 2 2.018,35 1.009,18
29 1 1.960,52 1.960,52
4 1 1.150,52 1.150,52
5 5 1.926,49 385,30
7 4 1.082,26 270,57
10 3 1.801,41 600,47
11 2 781,70 390,85
13 1 496,04 496,04
14 2 784,57 392,29
15 3 1.699,24 566,41
16 3 662,61 220,87
17 4 1.066,11 266,53
18 4 1.158,67 289,67
20 3 938,53 312,84
22 2 1.709,85 854,93
24 2 1.227,85 613,93
26 1 1.410,87 1.410,87
27 1 874,32 874,32
28 2 1.654,18 827,09
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29 1 1.780,51 1.780,51
4 1 1.065,39 1.065,39
5 5 1.841,36 368,27
7 4 997,13 249,28
10 3 1.716,28 572,09
11 2 690,83 345,42
13 1 410,91 410,91
14 2 696,98 348,49
15 3 1.614,11 538,04
17 4 980,98 245,25
18 4 1.073,54 268,39
20 3 853,40 284,47
22 2 1.624,72 812,36
24 2 1.142,72 571,36
26 1 1.325,74 1.325,74
27 1 786,73 786,73
28 2 1.566,59 783,30
29 1 1.695,38 1.695,38
4 1 1.457,41 1.457,41
5 5 2.243,22 448,64
7 4 1.389,15 347,29
10 3 949,70 316,57
11 2 1.457,41 728,71
13 1 857,45 857,45
14 2 1.294,28 647,14
15 3 1.171,01 390,34
18 4 1.465,56 366,39
20 3 1.299,94 433,31
22 2 858,14 429,07
24 2 736,53 368,27
26 1 697,16 697,16
27 1 1.384,03 1.384,03
28 2 2.163,89 1.081,94
29 1 2.106,06 2.106,06
4 1 992,01 992,01
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5 5 1.771,26 354,25
7 4 923,75 230,94
11 2 764,21 382,11
13 1 337,53 337,53
14 2 635,08 317,54
15 3 1.540,73 513,58
18 4 1.000,16 250,04
20 3 780,02 260,01
22 2 1.551,34 775,67
24 2 1.069,34 534,67
26 1 1.252,36 1.252,36
27 1 724,83 724,83
28 2 1.504,69 752,35
29 1 1.629,38 1.629,38
4 1 1.477,56 1.477,56
5 5 2.263,37 452,67
11 2 1.477,56 738,78
13 1 877,60 877,60
14 2 1.314,43 657,22
15 3 1.180,50 393,50
18 4 1.485,71 371,43
20 3 1.320,09 440,03
22 2 848,65 424,33
24 2 756,68 378,34
26 1 706,65 706,65
27 1 1.404,18 1.404,18
28 2 2.184,04 1.092,02
29 1 2.126,21 2.126,21
4 1 1.549,97 1.549,97
5 5 2.335,78 467,16
11 2 1.549,97 774,99
13 1 950,01 950,01
14 2 1.386,84 693,42
15 3 1.252,91 417,64
20 3 1.392,50 464,17
22 2 785,32 392,66
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24 2 829,09 414,55
26 1 779,06 779,06
27 1 1.476,59 1.476,59
28 2 2.256,45 1.128,22
29 1 2.198,62 2.198,62
4 1 772,91 772,91
5 5 1.567,44 313,49
11 2 983,31 491,66
13 1 383,35 383,35
14 2 820,18 410,09
15 3 1.531,21 510,40
20 3 825,84 275,28
24 2 1.037,68 518,84
26 1 1.243,66 1.243,66
27 1 909,93 909,93
28 2 1.689,79 844,90
29 1 1.556,48 1.556,48
4 1 1.544,23 1.544,23
5 5 2.330,04 466,01
11 2 1.544,23 772,12
13 1 944,27 944,27
14 2 1.381,10 690,55
15 3 1.256,19 418,73
24 2 823,35 411,68
26 1 782,34 782,34
27 1 1.470,85 1.470,85
28 2 2.250,71 1.125,35
29 1 2.192,88 2.192,88
4 1 784,91 784,91
5 5 1.552,62 310,52
11 2 979,57 489,79
13 1 386,17 386,17
14 2 816,44 408,22
15 3 1.537,31 512,44
26 1 1.249,76 1.249,76
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27 1 906,19 906,19
28 2 1.686,05 843,03
29 1 1.552,74 1.552,74
4 1 992,01 992,01
11 2 764,21 382,11
13 1 337,53 337,53
14 2 635,08 317,54
15 3 1.540,73 513,58
26 1 1.252,36 1.252,36
27 1 724,83 724,83
28 2 1.504,69 752,35
29 1 1.629,38 1.629,38
4 1 1.364,85 1.364,85
11 2 1.387,81 693,91
13 1 787,85 787,85
15 3 1.090,39 363,46
26 1 837,65 837,65
27 1 1.314,43 1.314,43
28 2 2.094,29 1.047,14
29 1 2.013,50 2.013,50
4 1 1.077,06 1.077,06
11 2 713,16 356,58
13 1 422,58 422,58
26 1 1.337,41 1.337,41
27 1 805,78 805,78
28 2 1.585,64 792,82
29 1 1.710,33 1.710,33
4 1 1.358,70 1.358,70
13 1 781,70 781,70
26 1 843,80 843,80
27 1 1.308,28 1.308,28
28 2 2.088,14 1.044,07
29 1 2.007,35 2.007,35
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Continuação da Tabela 19
Id. Prioridade Distância Custo
4 1 1.156,26 1.156,26
26 1 1.416,61 1.416,61
27 1 877,60 877,60
28 2 1.657,46 828,73
29 1 1.786,25 1.786,25
4 1 849,70 849,70
26 1 1.185,53 1.185,53
27 1 833,14 833,14
29 1 1.479,69 1.479,69
4 1 1.477,56 1.477,56
26 1 706,65 706,65
29 1 2.126,21 2.126,21
4 1 770,91 770,91
29 1 1.558,48 1.558,48
29 1 2.190,47 2.190,47
B.1.4 Experimento 2
A Tabela 20 traz as medidas de tempo para escalonamento para
o grupo inicial e após a adição das tarefas ao conjunto para os grupos
cinco até dez tarefas, dez até quinze e quinze até trinta.
Tabela 20 – Medida de tempo para o escalonamento.




5 10 10 15 15 30
Medição
(ms)
2711 10477 10860 23319 24087 89115
2785 10666 10905 22889 23826 89052
2744 10540 10821 22866 23981 89813
2802 10556 10714 22614 23924 89417
2712 10431 10907 23141 23960 89109
Média 2750,80 10534,00 10841,40 22965,80 23955,60 89301,20
Desvio
Padrão 41,61 89,17 79,59 271,60 94,51 319,79
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O escalonamento do estado inicial dos grupos: cinco até dez
tarefas, dez até quinze e quinze até trinta é respectivamente o mesmo
presente nas Tabelas 16, 17 e 18.
As Tabelas 21, 22 e 23 apresentam as etapas do escalonamento
após a adição das tarefas no conjunto inicial para os grupos cinco até
dez tarefas, dez até quinze e quinze até trinta respectivamente.
Tabela 21 – Escalonamento para o conjunto de cinco até dez tarefas.
Id. Prioridade Distância Custo
1 4 501,51 125,38
2 1 315,02 315,02
3 3 241,05 80,35
4 1 1.311,87 1.311,87
5 5 2.097,68 419,54
6 5 920,26 184,05
7 4 1.243,61 310,90
8 5 610,69 122,14
9 4 1.177,19 294,30
10 3 1.105,57 368,52
1 4 741,74 185,44
2 1 250,07 250,07
4 1 1.549,97 1.549,97
5 5 2.335,78 467,16
6 5 1.158,36 231,67
7 4 1.481,71 370,43
8 5 369,64 73,93
9 4 1.415,29 353,82
10 3 876,88 292,29
1 4 372,10 93,03
2 1 444,43 444,43
4 1 1.364,26 1.364,26
5 5 2.150,07 430,01
6 5 972,65 194,53
7 4 1.296,00 324,00
9 4 1.252,54 313,14
10 3 1.234,98 411,66
144
Continuação da Tabela 21
Id. Prioridade Distância Custo
2 1 244,33 244,33
4 1 1.544,23 1.544,23
5 5 2.330,04 466,01
6 5 1.152,62 230,52
7 4 1.475,97 368,99
9 4 1.409,55 352,39
10 3 862,88 287,63
2 1 1.010,55 1.010,55
4 1 1.151,85 1.151,85
5 5 1.927,82 385,56
7 4 1.083,59 270,90
9 4 789,37 197,34
10 3 1.802,74 600,91
2 1 231,84 231,84
4 1 1.393,74 1.393,74
5 5 2.179,55 435,91
7 4 1.325,48 331,37
10 3 1.022,39 340,80
4 1 1.311,87 1.311,87
5 5 2.097,68 419,54
7 4 1.243,61 310,90
10 3 1.105,57 368,52
4 1 1.477,56 1.477,56
5 5 2.263,37 452,67
10 3 940,21 313,40
4 1 992,01 992,01
5 5 1.771,26 354,25
4 1 992,01 992,01
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Tabela 22 – Escalonamento para o conjunto de dez até quinze tarefas.
Id. Prioridade Distância Custo
1 4 501,51 125,38
2 1 315,02 315,02
3 3 241,05 80,35
4 1 1.311,87 1.311,87
5 5 2.097,68 419,54
6 5 920,26 184,05
7 4 1.243,61 310,90
8 5 610,69 122,14
9 4 1.177,19 294,30
10 3 1.105,57 368,52
11 2 1.311,87 655,94
12 3 772,11 257,37
13 1 711,91 711,91
14 2 1.148,74 574,37
15 3 1.013,50 337,83
1 4 741,74 185,44
2 1 250,07 250,07
4 1 1.549,97 1.549,97
5 5 2.335,78 467,16
6 5 1.158,36 231,67
7 4 1.481,71 370,43
8 5 369,64 73,93
9 4 1.415,29 353,82
10 3 876,88 292,29
11 2 1.549,97 774,99
12 3 1.013,16 337,72
13 1 950,01 950,01
14 2 1.386,84 693,42
15 3 1.252,91 417,64
1 4 372,10 93,03
2 1 444,43 444,43
4 1 1.364,26 1.364,26
5 5 2.150,07 430,01
6 5 972,65 194,53
7 4 1.296,00 324,00
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Continuação da Tabela 22
Id. Prioridade Distância Custo
9 4 1.252,54 313,14
10 3 1.234,98 411,66
11 2 1.387,22 693,61
12 3 781,52 260,51
13 1 787,26 787,26
14 2 1.224,09 612,05
15 3 1.088,98 362,99
2 1 244,33 244,33
4 1 1.544,23 1.544,23
5 5 2.330,04 466,01
6 5 1.152,62 230,52
7 4 1.475,97 368,99
9 4 1.409,55 352,39
10 3 862,88 287,63
11 2 1.544,23 772,12
12 3 1.007,42 335,81
13 1 944,27 944,27
14 2 1.381,10 690,55
15 3 1.256,19 418,73
2 1 1.010,55 1.010,55
4 1 1.151,85 1.151,85
5 5 1.927,82 385,56
7 4 1.083,59 270,90
9 4 789,37 197,34
10 3 1.802,74 600,91
11 2 777,29 388,65
12 3 1.413,25 471,08
13 1 497,37 497,37
14 2 783,44 391,72
15 3 1.700,57 566,86
2 1 231,84 231,84
4 1 1.393,74 1.393,74
5 5 2.179,55 435,91
7 4 1.325,48 331,37
10 3 1.022,39 340,80
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Continuação da Tabela 22
Id. Prioridade Distância Custo
11 2 1.393,74 696,87
12 3 856,93 285,64
13 1 793,78 793,78
14 2 1.230,61 615,31
15 3 1.096,68 365,56
4 1 1.311,87 1.311,87
5 5 2.097,68 419,54
7 4 1.243,61 310,90
10 3 1.105,57 368,52
11 2 1.311,87 655,94
12 3 772,11 257,37
13 1 711,91 711,91
14 2 1.148,74 574,37
15 3 1.013,50 337,83
4 1 1.150,52 1.150,52
5 5 1.926,49 385,30
7 4 1.082,26 270,57
10 3 1.801,41 600,47
11 2 781,70 390,85
13 1 496,04 496,04
14 2 784,57 392,29
15 3 1.699,24 566,41
4 1 1.477,56 1.477,56
5 5 2.263,37 452,67
10 3 940,21 313,40
11 2 1.477,56 738,78
13 1 877,60 877,60
14 2 1.314,43 657,22
15 3 1.180,50 393,50
4 1 992,01 992,01
5 5 1.771,26 354,25
11 2 764,21 382,11
13 1 337,53 337,53
14 2 635,08 317,54
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Continuação da Tabela 22
Id. Prioridade Distância Custo
15 3 1.540,73 513,58
4 1 1.364,85 1.364,85
5 5 2.150,66 430,13
11 2 1.387,81 693,91
13 1 787,85 787,85
15 3 1.090,39 363,46
4 1 1.077,06 1.077,06
5 5 1.853,03 370,61
11 2 713,16 356,58
13 1 422,58 422,58
4 1 1.358,70 1.358,70
5 5 2.144,51 428,90
13 1 781,70 781,70
4 1 992,01 992,01
13 1 337,53 337,53
4 1 1.156,26 1.156,26
Tabela 23 – Escalonamento para o conjunto de quinze até trinta tarefas.
Id. Prioridade Distância Custo
1 4 501,51 125,38
2 1 315,02 315,02
3 3 241,05 80,35
4 1 1.311,87 1.311,87
5 5 2.097,68 419,54
6 5 920,26 184,05
7 4 1.243,61 310,90
8 5 610,69 122,14
9 4 1.177,19 294,30
10 3 1.105,57 368,52
11 2 1.311,87 655,94
12 3 772,11 257,37
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Continuação da Tabela 23
Id. Prioridade Distância Custo
13 1 711,91 711,91
14 2 1.148,74 574,37
15 3 1.013,50 337,83
16 3 833,80 277,93
17 4 1.227,46 306,87
18 4 1.320,02 330,01
19 4 782,98 195,75
20 3 1.154,40 384,80
21 3 244,33 814,43
22 2 1.014,01 507,01
23 2 243,56 121,78
24 2 588,04 294,02
25 4 342,82 85,71
26 1 707,65 707,65
27 1 1.238,49 1.238,49
28 2 2.018,35 1.009,18
29 1 1.960,52 1.960,52
30 4 1.014,01 253,50
1 4 741,74 185,44
2 1 250,07 250,07
4 1 1.549,97 1.549,97
5 5 2.335,78 467,16
6 5 1.158,36 231,67
7 4 1.481,71 370,43
8 5 369,64 73,93
9 4 1.415,29 353,82
10 3 876,88 292,29
11 2 1.549,97 774,99
12 3 1.013,16 337,72
13 1 950,01 950,01
14 2 1.386,84 693,42
15 3 1.252,91 417,64
16 3 1.071,90 357,30
17 4 1.465,56 366,39
18 4 1.558,12 389,53
19 4 1.021,08 255,27
20 3 1.392,50 464,17
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Continuação da Tabela 23
Id. Prioridade Distância Custo
21 3 315,74 105,25
22 2 785,32 392,66
23 2 346,61 173,31
24 2 829,09 414,55
25 4 583,05 145,76
26 1 779,06 779,06
27 1 1.476,59 1.476,59
28 2 2.256,45 1.128,22
29 1 2.198,62 2.198,62
30 4 785,32 196,33
1 4 372,10 93,03
2 1 444,43 444,43
4 1 1.364,26 1.364,26
5 5 2.150,07 430,01
6 5 972,65 194,53
7 4 1.296,00 324,00
9 4 1.252,54 313,14
10 3 1.234,98 411,66
11 2 1.387,22 693,61
12 3 781,52 260,51
13 1 787,26 787,26
14 2 1.224,09 612,05
15 3 1.088,98 362,99
16 3 886,19 295,40
17 4 1.279,85 319,96
18 4 1.372,41 343,10
19 4 835,37 208,84
20 3 1.229,75 409,92
21 3 372,92 124,31
22 2 1.143,42 571,71
23 2 372,97 186,49
24 2 597,45 298,73
25 4 213,41 533,53
26 1 836,24 836,24
27 1 1.313,84 1.313,84
28 2 2.093,70 1.046,85
29 1 2.012,91 2.012,91
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Continuação da Tabela 23
Id. Prioridade Distância Custo
30 4 1.143,42 285,86
1 4 585,51 146,38
2 1 231,84 231,84
4 1 1.393,74 1.393,74
5 5 2.179,55 435,91
6 5 1.002,13 200,43
7 4 1.325,48 331,37
9 4 1.259,06 314,77
10 3 1.022,39 340,80
11 2 1.393,74 696,87
12 3 856,93 285,64
13 1 793,78 793,78
14 2 1.230,61 615,31
15 3 1.096,68 365,56
16 3 915,67 305,22
17 4 1.309,33 327,33
18 4 1.401,89 350,47
19 4 864,85 216,21
20 3 1.236,27 412,09
21 3 159,51 53,17
22 2 930,83 465,42
23 2 190,38 95,19
24 2 672,86 336,43
26 1 622,83 622,83
27 1 1.320,36 1.320,36
28 2 2.100,22 1.050,11
29 1 2.042,39 2.042,39
30 4 930,83 232,71
1 4 744,20 186,05
2 1 244,33 244,33
4 1 1.544,23 1.544,23
5 5 2.330,04 466,01
6 5 1.152,62 230,52
7 4 1.475,97 368,99
9 4 1.409,55 352,39
10 3 862,88 287,63
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Continuação da Tabela 23
Id. Prioridade Distância Custo
11 2 1.544,23 772,12
12 3 1.007,42 335,81
13 1 944,27 944,27
14 2 1.381,10 690,55
15 3 1.256,19 418,73
16 3 1.066,16 355,39
17 4 1.459,82 364,96
18 4 1.552,38 388,10
19 4 1.015,34 253,84
20 3 1.386,76 462,25
22 2 771,32 385,66
23 2 340,87 170,44
24 2 823,35 411,68
26 1 782,34 782,34
27 1 1.470,85 1.470,85
28 2 2.250,71 1.125,35
29 1 2.192,88 2.192,88
30 4 771,32 192,83
1 4 742,61 185,65
2 1 241,92 241,92
4 1 1.541,82 1.541,82
5 5 2.327,63 465,53
6 5 1.150,21 230,04
7 4 1.473,56 368,39
9 4 1.407,14 351,79
10 3 865,29 288,43
11 2 1.541,82 770,91
12 3 1.005,01 335,00
13 1 941,86 941,86
14 2 1.378,69 689,35
15 3 1.254,60 418,20
16 3 1.063,75 354,58
17 4 1.457,41 364,35
18 4 1.549,97 387,49
19 4 1.012,93 253,23
20 3 1.384,35 461,45
22 2 773,73 386,87
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Continuação da Tabela 23
Id. Prioridade Distância Custo
24 2 820,94 410,47
26 1 780,75 780,75
27 1 1.468,44 1.468,44
28 2 2.248,30 1.124,15
29 1 2.190,47 2.190,47
30 4 773,73 193,43
2 1 244,33 244,33
4 1 1.544,23 1.544,23
5 5 2.330,04 466,01
6 5 1.152,62 230,52
7 4 1.475,97 368,99
9 4 1.409,55 352,39
10 3 862,88 287,63
11 2 1.544,23 772,12
12 3 1.007,42 335,81
13 1 944,27 944,27
14 2 1.381,10 690,55
15 3 1.256,19 418,73
16 3 1.066,16 355,39
17 4 1.459,82 364,96
18 4 1.552,38 388,10
19 4 1.015,34 253,84
20 3 1.386,76 462,25
22 2 771,32 385,66
24 2 823,35 411,68
26 1 782,34 782,34
27 1 1.470,85 1.470,85
28 2 2.250,71 1.125,35
29 1 2.192,88 2.192,88
30 4 771,32 192,83
2 1 842,01 842,01
4 1 772,91 772,91
5 5 1.567,44 313,49
6 5 390,02 78,00
7 4 704,65 176,16
9 4 848,63 212,16
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Continuação da Tabela 23
Id. Prioridade Distância Custo
10 3 1.634,20 544,73
11 2 983,31 491,66
12 3 1.221,75 407,25
13 1 383,35 383,35
14 2 820,18 410,09
15 3 1.531,21 510,40
16 3 303,56 101,19
17 4 688,50 172,13
18 4 781,06 195,27
19 4 378,94 94,74
20 3 825,84 275,28
22 2 1.542,64 771,32
24 2 1.037,68 518,84
26 1 1.243,66 1.243,66
27 1 909,93 909,93
28 2 1.689,79 844,90
29 1 1.556,48 1.556,48
2 1 1.010,55 1.010,55
4 1 1.151,85 1.151,85
5 5 1.927,82 385,56
7 4 1.083,59 270,90
9 4 789,37 197,34
10 3 1.802,74 600,91
11 2 777,29 388,65
12 3 1.413,25 471,08
13 1 497,37 497,37
14 2 783,44 391,72
15 3 1.700,57 566,86
16 3 663,94 221,31
17 4 1.067,44 266,86
18 4 1.160,00 290,00
19 4 604,30 151,08
20 3 939,86 313,29
22 2 1.711,18 855,59
24 2 1.229,18 614,59
26 1 1.412,20 1.412,20
27 1 873,19 873,19
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Continuação da Tabela 23
Id. Prioridade Distância Custo
28 2 1.653,05 826,53
29 1 1.781,84 1.781,84
2 1 1.010,55 1.010,55
4 1 1.151,85 1.151,85
5 5 1.927,82 385,56
7 4 1.083,59 270,90
9 4 789,37 197,34
10 3 1.802,74 600,91
11 2 777,29 388,65
12 3 1.413,25 471,08
13 1 497,37 497,37
14 2 783,44 391,72
15 3 1.700,57 566,86
16 3 663,94 221,31
17 4 1.067,44 266,86
18 4 1.160,00 290,00
20 3 939,86 313,29
22 2 1.711,18 855,59
24 2 1.229,18 614,59
26 1 1.412,20 1.412,20
27 1 873,19 873,19
28 2 1.653,05 826,53
29 1 1.781,84 1.781,84
2 1 231,84 231,84
4 1 1.393,74 1.393,74
5 5 2.179,55 435,91
7 4 1.325,48 331,37
10 3 1.022,39 340,80
11 2 1.393,74 696,87
12 3 856,93 285,64
13 1 793,78 793,78
14 2 1.230,61 615,31
15 3 1.096,68 365,56
16 3 915,67 305,22
17 4 1.309,33 327,33
18 4 1.401,89 350,47
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Continuação da Tabela 23
Id. Prioridade Distância Custo
20 3 1.236,27 412,09
22 2 930,83 465,42
24 2 672,86 336,43
26 1 622,83 622,83
27 1 1.320,36 1.320,36
28 2 2.100,22 1.050,11
29 1 2.042,39 2.042,39
4 1 1.311,87 1.311,87
5 5 2.097,68 419,54
7 4 1.243,61 310,90
10 3 1.105,57 368,52
11 2 1.311,87 655,94
12 3 772,11 257,37
13 1 711,91 711,91
14 2 1.148,74 574,37
15 3 1.013,50 337,83
16 3 833,80 277,93
17 4 1.227,46 306,87
18 4 1.320,02 330,01
20 3 1.154,40 384,80
22 2 1.014,01 507,01
24 2 588,04 294,02
26 1 707,65 707,65
27 1 1.238,49 1.238,49
28 2 2.018,35 1.009,18
29 1 1.960,52 1.960,52
4 1 1.150,52 1.150,52
5 5 1.926,49 385,30
7 4 1.082,26 270,57
10 3 1.801,41 600,47
11 2 781,70 390,85
13 1 496,04 496,04
14 2 784,57 392,29
15 3 1.699,24 566,41
16 3 662,61 220,87
17 4 1.066,11 266,53
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Continuação da Tabela 23
Id. Prioridade Distância Custo
18 4 1.158,67 289,67
20 3 938,53 312,84
22 2 1.709,85 854,93
24 2 1.227,85 613,93
26 1 1.410,87 1.410,87
27 1 874,32 874,32
28 2 1.654,18 827,09
29 1 1.780,51 1.780,51
4 1 1.065,39 1.065,39
5 5 1.841,36 368,27
7 4 997,13 249,28
10 3 1.716,28 572,09
11 2 690,83 345,42
13 1 410,91 410,91
14 2 696,98 348,49
15 3 1.614,11 538,04
17 4 980,98 245,25
18 4 1.073,54 268,39
20 3 853,40 284,47
22 2 1.624,72 812,36
24 2 1.142,72 571,36
26 1 1.325,74 1.325,74
27 1 786,73 786,73
28 2 1.566,59 783,30
29 1 1.695,38 1.695,38
4 1 1.457,41 1.457,41
5 5 2.243,22 448,64
7 4 1.389,15 347,29
10 3 949,70 316,57
11 2 1.457,41 728,71
13 1 857,45 857,45
14 2 1.294,28 647,14
15 3 1.171,01 390,34
18 4 1.465,56 366,39
20 3 1.299,94 433,31
22 2 858,14 429,07
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Continuação da Tabela 23
Id. Prioridade Distância Custo
24 2 736,53 368,27
26 1 697,16 697,16
27 1 1.384,03 1.384,03
28 2 2.163,89 1.081,94
29 1 2.106,06 2.106,06
4 1 992,01 992,01
5 5 1.771,26 354,25
7 4 923,75 230,94
11 2 764,21 382,11
13 1 337,53 337,53
14 2 635,08 317,54
15 3 1.540,73 513,58
18 4 1.000,16 250,04
20 3 780,02 260,01
22 2 1.551,34 775,67
24 2 1.069,34 534,67
26 1 1.252,36 1.252,36
27 1 724,83 724,83
28 2 1.504,69 752,35
29 1 1.629,38 1.629,38
4 1 1.477,56 1.477,56
5 5 2.263,37 452,67
11 2 1.477,56 738,78
13 1 877,60 877,60
14 2 1.314,43 657,22
15 3 1.180,50 393,50
18 4 1.485,71 371,43
20 3 1.320,09 440,03
22 2 848,65 424,33
24 2 756,68 378,34
26 1 706,65 706,65
27 1 1.404,18 1.404,18
28 2 2.184,04 1.092,02
29 1 2.126,21 2.126,21
4 1 1.549,97 1.549,97
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Continuação da Tabela 23
Id. Prioridade Distância Custo
5 5 2.335,78 467,16
11 2 1.549,97 774,99
13 1 950,01 950,01
14 2 1.386,84 693,42
15 3 1.252,91 417,64
20 3 1.392,50 464,17
22 2 785,32 392,66
24 2 829,09 414,55
26 1 779,06 779,06
27 1 1.476,59 1.476,59
28 2 2.256,45 1.128,22
29 1 2.198,62 2.198,62
4 1 772,91 772,91
5 5 1.567,44 313,49
11 2 983,31 491,66
13 1 383,35 383,35
14 2 820,18 410,09
15 3 1.531,21 510,40
20 3 825,84 275,28
24 2 1.037,68 518,84
26 1 1.243,66 1.243,66
27 1 909,93 909,93
28 2 1.689,79 844,90
29 1 1.556,48 1.556,48
4 1 1.544,23 1.544,23
5 5 2.330,04 466,01
11 2 1.544,23 772,12
13 1 944,27 944,27
14 2 1.381,10 690,55
15 3 1.256,19 418,73
24 2 823,35 411,68
26 1 782,34 782,34
27 1 1.470,85 1.470,85
28 2 2.250,71 1.125,35
29 1 2.192,88 2.192,88
160
Continuação da Tabela 23
Id. Prioridade Distância Custo
4 1 784,91 784,91
5 5 1.552,62 310,52
11 2 979,57 489,79
13 1 386,17 386,17
14 2 816,44 408,22
15 3 1.537,31 512,44
26 1 1.249,76 1.249,76
27 1 906,19 906,19
28 2 1.686,05 843,03
29 1 1.552,74 1.552,74
4 1 992,01 992,01
11 2 764,21 382,11
13 1 337,53 337,53
14 2 635,08 317,54
15 3 1.540,73 513,58
26 1 1.252,36 1.252,36
27 1 724,83 724,83
28 2 1.504,69 752,35
29 1 1.629,38 1.629,38
4 1 1.364,85 1.364,85
11 2 1.387,81 693,91
13 1 787,85 787,85
15 3 1.090,39 363,46
26 1 837,65 837,65
27 1 1.314,43 1.314,43
28 2 2.094,29 1.047,14
29 1 2.013,50 2.013,50
4 1 1.077,06 1.077,06
11 2 713,16 356,58
13 1 422,58 422,58
26 1 1.337,41 1.337,41
27 1 805,78 805,78
28 2 1.585,64 792,82
29 1 1.710,33 1.710,33
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Continuação da Tabela 23
Id. Prioridade Distância Custo
4 1 1.358,70 1.358,70
13 1 781,70 781,70
26 1 843,80 843,80
27 1 1.308,28 1.308,28
28 2 2.088,14 1.044,07
29 1 2.007,35 2.007,35
4 1 1.156,26 1.156,26
26 1 1.416,61 1.416,61
27 1 877,60 877,60
28 2 1.657,46 828,73
29 1 1.786,25 1.786,25
4 1 849,70 849,70
26 1 1.185,53 1.185,53
27 1 833,14 833,14
29 1 1.479,69 1.479,69
4 1 1.477,56 1.477,56
26 1 706,65 706,65
29 1 2.126,21 2.126,21
4 1 770,91 770,91
29 1 1.558,48 1.558,48
29 1 2.190,47 2.190,47
B.1.5 Experimento 3
A Tabela 24 apresenta os dados de aquisição de tempo para o
escalonamento do grupo inicial, após a primeira e segunda modificação.
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Tabela 24 – Medida de tempo para o escalonamento.
Inicial 1a Modificação 2a Modificação
Número de








Média 10739,60 11434,80 11279,00
Desvio
Padrão 52,68 44,53 51,91
As etapas do escalonamento após a primeira e segunda modi-
ficação no conjunto de tarefas são apresentadas nas Tabelas 25 e 26
respectivamente. O escalonamento do grupo inicial é o mesmo presente
na Tabela 17.
Tabela 25 – Escalonamento para o conjunto de tarefas após a primeira
modificação.
Id. Prioridade Distância Custo
1 4 501,51 125,38
2 1 315,02 315,02
4 1 1.311,87 1.311,87
5 5 2.097,68 419,54
6 5 920,26 184,05
8 5 610,69 122,14
9 4 1.177,19 294,30
10 3 1.105,57 368,52
11 2 1.311,87 655,94
12 3 772,11 257,37
13 1 711,91 711,91
1 4 372,10 93,03
2 1 444,43 444,43
4 1 1.364,26 1.364,26
5 5 2.150,07 430,01
6 5 972,65 194,53
9 4 1.252,54 313,14
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Continuação da Tabela 25
Id. Prioridade Distância Custo
10 3 1.234,98 411,66
11 2 1.387,22 693,61
12 3 781,52 260,51
13 1 787,26 787,26
2 1 244,33 244,33
4 1 1.544,23 1.544,23
5 5 2.330,04 466,01
6 5 1.152,62 230,52
9 4 1.409,55 352,39
10 3 862,88 287,63
11 2 1.544,23 772,12
12 3 1.007,42 335,81
13 1 944,27 944,27
2 1 1.010,55 1.010,55
4 1 1.151,85 1.151,85
5 5 1.927,82 385,56
9 4 789,37 197,34
10 3 1.802,74 600,91
11 2 777,29 388,65
12 3 1.413,25 471,08
13 1 497,37 497,37
2 1 231,84 231,84
4 1 1.393,74 1.393,74
5 5 2.179,55 435,91
10 3 1.022,39 340,80
11 2 1.393,74 696,87
12 3 856,93 285,64
13 1 793,78 793,78
4 1 1.311,87 1.311,87
5 5 2.097,68 419,54
10 3 1.105,57 368,52
11 2 1.311,87 655,94
12 3 772,11 257,37
13 1 711,91 711,91
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Continuação da Tabela 25
Id. Prioridade Distância Custo
4 1 1.150,52 1.150,52
5 5 1.926,49 385,30
10 3 1.801,41 600,47
11 2 781,70 390,85
13 1 496,04 496,04
4 1 992,01 992,01
10 3 1.642,90 547,63
11 2 764,21 382,11
13 1 337,53 337,53
4 1 1.156,26 1.156,26
10 3 1.807,15 602,38
11 2 781,70 390,85
4 1 1.358,70 1.358,70
10 3 1.234,34 411,45
4 1 992,01 992,01
Tabela 26 – Escalonamento para o conjunto de tarefas após a segunda
modificação.
Id. Prioridade Distância Custo
1 4 741,74 185,44
2 1 250,07 250,07
5 5 2.335,78 467,16
6 5 1.158,36 231,67
9 4 1.415,29 353,82
10 3 876,88 292,29
12 3 1.013,16 337,72
13 1 950,01 950,01
14 2 1.386,84 693,42
15 3 1.252,91 417,64
2 1 244,33 244,33
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Continuação da Tabela 26
Id. Prioridade Distância Custo
5 5 2.330,04 466,01
6 5 1.152,62 230,52
9 4 1.409,55 352,39
10 3 862,88 287,63
12 3 1.007,42 335,81
13 1 944,27 944,27
14 2 1.381,10 690,55
15 3 1.256,19 418,73
2 1 1.010,55 1.010,55
5 5 1.927,82 385,56
9 4 789,37 197,34
10 3 1.802,74 600,91
12 3 1.413,25 471,08
13 1 497,37 497,37
14 2 783,44 391,72
15 3 1.700,57 566,86
2 1 231,84 231,84
5 5 2.179,55 435,91
10 3 1.022,39 340,80
12 3 856,93 285,64
13 1 793,78 793,78
14 2 1.230,61 615,31
15 3 1.096,68 365,56
5 5 2.097,68 419,54
10 3 1.105,57 368,52
12 3 772,11 257,37
13 1 711,91 711,91
14 2 1.148,74 574,37
15 3 1.013,50 337,83
5 5 1.926,49 385,30
10 3 1.801,41 600,47
13 1 496,04 496,04
14 2 784,57 392,29
15 3 1.699,24 566,41
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Continuação da Tabela 26
Id. Prioridade Distância Custo
10 3 1.642,90 547,63
13 1 337,53 337,53
14 2 635,08 317,54
15 3 1.540,73 513,58
10 3 1.235,57 411,86
13 1 787,85 787,85
15 3 1.090,39 363,46
10 3 1.727,95 575,98
13 1 422,58 422,58
10 3 1.807,15 602,38
B.2 AVALIAÇÃO EM AMBIENTE REAL
Como os pontos de passagem foram muito semelhantes entre as
repetições do experimento, real e simulado, a seguir, serão colocados
um exemplo dos dados obtidos em simulação (Tabela 27) e outro dos
obtidos em ambiente real (Tabela 28). Os dados numéricos represen-
tam a posição x; y em metros no ambiente, considerando o centro da
imagem como 0, 0; 0, 0.








































































































































































































































































ANEXO A -- Algoritmo D* Lite
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A baixo o algoritmo D Star Lite proposto por Koenig e Likha-
chev (2005) em sua segunda versão.
Figura 38 – D* Lite: Segunda Versão.
Fonte: Koenig e Likhachev (2005)
