I. INTRODUCTION
Atanassov [2, 3, 4] introduced the concept of intuitionistic fuzzy set (IFS), which is a generalization of the concept of fuzzy set. Szmidt & Kacprzyk [18, 19] proposed some solution concepts in group decision making with intuitionistic (individual and social) fuzzy preference relations, such as intuitionistic fuzzy core and consensus winner, etc. Herrera et al. [7] developed an aggregation process for combining numerical, interval valued and linguistic information, and then proposed different extensions of this process to deal with contexts in which can appear other type of information such as IFSs or multi-granular linguistic information. Yager [26] developed the Ordered Weighted Averaging (OWA) operator and applied in decision making problems. Xu & Yager [25] developed some geometric aggregation operators, such as the intuitionistic fuzzy weighted geometric (IFWG) operator, the intuitionistic fuzzy hybrid geometric (IFHG) operator and gave an application of the IFHG operator to multiple attribute group decision making with intuitionistic fuzzy information. Xu [22, 23] and Xu & Chen [24] also developed some arithmetic aggregation operators, such as the intuitionistic fuzzy weighted averaging (IFWA) operator, the intuitionistic fuzzy ordered weighted averaging (IFOWA) operator, and the intuitionistic fuzzy hybrid averaging (IFHA) operator. The interval-valued intuitionistic fuzzy sets (IVIFSs), introduced in [5] , which is characterized by a membership function and a nonmembership function whose values are intervals rather than exact numbers, are a very useful means to describe the decision information in the process of decision making. Wei & Wang [20] , developed some geometric aggregation operators for MAGDM problems. Solairaju et al. [16, 17] have worked on decision making problems with vague sets. In [10] was presented various decision making techniques to suit the present day necessity in the decision making environment. Amirtharaj & Robinson [15] worked on the MAGDM problems with interval valued vague sets under TOPSIS method.
Using the approach as in [6] we investigate MAGDM problems in which all the information provided by the decision-makers is presented as interval valued intuitionistic fuzzy decision matrices where each of its elements is characterised by Interval Valued Intuitionistic Fuzzy Number (IVIFN). Park et al. [9] proposed an Ordered Weighted Geometric (OWG) model to aggregate all individual Interval Valued Intuitionistic Fuzzy decision matrices provided by the decision makers into the collective Interval Valued Intuitionistic Fuzzy decision matrix. In the proposed model, from the maximal entropy attribute weight information, an optimization model is established to determine the unknown weights. Correlation coefficient is used as a tool to rank alternatives since it preserves the linear relationship between the variables. Robinson & Amirtharaj [11] [12] [13] [14] [15] defined correlation coefficient for Interval vague sets and triangular and trapezoidal intuitionistic fuzzy sets and proposed different MAGDM algorithms. Wei et al. [21] and Park et al. [9] have also adopted correlation coefficient as a ranking tool for deciding the best alternatives. In this paper, the correlation coefficient proposed in [9] for IVIFSs is utilized for ranking the alternatives. 
III. CORRELATION OF INTERVAL-VALUED
INTUITIONISTIC FUZZY SET Let X={x 1 ,x 2 ,…,x n } be the finite universal set and , ( ) A B IVIFS X  . Now, we utilize the method of calculating the correlation and the correlation coefficient of IVIFSs as follows. For each ( ) A IVIFS X  , the informational intuitionistic energy of A is defined as follows:
The function E satisfies the following conditions:
The correlation of A and B is defined by the formula:
, the correlation has the following properties:
Furthermore, the correlation coefficient of A and B is defined by the formula: 
..,n and such that
where j b is the jth largest element of the collection of the
Yager introduced two characterizing measures associated with the weighting vector W of an OWA operator. The first one, the measure of orness of the aggregation, is defined as:
and it characterizes the degree to which the aggregation is like an or operation. It is clear that orness(W) [0,1] holds for any weighting vector.
The second one, the measure of dispersion of the aggregation, is defined as:
and it measures the degree to which W takes into account all information in the aggregation. The classical measure of uncertainty introduced by Shannon in 1948 has been dominating the literature of information theory since its appearance. It is the same as the measure of dispersion up to a positive constant multiplier, i.e.,
This is called the Shannon entropy.
In the literature there have been described several classes of entropies each including the Shannon entropy as a special case. They include:
Renyi's entropies H  (also called entropies of degree α) defined for all real numbers α ≠ 1 as follows: 
H , defined for all R ≠ 1 by the following formula:
Hence it is clear that the actual type of aggregation performed by an OWA operator depends upon the form of the weighting vector.
OBTAINING MAXIMAL RENYI'S, DAROCZY'S AND R-NORM ENTROPY WEIGHTS:
In this section the maximal Renyi's and R-norm entropy weights are derived when their parameter values equal to 2.
If R=2, therefore determining a special class of OWA operators having maximal entropy of the OWA weights for a given level of orness is based on the solution of the following mathematical programming problem 
The solution for this problem is based on the use of the method Kuhn-Tucker multipliers and is rather complicated. Solving this problem it could be found that the optimal solution is a window-type OWA operator, i.e., there exists
As in the previous section, without loss of generality we can assume that 
ILLUSTRATIONS:
Obtaining the maximal Renyi's, Daroczy's and Rnorm entropy weights it could be found that:
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ALGORITHM:
Step: 1 Utilize the IIFOWA operator to aggregate all individual interval-valued intuitionistic fuzzy decision
Step: 2 Derive the weights by the Renyi's, Daroczy's and Rnorm entropy weight by using Step: 3 Use the IIFHA operator to get the overall values r j of the alternatives O j (j=1, 2,…,n).
Step: 4 Use equation (1) to calculate the informational intuitionistic energies of the obtained values r j (j=1,2,...,n). use equation (2), to calculate the correlation between the value r * of the ideal alternative O * and the value r j (j=1, 2,..., n).
Step: 5 Utilize equation (3) to calculate the correlation coefficients K IVI FS (r * , r j ) (j=1, 2, ….,n) between the values r * and r j (j=1, 2, …., n).
Step: 6 Utilize the obtained correlation coefficients K IVIFS (r * , r j ), (j=1, 2,..., n) to rank the alternatives O j (j=1, 2,…, n), and then select the most desirable one(s).
NUMERICAL ILLUSTRATION:
A problem concerning with a manufacturing company is discussed, searching the best global supplier for one of its most critical parts used in assembling process. 
