In this paper, for the difference of famous means discussed by Taneja in 2005, we study the Schurgeometric convexity in 0, ∞ × 0, ∞ of the difference between them. Moreover some inequalities related to the difference of those means are obtained.
Introduction
In
1.11
The proof of this theorem will be given in Section 3. Applying this result, in Section 4, we prove some inequalities related to the considered differences of means. Obtained inequalities are refinements of inequalities 1.5 -1.9 .
Definitions and Auxiliary Lemmas
The Schur-convex function was introduced by Schur in 1923, and it has many important applications in analytic inequalities, linear regression, graphs and matrices, combinatorial optimization, information-theoretic topics, Gamma functions, stochastic orderings, reliability, and other related fields cf. 4-14 . In 2003, Zhang first proposed concepts of "Schur-geometrically convex function" which is extension of "Schur-convex function" and established corresponding decision theorem 15 . Since then, Schur-geometric convexity has evoked the interest of many researchers and numerous applications and extensions have appeared in the literature cf. 16-19 . In order to prove the main result of this paper we need the following definitions and auxiliary lemmas. ii Ω ⊆ R n is called a convex set if αx 1 βy 1 , . . . , αx n βy n ∈ Ω for every x and y ∈ Ω, where α and β ∈ 0, 1 with α β 1.
iii Let Ω ⊆ R n . The function ϕ: Ω → R is said to be a Schur-convex function on Ω if x ≺ y on Ω implies ϕ x ≤ ϕ y . ϕ is said to be a Schur-concave function on Ω if and only if −ϕ is Schur-convex. ii Let Ω ⊆ R n . The function ϕ: Ω → R is said to be Schur-geometrically convex function on Ω if ln x 1 , . . . , ln x n ≺ ln y 1 , . . . , ln y n on Ω implies ϕ x ≤ ϕ y . The function ϕ is said to be a Schur-geometrically concave on Ω if and only if −ϕ is Schur-geometrically convex. Definition 2.3 see 4, 20 . i The set Ω ⊆ R n is called symmetric set, if x ∈ Ω implies Px ∈ Ω for every n × n permutation matrix P . 
2.4
Proof. It is easy to see that the left-hand inequality in 2.2 is equivalent to a − b 2 ≥ 0, and the right-hand inequality in 2.2 is equivalent to
2.6
Indeed, from the left-hand inequality in 2.2 we have
so the right-hand inequality in 2.2 holds. The inequality in 2.3 is equivalent to
so it is sufficient prove that
and, from the left-hand inequalities in 2.2 , we have
so the inequality in 2.3 holds.
Notice that the functions in the inequalities 2.4 are homogeneous. So, without loss of generality, we may assume √ a √ b 1, and set t √ ab. Then 0 < t ≤ 1/4 and 2.4 reduces to
2.13
Squaring every side in the above inequalities yields
2.14
Reducing to common denominator and rearranging, the right-hand inequality in 2.14 reduces to 
Proof of Main Result
Proof of Theorem I. Let a, b ∈ R 2 . 1 For
we have 
we have
∂D AG−SG a, b ∂a
∂D AG−SG a, b ∂b
and then
3.11
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3.13
3.14 and then
3.15
From 2.4 we have
so Λ ≥ 0; it follows that D N 2 N 1 −AH is Schur-geometrically convex in R 2 .
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3.19
By 2.4 we infer that Λ ≥ 0, which proves that
3.21
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3.22
From 2.4 we have Λ ≥ 0, and, consequently, by Lemma 2.4, we obtain that D AG−N 2 G is Schur-geometrically convex in R 2 . 8 In order to prove that the function D AN 2 −AG a, b is Schur-geometrically convex in R 2 it is enough to notice that
3.26
From 2.2 and 2.4 we obtain that 
is Schur-geometrically convex in R 2 it is enough to notice that The proof of Theorem I is complete.
Applications
Applying Theorem I, Lemma 2.6, and Definition 2.2 one can easily prove the following.
