Past studies have shown that speakers spontaneously adjust their speech acoustics in response to their auditory feedback perturbed in real time. In the case of formant perturbation, the majority of studies have examined speaker's compensatory production using the English vowel /E/ as in the word "head." Consistent behavioral observations have been reported, and there is lively discussion as to how the production system integrates auditory versus somatosensory feedback to control vowel production. However, different vowels have different oral sensation and proprioceptive information due to differences in the degree of lingual contact or jaw openness. This may in turn influence the ways in which speakers compensate for auditory feedback. The aim of the current study was to examine speakers' compensatory behavior with six English monophthongs. Specifically, the current study tested to see if "closed vowels" would show less compensatory production than "open vowels" because closed vowels' strong lingual sensation may richly specify production via somatosensory feedback. Results showed that, indeed, speakers exhibited less compensatory production with the closed vowels. Thus sensorimotor control of vowels is not fixed across all vowels; instead it exerts different influences across different vowels.
Past studies have shown that speakers spontaneously adjust their speech acoustics in response to their auditory feedback perturbed in real time. In the case of formant perturbation, the majority of studies have examined speaker's compensatory production using the English vowel /E/ as in the word "head." Consistent behavioral observations have been reported, and there is lively discussion as to how the production system integrates auditory versus somatosensory feedback to control vowel production. However, different vowels have different oral sensation and proprioceptive information due to differences in the degree of lingual contact or jaw openness. This may in turn influence the ways in which speakers compensate for auditory feedback. The aim of the current study was to examine speakers' compensatory behavior with six English monophthongs. Specifically, the current study tested to see if "closed vowels" would show less compensatory production than "open vowels" because closed vowels' strong lingual sensation may richly specify production via somatosensory feedback. Results showed that, indeed, speakers exhibited less compensatory production with the closed vowels. Thus sensorimotor control of vowels is not fixed across all vowels; instead it exerts different influences across different vowels. Speech production is a process through which the mental representation of speech sounds is transformed into the physical form of acoustics by generating and enacting articulatory plans. Although many processes take place between the mind and the physical world, we are readily able to produce speech sounds accurately. "Accuracy" here loosely means that we are able to reliably produce the sounds that we intend. Thus the intended sounds are considered to be the target of speech production. To study the nature of speech production targets, one might measure the outcome of acoustic and/or articulatory trajectories. However, because acoustic signals and articulatory movements are variable, it is not easy to define what parameters the production system is trying to control. Instead we can examine the ways in which a production error is corrected to give us an estimate of the production target. This can be done by investigating how speakers monitor the accuracy of speech production using sensory feedback.
The most obvious sensory feedback associated with speech production is auditory feedback. Clinical reports show the effects of not hearing our own voice, including more variable articulation and acoustics among postlingually deafened individuals (Waldstein, 1990; Cowie and Douglas-Cowie, 1992; Schenk et al., 2003) or even with a short-term lack of auditory feedback achieved by turning on and off cochlear implants (Cowie and Douglas-Cowie, 1983; Higgins et al., 2001) . More recently, laboratory examinations using real-time auditory perturbation paradigms, which modify speech signals with minimal delay, have allowed researchers to investigate how speakers correct their acoustics and/or articulatory movements when auditory feedback indicates that the produced speech contains errors. This type of compensatory production has been reported with various speech parameters, such as amplitude (e.g., Bauer et al., 2006) , fundamental frequency (F0 hereafter; e.g., Burnett et al., 1998; Jones and Munhall, 2000) , vowel formant frequency (e.g., Houde and Jordan, 1998; Purcell and Munhall, 2006b; Villacorta et al., 2007) , and fricative noise (Shiller et al., 2009; Casserly, 2011) .
In vowel perturbation studies, the first formant (F1) is either increased or decreased in real time [along with the second formant (F2) in some studies], while speakers are producing a simple word. In response, speakers change the produced formant frequency in a direction opposite to the perturbation applied. For example, if F1 of the vowel /E/ is increased, the formant structure of the perturbed feedback resembles that of /ae/. In response, the produced F1 may be lower and comparable to that of /I/. This compensatory formant production has been reported both with (1) ongoing, moment-to-moment production control, i.e., feedback based motor correction (e.g., Purcell and Munhall 2006a; Tourville et al., 2008; Cai et al., 2010) , and (2) adaptive learning of the perturbation for future production control, i.e., updating the feedforward state of the vowel motoric plans (e.g., Houde and Jordan, 1998; Purcell and Munhall, 2006b; Villacorta et al., 2007) . Importantly, it has been shown that speakers are sensitive to this type of perturbation, compensating to relatively small manipulations (76 Hz perturbation to initiate compensation; Purcell and Munhall, 2006a) and with short response time (108 ms to respond; Tourville et al., 2008) .
Just as auditory feedback is essential for controlling acoustic/articulatory details of speech production, somatosensory feedback also plays an important role. Deprivation of sensation from virtually all of the vocal tract surface above the glottis resulted in different speech production (Putnam and Ringel, 1976; Scott and Ringel, 1971) . For example, high vowels did not achieve the same degree of closure (Putnam and Ringel, 1976; Scott and Ringel, 1971) , while low vowels were more retracted (Scott and Ringel, 1971) . A phantom sensation of jaw opening, induced by vibrating the masseter tendon, made speakers open their jaw less for an open vowel /a/ (Loucks and De Nil, 2001 ). Perturbations applied to the trajectory of articulatory movements also elicit compensations. For example, when a bilabial closure was prevented by the lower lip being pulled downward, the lips moved more to achieve the intended closure (Abbs and Gracco, 1984; Gracco and Abbs, 1989) , and the timing of laryngeal activity was also reorganized for voicing (Munhall et al., 1994) . Similarly, when speakers' jaw movements were perturbed mechanically while opening their mouth or producing a speech segment, not only the trajectory of jaw movement but also lip movements compensated (e.g., Folkins and Abbs, 1975; Folkins and Zinnermann, 1982; Shaiman, 1989) . A recent study showed that when the jaw was pulled forward, compensatory jaw movement occurred only within the speech context (Tremblay et al., 2003) . These findings indicate that somatosensory sensations are part of a rich and dynamic speech production representation.
The importance of auditory and somatosensory feedback has been empirically established mostly separately, thus how the speech motor control system incorporates both feedback types is not fully understood. Perturbations applied singly to either auditory or somatosensory feedback may induce incompatible information in the speech control system. For example with auditory perturbation, auditory feedback indicates that the segment being produced is erroneous, while somatosensory feedback indicates that the execution of articulatory plans was on target. Under this circumstance, incongruence between multimodal feedback systems needs to be somehow resolved. This incongruence has been suggested to be a possible reason why compensatory formant production is almost always partial (see MacDonald et al., 2010 for a review of partial compensation). To disentangle the different contributions from auditory and somatosensory feedback, recent studies by Feng et al. (2011), and Lametti et al. (2012) perturbed speakers' F1 and displaced their jaw position separately or concurrently. While Feng et al. (2011) found that auditory feedback was weighed more heavily than somatosensory feedback, Lametti et al. (2012) reported that some speakers relied more on somatosensory feedback. Lametti et al. (2012) argued that there is between-speaker variability in magnitude of compensation, and partial compensation is due to averaging a wide range of magnitude values across speakers. However, even among those who did not compensate for the jaw perturbation, few compensated fully for the formant perturbation. Thus it is still possible that partial compensation is due to opposing auditory and somatosensory information.
While it is important to examine the detailed mechanisms of how and how much these feedback systems contribute to speech production control, investigations must consider that the contributions of different modalities may not be homogenous across all vowels. For example, high vowels like /i/ and /u/ have lingual contact with the teeth and/or the hard palate, while such sensation is not present for open vowels. Because lingual sensations are robustly represented in the sensory cortex (see Penfield and Boldrey, 1937; Picard and Oliver, 1983 for reviews), speakers are very sensitive to such inputs. Recall that the studies by Putnam and Ringle (1976) and Scott and Ringel (1971) showed that oral sensations were particularly important for monitoring tongue position and/or jaw closure of high vowels.
In a recent study by Bouchard et al. (2013) , cortical activity was measured directly from the surface of the ventral somatosensory cortex (vSMC) while the subjects were producing simple speech sounds. During production, spatial representation in vSMC specific to four articulators (i.e., lips, jaw, tongue, and larynx) was reported. While some areas of vSMC were shown to process many of the articulators, the areas uniquely dedicated for lips and tongue articulatory processes were larger than those for jaw and larynx activity. Although the spoken tokens examined in their study were not isolated vowels, their data strongly suggest that speech sounds that evoke more tongue engagement and lip postures are more strongly represented in the somatosensory area than jaw and larynx. For the actual motor engagement of speech production, Alfonso and Baer (1982) measured electromyographic data of the superior longitudinal and the posterior part of the genioglossus while various vowels were produced in a fixed phonetic context. Peak genioglossus activity was relatively large with diphthongs /e/ and /o/ due to their dynamic tongue movements, but among the monophthongs they examined, genioglossus activity for /i/ and /u/ was noticeably larger (their EMG level was approximately 230 lV for /i/ and 140 lV for /u/) compared to other monophthongs (60-80 lV). Moreover, the sagittal plane trajectories of the tongue dorsum showed that /i, I, and u/ had much more dynamic (larger) movements compared to /O/, the trajectory of which was well within that of a schwa. These articulatory data strongly suggest that the tongue engagement of two closed vowels /i/ and /u/ (which require tongue blade constriction) was relatively large. Taken together, it is possible that oral sensations alone are rich enough to specify production control of high vowels.
A difference in the strength and richness of somatosensory information may inform the way auditory feedback is used for speech production control. Thus different compensatory production may be observed if each modality of sensory feedback contributes to speech production control differently. The majority of formant perturbation studies have examined only the English vowel /E/ with only a few exceptions (Chinese triphthong /iau/: Cai et al., 2010; continuous vowel segments: Cai et al., 2011 ; English /ˆ/ and /@/: Reilly and Dougherty, 2013) . It is unknown whether compensatory production in response to formant perturbation is homogenous or heterogeneous across vowels. The aim of the current study was to compare compensation magnitude when F1 of different English monophthongs was perturbed in real time.
II. METHODS

A. Participants
Two hundred forty female speakers from the community of Western University in Canada participated in the current study. Their ages ranged from 17 to 34 yr with mean of 22.9 yr and a standard deviation of 3.2 yr. All but three speakers acquired Canadian English as their first language, most of whom (204 speakers) grew up in Southern Ontario. Sixteen speakers came from Northern Ontario, 17 from other Canadian provinces, two of whom were from Montreal and two from Maritime provinces. No speakers were from Newfoundland and Labrador. The remaining three were from the U.S. (two from the Midwest and one from California). Canadian English is thought to be broadly homogenous from Ottawa in Ontario to British Columbia with more regional variation from Montreal eastward (Labov et al., 2005) .
Some aspects of the Canadian vowel space are known to be in transition (Boberg, 2010) but this large sample represents a homogeneous sample of English. These speakers were randomly assigned to one of 12 conditions [6 vowels (/i, I, E, ae, O, u/) Â 2 directions of manipulation (increased vs decreased F1)], consisting of 20 speakers each. It is important to note that (1) the proportion of speakers from southern Ontario was largest in all conditions and (2) there was otherwise no unequal or unbalanced number of speakers from one particular region in any of the conditions. All had normal hearing thresholds within the range of 500-4000 Hz [<20 dB HL (hearing level)], and none reported a history of neurological, language or speech impairments.
B. Equipment
Equipment used in the current study was similar to that reported in Purcell and Munhall (2006b) . Speakers were tested in a sound attenuated booth (Industrial Acoustics Company). They wore a headset microphone (Shure WH20), and the microphone signal was amplified (Tucker-Davis Technologies MA3 microphone amplifier), low-pass filtered with a cut off frequency of 4500 Hz (Frequency Devices type 901), digitized at 10 kHz and filtered in real time to produce formant shifts (National Instruments PXI-8106 embedded controller). The processed signal was then amplified and mixed with speech noise (Madsen Itera) and played through headphones (Sennheiser HD 265). The speech and noise were presented at approximately 80 and 50 dBA SPL (sound pressure level), respectively.
C. Online acoustic analyses and model order estimation
A statistical amplitude-threshold technique was used for voicing detection, and an infinite impulse response filter was used to shift formants in real time as previously described in Purcell and Munhall (2006b) . Formants were estimated every 900 ls, using an iterative Burg algorithm (Orfanidis, 1988) . Based on these estimates, filter coefficients were calculated such that a pair of spectral zeros was placed at the existing formant frequency, and a pair of spectral poles was placed for the new formant to de-emphasize and emphasize existing voice harmonics, respectively.
The model order, a parameter that determines the number of coefficients used in the autoregressive analysis, was estimated by collecting six tokens of each English vowel /i, I, e, E, ae, O, u/ in the /hVd/ context ("heed," "hid," "hayed," "head," "had," "hawed," "who'd," respectively). A visual prompt was presented on a computer screen for 2.5 s with an inter-trial interval of approximately 1.5 s. Speakers were instructed to say, the prompted word without gliding the pitch. The best model order for the target vowel was chosen based on minimum variance in formant frequencies F1 and F2 over the middle portion of the vowel.
D. Offline formant analysis
The same method reported in Munhall et al. (2009) was used for offline formant analysis. Vowel boundaries in each utterance were estimated based on harmonicity of the power spectrum. These bounds were then inspected and corrected if necessary. The first three formants were estimated from the middle 40%-80% of a vowel's duration. Formants were estimated with a 25 ms window that was shifted in 1 ms increments until the end of the middle portion of the vowel segment. A single average value was calculated from these sliding window estimates. Formant estimates were inspected and were relabeled if mislabeled (e.g., F1 being labeled as F2) or removed if in error (e.g., well beyond the distribution of other tokens for the formant under examination).
E. Experimental phases
During the experiment, speakers produced a single word, containing the vowel of the assigned vowel group in the /hVd/ context for 110 times, elicited by a visual prompt (e.g., "heed" for /i/, "hid" for /I/, "head" for /E/, "had" for /ae/, "hawed" for /O/, and "who'd" for /u/). This 110 trial session consisted of three phases. In the baseline phase (trials 1-40), speakers received normal auditory feedback where the signal was amplified with noise added but no formant shift was employed. During the ramp phase (trials 41-90), F1 was shifted progressively by 4 Hz between trials. Thus over the course of the 50 trials within this phase, a maximum perturbation of plus or minus 200 Hz was achieved. In the hold phase (trials 91-110), the maximum perturbation was held constant. A schematic of the experimental phases for a positive shift condition can be seen in Fig. 1 .
III. RESULTS
The baseline average of F1 was calculated using the last 20 utterances of the baseline phase (i.e., trials 21-40). The F1 values were then normalized by subtracting a speaker's baseline average from each utterance. To quantify a change in formant production, the average normalized F1 value during the hold phase was calculated to index average maximum compensation. Figure 2 shows the average maximum compensation for each vowel and F1 shift direction across participants.
To compare the two directions of perturbation, the magnitude of compensation for each speaker in the F1 increase condition was multiplied by À1. An analysis of variance (ANOVA) with perturbation direction (increase vs decrease) and vowel as between-subject factors was performed on the magnitude of compensation. Both main effects were significant [direction: F(1,228) ¼ 12.68, p < 0.01; vowel: F(5,228) ¼ 8.61, p < 0.01]. More importantly, an interaction of the two variables was significant [F(5,228) ¼ 3.98, p < 0.05], which was largely due to the three vowels /i, I, and E/. Paired-sample t-tests with Bonferroni correction for six contrasts (alpha was set at 0.008 for six pairwise contrasts) revealed that /i, I, and E/ had smaller compensation magnitude in the decrease condition [/i/: t(38) ¼ 3.27, p < 0.008; /I/: t(38) ¼ 2.99, p < 0.008; /e/: t(38) ¼ 3.28, p < 0.008], while such an asymmetry was not observed for the vowels /ae, O, u/ (all p > 0.008).
A possible reason for why some of the conditions did not show much compensation could be that there were manipulation errors. That is, it was possible that the formant perturbation was not applied as intended across all vowels and directions. To evaluate this possibility, the F1 value of the microphone signal during the ramp and hold phases was subtracted from the F1 value of the perturbed feedback for each speaker. The average perturbation magnitudes across all speakers within each condition are shown in Figs. 3(a) and 3(b). These figures show that none of the conditions achieved the full 200 Hz perturbation as intended. To examine whether there was a difference in actual perturbation across the conditions, we calculated the average actual magnitude of perturbation during the hold phase for each speaker. The average observed magnitude of perturbation across conditions can be seen in Table I . An ANOVA with vowel and perturbation direction as between-subject factors was performed with the average actual magnitude of the decrease condition multiplied by À1. The main effect of vowel was significant [F(5,228) ¼ 14.54, p < 0.05] while that of direction was not significant [F(1,228) ¼ 1.6, p > 0.05] but more importantly, there was an interaction of the factors [F(5,228) 
A number of post hoc comparisons could be performed; however, the most notable condition that contributed to the interaction was /i/ in the decrease direction. An independent sample t-test revealed that the /i/ decrease condition (74.14 Hz) had a significantly smaller magnitude than the /i/ increase condition [161.47 Hz; t(38) ¼ 4.04, p < 0.05]. By removing the /i/ vowel from the same ANOVA (vowel Â direction), the interaction was not significant [F(4,190 how much they compensated. To test this, we calculated Pearson's correlation coefficient between each condition's average actual perturbation magnitude and compensation magnitude. For this analysis, the negative values of (1) observed perturbation magnitude in the decrease conditions and (2) compensation magnitude in the increase conditions were multiplied by À1, so that all 12 conditions were examined at once. The correlation was not significant [r(12) ¼ 0.45, p > 0.05]. Thus differences in the actual perturbation groups received did not drive the group differences in compensation magnitude.
The F1 frequencies in the /i/ decrease condition were not successfully perturbed because the F1 values were already very low. To illustrate, with their female F0 of 212.77 Hz (s.e. ¼ 3.85 Hz) and F1 of 338.40 Hz (s.e. ¼ 9.93 Hz), lowering F1 by 200 Hz would result in the perturbed F1 being lower than most speakers' F0. As can be seen in Fig. 3(b) , mean perturbation was similar to other vowels until approximately the 65th trial, a À100 Hz intended perturbation, for which the first harmonic could have been amplified by the perturbation. However, a larger intended perturbation would have diminishing effects on existing harmonics as the upper skirt of the filter (created by the pair of spectral poles) rolls off with the filter peak moving to frequencies lower than F0.
Based on the correlation result in the preceding text, differences in compensation magnitude across vowels were not explained by perturbation magnitudes. We further examined whether compensation magnitude was related to closedness of the vowels. The classification of "closed" versus "open" vowels was based on the conventional linguistic typology of jaw openness. Although rich lingual and oral sensation associated with "closed vowels" may not be directly related to jaw openness, the presumed strength of such sensation differentiates the two groups of vowels nonetheless. All conditions, except for /i/ in the decrease condition, were grouped into "closed" (/i/ increase and /I and u/ of both directions) versus "open" (/E, ae, O/ of both directions) vowels, based on the conventional linguistic typological classification of vowels (International Phonetic Association, 1999 Compensation magnitude is a good index of how speakers responded to the perturbation they received but, as Figs. 3(a) and 3(b) show, the actual perturbation magnitude they received may have been somewhat less than intended. It is important to estimate the production change caused by the actual perturbation speakers received. The proportional change in production was calculated by taking the normalized F1 value of a given trial and dividing by the prior trial's difference between the feedback signal and the microphone signal. We used this definition based on the finding of the lag-one autocorrelation of trial-to-trial F1 changes (Purcell and Munhall, 2006b ). This measurement reflects how much the speaker changed their production from baseline in response to the perturbation they actually received. Averages of proportional change in production for each vowel condition can be seen in Figs. 4(a) (increase condition) and 4(b) (decrease condition). In both directions, the first 10 trials of the ramp phase (trials 41-50) show quite variable proportional change. This was due to the fact that naturally variable production was divided by a small perturbation magnitude. However as the perturbation becomes larger, a more stable pattern emerged, seen in Figs Figs. 5(a) , and 5(b) (with a reduced y axis range to show the difference between the conditions).
The current design manipulated F1 in Hertz with a fixed perturbation magnitude (i.e., 6200 Hz), thus perceptual consequences of the perturbation were not homogenous across conditions; this might have affected the ways in which our subjects compensated. To take this into account, for each subject, we transformed the baseline average F1 and the value þ200 Hz (for the subjects in the increase condition) or À200 Hz (decrease condition) into the Mel scale, then calculated the difference. This value gives us the perceptual consequence of the perturbation. The condition averages of these values are summarized in Table III . Similarly, compensation magnitude was also transformed to Mel by subtracting the baseline average in Mel from the hold phase average in Mel. However, this value still reflects different perceptual The threshold of compensation was also compared across conditions. As in Mitsuya et al. (2013) , each speaker's threshold of compensation was determined as the first trial of three consecutive productions in which the speaker's F1 baseline average was exceeded by 3 standard errors in a direction opposite to the perturbation. With this definition, those who (1) changed their formant value in the same direction as the perturbation and (2) had more variable baseline production, did not yield a threshold point (see Table V That there was no difference in the magnitude of auditory perturbation needed to elicit compensatory production across closed versus open groups suggests that both groups were equally sensitive to auditory perturbation. In the current study, thresholds were defined based on the variability of baseline productions. Therefore vowels with less production variability would yield a smaller compensation threshold, assuming that an auditory error is defined with reference to production variability. An independent sample t-test was conducted to compare variability (standard deviation) of the baseline production across closed versus open vowels, and the result was significant [t (238 were not different between closed versus open vowels due to smaller production variability, the "production error" of closed vowels was larger at the threshold point, compared to open vowels. As reported by Kewly-Port and Watson (1994) , the magnitude of the perceptual threshold for formant discrimination depends on the vowel's formant value; that is, the smaller the formant value is, the smaller the discrimination threshold tends to be. The production data of the current study showed that there was a positive linear relationship between the baseline F1 value and its variability [r(240) ¼ 0.42, p < 0.05]; this mirrors the perception threshold of formant discrimination. However, compensation threshold was not consistent with such a relationship. Taken together, it is implied that closed vowels were less sensitive to auditory feedback than open vowels in hertz. It is possible that compensation magnitude across conditions was related to speakers' baseline formant values. That is, within each condition, compensation might have been correlated with how high or low speakers' naturally produced F1. To test this, Pearson's correlation coefficient was calculated between speakers' F1 baseline average, and their compensation magnitude in each condition. Except for /i/ in the increased condition [r(20) ¼ À0.46, p < 0.05], none was significant (all p > 0.05), indicating that generally, absolute F1 within a vowel category was unrelated to the production response to altered auditory feedback.
Speakers' F1 and F2 values collected across seven vowels during the model order estimation phase were compared across all 12 conditions to confirm that speakers in the conditions had similar vowel formant structure. For F1 and F2 values separately, two mixed design ANOVAs were conducted with vowels /i, I, e, E, ae, O, u/ as a within-subject factor, and experimental condition (12; 6 vowels Â 2 directions) as a between-subject factor. For both F1 and F2, Mauchly's test of sphericity was significant (p < 0.05), thus Greenhouse-Geisser adjustments were used for the omnibus analysis. For both F1 and F2, the main effect of vowel was significant [F1: F(3.15,717.59 Testing each vowel's formants as independent data points is conventional; however, this method may not necessarily take into account the shape of an individual's vowel space (a vowel constellation). For example, the mean and variability of formant values of a given vowel do not take into account each value's relationship to those of other vowels [see Figs. 6(a) and 6(b)]. That is, similar average formant values of vowels across conditions do not necessarily indicate the shape of speakers' vowel constellations across conditions are also similar; this might have contributed to group differences in compensatory formant production.
To test whether shapes of vowel constellations were different across conditions, we decided to use Procrustes analysis. Briefly, this analysis superimposes a comparison shape and a reference shape at the center of mass (centroid) of the shapes, then re-scales the shapes so that the sum of distances to each point from the centroid is 1. After this normalization process, the comparison shape is rotated at the centroid so that the sum of squared differences of the corresponding vowels in the two shapes is minimized. This minimum product is used as a "dissimilarity index." Our reference vowel constellation was the mean normalized shape where all individual shapes were superimposed at the centroid and re-scaled.
The dissimilarity index was calculated for each speaker's vowel constellation, then the values were submitted to one-way ANOVA with the 12 vowel conditions as a between-subject factor. The result was not significant [F(11,228 ) ¼ 1.06, p > 0.05], indicating that speakers in all conditions had a similar vowel space, independent of the size of their space in the F1/F2 acoustic space. To verify the sensitivity of this analysis, the dissimilarity index of English vowel spaces produced by native English speakers and native Japanese speakers in the study of Mitsuya et al. (2011) were compared. Using the reference shape generated from the present study, based on 240 native English speakers, a dissimilarity score was calculated for each speaker. An independent sample t-test revealed that the dissimilarity scores among native English speakers were significantly smaller (X ¼ 0.027, s.e. ¼ 0.006) than the native Japanese group (X ¼ 0.226. s.e., ¼ 0.018).
The overall vowel space of our speakers is plotted in Fig.  7(a) , which displays elliptical production categories for vowels in the F1/F2 acoustic space. These ellipses were created with an assumption that F1 and F2 were normally distributed. Ellipses are tilted due to covariation of F1 and F2. Although this method of category estimation has been used in other studies (MacDonald et al., 2010; MacDonald et al., 2011; Mitsuya et al., 2011; Mitsuya et al., 2013) , the assumption of normality had not been tested. Because we collected a large set of production data including seven English vowels from 240 speakers for model order estimation, we also analyzed their vowel space using a two-dimensional (F1/F2) histogram. Figure 7 (b) shows vowel categories with interpolated contours based on the two-dimensional (2D) histogram. The darkest area within each category indicates where most of the data is clustered and is very similar to the vowel space estimated using normal distributions as in past studies [ Fig. 7(a) ].
To examine the distribution of formant values for skewness, we used the most commonly used measure c 1 . As summarized in Table VI , c 1 values for F1 of /e/ and F2 of /O/ and /u/ were significantly different from the normal distribution value, 0. However, the actual c 1 values for these formants were rather small, considering that c 1 can range approximately from À3 to þ3. Thus even though their distributions were not normal, they were not severely skewed.
IV. DISCUSSION
The idea that speech production is represented in both auditory and somatosensory domains has been proposed previously (e.g., Guenther, 1995; Purcell and Munhall, 2006a; Nasir and Ostry, 2006; Trembley et al., 2008; Houde and Nagarajan, 2011) . Partial compensation of auditory perturbations has been hypothesized to be due to these two types of feedback signifying different information. The sensorimotor system then somehow integrates that differing information into a production response. Examinations of whether the speech production system processes feedback information differently from each modality have been conducted previously; yet to our knowledge, it has only been tested with a few different vowels (Lametti, et al., 2012; Feng et al., 2011) .
Differences in sensory contribution were estimated in Lametti et al. (2012) and Feng et al. (2011) using how much speakers compensated and are specific to the contrasts between the vowels tested. Consequently, it is not known whether auditory and somatosensory feedback are homogeneously processed across the entire vowel space. The current study investigated compensatory formant production across many vowels. Our results suggest that processing of auditory feedback for production control is heterogeneous across different vowels; thus we postulate a hypothesis that somatosensory feedback is weighed differently depending on vowel type, such that (1) rich somatosensory information may reliably specify articulatory postures of closed vowels and consequently (2) auditory feedback may be weighed less for controlling the production of these vowels.
Differences in feedback weight are a plausible explanation to account for the current data, yet, there are puzzling findings as well. The difference in compensation magnitude between closed versus open vowels was significant over all, but in the increase condition, this difference might have been mostly due to the large difference between /E/ and /u/. The other vowels in the increase condition overlap substantially [as readily seen in Fig. 4(c) ]. The hypothesis about somatosensory sensitivity due to lingual contact of the closed vowels does not explain this pattern, and we do not have a clear explanation. The fact that the increase condition in general showed slightly statistically larger compensation magnitudes might indicate there is something specific about this direction of manipulation.
One can also argue that the current data pattern may be explained by other accounts. We would like to briefly consider some of those possibilities. First, the auditory and somatosensory feedbacks may have a similar weight, but closed vowels may have more active somatosensory inputs. Although this account cannot be teased apart from the hypothesis of different feedback weights, we have shown that compensatory behavior across vowels is not homogeneous, and the pattern we observed is reasonably explained with a different influence of auditory versus somatosensory feedback. Further investigations are needed to address these issues, such as by using simultaneous articulatory tracking. Second, compensation differences between closed versus open vowels might have been an artifact of an inherent difference in perception, such as sensitivity to and discriminability of perturbed feedback. Recall that the threshold of compensation was similar between closed versus open vowels while production variability was smaller among closed vowels. Thus we concluded that the closed vowels are less sensitive to auditory feedback. However, it is possible that the sensitivity to auditory feedback was low only because smaller F1 values tend to have small variability. Therefore it might have little to do with closedness per se. Beckman et al. (1995) indeed reported that open vowels tend to have slightly larger production variability; therefore articulatory targets might also be slightly larger than for closed vowels. In the current study, F1 variability was considerably lower among closed vowels compared to open vowels. Although scaling plays a role, it is not the only contributor to the variability difference between closed versus open vowels. That is, small formant values do not necessarily have small variability. For example, in the study by Mitsuya et al. (2011) , five Japanese vowels /i, < e, a, o, í/ were collected and F1, F2 and their variability were calculated. While F1 of /o/ was much smaller than that of /< e/, its variability was much larger. Similarly, F1 of /í/ was slightly higher than that of /i/, but the variability of /í/ was smaller than /i/. Variability could also be due to how an underlying representation of vowel category is defined. The current study cannot tease apart the weighting hypothesis from the scaling hypothesis. A further study of compensatory behavior of the five Japanese vowels might be useful to disentangle the scaling confound.
We did not measure discriminability of perturbed feedback, thus, it is not possible to account for the factor. However, we can speculate on a related point. Mitsuya et al. (Mitsuya et al., 2011; Mitsuya et al., 2013) have reported that compensation is related to the perceptual quality of the vowel being produced. That is, if the feedback sound is perceived to be less prototypical of the intended vowel, a larger compensation is observed. Because perturbation magnitude was uniform across conditions in hertz (i.e., 200 Hz increase or decrease), the perceptual consequence of the perturbation was unique to each condition because the perception of vowel category is not linear in hertz.
Discriminability is related to noticeability. That is, a more readily noticeable difference is more discriminable by definition or vice versa. In the current experiment, we observed larger compensation among the open vowels relative to the closed vowels. However, when we transformed baseline F1 values and perturbed F1 values into the Mel scale, the amount of perceptual change due to the perturbation was larger among the closed vowels. Moreover, expressing proportional compensation magnitude for each speaker in Mel (by subtracting baseline F1 in Mel from the hold average in Mel and dividing by the perturbation magnitude in Mel), the closed vowels still showed smaller proportional compensation magnitude compared to open vowels. If participants' compensation behavior was dominated by perceptual differences, proportional compensation magnitude in Mel should have been larger for closed vowels. However, this was not the case. Therefore we do not believe that compensation behavior is driven solely at the auditory or perceptual level, and maintain our postulation that another feedback system (i.e., somatosensory) is contributing to the differences.
Third, the difference in compensatory production across vowels might have been related to each vowel's unique articulatory posture and the feasibility of articulatory changes (i.e., motoric allowance to compensate). But if so, we should expect certain patterns across directions of perturbation. With the lowering F1 perturbation, closed vowels should have more motoric room to compensate, whereas with already widely open /ae/, there may not be enough room for compensation. In the opposite case, increasing F1 feedback should elicit lowering F1 production; this is correlated to jaw closing; thus, closed vowels would exhibit less compensation compared to the other direction, while with an open vowel /ae/, slightly closed posture is easily achievable. These patterns were not observed in the current data. However, because of a nebulous relationship between articulatory configurations and the corresponding formant structures, it is impossible for us to account for this relationship without actual measurement of movements of the articulators. This is especially true for the corner vowels (e.g., see quantal theory: Stevens, 1989) , for which changes in articulatory configuration may not result in much difference in acoustics. The current study did not measure articulatory movements in response to auditory perturbation, thus no clear explanation can be offered. Few studies have examined the effect of formant perturbation on articulatory maneuvers such as Neufeld et al. (2013) , using electromagnetic articulography. Further studies with such measurement will be useful to further understand the acoustic-articulatory relationship in the context of speech compensation.
Understanding how information from various modalities interplays is crucial for a comprehensive speech production model. However, many aspects of production processes are still not well understood. For example, there is no agreement about whether the unit of processing is the same across sensory modalities. In Hickok's Hierarchical State Feedback Control (HSFC) model of speech production (Hickok, 2012, (F1 and F2, respectively) distributions. z scores of c 1 for seven vowels collected from our 240 speakers were calculated based on standard error for skewness, S S , of 0. 2014), there is a functional division of auditory and articulatory processes, each of which has a slightly different unit of processing. For the auditory network, the syllable functions as a target, whereas for articulatory feature control, the phoneme is the functional unit (Hickok, 2012 (Hickok, , 2014 . Thus according to this proposal, auditory feedback maintains syllabic integrity while somatosensory feedback controls fine articulatory trajectories at the phonemic level. Hickok argues that because vowels are both a syllable (as a nucleus without a consonantal onset and a coda) and a phoneme simultaneously, both types of feedback are processed with varying weights to control the production (Hickok, 2012) . On the other hand, Sato et al. (2014) argue that speech production units are at the phonemic level and the production target is represented multimodally-both in the auditory and somatosensory domains. This proposal is more parsimonious in terms of levels of processing and the nature of the representation of speech production than those of Hickok because there is no functional division between syllable and phoneme, or a change in dominant feedback type depending on the status of the unit. In the context of compensatory production of formants, both proposals seem to be able to explain the heterogeneous compensation observed in the current study. Further investigations are needed to identify the nature of speech production targets. Formant compensation is reported to be automatic (Munhall et al., 2009 ) and typically many speakers do not report that they noticed feedback was perturbed (i.e., a different vowel quality) especially with incremental perturbations like the present and similar previous studies (e.g., Purcell and Munhall, 2006b ). This lack of awareness of perturbation occurs despite the fact that the feedback participants received (even with compensatory production) was still far from the formant structure of their normal baseline, and likely crossed a neighboring categorical boundary. Even when speakers noticed the exact nature of the perturbation (i.e., vowel quality changing), this awareness does not make a difference in compensation magnitude (Mitsuya et al., 2013) . However, the level of (un)awareness of the perturbation could differ with more closed vowels. If somatosensory feedback is what speakers use to control the production of closed vowels, and consequently they do not compensate much for errors in auditory feedback, the auditory feedback they receive would more clearly be out of the production category of the intended vowel. It is still not well understood how and why such large acoustic differences, which would have a different perceptual status while listening, are not readily noticed by speakers.
An additional interesting observation from our data is the consistent partial compensation throughout ramp and hold phases once the threshold is achieved. A linear relationship between perturbation magnitude and compensation magnitude was carefully examined in MacDonald et al. (2010) , where speakers received small incremental perturbations that well exceeded the maximum perturbation applied in the current study. The speakers in the study by MacDonald et al. compensated for the perturbation of /E/ approximately at the rate of 25% until about 200 Hz, where compensation asymptoted (MacDonald et al., 2010) . This pattern was consistent with the current study [Figs. 4(a) and 4(b) ] where a proportional change in formant compensation showed low variability across the ramp phase. Slightly different results were obtained by Katseff et al. (2012) , where they reported that small perturbations (e.g., 50 Hz with /E/) elicited near full compensation. In the current study, approximately 50 Hz perturbation was applied for trials 52-53; however, around those trials, average proportional compensation for the vowel /E/ was well below 100%.
Many studies of real-time formant perturbation, once again, have been conducted with the vowel /E/. The reason why this particular vowel has been repeatedly used may be because (1) F1 and F2 are sufficiently far apart so that manipulation of one formant has little effect on the other, (2) because its F1 value is not low or high, it allows either perturbation direction, and (3) it is a mildly open vowel, so it affords the speaker to compensate easily in either direction. However, conclusions on production control and its representation drawn from those studies may be specific to this vowel. Other vowels may have very different control representation from that of /E/. Generalization of one vowel's control representation to that of other vowels assumes that representation of vowels is homogeneous across many parameters. Without examining other vowels and the relative relationship between vowels thoroughly, our understanding of the speech control mechanism may be severely warped, especially as the current study revealed. Each vowel may be represented differently across sensory feedback types.
In conclusion, the current data suggest that the sensorimotor control of vowels is not fixed across sensory modalities. Smaller acoustic compensation with closed vowels suggests that somatosensory feedback for those vowels may richly specify their production and that contribution of different feedback types (auditory versus somatosensory) is heterogeneous across different vowels. Continued study of this phenomenon is needed (1) to disentangle the acoustic-articulatory relationship by examining the articulatory compensation induced by the auditory perturbation the current study employed and (2) to identify how such information is processed into a coherent production plan and perceptual unit as well as the mechanism of perception during articulation.
