The assessment of image quality is very important for numerous image processing applications, where the goal of image quality assessment (IQA) algorithms is to automatically assess the quality of images in a manner that is consistent with human visual judgment. Two prominent examples, the Structural Similarity Image Metric (SSIM) and Multi-scale Structural Similarity (MS-SSIM) operate under the assumption that human visual perception is highly adapted for extracting structural information from a scene. Results in large human studies have shown that these quality indices perform very well relative to other methods. However, the performance of SSIM and other IQA algorithms are less effective when used to rate amongst blurred and noisy images. We address this defect by considering a three-component image model, leading to the development of modified versions of SSIM and MS-SSIM, which we call three component
Introduction
The role of images in present day communication has been steadily increasing, but digital images are subject to a wide variety of distortion during acquisition, processing, compression, storage, transmission and reproduction, so the assessment of image quality is very important for numerous image processing applications.
Over the years, numerous objective metrics have been proposed [1] [2] [3] [4] [5] [6] to assess image quality. The simplest and most widely used quality metrics are the mean square error (MSE), computed by averaging the squared intensity differences of distorted and reference image pixels, and the related quantity of peak signal-to-noise ratio (PSNR). However, the MSE and its variants do not correlate well with subjective quality measures [7] - [10] . There are a number of perceptual factors [11] that can influence human perception of visual quality. Successfully incorporating these into objective IQA metrics can lead to an improved correlation with visual perception [3] .
Two prominent examples, the Structural Similarity Image index (SSIM) [2, 12] and the Multi-scale Structural
Similarity index (MS-SSIM) [1] operate under the assumption that visual perception is highly adapted for extracting structural information from a scene. Results in large human studies have shown that these quality indices perform very well relative to other methods. Gao et al. [13] develop a content-based image quality assessment metric, and use complex fuzzy integral method to fuse SSIM of image three regions. However, the performance of SSIM is not as competitive when used to assess images between blurred and noise image. We address this defect by considering a three-component image model [14] , and use simple weighted mean SSIM of three regions, and lead to the development of modified versions of SSIM and MS-SSIM, which we call three component SSIM (3-SSIM) and three component MS-SSIM (3-MS-SSIM).
This paper is organized as follows. Section 2 reviews SSIM, MS-SSIM and a gradient-based SSIM. The proposed 3-SSIM (and 3-MS-SSIM) indices are described in Section 3. Section 4 gives experimental results. Finally, in Section 5, future thoughts are presented.
2 Single-scale SSIM and Multi-scale SSIM Indices
Single-scale SSIM
Based on the assumption that the HVS is highly adapted to extract structural information from the viewing field, a new philosophy for image quality measurement SSIM was proposed by Wang and Bovik [12] . It defines the function for the luminance comparison of the signals, the contrast comparison of the signals, and the structure comparison of the signals respectively as follows. σ is the sample correlation coefficient between x and y. The small constants C 1 , C 2 , C 3 are used to avoid instability when the denominator(s) might approach zero.
Combining the three comparison functions of (1)-(3) yields a specific form of the SSIM index: In [12] , the SSIM index is used for IQA via a 11*11 sliding window approach. The window moves pixel-by-pixel across the whole image space. At each step, the SSIM index is calculated within the local window, and the resulting SSIM index map can be viewed as the quality map of the distorted images. Finally, a mean SSIM index of the quality map is used to evaluate the overall image quality.
Multi-scale SSIM
Wang, Simoncelli and Bovik developed a multi-scale SSIM (MS-SSIM) index [1] . Denote the original image as 
MS-SSIM is able to capture distortions as they occur across scales, as well as better matching the human visual response. In human studies, MS-SSIM significantly outperforms single-scale SSIM.
Modified gradient-based SSIM (GSSIM)
Chen, Yang and Xie [15] developed an improved SSIM algorithm called Gradient-based Structural Similarity 
where the sample statistics have the same definition as in (1)- (3), but applied on the gradient images. Subsequently GSSIM is given by: IQA algorithms generally operate without attempting to take into account image content. Since algorithms for image content identification remain in a nascent state, IQA algorithms that succeed in assessing quality as a function of content will await developments in that direction. However, low-level content of visual importance, sometime called salient image features, might be used to improve IQA algorithms. For example, intensity edges certainly contain considerable image information, and are perceptually significant. [16] Using this observation we incorporate a three-component image model into SSIM (or MS-SSIM), and thereby develop three-component weighted SSIM (3-SSIM) and MS-SSIM (3-MS-SSIM) indices. We have also developed three-component indices using GSSIM (and MS-GSSIM), which we term the 3-GSSIM (and 3-MS-GSSIM) indices. 
Three-Component Image Model
In our approach, an image is partitioned into three parts: edges, textures and smooth regions as proposed in [14] . In our approach, we seek to more heavily weight degradations of intensity edges in the IQA process. Textured regions, by contrast, often mask degradations. Artifacts in smooth regions may be quite obvious, especially if they are high-frequency or edge-like. We may partition an image into three components using the computed gradient magnitude; [15] gives a simple image partition method that we use to obtain a partition into three types of regions. The following steps explain the process:
Step 1: Compute the gradient magnitudes using a Sobel operator on the original and the distorted images. Step 2: Determine thresholds TH 1 = 0.12*g max and TH 2 = 0.06*g max , where g max is the maximum gradient magnitude value computed over the original image.
Step 3: Assign pixels as belonging to edge, texture, and smooth regions, as follows.
Denoting the gradient at coordinate (i,j) on the original image by p o (i,j) and the gradient on the distorted image as p d (i,j), the pixel classification is carried out according to the following rules: , then the pixel is regarded as being part of a smooth region.
R 3 : Otherwise, the pixel is regarded as being in a textured region but is not an edge pixel. Figure 2 shows an original image and a blurred version of it. Also shown are the identified edges, the identified smooth regions, and the identified textured regions.
Determining the Weights
Edges play an important role in the perception of images, and edges that are distorted, e.g., by blur, can greatly impact the perceived quality of an image. We therefore modify the SSIM and MS-SSIM indices by allocating greater weight to the scores on edge regions than on smooth and texture regions. To keep things simple, we fixed the weight for edge regions at 0.5.
Smooth regions are important also, and the eye is sensitive to such artifacts as false contouring, blocking, and high-frequency noise in smooth regions. While the distortion of textures can also be perceptually significant, some distortions can be obscured or masked by the presence of textures. As a simple approach, we apply the same weights on smooth and texture regions, fixing both at 0.25 (hence the sum of all weights is unity). 
Specific comparison for blurred image and noise image assessment
Extensive experimental results have shown that the SSIM and MS-SSIM indices correlate with the perception of visual quality much better than does the PSNR, and other earlier IQA algorithms. [12] However, these studies also suggest that performance might be improved when assessing the quality of blurred and noisy images, as also shown in Fig. 3 .
Most observers would agree that Fig. 3(a) is of better quality than Fig. 3(b) , yet SSIM and MS-SSIM give contrary assessment results. By comparison, 3-SSIM and 3-MS-SSIM yield assessments that appear to better agree with visual perception of quality.
Experimental results on LIVE image database
In order to further provide more extensive quantitative comparisons, we evaluated the performances of 3-SSIM,
3-MS-SSIM, 3-GSSIM, 3-MS-GSSIM, SSIM, GSSIM, MS-SSIM, MS-GSSIM and PSNR on the LIVE Image Quality
Assessment Database [17] . This database includes five types of distorted images: JPEG, JPEG2000, white noise (WN), Gaussian Blur (Gblur) and Fastfading (FF). Difference Mean Opinion Scores (DMOS) are given for each distorted image.
Two performance metrics are used to evaluate the algorithms. The first is the linear correlation coefficient (LCC) between DMOS and the algorithm scores following nonlinear regression. The nonlinearity chosen for regression was a five-parameter logistic function [18] . The second is the Spearman rank order correlation coefficient (SROCC). The results, presented in Tables I and II, are reported for the different distortion types as well as on the entire dataset. As can be seen, 3-SSIM outperforms SSIM and PSNR on all types of distorted images, and also performs better than MS-SSIM for WN, Gblur and FF distortions. Overall, 3-MS-SSIM outperforms MS-SSIM. GSSIM also outperforms SSIM, and 3-GSSIM far outperforms GSSIM. But GSSIM is not as effective in multiscale form, and MS-GSSIM is far inferior to MS-SSIM.
Our three-component weighted method is still effective for MS-GSSIM, and 3-MS-GSSIM outperforms MS-GSSIM. In this paper, we presented a three-component weighted structural similarity metric. Using the idea that different image regions have different perceptual significance relative to quality, we used different weights for SSIM scores according to segmentation of images into regions. Our experimental results show that 3-SSIM (or 3-MS-SSIM) provide results consistent with human subjectivity when comparing the quality of blurred and noisy images, and also deliver better performance than SSIM (and MS-SSIM) on five types of distorted images from the LIVE Image Quality Assessment Database. Interesting, 3-SSIM performed better than either MS-SSIM or 3-MS-SSIM, suggesting that edge relevance might be of greater significance than multiscale. SPIE-IS&T/ Vol. 7242 72420Q-8
