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Kapitel 1
Einleitung
1.1 Klassische Molekulardynamik
Die klassische Molekulardynamik (MD) bescha¨ftigt sich mit den Bewegungen von
miteinander wechselwirkenden Teilchen eines Systems. In jedem Zeitschritt werden
u¨ber die Wechselwirkungspotentiale die Kra¨fte auf alle Teilchen berechnet, woraus
sich dann die Geschwindigkeitsa¨nderung und aus der Geschwindigkeit schließlich
eine Positionsa¨nderung fu¨r jedes Teilchen ergibt. Dies wird in jedem Zeitschritt
fu¨r alle Atome/Teilchen durchgefu¨hrt. Eine schematische Darstellung ist in Ab-
bildung 1.1 zu sehen.
Abbildung 1.1: Schematische Darstellung einer MD-Simulation: Im
linken Bild sind die Teilchen im n-ten Zeitschritt zu sehen, im rechten
Bild stellen die roten Kugeln die Positionen der Teilchen im n-ten und
die grauen Kugeln die Positionen im darauf folgenden Zeitschritt dar.
Obwohl das Prinzip der klassischen Molekulardynamik sehr einfach ist, wird
diese Methode erst seit etwa 40 Jahren zur numerischen Simulation verwendet. Die
Ursache hierfu¨r ist der enorme Bedarf an Rechenleistung, der selbst zur Berech-
9
10 KAPITEL 1. EINLEITUNG
nung von Systemen mit nur wenigen Atomen no¨tig ist. Erst mit der Einfu¨hrung
der elektronischen Rechner wurde daher die praktische Anwendung mo¨glich. Bis
zu jenem Zeitpunkt war die oben beschriebene schrittweise Lo¨sung der Newton-
schen Bewegungsgleichungen fu¨r eine große Anzahl von Atomen praktisch nicht
durchfu¨hrbar.
Um die Anzahl der zu berechnenden Kra¨fte nicht zu groß werden zu lassen,
muss man in der Regel die Reichweite, bis zu der Wechselwirkungen eingehen,
begrenzen, was wiederum dazu fu¨hrt, dass weit reichende Kra¨fte wie z.B. die
Coulomb-Wechselwirkungen gesondert behandelt werden mu¨ssen. Erst das “Ab-
schneiden” der Potentiale beim Cutoff-Radius rc gestattet es, eine große Anzahl
von Atomen molekulardynamisch zu behandeln (vgl. Kapitel 2.6).
In diesem Fall kann die Simulation auch parallelisiert werden: Jedes Atom kann
nur mit den Atomen in einer Cutoff-Kugel mit Radius rc wechselwirken. Zerlegt
man das System in Zellen, so kann ein Atom nur mit anderen Atomen aus dersel-
ben Zelle oder aus den direkten Nachbarzellen wechselwirken. Diese Zellen kann
man geschickt auf mehrere Prozessoren verteilen und so die gesamte Simulations-
zelle in kleinere Zellen untergliedern, die von je einem Prozessor bearbeitet werden.
Die numerische Integration der Bewegungsgleichungen kann mit vielen allge-
mein bekannten Integratoren wie z.B. den Algorithmen von Gauß, Verlet oder
Runge-Kutta durchgefu¨hrt werden (vgl Kapitel 2.5). Weitere Variationsmo¨glich-
keiten bieten die Wahl der Randbedingungen. Periodische Randbedingungen ko¨nnen
das betrachtete System in eine oder mehrere Richtungen unendlich lang machen,
mit anderen Randbedingungen dagegen kann man Kra¨fte und Momente auf das
System aufbringen (vgl. Kapitel 2.3).
Der Erfolg von klassischen molekulardynamischen Simulationen ha¨ngt ent-
scheidend von der Qualita¨t der verwendeten effektiven Potentiale ab. Wa¨hrend
fu¨r einige Systeme Potentiale bekannt sind, die das Verhalten a¨ußerst gut be-
schreiben, fehlen diese Informationen fu¨r andere Strukturen. In diesem Fall ist
man auf die Verwendung von Modellpotentialen angewiesen.
Das Problem mit den effektiven Potentialen wird elegant umgangen, indem die
Kra¨fte aus ersten Prinzipien, also den quantenmechanischen Wechselwirkungen
aller beteiligten Teilchen, berechnet werden.
1.2 Wavelets in MD-Simulationen
Wie bereits erwa¨hnt, mu¨ssen in jedem Iterationsschritt einer MD-Simulation die
Kra¨fte auf jedes Teilchen bestimmt werden. In der hier vorliegenden Arbeit wer-
den ausschließlich langreichweitige elektrostatische Wechselwirkungen betrach-
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tet. Die Berechnungen der Kra¨fte ko¨nnen kompakt durch eine Matrix-Vektor-
Multiplikation dargestellt werden, wobei in dem Vektor die Ladungen der Teil-
chen eingetragen sind und in der quadratischen Matrix die inversen Absta¨nde der
Teilchen zueinander.
Rein technisch kann bei der Durchfu¨hrung der Matrix-Vektor-Multiplikation
auf jene Koeffizienten verzichtet werden, welche Null oder vernachla¨ssigbar klein
sind. Man muss diese weder abspeichern noch irgendwelche arithmetischen Opera-
tionen mit ihnen durchfu¨hren. Besteht der Großteil der Matrix aus Nullen - man
spricht von einer du¨nn besetzten Matrix - so reduziert sich der Gesamtaufwand
der Matrix-Vektor-Multiplikation erheblich.
Mit Hilfe einer geeigneten Wavelet-Transformation kann man diese voll besetz-
te Abstandsmatrix in eine du¨nn besetzte transformieren. Die Wavelet-Transforma-
tion wird ausfu¨hrlich in Kapitel 4 diskutiert. Um aus der MD-Simulation allerdings
verwertbare Ergebnisse zu gewinnen, muss der Ladungsvektor ebenfalls Wavelet-
transformiert und das Ergebnis der Matrix-Vektor-Multiplikation, das Potential,
wieder zuru¨cktransformiert werden.
Vorteile bringt dieses Verfahren daher nur dann, wenn sich die Matrix nicht
in jedem Zeitschritt a¨ndert, da in diesem Fall die Rechenzeitersparnis bei der
Matrix-Vektor-Multiplikation erheblich gro¨ßer ist als der Mehraufwand, der bei
der Durchfu¨hrung der Wavelet-Transformation entsteht. Da die Teilchen in ei-
ner MD-Simulation allerdings durch den Raum propagieren, a¨ndern sich in jedem
Zeitschritt die Absta¨nde der Teilchen zueinander, so dass eine Wavelet-Transfor-
mation auf den ersten Blick einen unno¨tigen Mehraufwand bedeutet.
Wird aber u¨ber das Simulationsgebiet ein festes Gitter gelegt, die Kra¨fte
zuna¨chst an den Gitterpunkten bestimmt und schließlich von den Gitterpunk-
ten auf die Orte der Teilchen interpoliert, so bringt eine geschickte Wavelet-
Transformation eine erhebliche Performance-Verbesserung mit sich, da sich die
Absta¨nde der Gitterpunkte zueinander u¨ber die gesamte Simulationsdauer nicht
a¨ndern. Eine derartige Methode wird auch als Particle-Mesh Methode bezeichnet.
Um die Fehler mo¨glichst klein zu halten, werden lediglich die Kra¨fte aus dem
Fernfeld auf diese Weise ermittelt, d.h. nur die Kra¨fte, die von genu¨gend weit
entfernten Teilchen stammen. Das Nahfeld, also die Kra¨fte, die von Wechselwir-
kungen von Teilchen aus der unmittelbaren Umgebung herru¨hren, wird mit einem
explizitem Verfahren berechnet. Wie fein das Gitter gewa¨hlt werden muss, damit
der Fehler unterhalb einer bestimmten Fehlerschranke bleibt, wird in Kapitel 4
aufgezeigt.
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1.3 Ziele
Inhalt und Ziel der vorliegenden Arbeit ist die Entwicklung und Untersuchung
eines Verfahrens, das den Aufwand zur Behandlung von Vielteilchensystemen
mit langreichweitigen elektrostatischen Wechselwirkungen so weit reduziert, dass
selbst Systeme mit Hunderttausenden von Teilchen behandelt werden ko¨nnen.
Das Verfahren wird den urspru¨nglichen Aufwand von O(N2) auf eine lineare und
somit optimale Komplexita¨tsordnung von O(N) verringern.
Eine Reduzierung sowohl der Komplexita¨tsordnung als auch des Speicherplatz-
bedarfs ist an dieser Stelle aus mehreren Gru¨nden sehr sinnvoll. Zum einen sind
allein mehrere Gigabyte an Speicherkapazita¨t no¨tig, um alle beno¨tigten Informa-
tionen im Hauptspeicher zu halten, was besonders wichtig ist, um ein mehrfaches,
zeitintensives Ein- und Auslesen von der Festplatte oder anderen externen Spei-
chermedien zu vermeiden. Zum anderen weist das Problem eine sehr hohe Kom-
plexita¨t von O(N2) auf.
Damit sichere numerische Ergebnisse erzielt werden, muss bei der Verringe-
rung des rechnerischen Aufwands darauf geachtet werden, dass eine ausreichende
Genauigkeit erreicht wird, d.h. der Gesamtfehler muss hinreichend klein sein. Der
Gesamtfehler setzt sich aus dem Verfahrensfehler (Diskretisierungsfehler), dem
Fehler aus der Wavelet-Transformation - im Folgenden Kompressionsfehler ge-
nannt - und dem maschinellen Rundungsfehler zusammen.
Kapitel 2
Grundlagen der MD-Simulation
2.1 Grundlagen
Die Molekulardynamik (MD) ist eine Simulationsmethode, bei der die Zeit-Ort-
Entwicklung von miteinander wechselwirkenden Atomen durch Integration ihrer
Bewegungsgleichungen berechnet wird. Eine MD-Simulation besteht im Wesentli-
chen aus der Initialisierung des Systems, der Equilibrierung, der Evolution durch
Integration der Bewegungsgleichungen und der Berechnung der interessierenden
Daten. Der anschaulichste und einfachste Fall ist die Dynamik harter Kugeln, da
hier nur vollkommen elastische Sto¨ße auftreten.
2.2 Startkonfiguration
In der Startkonfiguration werden zum einen sa¨mtliche fu¨r die Simulation relevan-
ten Parameter gesetzt wie z.B. die Teilchenanzahl N oder die Packungsdichte ρ,
zum anderen werden die Startposition und die Charakteristika von jedem einzel-
nen Teilchen festgelegt.
Aus der Packungsdichte kann ein weiterer wichtiger Parameter berechnet wer-
den: die La¨nge L der Simulationsbox.
L =
(
N
ρ
)1/3
Es gibt verschiedene Mo¨glichkeiten, die Startpositionen zu setzen. Die ein-
fachste Methode ist, die Startkonfiguration von einer vorherigen Simulation zu
u¨bernehmen. Allerdings muss zumindest fu¨r die erste Simulation eine Startkonfi-
guration entweder per Hand eingegeben oder nach einem Schema generiert werden.
Daher ist es ratsam, sich Gedanken daru¨ber zu machen, wie man Startpositionen
und -geschwindigkeiten bestimmen kann.
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Die Startpositionen ko¨nnen z.B. zufa¨llig verteilt sein, so dass man sie mit Hilfe
eines Zufallszahlengenerators setzen kann. Diese Vorgehensweise bringt aber Pro-
bleme mit sich, denn es ist keineswegs gewa¨hrleistet, dass sich keine Teilchen in der
Simulation u¨berlappen. Besonders bei Simulationen harter Kugeln hat dieses Ver-
fahren katastrophale Folgen, da sich harte Kugeln per Definition nicht penetrieren
ko¨nnen. Aber auch bei Simulationen mit inelastischen Sto¨ßen treten Probleme auf,
wenn sich die Teilchen bereits in der Startkonfiguration gegenseitig durchdringen.
Um solche Effekte zu vermeiden, werden die Teilchen nach einem regelma¨ßi-
gen Muster wie in einer Kristallstruktur angeordnet. Diese Kristallstruktur kann
durch periodisches Wiederholen einer Einheitszelle aufgebaut werden. Allerdings
ist diese Anordnung der Teilchen eher atypisch, so dass vor der eigentlichen Si-
mulation zuna¨chst einige Zeitschritte durchgefu¨hrt werden sollten, um von der
atypischen, geordneten Verteilung zu einer natu¨rlichen, ungeordneten zu gelangen
(Equilibrierung).
Neben den Startpositionen sind noch weitere Charakteristika der Teilchen fest-
zulegen wie z.B. Masse, Durchmesser, Ladung und Geschwindigkeit. Welche Cha-
rakteristika besetzt werden mu¨ssen, ha¨ngt von der Art der Simulation ab. Im Fall
der harten Kugeln sind lediglich Masse, Durchmesser und Geschwindigkeit von
Interesse. Die Parameter Masse und Durchmesser ko¨nnen durchaus fu¨r alle Teil-
chen einheitlich gewa¨hlt werden. Die Startgeschwindigkeit sollte aber nicht fu¨r
jedes Teilchen gleich sein. Man kann sie entweder aus einer fru¨heren Simulation
u¨bernehmen oder mit Hilfe eines Zufallszahlengenerators bestimmen.
Bei der Bestimmung mit Hilfe eines Zufallszahlengenerators sollte man be-
achten: Die Geschwindigkeit der Teilchen ist nicht gleichverteilt, sondern in jeder
Koordinate normalverteilt. Außerdem sollte der Gesamtimpuls ~P des Systems Null
sein, d.h.
~P =
N∑
i=1
mi~vi = 0,
wobei mi die Masse und ~vi die Geschwindigkeit von Teilchen i ist [5].
2.3 Randbedingungen
Randbedingungen legen fest, wie an den Ra¨ndern der Simulationsbox verfahren
wird. Bestehen die Ra¨nder des Simulationsgebietes aus Wa¨nden, so ko¨nnen die
Teilchen diese nicht durchdringen und prallen von diesen ab. Sie bleiben somit in
der Simulationsbox.
Da es oftmals nur von Interesse ist, was im Zentrum passiert, sind Randeffekte
mo¨glichst auszuschließen. Um dies zu erreichen, ko¨nnten einfach keine Wa¨nde in
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die Simulation eingebaut werden, d.h. ein Teilchen kann unendlich weit in jede
Richtung propagieren. Hier ist allerdings das Problem, dass mit der Zeit immer
mehr Teilchen aus der Simulationsbox heraus wandern, so dass am Ende keine
Teilchen mehr in der Box u¨brig bleiben, u¨ber die eine Aussage gemacht werden
kann. Dieses Hinauswandern der Teilchen entspricht einem nicht geschlossenen
System. Der Energie- sowie der Impulserhaltungssatz hat in einem solchen Fall
innerhalb des Simulationsgebietes keine Gu¨ltigkeit.
Um die Anzahl der Teilchen in der Simulation konstant zu halten, sind Wa¨nde
daher wichtig. Nun kann man natu¨rlich einfach ein gro¨ßeres System simulieren und
nur in dem Bereich, wo keine Randeffekte auftreten, die interessierenden Gro¨ßen
bestimmen (dargestellt in Abbildung 2.1).
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Abbildung 2.1: Fu¨r alle Teilchen werden die Wechselwirkungen be-
rechnet, jedoch nur die Teilchen aus dem grau unterlegten Bereich
werden fu¨r die Berechnung der interessierenden Gro¨ßen herangezogen.
Da sich Randeffekte u¨ber Distanzen von mehreren Atomdurchmessern La¨ngen
erstrecken und ein N -Ko¨rperproblem eine Komplexita¨t von O(N2) aufweist, ist
es allerdings sehr zeitaufwendig, fu¨r Teilchen die Wechselwirkungen zu berech-
nen, u¨ber die keine Aussage gemacht werden kann. Abgesehen von dem unno¨tigen
Mehraufwand hat man immer noch das Problem, dass die Anzahl der Teilchen,
u¨ber die eine Aussage getroffen werden kann, nicht in jedem Zeitschritt konstant
bleibt.
Damit man nur die interessierenden Teilchen ohne Randeffekte simulieren
muss, wurden periodische Randbedingungen eingefu¨hrt. Dies bedeutet, dass sich
das System in alle Richtungen periodisch fortsetzt. Wandert ein Teilchen links
aus der Simulationsbox, so wandert zeitgleich ein Teilchen mit denselben Cha-
rakteristika von rechts in die Simulationszelle hinein. Wichtig hierbei ist, dass die
La¨nge der Simulationsbox nicht zu klein gewa¨hlt wird. Sie muss gro¨ßer sein als
der Cutoff Radius [5].
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Normalerweise werden um die Simulationsbox - bei periodischen Randbedin-
gungen Zentralbox genannt - 26 Bildzellen gelegt, die eine Kopie der Zentralbox
sind. Die Position der Bildteilchen ~r~α erha¨lt man durch ~r~α = ~r+ ~αL, wobei L die
La¨nge der Zentralbox, ~r die Position der Teilchen innerhalb der Zentralbox und
~α der Vektor ist, der vom Ursprung der Zentralbox zum Ursprung der jeweiligen
Bildbox zeigt und dessen Komponenten entweder -1, 0 oder 1 sind. Eine schema-
tische Darstellung ist in Abbildung 2.2 dargestellt.
Abbildung 2.2: Schematische Darstellung periodischer Randbedin-
gungen in 2D: Um die Zentralbox liegen acht identische Bildboxen.
Durch die Bildboxen wird das urspru¨ngliche System von N Teilchen ku¨nstlich
aufgebla¨ht, auch wenn hierdurch kein zusa¨tzlicher Speicherplatz beno¨tigt wird.
Fu¨r ein Teilchen der Zentralbox bedeutet dies, dass es mit den N − 1 na¨chst ge-
legenen Teilchen interagiert. Dieses Prinzip wird als minimum image convention
bezeichnet. Probleme bereitet diese Vorgehensweise allerdings bei harten Kugeln,
da der Simulation harter Kugeln ein entartetes Potential zu Grunde liegt.
2.4 Wechselwirkungen
Die Bewegungen der Teilchen im System ko¨nnen mit den drei Newtonschen An-
xiomen ausgedru¨ckt werden, wobei die zentrale Bewegungsgleichung der Newton-
schen Mechanik das zweite Newtonsche Axiom ~F (t) = m · ~¨r(t) ist, eine Differen-
tialgleichung zweiter Ordnung, die den Zusammenhang zwischen der Kraft ~F auf
einen Massenpunkt m und der Beschleunigung ~¨r des Massenpunktes beschreibt.
Alternativ kann diese Gleichung auch in der Hamiltonschen Mechanik for-
muliert werden. Die Bewegungsgleichungen sind in diesem Fall im Phasenraum
gegeben, der durch die unabha¨ngigen Koordinaten ~qj und zusa¨tzlich durch die
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von den Koordinaten unabha¨ngigen kanonischen Impulsen ~pj aufgespannt wird.
Die Hamilton-Funktion H ist definiert durch
H(~q, ~p, t) =
N∑
1=1
~˙qi~pi − L(~q, ~˙q, t) ,
wobei L(~q, ~˙q, t) die Lagrange-Funktion ist [3]. In holonom-skleronomen Systemen,
wie sie hier vorliegen, beschreibt die Hamilton-Funktion die Gesamtenergie E des
Systems, welche sich als Summe der kinetischen Energie K und der potentiellen
Energie U darstellen la¨sst.
H = K + U
=
1
2
N∑
i=1
~p2i
mi
+ U
= E
Das totale Differential dH liefert die Bewegungsgleichungen in der Formulie-
rung von Hamilton (kanonische Gleichungen) [3, 5].
~˙qi =
∂H
∂~pi
→ ~˙ri = ∂H
∂~pi
=
~pi
mi
~˙pi =
∂H
∂~qi
→ ~˙pi =
∂H
∂~ri
= −∂U
∂~ri
= ~Fi
Die Kraft, die auf ein Teilchen einwirkt, wird durch den negativen Gradien-
ten der potentiellen Energie U bestimmt. Die potentielle Energie kann in mehrere
Anteile aufgespalten werden, welche von unterschiedlichen Wechselwirkungsarten
herru¨hren. Diese Anteile ko¨nnen von externen Feldern (1) stammen oder von einer
Wechselwirkung zwischen zwei (2), drei (3) oder mehreren Teilchen kommen.
U(~rN ) =
∑
i
u(1)(~ri)︸ ︷︷ ︸
1
+
∑
i
∑
j<i
u(2)(~ri, ~rj)︸ ︷︷ ︸
2
+
∑
i
∑
j<i
∑
k<j
u(3)(~ri, ~rj, ~rk)︸ ︷︷ ︸
3
+ . . .
In der Regel werden alle Energiebeitra¨ge, die von Wechselwirkungen zwischen
mehr als zwei Teilchen herru¨hren, vernachla¨ssigt. Der Energiebeitrag aus einer
Wechselwirkung zwischen zwei Atomen kann noch weiter in die gebundenen in-
tramolekularen und die ungebundenen intermolekularen Wechselwirkungen zer-
legt werden.
Innerhalb eines Moleku¨ls kann sich der Abstand zwischen zwei Atomen ver-
ringern oder aber auch vergro¨ßern (stretch). Betrachtet man z.B. ein Sauerstoff-
moleku¨l, so variiert der Abstand zwischen den beiden Sauerstoffatomen sta¨ndig
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in schneller Abfolge. Die Lage von den Atomen innerhalb eines Moleku¨ls kann
sich ebenfalls vera¨ndern durch die Drehung eines Atoms (torsion) oder durch eine
Winkelvera¨nderung von Bindungen zueinander (bend). Ein Beispiel fu¨r den letz-
teren Fall ist ein Wassermoleku¨l, bei dem sich der Abstand der Wasserstoffatome
zueinander vera¨ndert, nicht aber die Absta¨nde zum Sauerstoffatom. Ein einfaches
Beispiel fu¨r Torsion liegt beim Wasserstoffperoxid-Moleku¨l vor (H2O2). Dreht sich
ein Sauerstoffatom la¨ngs der Verbindung zum anderen Sauerstoffatom, so a¨ndert
das zugeho¨rige Wasserstoffatom seine Position und somit seine Lage zum anderen
Wasserstoffatom [5].
An intermolekularen Wechselwirkungen zwischen zwei Moleku¨len sind vor al-
lem die van der Waals Kra¨fte, die Polarisation und die elektrostatischen Kra¨fte
zu nennen.
Beru¨cksichtigt man all diese Energiebeitra¨ge, so wird der Rechenaufwand fu¨r
eine Simulation erheblich vergro¨ßert. Daher werden die schnellen intramolekularen
Wechselwirkungen nicht betrachtet. Besonders auf die Einbeziehung von Wasser-
stoffatomen wird verzichtet. Aufgrund dieser Vernachla¨ssigungen kann man Mo-
leku¨le wie ein einzelnes großes Teilchen behandeln, wodurch sich die Teilchenan-
zahl in der Simulation erheblich reduziert. Ebenfalls wird die Polarisation nicht
mit in die Berechnungen einbezogen, da sie zu rechenzeitintensiven Wechselwir-
kungen zwischen mehr als zwei Teilchen fu¨hrt.
Neben der Unterscheidung in intra- und intermolekularen Wechselwirkungen
gibt es noch die Unterteilung in lang- und kurzreichweitige Wechselwirkungen.
Kurzreichweitige Wechselwirkungen bestehen zwischen einem induzierten Dipol
und einer Ladung, einem Dipol oder einem induzierten Dipol. Das Potential, wel-
ches durch die Wechselwirkungen entsteht, fa¨llt hier mindestens mit 1/rd+1ij ab,
wobei rij der Abstand zwischen den Teilchen i und j und d die Dimension ist. Al-
le Wechselwirkungen, deren Potentiale langsamer abnehmen, sind langreichweitig.
In der vorliegenden Arbeit werden langreichweitige Coulomb Wechselwirkun-
gen betrachtet. Das Potential nimmt mit 1/rij ab. Somit wird das Potential Φi
und die Kraft ~Fi auf ein Teilchen i berechnet durch
Φi =
∑
j
qj
|~ri − ~rj| und
~Fi = qi
∑
j
qj
|~ri − ~rj|(~ri − ~rj).
2.5 Integratoren
Der zeitaufwendigste Teil einer MD-Simulation besteht in der Integration der
Bewegungsgleichungen. Daher sollte ein Integrator sehr schnell sein. Neben der
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Schnelligkeit spielen hohe Genauigkeit, hohe Stabilita¨t auch fu¨r große Zeitschrit-
te, Zeitreversibilita¨t und die Fa¨higkeit, keine A¨nderung der Gesamtenergie und
des Gesamtimpulses des Systems zuzulassen, eine wichtige Rolle [5].
Euler Algorithmus
Mit Hilfe der Reihenentwicklung nach Taylor erha¨lt man einen ersten Ansatz:
~r(t+∆t) =
∞∑
i=0
1
i!
~r(t)(i) ·∆ti
= ~r(t) + ~v(t) ·∆t+
~F (t)
2m
·∆t2 +O(∆t3) (2.1)
~v(t+∆t) = ~v(t) +
~F (t)
m
·∆t+O(∆t2) (2.2)
Dieser Ansatz fu¨hrt zum Euler Algorithmus. Die Position im neuen Zeitschritt
wird durch die Position, Geschwindigkeit und Beschleunigung zum Zeitpunkt t
ermittelt. Dieser Integrator weist allerdings eine starke Energiedrift auf und ist
auch nicht zeitreversibel.
Verlet Algorithmus
Fu¨hrt man die Taylorentwicklung sowohl fu¨r einen Zeitpunkt in der Zukunft (2.3)
als auch in der Vergangenheit (2.4) durch und addiert beide entstehenden Glei-
chungen, so erha¨lt man Gleichung (2.5).
~r(t+∆t) = ~r(t) + ~v(t) ·∆t+
~F (t)
2m
·∆t2 + ... (2.3)
~r(t−∆t) = ~r(t)− ~v(t) ·∆t+
~F (t)
2m
·∆t2 − ... (2.4)
~r(t+∆t) = 2~r(t)− ~r(t−∆t) +
~F (t)
m
·∆t2 +O(∆t4) (2.5)
Die Geschwindigkeit zum Zeitpunkt t la¨ßt sich u¨ber ein Differenzenschema zweiter
Ordnung bestimmen.
~v(t) =
~r(t+∆t)− ~r(t−∆t)
2∆t
+O(∆t2)
Es handelt sich hierbei um den Verlet Algorithmus. Aus den Positionen der
Teilchen zum aktuellen Zeitschritt werden die aktuellen Kra¨fte auf die Teilchen
berechnet. Zusammen mit den Kra¨ften und den Positionen der Teilchen sowohl
zum aktuellen als auch zum vorhergehenden Zeitschritt werden die Positionen im
na¨chsten Zeitschritt ermittelt. Da in der Startphase nur die Position der Teilchen
zum Startzeitpunkt zur Verfu¨gung steht, muss zuna¨chst ein Zeitschritt mit einem
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anderen Verfahren durchgefu¨hrt werden, um so die Positionen zu zwei verschiede-
nen Zeitpunkten zu erhalten.
Dieser Integrator ist zwar zeitreversibel und weist auch keine Energiedrift auf,
beno¨tigt aber die Position der Teilchen zu zwei verschiedenen Zeitpunkten und
bestimmt die Geschwindigkeit zeitversetzt. Nach einer Startphase kann man al-
lerdings die Geschwindigkeiten zum gleichen Zeitpunkt durch Extrapolation er-
mitteln.
Leapfrog Algorithmus
Das Problem des Verlet Algorithmus, Kenntnis von den Positionen an zwei aufein-
anderfolgenden Zeitpunkten zu beno¨tigen, lo¨st der Leapfrog Algorithmus, indem
die Geschwindigkeiten zu “Halbschritten” definiert werden:
~v(t−∆t/2) = ~r(t)− ~r(t−∆t)
∆t
~v(t+∆t/2) =
~r(t+∆t)− ~r(t)
∆t
Aus der letzten Gleichung folgt die Integrationsvorschrift:
~r(t+∆t) = ~r(t) + ∆t · ~v(t+∆t/2)
Formt man den Verlet Algorithmus (Gleichung (2.5)) um, so erha¨lt man:
~r(t+∆t)− ~r(t) = ~r(t)− ~r(t−∆t) +
~F (t)
m
·∆t2 +O(∆t4)
⇒ ~v(t+∆t/2) ·∆t = ~v(t−∆t/2) ·∆t+
~F (t)
m
·∆t2 +O(∆t4)
Dies bedeutet, dass man beim Leapfrog Algorithmus fu¨r jedes Teilchen zuerst aus
der aktuellen Position die aktuelle Kraft berechnet und danach aus der aktuellen
Kraft und der Geschwindigkeit in dem vorherigen “Halbschritt” die Position im
na¨chsten Zeitschritt bestimmt.
Der Vorteil gegenu¨ber dem Verlet Algorithmus ist, dass die Position nur noch
zu einem Zeitpunkt bekannt sein muss. Nachteilig ist allerdings, dass der Wert
fu¨r die Geschwindigkeit immer noch nicht zum selben Zeitpunkt verfu¨gbar ist.
Zum Starten beno¨tigt man also auch weiterhin ein anderes Verfahren mit halber
Schrittweite, welches die Geschwindigkeit zu den “Halbschritten” berechnet. Die
Geschwindigkeit zum Zeitpunkt t kann bei diesem Integrator durch Interpolation
ermittelt werden.
Velocity Verlet Algorithmus
Die Berechnung der Positionen zum Zeitpunkt t + ∆t ist beim Leapfrog Algo-
rithmus bereits sehr effizient, doch interessieren nicht die Geschwindigkeiten zum
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Halbschritt t+∆t/2 sondern zum Zeitpunkt t+∆t. Beim Velocity Verlet Algorith-
mus wa¨hlt man wie beim Euler Algorithmus (Gleichungen (2.1) und (2.2)) jeweils
eine Taylorentwicklung fu¨r die Bestimmung der Position und der Geschwindigkeit.
Anstatt bei der Berechnung der Geschwindigkeit jedoch die Beschleunigung zum
Zeitpunkt t einfließen zu lassen, wird der Mittelwert der Beschleunigung zu den
Zeitpunkten t und t+∆t verwendet. Die Iterationsvorschrift lautet also:
~r(t+∆t) = ~r(t) + ~v(t)∆t+
1
2m
~F (t)∆t2
~v(t+∆t) = ~v(t) +
1
m
 ~F (t) + ~F (t+∆t)
2
∆t
Realisiert wird dieses Schema, indem aus der aktuellen Kraft die Geschwindigkeit
im na¨chsten Halbschritt berechnet wird (Gleichung (2.6)). Aus der Geschwindig-
keit zum Halbschritt wird die Position zum Zeitpunkt t+∆t ermittelt (Gleichung
(2.7)). Zuletzt wird die Kraft zum Zeitpunkt t + ∆t bestimmt (Gleichung (2.8))
und hieraus die Geschwindigkeit zum selben Zeitpunkt (Gleichung (2.9)).
~v(t+∆t/2) = ~v(t) +
∆t
2m
~F (t) (2.6)
~r(r +∆t) = ~r(t) + ~v(t+∆t/2)∆t (2.7)
~F (t+∆t) = −∇U(~r(t+∆t)) (2.8)
~v(t+∆t) = ~v(t+∆t/2) +
∆t
2m
~F (t+∆t) (2.9)
Andere Integratoren
Neben den bereits diskutierten Integratoren gibt es noch unter anderen die be-
sondere Klasse der Predictor-Corrector Methoden. Hier wird zuna¨chst nur eine
Vorhersage fu¨r die neuen Positionen gemacht, welche dann fu¨r die Kraftberech-
nung verwendet wird. Im Anschluß daran wird die Vorhersage leicht korrigiert.
2.6 Nachbarschaftslisten
Will man die Wechselwirkungen auf die Teilchen berechnen, so muss man in jedem
Zeitschritt N(N−1)/2 potentielle Wechselwirkungspartner betrachten. Dies stellt
einen enorm großen Aufwand dar. Vor allem bei kurzreichweitigen Wechselwirkun-
gen wird ein Teilchen von nur wenigen Teilchen aus der unmittelbaren Umgebung
beeinflusst. Der Einfluß, der von entfernteren Teilchen stammt, ist so gering, dass
er vernachla¨ssigt werden kann. Es wird daher ein Cutoff-Radius rc eingefu¨hrt.
Dies bedeutet, dass nur Teilchen, deren Abstand voneinander kleiner ist als der
Cutoff-Radius, miteinander wechselwirken. Bei langreichweitigen Wechselwirkun-
gen ist diese Vorgehensweise sehr problematisch, da selbst entfernte Teilchen einen
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signifikanten Einfluss aufeinander ausu¨ben ko¨nnen. Es sind daher spezielle Kor-
rekturmechanismen anzuwenden.
Realisiert werden kann diese Vorgehensweise mit Hilfe von Verlet-Listen. Fu¨r
jedes Teilchen werden die entsprechenden Nachbarteilchen in einer Liste abge-
speichert. Damit nicht im Verlauf der Simulation unbemerkt zwei Teilchen zu
Nachbarn werden ko¨nnen, wird zusa¨tzlich noch ein Skinradius rs > rc eingefu¨hrt.
Damit zwei Teilchen i und j zu Nachbarn werden ko¨nnen, muss sich Teilchen i
zuvor innerhalb des Skinradius um Teilchen j befunden haben (und umgekehrt).
Diese Listen mu¨ssen regelma¨ßig aktualisiert werden [5].
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Abbildung 2.3: Das rote Teilchen wechselwirkt mit allen Teilchen
(blau), deren Abstand kleiner gleich den Cutoff-Radius Rc ist. In-
nerhalb des Skinradius Rs befinden sich die Teilchen (gru¨n), deren
Abstand im na¨chsten Zeitschritt kleiner gleich dem Cutoff-Radius Rc
werden ko¨nnen. Sie sind somit mo¨gliche Wechselwirkungspartner im
na¨chsten Zeitschritt.
Die Methode der Verlet-Listen hat den frei wa¨hlbaren Parameter Skinradius.
Wird dieser klein gewa¨hlt, so sind viele Updates der Nachbarschaftslisten no¨tig,
ist er groß, so gibt es wenige Updates, aber viele Abfragen fu¨r die Kraftberech-
nung, ob nun zwei Teilchen miteinander wechselwirken.
Eine andere Methode, um den Aufwand zu reduzieren, stellen die Linked-Cell-
Listen dar. Ziel ist, den Listenaufbau durch lokale Operationen zu realisieren. Das
Gesamtsystem wird hierbei in kubische Zellen untergliedert, deren Kantenla¨ngen
dem Cutoff-Radius entsprechen. Fu¨r jede Zelle werden einmal zu Beginn der Si-
mulation die Nachbarzellen bestimmt. Neben den Nachbarzellen werden auch die
Teilchen, die sich in der Zelle befinden, abgespeichert. Ein Teilchen aus Zelle i
kann daher nur mit Teilchen interagieren, die in derselben Zelle oder in einer der
Nachbarzellen liegen. Dieser Vorgehensweise liegen lokale Operationen zu Grun-
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de. Da man mit kubischen Zellen die Cutoff-Kugel jedoch nicht nachbilden kann,
muss bei der Berechnung der Kra¨fte u¨berpru¨ft werden, ob zwei Teilchen einen
geringeren Abstand zueinander haben als den Cutoff-Radius, d.h. ob sie mit ein-
ander wechselwirken. Hierbei entsteht ein Mehraufwand, den man gerne vermeiden
mo¨chte.
Durch eine Kombination der beiden Verfahren erha¨lt man ein Verfahren mit
der Lokalita¨t von Linked-Cell-Listen und der Effizienz von Verlet-Listen (z.B. der
Hierarchischer Algorithmus).
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Kapitel 3
Das Verfahren
Particle-Particle Methoden, kurz PP-Methoden genannt, wie z.B. der eingangs im
Kapitel 1.1 vorgestellte naive Lo¨sungsansatz, sind zwar sehr genau, haben aber
einen extrem hohen Rechen- und Zeitaufwand. Particle-Mesh Methoden (PM-
Methoden genannt), wie z.B. die im Abschnitt 1.2 kurz beschriebene, sind zwar
sehr schnell, in der Regel allerdings sehr ungenau. Wu¨nschenswert ist daher eine
Kombination aus beiden, die die jeweiligen Nachteile der Simulationsarten kom-
pensiert, die jeweiligen Vorzu¨ge jedoch erha¨lt.
Die hier verwendete Kombination sieht kurz umrissen folgendermaßen aus: Das
gesamte Simulationsgebiet wird in viele kleinere Gitterzellen untergliedert. Das
Potential Φ
(near)
i auf ein Teilchen i, welches von Wechselwirkungen von Teilchen
aus dem Nahfeld, d.h. aus derselben Gitterzelle und den Nachbarzellen, stammt,
wird mittels einer PP-Methode ermittelt, das Potential Φ
(far)
i aus dem Fernfeld,
welches von den Wechselwirkungen aller anderen Teilchen der Simulation herru¨hrt,
mit Hilfe einer PM-Methode. Um das Gesamtpotential Φi auf ein Teilchen i der
Simulation zu berechnen, mu¨ssen lediglich Φ
(near)
i und Φ
(far)
i addiert werden. Die
Gesamtkraft ~Fi, die auf das Teilchen i einwirkt, berechnet sich analog als Summe
der Kra¨fte ~F
(near)
i aus dem Nahfeld und der Kra¨fte ~F
(far)
i aus dem Fernfeld.
Um eine versta¨ndliche Beschreibung der Methode zu gewa¨hrleisten, ist es an
dieser Stelle sinnvoll, einige Vereinbarungen von Bezeichnungen vorzunehmen. Im
Folgenden wird mit
Ci Gebiet der Nachbarzellen, in dem sich Teilchen i befindet
Pi Gitterpunkte der Zelle, in der sich Teilchen i befindet
Gi Gitterzellen, die den Gitterpunkt i als Eckpunkt haben
bezeichnet.
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3.1 Nahfeldberechnung mittels PP-Methode
Um den Anteil des Potentials auf ein Teilchen i nach der Particle-Particle Metho-
de zu berechnen, werden die Wechselwirkungen von allen anderen Teilchen aus
den Nachbarzellen auf das Teilchen i ermittelt [2]. Mathematisch bedeutet dies:
Φ
(near)
i =
∑
j∈Ci,j 6=i
qj
|~ri − ~rj|
Die Anzahl der Nachbarzellen kann unterschiedlich groß gewa¨hlt werden. Das
kleinstmo¨gliche “Gebiet” der Nachbarzellen umfasst lediglich eine Zelle - na¨mlich
die Zelle, in der sich Teilchen i befindet. Die na¨chst gro¨ßere Anzahl an Nachbar-
zellen ist im dreidimensionalen Fall 27: die eigene Zelle und alle anderen Zellen,
die mindestens einen Punkt mit der eigenen Zelle gemein haben. Es werden also
zum na¨chst kleineren Gebiet von Nachbarzellen alle umliegenden Zellen mit direk-
tem Kontakt zu diesem Gebiet hinzugenommen. Dies bedeutet, dass die na¨chst
gro¨ßere Nachbarzellenanzahl 125 ist.
Die Vorgehensweise der PP-Methode ist zur Verdeutlichung in der Abbildung
3.1 fu¨r den zweidimensionalen Fall schematisch dargestellt.
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Abbildung 3.1: Schematische Darstellung der PP-Methode im 2D:
Zur Berechnung des Potentials auf ein Teilchen i (rot) werden im PP-
Teil des Algorithmus’ nur die Teilchen aus den Nachbarzellen (grau
unterlegter Bereich) beru¨cksichtigt.
Durch die Verwendung einer PP-Methode fu¨r den Nahbereich wird gewa¨hrlei-
stet, dass der gro¨ßte, sich schnell a¨ndernde Anteil am Gesamtpotential stets exakt
berechnet wird. Der Aufwand fu¨r diesen Teil des Algorithmus’ ist proportional zu
N2PP −NPP , wobei NPP die Anzahl der Teilchen ist, welche sich durchschnittlich
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in den Nachbarzellen befinden.
Fu¨r die Integration der Bewegungsgleichungen sind jedoch nicht die Potentiale
sondern die Kra¨fte relevant, die sich aus dem negativen Gradienten der potenti-
ellen Energie ergeben. Die Kra¨fte aus dem Nahfeld berechnen sich durch
~F
(near)
i = qi
∑
j∈Ci,j 6=i
qj
|~ri − ~rj |3 (~ri − ~rj).
3.2 Fernfeldberechnung mittels PM-Methode
Bei der PM-Methode wird die Ladung eines jeden Teilchens auf die Eckgitter-
punkte der Zelle interpoliert, in der sich das jeweilige Teilchen gerade befindet:
q˜ih = ω
i
h · qi
Hierbei ist q˜ih der Teil der Ladung von Teilchen i, der dem Gitterpunkt h zuge-
ordnet wird. Auf das Gewicht ωih, welches durch die Interpolation bestimmt wird,
wird in Kapitel 3.2.1 na¨her eingegangen.
Da es sich bei der Interpolation um eine Aufteilung der Ladung in Teilladungen
handelt, die dann auf die Gitterpunkte aufgetragen werden, ist die Summe dieser
Teilladungen gleich der Ladung des Teilchens.
qi =
∑
h∈Pi
q˜ih
Weil ein Gitterpunkt Eckpunkt von mehreren Zellen ist (im Dreidimensiona-
len sind es 8) und in jeder Gitterzelle mehrere Teilchen sind, deren Ladung auf
die umliegenden Gitterpunkte verteilt werden, ist die Gesamtladung eines Git-
terpunktes gleich der Summe der einzelnen Teilladungen, die dem Gitterpunkt
zugewiesen werden:
q˜h =
∑
i∈Gh
ωih · qi =
∑
i∈Gh
q˜ih
In Abbildung 3.2 werden diese Tatsachen beispielhaft fu¨r einen zweidimensio-
nalen Fall dargestellt.
Um den Anteil des Potentials aus der PM-Methode bestimmen zu ko¨nnen,
werden die Wechselwirkungen zwischen den Eckgitterpunkten der Zelle, in der
das Teilchen i liegt, und den u¨brigen Gitterpunkten ermittelt. Kompakt wird
dies durch eine Matrix-Vektor-Multiplikation (MV-Multiplikation) ausgedru¨ckt
[6, 7, 8], wobei in der Matrix A˜ die inversen Absta¨nde der Gitterpunkte zueinander
und in dem Vektor q˜ die zeitabha¨ngigen Ladungen der Gitterpunkte stehen.
Φ˜ = A˜ · q˜
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Abbildung 3.2: Die Ladungen aller Teilchen werden auf die umlie-
genden Gitterpunkte interpoliert. Der innere Gitterpunkt erha¨lt Po-
tentialanteile von Teilchen aus allen vier Zellen.
Da die Ladung, die mit der PP-Methode bereits berechnet wurde, nicht mehr
in die Berechnung eingehen darf, sind nur die Gitterpunktladungen zu beru¨ck-
sichtigen, die nicht von Teilchen aus Ci stammen. Bei der Verwendung der MV-
Multiplikation muss daher an dieser Stelle eine Korrektur erfolgen.
Φ˜
(cor)
h = Φ˜h −
∑
g∈Ci
A˜h,gq˜g = Φ˜h −
∑
g∈Ci
q˜g
|~˜rh − ~˜rg|
Zu beachten ist, dass fu¨r jede Gitterzelle, die den Gitterpunkt h als Eckpunkt
hat, unterschiedliche Gitterzellen zum Nahfeld geho¨ren, so dass die Korrektur nur
bezogen auf die jeweils betrachtete Zelle Gu¨ltigkeit besitzt. Es handelt sich somit
nicht um eine globale Korrektur auf den Gitterpunkten sondern um eine lokale.
Die korrigierten Potentiale auf den Eckgitterpunkten mu¨ssen nun lediglich auf
das Teilchen zuru¨ckinterpoliert werden [2]. Damit gilt fu¨r den Potentialanteil aus
der PM-Methode auf ein Teilchen i:
Φ
(far)
i =
∑
h∈Pi
ωih · Φ˜(cor)h
Aus dem korrigierten Potentialfeld, welches auf den Gitterpunkten durch Φ˜(cor)
gegeben ist, wird durch ein finites Differenzenverfahren das elektrische Feld ~˜E
berechnet [2], welches auf die Teilchen zuru¨ckinterpoliert wird und woru¨ber die
Kra¨fte auf die Teilchen bestimmt werden.
~F
(far)
i = qi
∑
h∈Pi
ωih
~˜Eh = −qi
∑
h∈Pi
ωih
~D
(n)
h Φ˜
(cor)
h
Hierbei ist ~D
(n)
h ein finiter Differenzen-Operator des Gradienten bezu¨glich des
Gitterpunktes h und einer Ordnung n.
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3.2.1 Gewichtungsfunktion ωih
Die Gewichtungsfunktion ωih legt fest, wie groß der Ladungsanteil von Teilchen
i ist, welchen der Gitterpunkt h erha¨lt. Es gibt sehr viele Mo¨glichkeiten fu¨r ei-
ne Gewichtungsfunktion. Fu¨r eine gute Gewichtungsfunktion gilt jedoch, dass bei
Anwendung der Funktion das Potential, welches von der Eigenladung eines Teil-
chens herru¨hrt, nicht einfließt, und dass sich durch kleine Positionsa¨nderungen
eines Teilchens das Gesamtpotential nur geringfu¨gig a¨ndert.
Eine bekannte Methode ist das NGP-Schema (Nearest Grid Point). Hierbei
wird die gesamte Ladung von einem Teilchen i dem na¨chst gelegenen Gitterpunkt
h zugeordnet. Dieses Schema ist sehr einfach, allerdings ist die Anwendung dieser
Methode nicht ratsam, da durch eine kleine A¨nderung der Position eines Teilchens
ein anderer Gitterpunkt zum na¨chstliegenden Gitterpunkt werden kann und da-
durch extreme Spru¨nge im Potential entstehen ko¨nnen [2]. In Abbildung 3.3 wird
dies verdeutlicht.
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Abbildung 3.3: Instabilita¨t des NGP-Schemas vereinfacht dargestellt
fu¨r den eindimensionalen Fall: In beiden Teilen der Grafik sind jeweils
drei Gitterpunkte (gru¨n) und zwei Ladungspunkte (rot) mit den La-
dungen q und −q. Der rechte Ladungspunkt liegt in beiden Fa¨llen dem
mittleren Gitterpunkt am na¨chsten: Dieser erha¨lt die Ladung von die-
sem Ladungspunkt. Der linke Ladungspunkt liegt in der linken Teilgra-
fik dem linken Gitterpunkt am na¨chsten, so dass dieser die gesamte La-
dung q erha¨lt. In der rechten Teilgrafik dagegen ist der Ladungspunkt
etwas nach rechts verschoben, so dass der na¨chstliegende Gitterpunkt
der mittlere ist und jenem die Ladung zugeordnet wird. Obwohl nur
eine geringe A¨nderung der Eingangsdaten vorgenommen wurde, ist das
errechnete Potential und somit auch die berechnete Kraft in den beiden
Fa¨llen sehr unterschiedlich (3. Reihe).
Etwas aufwendiger, dafu¨r stabil, ist das CIC-Schema (Cloud In Cell). Hier-
bei wird allen Gitterpunkten der Zelle, in welcher das jeweilige Teilchen liegt, ein
Ladungsanteil zugeordnet [2]. Bei Abbildung 3.2 ist dieses Schema bereits ange-
wendet worden. Die Gro¨ße des Ladungsanteils, den ein Gitterpunkt erha¨lt, ha¨ngt
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in der Regel von der Lage des Gitterpunktes zu dem Ladungspunkt ab (relativ
gesehen zu der Lage der u¨brigen Gitterpunkte der Gitterzelle).
Im eindimensionalen Fall bedeutet dies eine Aufteilung der Ladung entspre-
chend des inversen Abstandes zu den Gitterpunkten, im zweidimensionalen ent-
sprechend der inversen Fla¨cheninhalte und im dreidimensionalen Fall entsprechend
des inversen Volumeninhaltes.
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Abbildung 3.4: CIC-Schema im dreidimensionalen Fall: Die Gitter-
punkte mit den zugeordneten Ladungsanteilen einer Punktladung mit
den Koordinaten (x, y, z) innerhalb der Gitterzelle der Kantenla¨nge L
.
In Abbildung 3.4 sind fu¨r den dreidimensionalen Fall die Ladungsanteile den
jeweiligen Gitterpunkten zugeordnet. Die Variablen x, y und z sind hierbei die
Koordinaten eines Ladungspunktes aus der Gitterzelle, L ist die Kantenla¨nge der
kubischen Gitterzelle. Fu¨r ein zweidimensionales bzw. eindimensionales Problem
kann man die beno¨tigten Ladungsanteile ebenfalls aus der Abbildung 3.4 ablesen.
Im zweidimensionalen Fall gilt z = 0. Damit bekommen nur die Gitterpunkte der
Standfla¨che einen Ladungsanteil zugeordnet. Im eindimensionalen Fall gilt zusa¨tz-
lich y = 0, und nur die beiden vorderen Gitterpunkte der Standfla¨che erhalten
einen Ladungsanteil.
3.2.2 Einsatz der Wavelets im Verfahren
Zusammenfassend besteht die PM-Methode, wie gezeigt, aus den folgenden drei
Schritten:
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1. Ladung der Teilchen auf die Gitterpunkte interpolieren
2. Wechselwirkungen zwischen den Gitterpunkten berechnen
3. Potential bzw. Kra¨fte von den Gitterpunkten auf die Teilchen interpolieren
Schritt 1 und 3 haben eine Komplexita¨t proportional zu N , der Gesamtanzahl
der Teilchen in der Simulation. Die Ordnung von Schritt 2 ha¨ngt von der Anzahl
der Gitterpunkte NG ab, welche durch die Teilchenanzahl N und die durchschnitt-
liche Anzahl von Teilchen je Gitterzelle festgelegt ist. Insgesamt ergibt sich eine
Komplexita¨t von αN + βN2G, wobei NG  N . Dies bedeutet, dass das Verfahren
immer noch eine quadratische Komplexita¨t aufweist, lediglich der Vorfaktor ist
verkleinert worden.
Der Aufwand der Matrix-Vektor-Multiplikation sinkt wesentlich, wenn zu ei-
ner Darstellung u¨bergegangen wird, bei der die Matrix du¨nn besetzt, d.h. kom-
primiert, ist. Ein solcher U¨bergang wird mit Hilfe einer geeigneten Transfor-
mation durchgefu¨hrt. In dem hier verwendeten Verfahren wurde die Wavelet-
Transformation implementiert, welche im Kapitel 4 eingefu¨hrt und ausfu¨hrlich
diskutiert wird.
Die Kompression wird in der Regel nicht von der Transformation selber erreicht
sondern durch ein Threshold-Verfahren, mit dem die Transformation oftmals ge-
koppelt wird. Bei einem Threshold-Verfahren werden Werte, deren Betrag kleiner
als der Schwellenwert (Threshold) ist, zu Null gesetzt, Werte dem Betrag nach
oberhalb des Schwellenwertes werden nach bestimmten Regeln behandelt, z.B.
unvera¨ndert gelassen (Hard-Thresholding) oder dem Betrag nach um den Schwel-
lenwert verkleinert (Soft-Thresholding). Auf das Thresholding wird in Kapitel 4.7
na¨her eingegangen.
Das bisher vorgestellte Verfahren wird dahingehend modifiziert, dass die Ma-
trix-Vektor-Multiplikation im Wavelet-Raum durchgefu¨hrt wird. Hierzu wird die
Matrix A˜ durch Anwendung der Wavelet-Transformation, die mit einem Threshold-
Verfahren gekoppelt ist, in eine du¨nn besetzte Matrix Aˆt umgewandelt. Abbildun-
gen zu den verschiedenen Darstellungen der Abstandsmatrix sind im Anhang B
zu finden.
Da sich die Absta¨nde der Gitterpunkte zueinander und somit die Eintra¨ge der
Matrix A˜ im Verlauf der Simulation niemals a¨ndern, genu¨gt es, die Transforma-
tion einmal zu Beginn der Simulation durchzufu¨hrt. Der Vektor q˜ beinhaltet die
zeitabha¨ngigen Ladungen auf den Gitterpunkten. Somit vera¨ndert er sich in jedem
Zeitschritt und muss stets vor der Durchfu¨hrung der Matrix-Vektor-Multiplikation
transformiert werden.
Φˆ = Aˆt · qˆ
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Durch Ru¨cktransformation von Φˆ ist das globale Potential Φ˜ auf den Gitter-
punkten gegeben. Aufgrund der zuvor beschriebenen Modifikationen wird es no¨tig,
die Nahfeldkorrektur anzupassen.
Φ˜
(cor)
h = Φ˜h −
∑
g∈Ci
A˜t;h,gq˜g
Die Matrix A˜t ist hierbei die Ru¨cktransformation von Aˆt, von der komprimierten
wavelettransformierten Abstandsmatrix. Aufgrund dieser Aba¨nderungen wird der
Aufwand des Verfahrens auf eine lineare Komplexita¨tsordnung verringert, wie die
Ergebnisse in Kapitel 5.4 belegen.
Kapitel 4
Wavelets
4.1 Einfu¨hrung
Bei der Wavelet-Transformation (WT) geht es wie bei jeder Transformation dar-
um, eine Funktion f als Linearkombination von Grundfunktionen ψk und ent-
sprechenden Koeffizienten dk darzustellen. Es handelt sich also um eine lineare
Abbildung zwischen gewichteten L2-Ra¨umen.
f =
∑
k∈N
dkψk
Eine gute Transformation liegt vor, wenn mit mo¨glichst wenigen Koeffizienten
bei geringem Aufwand eine bestmo¨gliche Approximation der Funktion f erreicht
wird. Die Wavelet-Transformation hat viele Gemeinsamkeiten mit der Fourier-
Transformation (FT). Beide Transformationen sind Frequenz-Transformationen,
d.h. sie bilden Funktionen eines Funktionenraumes auf die Koeffizienten von Ba-
sisfunktionen ab, wobei die Basisfunktionen eine Lokalita¨t im Frequenzspektrum
aufweisen. Im Falle der FT wird die Ausgangsfunktion in ihre Sinus- und Cosinus-
Bestandteile mit verschiedenen Frequenzen zerlegt. Bei der WT dagegen werden
als Basisfunktionen sogenannte “Wavelets” verwendet.
Im Gegensatz zum Sinus und Cosinus besitzt ein Wavelet nicht nur Lokalita¨t
im Frequenzspektrum sondern auch im Zeitbereich [20]. Wavelets haben daher
die Form von nach außen hin abklingenden Wellen, daher der Name Wavelet –
“Wellchen”.
Diese Lokalita¨ten sollen am folgenden Beispiel na¨her erla¨utert werden. Wird
ein Akkord von drei To¨nen untersucht, so erha¨lt man sowohl durch die FT als
auch durch die WT die zugeho¨rigen Frequenzen dieser To¨ne. Werden diese To¨ne
nun einzeln nacheinander gespielt, so liefert die FT wiederum die Frequenzen
dieser To¨ne, die Information, wann welche Frequenz auftrat ist aus der Fourier-
Transformierten nicht erkenntlich. Bei Verwendung der WT dagegen sind aus dem
transformierten Signal nicht nur die Frequenzen der To¨ne erkennbar, sondern auch
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der Zeitpunkt an bzw. die Zeitdauer in der sie auftraten.
Den Nachteil der FT, keine Zeitlokalita¨t aufzuweisen, versucht die gefenster-
te Fourier-Transformation (WFT) auszugleichen [10, 16]. Hierbei wird das Signal
nicht in seiner Gesamtheit untersucht, sondern nur in einem bestimmten Intervall.
Dieses Zeitfenster wird dann sukzessive u¨ber das gesamte Signal verschoben. Es
liegt allerdings in Abha¨ngigkeit der Intervallbreite entweder eine gute Zeit- oder
eine gute Frequenzauflo¨sung vor. Des Weiteren ist diese Methode numerisch sehr
aufwendig.
Wavelets sind im Allgemeinen eher kompliziert aufgebaut. Obwohl es eine un-
endlich große Anzahl von Wavelets gibt, sind nur sehr wenige im praktischen
Gebrauch.
Der Vorteil der Wavelet-Transformation gegenu¨ber der Fourier-Transforma-
tion ist zum einen die zeitliche Lokalita¨t der Basisfunktionen (Wavelets), zum
anderen die geringe Komplexita¨t der Transformation von O(N) im Gegensatz zu
O(N logN) bei der Fourier-Transformation, wobei N die Anzahl der Abtastzeit-
punkte ist.
Die Wavelet-Transformation wird in drei Gruppen eingeteilt: Die kontinuier-
liche Wavelet-Transformation (CWT), welche auf kontinuierliche Funktionen an-
wendbar ist (vgl. 4.2), die diskrete Wavelet-Transformation (DWT) fu¨r abgetaste-
te Funktionen und die schnelle Wavelet-Transformation (FWT), die eine schnelle
und stabile numerische Umsetzung der diskreten Wavelet-Transformation ist.
4.2 Kontinuierliche Wavelet-Transformation
Eine Funktion ψ ∈ L2(R) mit ihrer Fourier-Transformierten ψ̂(ω), welche die
Zula¨ssigkeitsbedingung
0 < cψ := 2pi
∞∫
−∞
|ψ̂(ω)|2
|ω| dω < +∞ (4.1)
erfu¨llt, heißt Wavelet. Diese Bedingung kann nur erfu¨llt werden, wenn die Fourier-
Transformierte von ψ an der Stelle ω = 0 eine Nullstelle besitzt. Hieraus folgt,
dass der Mittelwert von ψ verschwindet.
0 = ψ̂(0) = (2pi)−1/2
∞∫
−∞
ψ(t) exp(−it · 0)dt =
∞∫
−∞
ψ(t)dt (4.2)
Allgemein wird bei einer CWT folgendermaßen vorgegangen: Gewa¨hlt wird ein
Basis-Wavelet ψ, auch “Mutterwavelet” genannt. Dieses wird skaliert (gestreckt
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Abbildung 4.1: Verschiedene Translationen und Dilatationen eines
Wavelets am Beispiel des Wavelets “Mexikanerhut”.
Abbildung 4.2: Verschiedene Translationen und Dilatationen eines
Wavelets am Beispiel eines Daub4 -Wavelets .
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oder gestaucht) um den Faktor a und verschoben durch den Verschiebungsfaktor
b [16].
ψ
(
t− b
a
)
a, b ∈ R , a 6= 0
Diese durch Dilatation und Translatation entstandenen Varianten des Mutterwa-
velets nennt man auch “Kinder” des Wavelets. Die Abbildungen 4.1 und 4.2 sind
Beispiele fu¨r ein “Mutterwavelet” und seine “Kinder”.
Um die Koeffizienten der Wavelet-Analyse eines Signals zu erhalten, wird das
Signal mit dem Mutterwavelet gefaltet, anschließend mit seinen “Kindern”. So
erha¨lt man Signale, welche immer noch zeit- bzw. ortsabha¨ngig sind, aber gleich-
zeitig Informationen u¨ber die Frequenz enthalten. Das Signal f(t) wird also in
eine Funktion abha¨ngig von der Skala a und der Zeit b u¨berfu¨hrt [16, 20].
(Lψf(t)) (a, b) =
1√
cψ
· |a|−1/2
∞∫
−∞
f(t)ψ
(
t− b
a
)
dt a, b ∈ R , a 6= 0 (4.3)
Als Isometrie zwischen Hilbert-Ra¨umen wird die Wavelet-Transformation auf
ihren Bildbereich durch ihre adjungierte Abbildung invertiert. Eine Funktion f ∈
L2(R) besitzt daher die Darstellung
f(x) =
1√
cψ
∞∫
−∞
∞∫
−∞
(Lψf(t)) (a, b)
1√
|a|
· ψ
(
x− b
a
)
dadb
a2
(4.4)
mit der Wavelet-Transformation Lψ zum Wavelet ψ [19, 20]. Diese Darstellung ist,
wie bereits erwa¨hnt, fu¨r kontinuierliche Funktionen anwendbar. Bei dem in dieser
Arbeit betrachteten Problem sind die Zielfunktionen (Ladungsvektoren und Ab-
standsmatrix) jedoch diskret, so dass die kontinuierliche Wavelet-Transformation
nicht weiter betrachtet wird.
4.3 Diskrete Wavelet-Transformation
Bei der diskreten Wavelet-Transformation werden die Wavelets nur um ganze
Zahlen gestaucht und verschoben. Meistens wird um den dyadischen Faktor 2
skaliert.
ψ(2kt+ l) k, l ∈ ZZ
Die Multiskalen-Analyse (MSA) ist eine mathematische Methode, die eine schnelle
und stabile Wavelet-Analyse (Zerlegung, Transformation) und -Synthese (Rekon-
struktion) erlaubt und somit Grundlage der diskreten Wavelet-Transformation ist
[7, 8, 19, 20].
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4.3.1 Multiskalen-Analyse
Das Signal f soll in seine hoch- und niederfrequenten Anteile aufgespalten werden.
Hierzu sei f ∈ V−1 ⊂ L2(R), wobei V−1 ein beliebiger Unterraum des L2(R) ist.
Die “glatten”, niederfrequenten Anteile von f werden durch die Projektion P0f
auf den Unterraum V0 beschrieben, der die “glatten” Funktionen aus V−1 entha¨lt.
Der Raum W0, welcher die hochfrequenten Anteile beschreibt, ist das orthogonale
Komplement von V0 in V−1. Die Projektion von f aufW0 wird mit Q0f bezeichnet.
Somit wird das Signal f ∈ V−1 ⊂ L2(R) durch
f = P0f +Q0f mit f ∈ V−1 = V0 ⊕W0
dargestellt.
Der niederfrequente Anteil P0f wird nun auf dieselbe Weise zerlegt, indem der
Raum V0 wiederum als Summe der orthogonalen Unterra¨ume V1, der die nieder-
frequenten, und W1, der die hochfrequenten Elemente von V0 entha¨lt, geschrieben
wird. Die zugeho¨rigen Projektoren sind P1 und Q1.
P0f = P1f +Q1f mit P0f ∈ V0 = V1 ⊕W0
Durch Fortsetzen dieses Verfahrens entsteht das folgende Rekursionsschema,
welches auch in Abbildung 4.3 schematisch dargestellt ist [7, 8, 19, 20].
Pmf = Pm+1f +Qm+1f Vm = Vm+1 ⊕Wm+1 ∀m ∈ ZZ
Die Funktion f kann nun bei einer Zerlegung bis zum LevelM wie folgt dargestellt
werden:
f = PMf +
M∑
k=0
Qkf
     
$
$
$
$
%
$
$
$
$
%
$
$
$
$
%
P0 P1
Q0 Q1 Q2
L2(R) · · · V−1 V0 V1 · · · {0}
W0 W1 W2
Abbildung 4.3: Schematische Darstellung einer Multiskalenana-
lyse des L2(R): Pif , i ∈ Z entha¨lt die Details von f nach der
i-ten Zerlegung, Qif , i ∈ ZZ beinhalten die Anteile von f zu einem
bestimmten Frequenzband.
Mathematisch ist eine Multiskalenanalyse des L2(R) folglich eine aufsteigende
Folge von abgeschlossenen Unterra¨umen Vm ⊂ L2(R), m ∈ ZZ,
{0} ⊂ · · · ⊂ V2 ⊂ V1 ⊂ V0 ⊂ V−1 ⊂ · · · ⊂ L2(R),
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so dass gilt
⋃
m∈ZZ
Vm = L
2(R) (4.5)
⋂
m∈ZZ
Vm = {0} (4.6)
f(·) ∈ Vm ⇔ f(2m·) ∈ V0 (4.7)
Die erste Gleichung besagt, dass der L2-Abschluss der Vereinigungen der Ra¨ume
Vm, m ∈ ZZ, gleich dem Raum L2(R) ist, wodurch die Vollsta¨ndigkeit gegeben
ist. Die zweite Gleichung legt den Ausschluss von Redundanz fest, da die einzige
Funktion, die in allen Ra¨umen Vm enthalten ist, die Nullfunktion ist. Die dritte
Gleichung gibt an, dass Vm eine skalierte Version des Grundraumes V0 ist.
Des Weiteren gibt es eine Funktion ϕ ∈ L2(R), deren ganzzahlige Verschie-
bungen eine Riesz-Basis von V0 erzeugen [19].
V0 = span{ϕ(· − k)|k ∈ Z} (4.8)
mit
A
∑
k∈Z
ck
2 ≤
∥∥∥∥∥∥
∑
k∈ZZ
ckϕ(· − k)
∥∥∥∥∥∥
2
L2
≤ B ∑
k∈Z
ck
2 (4.9)
∀{ck}k∈Z ∈ `2(Z ) und A,B positive Konstanten.
Bei der Ungleichung (4.9) handelt es sich um eine Norma¨quivalenz, somit ist
Stabilita¨t gegeben. Gilt A = B = 1, so bilden die Translate von ϕ eine ortho-
normale Basis. Durch einen Orthogonalisierungsprozess kann zu jeder Riesz-Basis
mindestens eine Orthonormalbasis gefunden werden [14]. In der hier vorliegenden
Arbeit werden ausschließlich orthonormale Basen betrachtet, so dass von nun an
ϕ die durch den Orthogonalisierungsprozess entstandene Funktion bezeichnet, de-
ren ganzzahlige Verschiebungen eine Orhtonormalbasis bilden.
Die Gleichung (4.8) impliziert, dass der Raum V0 invariant bezu¨glich ganzzah-
liger Verschiebungen ist (translationsinvariant).
∀k ∈ ZZ f ∈ V0 ⇔ f(· − k) ∈ V0 (4.10)
Zusammen mit Gleichung (4.7) ergibt sich somit aus (4.10)
∀k ∈ Z f(· − 2mk) ∈ Vm ⇔ f ∈ Vm (4.11)
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4.3.2 Skalierungsfunktion
Aus Gleichung (4.11) ko¨nnen die Funktionen
ϕm,k(t) = 2
−m
2 ϕ(2−mt− k), k ∈ Z (4.12)
abgeleitet werden, die eine Orthonormalbasis von dem Raum Vm sind und diesen
aufspannen [6, 7, 8, 19].
Vm = span{ϕm,k|k ∈ ZZ} (4.13)
Die Funktion ϕ wird Skalierungsfunktion genannt, da sie die Skalierungsglei-
chung erfu¨llt [6, 7, 8, 19], d.h. es gibt eine Folge {hk}k∈Z ∈ R mit
ϕ(x) =
√
2
∑
k∈Z
hkϕ(2x− k). (4.14)
Dies gilt, da nach Gleichung (4.8) ϕ ∈ V0 ⊂ V−1. Der Raum V−1 wird von den
Funktionen ϕ−1,k(t) =
√
2ϕ(2t − k) aufgespannt (siehe Gleichungen (4.12) und
(4.13)). Jede Funktion aus dem Raum V−1 kann nun als Linearkombination dieser
Basisfunktionen dargestellt werden, was Gleichung (4.14) besagt.
Aus Gleichung (4.8) und (4.14) folgt aber nach [10] direkt
ϕm,k =
∑
l∈ZZ
hlϕm−1,l+2k =
∑
l∈ZZ
hl−2kϕm−1,l . (4.15)
Weiterhin ist ϕ integrierbar und erfu¨llt die Mittelungseigenschaft
∞∫
−∞
ϕ(t)dt = 1 . (4.16)
Die Koeffizienten der Skalierungsfunktion genu¨gen den Gleichungen∑
k∈Z
hk =
√
2 und
∑
k∈Z
(−1)khk = 0 . (4.17)
4.3.3 Wavelet
Es existiert zu jeder Skalierungsfunktion ϕ innerhalb einer MSA ein Wavelet ψ,
dessen translatierte und dilatierte Versionen
ψm,k(t) = 2
−m
2 ψ(2−mt− k) (4.18)
fu¨r ein festes m ∈ Z eine Basis des Raumes Wm bilden [6, 7, 8, 19, 20]. Daru¨ber
hinaus kann das Wavelet mit Hilfe der Skalierungsfunktion und der Folge {gk}k∈Z
dargestellt werden.
ψ(t) =
√
2
∑
k∈Z
gkϕ(2t− k) (4.19)
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Auch hier ist, analog zu Gleichung (4.15),
ψm,k =
∑
l∈Z
glψm−1,l+2k =
∑
l∈Z
gl−2kψm−1,l (4.20)
resultierend aus den Gleichungen (4.18), (4.19) und der Definition von ϕm,k (4.12)
[10]. Wie die Skalierungsfunktion soll auch das Wavelet integrierbar sein und die
Eigenschaft
∞∫
−∞
ψ(t)dt = 0 (4.21)
besitzen (Vergleiche Gleichung (4.2) auf Seite 34). Um dies zu erfu¨llen, muss das
Wavelet eine oszillierende Funktion sein, also wellenartigen Charakter besitzen:
hieraus ist die englische Bezeichnung “Wavelet” entstanden.
Die Folge {gk}k∈Z wird mit Hilfe der Koeffizienten der Skalierungsfunktion hk
durch
gk = (−1)kh1−k
definiert [10, 6, 7, 8, 20]. Durch Integration von ψ sowie unter Beachtung der
Gleichungen mit den Integraleigenschaften (4.16 und 4.21) ist die Bedingung∑
k∈Z
gk = 0
ableitbar.
4.4 Schnelle Wavelet-Transformation
4.4.1 Transformation
Fu¨r die Analyse wird eine orthogonale Skalierungsfunktion ϕ, die eine Basis von
V0 bildet, gewa¨hlt. Somit besitzt f ∈ V0 die Darstellung
f(x) =
∑
k∈Z
c0kϕ(x− k)
mit den reellen Koeffizienten c0 = {c0k|k ∈ Z}.
Das zur Skalierungsfunktion ϕ geho¨rige orthogonale Wavelet sei ψ. Damit ist
{ψm,k = 2−m/2ψ(2−m · −k)|k,m ∈ ZZ}
eine Orthonormalbasis des L2(R) [6, 7, 8, 19, 20].
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Die diskrete Wavelet-Transformation von f erfolgt durch die L2-Skalarproduk-
te von f und ψm,k (dies entspricht der Gleichung (4.3) aus der CWT):
√
cψ (Lψf(x)) (2
m, 2mk) = 〈f, ψm,k〉L2 m ∈ N0, k ∈ Z
.
Zur Vereinfachung der Formulierung eines schnellen, effizienten Algorithmus
fu¨r die Transformation werden folgende Definitionen eingefu¨hrt:
dmk := 〈f, ψm,k〉L2 , dm := {dmk |k ∈ ZZ} ∈ `2(ZZ)
cmk := 〈f, ϕm,k〉L2 , cm := {cmk |k ∈ ZZ} ∈ `2(Z )
Zusammen mit den Skalierungsgleichungen fu¨r die Skalierungsfunktion (4.14) und
das Wavelet (4.19) folgt:
dmk := 〈f, ψm,k〉L2 =
∑
l∈ZZ
gl〈f, ϕm−1,2k−l〉L2 =
∑
l∈ZZ
gl−2kc
m−1
l (4.22)
cmk := 〈f, ϕm,k〉L2 =
∑
l∈Z
hl〈f, ϕm−1,2k−l〉L2 =
∑
l∈ZZ
hl−2kc
m−1
l (4.23)
Ist c0 gegeben, so kann die DWT rekursiv durch die diskrete Faltung berech-
net werden. Sa¨mtliche Operationen werden nun auf den Koeffizienten cm und dm
ausgefu¨hrt [7, 8, 20]. An dieser Stelle sei angemerkt, dass es sich nicht um eine
normale diskrete Faltung handelt, da zum einen nur jedes zweite Skalarprodukt
ausgewertet wird und zum anderen die Indizes vertauscht sind (l−2k statt k−2l)
[6, 8, 19]. In der Signaltheorie wird von einer Faltung mit anschließendem Sub-
Sampling um den Faktor 2 gesprochen.
Graphisch ist das Prinzip der schnellen Wavelet Transformation in Abbildung
4.4 dargestellt. Hierbei wurden zur ku¨rzeren Schreibweise der Gleichungen (4.22)
und (4.23) die Zerlegungsoperatoren G und H mit
G : `2(Z ) → `2(Z )
c 7−→ Gc =
(Gc)k = ∑
l∈ZZ
gl−2kcl

bzw.
H : `2(ZZ) → `2(ZZ)
c 7−→ Hc =
(Hc)k = ∑
l∈Z
hl−2kcl

eingefu¨hrt, wobei h = {hk|k ∈ Z} bzw. g = {gk|k ∈ Z} die Folge der Skalierungs-
koeffizienten bzw. die Folge der Wavelet-Koeffizienten bezeichnen.
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Abbildung 4.4: Schematische Darstellung einer schnellen Wavelet-
Transformation: Die diskrete Faltung mit der Skalierungsfunktion
bzw. dem Wavelet mit anschließendem Sub-Sampling um Faktor 2
wird durch die beiden Operatoren H bzw. G dargestellt.
Dieser Algorithmus ist als Mallat-Algorithmus oder auch als Burt-Adelsonscher
Pyramiden-Algorithmus bekannt. Anschaulicher wird er und seine Pyramiden-
struktur, wenn er auf einen Datenvektor angewendet wird [8, 16, 19, 20].
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Abbildung 4.5: Pyramiden-Algorithmus angewendet auf einen Da-
tenvektor mit 8 Elementen und einer maximalen Zerlegungstiefe von
M = 3.
4.4.2 Rekonstruktion
Bei der Rekonstruktion wird aus den Koeffizientenfolgen {cM , dm|m = 1, ...,M}
die Folge c0 berechnet. Durch die Pyramidenstruktur der Transformation ist es
offensichtlich, dass es sich um ein rekursives Problem handelt. Es reicht zu zeigen,
wie aus c1 und d1 die Folge c0 ermittelt wird.
Da c0 ∈ V0 = V1 ⊕W1, gilt zusammen mit den Gleichungen (4.15) und (4.20),
resultierend aus den Skalierungsgleichungen (4.14) und (4.19), folgendes:∑
k∈Z
c0kϕ0,k =
∑
j∈Z
c1jϕ1,j +
∑
j∈Z
d1jψ1,j
=
∑
j∈Z
c1j
∑
l∈ZZ
hlϕ0,2j−l +
∑
j∈Z
d1j
∑
l∈ZZ
glϕ0,2j−l
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Mit Hilfe eines Koeffizientenvergleichs ergibt sich c0 zu:
c0k =
∑
l∈Z
c1l h2l−k +
∑
l∈Z
d1l g2l−k
Ausgehend von dM und cM kann nun analog zuna¨chst cM−1 rekonstruiert wer-
den. Rekursiv angewendet gelangt fu¨hrt dies nach M Schritten zu c0 [19].
Analog ko¨nnen an dieser Stelle die zu den Operatoren G und H bezu¨glich des
L2-Skalarproduktes adjungierten Operatoren G∗ und H∗ definiert werden.
G∗ : `2(ZZ) → `2(Z )
c 7−→ G∗c =
(G∗c)k = ∑
l∈ZZ
gk−2lcl

bzw.
H∗ : `2(ZZ) → `2(ZZ)
c 7−→ H∗c =
(H∗c)k = ∑
l∈Z
hk−2lcl

Somit kann die schnelle Rekonstruktion analog zur schnellen Transformation
graphisch wie folgt dargestellt werden.
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Abbildung 4.6: Schematische Darstellung einer schnellen Rekon-
struktion: Die Operatoren H∗ bzw. G∗ sind hierbei die adjungier-
ten Operatoren zu H bzw. G bezu¨glich des L2-Skalarproduktes.
4.4.3 Komplexita¨t
Bevor an einem konkreten Beispiel die schnelle Wavelet-Transformation veran-
schaulicht wird, wird zuna¨chst die Komplexita¨t dieses Verfahrens betrachtet [19].
Die La¨nge von c0 wird mit n(0) = n und die Anzahl der Koeffizienten der Ska-
lierungsfunktion bzw. des Wavelets mit g bzw. h bezeichnet. Da in jedem Schritt
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nach der Faltung ein Sub-Sampling um Faktor 2 vorgenommen wird, berechnet
sich die La¨nge von cm bzw. dm durch n(m) = 2−m · n(0).
Zugleich finden in jedem Schritt zwei Faltungen statt, einmal mit der Skalie-
rungsfunktion und einmal mit dem Wavelet. Unter der Annahme, dass g, h und
n endlich sind, bela¨uft sich somit der Gesamtaufwand dieses Verfahrens bei einer
Zerlegungstiefe M auf
M∑
m=1
((g + h) · n(m)) = (g + h) · n(0) ·
M∑
m=1
2−m ≤ (g + h) · n.
Die Komplexita¨t ist proportional zu n, der Algorithmus weist ein O(n)-Verhalten
auf.
4.4.4 Beispiel: Haar-Wavelet
Das Haar-Wavelet ψH bildet eine orthogonale Wavelet-Basis.
ψH(x) :=

1 : 0 ≤ x < 0.5
−1 : 0.5 ≤ x ≤ 1
0 : sonst
ϕH(x) :=
{
1 : 0 ≤ x ≤ 1
0 : sonst
Bedingt durch seine nichtstetige Definition hat das Haar-Wavelet allerdings
schlechte Gla¨ttungseigenschaften. Auch ist es im Frequenzraum schlecht lokali-
siert. Obwohl es diese Nachteile hat, eignet es sich auf Grund seiner Einfachheit
sehr gut, um eine Wavelet-Transformation und -Rekonstruktion zu demonstrieren.
Die Koeffizienten der Skalierungsfunktion ϕH sind durch hk = 1/
√
2, k ∈
{1, 2}, die des Wavelets ψH durch gk = (−1)k+1 ·1/
√
2, k ∈ {1, 2}, gegeben. Somit
gla¨ttet die Skalierungfunktion ϕH das Signal, indem es die Mittelwerte aus je zwei
benachbarten Werten bildet und mit
√
2 multipliziert. Man erha¨lt ein Signal mit
halber Auflo¨sung. Das Wavelet ψH berechnet die Differenzen zum Mittelwert mul-
tipliziert mit
√
2 [6, 7, 8]. An dieser Stelle sei angemerkt, dass die Multiplikation
mit dem Faktor
√
2 zur Erhaltung der Signalenergie notwendig ist.
Es seien die Werte c0 = [2, 2, 5, 3] gegeben. Die Skalierungsfunktion berechnet
den Mittelwert aus den ersten und den letzten beiden Werten, das Wavelet die
entsprechenden Differenzen:[
2 + 2
2
·
√
2,
5 + 3
2
·
√
2
]
= [2
√
2, 4
√
2][
2− 2
2
·
√
2,
5− 3
2
·
√
2
]
= [0,
√
2]
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Auf den ersten Vektor [2
√
2, 4
√
2] kann die Transformation erneut angewendet
werden: [
2
√
2 + 4
√
2
2
·
√
2
]
= [6][
2
√
2− 4√2
2
·
√
2
]
= [−2]
Die nach der Transformation abgespeicherten Werte sind also [6,−2, 0,√2].
Zur Rekonstruktion wird zuna¨chst die letzte Transformation aufgelo¨st, indem
der Mittelwert bzw. die Differenz zum Mittelwert der beiden zuletzt errechneten
Werte berechnet und mit
√
2 multipliziert wird.
[
6 + 2
2
·
√
2,
6− 2
2
·
√
2
]
= [2
√
2, 4
√
2]
Nun werden die urspru¨nglichen Daten durch eine weitere Rekonstruktion ermit-
telt. Man geht genauso vor, wie bei der Auflo¨sung der vorherigen Synthese: Aus
beiden Vektoren ([2
√
2, 4
√
2] und [0,
√
2]) wird jeweils der erste Wert herausge-
nommen und zu diesen der Mittelwert bzw. die Differenz zum Mittelwert ermittelt
und jeweils noch mit
√
2 multipliziert. Ebenso wird mit jedem weiteren folgenden
Wertepaar verfahren:
[
2
√
2 + 0
2
·
√
2,
2
√
2− 0
2
·
√
2,
4
√
2 +
√
2
2
·
√
2,
4
√
2−√2
2
·
√
2
]
= [2, 2, 5, 3]
4.5 Eigenschaften von Wavelets
Die verschiedenen Basis-Wavelets zeichnen sich durch unterschiedliche Kombina-
tionen von Eigenschaften aus. Basis-Wavelets mit gleichen Eigenschaften werden
zu Klassen zusammengefasst [18]. Die wichtigsten Eigenschaften sind:
1. Orthogonalita¨t: In dieser Arbeit wurden nur orthogonale Wavelets verwen-
det.
2. Kompaktheit: Waveletfunktionen mit kurzem Tra¨ger (Support) gewa¨hrlei-
sten gute Lokalita¨tseigenschaften. Ein kompaktes Wavelet, ein Wavelet mit
kurzem Tra¨ger, hat nur wenige Koeffizienten gk ungleich Null, wodurch der
Rechenaufwand bei der Verwendung eines solchen Wavelets stark begrenzt
ist.
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3. Glattheit: Die Glattheit ist ein notwendiges Kriterium bei Approximations-
und Kompressionsverfahren. Ein Kompressionseffekt wird erzielt, indem Ko-
effizienten unterhalb eines Schwellenwertes zu Null gesetzt werden und somit
die dazugeho¨rigen Basisfunktionen nicht mehr zur Rekonstruktion verwen-
det werden (siehe hierzu auch Kapitel 4.7 auf Seite 50). Mit der Verwendung
gla¨ttender Wavelets kann die Entstehung sto¨render Artefakte in rekonstru-
ierten Signalen vermindert werden.
4. Symmetrie: Wavelets ko¨nnen zur y-Achse symmetrisch sein - wie z. B. der
Mexikanerhut (Abbildung 4.1 auf Seite 35) - oder asymmetrisch, wie z.B.
die Daubechies Wavelets (siehe Abbildung 4.2 ebenfalls auf Seite 35). Asym-
metrische Basisfunktionen haben die Eigenschaft, dass sie zu einer Phasen-
verschiebung des Signals fu¨hren ko¨nnen.
5. Verschwindende Momente: Das k-te Moment einer Funktion ist das Integral
u¨ber das Produkt dieser Funktion und der k-ten Potenz der Integrationsva-
riablen.
mk =
∫
tkψ(t)dt k = 0, 1, ...
Ist mk = 0, so wird von einem verschwindenden Moment gesprochen. Die
Ordnung N eines Daubechies Wavelets gibt an, welches Moment das erste
nicht verschwindende Moment ist [6, 7, 8, 19]:
mk =
∫
tkψ(t)dt = 0 k = 0, 1, ..., N − 1 (4.24)
mN =
∫
tNψ(t)dt 6= 0
Im diskreten Fall wird das Integral durch eine Summe ersetzt.
Neben diesen Eigenschaften gibt es noch eine Reihe anderer Unterscheidungs-
kriterien, die jedoch unwesentliche Bedeutung fu¨r diese Arbeit haben. Da sich
diese Eigenschaften oftmals gegenseitig ausschließen, ist die Suche nach der op-
timalen Kombination solcher Eigenschaften fu¨r eine gegebene Anwendung recht
schwierig.
Eine besondere Wavelet-Familie sind die orthonormalen Wavelet-Basen. Diese
Art von Wavelets bietet den Vorteil, dass die Umkehrabbildung der Transforma-
tion, die Rekonstruktion, leicht zu ermitteln ist. Stellt man die Transformation
mit Hilfe einer großen Matrix dar, so ist die Umkehrabbildung - die Inverse also
- gleich der Transponierten. Das einfachste Wavelet dieser Familie ist das Haar-
Wavelet ψH , welches allerdings aufgrund seiner unstetigen Definition schlechte
Gla¨ttungseigenschaften besitzt. Das wohl komplizierteste Wavelet dieser Klasse
ist das Meyer-Wavelet, welches zwar hervorragende Gla¨ttungseigenschaften, aller-
dings auch einen unendlichen Support besitzt, so dass es fu¨r reale Anwendungen
ungeeignet ist.
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Interessanter sind daher die von Ingrid Daubechies entdeckten kompakten,
differenzierbaren, orthogonalen Wavelets. Sie besitzen nicht nur eine hohe Loka-
lita¨t im Frequenz- und Zeitraum, sondern haben auch noch einen endlichen Sup-
port. Zusa¨tzlich ko¨nnen sie so glatt gewa¨hlt werden wie es gerade no¨tig ist. Das
Daubechies-Wavelet Daub2, welches dem Haar-Wavelet entspricht, bildet lineare
Funktionen exakt ab. Es hat ein verschwindendes Moment.
4.6 Daubechies Wavelet Filterkoeffizienten
Den Daubechies Wavelet Filterkoeffizienten liegt eine spezielle Klasse von Wa-
velets zugrunde. Die Bezeichnung “Filter” stammt aus der digitalen Signalverar-
beitung: Ein Wavelet entspricht der Impulsantwort eines Bandpassfilters, das aus
einem Hoch- und einem Tiefpass zusammengesetzt ist, mit einer gewissen Scha¨rfe
in der Zeit (Filterla¨nge) und in der Frequenz (Bandbreite) [10]. Wie man bei der
Darstellung mit Filtern bei der diskreten Wavelet-Transformation vorgeht, soll
nun im Folgenden erkla¨rt werden:
Zuerst wird ein Tiefpassfilter, das mit der Skalierungsfunktion verbunden ist,
u¨ber das Signal geschoben. Dabei vera¨ndert sich die Position des Filters jeweils
um den Faktor zwei. An jeder Position wird dieser mit den darunter liegenden
Signalwerten gefaltet, d.h. multipliziert und dann aufaddiert. Die mathematische
Formel fu¨r die Faltung ist
(h ∗ c)k =
k∑
j=0
hjck−j mit hj , cj > 0 ∀j
wobei h die Koeffizienten des Filters, c die Werte des Signals und k die Anzahl der
Signalwerte darstellen. Dies entspricht genau den Gleichungen (4.22) bzw. (4.23)
auf Seite 41. Das Tiefpassfilter hat die Eigenschaft, hohe Frequenzen aus dem
Signal herauszufiltern und nur die niedrigen Frequenzen “passieren” zu lassen.
So erha¨lt man ein gegla¨ttetes Signal, das dem Ausgangssignal in einer gro¨beren
Auflo¨sung entspricht und nur halb so viele Werte wie dieses besitzt [10].
Auf dieselbe Weise wird ein Hochpassfilter u¨ber das Signal gelegt. Dieses Filter
entspricht stark gestauchten Wavelets. Es la¨ßt nur die hohen Frequenzen “passie-
ren” und filtert die niederen heraus. Um das Ursprungssignal zu rekonstruieren,
mu¨ssten diese Werte dem gegla¨tteten Signal hinzugefu¨gt werden [10].
Im na¨chsten Schritt wiederholt man das gesamte Verfahren mit dem gegla¨tte-
ten Signal. Dieses wird also wieder in zwei Teile zerlegt, in den Tiefpass- und den
Hochpass-Teil. Man fa¨hrt rekursiv fort. Die Detailwerte jeder Transformations-
stufe werden dabei festgehalten.
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Abbildung 4.7: Schematische Darstellung der diskreten Wavelet-
Transformation mit Hilfe von Filtern: Der Hochpass wird mit H , der
Tiefpass mit G bezeichnet. Diese Abbildung entspricht im Wesentli-
chen der Abbildung 4.4 auf Seite 42.
Um die Filterkoeffizienten bzw. an die Koeffizienten der Skalierungsfunktion
und des Wavelets zu ermitteln, mu¨ssen lediglich die Skalierungsgleichungen gelo¨st
werden. Im Falle der Daubechies Koeffizienten kann dies mit Hilfe von Matrizen
erfolgen [13]. Zur Erleichterung der Notation wird dies anhand eines einfachen und
sehr lokalisierten Vertreters dieser Klasse, welcher oftmals mit Daub4 1 bezeichnet
wird, aufgezeigt. Die Transformationsmatrix fu¨r diesen Fall sieht folgendermaßen
aus:
W =

c0 c1 c2 c3
c3 −c2 c1 −c0
c0 c1 c2 c3
c3 −c2 c1 −c0
. . .
c0 c1 c2 c3
c3 −c2 c1 −c0
c2 c3 c0 c1
c1 −c0 c3 −c2

Der Aufbau der Matrix ist recht simpel. In den ungeraden Zeilen stehen die
Filterkoeffizienten in aufsteigender Reihenfolge, beginnend bei der Hauptdiagona-
len. In den geraden Zeilen stehen die Koeffizienten in absteigender Reihenfolge,
wobei jeder zweite Koeffizient zusa¨tzlich mit -1 multipliziert wird, beginnend in
der gleichen Spalte wie in der vorherigen Zeile. Alle noch freien Elemente sind
gleich Null. Eine Besonderheit bilden die letzten beiden Zeilen, deren letzte bei-
den Koeffizienten wie bei periodischen Randbedingungen den rechten Matrixrand
1Eine Abbildung dieses Wavelets und seiner Skalierungsfunktion befindet sich im Anhang A
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u¨berschreiten und vom linken Rand wieder in der Matrix erscheinen.
W T =

c0 c3 c2 c1
c1 −c2 c3 −c0
c2 c1 c0 c3
c3 −c0 c1 −c2
. . .
c2 c1 c0 c3
c3 −c0 c1 −c2
c2 c1 c0 c3
c3 −c0 c1 −c2

Die hier betrachtete Klasse von Wavelets hat die Eigenschaft, orthogonal zu
sein. Daher muss die Transponierte W T gleich der Inversen W−1 sein. Dies fu¨hrt
zu den Bedingungen:
c20 + c
2
1 + c
2
2 + c
2
3 = 1
c2c0 + c3c1 = 0
Da die Ordnung p = 2 erreicht wird, kommen zu den beiden obigen Gleichun-
gen noch die folgenden zwei hinzu, herru¨hrend von den Gleichungen (4.17) und
(4.24):
c3 − c2 + c1 − c0 = 0
0c3 − 1c2 + 2c1 − 3c0 = 0
Es entsteht ein lineares Gleichungssystem mit vier Gleichungen und vier Un-
bekannten, welche eindeutig bestimmt werden ko¨nnen. Die Lo¨sung lautet:
c0 = (1 +
√
3)/4
√
2
c1 = (3 +
√
3)/4
√
2
c2 = (3−
√
3)/4
√
2
c3 = (1−
√
3)/4
√
2
Fu¨r ein Daubechies Wavelet ho¨herer Ordnung mu¨ssen die entsprechenden Ko-
effizienten bestimmt werden, indem die obige Matrix nach beschriebenem Muster
aufgebaut wird, die zu erfu¨llenden Momentbedingungen (4.24) aufgestellt werden
und das so entstehende Gleichungssystem gelo¨st wird. Zu beachten ist hierbei,
dass die Anzahl der Koeffizienten um zwei steigt, wenn die Ordnung p um eins
erho¨ht wird. Bis zu einer Ordnung von 10 sind die Koeffizienten numerisch tabel-
liert. Die Koeffizienten der in dieser Arbeit untersuchten Wavelets sind im Anhang
A zu finden.
50 KAPITEL 4. WAVELETS
4.7 Wavelet-Thresholding
Die Wavelet-Transformation wird gerne zur Datenkompression eingesetzt. Eine
Kompression wird erreicht, indem die Werte der transformierten Daten, die un-
terhalb eines Schwellenwertes t liegen, gleich Null gesetzt werden (Thresholding)
[20]. Dies fu¨hrt zu einer Vera¨nderung der Originaldaten und damit unweigerlich zu
einem Fehler. Wie groß dieser Fehler ist, ha¨ngt von der Ho¨he des Schwellenwertes
ab. Im Wesentlichen gibt es zwei verschiedene Threshold-Verfahren: Das Hard-
und das Soft-Thresholding.
Bei dem Hard-Thresholding werden alle transformierten Daten, die oberhalb
des Schwellenwertes t liegen, beibehalten, wa¨hrend alle anderen auf Null gesetzt
werden. Es wird nach dem Prinzip “behalten oder abschneiden” vorgegangen [20].
ηhardt (v) = I(|v| > t) · v =
{
v : |v| > t
0 : |v| ≤ t
Wird davon ausgegangen, dass die Eingangsdaten bereits fehlerhaft sind (in
der Signaltheorie spricht man von Rauschen), ist es sinnvoll, alle Koeffizienten
leicht zu vera¨ndern. Diese U¨berlegung fu¨hrt zum Soft-Thresholding.
ηsoftt (v) = I(|v| > t) · (|v| − t) · sgn(v) =
{
sgn(v) · (|v| − t) : |v| > t
0 : |v| ≤ t
Hierbei werden wie zuvor alle transformierten Daten unterhalb eines Schwel-
lenwertes t auf Null gesetzt, alle anderen Daten werden um den Schwellenwert
verringert bzw. bei negativen Werten erho¨ht. Das Motto lautet hier “verkleinern
oder abschneiden” [20]. Ein Beispiel fu¨r beide Thresholdingarten ist in Abbildung
4.8 dargestellt.
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Abbildung 4.8: Thresholding bei der Identita¨t mit Schwellenwert
t = 0.5, links das Hard- und rechts das Soft-Thresholding.
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Die Wavelet-Transformation wird rekursiv auf den Daten ausgefu¨hrt, womit
verschiedene Transformationsebenen entstehen. Man spricht hier auch von Mehr-
fachauflo¨sung. Zwangsla¨ufig stellt sich die Frage, wann das Treshold-Verfahren
angewendet werden soll: Man kann nach jeder Transformationsebene das Treshold-
Verfahren anwenden, oder erst nachdem die endgu¨ltige Transformationstiefe er-
reicht ist [20]. Im ersten Fall kann man sich zusa¨tzlich noch zwischen der Mo¨glich-
keit entscheiden, ob man einen Schwellenwert fu¨r alle Transformationsebenen (glo-
bales Thresholding), oder fu¨r jede Ebene einen eigenen (levelabha¨ngiges Threshol-
ding) benutzt. Beim globalen Thresholding wendet man meist den Operator nur
auf die Koeffizienten der ho¨chsten Auflo¨sung an, da die Koeffizienten der unteren
Levels die “gro¨ßten” sind.
Bei dem Verfahren, das dieser Arbeit zu Grunde liegt, wurde ein globales
Thresholding gewa¨hlt, welches lediglich auf die ho¨chste Auflo¨sung angewendet
wurde, d.h. erst nach dem Erreichen der endgu¨ltigen Transformationstiefe. Das
Thresholding wird durch den Operator T : R
n × Rn → Rn × Rn dargestellt.
52 KAPITEL 4. WAVELETS
Kapitel 5
Ergebnisse
Ein Vielteilchensystem wird im Wesentlichen durch die Teilchenanzahl N und
die Dichte ρ charakterisiert. Zusa¨tzliche Charakteristika - wie Position der Teil-
chen und deren Ladungen - beschreiben lediglich eine mo¨gliche Realisierung eines
solchen Systems. Um qualitative Aussagen bezu¨glich des verwendeten Verfahrens
treffen zu ko¨nnen, werden fu¨r jede Kombination von Verfahrensparametern mehre-
re unterschiedliche, zufa¨llige Startkonfigurationen gewa¨hlt und aus den Ergebnis-
sen der Mittelwert bestimmt. Gerechnet wurde auf dem Ju¨licher Supercomputer
JuMP 1.
5.1 Abscha¨tzung des Diskretisierungsfehlers
Die Genauigkeit des Verfahrens unter Auslassung des Kompressionsverfahrens
kann durch vier Parameter gesteuert werden. Die Gu¨te dieser Methode ha¨ngt von
der benutzten Interpolation, des verwendeten finiten Differenzen-Schemas, der
durchschnittlichen Anzahl von Teilchen pro Gitterzelle und der Anzahl der Nach-
barzellen fu¨r die Nahfeldberechnung ab. Da die Teilchenanzahl im System fest
vorgegeben ist, wird zusammen mit der durchschnittlichen Anzahl von Teilchen
pro Gitterzelle bestimmt, in wieviele Gitterzellen das Simulationsgebiet unterteilt
wird. Viele Teilchen je Gitterzelle bedeuten wenige Gitterzellen, wenige Teilchen
pro Zelle dementsprechend viele Gitterzellen.
Da das Laufzeitverhalten im Wesentlichen nur von der Anzahl der Gitterzel-
len abha¨ngt und die u¨brigen Parameter kaum einen Einfluss auf den Aufwand
ausu¨ben, wird zuerst der Zeitbedarf betrachtet. Bei dem hier verwendeten Ver-
fahren gibt es zum einen den einmaligen Aufwand zu Beginn der Simulation, in
der die Abstandsmatrix und die Nachbarschaftslisten aufgebaut werden, und den
Zeitbedarf pro Zeitschritt. Je mehr Gitterzellen verwendet werden, desto ho¨her
ist der Initialisierungsaufwand. Abbildung 5.1 stellt dies dar.
1Technische Details unter http://jumpdoc.fz-juelich.de/
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Abbildung 5.1: Der Initialisierungsaufwand des Verfahrens ohne das
Einfu¨gen der Wavelet-Transformation.
Da dieser Aufwand jedoch nur einmal aufgewendet werden muss, ist er nicht
so relevant wie der Zeitbedarf pro Zeitschritt. Wird das System in nur wenige
Gitterzellen diskretisiert, so steigt der Aufwand fu¨r einen Zeitschritt drastisch an.
Dies liegt darin begru¨ndet, dass in diesem Fall ein recht hoher Anteil der Wech-
selwirkungen direkt durch die zeitaufwendige PP-Methode berechnet wird, einem
O(N2)-Algorithmus. Werden periodische Randbedingungen verwendet, so ist der
Aufwand viel gro¨ßer, als wenn ein offenes System gewa¨hlt wird. Die Ursache hierfu¨r
ist, dass sich bei offenen Systemen weniger Teilchen im Nahfeld von Randzellen
befinden als bei Systemen mit periodischen Randbedingungen und dadurch die
zeitaufwendige Berechnung des Nahfeldes in diesem Fall geringer ausfa¨llt.
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Abbildung 5.2: Der Aufwand des Verfahrens pro Zeitschritt ohne
das Einfu¨gen der Wavelet-Transformation, links fu¨r ein System mit
periodischen Randbedingungen und rechts fu¨r ein offenes System.
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Wird das Fehlerverhalten des Verfahrens fu¨r die verschiedenen Parameterein-
stellungen untersucht, so verha¨lt sich der Fehler in den Kra¨ften bei Systemen mit
periodischen Randbedingungen einerseits und bei offenen Systemen andererseits
stark unterschiedlich. Daher werden zuna¨chst die Systeme mit periodischen Rand-
bedingungen betrachtet, anschließend dann die offenen Systeme.
Der verursachte Fehler in den Kra¨ften ist beim NGP-Schema erwartungsgema¨ß
gro¨ßer als beim CIC-Schema. Auffallend ist, dass der Fehler mit feineren Diskre-
tisierungen beim NGP-Schema noch zunimmt, bei der CIC-Interpolation jedoch
abnimmt. Da das CIC-Schema bei gleichem Aufwand bessere Ergebnisse liefert,
sollte es dem NGP-Schema vorgezogen werden. Siehe hierzu auch Abbildung 5.3
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Abbildung 5.3: Unterschiedliches Verhalten des Fehlers in den
Kra¨ften bei der NGP- und der CIC-Interpolation. Dargestellt sind Sy-
steme mit 20.000 bzw. 50.000 Teilchen, bei denen periodische Randbe-
dingungen benutzt werden.
Denkbar sind natu¨rlich auch andere Interpolationen wie z.B. die Spline-Inter-
polation. Es ist zu erwarten, dass bei einer Interpolation ho¨herer Ordnung zwar ei-
nerseits die Genauigkeit weiter zunimmt, aber andererseits der Aufwand stark an-
steigt. Zusa¨tzlich zum Zeitbedarf der Durchfu¨hrung der Interpolation selber wird
durch die Interpolation auch der Aufwand bei der Nahfeldkorrektur bestimmt.
Je mehr Gitterpunkte bei der Interpolation der Ladung eines Teilchens einen La-
dungsanteil bekommen, desto aufwendiger und komplizierter ist die Nahfeldkor-
rektur. Das CIC-Schema liefert akzeptable Ergebnisse bei geringem Aufwand.
Wird das System in so viele Gitterzellen unterteilt, dass alle Zellen Nach-
barzellen voneinander sind, so ist der Fehler in den Kra¨ften gleich Null, da alle
Wechselwirkungen exakt mittels der PP-Methode eingehen. Wird das System mit
der na¨chst feineren Untergliederung diskretisiert, so steigt der Fehler sprunghaft
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an, konvergiert aber mit feiner werdender Diskretisierung langsam gegen Null.
Auffallend ist, dass bei einer Untergliederung in eine gerade Anzahl von Gitter-
zellen je Dimensionsrichtung der Fehler geringer ist als bei der na¨chst feineren
Unterteilung, einer ungeraden Anzahl von Zellen je Dimensionsrichtung. Dieser
Sachverhalt wird in Abbildung 5.4 gezeigt.
Aus Abbildung 5.4 ist ebenfalls erkennbar, dass bei der Verwendung eines
finiten Differenzenschemas ho¨herer Ordnung zur Berechnung des globalen elektri-
schen Feldes auf den Gitterpunkten, ein geringerer Fehler verursacht wird. Imple-
mentiert wurden finite Differenzenschemata 2. Ordnung und 4. Ordnung.
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Abbildung 5.4: Darstellung des relativen Fehlers in den Kra¨ften, der
durch die Diskretisierung verursacht wird, bei einer Dichte von 0.001,
der CIC-Interpolation und 125 Nachbarzellen fu¨r unterschiedlich viele
Teilchen in der Simulation.
Werden dieselben Untersuchungen fu¨r offene Systeme durchgefu¨hrt, zeigt sich
auch hier, dass das CIC-Schema das geeignetere ist. Der Unterschied in der Ho¨he
des Fehlers bei Verwendung des NGP-Schemas im Vergleich zum CIC-Schema ist
im Falle der offenen Systeme sogar viel gravierender. Auch hier steigt der Fehler
in den Kra¨ften beim NGP-Schema mit feinerer Diskretisierung an. Dieser Anstieg
ist bei offenen Systemen sehr viel sta¨rker ausgepra¨gt als bei Systemen mit peri-
odischen Randbedingungen.
Diese sta¨rkere Auspra¨gung des Fehleranstieges bei Verwendung des NGP-
Schemas bei feineren Gittern fu¨r offene Systeme wird versta¨ndlich, wenn das Feh-
lerverhalten in Abha¨ngigkeit der Gitterunterteilung betrachtet wird. Selbst beim
CIC-Schema nimmt der Fehler in den Kra¨ften bei offenen Systemen mit feiner
werdender Diskretisierung zu. Der theoretische Grenzfall liegt bei einer extrem
feinen Unterteilung des Simulationsgebietes vor. Ist die Untergliederung so fein
gewa¨hlt, dass es aufgrund des hinreichend kleinen Abstandes zwischen den Teil-
chen und den Gitterpunkten keine Rolle mehr spielt, ob die Ladungen der Teilchen
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Abbildung 5.5: Unterschiedliches Fehlerverhalten bei der NGP- und
der CIC-Interpolation. Dargestellt sind Systeme mit 10.000 bzw. 50.000
Teilchen.
miteinander interagieren oder die auf die Gitterpunkte interpolierten Ladungen.
Bei einer solch feinen Untergliederung ist der Zeitaufwand des Verfahrens wesent-
lich gro¨ßer als bei der expliziten Methode, so dass das hier verwendete Verfahren
keinerlei Vorteile mehr bietet.
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Abbildung 5.6: Darstellung des Fehlers in den Kra¨ften, verur-
sacht durch die Diskretisierung, bei einer Dichte von 0.001, der CIC-
Interpolation und 125 Nachbarzellen fu¨r unterschiedlich viele Teilchen
in der Simulation.
Das Ergebnis fu¨r die Verwendung der finiten Differenzenschemata la¨ßt sich
direkt von den Systemen mit periodischen Randbedingungen auf die offenen Sy-
steme u¨bertragen. Auch hier liefert ein finites Differenzenschema ho¨herer Ordnung
bessere Ergebnisse bei nur geringfu¨giger Steigerung des Aufwands. Siehe hierzu
auch Abbildung 5.6.
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Auch wenn offene Systeme und Systeme mit periodischen Randbedingungen
unterschiedliche Fehlerverhalten aufweisen, sind doch in beiden Fa¨llen die optima-
len Parametereinstellungen dieselben: Das CIC-Schema sollte dem NGP-Schema
vorgezogen werden und das implementierte finite Differenzenschema ho¨herer Ord-
nung liefert bessere Ergebnisse als das implementierte Schema niedrigerer Ord-
nung. Da das Gesamtsystem in kubische Gitterzellen unterteilt wird, ist es bei
einer gegebenen Teilchenanzahl unmo¨glich, jede beliebige Teilchenanzahl pro Git-
terzelle zu erhalten. Dieser Wert ist lediglich ein Richtwert, wobei es sich gezeigt
hat, dass 30 Teilchen pro Gitterzelle ein guter Kompromiss zwischen schneller
Laufzeit einerseits und niedrigem Fehler andererseits ist.
Wird zuletzt noch der Aufwand des expliziten Verfahrens mit dem hier imple-
mentierten Verfahren ohne Verwendung des Kompressionsverfahrens verglichen,
der Wavelet Transformation also, so ist der Zeitbedarf des hier verwendeten Ver-
fahrens deutlich geringer. Ausnahme bildet lediglich der Fall bei Systemen mit
periodischen Randbedingungen, bei dem alle Gitterzellen Nachbarzellen sind und
somit das gesamte System als Nahfeld definiert ist. In diesem Fall erzeugt die hier
vorgestellte Methode einen Overhead (Abbildung 5.7).
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Abbildung 5.7: Vergleich der Dauer eines Zeitschrittes des explizi-
ten Particle-Particle Verfahrens und der hier vorgestellten numerischen
Methode.
5.2 Kompressionsverhalten
Die Wavelet-Transformation kann durch die Art des Mutterwavelets, den Schwel-
lenwert, auch Threshold genannt, die Art des Threshold-Verfahrens (Threshol-
ding) und die Transformationstiefe (Level) gesteuert werden. In dieser Arbeit
wurden ausschließlich die von Daubechies entdeckten kompakten, orthogonalen
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Wavelets mit verschiedenem Grad der Gla¨ttung verwendet. Im weiteren Verlauf
werden diese Wavelets mit Daub2, Daub4, Daub12 und Daub20 2 bezeichnet.
Wurde in der Simulation eine Anzahl von Gitterzellen bestimmt, sind dadurch
die Anzahl der Gitterpunkte und die Matrixdimensionen festgelegt. Der Abstand
der Gitterpunkte zueinander ist allerdings abha¨ngig von der Kantenla¨nge einer
Gitterzelle bzw. der Kantenla¨nge der Simulationsbox, welche durch die Teilchen-
anzahl N und der Teilchendichte ρ der MD-Simulation definiert wird. Die Kan-
tenla¨nge einer Gitterzelle ist jedoch nur ein Skalierungsfaktor, so dass bei der
Untersuchung der Kompressionsrate der Wavelet-Transformation immer eine Ein-
heitsgitterzellenla¨nge von 1 angenommen wurde. Dies bedeutet, dass der Thres-
hold von 0.1 bei einer Gitterzellenla¨nge von 1 daher dem Schwellenwert von 0.01
bei einer Gitterzellenla¨nge von 10 entspricht.
Den gro¨ßten Einfluss auf das Ergebnis der Wavelet-Transformation hat die
Wahl des Thresholds (Schwellenwert). Daher ist es sinnvoll, die Kompressionsrate
besonders in Abha¨ngigkeit des Schwellenwertes zu setzen. Die Art des Threshold-
Verfahrens beeinflusst nur den eintretenden Fehler. Die Kompressionsrate ist bei
beiden Verfahren dieselbe, da bei beiden Verfahrensarten, ausgehend vom Schwel-
lenwert, dieselben Elemente in der Transformationsmatrix zu Null gesetzt werden.
Somit ha¨ngt die Kompressionsrate nur von der Transformationstiefe (Level), dem
Mutterwavelet und vor allem dem Threshold ab.
Unabha¨ngig von der Transformationstiefe, dem benutzten Mutterwavelet und
den Dimensionen der Matrix wa¨chst die Kompressionsrate mit zunehmendem
Schwellenwert bis zu einer Sa¨ttigung an. Da die Einflussgro¨ßen Mutterwavelet
und Level nicht voneinander abha¨ngen, ist die Reihenfolge der Bearbeitung der
Parameter nicht von Bedeutung.
Zuna¨chst wird versucht, die Transformationstiefe, also den Level, festzulegen.
Hierbei ist zu beobachten, dass ein ho¨herer Level eine gro¨ßere Kompressionsrate
zur Folge hat. Da sich der Verlauf der Kompressionsrate mit steigendem Level
asymptotisch einer Logarithmus-Funktion anna¨hert und jeder weitere Level le-
diglich einen Mehraufwand bei der Transformation bedeutet, ist es ratsam, den
Level nicht gro¨ßer als 5 zu wa¨hlen. Eine Transformationstiefe von 4 ist vo¨llig aus-
reichend bei dieser Art von Anwendung. Auffallend ist: Je gro¨ßer die Matrix ist,
desto schneller steigt die Kompressionsrate an. Zu sehen ist dies in Abbildung 5.8.
Da die Kompressionsraten bei offenen Systemen nur minimal ho¨her liegen als bei
Systemen mit periodischen Randbedingungen, sehe ich davon ab, fu¨r beide Fa¨lle
die Ergebnisse darzustellen.
2Im Anhang A sind diese Wavelets mit ihren jeweiligen Skalierungsfunktionen dargestellt.
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Abbildung 5.8: Untersuchung des Einflusses der Transformationstie-
fe auf die Kompressionsrate bei einigen ausgewa¨hlten Matrixgro¨ßen,
wobei fu¨r alle vier Grafiken Daub12 als Mutterwavelet verwendet wur-
de.
Wird das Verhalten der Kompressionsrate bei Transformationen mit verschie-
denen Mutterwavelets untersucht, so ist erkennbar, dass mit glatter werdenden
Mutterwavelet die Kompressionsrate ansteigt. Da es kaum Unterschiede in der
Kompressionsrate bei einer Verwendung von Daub12 bzw. Daub20 als Mutterwa-
velet gibt und ein Mutterwavelet geringerer Ordnung einen geringeren Aufwand
verursacht, ist von den hier untersuchten Mutterwavelets Daub12 fu¨r die Anwen-
dung am geeignesten.
5.3 Gesamtfehler
In den vorangegangen Untersuchungen wurden fu¨r fast alle Parameter optima-
le Einstellungen bestimmt. Gewa¨hlt werden mu¨ssen lediglich noch die Art des
Threshold-Verfahrens (Hard- oder Softthresholding) und der Wert des Thresholds.
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Abbildung 5.9: Untersuchung des Einflusses der verschiedenen Wave-
lettypen auf die Kompressionsrate bei einer Matrixgro¨ße von 729x729,
wobei eine Transformationstiefe von 5 verwendet wurde.
Das Soft-Thresholding geht davon aus, dass die Eingangsdaten verrauscht sind,
d.h. ein Rauschsignal u¨berlagert das eigentliche Signal. Mit diesem Verfahren soll
der Rauschanteil des Signals herausgefiltert werden. In der Praxis bedeutet dies,
dass die diskreten Werte des Eingangssignals um die Varianz des Rauschsignals
verringert werden. Geht es um das Herausfiltern der Rauschanteile, so mag das
Soft-Thresholding gewisse Vorteile gegenu¨ber dem Hard-Thresholding haben. In
dem hier vorliegenden Fall geht es allerdings um Matrizenkompression, bei dem
das Hard-Thresholding das geeignetere Verfahren ist. In Abbildung 5.10 wird das
Soft- und das Hard-Thresholding fu¨r ein System mit 30.000 Teilchen gegenu¨ber-
gestellt.
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Abbildung 5.10: Gegenu¨berstellung von Soft- und Hard-Thres-
holding bei einem offenen System mit 30.000 Teilchen.
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Das Verhalten des Gesamtfehlers in Abha¨ngigkeit von dem Thresholdwert ist
fu¨r offene Systeme und fu¨r Systeme mit periodischen Randbedingungen sehr a¨hn-
lich. In beiden Fa¨llen steigt der Fehler mit ho¨herem Threshold fast linear an.
Im Falle der offenen Systeme ist der Fehler geringer als bei Systemen mit peri-
odischen Randbedingungen. Dies ist nicht u¨berraschend, da bei Auslassung der
Wavelet Transformation in dem Verfahren bereits ein geringerer Fehler verursacht
wird.
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Abbildung 5.11: Durchschnittlicher Gesamtfehler fu¨r Systeme mit
periodischen Randbedingungen in der linken und fu¨r offene Systeme in
der rechten Grafik. Verwendet wurde das Hard-Thresholding.
Der Wert des Thresholds kann nun bestimmt werden, indem eine Fehlerschran-
ke vorgegeben und der gro¨ßte Thresholdwert ausgewa¨hlt wird, bei dem das System
einen Fehler unterhalb dieser Schranke aufweist.
5.4 Laufzeitverhalten
Die Kraftberechnung setzt sich aus verschiedenen Unteraufgaben zusammen:
1. Die Interpolation der Ladungen auf die Gitterpunkte
2. Die Matrix-Vektor Multiplikation mit der Wavelet-Transformation (Hin-
und Ru¨cktransformation des Ladungs- bzw. Potentialvektors)
3. Die eigentliche Kraftberechnung, bestehend aus der Berechnung des Nahfel-
des und der Interpolation des globalen Potentials auf die Teilchen mit der
Nahfeldkorrektur
5.4. LAUFZEITVERHALTEN 63
Zu untersuchen ist, welches Verhalten die einzelnen Teilaufgaben aufweisen und
damit verbunden, welches Gesamtverhalten der Algorithmus besitzt. Hierzu wird
eine feste Fehlerschranke von 1% bei Systemen mit periodischen Randbedingun-
gen bzw. von 0.4% bei offenen Systemen eingefu¨hrt.
Da die Interpolation der einzelnen Ladungen auf die Gitterpunkte lokal durch-
gefu¨hrt wird, liegt hier ein O(N) Verhalten vor. Das Laufzeitverhalten ist un-
abha¨ngig davon, ob ein System mit periodischen Randbedingungen oder ein offe-
nes System vorliegt, da in beiden Fa¨llen die Ladungen aller Teilchen auf dieselbe
Weise auf die Gitterpunkte interpoliert werden.
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Abbildung 5.12: Das Laufzeitverhalten der Interpolation ist nur
abha¨ngig von der Teilchenanzahl N , nicht aber von der Art des Sys-
tems.
Die Wavelet-Transformation weist ein lineares Verhalten auf, wie bereits in
Kapitel 4.4.3 erla¨utert wurde. Das Nahfeld wird durch die Anzahl von Nachbar-
gitterzellen definiert, wobei sich in jeder Gitterzelle durchschnittlich eine konstante
Anzahl von Teilchen befindet. Somit ist das Nahfeld unabha¨ngig von N . Der Zeit-
bedarf zur Berechnung des Nahfeldes und seine Korrektur ist mit einem linearen
Aufwand verbunden. Da die Anzahl der Teilchen aus dem Nahfeld fu¨r Randzellen
von offenen Systemen wesentlich geringer ist als fu¨r die entsprechenden Gitterzel-
len bei Systemen mit periodischen Randbedingungen, beno¨tigen offene Systeme
weniger Zeit fu¨r die Berechnung des Nahfeldes. Dargestellt ist dies in Abbildung
5.13.
Diese Ergebnisse u¨berraschen nicht. Interessant ist das Verhalten der Matrix-
Vektor Multiplikation. Ohne eine Kompression wu¨rde hier ein O(N2) Verhalten
auftreten, doch mit einer Kompression liegt auch bei dieser Unteraufgabe ein linea-
rer Zeitbedarf vor. Siehe hierzu Abbildung 5.14. An dieser Stelle sei angemerkt,
dass die Hintransformation des Ladungsvektors, die Durchfu¨hrung der Matrix-
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Abbildung 5.13: Das Laufzeitverhalten der Berechnung des Kraftan-
teils aus dem Nah- und dem Fernfeld in Abha¨ngigkeit zur Teilchenan-
zahl: im linken Bild fu¨r Systeme mit periodischen Randbedingungen,
im rechten fu¨r offene Systeme.
Vektor Multiplikation und die Ru¨cktransformation des Potentialvektors nur einen
sehr geringen Bruchteil der Gesamtlaufzeit ausmachen, wa¨hrend der gro¨ßte Zeit-
aufwand in der Berechnung des Nahfeldes liegt.
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Abbildung 5.14: Laufzeitverhalten der Wavelet-Transformation
(Hin- und Ru¨cktransformation) und Matrix-Vektor Multiplikation: Die
linke Grafik zeigt das Verhalten fu¨r Systeme mit periodischen Rand-
bedingungen, die rechte das fu¨r offene Systeme.
Da alle Unteraufgaben ein O(N) Verhalten aufweisen, besitzt ein Zeitschritt,
die gesamte Kraftberechnung, ebenfalls einen linearen Aufwand.
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Abbildung 5.15: Zeitbedarf fu¨r einen Zeitschritt von Systemen mit
periodischen Randbedingungen (links) bzw. von offenen Systemen
(rechts).
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Kapitel 6
Zusammenfassung und Ausblick
Bei dem hier entwickelten Verfahren handelt es sich um eine Wavelet basierte Sum-
mation von langreichweitigen Coulomb-Paarwechselwirkungen. Der Grundgedan-
ke ist, das Simulationsgebiet mit Hilfe eines festen Gitters zu diskretisieren und die
Berechnung des Potentials Φ˜ auf den Gitterpunkten als eine Matrix-Vektor Multi-
plikation darzustellen, wobei die Matrix A˜ aus den inversen Gitterpunktabsta¨nden
und der Vektor q˜ aus den zeitabha¨ngigen Ladungen der Gitterpunkte besteht.
Φ˜ = A˜ · q˜
Durch eine Wavelet-Transformation, die mit einem Threshold-Verfahren ge-
koppelt ist (ausgedru¨ckt durch den Operator T , der in Kapitel 4.7 bereits defi-
niert wurde), wird die Matrix in eine du¨nn besetzte Matrix Aˆ transformiert. Dies
bedeutet fu¨r die Simulation, dass in jedem Zeitschritt der Ladungsvektor transfor-
miert, die Matrix-Vektor Multiplikation ausgefu¨hrt und das Ergebnis, das globale
Potential auf den Gitterpunkten Φˆ, wieder zuru¨ck transformiert werden muss.
Φˆ = Aˆt · qˆ , Aˆt = T (WAW T )
Die Matrix W bezeichnet hierbei die Transformationsmatrix. Na¨here Erla¨uterun-
gen zu dieser Matrix sind in Kapitel 4.6 zu finden.
Um eine ho¨here Genauigkeit zu erreichen, wird das Nahfeld durch explizite
Paarwechselwirkungen der Teilchen selber berechnet, so dass eine Korrektur des
globalen Potentials auf den Gitterpunkten notwendig wird. Die Kra¨fte, welche aus
dem Fernfeld herru¨hren, werden mit Hilfe des globalen Potentials durch ein finites
Differenzenschema berechnet und auf die Teilchen interpoliert.
Dieses Verfahren kann durch einige Parameter gesteuert werden. Eine Auflis-
tung der Parameter ist in Tabelle 6.1 gegeben. Werden die Parameter geeignet
vorgegeben, so besitzt das Verfahren bei einer vorgegebenen Fehlerschranke einen
Aufwand der Ordnung O(N).
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Parameter Einstellung
Anzahl der Gitterzellen 3
√
N/30
Anzahl der Nachbarzellen 125
Interpolationsart CIC
Differenzen-Schema 4. Ordnung
Basiswavelet Daub12
Transformationstiefe Level 4
Threshold Verfahren Hard-Thresholding
Threshold (Wert): period. S. 2.57 · 10−8N + 9.28 · 10−4
: offene S. −2.33 · 10−8N + 3.03 · 10−3
Tabelle 6.1: Auflistung der Verfahrensparameter mit ihren Vorein-
stellungen, wobei N die Anzahl der Teilchen in der Simulation ist.
Untersucht worden sind die einzelnen Parametereinstellungen fu¨r Sy-
steme von 10.000 bis 100.000 Teilchen.
Das hier entwickelte Verfahren kann noch in vielerlei Hinsicht erweitert wer-
den. Denkbar sind Alternativen zu bestehenden Teilaufgaben wie z.B. andere
Interpolations-Schemata, andere Mutterwavelets oder andere finite Differenzen-
Schematas. Eine weitere Mo¨glichkeit der Erweiterung besteht darin, neben offenen
Systemen und Systemen mit periodischen Randbedingungen auch Mischformen
zuzulassen.
Da zur Zeit die Parameter per Default so eingestellt sind, dass eine Fehler-
schranke von 1% bei Systemen mit periodischen Randbedingungen bzw. von 0,4%
bei offenen Systemen im Mittel nicht u¨berschritten wird, besteht fu¨r die Zukunft
die Aufgabe, einen Algorithmus zu entwickeln, der die optimalen Werte fu¨r die
Parameter ermittelt, abha¨ngig von der Art des vorliegenden Problems und einer
von dem Benutzer vorgegebenen Fehler- und/oder Zeitschranke.
Zur Zeit wird daran gearbeitet, dieses Verfahren zusammen mit anderen Ver-
fahren zur Kraftberechnung in MD-Simulationen in eine Programm-Bibliothek
einzubinden.
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Anhang A
Verwendete Wavelets
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Abbildung A.1: Daubechies 2-Wavelet: Skalierungsfunktion (links)
und Mutterwavelet (rechts)
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Abbildung A.2: Daubechies 4-Wavelet: Skalierungsfunktion (links)
und Mutterwavelet (rechts)
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Abbildung A.3: Daubechies 12-Wavelet: Skalierungsfunktion (links)
und Mutterwavelet (rechts)
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Abbildung A.4: Daubechies 20-Wavelet: Skalierungsfunktion (links)
und Mutterwavelet (rechts)
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Waveletkoeffizienten hk der Daubechies-Wavelets
Ordnung p 1 2 6 10
k = 0 1/
√
2 (1 +
√
3/(4
√
2) 0.111540743350 0.026670057901
1 1/
√
2 (3 +
√
3/(4
√
2) 0.494623890398 0.188176800078
2 (3−√3/(4√2) 0.751133908021 0.527201188932
3 (1−√3/(4√2) 0.315250351709 0.688459039454
4 -0.226264693965 0.281172343661
5 -0.129766867567 -0.249846424327
6 0.097501605587 0.195946274377
7 0.027522865530 0.127369340336
8 -0.031582039318 0.093057364604
9 0.000553842201 -0.071394147166
10 0.004777257511 -0.029457536822
11 -0.001077301085 0.033212674059
12 0.003606553567
13 -0.010733175483
14 0.001395351747
15 0.001992405295
16 -0.000685856695
17 -0.000116466855
18 0.000093588670
19 -0.000013264203
Tabelle A.1: Auflistung der Waveletkoeffizienten hk der Daubechies Wa-
velets der hier verwendeten Ordnungen 1, 2, 6, und 10.
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Anhang B
Abstandsmatrix
Abbildung B.1: Abstandsmatrix fu¨r Systeme mit periodischen Rand-
bedingungen: Die letzten Zeilen und Spalten sind mit Nullen aufgefu¨llt,
um die Wavelet-Transformation zu ermo¨glichen.
Abbildung B.2:Wavelettransformierte der Abstandsmatrix: Die mei-
sten Koeffizienten sind nahe Null, in nur wenigen Koeffizienten sam-
meln sich die Beitra¨ge.
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Abbildung B.3: Wavelettransformierte Abstandsmatrix nach An-
wendung des Hard-Thresholding: Koeffizienten kleiner dem Threshold
(hier 0.2) wurden zu Null gesetzt.
Abbildung B.4: Ru¨cktransformierte Abstandsmatrix nach dem
Hard-Thresholding : Der wellenfo¨rmige Charakter der Abstandsmatrix
ist noch vorhanden, allerdings sind die einzelnen Wellen nicht mehr so
scharf voneinander getrennt.
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Abbildung B.5:Wavelettransformierte Abstandsmatrix nach Anwen-
dung des Soft-Thresholding: Die Koeffizienten kleiner dem Threshold
(hier 0.2) wurden zu Null gesetzt, alle anderen Koeffizienten wurden
um den Thresholdwert verkleinert bzw. im Negativen vergro¨ßert.
Abbildung B.6: Ru¨cktransformierte Abstandsmatrix nach dem Soft-
Thresholding: Der wellenfo¨rmige Charakter der Abstandsmatrix ist
noch vorhanden, die einzelnen Wellen sind jedoch etwas abgeklungen.
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Abbildung B.7: Verteilung des durch das Hard-Thresholding verur-
sachten Fehlers: Das Threshold-Verfahren wirkt sich am sta¨rksten auf
die Koeffizienten der Abstandsmatrix aus, welche die Absta¨nde der
Teilchen aus dem Nahfeld repra¨sentieren.
Abbildung B.8: Verteilung des durch das Soft-Thresholding verur-
sachten Fehlers: Das Threshold-Verfahren wirkt sich am sta¨rksten auf
die Koeffizienten der Abstandsmatrix aus, welche die Absta¨nde der
Teilchen aus dem Nahfeld repra¨sentieren.
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Abbildung B.9: Die Elemente der wavelettransformierten Abstands-
matrix ungleich Null bei einer Transformationstiefe von 1, 3 und 5:
Durch die Wavelet-Transformation und das Threshold-Verfahren wird
die vollbesetzte Abstandsmatrix in eine du¨nn besetzte Matrix kon-
vertiert. Die Matrix hat eine Streifen-Struktur, die mit jedem Level
versta¨rkt wird.
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Anhang C
Quellcode - FWT
!*****************************************************************!
!********************* SUBROUTINE wt1 ********************!
!*****************************************************************!
!***** Subroutine is the controllstructur of the FWT *****!
!*****************************************************************!
!*** Parameter: - a Datavector ***!
!*** - n Length ***!
!*** - level Depth of transformation ***!
!*** - isign Flag for (back-)transformation ***!
!*****************************************************************!
subroutine wt1(a,n,level,isign)
integer, intent(in) :: n, level, isign
real(kind=rp),dimension(n), intent(inout) :: a
integer :: nn, i
if(n<4) return
if(isign>=0) then
nn=n
do i=1,level
call pwt(a,nn,isign)
nn=nn/2
end do
else
nn=n/(2**(level-1))
do i=1,level
call pwt(a,nn,isign)
nn=nn*2
end do
end if
end subroutine wt1
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!*******************************************************************!
!********************** SUBROUTINE pwt *********************!
!*******************************************************************!
!*********** Subroutine transforms a vector (FWT) **********!
!*******************************************************************!
subroutine pwt(a,n,isign)
integer, intent(in) :: n, isign
real(kind=rp),dimension(n), intent(inout) :: a
real(kind=rp),dimension(n) :: wksp
integer :: i, j, ii, nh, nmod
nh=n/2
wksp=0.0
if(isign>=0) then !************ Transformation ************!
ii=1
do i=1,n,2
do j=1,ncof
nmod=modulo(i+j-1,n+1)+(i+j)/(n+2)
wksp(ii)=wksp(ii)+cc(j)*a(nmod)
wksp(ii+nh)=wksp(ii+nh)+cr(j)*a(nmod)
end do
ii=ii+1
end do
else !********** Backtransformation **********!
ii=1
do i=1,n,2
do j=1,ncof
nmod=modulo(i+j-1,n+1)+(i+j)/(n+2)
wksp(nmod)=wksp(nmod)+cc(j)*a(ii)+cr(j)*a(ii+nh)
end do
ii=ii+1
end do
end if
do i=1,n
a(i)=wksp(i) !**************** Save ******************!
end do
end subroutine pwt
Die Vektoren cc bzw. cr beinhalten die Koeffizienten des Wavelets hk (vgl.
Tabelle A.1) bzw. die Koeffizienten der Skalierungsfunktion gk.
Anhang D
Notationen
N, N0 Menge der natu¨rlichen Zahlen, N0 = N ∪ {0}
Z Menge der ganzen Zahlen
R Ko¨rper der reellen Zahlen
C Ko¨rper der komplexen Zahlen
Lp(R) Lp(R)
def
=
{
f : R → R |
∞∫
−∞
|f(x)|pdx <∞
}
, 1 ≤ p ≤ ∞
`p(R) `p(R)
def
=
{
{ak}k∈Z | ∑
k∈Z
|ak|p <∞
}
, 1 < p <∞
⋃
m∈ZZ
Vm L
2-Abschluss der Vereinigung der Menge Vm⋂
m∈ZZ
Vm Schnitt der Mengen Vm
〈·, ·〉L2 Skalarprodukt von L2(R)
‖·‖L2 Norm von L2(R)
⊕ direkte Summe
Pmf Approximation von f auf Skala m
Qmf Detail von f auf Skala m
ϕ Skalierungsfunktion
ψ Wavelet
gk Koeffizienten des Wavelets
hk Koeffizienten der Skalierungsfunktion
ck Approximations-Koeffizienten von f (von Kombination mit ϕ)
dk Detail-Koeffizienten von f (von Kombination mit ψ)
Lψf Wavelet-Transformation von Funktion f zum Wavelet ψ
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G G : `2(Z )→ `2(ZZ) mit c 7−→ Gc =
{
(Gc)k =
∑
l∈ZZ
gl−2kcl
}
G∗ adjungierter Operator zu G bezu¨glich des L2-Skalarproduktes
H H : `2(Z )→ `2(Z ) mit c 7−→ Hc =
{
(Hc)k =
∑
l∈ZZ
hl−2kcl
}
H∗ adjungierter Operator zu H bezu¨glich des L2-Skalarproduktes
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