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1. INTRODUCTION 
We consider the periodic problem 
Yfl = f(4 Y, Y’), (1.1) 
Y(O) =Ym Y’(O) =Yw U-2) 
where f(t, Y, Y’) is a continuous function from [0, T] x R2 into R. 
Knobloch [5], Mawhin [7], Schmitt [8], Bebernes and Schmitt [2], and 
Bebernes [l], have recently used degree theory to develop existence theories 
for this problem when f is vector valued. The hypotheses in these existence 
theories are of two types. The first type are implicit in that they require the 
existence of upper and lower solutions or bounding functions satisfying certain 
differential inequalities. The second type are more explicit and in the scalar 
case are typified by the following theorem. 
THEOREM. Suppose 
(D’) There exists R, such that 
Yf(4 YY 0) > 0 
for Iyl a%- 
(E) The function f sa as t’J; es a Nagumo condition with respect to R, ; i.e., there 
exists a positive, continuous function q~(u) dej&ed on [0, CD) such that 
s m u d+(u) > 2R, 2R,lT 
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andforjyj <R,, 
I f(c YY Y’l G dl Y’ I>* 
Then (1 .l)-( i 2) I1m a solution. 
Proof. See [l]. 
In this paper we use the same techniques, in particular the coincidence 
degree developed by Mawhin [6], to study the scalar problem (1 .I)-( 1.2) 
and obtain several sets of explicit hypotheses for existence which do not 
require (D’). They require instead that ~j(t, X, 0) < 0 for j 3s j > R and 
that f satisfy a one-sided growth restriction. 
In Section 2 we establish a general a priori bound lemma. In Section 3, 
we use the lemma in conjunction with a theorem of Mawhin to obtain the 
general existence theorem (Theorem 3.1). In Section 4, we obtain corollaries 
to the general theorem with more explicit hypotheses. 
2. A PRIORI BOUNDS 
As in [3], to obtain bounds we will compare solutions to (l.l)-( 1.2) with 
solutions to an auxilliary initial value problem 
d = -#(I x I, / AT’ I) (2.1) 
x(t,) == M (2.2) 
x’(t,) = 0. (2.3) 
We will make use of the following assumptions: 
(A) $(p, V) is positive, continuous, and satisfies a local Lipschitz 
condition on [0, + co) x [O, + CD). 
(B) There exists fief > 0 such that if M > II~~ ,
s 
W(M) 
dd4l No, -w I CJ I) L==- T 
0 
wkere h(o, &Z> denotes the unique solution to 
dh/du = -+(j h i, j CF I) 
h(0) = M > 0 
with maximal interval of existence (-H’(hf), + W(M)). 
(C) There exists R& > 0 such that for .A& > i& 
Yf(4 Y, Y’) > - I Y I $0 Y i? I Y’ 9 
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on ((t, y, y’): j y’ 1 < -x’(T, 0, M), 1 y 1 > x(T, 0, M)} where x(t, ta , M) 
denotes the unique solution to (2.1)-(2.3). (The existence of ~(t, to, M) on 
[0, T] is a consequence of hypothesis (B).) 
(D) There exists Ma >, 0 such that if M > MS, yf(t, y, 0) < 0 for 
I Y I > W, 0, W. 
Our general a priori bound result depends heavily on the following com- 
parison lemma. For a proof in a more general case see [3]. 
LEMMA 2.1. Let conditions (A), (B), and (C) be satisjed. Let y(t) 6e a 
solution to 
yn = f@, Y, Y’), 
y(to) = M 
y’(t,) = 0, 
such that y(t) < M and M > Ml , n/r, . Then x(t, to , M) is defined on [0, T], 
Y(f) > x(t, to , M) on [0, T], y’(t) > x’(t, to , M) on [t,, T] and 
y’(t) < 0, to , W 
on [O, to]. 
Remarks. (1) Note that h(a, M) = A(---0, M) and 
x(t, 0, M) = x(T - t, T, M). 
(2) It is shown in [3] that if x(t, 0, M) is defined on [0, T], then (B) is 
satisfied. This follows from the equation 
s 
Z’kf~,M) 
W/XI &, Ml, IO I) = -(t - to)- 
0 
LEMMA 2.2. (General A Priori Bound Lemma). Suppose (A)-(D) are 
satisjied. Ify(t) is a solution to (1.1)-(1.2), then 
I y(t)1 < max[% ,M2 , A/r,l. 
Proof. Suppose not. Suppose 
maxy(t) = y(tM) = M > max[M1, Ma, MS]. 
For definiteness, suppose min y(t) = y(t,,) = wz and t,\, < t,, < T. Note 
that if tr, = t,,f , then y(t) = c and y”(t) = f (t, c, 0) = 0 which contradicts 
(D). By Lemma 2.1, y(t) > x(t, tnf , M) on [t,,# , T]. By the autonomy of 
Equation (2.1) and the positivity of #, it can be seen that y(t) > x(T, 0, M) 
on [tM , T]. 
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We have 
There exists a 7 E [tM , ttn] and a y E [ y(tm), y(Q] such that 
f(T,Y, 0) = 0. 
Since y > x(T, 0, M), this contradicts (D). 
If t,, < t, the argument is exactly similar with the observation that 
x(T, 0, M) = x1(0, T, M). The function q(t) = -y(t) satisfies 
q’(t) = -y”(t) = -f(t, y(t), y’(Cj) 
= -f(t, --77(t), -q’(t)). 
It is easily seen that hypotheses (A)-(D) are satisfied with -f(t, -y, -y’) 
in place of f(t, y, y’) and with the same constants Mr , n/r,, Ma. Thus 
q(t) < max[& , Ms , Ms] and y(t) >, -max[Mi , M, ) MS]. 
Remark. The hypotheses of Lemma 2.2 can be weakened in various ways. 
We needed only f(t, y, 0) + 0 for 1 y 1 3 c(T, 0, M) rather than condition 
(D). However, the full strength of condition (D) will be needed in Section 3. 
The function #(j x 1, 1 x’ I) in Equation (2.1) can be replaced by $J(x, x’) 
with arguments and bounds depending on various cases. We have elected not 
to pay the corresponding price in complexity. 
To obtain bounds on derivatives we appeal to the now standard Nagumo 
Lemma. 
LEMMA 2.3. (Nagumo) If condition (E) is satisfied and y(t) is a solution to 
(1.1) on [0, T] with 1 y(t)\ < R, , then 1 y’(t)\ < S(RJ where S(R,) is defined by 
s 
S(Ro) 
u do/y(a) = 2R,. 
2R,lT 
Proof. [4], p. 428. 
3. THE GENERAL EXISTENCE THEOREM 
We now use the a pTioori bounds of Lemmas 2.2 and 2.3 to obtain our 
general existence theorem. The proof will be based on the following theorem. 
MAWHIN'S THEOREM. Suppose L is a linear transformation with domain 
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Dom L C X and range Im L C Z. Suppose N has domain Dom NC X and 
range Im NC 2. Suppose 
(4 
(b) 
(4 
P 3 0. 
(4 
(4 
(0 
k) 
04 
(9 
X and Z are Banach spaces. 
The kernel of L derloted by Ker L has Jinite dimension m > 0. 
The cokernel Z/Im L of L denoted by Coker L has jinite dimension 
The ilzdex of L, defined to be m - p, is 0. 
ImL is closed in Z. 
J2 is an open bounded subset of X such that 8 n Dom L # 4. 
N is continuous on D. 
N(D) is bounded in Z. 
K(I - Q)N is completely continuous on 9 zufzere Q : Z-t Z is a 
continuous projection with ImL = Im(I - Q) and K is a right inverse of L; 
i.e., K is the linear mapping from Im L into X satisfying LKx = x for every 
x E Im L and Pkr = 0 where P is some projection P : X + X with 
Im P = KerL. 
If (1)Lx # hlv(, )f T OY every x E 8~2 n Dom L and A E (0, l), 
(2) QN(a) # 0 for every a E 82 n Ker L, and 
(3) dJJQN 1 KerL, D n KerL, 0] # 0 where J : Im Q -+ Ker L is 
any &morphism and d, is the Brouzuer degree, then Lx = Nx has at least one 
solution. 
Proof. This is essentially Theorem 7.2 in [6], 
To apply the theorem we take 
Z = C[O, T], 
X = {x : x E P[O, T], x(O) = x(T), x’(O) = x’(T)}, 
Dom L = (x : x E C2[0, T], x(0) = x(T), x’(O) = x’(T)), 
Lx = X”, 
Nx = f (t, x, x’), 
DomN==X, 
Q = {x : x E X, [ x(t)1 < R on [0, T], 
I x’(t)1 < S on CO, TII, 
Qz = $(s) ds, 
Kz = 
s 
’ G(s, t) x(s) ds, 
0 
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and 
-s[T - t-J/T, 
G(ty 4 = I-t[T - s]/T, 
O<s<t 
t<s<T. 
The norms on the spaces 2 and X are the usual norms on C[O, TJ and 
CW, Tl, 
and 
THEOREM 3.1. If (A)-(D) are satisjied and (E) is satisfied .with R0 = 
max[Mr , figa, A’&], then (l.l)-(1.2) has at least one solution. 
Proof. Note that Ker L = (x: x is constant}. Thus Ker L has dimension 
m = 1. A function x E 2 is in Im L if and only if there is at least one 
satisfying 
x(t) E cyo, T] 
x” = x(t), 
40) = x(T), 
x’(0) = x’(T). 
By straightforward calculation, it is easy to show that there is such an x if 
and only if j: x(t) dt = 0. Thus ImL = (x: jr z(s) ds = O}. 
If w1 and wa are two equivalence classes in Coker L other than Im L, then 
w, = a, + ImL and wa = za + ImL, where 
f 
T T 
4s) ds and 
s 
xg(s) ds 
0 0 
are not 0. There exists a c such that jr xi(s) ds = c li +(s) ds. Thus 
w1 = cwz . It follows that Coker L has dimension p = 1. With these observa- 
tions, the verifications of (a)-(i) of Mawhin’s Theorem are routine. 
It is easy to see that (A)-(E) hold if f(t, y, y’) is replaced by 
hf cc YY YW E (0, 1)) 
with the same functions v and Y and constants fill, M2 , and lk1a . We 
choose R > max[nl, , M, , M-J and S = S(R) defined by Lemma 2.3. 
By Lemmas 2.2 and 2.3, no solution of Lx = XNx can be in aQ. Thus (1) is 
satisfied. 
505/16/1-13 
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If a E X? n KerL, then a = 4 R. Then 
QN(a) = -& 1 ‘f (4 +R, 0) dt. 
0 
Since R > Ms , by hypothesis (D) f(t, 5 R, 0) -f 0, thus QN(a) + 0, 
and (2) is satisfied. 
Since ImQ = KerL, we may take J to be the identity transformation. 
Then JQN 1 Ker L is e q trivalent to the real valued function 
%) = f loTf(t, c, 0) dt, 
and J’J n Ker L is equivalent to (-R, R). By hypothesis (D), H(R) < 0 and 
H(-R) > 0, thus d,[H,(-R, R), 0] # 0. Thus (3) is satisfied. 
4. MORE I~XPLICIT HYPOTIIESE~ 
Given more information concerning the function Y(p, u) we can calculate 
or estimate h(cr, M) and x(T, 0, M) and obtain corollaries to the general 
existence theorem which employ somewhat more explicit hypotheses. The 
possibilities are numerous and follow the same pattern as in Section 3 of [3]. 
As illustrations we present four such corollaries in this section. 
COROLLARY 4.1. Suppose 
(a) Y(p, u) is positive, continuous, satisfies a local Lipschitz condition 
on R2 and is nondecreasing in p and 0 on [0, + 03) x [0, + a). 
(b) sr du/Y(M, U) > Tfor all M > 0. 
(c) Thme exists M2 > 0 such that for M > M, , 
Yf(4Y>Y') > - IY I VIY I, IY' I) 
on ((t, y, y): I y’ I < B(M), I Y i 3 -W?(M), M)), where B(M) is deJined by 
s 
B(M) 
du/Y(M, 1 u I) = T 
0 
and L(u, M) is defined by 
s L; M) Y((( u I, 0) du = u2/2. 0. 
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for 13’ I 3 -wvw, w. 
(e) f(t, y, y’) satisjies a Nagunzo comAlion with respect to R,, = 
max [Ms , Ma],]. 
Then (l.l)-(1.2) has a solution y(t). Any solution to (1.1)-(1.2) satisfies 
1 y(t)\ < R, and / y’(t)\ < S(R,) where S(R,) is given by Lemma 2.3. 
Proof. We apply Theorem 3.1. It is immediate that hypothesis (A) is 
satisfied. If we let h(a, M) denote the solution to 
then 
dh/du = -v/Y(j h j, j CT 1) 
h(0) = nir, 
Y(j h(o, Al)\ , 1 u 1) dh/du = --CT. 
For o < 0, since Y is nondecreasing in 1 (T j and dh/du > 0, 
Y’(j h(cr, M)l, 0) dhjda < - CT. 
Thus 
s 
’ Y( 1 hjs, M)l, O)(dh(s, M)/du) ds < 42. 
0 
Making the substitution 11 = II(v, M), we have 
h(o,M) 
Y( 1 u I, 0) du < u2/2. 
For o >, 0 we obtain the same inequality by a similar argument. Thus 
h(a, III) > L(o, Al). Since Y(i u 1, 0) 3 Y(0, 0) > 0, h(a, M) + -k DJ only 
if j u / + + co. Thus, (-W(M), + W(M)) = (- CO, + CO). 
Note that hypothesis (d) implies that L(B(M), M) > 0. Thus 
M > lz(u, M) > 0 for 0 < (J < B(M). 
Since Y(p, u) is nondecreasing in p, 
.ow’“’ do/‘Y(I h(u, ng, 1 u I) > I’“‘du/Y(nf, u) = T. r 
Thus condition (B) is satisfied. 
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By Remark (2) following Lemma 2.1, 
T= 
s 
$y(= o M) du/Y(, h(a, n/r),, I f7 I) = Jb z’(r’osM&q +, WI, I u I). 
, 9 
It follows that --x’(T, 0, fif) < B(M). Moreover, 
x( T, 0, M) = h(x’( T, 0, M), M) > L(x’( T, 0, M), hf) 2 L@(M), M). 
Thus condition (C) and (D) are satisfied. Condition (E) is immediate. Thus 
Theorem 3.1 guarantees the existence and Lemmas 2.2 and 2.3 yield the 
bounds. 
COROLLARY 4.2. suppose 
(a) Y(u) is positive, continuous, and satis$es a local Lipschitx condition 
on [O, + co>. 
(b) Y(u) satisfies 
s 
41 du/Y(I u I) > T. 
0 
(c) There exists RI 3 0 such that for j y / > RI 
Yf(4 Y> Y’) > - I Y I u’(l Y’ 1). 
(d) There exists R, > 0 such that for 1 y 1 > R, 
Yf@, Y9 0) < 0. 
(4 f(t,r,r’> t P sa is es a Nagumo condition with respect to 
[ I 
T 
R. = max RI - 
0 
~(I)~,R,-S,r~Nds] 
where x(t) is the unique sol&m to 
x’ = - Y([ z 1) 
z(0) = 0. 
Then (l.l)-(1.2) has a solution. Any solution to (l.l)-(1.2) satisfies 
1 y(t)1 < R0 and / y’(t)/ < S(R,) where S(R,) is given by Lemma 2.3. 
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Proof. We apply Theorem 3.1. Condition (A) is immediate. Let h(u, 44) 
be the unique solution to 
dh 
- = -cJ/Y(l c7 I) 
da 
h(0) = M* 
Then 
h(cr, &I) = lW - la s ds/U(l s I), 
and (--W(M), W(M)) = (- 00, + a). Hypothesis (b) then implies 
condition (B) with MI = 0. 
Let x(t, 0, n/r) be the solution to 
d = -?(I x’ I), 
x(0) = M, 
x’(0) = 0. 
Then 
x(T, 0, Ill) = M + J x(s) dri. 
0 
If M > Mz = RI - Jr x(s) ds; th en x(T, 0, M) > R, . Thus condition (C) 
is satisfied. If .M > Ms = R, - sFz(s) ds, then x(T, 0, N) > R2 , and 
condition (D) is satisfied. 
Condition (E) is immediate and existence follows from Theorem 3.1, and 
the bounds follow from Lemmas 2.2 and 2.3. 
COROLLARY 4.3. Suppose 
(i) There exists RI > 0 such that for / y / > R, , 
yf@, Y, Y’> > - I Y IF + I Y i o(l Y I) + E I Y’ II, 
where C and E are positive constants and D(p) is positive, continuous, and 
decreasing on [0, m), satisfies a uniform Lipschitx condition on [0, co), and 
D(p)+Oasp++ 00. 
(ii) There exists R, > 0 such thatfor j y / >, R, 
YfkY, 0) < 0. 
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(iii) f (t, y, y’) satisfies a Nagumo condition with respect o 
where F = [(g’ - 1) E-” - E-IT] and q > D-l(l/F). 
Then (l.l)-(1.2) h as a solution. Any solution satisfies 1 y(t)/ < &, and 
] y’(t)/ < S(R,) where S(RJ is defined in Lemma 2.3. 
Proof. We will apply Theorem 3.1 with Y(p, G) = C + pD(p) + Ea. 
Condition (A) is easily verified. Let x(t, 0, M) be the unique solution to 
x” = -[C + 1 s 1 D( 1 x 1) + E / x’ I], 
x(0) = M, 
x’(0) = 0. 
Since the right-hand side satisfies a uniform Lipschitz condition, it is well 
known that x(t, 0, n/r) exists on [0, T]. Thus by Remark (2) following Lemma 
2.1 condition (B) is satisfied with Ml = 0. 
Let x(t) = x(t, 0, M). We have 
(x’(t))’ - Ex’(t) = -C - 1 x(t)/ D(i x(t)]). 
Making use of the integrating factor e--Et, 
d(t) = -eEt St [C + 1 x(s)/ D(l x(s)/)] e-Es ds. 
0 
Integrating, we obtain 
x(t) =M- j’eEuJ” [C + 1 x(s)1 D(I x(s)/)] e-Es ds du. 
0 0 
Suppose [0, t(M)] is the maximal interval on which x(t, 0, n/r) > 0. On this 
interval we have 
x(t) 3 A4 - [C + g~zm, p D(p)][EM2(eEfi - 1) - E-lt] 
2 JJ - [C f gggp %)lF 
where the inequality is strict if t(M) < T. 
If 4 > DF(l/F) and 
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we have 
x(t) > M - [C + D(q)M]F 
> M(1 - D(q)F) - CF. 
If iIf 3 (RI + CF)/(l - D(q)F), then x(t) > R, > 0 on [0, t(M)] with 
the inequality strict if t(M) < T. But then we must have t(M) = T since 
[O, t(M)] is the maximal interval on which x;(t) 3 0. Thus x(T, 0, M) > RI 
and hypothesis (i) implies condition (C). Similarly, x(T, 0, M) > R, and 
condition (D) is satisfied. 
Condition (E) is immediate, and Theorem 3.1 yields the existence. The 
bounds follow from Lemmas 2.2 and 2.3. 
COROLLARY 4.4. Suppose 
(i) There exists R, such that .for 1 y 1 > R, 
yf(t, y, Y’) > - I Y IF-4 + B I Y’ I + c I Y II 
.with A, B, and C positive constants and r(B, C) > T .where 
i 
01-l tanh-l(2a/B), B” - 4C > 0 
r(B, C) = (/3)-l tan-l(2fi/B), B” - 4C < 0 
2/B, B” - 4C = 0 
a = (B” - 4C)*/2 and (6 = (4C - B9)+/2. 
(ii) There exists R, such thatfor j y 1 >, R2 
Yf(CY, 0) < 0. 
(iii) f(t, y, y’) satis$es a Nagumo condition with respect o 
(ma+% , %I + WW(T))-l - A/C, B2 - 4C > 0 
4, = (ma@, , R,] + A/C)(G(T))-l - A/C, B2 - 4C < 0 
(max[R, , R,] + A/C)(H(Tjj-l - A/C, B* - 4C = 0 
where F(t) = eBt/z[cosh tyt - (B/2o1) sinh at], 
G(t) = eBtla 
I 
cos ,& - $ sin /3t], and H(t) = eBt”[l - Bt/2]. 
Then (l.l)-( 1.2) has a solution. Any solution y(t) to (I. l)-( 1.2) satisfies 
j y(t)1 < R, and ( y’(t)1 < S(R,) where S(R,,) is defined by Lemma 2.3. 
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Proof. We will give the proof only in the case B2 - 4C > 0. The other 
cases are similar. We apply Theorem 3.1 with ?P(p, u) = A + Bo + Cp. 
Condition (A) is easily verified. 
Let x(t, 0, M) denote the unique solution to 
x”=-A-Bjx’I-Cl11 
x(0) = M 
x’(0) = 0. 
Since x(t, 0, M) exists on (- co, co), Remark 2) following Lemma 2.1 implies 
that condition (B) is satisfied. Let [0, t(M)] be the maximal interval on which 
x(t, 0, M) 3 0. On [0, t(M)], x(t, 0, M) satisfies 
x” - Bx’ + Cx = -A. 
Solving the initial value problem we obtain 
x(t, 0, M) = eBtj2(M + A/C)[cosh olt - (B/24 sinh at] - a/C’ 
= (M + A/C)F(t) - A/C. 
Note that if a-l tanh-l(2or/B) > T > t, then F(t) > 0 on [0, T]. Further, 
observe that 
F’(t) = --@~(C/CX) sinh art < 0 
on (0, + co). For t E [0, t(M)] we have 
x(t, 0, M) > (M + A/C)F(T) - A/C 
with equality possible only if t ,= T. We will have 
(M + A/WV’) - A(C) 3 0, 
if 
M > M0 = (&)(3’(T))-1 - A/C. 
Thus if M > MO, x(t(M), 0, M) > 0 with equality possible only when 
t(M) = T. This contradicts the definition of t(M) unless t(M) = T. Thus, 
x( T, 0, M) > (M + A/C)F( T) - A/C. 
For M > Mz = (R, + A/C)(F(T))-l - A/C we have x(T, 0, M) 2 RI 
thus hypothesis (i) implies condition (C). Similarly condition (D) is satisfied 
with MS = (Ii, + A/C)(F(T))-l - A/C. 
Condition (E) is immediate and Theorem 3.1 yields existence. The bounds 
follow from Lemmas 2.2 and 2.3. 
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