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Descomposicio´n en Landscapes Elementales
del Problema de Disen˜o de Redes de Radio
con Aplicaciones
Francisco Chicano, Franco Arito y Enrique Alba
Resumen— En este trabajo se presenta la descom-
posicio´n en landscapes elementales de un problema de
optimizacio´n combinatoria: el problema de Disen˜o de
Redes de Radio. La teor´ıa de landscapes provee un
marco formal en el cual un problema de optimizacio´n
combinatoria puede ser caracterizado teo´ricamente
como una suma de un tipo especial de landscape lla-
mado landscape elemental. La descomposicio´n de la
funcio´n objetivo de un problema en sus componentes
elementales aporta conocimiento adicional sobre el
problema que puede utilizarse para realizar ca´lculos
exactos sobre ciertos aspectos del problema o disen˜ar
algoritmos eficientes para resolverlo. Adema´s de la
descomposicio´n del problema, se presentan algunas
de las posibles aplicaciones de esta descomposicio´n.
Palabras clave— Teor´ıa de landscapes, descom-
posicio´n en landscapes elementales, disen˜o de redes
de radio
I. Introduccio´n
Un landscape es una terna (X,N, f), donde X es
un conjunto finito de soluciones candidatas, f : X →
R es la funcio´n objetivo y N es una funcio´n que
mapea elementos de X a elementos de su conjunto
potencia es decir N : X → P(X) y se lo denomina
operador de vecindario. Si y ∈ N(x) entonces se dice
que y es un vecino de x.
Existe un tipo de landscape denominado landscape
elemental que es de especial intere´s debido a sus
propiedades [16]. Los landscapes elementales se en-
cuentran caracterizados por la ecuacio´n de onda de
Grover [12]:
avg{f(y)}
y∈N(x)
= f(x) +
k
d
(f¯ − f(x)) , (1)
donde d = |N(x)| es el taman˜o del vecindario, que se
asume que es el mismo para todas las soluciones en
el espacio de bu´squeda, f¯ es la media de la funcio´n
objetivo en el espacio de bu´squeda completo, k es
una constante caracter´ıstica y avg{f(y)}y∈N(x) es el
valor medio de la funcio´n objetivo f en el vecindario
de una solucio´n x:
avg{f(y)}
y∈N(x)
=
1
|N(x)|
∑
y∈N(x)
f(y) . (2)
El valor de k se puede obtener analizando el pro-
blema teo´ricamente y el valor de f¯ se calcula nor-
malmente en tiempo polinomial a partir de los datos
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del problema. Ambos suelen ser, por tanto, fa´ciles de
obtener teo´ricamente. Sin embargo, tambie´n es posi-
ble obtener ambos valores emp´ıricamente aplicando
la ecuacio´n de onda a soluciones aleatoriamente ge-
neradas y despejando k y f¯ de ella.
En este trabajo analizamos el problema del disen˜o
de redes de radio [1] desde el punto de vista de la
teor´ıa de landscapes. La organizacio´n del art´ıculo
es como sigue. En la Seccio´n II se presentara´n las
bases de la teor´ıa de landscapes y en la Seccio´n III
se detallara´ el caso en que el espacio de bu´squeda
es un hipercubo binario. El problema de disen˜o de
una red de radio se presenta en la Seccio´n IV y su
descomposicio´n en landscapes elementales se detalla
en la Seccio´n V. Finalmente, la Seccio´n VI presenta
algunas aplicaciones de la teor´ıa de landscapes y la
Seccio´n VII concluye el art´ıculo.
II. Fundamentos Teo´ricos
Llamamos espacio de configuracio´n de un land-
scape (X,N, f) al par (X,N), y puede ser represen-
tado usando un grafo G = (X,E) en el cual X es
el conjunto de ve´rtices y existe una arista dirigida
(x, y) en E si y ∈ N(x) [3]. El vecindario se puede
representar mediante su matriz de adyacencia:
Axy =
{
1 si y ∈ N(x),
0 en otro caso.
(3)
La matriz de grado D se define como la matriz
diagonal:
Dxy =
{
|N(x)| si y = x,
0 en otro caso.
(4)
La matriz Laplaciana del espacio de configuracio´n
se define como:
∆ = A−D . (5)
Cualquier funcio´n discreta, f , definida sobre el
conjunto de soluciones candidatas se puede carac-
terizar con un vector de R|X|. Adema´s, cualquier
matriz de dimensio´n |X| × |X| se puede interpretar
como una aplicacio´n lineal que actu´a sobre el espacio
vectorial R|X|. Por ejemplo, la matriz de adyacencia
A actu´a sobre la funcio´n f de la siguiente manera:
A f =

∑
y∈N(x1) f(y)∑
y∈N(x2) f(y)
...∑
y∈N(x|X|) f(y)
 . (6)
El componente x de este producto de matriz por
vector se puede escribir como:
(Af)(x) =
∑
y∈N(x)
f(y) , (7)
que es la suma del valor de la funcio´n de todos los
vecinos de x. Este trabajo solo considera vecinda-
rios regulares (todas las soluciones tienen el mismo
nu´mero de vecinos) y sime´tricos (si y ∈ N(x) en-
tonces x ∈ N(y)). Bajo estas condiciones, la matriz
Laplaciana se puede escribir como: ∆ = A− dI. Se
denominan landscapes elementales a aquellos land-
scapes en los que la funcio´n f es un autovector (o
autofuncio´n) de la matriz Laplaciana del espacio de
configuracio´n, salvo por una constante [16].
Un landscape (X,N, f) no siempre es elemental,
ya que puede que no se cumpla la ecuacio´n de onda.
Sin embargo, au´n en este caso es posible caracteri-
zar a la funcio´n f como una suma de landscapes
elementales. En particular, si el vecindario N es
sime´trico entonces es posible encontrar bases orto-
gonales compuestas de funciones reales elementales.
Por lo tanto, toda funcio´n regular (elemental o no)
puede ser escrita como la suma de un conjunto de
landscapes elementales. El proceso de descomponer
un landscape en sus componentes elementales es lo
que se conoce como descomposicio´n en landscapes
elementales [9].
III. Espacios de bu´squeda binarios
Se denomina hipercubo binario a un espacio de
configuracio´n en el que el conjunto de soluciones X
esta´ formado por cadenas binarias de longitud n,
esto es, X = Bn = Zn2 = {0, 1}n; y donde dos solu-
ciones cualesquiera x e y son vecinas si la distancia
de Hamming entre ellas es 1, es decir, hay un bit
que difiere entre las cadenas. El grafo asociado a un
hipercubo binario es conexo, sime´trico y regular [15].
Como consecuencia, existe al menos una base para el
espacio de posibles funciones objetivo, R|X|, que esta´
formada por autovectores de la matriz Laplaciana.
Clarifiquemos ahora la notacio´n. Dado un ele-
mento z ∈ Bn, denotaremos con |z| el nu´mero de
unos de z y con z el complemento de la cadena bi-
naria (todos los bits invertidos). Dado un conjunto
de cadenas binarias W y una cadena u denotaremos
con W ∧ u el conjunto de cadenas que resulta de
calcular la AND componente a componente de cada
cadena de W y u, es decir, W ∧u = {w∧u|w ∈W}.
Por ejemplo, B4 ∧ 0101 = {0000, 0001, 0100, 0101}.
Denotaremos con i la cadena binaria con un 1 en la
posicio´n i y el resto a 0. Se omite la longitud de la
cadena n, pero quedara´ claro de acuerdo al contexto.
Por ejemplo, si consideramos cadenas binarias en B4
tenemos 1 = 1000 y 3 = 0010. Usaremos el s´ımbolo
⊕ para denotar la suma componente a componente
en Z2 (XOR).
A. Funciones de Walsh
Un conjunto importante de autovectores de la ma-
triz Laplaciana del hipercubo binario es el conjunto
de funciones de Walsh [21]. Las funciones de Walsh
forman una base ortogonal de autovectores en el
espacio de configuracio´n [18]. Esto significa que
cualquier funcio´n f : Bn → R puede ser escrita como
una combinacio´n lineal de funciones de Walsh. Por
esta razo´n, el ana´lisis de Walsh ha sido utilizado para
encontrar la descomposicio´n en landscapes elemen-
tales de otros problemas con representacio´n binaria
como es el caso de MAX-kSAT, la Suma de Subcon-
junto, la Optimizacio´n Cuadra´tica 0-1 Sin Restric-
cio´n o el problema de Minimizacio´n de Conjuntos de
Pruebas.
Una funcio´n de Walsh (no normalizada) con
para´metro w ∈ Bn se define como:
ψw(x) =
n∏
i=1
(−1)wixi = (−1)
∑n
i=1 wixi , (8)
donde wi y xi representan la i-e´sima componente de
las cadenas w y x respectivamente. Como se puede
apreciar ψw : Bn → {−1, 1}.
El orden de una funcio´n de Walsh ψw se define
como |w| = ∑ni=1 wi, es decir, el nu´mero de unos en
w. Una funcio´n de Walsh de orden p es elemental
con autovalor λ = 2p [16]. A continuacio´n se pre-
sentan sin demostracio´n algunas de las propiedades
que cumplen las funciones de Walsh.
Proposicio´n 1 (ver [6]) Las funciones de Walsh
cumplen las siguientes igualdades:
ψw · ψv = ψw⊕v , (9)
ψ2w = 1 , (10)
ψ0 = 1 , (11)
ψw = 0 si w 6= 0 , (12)
ψi(x) = (−1)xi = 1− 2xi . (13)
Como las funciones de Walsh forman una base or-
togonal de R2n , cualquier funcio´n pseudo-booleana
puede ser escrita como la suma ponderada de fun-
ciones de Walsh de la siguiente manera:
f =
∑
w∈Bn
awψw , (14)
donde los valores aw se denominan coeficientes de
Walsh. Las funciones de Walsh del mismo orden, se
pueden agrupar para encontrar la descomposicio´n en
landscapes elementales de la funcio´n:
f (p) =
∑
w∈Bn
|w|=p
awψw , (15)
donde cada f (p) es una funcio´n elemental con auto-
valor 2p. Por tanto, la funcio´n f puede ser escrita
como una suma de n+ 1 componentes elementales:
f =
n∑
p=0
f (p) . (16)
De esta manera cualquier funcio´n puede ser des-
compuesta en una suma de a lo ma´s n landscapes
elementales, ya que el valor constante f (0) se puede
sumar a cualquiera de las otras componentes elemen-
tales.
B. Matrices de Krawtchouk
Cuando se trabaja con funciones de Walsh es ha-
bitual encontrar valores enteros que son elementos
de matrices de Krawtchouk [10]. La n-e´sima matriz
de Krawtchouk, denotada K(n), es una matriz en-
tera de taman˜o (n+ 1)× (n+ 1) cuyos elementos se
definen de acuerdo a la fo´rmula:
K(n)r,j =
n∑
l=0
(−1)l
(
n− j
r − l
)(
j
l
)
, (17)
donde 0 ≤ r, j ≤ n y se asume que (ab) = 0 si a > b o
b < 0. Los elementos de las matrices de Krawtchouk
tambie´n se pueden definir de acuerdo a la siguiente
funcio´n generatriz:
(1 + x)n−j(1− x)j =
n∑
r=0
xrK(n)r,j . (18)
Proposicio´n 2 (ver [6]) Las matrices de Kraw-
tchouk cumplen la siguiente identidad:
K(n)r,n−j = (−1)rK(n)r,j . (19)
Las siguientes proposiciones establecen una
relacio´n entre la suma de funciones de Walsh y los
elementos de las matrices de Krawtchouk, y sera´n de
utilidad para luego poder realizar la descomposicio´n
del problema de Disen˜o de Redes de Radio.
Proposicio´n 3 (ver [7]) Sea t ∈ Bn una cadena bi-
naria y 0 ≤ r ≤ n. Se cumple la identidad:∑
w∈Bn∧t
|w|=r
ψw(x) = K(|t|)r,|x∧t| . (20)
Corolario 1: Sea t ∈ Bn una cadena binaria y 0 ≤
r ≤ n. Se cumple la siguiente identidad:∑
w∈Bn∧t
|w|=r
(−1)|w|ψw(x) = (−1)rK(|t|)r,|x∧t| . (21)
Demostracio´n: El resultado se sigue de (20) al
considerar que |w| = r es constante en el sumatorio.
IV. Problema de Disen˜o de Redes de Radio
El problema de Disen˜o de Redes de Radio (RND,
Radio Network Design) se puede definir como un
problema de cobertura de un a´rea mediante un con-
junto de antenas, donde se desea alcanzar ma´xima
cobertura utilizando el menor nu´mero posible de an-
tenas.
A. Formulacio´n discreta del problema
Sea L el conjunto de todas las ubicaciones a las
que se desea dar servicio (cubrir) y sea M el con-
junto de todas las ubicaciones posibles de las ante-
nas. Sea G = (M ∪ L,E) un grafo, donde E es el
conjunto de aristas tal que cada ubicacio´n de una an-
tena esta´ conectada con las ubicaciones que cubre,
y sea x ∈ B|M | una solucio´n al problema, donde xi
indica si la i-e´sima antena forma parte de la solucio´n
o no. Como el a´rea geogra´fica esta´ discretizada, las
ubicaciones potencialmente cubiertas se toman de un
ret´ıculo, como se muestra en la Figura 1.
Fig. 1. Antenas y sus respectivas celdas sobre un ret´ıculo.
El objetivo es encontrar el mı´nimo subconjunto
de antenas que cubran la ma´xima superficie, esto
significa buscar un subconjunto M ′ ⊆ M tal que
|M ′| sea mı´nimo y |V ecinos(M ′, E)| sea ma´ximo,
donde:
M ′ = {j ∈M | xj = 1} ,
V ecinos(M ′, E) = {u ∈ L| ∃v ∈M ′, (u, v) ∈ E} .
Esta definicio´n pone de manifiesto que el problema
RND es un problema bi-objetivo. Los objetivos
son minimizar el nu´mero de antenas y maximizar la
cobertura. En lo que sigue utilizaremos la siguiente
nomenclatura para referirnos a las funciones obje-
tivo:
• antenas(x): es el nu´mero de antenas utilizadas en
la solucio´n x,
• cobertura(x): es el valor del a´rea (o localizaciones)
cubierta por la disposicion de antenas en x.
Calcular el valor de antenas(x) es simplemente
contar el nu´mero de unos presentes en la solucio´n,
es decir:
antenas(x) =
n∑
i=1
xi . (22)
En la formulacio´n discreta el valor de cobertura(x)
es simplemente:
cobertura(x) = |V ecinos(M ′, E)| . (23)
B. Formulacio´n general del problema
En general, una antena cubre un a´rea de forma
arbitraria y continua. En la versio´n general del
problema eliminamos la suposicio´n de que cada
antena cubre un conjunto discreto de puntos y
suponemos que puede cubrir una regio´n bidimen-
sional de cualquier tipo. Este cambio en la for-
mulacio´n no afecta a la funcio´n antenas pero s´ı a
cobertura. Para entender estos cambios pongamos
un ejemplo.
Supongamos que se desea calcular la superficie cu-
bierta de un a´rea particular de la ciudad de Ma´laga.
La Figura 2 muestra una posible configuracio´n de
22 regiones (numeradas R1, R2, . . . , R22) que corres-
ponden a las regiones que cubren 22 antenas. En este
caso todas las regiones tienen una forma circular o
el´ıptica, pero esto no supone una restriccio´n ya que
se puede pensar en regiones arbitrarias de cualquier
forma, incluso que una misma antena tenga asociada
una regio´n inconexa. Se debe notar que en este caso
no se discretiza el a´rea cubierta.
Fig. 2. Ejemplo de disposicio´n de antenas en Ma´laga.
La dificultad que introduce la formulacio´n ma´s ge-
neral radica en que para calcular la superficie cu-
bierta por una solucio´n, es necesario considerar lo
que ocurre cuando dos o ma´s regiones se solapan.
Por ejemplo, en la Figura 2 la regio´n R1 se solapa
con las regiones R6, R2 y R3. Supongamos que se
utilizan las antenas asociadas con las regiones R1 y
R2. El a´rea cubierta no es simplemente la suma de
las a´reas de estas dos regiones, sino que debemos
substraer de dicha suma el a´rea de la interseccio´n
entre las regiones, que se habra´ contado dos veces,
una por cada regio´n. Cuando hay ma´s regiones in-
volucradas en los ca´lculos, las intersecciones a con-
siderar son ma´s y debemos recurrir al principio de
inclusio´n-exclusio´n.
El principio de inclusio´n-exclusio´n permite calcu-
lar el cardinal de la unio´n de varios conjuntos a
trave´s de los cardinales de cada conjunto y de to-
das sus posibles intersecciones [14]. Sean A1, . . . , An
conjuntos finitos, la ecuacio´n generalizada del prin-
cipio de inclusio´n-exclusio´n es la siguiente:
∣∣∣∣∣
n⋃
i=1
Ai
∣∣∣∣∣ =
n∑
i=1
|Ai| −
∑
1≤i<j≤n
|Ai ∩Aj |
+
∑
1≤i<j<k≤n
|Ai ∩Aj ∩Ak| − · · ·
+ (−1)n+1 |A1 ∩ · · · ∩An| ,
donde |A| denota el cardinal de A. Esta expresio´n
puede escribirse tambie´n como sigue:∣∣∣∣∣
n⋃
i=1
Ai
∣∣∣∣∣ =
n∑
k=1
(−1)k+1
∑
I⊆{1,...,n}
|I|=k
∣∣∣∣∣⋂
i∈I
Ai
∣∣∣∣∣ . (24)
Teniendo en cuenta la ecuacio´n (24) y de acuerdo
a la definicio´n de a´rea en Teor´ıa de la Medida1 [19],
podemos extender este principio para calcular la
funcio´n cobertura(x) del problema RND bajo la for-
mulacio´n general del siguiente modo: considerando
cada regio´n como un conjunto (esto es va´lido ya que
el a´rea de una regio´n es medible) y reemplazando la
funcio´n del cardinal de conjunto por la funcio´n a´rea
(que es una funcio´n medible). La ecuacio´n corres-
pondiente al principio de inclusio´n-exclusio´n genera-
lizada considerando a´reas ser´ıa:
area
(
n⋃
i=1
Ri
)
=
n∑
k=1
(−1)k+1
∑
I⊆{1,...,n}
|I|=k
area
(⋂
i∈I
Ri
)
, (25)
donde area(R) corresponde al valor del a´rea de la
regio´n R, este valor puede ser calculado utilizando
te´cnicas de teor´ıa de la medida (o a trave´s de una
integral doble).
En el caso de la funcio´n cobertura(x) se desea cal-
cular el a´rea total teniendo en cuenta u´nicamente
aquellas regiones que sean seleccionadas en la
solucio´n x (aquellas en las cuales xi = 1). Para lo-
grar esto reemplazamos el te´rmino area
(⋂
i∈I Ri
)
de
la ecuacio´n (25) por area
(⋂
i∈I Ri
) ·∏i∈I xi donde
I ⊆ {1, . . . , n}, de esta manera podemos conside-
rar so´lo aquellas regiones que formen parte de la
solucio´n x. La expresio´n resultante para la funcio´n
cobertura(x) es:
cobertura(x) =
n∑
k=1
(−1)k+1
∑
I⊆{1,...,n}
|I|=k
area
(⋂
i∈I
Ri
)
·
(∏
i∈I
xi
)
.
(26)
1La teor´ıa de la medida define al a´rea como una funcio´n
medible a la cual se le puede asignar un valor real.
V. Descomposicio´n del problema RND
Esta seccio´n presenta la principal contribucio´n del
trabajo: la descomposicio´n en landscapes elemen-
tales del problema RND. Analizaremos cada funcio´n
objetivo por separado.
A. Descomposicio´n de antenas(x)
La descomposicio´n de la funcio´n antenas(x) se
realiza reemplazando el valor de xi de la ecuacio´n
(13) en la ecuacio´n (22), es decir:
antenas(x) =
n∑
i=1
xi =
n∑
i=1
1− ψi(x)
2
=
n
2
− 1
2
n∑
i=1
ψi(x) . (27)
De aqu´ı se deduce que la funcio´n antenas(x) esta´
compuesta por dos funciones elementales:
antenas(0)(x) =
n
2
, (28)
antenas(1)(x) = −1
2
n∑
i=1
ψi(x)
= antenas(x)− n
2
. (29)
Como la primera funcio´n elemental es una cons-
tante, que puede ser an˜adida a la segunda, deduci-
mos que la fucio´n antenas(x) junto con el vecindario
de inversio´n de bits es un landscape elemental.
B. Descomposicio´n de cobertura(x)
Para encontrar la descomposicio´n de cobertura(x)
tambie´n se utilizan funciones de Walsh. Defini-
mos α(I) = area(
⋂
i∈I Ri) con I ⊆ {1, . . . , n}. La
definicio´n de cobertura(x) resultante es:
cobertura(x) =
n∑
k=1
(−1)k+1
∑
I⊆{1,...,n}
|I|=k
α(I)
∏
i∈I
xi . (30)
Reescribamos (30) utilizando la ecuacio´n (13):
cobertura(x) =
n∑
k=1
(−1)k+1
∑
I⊆{1,...,n}
|I|=k
α(I)
∏
i∈I
xi
=
n∑
k=1
(−1)k+1
∑
I⊆{1,...,n}
|I|=k
α(I)
∏
i∈I
1− ψi(x)
2
=
n∑
k=1
(−1)k+1
∑
I⊆{1,...,n}
|I|=k
α(I)
2k
∏
i∈I
(1− ψi(x)) . (31)
Desarrollando el producto podemos escribir:∏
i∈I
(1− ψi(x)) =
∑
W∈P(I)
(−1)|W |
∏
j∈W
ψj(x)
=
∑
w∈Bn∧I
(−1)|w|ψw(x) , (32)
donde, abusando de notacio´n, usamos I para repre-
sentar, adema´s de un conjunto, una cadena binaria
con 1’s en las posiciones correspondientes a los ele-
mentos del conjunto I. Usando (32) en (31) podemos
escribir:
cobertura(x) =
n∑
k=1
(−1)k+1
∑
I⊆{1,...,n}
|I|=k
α(I)
2k
∑
w∈Bn∧I
(−1)|w|ψw(x) . (33)
Cada componente elemental esta´ compuesta por la
suma de funciones de Walsh ponderadas que tienen
el mismo orden, es decir:
cobertura(p)(x) =
n∑
k=1
(−1)k+1
∑
I⊆{1,...,n}
|I|=k
α(I)
2k
∑
w∈Bn∧I
|w|=p
(−1)|w|ψw(x) . (34)
La ecuacio´n (34) se puede simplificar teniendo en
cuenta las Proposiciones 1 y 2, junto con el hecho de
que |I| − |x ∧ I| = |x ∧ I|:
cobertura(p)(x)
=
n∑
k=1
(−1)k+1
∑
I⊆{1,...,n}
|I|=k
α(I)
2k
∑
w∈Bn∧I
|w|=p
(−1)|w|ψw(x)
=
n∑
k=1
(−1)k+1
∑
I⊆{1,...,n}
|I|=k
α(I)
2k
(−1)pK(|I|)p,|x∧I|
=
n∑
k=1
(−1)k+1
∑
I⊆{1,...,n}
|I|=k
α(I)
2k
K(|I|)p,|I|−|x∧I|
=
n∑
k=1
(−1)k+1
∑
I⊆{1,...,n}
|I|=k
α(I)
2k
K(|I|)p,|x∧I|
=
n∑
k=1
(−1)k+1
2k
∑
I⊆{1,...,n}
|I|=k
α(I)K(|I|)p,|x∧I|
= −
n∑
k=1
(−1
2
)k ∑
I⊆{1,...,n}
|I|=k
α(I)K(|I|)p,|x∧I|
= −
∑
I⊆{1,...,n}
I 6=∅
(−1
2
)|I|
α(I)K(|I|)p,|x∧I| , (35)
donde 0 ≤ p ≤ n. La funcio´n cobertura(x) se puede
escribir:
cobertura(x) =
n∑
p=0
cobertura(p)(x) . (36)
C. Ana´lisis de la descomposicio´n
La descomposicio´n de la funcio´n cobertura brinda
informacio´n importante, si se analiza en detalle la
ecuacio´n (35). A partir de la descomposicio´n se
puede deducir que el nu´mero ma´ximo de compo-
nentes elementales de la funcio´n esta´ acotado por
el ma´ximo nu´mero de solapamientos entre regiones
que exista en algu´n punto dado.
Esto se infiere si se tiene en cuenta lo siguiente:
supongamos que se tiene un punto dentro de la
instancia del problema que esta´ cubierto por el
ma´ximo nu´mero de antenas k. Esto quiere decir
que cuando se calcule el a´rea de las intersecciones
para |I| > k, la funcio´n α(I) = 0 (de lo contrario
el valor de k no ser´ıa el ma´ximo nu´mero de ante-
nas que se solapan en el punto seleccionado). Esto
implica que la componente de orden p es una suma
ponderada de elementos de la fila p de matrices de
Krawtchouk de orden menor o igual que k. Para el
resto de casos en los que p > k la componente valdra´
cero. En cuanto a la complejidad de calcular el valor
de la componente p se observa que al tener α(I) = 0
para |I| > k, el tiempo requerido para el ca´lculo sera´
O(nk).
VI. Aplicaciones de la teor´ıa
En esta seccio´n repasamos algunas de las aplica-
ciones de la teor´ıa de landscapes desarrolladas en los
u´ltimos an˜os. En particular, nos centramos en seis
aplicaciones relacionadas con la optimizacio´n combi-
natoria.
A. Autocorrelacio´n
El coeficiente de autocorrelacio´n, ξ, de un pro-
blema es un para´metro propuesto por Angel y Zis-
simopoulos [2] que constituye una medida de la ru-
gosidad del landscape. Los autores mostraron en un
estudio emp´ırico que ξ parece estar relacionado con
el rendimiento del algoritmo de Enfriamiento Simu-
lado. Otra medida de rugosidad definida por Garc´ıa-
Pelayo y Stadler es la longitud de correlacio´n [11],
denotada con `. La longitud de correlacio´n es es-
pecialmente importante en optimizacio´n debido a
la conjetura de la longitud de autocorrelacio´n, que
afirma que en muchos landscapes el nu´mero de
o´ptimos locales M se puede estimar usando la ex-
presio´n [17]:
M ≈ |X||X(x0, `)| , (37)
donde X(x0, `) es el conjunto de soluciones alcan-
zables desde x0 en ` o menos movimientos locales.
Puede ser u´til comparar el nu´mero estimado de
o´ptimos locales de dos instancias del mismo pro-
blema. De hecho, para un problema en el que (37)
sea va´lida, a mayor valor de ` le corresponde un
menor nu´mero de o´ptimos locales. En un landscape
con un bajo nu´mero de o´ptimos locales, una estrate-
gia de bu´squeda local puede encontrar a priori el
o´ptimo global con menos pasos de co´mputo.
La teor´ıa de landscapes permite calcular de forma
exacta ξ y ` a partir de los datos del problema [5].
Las ecuaciones resultantes son:
ξ =
∑
i 6=0
Wi
λi
d
−1 , ` = ∞∑
s=0
r(s) = d
∑
i6=0
Wi
λi
.
(38)
donde los valores Wi se denominan coeficientes es-
pectrales y se definen as´ı:
Wi =
f (i)
2 − f (i)2
f2 − f2
. (39)
Usando las ecuaciones previas se han obtenido al-
goritmos eficientes para calcular de forma exacta
los coeficientes en problemas como la Asignacio´n
Cuadra´tica (QAP), la Optimizacio´n Cuadra´tica sin
restricciones (UQO), MAX-3SAT, etc.
B. Correlacio´n Fitness-Distancia
La Correlacio´n Fitness-Distancia (FDC) es una
medida introducida por Jones y Forrest [13] para
medir la dificultad de resolucio´n de un problema.
A partir de todas las soluciones del espacio de
bu´squeda, se calcula el coeficiente de correlacio´n en-
tre los valores de fitness de las soluciones y la dis-
tancia de Hamming de e´stas al o´ptimo global ma´s
cercano.
El FDC r es un valor entre −1 y 1. Cuanto menor
sea el valor de r, ma´s dif´ıcil se supone que resulta
resolver el problema de optimizacio´n. El siguiente
teorema proporciona una expresio´n exacta para la
FDC en el caso en que so´lo exista un o´ptimo global
x∗ y conozcamos la descomposicio´n en landscapes
elementales de f .
Teorema 1 (ver [4]) Sea f una funcio´n objetivo
cuya descomposicio´n en landscapes elementales es
f =
∑n
p=0 f
(p), donde f (0) es la funcio´n constante
f (0)(x) = f y cada f (p) con p > 0 es la funcio´n
del landscape elemental de orden p con offset cero.
Si existe solo un o´ptimo global x∗ en el espacio de
bu´squeda, la FDC se puede calcular de forma exacta
como:
r =
−f (1)(x∗)
σf
√
n
. (40)
El teorema anterior muestra que lo u´nico que nece-
sitamos conocer acerca del o´ptimo global es el valor
del primer componente elemental (el de orden 1).
Con esta informacio´n podemos calcular de forma
exacta la FDC. Si la funcio´n objetivo es elemental,
entonces la expresio´n para la FDC exacta se simpli-
fica:
r =
{
f−f(x∗)
σf
√
n
si p = 1,
0 si p > 1.
(41)
La ecuacio´n anterior afirma que solo los land-
scapes elementales de orden p = 1 tienen un FDC
no zero. Los resultados anteriores abren una intere-
sante discusio´n que pone en cuestio´n el uso de FDC
como medida de “dificultad” de un problema. Los
lectores interesados pueden referirse a [4].
C. Distribucio´n de fitness tras cruce uniforme y mu-
tacio´n por inversio´n de bits
El cruce uniforme y la mutacio´n por inversio´n de
bits son dos operadores muy populares utilizados en
los algoritmos gene´ticos para generar nuevas solu-
ciones en una iteracio´n del algoritmo cuando la re-
presentacio´n usada es un espacio binario. Usando la
descomposicio´n de Walsh, Chicano et al. [7] propor-
cionaron fo´rmulas para el ca´lculo exacto del valor
esperado de fitness de una solucio´n que resulta de
aplicar estos dos operadores en el orden habitual
(primero cruce y despue´s mutacio´n). El valor es-
perado es:
E{f(Mµ(Uρ(x, y)))} =
n∑
r,l=0
A(r,l)x,y (1− 2ρ)r(1− 2µ)l,
(42)
donde aw con w ∈ Bn son los coeficientes de Walsh
de f , ρ es la probabilidad de seleccionar un bit del
primer padre (x) en el cruce, µ es la probabilidad
de invertir un bit y los coeficientes A
(r,l)
x,y vienen
definidos por:
A(r,l)x,y =
∑
w∈Bn,|w|=l
|(x⊕y)∧w|=r
awψw(y), (43)
y A
(r,l)
x,y = 0 para r > l.
La expresio´n anterior resulta ser polinomial en ρ
y µ que son los para´metros de los operadores. En [7]
se proporcionan tambie´n expresiones concretas para
el caso de dos problemas: Onemax y MAX-SAT.
Las expresiones anteriores pueden utilizarse tambie´n
para calcular otros momentos estad´ısticos de la dis-
tribucio´n de fitness tras aplicar los operadores. Para
ello no hay ma´s que cambiar f por la potencia de-
seada de f , dependiendo del momento que quera-
mos calcular. As´ı, por ejemplo, si queremos cono-
cer el valor de la desviacio´n esta´ndar, necesitaremos
aplicar las fo´rmulas anteriores a f y f2. A partir de
los momentos de orden superior es posible esbozar
la forma de distribucio´n de probabilidad y estimar
la probabilidad de mejorar una solucio´n en un itera-
cio´n del algoritmo, o incluso calcular los valores de
los para´metros ρ y µ que maximizan la probabilidad
de mejora en un paso.
D. Tiempo de ejecucio´n de (1 + λ)-EA
Siguiendo con la idea anterior de calcular la pro-
babilidad de mejora en un paso, en un art´ıculo re-
ciente, Chicano et al. [6], desarrollaron un marco
teo´rico para calcular la distribucio´n de probabilidad
tras aplicar una mutacio´n por inversio´n de bits a un
problema con representacio´n binaria y lo aplicaron
a MAX-SAT y un problema que generaliza a One-
max. En el caso particular de Onemax, fue posible
ir ma´s alla´ que estudiar una simple iteracio´n (como
se describe en la subseccio´n anterior): se obtuvieron
expresiones exactas para la esperanza del tiempo de
ejecucio´n de un algoritmo (1 + λ)-EA. Este tiempo
depende de la probabilidad p de invertir un bit y del
nu´mero de individuos generados λ. A modo de ilus-
tracio´n, se presentan a continuacio´n las expresiones
exactas de la esperanza del tiempo de ejecucio´n para
λ = 1 y n = 2 en funcio´n de p.
E{τ} = 7− 5p
4(p− 2)(p− 1)p . (44)
Estas expresiones exactas permiten calcular el
valor o´ptimo para la probabilidad de mutacio´n
(aque´l que hace que el algritmo encuentre el o´ptimo
global en menos evaluaciones de la funcio´n objetivo).
Por ejemplo, para n = 2 este valor resulta ser:
p∗2 =
1
5
6− 3√ 2
23− 5√21 −
3
√
23− 5√21
2

≈ 0.561215 .
Los autores de [6] implementaron un algoritmo efi-
ciente para el ca´lculo de estos valores o´ptimos y pro-
porcionaron los valores hasta n = 100, comprobando
que resultan ser ligeramente mayores que el cla´sico
valor p = 1/n.
E. Bu´squeda local eficiente
Las aplicaciones de la teor´ıa de landscapes
mostradas hasta ahora son todas ca´lculos exactos
de valores estad´ısticos relacionados con el problema.
Sin embargo, el ana´lisis del lanscape de un problema
tambie´n ha resultado ser de utilidad para disen˜ar
algoritmos nuevos que pueden explorar el espacio
de bu´squeda de forma ma´s eficiente o efectiva. En
esta subseccio´n y la siguiente presentamos dos apli-
caciones en esta l´ınea.
Los algoritmos de hill climbing se encuetran pre-
sentes en muchas propuestas para resolver proble-
mas de optimizacio´n. En general, estos algoritmos
exploran completamente un vecindario en torno a
la solucio´n actual para buscar una mejor solucio´n.
En el caso binario, podemos definir un vecindario
de radio r (considerando la distancia de Hamming)
alrededor de una solucio´n, una r-bola. Si el nu´mero
de bits n es mucho mayor que r, entonces el nu´mero
de soluciones en la r-bola es Θ(nr) y su exploracio´n
requerira´ un tiempo al menos del orden de nr, es
decir, Ω(nr).
Chicano et al. [8] propusieron una estrategia para
explorar una r-bola en tiempo constante O(1) (in-
dependiente de n) y con unos requisitos de memoria
de orden lineal en n: O(n). La estrategia se puede
aplicar a cualquier problema binario, pero su eficien-
cia solo se manifiesta cuando el problema tiene epis-
tasis acotada, es decir, problemas cuya funcio´n ob-
jetivo se puede escribir como suma de funciones que
dependen de, a lo sumo, un nu´mero constante k de
variables. Adema´s, cada variable deber´ıa aparecer
en un nu´mero acotado de funciones.
Estas restricciones no resultan demasiado fuertes,
ya que, por un lado, se conocen algoritmos polino-
miales que transforman cualquier problema binario
en uno con epistasis acotada. Por otro lado, exis-
ten importantes familias de problemas NP-duros que
encajan con la clasificacio´n anterior. Dos ejemplos
sobresalientes son NK-landscapes y MAX-kSAT.
Los resultados emp´ıricos presentados en [8] mues-
tran que la estrategia propuesta es capaz de encon-
trar el o´ptimo global de instancias de NK-landscapes
con N = 10.000 en menos de 2,1 segundos.
F. Cruce eficiente basado en particiones
Uno de los problemas de los algoritmos de
bu´squeda local es su facilidad para estancarse en
o´ptimos locales. La estrategia propuesta en [8] no
es una excepcio´n. La posibilidad de explorar vecin-
darios mayores de forma eficiente permite que este
estancamiento suceda en una etapa ma´s tard´ıa de la
bu´squeda, pero no puede evitarlo.
Para mejorar la exploracio´n del espacio de
bu´squeda, Tino´s et al. [20] propusieron un cruce,
basado en las mismas ideas de descomposicio´n de la
funcio´n objetivo que aparecen en la exploracio´n efi-
ciente de la r-bola, para analizar de forma eficiente
un nu´mero exponencial de soluciones usando un es-
fuerzo computacional lineal. Este cruce, inspirado
en un cruce similar para el problema del viajante de
comercio de Whitley et al. [22], es aplicable a fun-
ciones binarias con epistasis acotada. Los resultados
emp´ıricos muestran que cuando el cruce se aplica a
soluciones que son o´ptimos locales, el conjunto de
soluciones que explora impl´ıcitamente esta´ formado
por una mayor´ıa de o´ptimos locales.
VII. Conclusiones
En este trabajo hemos presentado la descom-
posicio´n en componentes elementales de las fun-
ciones objetivos del problema de disen˜o de una red
de radio. El ana´lisis indica que la funcio´n que cuenta
el nu´mero de antenas es elemental mientras que la
funcio´n que mide la cobertura tiene tantos compo-
nentes elementales como el ma´ximo nu´mero de an-
tenas que pueden cubrir un punto cualquiera.
Hemos repasado tambie´n las aplicaciones conoci-
das que tiene la teor´ıa de landscapes en optimizacio´n
combinatoria, mostrando resultados recientes. En
este aspecto, hemos podido comprobar que la teor´ıa
es u´til no solo para realizar ca´lculos eficientes de
aspectos estad´ısticos del problema de optimizacio´n,
sino tambie´n para disen˜ar estrategias de bu´squeda
eficientes.
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