Theoretically, the technical details are of independent interest mainly due to the fact that the kernel induced by the dCov is not smooth. Convergence of our tests under null, fixed and local alternative hypotheses is investigated, and a bootstrap scheme is devised to approximate their null distributions and its consistency is justified. Numerical studies are employed to demonstrate the effectiveness of our proposals in comparison with some existing counterparts.
Introduction
Let (x, Y ) be a random vector in R d+1 such that Y has a finite expectation. Denote m(x) = E(Y |x), where x ∈ R d . In regression analysis, the relationship between Y and x can always be written as
hypothesis is
A commonly used kernel associated with the HSIC is the Gaussian kernel k(w, w ) = exp{− w − w 2 /(2γ 2 )}, which is characteristic but related to a bandwith parameter γ. As a dependence metric, how to choose a good bandwidth parameter remains an important open problem. See Yao, Zhang and Shao (2018) for related discussions in other contexts.
In this article, we propose two omnibus tests for examining the adequacy of linearity by using the popular distance covariance (Székely, Rizzo and Bakirov, 2007, dCov) , which measures the distance between the joint characteristic function of two random vectors of arbitrary dimensions and the product of their marginal characteristic functions in terms of weighted L 2 -norm. We refer readers to the work by Li, Zhong and Zhu (2012) , Matteson and Tsay (2017) and Yao, Zhang and Shao (2018) , which excellently present various applications based on the dCov-based dependence measure.
The proposed tests differ from the one developed by Sen and Sen (2014) in three major aspects. First of all, our tests do not involve any bandwidth parameters such as the choice of γ and are easy to implement. Secondly, the techniques developed by Sen and Sen (2014) are not directly extendable to our framework without serious technical work. The technical challenge is mainly due to the fact that the kernel induced by the dCov is not differentiable. Techniques such as Taylor expansion, which are essential for establishing the asymptotic theory of the HSIC-based lack-of-fit test, are not applicable. Thirdly, we develop distribution theory for our test statistics based on the theory of U -statistics indexed by parameters (Sherman, 1994) . In particular, we study the limiting distribution of our test statistics under local alternative hypotheses, which was not considered in Sen and Sen (2014) .
The rest of the paper is organized as follows. In Section 2, we present a review of distance covariance and its sample estimates. In Section 3, we discuss the formulation of the test statistics and study their asymptotic properties. A bootstrap procedure to approximate the asymptotic critical values of the test statistics is proposed in this section , and its consistency is also proved. In Section 4, we examine the finite sample performance of our proposals via Monte Carlo simulations. This article concludes with a brief discussion in Section 5. Some technical proofs are presented in Section 6. The remaining technical proofs as well as more numerical results are gathered in the supplementary material.
Preliminary
Distance covariance (dCov) introduced by Székely, Rizzo and Bakirov (2007) is a multivariate measure of independence between (Székely, Rizzo and Bakirov, 2007; Rizzo , 2012, 2013) . In particular, dCov(u, v) 2 = 0 if and only if u and v are independent.
To obtain a practical estimator for the squared distance covariance, Székely and Rizzo (2009) 
sample from the population (u, v) . Define
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A natural estimator for dCov(u, v) 2 can be defined as
A ij B ij .
(2.5) Székely, Rizzo and Bakirov (2007) showed that dCov 1,n (u, v) 2 is a V -type statistic. That is, dCov 1,n (u, v) 2 is a biased estimate of dCov(u, v) 2 . In practice, researchers are sometimes interested in U -type statistic. Particularly, Székely and Rizzo (2014) constructed an unbiased estimator defined
where
3. Method
The statistics
Consider the regression model (1.1) with E{m 2 (x)} < ∞ and E(η 2 ) < ∞.
T β 0 . Assume that we have a random sample (x i , Y i ), i = 1, · · · , n from the regression model (1.1) and define the unobserved errors η i = Y i − m(x i ), i = 1, · · · , n. We estimate β 0 by the sample analogue of (3.7) and obtain the least squares estimator of β 0 , i.e.,
T β n be the resulting residuals. Assume that A ij and B ij , and A ij and B ij are defined as in (2.5) and (2.6) except that u i − u j and v i − v j are replaced by x i − x j and the observed |η in − η jn |, respectively. According to the arguments of Section 2, we propose the V -type and U -type test statistics given by
3.1 The statistics and (3.10) respectively. In essence, our proposals are based on testing for independence between the predictor and the residual obtained from the parametric fit by the distance covariance. From Corollary 2 of Székely, Rizzo and Bakirov (2007) , it is easy to see that under the independence of x and η, as n → ∞,
) where Z i s are independent standard normal random variables and λ i s are nonnegative constants that depend on the distribution of (η, x) and are defined as in (3.12) below. Employing the relations between U and V statistics (Serfling, 1980) , one can show that n{dCov 2,n (x, η)} 2 converges in distribution to
However, η i is unobserved. Different from {dCov 1,n (x, η)} 2 and {dCov 2,n (x, η)} 2 , the asymptotic theory of U n and V n is not trivial.
3.2 Convergence of U n and V n under null, fixed and local alternative hypotheses 3.2 Convergence of U n and V n under null, fixed and local alternative hypotheses
To obtain asymptotic distributions under the null (1.3) , we make the following mild conditions.
(·) denote the density function of η
(
(·) is bounded in a neighborhood around zero with f η
(0) > 0 and
T } is positive definite.
Condition C.
1. E(η 2 ) < ∞ and E{m 2 (x)} < ∞;
2. There exists some
To derive asymptotic distributions under the fixed alternative (1.4), we additionally impose the following conditions. Define the error under model
(·) is bounded in a neighborhood around zero, where f ε
(·) is the density function of ε
(1) = ε 1 − ε 2 .
2. E(ε 2 ) < ∞.
3.2 Convergence of U n and V n under null, fixed and local alternative hypotheses These moment assumptions in Conditions A-D are slightly stronger than those stated in Székely, Rizzo and Bakirov (2007) . This is the price we have to pay for dealing with the regression effect on the limiting behavior of distance covariance. In addition, these conditions we impose here is formally related to but essentially different from these of Sen and Sen (2014) . For example, their Conditions 3(d), 4c(ii) and 4c(iv) are not applicable under our framework in that the kernel induced by distance covariance is not differentiable.
denote the orthonormal eigenfunctions and the eigenvalues {λ i } ∞ i=1 which are defined in connection with the kernel
, and
where Λ is a positive definite matrix because it is just the martingale difference divergence matrix (Lee and Shao, 2018) between g(x) and x, and Conditions A, B and C, as n → ∞, nU n converges in distribution
where the Z i are independent and identically distributed N (0, 1) and
are the jointly Gaussian random variables with
2. Assume that the fixed alternative (1.4) holds. Under Conditions A, B, C2 and D, as n → ∞, both n 1/2 {U n − dCov 2 (ε 1 , x 1 )} and n 1/2 {V n − dCov 2 (ε 1 , x 1 )} converge in distribution to a Gaussian random variable with mean zero and variance
The second statement in Theorem 1 asserts that both U n and V n converge in probability to dCov3.2 Convergence of U n and V n under null, fixed and local alternative hypotheses fore, both nU n and nV n converge in probability to ∞ under the alternative (1.4). The first statement in Theorem 1 asserts both nU n = O p (1) and
under the null hypothesis (1.3). That is, our tests are consistent against any fixed alternative.
Besides testing the null (1.3) against the fixed alternative (1.4), we also consider testing for local departures from the null. This insight can be used to evaluate the asymptotic powers of the statistics U n and V n . Consider the local alternatives
where (x) ∈ M β and E{| (x) |} < ∞. To get the following assertion, we impose the following regularity assumptions.
Condition E. There exists some γ 2 > 0 such that E{| (x)| 2+γ 2 } < ∞.
Theorem 2. Suppose that Conditions A, B, C and E hold. Under the local alternative (3.14), as n → ∞, nU n converges in distribution to
The bootstrap and its consistency
nV n converges in distribution to
By direct calculation, we have
(0)
Obviously, ∆ is the squared martingale difference divergence (Shao and Zhang, 2014) 
− (x)} and x. According to Theorem 1 of Shao and Zhang (2014) , it follows ∆ ≥ 0. Since (·) is a nonlinear function, namely, pr{ (
ally, observing ∆ a = a 2 ∆ for an arbitrary constant a, we can show that our proposals have power tending to 1 under local alternatives of the order slower than n −1/2 .
Part I of Theorem 1 describes the asymptotic distributions of U n and V n and their consistency can be deduced from Part II of Theorem 1. However, the asymptotic distributions are not practical in determining critical values Statistica Sinica: Newly accepted Paper (accepted author-version subject to English editing)
for the test statistics in that they depend on the infinitely many nuisance parameters λ i s in a complicated way. Therefore, we shall propose computing a critical value by a bootstrap method. The proposed bootstrap procedure is closely related to the work by Leucht and Neumann (2009) Step 1. Calculate the residuals
and generate an independent and identically distributed bootstrap sample
of size n from the measure pr n = pr n,ηn × pr n,x , where pr n,ηn and pr n,x are the empirical distributions of η in and x i , respectively.
Step 2. Denote Y in = g(x in ) T β n + η * in and compute the bootstrapped least-squares estimator β * n using the bootstrap sample (Y in , x in ). Further compute the bootstrap residuals η * *
Step 3. Compute the bootstrap test statistics U * n and V * n with (η in , x i )
replaced by (η * * in , x in ) for i = 1, · · · , n. Given the data, we approximate the distributions of nU n and nV n by the conditional distributions of nU * n and nV * n .
We now make slightly stronger conditions than those mentioned in Theorem 1. The moments of higher order are employed to verify the uniform integrability of some class of random variables, which is needed in the proof.
To demonstrate the consistency of the bootstrap, let us start by assuming that m(·) does not necessarily belong to M β .
Condition F. There exists some γ 3 > 0 such that E(|ε| 2+γ 3 ) < ∞ and
Theorem 3. Suppose that the Conditions in Theorem 1 hold and Condition F is further satisfied. Conditional on the observed data almost surely, regardless of the model misspecification, nU * n converges in distribution to
with the Z i being independent and identically distributed N (0, 1) and ( Z i , N , W) ∈ R 2d+1 being the jointly Gaussian random variables with mean zero and the covariance defined as in (Z i , N , W) of Theorem 1 except for replacing
, where ε i is independent of x i and has the same
From Theorem 3, it follows that under the null hypothesis (1.3), ε i = η i .
That is, if (1.3) holds, nU * n and nV * n converge in distribution to
The bootstrap and its consistency
(0)W T Σ −1 ΛΣ −1 W conditional on the observed data almost surely.
Recall that we reject the null hypothesis for large values of U n and V n .
Therefore, from part I of Theorem 1, the p-values of the tests based on nU n and nV n , denoted by
respectively, follow asymptotically the uniform distribution on (0, 1) in distribution under the null hypothesis (1.3). Consequently, employing the proposed bootstrap tests based on nU * n and nV * n has a correct asymptotic level.
On the other hand, Theorem 3 further indicates that under the fixed alternative (1.4) or the local alternative (3.14), we still have nU *
and nV n −1/2 .
Simulations
In this section, we examine the finite-sample performance of the proposed testing statistics V n and U n as defined in (3.9) and (3.10). Denote the V -and U -types of test statistic by VT and UT, respectively. For comparison purposes, we consider the following four typical methods, which are the Kolmogorov-Smirnov(KS) and the Cramér-von Mises(CvM) tests (Stute, 1997) , the adaptive Neyman(AN) test (Fan and Huang, 2001 ) and the Hilbert-Schmidt independence criterion(HSIC) based test (Sen and Sen, 2014) , respectively. The simulation study is conducted using R. Concretely, we implement the KS and CvM tests employing the "IntRegGOF" library.
We consider the AN test described in (2.1) of (Fan and Huang, 2001) We also examine the sensitivity of the HSIC-based test with respect to the choice of γ, which is denoted by HSIC(γ). HSIC(1) corresponds to the one proposed by Sen and Sen (2014) . Following the suggestion of a reviewer, we also consider the HSIC test with the parameter chosen as the median of pairwise sample distances (mHSIC, hereafter). Computations are based on 1000 samples. In ith sample, 500 bootstrap samples were generated to compute the empirical p-value, p i . The empirical sizes and powers are computed as 1000
Three data-generating models are considered. The first two models focus on testing for multiple linear models and the third model is concerned with univariate linear models.
Model 1. In our first example, the data are generated from the quadratic regression model
with the predictor vector x = (X 1 , X 2 , X 3 , X 4 ) where the predictors X 1 , X 2 , and X 3 are normally distributed with mean 0 and variance 1. Pairwise correlation among these three random variables are 0.5. The predictor X 4 is binary, independent of X 1 , X 2 , and X 3 , and satisfies pr(X 4 = 1) = 0.4 and pr(X 4 = 0) = 0.6. η follows the standardized normal distribution.
This model is adapted from Example 4 of Fan and Huang (2001) . In this example, the sample size is 100, the dimension of predictor is 4, and a = 0 corresponds to the null hypothesis.
From Table 1 , it is seen clearly that under the null, the nominal lev- The simulation results are summarized in Tables 2 and 3 . Clearly, our proposals exhibits much better finite-sample performance than the competing choices. The difference between VT and UT is relatively small. For the VT, UT, KS, CvM, mHSIC and HSIC (1) where the X 1 is from the uniform distribution on the unit interval and the η is also drawn from normal distribution with mean zero and variance 1.
This example is adapted from Model 1 of Stute, Manteiga and Quindimil (1998) . The sample size taken to be 50 and the null hypothesis is true if and only if a = 0. to choose the optimal tuning parameters associated with the HSIC-based method seems to be a difficult practical issue and deserves a deeper study.
Discussion
Based on the popular distance covariance (Székely, Rizzo and Bakirov, 2007) , we propose in this article two tests to check the goodness-of-fit of linear models. Our tests can be viewed as the extension of Székely, Rizzo and Bakirov (2007)'s independent test of no-effect model to the test of the lack-of-fit of a regression model. Our proposals successfully break the curse of dimensionality in some nonparametric testing such as the KolmogorovSmirnov and Cramér-von Mises tests (Stute, 1997) , when the dimension of the regressors is larger than one. Compared to the HSIC-based test (Sen and Sen, 2014) , our methods successfully avoid the choice of subjective parameters like bandwidths and kernels. Our simulations results also illustrate the good behavior of the tests in small samples when compared to other well-known tests such as the Neyman test (Fan and Huang, 2001 ).
Finally, we conclude this paper by pointing out three related topics for future research. Firstly, an interesting extension of our methodology to the situation with a general semi-parametric class is desired. Secondly, it is possible to extend our methodology to missing, censored or dependent data. Thirdly, when the number of useless predictors included in the working model increases, it is of interest to mitigate the impact of large dimensionality and to obtain power enhancement tests with the assistance of techniques, such as projection pursuit and sufficient dimension reduction.
We are currently investigating these issues.
Supplementary materials
The supplementary file contains proofs of Theorems 2-3 and the second assertion of Theorem 1 as well as more numerical results on some aspects of limiting distributions and a real data set.
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Some technical proofs
Lemmas 1 and 2 will be used repeatedly in the proof of main results. Lemma 1 is employed to deduce the Euclidean (Pakes and Pollard, 1989, definition 2.7) property of a class of functions and directly extracted from Lemma 2.13 of Pakes and Pollard (1989) . Lemma 2 states a uniform convergence result for U -statistics indexed by parameters and is a direct consequence of Corollary 8 of Sherman (1994) .
Lemma 1. Let F = {F(·, t) : t ∈ T } be a class of functions on X indexed by a bounded subset T of R d . If there exists a C > 0 and a nonnegative Statistica Sinica: Newly accepted Paper (accepted author-version subject to English editing)
C for x ∈ X and t, t ∈ T , then F is Euclidean for the envelope |F(·, t 0 )| + M φ(·), where t 0
is an arbitrary point of
According to the notations of Sherman (1994) , given a random sam-
with distribution on a set S, the k-order U -statistic indexed by
Lemma 2. Let H a class of real-valued functions on S k = S ⊗ · · · ⊗ S.
Supposing (i) H be a class of degenerate functions on
Proof of Theorem 1. Let us start by focusing on the statistic U n . Let I(·) be the indicator function. By the identity(Knight, 1998)
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Define c(n, m) = n m /m m where n m = n(n − 1) · · · (n − m + 1), and write Yao, Zhang and Shao (2018) , it is easy to show U n = {c(n, 4)}
, where
By definition, combining (6.22) and (6.23), we decompose U n into three parts (6.24) where (6.25) and 26) and
Therefore, to obtain the asymptotic distribution of U n , it suffices to investigate the asymptotic expansion of U 0n , U 1n , U 2n and β n − β 0 .
In what follows, we first focus on the term U 2n with the help of Lemmas 1 and 2 and the derivations on U 0n , U 1n , and β n − β 0 are reported later. Clearly, U 2n does not belong to a class of degenerate functions on S 4 .
Therefore, we further decompose U 2n into two parts 27) where
Statistica Sinica: Newly accepted Paper (accepted author-version subject to English editing) of U 21n satisfies conditions (i)-(iiii) in Lemma 2. According to the smoothing property of conditional expectation and the independence between η and x, we have E[{δ 2st − E(δ 2st |x s , x t )}|z s ] = 0 and therefore
That is, condition (i) in Lemma 2 holds. The fact that δ 2st = 0 when β n = β 0 implies condition (ii) in Lemma 2 holds. For ease of our derivation-
We shall use C to denote a positive constant that do not depend on n and whose value may change from place to place. By definition, Minkowski and Cauchy-Schwarz inequalities,
This, together with Lemma 1 and Condition C2, implies condition (iii) in Lemma 2. Similarly,
}, which, together with Condition C2, indicates condition (iiii) in Lemma 2. Consequently,
and f η
( 1) be the cdf and pdf of η
(1) = η 1 − η 2 . By Taylor's expansion and Condition A, we have uniformly over 1 ≤ s, t ≤ n,
(0)}dz (6.30)
From (6.27), (6.28) and (6.30), it is easy to show (6.31) where
Together with (6.24), we get
It is observed that U 0n is degenerate and U 1n and U 2n are non-degenerate.
Define h
According to Hoeffding decomposition in technical appendix of Yao, Zhang and Shao (2018) ,
Similarly, it is straightforward to verify that h
which further yields 34) where F η is the cdf of η. From the standard theory of U -statistics, invoking
Conditions C1-C2 entails
(1) |x 1 ) + E( x
(1) )}] = 2Λ, where
By the law of large numbers for U -statistics, we have U 2n → 2Λ in probability. From Slutsky's theorem and Conditions C2-C3, we have n 1/2 ( β −β 0 ) =
. Combination of these and Slutsky's theorem
1 (z i ) + o p (1), and
(6.37)
To obtain the desired result, we now need to decompose the term
0 (z i , z j ). By (6.33) and Lemma 1.1 in technical appendix of Yao, Zhang and Shao (2018) , it is easy to check E{h
where 
lutsky's theorem and the law of large numbers, nU 0n can be expressed as
. Therefore, further combination of (6.32) and (6.37) yields nU n = nU ‡ n + o p (1), where
(0){n
As the first term in (6.38) contains infinitely many λ i and φ i , we here follow Theorem 5.5.2 of Serfling (1980) to finish the proof of the first assertion on U n . We aim to show that
for all n sufficiently large. For any fixed K, and by multivariate central limit theorem, (6.41) for all n sufficiently large. Combining (6.39), (6.40) and (6.41), we have for any x and any ε > 0 (6.42) for all n sufficiently large. That is, nU ‡ n converges in distribution to U ‡ .
On the other hand, similar to appendix of Székely, Rizzo and Bakirov (2007) , we can also show
where h 0 (z in , z jn , z kn , z ln ) is defined as in (6.23). Combining the standard V -and U -statistic theories, and the equation (6) in Sherman (1994) , we can obtain
(0){n 
