In this paper, we study the problem of finding a disk covering the largest number of red points, while avoiding all the blue points. We reduce it to the question of finding a deepest point in an arrangement of pseudodisks and provide a near-linear expected-time randomized approximation algorithm for this problem. As an application of our techniques, we show how to solve linear programming with violations approximately. We also prove that approximate range counting has roughly the same time and space complexity as answering emptiness range queries.
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Introduction
Consider two finite sets in the plane, red and blue.
In this paper, we investigate the problem of finding a disk containing the largest number of red points, while avoiding all the blue ones. This is a natural problem related to learning and clustering [DHS01] . For instance, one might try to learn a concept believed to be a disk from examples, with red and blue points representing positive and negative examples, respectively. A possible criterion to optimize is to say that the best concept (i.e., disk) is the one that classifies the blue points correctly (i.e., avoids them), while minimizing the error on the red points (i.e., the disk covers as many red points as possible).
The corresponding problem, in high dimensions, of computing the best such ball seems to be computationally hard, since computing the separating hyperplane minimizing the number of outliers is computationally hard lAB99, Section 23.5]. In constant dimension d, this ball can be computed by brute-force enumeration of all possibilities. This requires n O(d) time. Instead, we investigate an approximation variant, where we look for the ball containing (approximately) the largest number of red points, while avoiding all the blue points. More specifically, we observe that every red point p induces a *The full version of this paper is available from the second author's web site http://www.uiue.edu/-sariel/papers/O4/depth. fPolytechnic University, Brooklyn, NY 11201-3840, USA; http://cis.poly.edu/-aronov. Work of B.A. on this paper was supported in part by NSF ITR Grant CCR-00-81964. Part of the work was carried out while B.A. visited UIUC.
J/Department of Computer Science; University of Illinois; 201 N. Goodwin Avenue; Urbana, IL, 61801, USA; sariel0cs.uiuc, edu; http://www.uiuc.edu/~sariel. Work on this paper was partially supported by a NSF CAREER award CCR-0132901. feasible region which is tile locus of the centers of the maximal balls containing p and not containing any blue points in their interior. Thus, the problem reduces to that of finding a point in the plane (or in space) having the largest number of such regions covering it; namely, a deepest point in an arrangement of such regions.
In Section 3, we present a general reduction that allows one to quickly compute an approximately deepest point in an arrangement of objects given a slower exact procedure for computing the depth exactly. More precisely, suppose we are given a depth thresholding procedure that can find, given an integer k, a deepest point for a set of n regions in T(n, k) time, provided the depth does not exceed k; if it does, the procedure outputs "depth > k". The resulting approximation algorithm, given a set S of n regions and 0 < e < 1, carl find a point of depth at least (1 -~)kopt, where kopt is the maximum number of regions covering any point in the plane. The running time of this new algorithm is
O(T(n, e-2 log n) + n log n), assuming T(n, k) = ft(n).
This reduction works for any set of "well-behaved" regions in constant dimension.
Next, in Section 4, we present several applications of this reduction. In Section 4.1, we show how to solve linear programming with violations approximately in near-linear time. More precisely, consider a linear program L with n constraints in ]R d and a linear target function f. Suppose kopt is the mininmm nmnber of constraints that have to be violated to make L feasible and let v be the optimal solution in this case; namely, v is the point minimizing f(v) with exactly kopt violated constraints. Then, one can find a point u that violates at most (1 + e)kopt constraints of L and such that f(u) _< f(v). Alternatively, if one specifies k >_ kopt and vk is the point minimizing f(.) with at most k constraints violated, then the algorithm will output uk, with f(uk) _< f(vk), which violates at most (1 + e)k constraints. The running time of the new algorithm is O(n(e -2 logn)d+l). This compares favorably with the previous exact algorithm of Matougek [Mat95] which requires O(nk d+l) rmming time. (In two and three dimensions faster exact Mgorithms exist [Cha02] ; see Section 4.1.) To appreciate the significance of this result, consider the case where k = v/n. A natural approach to approximate linear programming with violations is to compute a d-approximation to the set of constraints in L, and apply the exact algorithm on this sample. However, in this case 6 = ~/~/~, and the required random sample would include all the constraints of L, thus achieving no speedup.
In Section 4.3, we show that computing the deepest point in an arrangement of disks in the plane is 3SUM-hard [GO95] and present an (1-¢)-approximation algorithm with O(nc -2 log n) expected running time. In Section 4.4, we investigate the geometry of the problem of, given a set of blue and a set of red points, computing the disk containing the largest nmnber of red points while avoiding all blue points. In particular, we show that this is equivalent to, given a set of red planes and a set of blue planes in three dimensions, computing the point having the largest number of red planes below it, while having all the blue planes above it. The points lying below all blue planes and above a specific red plane form the feasible region of that plane. Projecting the feasible regions to the plane, we obtain a set of pseudodisks which can be manipulated efficiently using an implicit representation. Plugging this into the algorithm for computing the depth in an arrangement of pseudodisks results in an approximation algorithm, with O(nc -2 log 2 n) expected running time, which returns a disk covering (1 -c)kopt points, where kopt is the number of red points covered by the optimal disk. We also study this problem in higher dimensions.
Approximate counting. Given a set of points P in ~d and a class of ranges, the problem of ,~nge searching is the problem of preprocessing P so that, given a range r, one can quickly answer (i) emptiness queries: test whether ~-N P = 0, (ii) counting queries: report the size of r n P, and (iii) reporting queries:
report the elements of 7-n P. This problem and its variants have numerous applications and have received substantial attention. See [AE98] for a survey of the subject. Interestingly enough, there is a complexity gap between emptiness queries and counting queries. In the (somewhat reasonable) computation model assumed by Br6nnimann et al. [BCP93] , halfspace counting queries require (roughly) ~*(n 1-2/(d+l)) time per query, if only linear space is allowed. 
the aforementioned lower bound for the counting problem. Especially interesting is the situation in dimensions two and three, where the gap is between logarithmic query time for emptiness queries and polynomial for counting queries.
In Section 5, we show that this gap disappears if one is willing to get an approximate answer to the counting query. In particular, given a prespecified e, 0 < ~ < 1, we show how to reduce a counting query to a sequence of emptiness queries of length polynomial in logn and e-1. For any range % this data structure reports a number #r, such that (1 -6) Ir N PI -~ #~--< IT N PI-Thus, approximate counting and emptiness range searching are computationally nearly equivalent. Since this circumvents the aforernentioned gap, we believe it to be of independent interest.
We contrast our results with the work of Arya and Mount [AM00] that also considers the approximate range searching problem. They approximate the range (using a distance which depends on the diameter of the query shape) and return the exact count inside this appTvximate shape. In our results, on the other hand, the shape is fixed but the count returned is approximated. In particular, our results apply to halfspace range searching, while Arya and Mount methods can not be applied here, as a halfspace has infinite diameter.
Our results are based on careful application of random sampling, using several multi-resolution samples. By performing the computation at the right resolution, we are able to achieve fast running time. This technique is by now standard in the area of randomized algorithms. Recent results that use similar techniques include [IM98, Ind00, HI00]; this list is by no means exhaustive. In the context of halfspace range searching, Chau [Cha00] used nmlti-resolution random samples to roughly estimate the depth of the query and speed up halfspace range reporting queries, in the expected sense.
Preliminaries
Given a set of objects S in ]ad and a point q C ]R d, let the depth of q in S, depth(q, S), be the number of objects of S containing q. The depth of S is defined as maxq depth(q, S), with q ranging over all of ]R d. Finally, let II(S) denote the locus of points realizing depth(S).
In the remainder of the paper, we assume that the sets S are well-behaved. In particular, we require that the complexity of the arrangement formed by S be bounded by ISI °(d). The aT"rangement formed by S is the decomposition of the plane (resp. space) induced by a collection of such shapes. The combinatorial complexity of an arrangement is the total number of edges, faces, and vertices in the arrangement. The k-level in an arrangement of curves is the closure of the set of points on the curves that have exactly k curves below them. For a set of regions R, the union of R is the set of points in the plane covered by at least one region of R. For a union of regions, its complexity is the number of edges and vertices of the arrangeinent lying on the boundary of the union (i.e., this is the descriptive complexity of the union).
From Exact Depth to Fast Approximate Depth
Given a set S of n objects and e > 0, we consider the following problems: (1) computing depth(S) exactly, perhaps also producing a witness point, i.e., a point in II(£), (2) estimating 5 = depth(S), i.e., producing a number k with (1 -e)5 < k < 5 together with a witness point of that depth. We will also need, as a subroutine, a procedure with the following behavior: Given a collection S' C S of n' objects and a nmnber k, determine depth(S') exactly (and produce a witness point), if it does not exceed k, otherwise just return "depth(S') > k". We refer to this process as depth thrcsholding. Let T(n', k) be the running time of the depth thresholding routine.
In this section, we show how to solve problem (2) by performing a logarithmic number of depth thresholding calls.
3.1 The approximate decision procedure The intuitive idea behind approximating 5 = depth(S) for a collection S of n objects is to perform a binary search on the value of the depth. However, we cannot afford to use an exact decision procedure (i.e., a test comparing 5 to a given number k) in each round, as all known methods of computing the depth exactly essentially compute the full arrangement A = A(S). (Actually, using the depth thresholding idea, one can test whether 5 > k for any given k, without necessarily computing the whole arrangement, but the cost T(n, k) of doing this usually grows with k, so it is too expensive to perform the test for large values of k. This is precisely the case where the randomized procedure given below is more efficient.) The idea is to perform a "rough" search for the right depth (up to a constant factor). Once we are in the right range, one can find the approximate depth by applying the depth thresholding procedure to a single random sample and using the relation between the depth of S and that of the sample.
To this end, we develop an approximate decision procedure, which, given a value k, returns "k < 8" with high probability if k is significantly smaller than 5 and "k > 8" with high probability if k is significantly larger than 8. We begin with the following combinatorial lemma:
LEMMA 3.1. Let S be a set of n objects, with 5 = depth(S). Let e, 0 < e < 1/2, be fixed. Let cl > 0 be a sufficiently large absolute constant to be chosen below. Let k be an integer, with k > 8/4. Let R C S be a random subset formed by picking each object with probability p = min(clk-le -2 logn, 1), independently. Then, for an appropriate choice of cl, we have: 2. If 5 < k, then with high probability depth(R) < 35p/2 < 3kp/2.
Pro@ If p = 1, then R = S, and the lemma trivially holds, so assume p < 1 hereafter. Consider u E II(S). Let M = (1 -e/4)pS. Since E[depth(u, R)] = p6, we have
by Chernoff inequality and since 5 > 2k. Thus, a point of maximum depth in A(S) is of depth at least M in A(R) with high probability. since 0 < e < 1 and 5 _> 2k. A similar argument applies to "shallow" points in A(S), i.e., those with depth less than 8/2. Thus, the probability of a point v at depth less than (1 -e)5 in A(S) to have depth more than M in A(R) is polynomially small. Since the complexity of A(S) is polynomiM, it follows that, with high probability, for all representative points 'v, one from each face of A(S) at depth at nlost (1 -~)5 in S, we have that depth(v, R) <_ B~/< depth(u, R) < depth(R). Thus, the claim follows, as we just proved that with high probability none of the "shallow" points of .,4(8) lie at the maximum depth in .A(R). The last claim of the lemma follows by similar reasoning.
[]
We can now estimate the depth of A(S), given a start guess k. Specifically, we compute the sample R and apply depth thresholding to it. If depth(R) < 3pk/2 < 2kp(1 -e), then by Lemma 3.1, with high probability < 2k, where 3 = depth(S). (Otherwise, 5 > 2k, so by Lemma 3.1 we would have depth(R) > 2kp(1 -c) with high probability.) Namely, our guess k of the depth is too large, and we should repeat the process with k/2.
Otherwise, with high probability, we have that 5 > 2k. Since we have assumed that ~ < 4k, we have found a constant-factor approximation to ~ = depth(S); the process Mso produces a witness point, namely a point of maximum depth in R whose depth in S is > (1 -e) depth(S) with high probability.
In the following, we refer to this procedure as DepthTest. 
Moreover, the running time is O(T(,, ~) + n logn) ff T(,, k) is ~(,), for arty k. The result is correct with high probability.
Proo]: Let ki = n/2 i, fori = 1,..., [lgn] . In theith iteration, we estinmte whether 6 < k{, using DepthTest. This requires O('n + T(r{,Si)) time, where & is the depth of the ith random sample, which is of size r i. If 5 >_ k{ then we rerun DepthTest one final time with depth guess ki/2, since then ki/2 < ki _< 6 < 4(k{/2). Since our guess of the depth (i.e., ki/2) is in the right range, DepthTest outputs a witness point p which is a deepest point in the sample and thus an approximately deepest witness point in A(S), with high probabiliW, by Lemma 3.1, and we stop. Otherwise, we continue to the next wdue of i.
Since at the last call to the DepthTest we have ki/2 < ~, it follows that the expected depth in the random sample used is of size O(~-21ogn).
Note, that the sizes of the samples used DepthTest form an increasing geometric sequence, with the last iteration using the largest sample. Furthermore, the expected depth of the deepest point in the sample is increasing with each successive sample. Thus, using Chernoff inequality again (we omit the straightforward but tedious details), we deduce that, with high probability 5, = O(~ -2 logn), for i > 1. Since we use O(log n) calls to DepthTest, the claim follows.
As for the improved running time, observe that in those log n calls, as mentioned above, we use samples of geometrically increasing size. Thus the overall running time is dominated by the cost of the last call to Alg performed by DepthTest. Note, that with high probability, the sample size in the last iteration is O(c2(n/5)e-21ogn) as claimed in the theorem.
[] 3.2 Finding a point of minimum depth For a set of objects S in lR d, let depth,,,in(S) denote the depth of the point in ]R d covered by fewest objects in S. An algorithm computes a minimum depth thresholding for a set X of objects, if it can compute a point of minimum depth at most k in .A(X), in time T ([X], k) , or alternatively report that all points in A(X) are of depth larger than k. It is easy to verify ttmt above discussion can be adopted to this "complementary" setting. 
]). Moreover, the running time is O ( T ( ,, ~)+n log n) fiT(,, k) is ft ( , ) , for any k. The result is correct with high pTvbability.
In fact, if we are given a target depth k, there is no need to perform the binary search for the right depth, and we obtain the following: 
Applications
Linear Programming with Violations
Given a linear program L with n constraints in 1R d, one can compute whether there exists a point that violates at most k constraints of L in O('nk d+l) time [Mat95] . In two and three dimensions faster algorithms exist [Cha02] . Using these algorithms to implement depth thresholding in Theorem 3.2 and Theorem 3.3 results in the following:
. Let L be a linear program with n constratus in IR d, and let f be the minimization ta~yet function. Let kopt be the minimum number of constraints that must be violated to 'make L feasible, and let v be the point minimizing f (v) with kopt constraints violated. Then one can output a point u E IR d such that u violates at most (1 + C)kopt constraints of L, and f(u) < f(v). The running time of this algorithm is:
• d = 2,3: O(nlog (c -1 logn) ..j_ (~--1 log,n)O(l)).
• d > 3: O(n@ -2"
,,d+l, mg n) ).
IS k is prespecified in advance, one can find a point u violating at most (l+e)k constraints of L, and such that f(u) _< f(vk), where vk is the optimal solution violating k constraints. If L is not feasible when violating only k constraints, the algorithm may output "infeasible".
The results are correct with high probability.
This observation implies a number of new results, see Chan [Cha02] for a list of problems that can be solved approximately using our techniques. For example, in ]R d, one can find a spherical shell containing all but (1 + e)k points, which has volume smaller than the minimumvolume spherical shell containing all but k points. The
resulting running time is O(n(e -1 log n)O(d)).
such a set L of n lines. One can compute in O(nlogn) time an axis-parallel square Q containing all vertices of the arrangement .4(L). Furthermore, one can compute a lower bound & on the distance between a vertex of .4 and a line of L not passing through it.
Next, we replace each line g E L by two sufficiently large disks De, D~ of equal radii, such that ODe f30D~ = N OQ (so that De n D~ is symmetric with respect to g) and De N D) lies in the strip of half-width A/4 centered at g. Let D be the resulting set of 2n disks. Note that no point outside Q is covered by more than n of the disks. Moreover, there is a point in Q contained in at least n + 3 disks of D if and only some three lines of L share a point. The overall reduction takes O(n log n) time.
[] Having argued that computing the depth exactly appears difficult, we turn to approximating it. Consider a family S of n x-monotone pseudodisks, each of constant descriptive complexity. Namely, consider a collection of regions, each bounded by a connected closed curve of constant algebraic complexity, such that any vertical line intersects a region in a connected interval, if at all. We need the following facts:
(i) The complexity of the union U = U $ of n xmonotone pseudodisks is O(n) [KLPS86] .
Handling Outliers Using Theorem 3.3 and plug-(ii) ging it into the techniques of Har-Peled and Wang
[HW04], one can solve several shape fitting problems with outliers in near linear time. For example, given a set P of n points in the plane, and parameters k,e > 0, and 5 > 0, one can compute an annulus A, in O(n + (e-15 -1 logn) °(1)) time with the following (iii) properties. The width of A is at most (1 + 5)Wopt(P, k), where Wopt(P, k) is the minimum width of an annulus containing all but k points of P. Furthermore, A covers all but at most (1 + 5)k of the points of P. Note that (iv) the approximation here is both in terms of the width and of the number of outliers. This result was known before only for the case when the number of outliers was large (i.e., close to n). Our methods can be applied to all the problems studied by Har-Peled and Wang [HW04]. We omit further details. Proof. It is 3SuM-hard to decide, given a set of lines in the plane with integer coefficients, whether any three of the lines have a point in common [GO95] . Consider By using a randomized incremental construction, one can compute U in O(nlogn) expected time [MMP+91] . Furthermore, in the same amount of time one can preprocess U for O(log n)-time pointlocation queries.
For a set S of n pseudodisks, the total complexity of faces of depth at most k in their arrangement
Using a randomized incremental construction, one can compute all faces at depth at most k in A in time O(nk + n log n). (In fact, if we are interested in "depth thresholding" rather than construction of a subset of .4, this can be done with a standard plane sweep in O(nk log n) deterministic time.) [] The second problem appears more abstract and less natural.
Finding a Ball with Maximum Number of Red
However, it is more general, as the tbrmer reduces to the latter, albeit in one higher dimension. Indeed, if one applies the standard "lifting transformation" [Ede87] which maps balls in IRd to hyperplanes in IRd+l and points in IRa to points on the standard paraboloid in IRd+l in such a manner that a point lies within a ball if and only if the corresponding lifted point lies below the corresponding hyperplane, an instance of Problem 1 is transformed into that of Problem 2.
We now explain how to solve Problem 2 efficiently for d = 3 (which corresponds to solving Problem 1 tbr disks in the plane), both exactly and approximately, and later discuss higher-dimensional extensions. 
Given in addition a parameter ~ > O, one can compute a point lying on or below all blue planes and on or above (1 -e)kopt red planes, in expected time O(ne -2 log 2 n).
Pry@ We reduce the problem to that of computing the depth in a pseudodisk arrangement. Let B be the (convex) set of points lying on or below all of the blue planes. We can restrict our attention to points on 0B. A point p ff 013 lies on or above a plane 7r c R if and only if its projection p~ to the xy-plane lies in the projection of 7r N 13, which is a convex set in the plane; we denote it by C~.
We claim that {C~ [ ~ E R} is a family of pseudodisks. Indeed, the intersection points of OC~ and OCt, are the projections of the points in 7rNTrtNO13, which is the intersection of a convex surface with a straight line.
At this point, we observe that/3 can be computed in time O(nlogn) and preprocessed into the DobkinKirkpatrick hierarchy [DK90] , so that C~ can be manipulated implicitly. More specifically, it is easily checked that the following operations can be perforlned on the resulting pseudodisks in logarithmic time: Computation of boundary intersection points, computation of x-extreme points, computation of points of intersection with any given y-vertical line. Armed with these operations, we can compute the entire arrangement and thus its depth in time O(n 2 log n). Similarly, Theorem 3.1 together with the implicit representation yield the desired approximation algorithm.
We now turn to the higher-dimensional version of the problem. Recall that we aim to compute a point above a maximmn number of red hyperplanes, while lying below all blue hyperplanes. Checking if such a point of depth k exists can be pertbrmed as follows: Compute the (_< k)-levels of the arrangement A(R U B). 'Ii'averse the 1-skeleton of the resulting structure, clipping away the portions of those levels that lie above the lower envelope of B and record the highest-depth unclipt)ed vertex. This takes time proportional to the time spent on computing the (< k)-levels of 
From Emptiness to Approximate Counting
Assume that there exists a data structure that can be constructed in T(n) time for a set 8 of n objects such that, given a query range % we can report in O(Q(n)) time whether w intersects any of the objects in 8. In this section, we show how to build a data structure that quickly returns an approximate number of objects in S intersecting ~-using emptiness testing as a subroutine.
In particular, let #T denote the number of objects of ,S intersected by v. In the sequel, let c > 0 specify the required approximation quality; namely, we would like the data structure to output a number aT such that (1 -c)#~ _< a~ _< #~. which of the four intervals the value #T lies. This seems to be too expensive to answer exactly since it requires comparing #T to interval boundaries. Instead we slightly relax the requirement. We are going to estimate the value of #r, and let aT denote this approximation. If aT E I1 U 12, we will conclude that PT E I1 U/2 U/3, if a~-E 13 U/4, we will conclude that PT E/2 U/3 U/.4. We want to produce the value a~-in such a way that this decision is made correctly with high probability. Armed with such a decision procedure, one can pertbrm a binary search for the value of/_t~, narrowing the range of values by a factor of 3/4 in each step.
To construct a data structure for the decision procedure, let z = (a + b)/2, and let R~,...,RM be M independent random samples, each formed from $ by picking every element with probability 1/z independently, where M is a parameter to be determined shortly. Build M separate emptiness-query data structures D~,..., DM, for the sets R1,..., RM, respectively, and put D(I) = {D1,...,DM}. Consider the query % and let Xi = 1 if ~-intersects any of the objects of Ri, for i = 1,..., M, and X~ = 0 otherwise. The value of Xi can be determined using D~. Compute YT = ~ Xi. If YT < A then the data structure returns "#r E I1UI2UI3," otherwise it returns "#T E I2UI3UI4," where A = Mp(z) and p(~b) = I -(1-!) CWhen would this data structure fail? Only if #T E I4 but aT E I1 U/2 or #T E I1 but aT E/3 U/4.
One can interpret the above data structure as returning.an answer of 'L' or 'R', for deciding whether the range-count #~-is to the left of z, or to the right of z, respectively. If #T is close to z, the answer is fuzzy, but if #T is fax' from z, the answer is correct. In fact, if the range count #~-is outside the interval I, this data structure would decide correctly (with high probability) whether #T < z or #T > z. Pro@ The construction is described above, and we only prove the claim about the high probability of success. Consider the probability that a range r containing ~b = #T items of $ has Xi = 1. This is the complement of the probability that all the ~b objects intersecting 7-are not selected for the random sample Ri. Thus, . We built a data structure 7?(Ij) for each Ij, using Lemma 5.1. Given a range query ~-, each such data structure returns 'L' or 'R'. Moreover, with high probability, if we were to query all the data structures, we would get a sequence of 'R's, followed by a sequences of 'L's. It is easy to verify that the starting value of the last interval returning 'R' (rounded to the nearest integer) yields the required approximation. We can use binary search on :D(I1),... ,~D(Iw) to locate this changeover interval using a total of O(log W) = O(log(c -1 logn)) queries to one of the structures :D(Ij). To summarize:
THEOREM 5.1. Given a set of S of n objects, and assuming that one can construct, in T(n) time, a data structure that answers emptiness queries in Q(n) time.
Then one can construct a data structure in O(T('n)c -3log 2 n) time such that, given a range 7, it outputs a number aT, such that (1 -c)#¢ < ar _< #r, and the query time is 0 (~-2Q(n)log n log(e-' log n)).
The result returned is correct with high probability for all queries.
5.3 Application: halfplane and halfspace range counting Using the data structure of Dobkin and Kirkpatrick [DK85] , one can answer emptiness halfspace range searching queries in logarithnfic time. Thus, we obtain the following.
COROLLARY 5.1. Given a set P of n points in two (resp., three) dimensions, and a parameter c > O, one can construct in O(nc -3 log 3 n) time a data structure, such that given a halfplane (resp. halfspaee) % it outputs a number o~, such that (1 -e) IT A PI <-a < Iv A PI, and the query time is O(e -2 log2 nlog(e -1 logn)). The result returned is correct with high prvbability for all queries.
Using the standard lifting of points in ]R 2 to the paraboloid in ]R 3 implies a similar result for approximate range counting for disks, as a disk range query in the plane is equivalent to a halfspace range query in three dimensions.
COROLLARY 5.2. Given a set of P of n points in two dimensions, and a parameter ~, one can construct a data structure 'in O(n(logan)/e 3) time, such that given a disk % it outputs a number a, such that (1 -¢)ITAPI -< a < ITAPI, and the query time is 0@ -2 log2nlog@ -1 logn)). The result returned is correct with high probability for' all possible queries. These algorithms are faster by a polynomial factor in n than previously known exact procedures for answering the corresponding questions.
Depth queries. By computing the union of a set of pseudodisks in the plane, and preprocessing the union for point-location queries, one can perform "emptiness" queries in this case in logarithmic time. Thus, we get the following result.
COROLLARY 5.3. Given a set S of n pseudodisks in the plane, one can preprocess them in O(n(log 3`n)/e 3) time, such that given a query point q, one can output a number o~, such that (1-e)depth(p,$) _< c~ _< depth(p,$), and the query time is 0@ -2 log2nlog(e -' logn)). The result returned is correct with high probability for all possible queuies.
Conclusions
There are several natural problems for further research:
• Computing the square containing largest number of red points, while avoiding the blue points. Of course, the same question can be asked for other families of shapes, such as rectangles, ellipses, translates or homothets of a fixed shape, etc.
• Proving a lower bound on the problem of computing the ball containing the largest number of red points while avoiding the blue points. In particular, is this problem 3SuM-hard in two dimensions?
We would also like to point out that the approximate depth computation in the plane does not require "pseudodisk-ness." Indeed, it is sufficient to have a family of objects with small complexity of the union, such as the one described by left'99]. Analogous statement holds in three dimensions, though there are few known classes of objects with small union complexity there for which the computation of the union can be performed efficiently.
