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The article considers time-periodic reaction]diffusion systems. The reaction
terms are sums of quasimonotone nondecreasing and nonincreasing functions.
Dirichlet and Robin boundary conditions are included. The existence of periodic
solutions is shown under appropriate conditions. Monotone approximating se-
quences closing in on the solutions from above and below are constructed.
Application to autocatalysis in chemistry is given. Q 1998 Academic Press
1. INTRODUCTION AND EXISTENCE RESULTS
We consider the T-periodic nonlinear boundary value problem,
w xL u x , t s F x , t , u , ¨ q G x , t , u , ¨ on V = R, .  .  .1 1
w xL ¨ x , t s F x , t , u , ¨ q G x , t , u , ¨ on V = R, .  .  .2 2
I .
u x , t s u x , t q T , ¨ x , t s ¨ x , t q T on V = R, .  .  .  .
Bu x , t s c x , t , B¨ x , t s c x , t on ­ V = R, .  .  .  .1 2
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N  .where V is a bounded domain in R , N G 1 with boundary ­ V of class
2qa  .C 0 - a - 1 , and L is an uniformly parabolic operator defined by
­ u
w xL u x , t s x , t y A x , t , D u x , t , .  .  .  .
­ t
N 2 N­ u ­ u
A x , t , D u s a x , t x , t q b x , t x , t .  .  .  .  . i j i­ x ­ x ­ xi j ii , js1 is1
q c x , t u x , t . .  .
The coefficients of L are assumed to be a-Holder continuous onÈ
w xV = 0, T , T-periodic at the variable t, a ' a and c F 0 on V = R,i j ji
ª  .  .Bu s a u q b ­ ur­h, where either i b s 0 and a s 1 or ii b s 1 and1 1
ªaq2 .  .  .a g C V , a x ) 0, x g ­ V; here h s h , . . . , h is the unit1 1 1 N
outward normal vector field at ­ V. The functions c , F , G , i s 1, 2 arei i i
 .  .T-periodic at the variable t, and F x, t, s , s , G x, t, s , s , i s 1, 2 arei 1 2 i 1 2
continuous on V = R = R = R, with continuous partial derivatives with
respect to s , i s 1, 2, on their domain. Furthermore, F and G arei i i
quasimonotone nondecreasing and nonincreasing, respectively, as ex-
w x w xplained in H3 below. This system was studied by L. Y. Tsai in 11 with
Dirichlet condition on the boundary.
We first establish an existence and uniqueness theorem for the linear
case:
w xL u x , t s f x , t on V = R, .  .
Bu x , t s c x , t on ­ V = R, .  . II .
u x , t q T s u x , t on V = R. .  .
 . w xEquation II was studied by P. C. Fife in 2 with Dirichlet condition on
the boundary. Here we extend the result to more general boundary
 .conditions and then apply the result to study system I .
In Section 3 we use the results in Section 1 to investigate the following
system:
2w xL u x , t s a¨ x , t y ¨ x , t u x , t on V = R, .  .  .  . .
2w xL ¨ x , t s ¨ x , t u x , t q f x , t y a q 1 ¨ x , t on V = R, .  .  .  .  .  .
V .Bu x , t s c x , t , B¨ x , t s c x , t in ­ V = R, .  .  .  .1 2
u x , t s u x , t q T , ¨ x , t q T s ¨ x , t in V = R, .  .  .  .
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Ã Ã .where a is a positive constant, f g A, c x, t - 0, and c g E, c G 0,i i
Ãf ) 0, c k 0, i s 1, 2 in V = R. The operator B is defined above, and Ai
Ã  .and E are t-periodic functions defined in the next paragraph. System V is
related to autocatalytic chemical reactions. It is also known as the Brusse-
lator problem, a model for chemical morphogenetic process due to Turing
w x12 . This system was studied for the case of the initial boundary value
w x w xproblem in 5 and 8 . In Section 4, we construct a scheme for approximat-
 .ing the periodic solution for problem I . Monotonic sequences of periodic
functions are constructed converging to upper and lower bounds of the
solution. Since every smooth function can be written as the sum of a
nondecreasing function and a nonincreasing function, the scheme is useful
for analyzing a more extensive class of problems than it seems in the right
 .side of I . The scheme can also readily be used for the elliptic case, and
the method can be used for finding conditions for uniqueness in some
 w x.cases see, e.g., Section 5.3 in 7 .
Throughout this paper all functions are real-valued. We denote by
a , a r2Ã <A s u g C V = R u x , t s u x , t q T on V = R , .  .  . 4
a , a r25 5 5 5with norm u s u ,ÃA C V=R .
2qa , 1qa r2Ã <E s u g C V = R u x , t s u x , t q T on V = R , .  .  . 4
2q a ,1qa r25 5 5 5with norm u s u .ÃE C V=R .
We assume:
w x  .  .  .H1 The functions F ?, u, ¨ , G ?, u, ¨ , ­ F r­ s ?, u, ¨ ,i i i j
Ã Ã Ã .­ G r­ s ?, u, ¨ g A, i, j s 1, 2, for u, ¨ g A and the functions c g E, fori j i
i s 1, 2
Ãw xH2 There are functions u, ¨ , u, ¨ g E, such that
w xL u x , t G F x , t , u , ¨ q G x , t , u , ¨ on V = R, .  .  .1 1
w xL u x , t F F x , t , u , ¨ q G x , t , u , ¨ on V = R, .  .  .1 1
w xL ¨ x , t G F x , t , u , ¨ q G x , t , u , ¨ on V = R, .  .  .2 2
w xL ¨ x , t F F x , t , u , ¨ q G x , t , u , ¨ .  .  .2 2
Bu G c , Bu F c , B¨ G c , B¨ F c on ­ V = R,1 1 2 2
u G u , ¨ G ¨ on V = R.
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w xH3 The functions F and F are quasimonotone nondecreasing1 2
and G and G are quasimonotone nonincreasing in the set1 2
<S s x , t , u , ¨ x , t g V = R, u x , t F u F u x , t , .  .  .  .
¨ x , t F ¨ F ¨ x , t . .  . 4
 .Here the function F x, t, u , u is said to be quasimonotone nondecreasingi 1 2
Ä 2 .resp. nonincreasing in some subset S of V = R = R , if for fixed u withi
Ä . x, t, u , u in S for all x g V, t g R, F is nondecreasing resp. nonin-1 2 i
.creasing in u , j / i, i, j s 1, 2.j
Ã ÃTHEOREM 1.1. For each f g A and c g E, there exists a unique solution
Ã Ã .u g E of II . Furthermore, there exists a constant k ) 0, independent of f
 .  .and c , and a constant c s c c G 0, c 0 s 0, such that2 2 2
V < xw0, T xÃ5 5 5 5 5 5u F k f q c c q c . 1.1 .  .Ã ÃE A `2
More precisely,
2q a , 1qa r25 5c c F k c . C ­ V=w0, T x.2
 .for boundary condition of case i and
1q a , 1qa .r25 5c c F k c . C ­ V=w0, T x.2
 .for boundary condition of case ii , where k ) 0 is a constant.
 .Remark 1.1. For boundary condition of case ii , the smoothness as-
sumption of c may be relaxed to be inside the class
1qa , 1qa .r2 w xC V = 0, T . .
w x  .THEOREM 1.2. If H1]H3 hold, then there exists a solution u, ¨ , u, ¨
Ã  .g E of I such that
u F u F u and ¨ F ¨ F ¨ , on V = R. 1.2 .
2. PROOF OF EXISTENCE RESULTS
In the proof of Theorem 1.1, we use the following lemma:
ÃLEMMA 2.1. For each c g E, c G 0 on ­ V = R, there exists a solution
Ã .x c g E of the T-periodic linear problem:
w xL u s 0 on V = R,
Bu x , t s c x , t on ­ V = R, .  . III .
u x , t s u x , t q T on V = R. .  .
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 .Moreo¨er, there exist constants c ) 0 independent of c and c c G 0,1 2
 .  .c 0 s 0 such that x c satisfies the estimates2
V= w0, T x
2q a , 1qa r25 5 5 5x c F c c q c c . 2.1 .  .  .C V=w0, T x. `1 2
 .More precise bounds on c c are as described at the end of Theorem 1.1 and2
Remark 1.1.
` .Proof. For each 0 - d - T , let h g C R, R be a function such that,d
 .  .  .h t s 0 if t F dr2 and h t s 1 if t G d and 0 F h t F 1 for alld d d
w x .t g R. By a standard result 6 , Chap. 4, Theorems 5.2 and 5.3 , there
2qa , 1qa r2 w x.exists a unique solution w g C V = 0, r , for all r ) 0, of the
linear initial boundary value problem:
w xL u s 0 on V = 0, ` ,.
Bu x , t s c x , t h t on ­ V = 0, ` , .  .  . .d IV .
u x , 0 s 0 on V . .
w .Moreover, w G 0 on V = 0, ` .
w .We will prove that w is a bounded function on V = 0, ` . Let
y1V=w0, T x5 5k* s c inf a x , x g ­ V . 2.2 4 .  . .` 1
 .Since the function k* y w satisfies
w xL ¨ s yc x , t k* G 0, on V = 0, ` , . .
B¨ x , t s a x k* y h t c x , t G 0 on ­ V = 0, ` , .  .  .  . .1 d 2.3 .
¨ x , 0 s k* on V , .
it follows from the Maximum Principle that
y1V=w0, T x5 50 F w x , t F k* s c inf a x , x g ­ V . 2.4 4 .  .  . .` 1
 .  .  . w .Let w x, t s w x, t q T y w x, t on V = 0, ` . Since w satisfies theÃ Ã
problem
w xL z s 0 on V = 0, ` ,.
Bz x , t s c x , t y h t c x , t G 0 on ­ V = 0, ` , .  .  .  . .d
z x , 0 s w x , T G 0 on V , .  .
 .  . w .  .it follows that 0 F w x, t F w x, t q T on V = 0, ` . We set w x, t sm
 .  . w .w x, t q mT for all positive integers m, x, t g V = 0, ` .
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Notice that
w xL w s 0 on V = 0, ` ,.m
Bw x , t s c x , t on ­ V = 0, ` , .  . .m
w x , 0 s w x , mT G 0 on V . .  .m
Since
0 F w x , t s w x , t q mT F w x , t q T q mT s w x , t F k*, .  .  .  .m mq1
w .there exists a function w defined on V = 0, ` such thatÄ
V= w0, T x5 50 F lim w x , t s w x , t F c c .  .Ä `m
mª`
for all x , t g V = 0, ` . . .
and
5 5w ?, t y w ?, t ª 0, as n ª ` for all t g 0, ` . .  . .Ä L V .n p
Moreover, w is a T-periodic function; in fact,Ä
w x , t q T s lim w x , t s w x , t on V = 0, ` . .  .  . .Ä Ämq 1
mª`
 4Notice that if we prove that the sequence w converges to w in theÄm
2qa , 1qa r2 w x.Holder space C V = rr2, r for all r G 2T , it follows from theÈ
 .periodicity of w that this function is a solution of III .Ä
 .Let m and n be fixed positive integers. Since w y w satisfies then m
linear equation
w xL z s 0 on V = 0, ` ,.
Bz x , t s 0 on ­ V = 0, ` , . .
z x , 0 s w x , 0 y w x , 0 on V , .  .  .n m
 . .  .  .  ..  .we have w y w ?, t s U t, 0 w ?, 0 y w ?, 0 , where U s, t is then m n m
Evolution System associated with the operator:
N 2 N­ u ­ u
A t u s a ?, t ?, t q b ?, t ?, t q c ?, t u , .  .  .  .  .  . i j i­ x ­ x ­ xi j ii , js1 is1
2, p <D A t s u g W V Bu s 0 on ­ V . 4 .  . .
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w x .It follows from a standard result 1 , Lemma 2.1, Proposition 4.1 that
V ys5 5 5 5w y w ?, t F t c r w ?, 0 y w ?, 0 , 2.5 .  .  .  .  .  .1ql L V .m n 0 m n p
 .  .  .where 0 - t F t, s g b , 1 , b g 0, 1 , 1r2 q Nr 2 p - b - 1, 0 - l -0
 .  .2b y 1 y Nrp, and c r ) 0. We can take Tr5 F t F Tr4.0
 .From 2.5 , we obtain
V= wT r4, r x ys5 5 5 5w y w F t c r w ?, 0 y w ?, 0 ª 0, .  .  .  .` L V .m n 0 m n p
as m , n ª `. 2.6 .
 .  .  .  .. w .Let ¨ x, t s h t w x, t y w x, t on V = 0, ` , where h gm n
` .  .  .  .C R, R , h t s 0, for t F Tr4, h t s 1 if t G Tr2. The function ¨ x, t
satisfies the linear equation
w xL u x , t s h9 t w x , t y w x , t on V = 0, ` , .  .  .  . . .m n
Bu x , t s 0 on ­ V = 0, ` , . .
u x , 0 s 0 on V . .
w x .It follows 6 , Chap. 4, Theorems 5.2 and 5.3 that
V= w0, r x V=w0, r x5 5 5 5h w y w F c r h9 w y w .  .  .Ã2qa am n m n
V= wT r4, r x5 5s c r h9 w y w . 2.7 .  .  .Ã am n
 .Since w* s w y w h9 satisfiesm n
w xL u x , t s h0 t w x , t y w x , t on V = 0, ` , .  .  .  . . .m n
Bu x , t s 0 on ­ V = 0, ` , . .
u x , 0 s 0 on V , .
it follows that
t
w* ?, t s U t , s h0 s w ?, s y w ?, s ds; .  .  .  .  . .H m n
0
w x . g w x .and by a standard result 1 , Corollary 2.2 , we have w* g C 0, r , X ,b
 .  .  .for b g 0, 1 , 1r2 q Nr 2 p - b - 1, g g 0, 1 y b , and
5 5 g 5 5w* F c g , b max w ?, s y w ?, s , r ) 0. .  .  .C w0, r x , X . L V .m nb p
Tr4FsFr
TIME-PERIODIC REACTION]DIFFUSION SYSTEMS 719
This inequality implies
5 5w* ?, t y w* ?, t9 .  . Xbsup g< <t y t90Ft , t 9Fr , t/t 9
5 5F c g , b max w ?, s y w ?, s . .  .  . L V .m n p
Tr4FsFr
1qs  .  .  .Since X ¨ C V for b g 0, 1 , 1r2 q Nr 2 p - b - 1, 0 - s - 2bb
w x .y 1 y Nrp 1 , Proposition 4.1 , by the last inequality we obtain
1q s5 5w* ?, t y w* ?, t9 .  . C V .
sup g< <t y t90Ft , t 9Fr , t/t 9
5 5w* ?, t y w* ?, t9 .  . XbÃF k sup g< <t y t90Ft , t 9Fr , t/t 9
2.8 .
Ã 5 5F kc g , b max w ?, s y w ?, s . .  .  . L V .m n p
Tr4FsFr
1Let u s 2g . Note that 0 - g - 1 y b - and 0 - u - 1. Since2
< < < <w* x , t y w* x9, t9 w* x , t y w* x9, t .  .  .  .
F
ur2 u2 5 5x y x95 5 < <x y x9 q t y t9
< <w* x9, t y w* x9, t9 .  .
q g< <t y t9
< <w* x9, t y w* x9, t9 .  .
u5 5F w* ?, t q , . C V . g< <t y t9
2.9 .
 .  .  .by 2.5 , 2.8 , and 2.9 , we have
< <w* x , t y w* x9, t9 .  .
sup
ur225 5 < < .  . w x  .  .x , t , x 9 , t 9 gV= 0, r , x , t / x 9 , t 9 x y x9 q t y t9
5 5F k sup w ?, s y w ?, s .  . L V .m n p
Tr4FsFr
5 5q w ?, 0 y w ?, 0 ª 0 as m , n ª `. 2.10 .  .  .L V .m n p /
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 .  .From 2.6 and 2.10 , we obtain
u ,u r25 5h9 w y w . C V=w0, r x.m n
5 5F k sup w ?, s y w ?, s .  . L V .m n p
Tr4FsFr
5 5q w ?, 0 y w ?, 0 ª 0 as m , n ª `. .  . L V .m n p /
w x .From a standard result 6 , Chap. 4, Theorems 5.2 and 5.3 and the
above inequality,
2q u , 1qu r25 5h w y w . C V=w0, r x.m n
2q u , 1qu r25 5s h w y w . C V=wT r4, r x.m n
u , u r25 5F h9 w y w ª 0 as m , n ª `. 2.11 .  .C V=w0, r x.m n
With the same arguments as above, we can further prove that
2q u , 1qu r25 5h9 w y w . C V=w0, r x.m n
u , u r25 5F c h0 w y w . C V=w0, r x.m n
u , u r25 5s c h0 w y w ª 0 as m , n ª `. 2.12 .  .C V=wT r4, r x.m n
 .  .  .From 2.11 and 2.12 , we have for any a g 0, 1 ,
2q a , 1qa r25 5h w y w . C V=w0, r x.m n
a , a r25 5F k h9 w y w . C1 m n V=w0, r x..
2q u , 1qu r25 5F c* h9 w y w ª 0 as m , n ª `. 2.13 .  .C V=wT r4, r x.m n
 .  .Thus, from 2.12 and 2.13 , we obtain
2q a , 1qa r25 5w y w . C V=wT r2, r x.m n
2q a , 1qa r25 5F h w y w . C V=w0, r x.m n
Ä5 5F k w ?, 0 y w ?, 0 ª 0 as m , n ª `. 2.14 .  .  .L V .m n p
 .For r ) 2T , it follows from 2.14 that
2q a , 1qa r25 5w y w ª 0 as m , n ª `, .Ä C V=wT r2, 2T x.n
 .and by the periodicity of w, w is a solution of III .Ä Ä
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 .  .To prove the estimate 2.1 , we consider the inequality 2.14 for n s 1
and r s 2T , that is,
Ä2q a , 1qa r25 5 5 5w y w F k w ?, 0 y w ?, 0 . 2.15 .  .  .  .C V=wT r2, 2T x. L V .m 1 m 1 p
 .Letting m tend to ` in 2.15 , we have
Ä2q a , 1qa r25 5 5 5w y w F k w ?, 0 y w ?, 0 . 2.16 .  .  . .Ä ÄC V=wT r2, 2T x. L V .1 1 p
 .  .From 2.4 , 2.16 , and the T-periodicity of w, we obtain the estimate ofÄ
 .  .  .  .2.1 , where w x, t s w x, t q T ; w is the solution of IV , and1
2q a , 1qa r25 5c c s w . . C V=w0, 2T x.2 1
Ãw x .Proof of Theorem 1.1. By a standard result 4 , Lemma 1.14 for f g A,
Ãthere exists a unique solution w g E of the linear T-periodic problem,Ã1
w xL u s f on V = R,
Bu s 0 on ­ V = R, 2.17 .
u x , t q T s u x , t on V = R, .  .
and
5 5 5 5w F c f . 2.18 .Ã ÃÃ E A1
Step 1. We first consider the case c G 0 on ­ V = R. Then by Lem-
 .  .ma 1, the function u s w q x c is a solution of II , where w is theÃ Ã1 1
 .  .  .solution of 2.17 and x c is the solution of III .
ÃStep 2. We now consider an arbitrary c g E. Let k be large enough
w xsuch that c q ka G 0 on ­ V = 0, T . By Step 1, there exists a unique1
Ãsolution u g E of the T-periodic linear problem,Ã
w xL u s f y c x , t k on V = R, .
Bu s c q ka on ­ V = R,1 2.19 .
u x , t q T s u x , t on V = R. .  .
 .  .The function u s u y k is the unique solution of II . The estimate 1.1Ã
 .  .follows from 2.1 and 2.18 .
Proof of Theorem 1.2. Denote
5 5 5 5 5 5 5 5M s sup u , ¨ , u , ¨ ,Ã Ã Ã ÃE E E E 5
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and
­ F ­ Gi i
K s sup x , t , s , s , x , t , s , s : x , t g V = R, .  .  .1 2 1 2 ­ s ­ sj j
yM F s F M , i , j s 1, 2 .i 5
Define
¡u x , t if u x , t F u x , t , .  .  .
~u x , t if u x , t F u x , t F u x , t , .  .  .  .s u x , t s .1 ¢u x , t if u x , t F u x , t , .  .  .
Ã .for all x, t g V = R, u g A,
¡¨ x , t if ¨ x , t F ¨ x , t , .  .  .
~¨ x , t if ¨ x , t F ¨ x , t F ¨ x , t , .  .  .  .s ¨ x , t s .2 ¢¨ x , t if ¨ x , t F ¨ x , t , .  .  .
Ã .for all x, t g V = R, ¨ g A.
We consider the auxiliary problem:
w xL u q 2 Ku s F ?, ? , s u , s ¨ q G ?, ? , s u , s ¨ .  .1 1 2 1 1 2
q 2 Ks u on V = R,1
w xL ¨ q 2 K¨ s F ?, ? , s u , s ¨ q G ?, ? , s u , s ¨ .  .2 1 2 2 1 2
2.20 .
q 2 Ks ¨ on V = R,2
u x , t s u x , t q T , ¨ x , t s ¨ x , t q T on V = R, .  .  .  .
Bu x , t s c x , t , B¨ x , t s c x , t on ­ V = R. .  .  .  .1 2
Ã Ã Ã .For each u, ¨ g A we denote by F u, ¨ g E = E the unique solution
of the linear system
w xL Z q 2 KZ s F ?, ? , s u , s ¨ q G ?, ? , s u , s ¨ .  .1 1 1 1 2 1 1 2
q 2 Ks u on V = R,1
w xL Z q 2 KZ s F ?, ? , s u , s ¨ q G ?, ? , s u , s ¨ .  .2 2 2 1 2 2 1 2
2.21 .
q 2 Ks ¨ on V = R,2
Z x , t s Z x , t q T , Z x , t s Z x , t q T on V = R, .  .  .  .1 1 2 2
BZ x , t s c x , t , BZ x , t s c x , t on ­ V = R. .  .  .  .1 1 2 2
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 .Using estimate 1.1 of Theorem 1.1 and the method of the proof of
Ã Ã Ã ÃLemma 2.1, we can prove that the operator F from A = A to A = A is a
completely continuous operator and there exists r ) 0 such that
Ã Ã5 5F u , ¨ F r , for all u , ¨ g A = A. 2.22 .  .  .Ã ÃA=A
 .For an outline of the proof of 2.22 , consider the problem
Ã Ãw xL Z q 2 KZ s F x , t , s u , s ¨ .1 1 2
qG x , t , s u , s ¨ q 2 Ks u h t .  .1 1 2 1 d
in V = 0, ` , 2.23.  .
ÃBZ x , t s 0 in ­ V = 0, ` , . .
ÃZ x , 0 s 0 in V , .
 .where h t is as described in the proof of Lemma 2.1. From the bounded-d
 .ness on the right-hand side of 2.23 , we obtain a uniform bound on the
Ã .  .  .L V -norm of Z x, t for all t G 0. Then consider the functions Z x, tp m
Ã .  . w .s Z x, t q mT for all positive integers m, x, t g V = 0, ` . We have
w xL Z y Z s 0 on V = 0, ` ,.m n
B Z y Z s 0 on ­ V = 0, ` , . .m n 2.24 .
Ã ÃZ y Z x , 0 s Z x , mT y Z x , nT on V . .  .  .  .m n
 .From 2.24 , we obtain
V5 5 5 5Z y Z ?, t F k Z y Z ?, 0 , .  .  .  .1ql L V .m n 1 m n p
 .as in 2.5 , where l is as described there. Furthermore, using the fact that
 .w . .xh t Z y Z x, t satisfiesd m n
XL h Z y Z x , t s h t Z y Z x , t on V = 0, ` , .  .  .  .  . .d m n d m n
B h t Z y Z s 0 on ­ V = 0, ` , .  . .d m n 2.25 .
h Z y Z x , 0 s 0 on V , .  .d m n
 .  .we then show, as in 2.9 and 2.10 , that
2g , g5 5Z y Z C V=w0, 2T x.m n




  .4Here g satisfies 0 - g - min 1 y b , b y Nr 2 p , and b is any number
 .satisfying 1r2 q Nr 2 p - b - 1. Thus, if we choose p ) 0 large enough,
1 .  .g can be any number in 0, . In 2.26 , fix n s 1, and let m ª `; we2
2g , g5 5  .deduce a bound for Z , where Z x, t is the solution ofC V=w0, Tx.
w xL Z q 2 KZ s F x , t , s u , s ¨ .1 1 2
q G x , t , s u , s ¨ q 2 Ks u , in V = 0, ` . .1 1 2 1
BZ x , t s 0 in ­ V = 0, ` , . .
Z x , t s Z x , t q T in V = R, 2.27 .  .  .
as in the proof of Lemma 2.1. Applying Lemma 2.1 again for the given
5 5boundary data c , we obtain a bound for Z , 0 - a - 1. SimilarÃA1 1
 .  .  .treatment for Z x, t in 2.21 leads to 2.22 .2
Ã Ã  .Let B denote the open ball in A = A centered at 0, 0 with radius
 .  .r ) 0. Then by 2.22 , F B 9 B. It follows from Schauder's Fixed-Point
 .  ..  .Theorem that there exists u, ¨ g B, such that F u, ¨ s u, ¨ ; that is,Ä Ä Ä Ä Ä Ä
we have
w xL u q 2 Ku s F ?, ? , s u , s ¨ q G ?, ? , s u , s ¨Ä Ä Ä Ä Ä Ä .  .1 1 2 1 1 2
q 2 Ks u on V = R,Ä1
w xL ¨ q 2 K¨ s F ?, ? , s u , s ¨ q G ?, ? , s u , s ¨Ä Ä Ä Ä Ä Ä .  .2 1 2 2 1 2 2.28 .
q 2 Ks ¨ on V = R,Ä2
u x , t s u x , t q T , ¨ x , t s ¨ x , t q T on V = R, .  .  .  .Ä Ä Ä Ä
Bu x , t s c x , t , B¨ x , t s c x , t on ­ V = R. .  .  .  .Ä Ä1 2
We are going to prove that u F u F u, ¨ F ¨ F ¨ . In fact, suppose thatÄ Ä
 .  .  .there exists x , t g V = R such that u x , t ) u x , t . Let D* sÄ0 0 0 0 0 0
Ã .  .  .4x, t g V = R : u x, t ) u x, t and let D be the connected componentÄ
Ã Ã .in D* such that x , t g D; then D is an open subset of V = R and0 0
Ã .  .u y u s 0, for all x, t g ­ D.Ä
Ã .If x, t g D, then
w x w xL u y u x , t q 2 K u y u x , t .  .Ä Ä
G F x , t , u x , t , ¨ x , t .  . .1
qG x , t , u x , t , ¨ x , t q 2 Ku x , t .  .  . .1
y F x , t , s u x , t , s ¨ x , t .  . .Ä Ä 1 1 2
qG x , t , s u x , t , s ¨ x , t q 2 Ks u x , t .  .  . .Ä Ä Ä .1 1 2 1
TIME-PERIODIC REACTION]DIFFUSION SYSTEMS 725
s F x , t , u x , t , ¨ x , t y F x , t , s u x , t , s ¨ x , t .  .  .  . .  .Ä Ä 1 1 1 2
qK u y s u x , t . .Ä .1
q G x , t , u x , t , ¨ x , t y G x , t , s u x , t , s ¨ x , t .  .  .  . . . Ä Ä 1 1 1 2
qK u y s u x , t . .Ä .1
s F x , t , u x , t , ¨ x , t y F x , t , s u x , t , ¨ x , t .  .  .  . .  .Ä 1 1 1
qK u y s u x , t . .Ä .1
q F x , t , s u x , t , ¨ x , t y F x , t , s u x , t , s ¨ x , t .  .  .  . .  .Ä Ä Ä 1 1 1 1 2
q G x , t , u x , t , ¨ x , t y G x , t , s u x , t , ¨ x , t .  .  .  . .  .Ä 1 1 1
qK u y s u x , t . .Ä .1
qG x , t , s u x , t , ¨ x , t y G x , t , s u x , t , s ¨ x , t .  .  .  . . .Ä Ä Ä1 1 1 1 2
­ F1G x , t , u x , t , ¨ x , t q K u y s u x , t .  .  . .  .Ä1 1 /­ s1
­ G1q x , t , u x , t , ¨ x , t q K u y s u x , t G 0 .  .  . .  .Ä2 1 /­ s1
on V = R,
 .  .  .where u x, t , i s 1, 2 is a point between u x, t and s u x, t . SinceÄi 1
Ã . .  .u y u x, t s 0 for all x, t g ­ D, the last inequality by the MaximumÄ
 . .Principle contradicts the assumption. This proves that u y u x, t F 0,Ä
 .for all x, t g V = R.
 . .Using the same arguments as above, one can prove that u y u x, t GÄ
 .0, for all x, t g V = R and ¨ F ¨ F ¨ on V = R. This completes theÄ
proof of the theorem.
3. APPLICATION TO AUTOCATALYSIS
In this section we apply Theorem 1.2 to the following T-periodic system:
2w xL u x , t s a¨ x , t y ¨ x , t u x , t on V = R, .  .  .  . .
2w xL ¨ x , t s ¨ x , t u x , t q f x , t .  .  .  .
y a q 1 ¨ x , t on V = R, .  . VI .
Bu x , t s c x , t , B¨ x , t s c x , t in ­ V = R, .  .  .  .1 2
u x , t s u x , t q T , ¨ x , t q T s ¨ x , t in V = R, .  .  .  .
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Ã Ãwhere a is a positive constant, f g A and c g E, c G 0, f ) 0, c k 0,i i i
 .i s 1, 2, c x, t - 0 in V = R, and B as in last section. It is related to
autocatalytic chemical reactions. It is also known as the Brusselator
problem, a model for the chemical morphogenetic process due to Turing
w x12 . This system was studied for the case of initial boundary value problem
w x w xin 5 and 8 .
 .  . 2  . 2Let us denote by F u, ¨ s a¨ , G u, ¨ s y¨ u, F u, ¨ s ¨ u, and1 1 2
 .  .  .G x, t, u, ¨ s y a q 1 ¨ q f x, t . The functions F , G , i s 1, 2 satisfy2 i i
w x w x  . 2H1 and H3 , for x, t, u g V = R , ¨ G 0.
ÃTo state the main result of this section, we denote by z g A the unique
solution of the T-periodic linear boundary value problem:
w xL u x , t s f x , t on V = R, .  .
Bu x , t s c x , t q c x , t on ­ V = R, .  .  .1 2 3.1 .
u x , T q t s u x , t , on V = R. .  .
Using a large positive constant and the zero function for comparison, we
can apply Theorem 1.1 to show that z G 0 in V = R.
We will need the following additional assumption:
w xH4 There exists a real number k ) 1 such that
2V=w0, T x y1 y15 5z F k 1 y k a q 1 . 3.2 .  . . .`
 .  .Note that 3.2 is always satisfied if we let k s 2 ar a q 1 and a is large
w xenough. Thus H4 is satisfied if a ) 0 is large enough.
We consider the T-periodic nonlinear boundary value problem:
w x 2L ¨ s y a q 1 ¨ q ¨ k z y ¨ q f on V = R, .  .
<B¨ s c on V = R,2 3.3 .
¨ x , t s ¨ x , t q T . .  .
Ã .LEMMA 3.1. The T-periodic problem 3.3 has a solution ¨ g E, ¨ ) 0 on
V = R.
 .Proof. Let ¨ s z, where z is the solution of 3.1 . Then1
w x 2L ¨ s f G y a q 1 ¨ q ¨ k z y ¨ q f on V = R, .  .1 1 1 1 3.4 .
B¨ s c q c G c on ­ V = R.1 1 2 2
 .  .The inequality 3.4 means that ¨ is a supersolution of 3.3 .1
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 .Let d ) 0 be small enough such that l fd q a q 1 df F f , z G df on1
V = R, where l ) 0 is the first eigenvalue with eigenfunction f ) 0,1
5 5f s 1 of the T-periodic problem:`
w xL u s lu on ­ V = R,
Bu s 0 on ­ V = R,
u x , t s u x , t q T on V = R. .  .
We set ¨ s df. Then2
w x 2L ¨ s l df F y a q 1 ¨ q f q ¨ k z y ¨ on V = R. 3.5 .  .  .2 1 2 2 2
 .  .  .The inequality 3.5 means that ¨ is a subsolution of 3.3 , and by 3.42
Ã .  .and 3.5 there exists a solution ¨ g E of 3.3 such that ¨ F ¨ F ¨ on2 1
V = R.
 .Notice that z y ¨ G 0 on V = R.
Ãw x  .THEOREM 3.1. If H4 holds, then there exists a solution u, ¨ , u g E,
Ã  .  .  .¨ g E of VI , with u x, t G 0, ¨ x, t ) 0 on V = R.
 .Proof. We set u s k z y ¨ , where ¨ is defined above. Since by Lemma
2w x  . 5 5  .  .3.1 and H4 , a q 1 G k z q ark G ¨ k z y ¨ q ark, we have`
w x w x w xL u s k L z y L ¨ .
2s k a q 1 ¨ y ¨ k z y ¨ .  .  . . 3.6 .
G a¨ on V = R.
Notice that u G 0 on V = R, and Bu G c on ­ V = R.1
 .Since ¨ satisfies Eq. 3.3 ; it follows that
2w xL ¨ s y a q 1 ¨ q ¨ u q f on V = R, .  .
3.7 .
B¨ s c on ­ V = R.2
Let d ) 0 be small enough such that0
l d f q a q 1 d f F f and d f - ¨ on V = R, 3.8 .  .1 0 0 0
 .and set ¨ s d f. From 3.8 we obtain0
w xL ¨ F y a q 1 ¨ q f on V = R, .
3.9 .
B¨ s 0 F c on ­ V = R.2
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Let u be the unique solution of the T-periodic linear equation
2w xL u q ¨ u s a¨ on V = R. .
Bu s c on ­ V = R,1 3.10 .
u x , t s u x , t q T on V = R. .  .
 .  .By 3.6 , 3.10 , and comparison, we obtain 0 F u F u on V = R.
 .  .  .  .  .  .It follows from 3.6 , 3.7 , 3.9 , and 3.10 that u, ¨ , u, ¨ are,
 .respectively, the supersolution and subsolution of VI . The assertion
follows from Theorem 1.2.
4. MONOTONE SCHEME FOR APPROXIMATING
THE SOLUTIONS
In this section we construct a scheme for approximating the periodic
 .solution for problem I . We will construct a monotonic sequence of
periodic functions converging to an upper bound for the periodic solution
from above and another monotonic sequence converging to a lower bound
from below. If the limits of the two sequences are the same, then there is a
 .unique periodic solution to the problem I between the upper and lower
solutions. As in the elliptic case, this method can be used to find condi-
 w x.tions for uniqueness in some cases see, e.g., Section 5.3 in 7 . Since every
smooth function can be written as the sum of a nondecreasing function
and a nonincreasing function, the scheme is useful for analyzing a more
 .extensive class of problems than it seems in the right side of I . The
scheme can also be readily used for the elliptic case as well.
w x w xAssume hypotheses H1 to H3 ; we now proceed to construct mono-
tonic decreasing sequences u , ¨ and monotonic increasing sequencesi i
u , ¨ , i s 1, 2, . . . such thati i
u x , t F u x , t F u x , t , .  .  .i i
4.1 .
¨ x , t F ¨ x , t F ¨ x , t for all x , t g V = R, .  .  .  .i i
 .  .and each i, where u, ¨ is the solution of I described in Theorem 1.2.
 .  .First, we define u , u , ¨ , ¨ s u, u, ¨ , ¨ , whose existence is given by0 0 0 0
w xhypothesis H2 . Let K and K be positive constants so that for fixed q in1 2
w x  .  .the interval min ¨ , max ¨ , x, t g V = R, the functions F x, t, p, qV V 1
 .q K p and G x, t, p, q q K p are nondecreasing in p in the interval1 1 2
w x  .min u, max u ; while for fixed p in the same interval, x, t g V = R,V V
 .  .the functions F x, t, p, q q K q and G x, t, p, q q K q are nonde-2 1 2 2
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w xcreasing in q in the interval min ¨ , max ¨ . Set K s K q K ; weV V 1 2
Ã Ã Ã Ã .inductively define u , u , ¨ , ¨ g E = E = E = E to be the unique T-i i i i
periodic solution of the following linear problems:
L u q Ku s F x , t , u , ¨ q G x , t , u , ¨ . .i i 1 iy1 iy1 1 iy1 iy1
q Ku on V = R,iy1
w xL u q Ku s F x , t , u , ¨ q G x , t , u , ¨ .  .i i 1 iy1 iy1 2 iy1 iy1 4.2 .
q Ku on V = R,iy1
Bu x , t s Bu x , t s c x , t in ­ V = R. .  .  .i i 1
L ¨ q K¨ s F x , t , u , ¨ q G x , t , u , ¨ . .i i 2 i iy1 2 i iy1
q K¨ on V = R,iy1
w xL ¨ q K¨ s F x , t , u , ¨ q G x , t , u , ¨ .  .i i 2 i iy1 2 i iy1 4.3 .
q K¨ on V = R,iy1
B¨ x , t s B¨ x , t s c x , t in ­ V = R. .  .  .i i 2
 .It is clear from Theorem 1.1 that u , u ¨ , ¨ , i s 1, 2, . . . are uniquelyi i i i
Ãdefined T-periodic functions in E for each component. We next show that
these sequences are monotonic.
w x w xTHEOREM 4.1. Assume hypotheses H1 to H3 . The sequences defined in
 .  .4.2 and 4.3 satisfy
u x , t F u x , t F u x , t F ??? F u x , t F u x , t .  .  .  .  .0 1 2 2 1
F u x , t , .0
¨ x , t F ¨ x , t F ¨ x , t F ??? F ¨ x , t F ¨ x , t .  .  .  .  .0 1 2 2 1
4.4 .
F ¨ x , t , for x , t g V = R. .  .0
w xProof. By hypothesis H2 , we have u F u and ¨ F ¨ in V = R.0 0 0 0
w x  .From H2 and 4.2 we verify that
w xL u y u q K u y u G 0 and L u y u q K u y u . .0 1 0 1 0 1 0 1
F 0 in V = R.
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 w x.Thus the maximum principle for the periodic problem see, e.g., 3 yields
 .u G u and u F u . Furthermore, from 4.2 we obtain0 1 0 1
L u y u q K u y u .1 1 1 1
s F x , t , u , ¨ y F x , t , u , ¨ q K u y u . . .1 0 0 1 0 0 1 0 0
qF x , t , u , ¨ y F x , t , u , ¨ . .1 0 0 1 0 0
qG x , t , u , ¨ y G x , t , u , ¨ . .1 0 0 1 0 0
qK u y u q G x , t , u , ¨ . .2 0 1 0 0
yG x , t , u , ¨ G 0 in V = R, .1 0 0
w xby the choice of K , K and hypothesis H3 . Hence we have u G u by1 2 1 1
the maximum principle. We have obtained
u F u F u F u in V = R.0 1 1 0
w xBy means of the same procedures, we can obtain from hypotheses H2 ,
w x  .H3 , and Eq. 4.3 that
¨ F ¨ F ¨ F ¨ in V = R.0 1 1 0
Suppose that we have shown
u F u F ??? F u F u F ??? F u F u 4.5 .0 1 i i 1 0
¨ F ¨ F ??? F ¨ F ¨ F ??? F ¨ F ¨ in V = R. 4.6 .0 1 i i 1 0
 .From Eq. 4.2 we have
L u y u q K u y u .iq1 i iq1 i
s F x , t , u , ¨ y F x , t , u , ¨ q K u y u . .  .1 i i 1 iy1 i 1 i iy1
q F x , t , u , ¨ y F x , t , u , ¨ .  .1 iy1 i 1 iy1 iy1
q G x , t , u , ¨ y G x , t , u , ¨ .  .1 i i 1 iy1 i
q K u y u q G x , t , u , ¨ . .2 i iy1 1 iy1 i
y G x , t , u , ¨ .1 iy1 iy1
F 0 in V = R,
 .  . w xby the choice of K , K , 4.5 , 4.6 , and hypothesis H3 . This implies that1 2
u F u in V = R. Similarly, we can show that u G u and u G uiq1 i iq1 i iq1 iq1
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in V = R, and thus we have
u F u F u F u in V = R. 4.7 .i iq1 iq1 i
 .We next use Eq. 4.3 to obtain
L ¨ y ¨ q K ¨ y ¨ .iq1 i iq1 i
s F x , t , u , ¨ y F x , t , u , ¨ q K ¨ y ¨ . .  .2 iq1 i 2 i i 1 i iy1
q F x , t , u , ¨ y F x , t , u , ¨ .  .2 i i 2 i iy1
q G x , t , u , ¨ y G x , t , u , ¨ .  .2 iq1 i 2 i i
q K ¨ y ¨ q G x , t , u , ¨ . .2 i iy1 2 i i
y G x , t , u , ¨ .2 i iy1
F 0 in V = R,
 .  . w xby the choice of K , K , 4.5 , 4.7 , and hypothesis H3 . This implies that1 2
¨ F ¨ in V = R. Similarly, we can deduce that ¨ G ¨ and ¨ G ¨iq1 i iq1 i iq1 iq1
in V = R. We thus obtain
¨ F ¨ F ¨ F ¨ in V = R. 4.8 .i iq1 iq1 i
 .  .  .From 4.7 and 4.8 , we deduce by induction that 4.4 is true.
The four monotonic sequences described above converge, and we
denote
u# s lim u , u* s lim u , ¨# s lim ¨ , ¨* s lim ¨ . 4.9 .i i i i
iª` iª` iª` iª`
We can now obtain approximations of the periodic solutions found in
the last section.
w x w x  .THEOREM 4.2. Assume hypotheses H1 to H3 . The solution u, ¨ ,
Ã  .u, ¨ g E of I described in Theorem 1.2 satisfies
u F u F u F u F u and ¨ F ¨ F ¨ F ¨ F ¨ in V = R, 4.10 .i i i i
for each integer i s 1, 2, . . .
 .Proof. From 4.2 we have
L u y u q K u y u s F x , t , u , ¨ y F x , t , u , ¨ q K u y u .  .  . .1 1 1 1 1
q F x , t , u , ¨ y F x , t , u , ¨ .  .1 1
q G x , t , u , ¨ y G x , t , u , ¨ .  .1 1
q K u y u q G x , t , u , ¨ .  .2 1
y G x , t , u , ¨ .1
F 0 in V = R,
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w xby the choice of K , K , and hypothesis H3 . This implies that u F u in1 2 1
V = R. Similarly, we show that u F u. Next we show that ¨ F ¨ F ¨ .1 1 1
Continuing in this manner, we prove inductively as in Theorem 4.1 that the
 .inequalities 4.10 are valid for each positive integer i.
w x w xRemark 4.1. Assume hypotheses H1 to H3 concerning the functions
F , G and the existence of coupled upper and lower solutions. Let u , u ,i i i i
 .  .¨ , and ¨ , i s 1, 2, . . . be sequences defined by 4.2 and 4.3 ; and let u#,i i
 .u*, ¨#, and ¨* be functions as defined in 4.9 . Then, in the case where
 .u* ' u# and ¨* ' ¨# in V = R, problem I has a unique periodic
solution. Under additional conditions on the nonlinear terms on the right
 .  w xside of I , this situation can be shown to be true. See Section 5.3 in 7 for
similar elliptic cases, where uniqueness is obtained with this method for a
< < < <case analogous to F ' G ' 0 and ­ G r­ s , ­ F r­ s are relatively1 2 1 2 2 1
.small . Of course, more general results require further detailed treatments,
which are too lengthy for the present article.
 .Remark 4.2. In problem I , the right-hand side is not quasimonotone.
w xConsequently, the convergent schemes described in Chapter 5 in 7 or in
w x10 are not really applicable to the present problem. The scheme here is
different and is applicable to more situations.
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