Models for calculating the effective, or bulk, properties of heterogeneous materials are considered in the light of a Dyson equation formalism. It is seen that convergence difficulties, of the same nature as those which necessitated the renormalization effected by the Dyson equation in the first place, are frequently reintroduced, but now in calculating the parameters to use in the equation. Thus the validity of the models must be suspect. Fortunately, in most instances the validity of the models, if properly interpreted, can be established. The proper interpretation to be given is considered.
Abstract.
Models for calculating the effective, or bulk, properties of heterogeneous materials are considered in the light of a Dyson equation formalism. It is seen that convergence difficulties, of the same nature as those which necessitated the renormalization effected by the Dyson equation in the first place, are frequently reintroduced, but now in calculating the parameters to use in the equation. Thus the validity of the models must be suspect. Fortunately, in most instances the validity of the models, if properly interpreted, can be established. The proper interpretation to be given is considered.
Introduction.
In the more common definitions of effective, or bulk, property measures one assumes a statistically homogeneous test specimen forced so as to result in statistically homogeneous flux (e.g. charge, heat, momentum) and gradient (e.g. potential, temperature, displacement) fields [1] . The effective property measures are defined as quantities that give the correct proportionality between the (ensemble) averaged, and hence constant, flux and gradient fields [2] , For test specimens forced so as to result in flux and gradient fields with statistics that might be termed quasi-homogeneous, an assumption is made that the averaged flux and gradient fields, no longer constants, are equal to fields calculated for a fictitious, effective medium. That is, one assumes that the averaged field response is properly given by an "effective modulus theory." The condition of quasihomogeneity can be made more precise by a statement that the length scale for variations in the averaged fields (i.e. the problem macroscale) is to be large compared to length scales for measuring the random variations (i.e. the problem microscale).
An "effective modulus theory" can be considered to be derived by a general formalism that needs to be satisfied by the averaged inverse of a linear stochastic operator. We shall term this general formalism a Dyson equation formalism [3] , and note that it reduces to the effective modulus theory for the two-length-scale situation intuitively introduced above. The Dyson equation formalism provides another definition of effective property measures. One of the purposes of the present paper is to consider the relationship between these seemingly different definitions of effective property measures.
The Dyson equation formalism can be obtained by two procedures, one frequently termed the method of smoothing and one termed a renormalization. The motivations prompting the two procedures are distinctly different, although the end product is the same. In the context of the heterogeneous media problem, the method of smoothing appears to incorporate explicitly the two length scales of the problem and the idea that a microscale response is related to (determined by) a local macroscale response through the solution of a canonical problem. The derivation of the Dyson equation consists in a formal solution of the canonical problem, which is substituted into the averaged field equation to give the desired equation on the mean field, or macroscale response. The renormalization considers an iteration (e.g. perturbation) solution to the problem. Then, convergence difficulties of the iterated solution are noted in the appearance of conditionally convergent terms. To remove these convergence difficulties, the iterated solution is renormalized using the Dyson equation formalism.
In reducing the definition of an effective property measure as a ratio of an averaged, homogeneous flux field and an averaged, homogeneous gradient field to computational algorithms, one usually is required to look to an iterated solution. As might be expected, convergence difficulties of the same nature as those which necessitated the use of an effective modulus theory in the first place can arise in the prescriptions for the values of the effective modulus to use in the theory. Unfortunately, these difficulties are not always recognized as such, with the result that the prescriptions for the effective property measures can be in error if not interpreted properly. A second objective of the present paper is to expose this point.
The Dyson equation formalism appears first to have been applied to the bulk properties of heterogeneous materials by Beran and McCoy [4, 5] , The derivation used the method of smoothing and hence did not emphasize the fact that the result actually effected a renormalization. The formalism has been applied more recently by Zeller and Dederichs [6] and by Gubernatis and Krumhansl [7] , The derivations in these latter studies have much in common with classical scattering theory, although in neither paper are the convergence difficulties noted. The problem in which these difficulties were first explicitly noted dealt with the effective viscosity of a fluid suspension. While Batchelor and Green [8] credit Peterson and Fixman [9] with recognizing the difficulty early on, and with overcoming it in a correct fashion, it was actually through the efforts of Batchelor and his colleagues [10] [11] [12] [13] that the nature of the difficulty became clear. These last authors' interests were not with the development of a general formalism but with the specific problem of calculating an effective property measure to order C2 where C is the concentration of the suspending particles. The importance of long-range interactions was clearly noted in these studies, as was the fact that these long-range interactions lead to convergence difficulties. The renormalization used to circumvent the difficulties was first developed by Batchelor [10] in the context of sedimentation. Although the last-referenced authors were clearly aware that the problem encountered was due to the slow rate of decay of a disturbance caused by an inclusion, they did not connect their work to the scattering theories in which even stronger convergence difficulties arise. Still a third objective of the present paper is to indicate the relationship between the studies by Batchelor and his colleagues with the studies based on the Dyson equation. A more detailed review paper in which this relationship is made more precise is being prepared by the author.
The Dyson equation. We consider the following operator equation:
where L denotes a linear stochastic operator, / denotes a forcing taken to be deterministic and u is the solution field. From this the following equation can be derived for the ensemble averaged, i.e. the mean, solution field denoted by («) (see Frisch [14] , for example, for details):
where M is a deterministic operator that can be represented by the infinite series
An angular bracket indicates an ensemble average; G0 denotes a Green's function operator for the averaged medium [15] ; P denotes the taking of an ensemble average; / is the identity operator; and a subscript one indicates the fluctuating component of the indicated quantity taken about its mean value, i.e.,
Eq. (2) is referred to as a Dyson equation, and the operator M is termed either a mass operator or an effective index operator. The latter term is more descriptive of the problem of interest in this paper.
A "proof' of the Dyson equation formalism is provided by constructing the perturbation solutions of both Eqs. (1) and (2) (using the averaged operator (L) to provide the base solution), taking the average of the former, and noting that the two series are identical [16] . In carrying out this comparison it is convenient to introduce a diagrammatic notation. Since this notation is also an aid to understanding Eq. (3) and the ideas of interest in this paper, we introduce it here. The basic diagrammatic elements are a line segment -, used to denote the G0 operator; a small dot •, used to denote the (-Li) operator; and a dashed line -, used to connect combinations of Ll operations to be joined in taking an average. With these elements the effective index operator, denoted diagrammatically by a large dot •, is given by Diagrams have received a good deal of attention in the literature of the scattering of radiation fields, and borrowing some of the terminology of that field is instructive for interpreting Eq. (5). Like the physical scattering problem, in our problem, the L and Lx operators are in general differential operators whereas G0 is an integral operator. Thus, one can interpret Lx as a local operator describing the interaction of the random microstructure and the field on which L, operates. It is a scattering operator. On the other hand, G0 can be interpreted as a nonlocal operator representing the dispersal of the effects of the local Li operations to other points in the medium. The G0 operator is, in effect, a propagator. Each term in the series of Eq. (5) can be interpreted in terms of combinations of scatterings and propagations. In the first term we need consider two scatterings joined by a single propagation; in the second we need consider three scatterings joined by two intermediate propagations, etc. The averaging operator, represented in Eq. (5) by a dashed line, places restrictions on the combination of scatterings that one must incorporate. Thus, in considering the first term the two scatterings must be such as to be correlated. (We recall that Lj has been chosen such that (LJ = 0.) In a physical problem, this will restrict the scatterers to lie within a neighborhood of one another. The extent of the neighborhood is determined by a correlation length of the random microstructure. Similarly, in considering the second term of Eq. (5), all three scatterings must be such as to be correlated one to another. Thus, all three must lie within a neighborhood of one another. A difference is to be noted in considering the third term of Eq. (5) since there is no requirement that all four scatterings be correlated one to another for this term to provide a significant contribution. All that is required is that the scatterings correlate in pairs. To emphasize this fact it is common to introduce a cluster expansion, or an expansion in terms of cumulants, of this third diagram, and write it as
Actually, this equation serves to define the last term on the right-hand side. The purpose in writing it is to explicitly separate the pairwise clustering of scatterings that raise the possibility of long-range interaction. These pairwise clusterings are given by the first three terms. In comparing these three terms we notice that for the first a single propagation separates one clustered pair from the second, whereas for the second and third terms, two and three propagations separate the two cluster pairs, respectively. Since the effects of a propagation fall off with increasing range, it is to be expected that for far-separated cluster pairs the first term of the three will dominate, with the size of the contributions of the second and third following in order.
The importance of the long-range contribution of scatterings by scatterers that cluster in pairs (or triplets, etc.) depends entirely on the rate of fall-off of the propagator with range. For either the physical scattering experiment or the static problem of interest here, the fall-off is sufficiently slow that the first term of Eq. (6) leads to convergence difficulties. In the physical scattering experiment, the difficulties encountered are actual divergences; in the problem of interest here conditional convergences are encountered, which can lead to the physically unsatisfactory result that the bulk properties depend on the shape of the bulk specimen. We shall not consider the physical scattering experiment further: the conditional convergence encountered in our statical problem will become clear when the formalism is reduced to a specific problem. We further note here that the fall-off of the propagator with range for our problem is sufficiently rapid that the second and third terms of Eq. (6) do not contain the convergence difficulty of the first term.
If Eq. (6) is substituted in Eq. (5), it is seen that the fourth term of Eq. (5) subtracts out just that portion of the third term that leads to a lack of absolute convergence. The importance of the Dyson equation formalism to the bulk field problem is just that; it removes, or renormalizes, those terms of an iterated solution that lead to the conditional convergence difficulties isolated above [17] , As we shall see, however, the removal of the convergence difficulties that is accomplished by the Dyson equation formalism can be negated by an improperly-chosen prescription for evaluating the effective index operator.
In this paper we take the heat conduction problem as a representative of the many other effective index problems. The relationships between the several types of problems have been noted in many references [18, 19] , We thus write the governing stochastic field equations as
and q = t(x)Vr,
where q(x) and T(\) denote the heat flux field and the temperature field, respectively; p(\) is a deterministic source term; and «(x) is the local thermal conductivity. Local isotropy has been assumed. To keep the mathematics rigorous in accomplishing all intermediate calculations, we consider the fluctuations in «(x) to be confined to a finite region outside which f(x) is constant, equal to its averaged value [20] . No convergence difficulties are encountered for the Dyson equation formalism upon subsequently allowing this region to increase without bound. The Dyson equation for Eqs. (7) and (8) can be written [4] (an integration by parts is required to obtain the formulation in this form)
where t$L is a nonlocal effective thermal conductivity operator that can be written as
where 1 is the unit dyad, and o*/. is given diagrammatically by Eq. (5). The small dot is to be identified with the scalar operation^ (12) and the line segment with the integral operation
where i£>(x) is a generic vector field on which the operation is to be taken and G(x, x') is a dyadic field given by
The scalar field G(x, x') is the free-space Green's function for Laplace's equation, r being the separation distance between the source and field points. The definition of G(x, x') requires the introduction of a distribution. Following Saffman [21] we can write it as
where r is a unit vector. An integral over the singularity at r = 0 for this first portion of Eq. (15) is to be understood in a Cauchy principal-value sense. A local theory, which is valid if the length scales for variations in the mean field variables (q) and (V7) are large compared to the length scales of the randomly varying 
hL* being obtained from hNL* acting on a uniform temperature gradient field of unit strength.
We conclude this section on the Dyson equation by considering the first term on the right-hand side of Eq. (6) in the context of the heat conduction problem. (This is the first term to be encountered in which there is a convergence difficulty. Note from Eq. (5) that this term is cancelled in the definition of the effective index operator.) For a homogeneous temperature gradient field and homogeneous statistics (to be achieved in a limit) we can write this term as
where A^s) is a two-point correlation function defined by
It is the interior integral of Eq. (18) that leads to convergence difficulties since G(s) decays only as fast as .s-3. Although this integral does not actually diverge in the limit of an unboundedly large region of integration, the value obtained for it depends on the particular order chosen for accomplishing the threefold integration. Thus, if one chooses the infinite domain to be a sphere of unboundedly large radius, one obtains a different value for the integral than for a slab of infinite extent in the limit in which the slab thickness also is allowed to increase without limit. The unsettling aspect of this state of affairs is that possibly the most obvious choice for the outer boundary shape is that of the test specimen [22] leading to a term in the definition of the effective property depending on the specimen geometry. This runs counter, of course, to our intuition and to our experience. The other three terms of Eq. (6) do not result in a similar difficulty. For example, the second term may be written
The correlation functions fall to zero in a distance that is to be measured on the microscale. Thus, a convergence difficulty might be expected relative to the S2 integration. For S2 large, however, the integrand of Eq. (20) behaves as s~6, which is rapid enough to insure absolute convergence. Similar conclusions can be reached of the third and fourth terms of Eq. (6). The term of Eq. (6) that is seen to contain the convergence difficulty is readily identified by the topological property that a severing of a solid line segment factors the diagram into two parts. This same rule identifies all conditionally convergent terms arising from the higher-order statistical moments. The series of Eq. (5) shows all such terms to cancel in pairs, leaving as a result a series of absolutely convergent terms. At this stage, then, we are justified in taking the limit in which the region containing fluctuations in e(x) becomes unboundedly large.
Alternate derivation of bulk property formulae. In this section we accept, a priori, the efficacy of an effective property field theory as given by Eqs. (9) and (16) and address the problem of calculating e*. No reference will be made to the Dyson equation. Intuitively two definitions of t* seem physically reasonable, both of which consider bulk, or averaged, fields, i.e. (q) and (V7), which are homogeneous. In one definition we simply average Eq. (8), q = e T,
and set the result equal to e*-(T). That is, e* is defined by the equation
where we have used T to denote the temperature gradient. The second definition of c* is provided by equating the energy stored, according to the effective index theory, to the averaged energy stored. This leads to the definition of t* according to (T)-e*"(T) = <e TT).
It is a well-known and fundamental result of effective property theories that the two definitions of £* are equivalent [18], Here we intend to consider the relationship of the above definition of t* to the Dyson equation formalism. We shall do this by using Eqs. (21) and (22) to obtain an iteration (i.e. perturbation) expression for t* and compare this expression with that of the last section.
To fix ideas, we consider a large slab-like specimen with a uniform temperature difference maintained over two opposing faces. For the homogeneous averaged slab, the temperature gradient throughout is homogeneous and is given by G% [23] , where G = AT/h, AT being the temperature difference and h being the slab thickness. The unit vector e3 is directed normal to the slab faces. A second well-known and fundamental result of effective property theories is that the averaged temperature gradient in the randomly heterogeneous material is also equal to Ge3 [18] . We write <T> = Ce3 .
Thus, to make use of either Eq. (21) or (22) we need only calculate («T) or (tT-T). It is this calculation that is to be accomplished by an iteration (in our calculation, a perturbation) solution. That is, we perturb the averaged medium solution field, i.e. <7e3, to obtain a series expansion for T, which may then be used to obtain expressions for <eT) and <eT-T).
In accomplishing the perturbation solution for T we take the specimen to be of infinite size with a large but finite-sized region containing the variations in e(x). This makes possible our use of the free-space Green's function in inverting the field variations for the averaged medium. This is valid since a properly formulated prescription for calculating the bulk property will not depend on the size or shape of the specimen. No details of the intermediate calculations are reproduced since they are straightforward, although it is necessary to accomplish an integration by parts at one stage of the calculations in order to obtain results in their most convenient form. The results for <«T) are written <£T> = <e>(l + B(1,)-Ge3 (24) where the dyad 5(" operator can be given a diagrammatic representation, which we write
The interpretations to be given to the small dots and the line segments are those ot Eqs. 
Thus, this manner of calculating t* reintroduces just those conditionally convergent terms which the effective index formulation was designed to remove. In hindsight, this should not be particularly surprising since the heart of the calculation for obtaining e* is a calculation of an average of the solution field (cT), using perturbation theory. Just as an attempt to calculate the averaged field variables (q) and (V7) leads to convergence difficulties "requiring the renormalization afforded by the effective index formulation," one should expect to encounter similar difficulties in a similar attempt to calculate (cT).
The only troublesome aspect of our calculation is that it appears to throw doubt either on Eq. (21) as a definition, or on Eq. (23) relating the averaged temperature gradient to the boundary conditions applied to the specimen. In fact, both equations are perfectly correct, and it is only the use to which we put them that leads to the difficulty. This is because Eq. (23) can be interpreted as a properly renormalized result for the averaged temperature. Thus, in making use of it in Eq. (21) we have, in effect, renormalized the left-hand side of the equation and not the right-hand side.
The correct prescription for i*, i.e. that provided by the Dyson equation, can be recovered either by using a nonrenormalized series expression for (T) obtained by averaging the perturbation series for T, or by renormalizing the expression for (eT). In either approach we shall make use of the nonrenormalized series expression for (T) which we write (T> = (1 + 5r)-Cc, (27) where 8r has a diagrammatic representation which we write
Eqs. (23) and (27) lead to the conclusion that
for A being any uniform vector field. We now consider the nonrenormalized expression for (tT), Eq. (24), and make repeated use of Eq. (29) The above "derivation" of a series representation of the bulk property measure would appear to have little to recommend it except that it succeeds. That is, the resulting expression contains none of the conditionally convergent terms that the seemingly more directly derived result, Eq. (26), contains. We note, however, that it is success that appears A comparison of the nonrenormalized and renormalized series expressions for e* suggests that one can formally remove the conditionally convergent terms appearing in the former by simply setting them equal to zero. Provided that the description of the statistics of the microstructure is given in terms of cumulants, this formal rule can be interpreted in terms of an operational rule removing all conditionally convergent terms from a computational algorithm for the effective property measure. If the description of the statistics of the microstructure is given in terms other than cumulants, however, the operational rule that is equivalent to the formal rule needs a further explanation. As noted, the conditionally convergent terms of Eq. (5) cancel each other in pairs. Also as noted, the nature of the conditional convergences is that the value of an integral taken over an infinite domain depends on the shape of the outer boundary chosen in specifying the limit process. Thus, if one chooses the outer boundary shape to be such as to make the conditionally convergent terms zero the desired result is achieved. A spherical outer boundary succeeds in this regard. A proper computational algorithm for calculating the effective property measure results from the nonrenormalized series provided one uses a spherical geometry in defining the infinite domain limit. It is of interest that this conclusion is in agreement with the intuitively-argued choice of a spherical geometry as the only reasonable choice for the case of isotropic statistics. We note here, however, that the choice of a spherical geometry is proper even in the event of anisotropic statistics.
We end this section with a discussion of the importance of long-range interactions in determining e*. It would be erroneous from our calculations to conclude that such interactions are not important in evaluating e* to a given order approximation. Thus, for example, a prescription for calculating e* for a solid suspension to order C2 needs to incorporate long-range interactions in the sense that the two-body calculations needed to incorporate short-range interactions must take note of the fact that the two bodies are located in a suspension and are not isolated in a matrix. The key to taking this notice is Eq. (23). It must be satisfied to order C2 if the prescription for evaluating c* is to be valid to this order. In the procedure introduced by Batchelor [10] , for example, after noting the presence of convergence difficulties as a result of long-range interactions, the renormalization is achieved by subtracting off the conditionally convergent behavior. The conditionally convergent term to be subtracted off is determined by Eq. (23) . The similarity between this and Eq. (30) appears clear. In a more recent paper, McCoy and Beran [24] consider a line of reasoning that, while appearing different from that of Batchelor and his colleagues, leads to identical calculations.
Discussion. Even a relatively relaxed review of the literature uncovers numerous examples in which conditionally convergent integrals are tolerated in expressions for effective property measures. Undoubtedly the reason for this is the failure of the investigators to recognize the integrals as such. In those cases in which the integrals were actually evaluated, the investigators arbitrarily assumed an order of integration, seemingly without giving the question thought. Fortunately, the most natural order for carrying out the integrations appears to correspond to a spherically symmetric geometry, which as we have seen gives the correct result. In other cases the integrals are never actually evaluated either because the author's interest was in a general formalism or because the integrals appear as part of a parameter that serves to describe the material on the macroscale. In this lastmentioned example, one only needs to reinterpret the parameter in terms of renormalized quantities for the prediction model to be valid.
We cite here just a sampling of studies in which the convergence difficulties were encountered and seemingly ignored. The studies cover the spectrum of cases mentioned above and were chosen either because they appear to be frequently quoted or because they contain results that are, in this author's opinion, significant, or both.
Kroner [25] in an often-quoted paper, in the context of an elasticity problem, uses the analogue of Eq. (21) to define his effective modulus of elasticity tejisor series and is led to the nonrenormalized series with a diagrammatic representation given by Eq. (26) . He then proceeds to sum the series by introducing the concept of a perfectly disordered material. Perfect disorder is defined by the condition that the material property variations correlate with themselves only for zero separation distance. The statement made is that with this condition all terms such as those termed pairwise clustered terms in referring to Eq. (6) are zero. Hori and Yonezawa [26] , in one of a series of papers, criticized Kroner's result in that it does not incorporate what is termed an "exclusion effect." That is, Kroner in effect uses (ei4) in the term corresponding to the fourth diagram on the right-hand side of Eq. (6) for all points coincident instead of the more proper (e/) -3 (e,2). In addition, Hori and Yonezawa argue that the remaining three terms need not be zero, although the first one does calculate out to be so, presumably because of a choice of a spherically symmetric outer boundary in taking the infinite domain limit. Our analysis in this paper demonstrates, therefore, that although the rigor of the analysis in the studies referenced is open to question, the final results cannot be criticized on the grounds of the presence of conditionally convergent integrals.
Another study of interest from the point of view of the handling of conditionally convergent terms is the study reported by Gubernatis and Krumhansl [7] , These authors actually appear to renormalize in writing a formal solution for the effective property measure. Introducing a completely symbolic equivalence to the various terms of the last section, their Eq. (22) is analogous to our writing U) ft11 e* = <«) + ,
with the unimportant difference that their base material need not be that determined by the averaging of the material variations. The presence of the term 1 + 5T in the denominator appears to arise due to their Eq. (20) , which is analogous to our Eq. (27 A fourth study of interest is that presented by Elsayed [19] (see also a subsequent paper by Elsayed and McCoy [27] ). In Elsayed's treatment, Eq. (22) is taken to define the effective property measure. The right-hand side is then evaluated by writing an approximate expression for T, which is based on a perturbation analysis. Further, the perturbation expression for T is chosen so as to exactly satisfy a variational formulation of the underlying problem. As a consequence, the approximate expression obtained for t* actually represents an exact exact upper bound. A lower bound is obtained by a similar calculation. This procedure is similar to one that had been applied previously by Beran [28] , by Beran and Molyneux [29] , and by McCoy [30, 31] in obtaining bounds on a variety of property measures. What distinguishes the Elsayed analysis is the order to which he carried out the perturbation analysis. Thus, Elsayed's bounds contain statistical moments up to order five, whereas all of the previously derived bounds contained moments up to order three. The calculations presented in this paper lead one to suspect that Elsayed's bounds will contain conditionally convergent intervals; they in fact do. The calculations also provide a proper interpretation of the bounds; the "packing parameters" that appear in the Elsayed bounds are to be interpreted in terms of renormalized expressions.
Appendix.
In this appendix we demonstrate that the effective index operator does not contain conditionally convergent terms. This is most readily accomplished by considering the diagrammatic representation of the generic term for n interactions, represented by a small dot, joined by (n -1) Green's function operators, represented by a solid line. Upon taking the ensemble average and introducing the cumulant expansion, this term is given by a sum of diagrams in which interactions involved in a single cumulant are connected by a dashed line. These diagrams can be collected into two groupings, termed connected and unconnected, with unconnected diagrams defined by the condition that the diagrams can be separated into two, or more, parts by cutting one, or more, solid lines representing the Green's function operator. Thus, for example, four interactions joined by three Green's function operators lead, upon averaging and expanding into cumulants, to four diagrams of which one, i.e. It is the terms represented diagrammatically by the unconnected diagrams that contain conditionally convergent integrals. This is because the volume integrals required by the Green's function operator interior to any cluster of interactions joined by a dotted line contain integrands that fall to zero for separation distances that exceed the outer scale correlation length defined on the interactions. The Green's function operator exterior to any cluster of interactions joined by a dotted line, i.e. joining two such clusters, contain integrands that do not fall to zero in a correlation length. The rate of decay of such operators depends only on the rate of fall off of the Green's function itself, that is, as r~3 for the unconnected diagrams, which results in the conditional convergence. like the unconnected fourth-order diagram, involve two pairs of clustered interactions separated by Green's function operations, but now there is a pair of Green's function operations. Thus, the fall-off rate of the product of interactions is as r6, which doesn't lead to a conditionally convergent integral. That the effective index operator contains only terms represented diagrammatically by connected Green's function is readily seen by expanding the series definition, introducing the diagrammatic representation, and noting that all unconnected diagrams cancel in pairs. This completes the demonstration.
