Abstract. All strictly monotonic solutions of a general functional equation are determined. In a particular case, which plays an essential role in the axiomatization of rank-dependent expected utility, all nonnegative solutions are obtained without any regularity conditions. An unexpected possibility of reduction to convexity makes the present proof possible.
Introduction
The problem of axiomatizing preferences between uncertain binary alternatives in which an additive representation holds over consequences when the chance event is held fixed and a separable (product) representation holds between consequences and events was raised by R. D. Luce [8] . Assuming that both consequences have the same separable representation, the problem reduced to solving the functional equation Luce first thought that this provided an axiomatization of rank-dependent expected utility (RDEU ), whereas in reality it axiomatized only the stronger case of rank-independent expected utility. Exploring more general representations, R. D. Luce and A. A. J. Marley [9] noted that if one assumes different separable (product) representations for the two consequences whose utilities are related by a strictly increasing and surjective function g, one can proceed as follows.
One assumes that the expected utility U (x, C; y,C) from a gamble (x, C; y,C) (the event C has consequence x, the complementary eventC has consequence y) allows the representation
where ] ; no monotonicity or surjectivity postulated). If ∅ denotes the empty and E the universal event, then W (∅) = W 1 (∅) = 0 and W (E) = W 1 (E) = 1. Since (x, C; x,C) ∼ x (x is the consequence whatever event occurs), we will suppose U (x, C; x,C) = u(x) (independent of C). So, on one hand,
and thus f 0 = f . On the other hand,
and thus f 1 
where
The solution to this equation leads to a representation that, although rank dependent in the sense that the representation depends on the preference order of the consequences, is in fact more general than the one called RDEU . Reference [9] explores some conditions that force the general representation to be RDEU.
Let κ ≥ −∞, I =]κ, +∞[, R + :=]0, +∞[. We solve the following generalization of (3) (written additively):
(t ∈ I, s ∈ R + ) (4) (cf. [10] where it is solved under different conditions) under the assumptions (a) F :
We first present the latter result and then apply it to solve the original equation (3).
2. Differentiability properties of the solutions of equation (4) and a differential-functional equation (4) immediately. For all fixed s ∈ R + , (4), (b), and (d) imply that the function t → F (t) − F (t + s) (t ∈ I) is strictly monotonic. Therefore F is strictly Jensen convex or strictly Jensen concave. Indeed, say, in the strictly decreasing case, For the proof of (iii), we note that, according to (4), F (t) − F (t + s) is in the codomain (in the set of function values) of H for all t ∈ I, s ∈ R + . Since H is strictly monotonic, we can write (4) in the form
Because of (i) and (ii), the set J defined in (iv) is in fact an open interval of positive length in R + . On the other hand, H −1 is strictly monotonic and so, due to Lebesgue's theorem, H −1 is differentiable almost everywhere on J (see, e.g., [5, Theorem 17.12, p. 264] or [11, pp. 5-9] ). Thus, taking into consideration the properties of F (obtained in (ii)), for each s 0 ∈ R + , there is a point t 0 ∈ I such that F is differentiable at t 0 + s 0 and H −1 is differentiable at F (t 0 ) − F (t 0 + s 0 ). Thus, while fixing t = t 0 , the left-hand side of (5) is differentiable with respect to s at s 0 ; and thus Q is differentiable at s 0 . This proves (iii).
Notice that we have not proved yet that F or H −1 (or G) is differentiable everywhere. We are going to prove this for H −1 on J.
− t is defined and jointly continuous on a neighbourhood of (t 0 , z 0 ) and R + is a neighbourhood of s 0 , there exists a neighbourhood
By the differentiability of Q and by the choice of t 1 , the right side of (6) is differentiable w.r.t. z at z 0 . This proves the differentiability of H −1 at z 0 . The point z 0 ∈ J being arbitrarily given, this proves (iv). Further, since F + exists everywhere, and H −1 is differentiable on J, equation (5) and the chain rule yield that G + exists everywhere on I, as asserted in (v).
We now differentiate equation (5) with respect to s and t from the right to get
for all t ∈ I and s ∈ R + . Eliminating H −1 
If we had Q (s) ≡ 0, then, from (vi) and (7), G + (t) ≡ 0 which is impossible since G is strictly monotonic. Hence Q (s 1 ) = 0 for some s 1 ∈ R + . Taking s = s 1 in (vi) we have (vii). Now letting s vary again in (vi), we also have (viii).
Solution of a general functional equation and solution of equation (4)
With the notation
where, by (7), (vii), (viii) and (8) , the functions γ, ψ, ϕ do not change signs anywhere on their domain. This general functional equation has been solved by J. Aczél, Gy. Maksa and Zs. Páles [4] in the case I = R. Much of the argument therein cannot be applied for general I. Here we solve (9) on the general interval
In order to formulate the result, we introduce the sets P + (I) and P − (I) of all pairs (c, µ) (c = 0) for which the function
is everywhere positive or everywhere negative, respectively. The set of pairs (c, µ) where the function (10) does not change its sign is then P (I) := P + (I) ∪ P − (I). 
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where p, q, and r are real constants, pq = 0, −r / ∈ I; or
where a, b, c, and µ are constants, abc = 0, (c, µ) ∈ P (I).
Proof. Equation (9) can be rewritten as (14) implies that is strictly monotonic, and thus so is n . By the results of Aczél-Chung [2] (see also Járai [6] ) has derivatives of all orders. (In [2] and [6] there are linear independence conditions which, however, are not needed for the differentiability of the function on the left-hand side.) This in turn implies that m and n in (14) have derivatives of all orders. Now we differentiate (14) with respect to s and get the Pexider equation when c = 0. Putting these back into (14) we get, for some constant a 3 = 0,
in the case c = 0, or
in the case c = 0. We get (12) and (13) from (15), (20) and (21) after relabelling the constants. An easy computation shows that the functions defined in (12) and (13) indeed satisfy equation (9) and do not change sign under the restrictions given for the constants.
Theorem 3. The functions Q, F , G, and H with the properties (a)-(d) satisfy (4) for all t ∈ I and s ∈ R + if and only if either
where A 1 , B 1 , C 1 and p, q, r are constants with p = 0, q < 0, −r / ∈ I, or
where 
Proof. Suppose that (4) holds for all t ∈ I and s ∈ R + with functions F , G, H, and Q satisfying (a)-(d)
. Then, by Theorem 1, Q is differentiable and G + and F + exist on I. Furthermore (9) is satisfied by the functions γ, ϕ, and ψ defined in (8) . Moreover, by (7), (vii), and (viii), γ, ϕ, and ψ are sign preserving. Thus, by Theorem 2, we have either
with constants p, q, r, pq = 0, −r / ∈ I, or
with constants a, b, c, µ, abc = 0, (c, µ) ∈ P (I). Since F + and G + are continuous, F and G are differentiable everywhere (see [7, Theorem 2, p. 156] ). Thus Q, F , and G can be obtained from the equations (28) and (29) simply by integration. First we consider (28). We get by integration the asserted forms of Q, F and G in (22). Putting this in (4) we get
and whence the form of H in (22). The restriction q < 0 follows from (7). Next, by integrating (29) and putting the resulting forms of Q, F , G into (4) to get H, we get the asserted forms in (23)- (27) (3) Let 0 < k ≤ +∞, 0 < k ≤ +∞ be fixed. We consider (3) , that is, 
and
where the convention k −c = 0 if k = +∞ is adapted and
Proof. If : by substitution. Only if : We distinguish the following cases. Case 1. Suppose that f is identically zero. Then (30) holds with arbitrary g and q satisfying (B) and (C), respectively, giving rise to the first family of solutions.
Case 2. Suppose that f is not identically zero on [0, k[. It will be convenient to deduce some immediate consequences of the assumptions and determine f (0), g(0) beforehand and, a little later, q(0) and q (1) . Assumption (B) implies immediately that g(0) = g −1 (0) = 0. Therefore, putting v = 0 into (30), we get f (0) = 0. Since f ≥ 0, (30) also implies that f is increasing (since 
Thus f would be identically zero on 0, min Putting w = 1 in (30) and using that f vanishes only at 0, we get q(1) = 0. Putting w = 0 in (30) we get
This implies that q(0) > 0 (otherwise f would be identically zero).
For v ∈ ]0, k[ and w ∈ ]0, 1[ we observe the following equivalence between three statements:
The first equivalence is due to the monotonicity of f , and the second is due to (30) and the fact that f and g vanish only at 0. As indicated in the Introduction, we shall solve equation (3) (which is the same as (30)) using (4) .
Let κ = − ln k, I = ]κ, +∞[, and define
It is straightforward to check that, as f, g, q satisfy (30), (A), (B), (C), (33), and (34), all conditions in Theorem 3 are satisfied by F , G, H, and Q ; hence they must be of the forms (22) 
and Remark. Notice that, while we had to suppose the monotonicity and surjectivity of g in order to form g −1 , no regularity (other than f (v) ≥ 0, q(w) ∈ [0, 1]) was supposed for f and q -similarly as in [3] . Indeed, in the case g(v) ≡ v, Theorem 4 is equivalent to the result in [3] as we quoted it at the beginning of this paper (the full result in [3] is somewhat more general than what we quoted).
Conclusion
With the nontrivial solutions in Theorem 4 we get from equation (2) 
