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LOCAL PROPAGATION OF IMPULSIVE GRAVITATIONAL WAVES
JONATHAN LUK AND IGOR RODNIANSKI
Abstract. In this paper, we initiate the rigorous mathematical study of the problem of
impulsive gravitational spacetime waves. We construct such spacetimes as solutions to the
characteristic initial value problem of the Einstein vacuum equations with a data curvature
delta singularity. We show that in the resulting spacetime, the delta singularity propagates
along a characteristic hypersurface, while away from that hypersurface the spacetime re-
mains smooth. Unlike the known explicit examples of impulsive gravitational spacetimes,
this work in particular provides the first construction of an impulsive gravitational wave
of compact extent and does not require any symmetry assumptions. The arguments in the
present paper also extend to the problem of existence and uniqueness of solutions to a larger
class of non-regular characteristic data.
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1. Introduction
In this paper, we initiate the study of the characteristic initial value problem for impulsive
gravitational spacetimes in general relativity. These were considered to be solutions of the
vacuum Einstein equations
Rµν = 0
with a delta singularity in the Riemann curvature tensor supported on a null hypersurface.
Their historical origin can be traced back to the cylindrical waves of Einstein-Rosen [15], the
plane waves of Brinkmann [7] and the explicit impulsive gravitational spacetimes of Penrose
[35].
Impulsive gravitational waves have often been studied within the class of plane fronted
gravitational waves. This class of explicit solutions to the vacuum Einstein equations has
been first studied by Brinkmann [7] and interest in them has been revived in later decades by
the work of Bondi-Pirani-Robinson [6]. They were later classified geometrically by Jordon-
Ehlers-Kundt [20]. Among this class are the pp-waves (plane fronted waves with parallel
rays) that were discovered by Brinkmann [7], for which the metric takes the form
g = 2dudr +H(u,X, Y )du2 + dX2 + dY 2,
and the Einstein vacuum equations imply that
∂2H
∂X2
+
∂2H
∂Y 2
= 0. (1)
These include the special case of sandwich waves, where H is compactly supported in u.
Since (1) is linear, it follows that pp-waves enjoy a principle of linear superposition.
pp-waves have a plane symmetry and originally impulsive gravitational waves have been
thought of as a limiting case of the pp-wave with the function H admitting a delta singularity
in the variable u. Precisely, explicit impulsive gravitational spacetimes were discovered and
studied by Penrose [35], who gave the metric in the following double null coordinate form:
g = −2dudu+ (1− uΘ(u))dx2 + (1 + uΘ(u))dy2,
where Θ is the Heaviside step function. In the Brinkmann coordinate system, the metric has
the pp-wave form and an obvious delta singularity:
g = −2dudr − δ(u)(X2 − Y 2)du2 + dX2 + dY 2,
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where δ(u) is the Dirac delta. Despite the presence of the delta singularity for the metric
in Brinkmann coordinates, the corresponding spacetime is Lipschitz and it is only the Rie-
mann curvature tensor (specifically, the only non-trivial α component of it) that has a delta
function supported on the plane null hypersurface u = 0. This spacetime turns out to pos-
sess remarkable global geometric properties [34]. In particular, it exhibits a strong focusing
property such that the whole null cone emanating from a point in the past of u = 0 refocuses
to a single line in the future of u = 0 (See Figure 1). In [34], this property forms the basis
of Penrose’s argument that global hyperbolicity fails in this spacetime. Penrose’s impulsive
spacetime is plane symmetric, non-asymptotically flat and the delta curvature singularity
is supported on the 3-dimensional infinite plane {(u, u, x, y) : u = 0}. It has been long
debated whether the strong focussing property and the resulting lack of global hyperbolicity
is directly tied to the infinite extent of the impulsive gravitational wave (See Yurtsever [43]).
Figure 1. Focusing in Penrose’s impulsive gravitational spacetime
While the interest in impulsive gravitational spacetimes had been high due to the avail-
ability of explicit solutions, their global geometric properties, superposition properties and
their limiting relation to general spacetimes (see Penrose [35] , Aichelburg-Sexl [1]), the
first study of general spacetimes satisfying the Einstein equations and admitting possible
three dimensional delta singularities was undertaken by Taub [42], who derived a system of
consistency relations linking the metric, curvature tensor and the geometry of the singular
hypersurface. Impulsive gravitational spacetimes also arise as high-frequency limiting space-
times considered by Choquet-Bruhat [8]. We refer the readers to [16], [17], [3], [5] and the
references therein for a more detailed exposition on the physics literature.
In this paper, we begin the study of impulsive gravitational spacetimes viewed in the
context of an (characteristic) initial value problem. We consider the data, prescribed on an
outgoing null hypersurface u = 0 and assume that the α component of the curvature has
a delta singularity supported on a two dimensional surface S0,us , which can be thought of
as the intersection of the hypersurfaces u = 0 and u = us. Observe that in the Penrose’s
explicit impulsive solution, the α curvature component has precisely this type of behavior
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when restricted to u = 0. Unlike the explicit impulsive spacetimes, which have only been
constructed in plane symmetry and thus have infinite spatial extent, we will consider the
case of S0,us with compact topology, more precisely a sphere. The data on the incoming null
hypersurface is prescribed to be smooth but otherwise without any smallness assumptions.
With this data, we show that a unique spacetime satisfying the vacuum Einstein equa-
tions can be constructed locally1. Moreover, the delta singularity propagates along a null
hypersurface emanating from the initial singularity on S0,us and the spacetime is smooth
away from this null hypersurface (See Figure 2).
H0
S0,0
Hus
H0
S0,us
Figure 2. Propagation of Singularity
Our main result on the propagation of an impulsive gravitational wave is described by
Theorem 1. Suppose the following hold for the initial data set:
• The data on H0 is smooth.
• The data on H0 is smooth except across a two sphere S0,us, where the traceless part
of the second fundamental form χˆ has a jump discontinuity.
Then
(a) Given such initial data and  sufficiently small, there exists a unique spacetime (M, g)
endowed with a double null foliation u, u that solves the characteristic initial value prob-
lem for the vacuum Einstein equations in the region 0 ≤ u ≤ u∗, 0 ≤ u ≤ u∗ whenever
u∗, u∗ ≤ .
(b) Define Hus to be the incoming null hypersurface emanating from S0,us. Then the cur-
vature components αAB = R(eA, e4, eB, e4) are measures with a singular atom supported
on the hypersurface Hus. All other components of the curvature tensor can be defined in
L2. Moreover, the solution is smooth away from Hus.
For an impulsive gravitational wave, standard local existence shows that the spacetime is
smooth in 0 ≤ u < us. The problem of constructing an impulsive gravitational wave lies in
making sense of the solution in the whole region with us ≤ u ≤ u∗ and showing that the
singularity propagates along the characteristic hypersurface Hus and that the spacetime is
smooth after the impulse.
Remark 1 (Larger class of initial data). The proof introduces a new type of energy estimates
for the Einstein vacuum equations which allows some components of the Riemann curvature
tensor not to be in L2. This discovery allows us to consider the problem of local existence
and uniqueness for a larger class of non-regular data. This includes data with a Riemann
curvature tensor that can only be understood as a conormal distribution.
1Notice that while the Riemann curvature tensor admits a delta function singularity, we show that the
Ricci curvature tensor is well-defined in L2, allowing us to make sense of the vacuum Einstein equations.
LOCAL PROPAGATION OF IMPULSIVE GRAVITATIONAL WAVES 5
Remark 2 (Uniqueness). Penrose’s construction of explicit impulsive gravitational space-
times is based on the gluing approach, which has later been used to generate other explicit
solutions of the Einstein equations. In the general case of the characteristic initial value
problem for an impulsive gravitational wave, an appropriate adaptation of the gluing phi-
losophy would allow us to construct weak solutions with undetermined uniqueness. In this
paper, however, we construct strong solutions in the sense that uniqueness can also be
established. To prove uniqueness, we establish a priori estimates for a larger class of admis-
sible initial data. This allows us to show that the solution is unique among all C0 limits of
smooth solutions to the vacuum Einstein equations.
Remark 3 (Propagation of singularity). Our theorem gives a precise description of the
propagation of the initial singularity. Such problems have been extensively studied for semi-
linear equations (see for example [4], [31]). Our result can be formally compared to the works
of Majda on the propagation of shocks [29], [30] for systems of conservation laws and the
subsequent [2], [32], [33], [14]. In these works, a short time existence, uniqueness and regu-
larity result was established for initial data with a jump discontinuity across a surface and
a precise description of the propagation of the singularity was also given. We establish an
analogous result of propagation of singularity for a nonlinear system of quasilinear hyperbolic
equations. However, contrary to [29], [30] the singularity that is considered in the present
paper is not a shock, as it propagates along the characteristics. Moreover, unlike in [29], [30],
[2],[32], [33], [14], where the problem is reformulated as an initial-boundary value problem
and uniqueness is known only within the class of piecewise smooth solutions, our solution is
also unique among limits of smooth solutions. In order to achieve this, the special structure
of the Einstein equations in the double null foliation gauge has been heavily exploited.
The construction of spacetimes from non-regular characteristic initial data consistent with
that of an impulsive gravitational wave had been known only under symmetry assumptions
[9], [26], [27]. The work of Christodoulou, who solved the characteristic initial value problem
for data with bounded variation for the spherically symmetric Einstein-scalar field system
[9], can be thought of as a first result in that direction. In particular, in this work, the
second derivatives of the scalar field, which formally is analogous to the curvature, is allowed
to have a delta singularity. The study of data with bounded variation turned out to have
important consequences in the global structure of spacetimes and the resolution of the cosmic
censorship conjecture for the spherically symmetric Einstein-scalar field system [10], [11].
The construction of distributional solutions for the vacuum Einstein equations that include
plane impulsive gravitational wave was carried out in [26], [27]. The present paper is the first
work that provides a consistent study of the initial value problem of impulsive gravitational
spacetimes, including their existence, uniqueness and propagation of singularity/regularity.
Going beyond spacetimes which represent a single impulsive gravitational wave, colliding
impulsive gravitational waves had been studied by Khan-Penrose [21] and Szekeres [41].
In these explicit solutions, the spacetimes possess two null hypersurfaces with curvature
delta singularity with a transverse intersection, representing the nonlinear interaction of two
impulsive gravitational waves. The study of the characteristic initial value problem for the
colliding impulsive gravitational waves will be carried out by the authors in a subsequent
paper.
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1.1. First Version of the Theorem. Our general approach is based on energy estimates
and transport equations in the double null foliation gauge. This general approach in the
double null foliation gauge has been carried out in [22], [12] and [24].
The spacetime in question will be foliated by families of outgoing and incoming null
hypersurfaces Hu and Hu respectively. Their intersection is assumed to be a 2-sphere denoted
by Su,u. Define a null frame {e1, e2, e3, e4}, where e3 and e4 are null, as indicated in Figure
3, and e1, e2 are tangent to the two spheres Su,u. e4 is tangent to Hu and e3 is tangent to
Hu.
H0H0
S0,0
e3 e4
Figure 3. The Basic Setup and the Null Frame
Decompose the Riemann curvature tensor with respect to this frame:
αAB = R(eA, e4, eB, e4), αAB = R(eA, e3, eB, e3),
βA =
1
2
R(eA, e4, e3, e4), βA =
1
2
R(eA, e3, e3, e4),
ρ =
1
4
R(e4, e3, e4, e3), σ =
1
4
∗R(e4, e3, e4, e3)
In the context of impulsive gravitational spacetimes, the α component can only be understood
as a measure.
Define also the following Ricci coefficients with respect to the null frame:
χAB = g(DAe4, eB), χAB = g(DAe3, eB),
ηA = −1
2
g(D3eA, e4), ηA = −
1
2
g(D4eA, e3)
ω = −1
4
g(D4e3, e4), ω = −1
4
g(D3e4, e3),
ζA =
1
2
g(DAe4, e3)
Define χˆ (resp. χˆ) to be the traceless part of χ (resp. χ). For the problem of the
propagation of impulsive gravitational waves, we prescribe initial data on H0 such that χˆ
has a jump discontinuity across S0,us but smooth otherwise. On H0, we prescribe the initial
data to be smooth but without any smallness assumptions.
As mentioned before, we will prove local existence and uniqueness for a class of data more
general than that for the impulsive gravitational wave. More precisely, we require that χˆ
and its angular derivatives are merely bounded. However, we do not require the derivative
of χˆ in the e4 direction even to be defined.
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Theorem 2. Suppose the characteristic initial data are smooth on H0. On H0, the charac-
teristic initial data are determined by χ and ζA. Let θ
A be the coordinates on the two sphere
foliating H0. Suppose, in every coordinate patch∑
i≤3
|( ∂
∂θ
)iχˆAB|,
∑
k≤1
∑
i≤3
|( ∂
∂u
)k(
∂
∂θ
)i(trχ, ζA)| ≤ C.
Then there exists  sufficiently small such that the unique solution to the vacuum Einstein
equations (M, g) endowed with a double null foliation u, u exists in 0 ≤ u ≤ , 0 ≤ u ≤ .
Associated to the spacetime a coordinate system (u, u, θ1, θ2) exists, relative to which the
spacetime is in particular Lipschitz and retains higher regularity in the angular directions.
Remark 4. We will also explicitly construct a class of initial data that satisfy the assump-
tions of Theorem 1 in Section 3. This construction of initial data will indicate an easy
modification leading to an even more general class satisfying the assumptions of Theorem 2.
This Theorem in particular implies Theorem 1(a). An additional argument, based on the
estimates derived in the proof of Theorem 2, will be carried out in Section 5.10 to prove
part (b) of Theorem 1. The statement of Theorem 2 will be made precise in Section 2.5. In
particular, the smoothness assumptions of Theorem 2 can be weakened and we will define
in what sense the vacuum Einstein equations are satisfied.
Remark 5 (Comparison to local existence results). Without symmetry assumptions, all
known proofs of existence of spacetimes satisfying the Einstein equations are based on L2-
type estimates for the curvature tensor and its derivatives or the metric components and their
derivatives. Even with the recent resolution of the L2 curvature conjecture by Klainerman-
Rodnianski-Szeftel [25], [37], [38], [39], [40], the Riemann curvature tensor has to be at least
in L2. (The classical local existence result of Hughes-Kato-Marsden [19] requires the metric
to be in Hs, with s > 5
2
.)
In this paper, we prove local existence and uniqueness under the assumption that the space-
time is merely Lipschitz, which in terms of differentiability is even one derivative weaker than
the L2 curvature conjecture. Of course the Lipschitz assumption refers to the worst possible
behavior observed in our data and our result heavily relies on the structure of the Einstein
equations which allows us to efficiently exploit the better behavior of the other components.
1.2. Strategy of the Proof. For an impulsive gravitational wave, the curvature tensor can
only be defined as a measure and is not in L2. This is one of the main challenges of this
work. Let Ψ denote the curvature components and ψ denote the Ricci coefficients. The key
new observation of this paper is that the L2-type energy estimates for the components of the
Riemann curvature tensor∫
Hu
Ψ2 +
∫
Hu
Ψ2 ≤
∫
H0
Ψ2 +
∫
H0
Ψ2 +
∫ u
0
∫ u
0
∫
Su′,u′
ψΨΨdu′du′
coupled together with the null transport equations for the Ricci coefficients
∇3ψ = Ψ + ψψ, ∇4ψ = Ψ + ψψ
can be renormalized and closed avoiding the L2-non-integrable components of curvature.
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1.2.1. Renormalized Energy Estimates. The difficulty in carrying out the above argument is
that in our setting, not all curvature components are defined in L2. Even at the level of initial
data, α is only defined as a measure. Therefore, we need to prove L2 energy estimates without
involving α. To this end, we need to introduce and estimate the renormalized curvature
components. The idea of renormalizing the curvature components has been introduced in
[23]. Unlike this work, there the renormalization was used to obtain estimates for the Ricci
coefficients.
The classical way to derive energy estimates for the Einstein equations is via the Bel-
Robinson tensor. In view of our renormalization, we avoid the use of the Bel-Robinson
tensor and instead prove the energy estimates directly from the Bianchi identities (8). We
note that the derivation of the energy estimates directly from the Bianchi equations without
using the Bel Robinson tensor has also appeared in the work of Holzegel [18] in a different
setting. The challenge and motivation of this method is the derivation of estimates not
involving the singular component of curvature α.
To illustrate this, we first prove the energy estimates for β on Hu and for (ρ, σ) on Hu by
considering the following set of Bianchi equations:
∇4ρ = div β − 1
2
χˆ · α + ...
∇4σ = −div ∗β + 1
2
χˆ · α + ...
∇3β = ∇ρ+∇∗σ + ...
However, the curvature component α still appears in the nonlinear terms in these equations.
In order to deal with this problem, we renormalize ρ and σ. Define
ρˇ = ρ− 1
2
χˆ · χˆ, σˇ = σ + 1
2
χˆ ∧ χˆ.
Using the equation
∇4χˆ = −α + ...,
we notice that the first two equations become
∇4ρˇ = div β + ..., ∇4σˇ = −div ∗β + ...
At the same time, the equation for β can be re-written in terms of of ρˇ and σˇ:
∇3β = ∇ρˇ+∇∗σˇ + ψ∇ψ + ...
Now we have a set of renormalized Bianchi equations that does not contain α. Using these
equations, we derive the renormalized energy estimate∫
Hu
β2 +
∫
Hu
(ρˇ, σˇ)2 ≤
∫
H0
β2 +
∫
H0
(ρˇ, σˇ)2 +
∫ u
0
∫ u
0
∫
Su′,u′
ψΨΨ + ψψ∇ψdu′du′,
in which α does not appear in the error term.
The same philosophy can be applied for the remaining curvature components (ρ, σ, β, α).
As a consequence, we obtain a set of L2 curvature estimates which do not explicitly couple
to the singular curvature component α. We say explicitly that there is still a remaining
possibility that the Ricci coefficients ψ appearing in the nonlinear error terms for the energy
estimates may depend on α.
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1.2.2. Estimates for the Ricci Coefficients. In order to close the estimates, it is necessary to
show that all the Ricci coefficients can be estimated without any knowledge of α. The most
dangerous component is χˆ, which naively would have to be estimated using the transport
equation
∇4χˆ+ trχχˆ = −2ωχˆ− α.
We take an alternate route and estimate χˆ from the equation
∇3χˆ+ 1
2
trχχˆ = ∇⊗̂η + 2ωχˆ− 1
2
trχχˆ+ η⊗̂η,
or
div χˆ =
1
2
∇trχ− 1
2
(η − η) · (χˆ− 1
2
trχ)− β.
As we shall see, the loss of information of α is accompanied by the loss of information of
β on Hu. This presents yet an additional challenge in estimating the Ricci coefficients.
1.2.3. Higher Order Energy Estimates. Another difficulty arises considering the fact that in
order to close the energy estimates, we need to prove higher derivative estimates for the
curvature components. However, the derivatives of some curvature components along e4 are
not defined in L2 initially. We will therefore only use angular covariant derivatives ∇ as com-
mutators and will prove estimates only for the L2 norms of the angular covariant derivatives
of the renormalized curvature components. We will show firstly that this procedure does
not introduce terms that cannot be estimated in L2 (in particular α will not appear) and
secondly that all the energy estimates can be closed only using the estimates of the angular
derivatives of the renormalized curvature components.
1.2.4. Existence and Uniqueness. Since we work with initial data with very low regularity,
the a priori estimates that we have described above in Sections 1.2.1, 1.2.2 and 1.2.3 do
not immediately imply the existence and uniqueness of the solutions. Instead, we need
to approximate the data by a sequence of smooth data and show first that they have a
common domain of existence and second that they converge in this domain. The fact that
the solutions to the sequence of smooth data have a common domain of existence follows
from the a priori estimates that do not involve α and its derivatives as outlined above. Since
the approximating data are smooth, we can conclude that the approximating solutions are
also smooth and exist in a common domain.
Once we have proved the uniform a priori estimates, we proceed to prove that the sequence
of solutions converges. To this end, we consider the equations for the difference of the
Ricci coefficients and curvature components. We identify the spacetimes in this sequence by
the value of their coordinate functions and derive equations for the difference of the Ricci
coefficients and curvature components. Our a priori estimates heavily relies on the structure
of the Einstein equations which allows us to eliminate any dependence of the α component. A
priori, there is no reason to think that this structure is preserved when considering difference
of these solutions, which is necessary to show that our end result is a strong solution to the
Einstein equations. It is a remarkable fact that it turns out that in the equations for the
difference of the Ricci coefficients and curvature components, α indeed does not appear.
Thus the a priori estimates we have proved are sufficient to control the difference of the
Ricci coefficients and curvature components from the difference of the initial value. This
proves that the sequence of solutions converge. Even though we face the standard challenge
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of loss of derivative in the quasilinear equations, our estimates are still sufficient to show
that the sequence converges.
The constructed limiting spacetime is not smooth. In particular, second derivative of the
metric in the e4 direction is not even defined. We will, however, show that the Ricci curvature
tensor is better behaved than a general second derivative of the metric and that the limiting
spacetime satisfies the vacuum Einstein equations Rµν = 0 in the L
2 sense.
The estimates for the difference of the Ricci coefficients and curvature components imply
that the constructed spacetime is the unique solution to the Einstein equations among the
class of spacetimes admitting a double null foliation and satisfying strong enough a priori
bounds. Moreover, we can prove uniqueness of the constructed solution among all limits
of smooth spacetimes, i.e, any spacetime that arises as a C0 limit of smooth solutions to
the vacuum Einstein equations with initial data converging to the given initial data must
coincide with the constructed spacetime.
It can be observed that the above argument for the a priori estimates, as well as that for
showing existence and uniqueness, does not use the fact that initially, α is a measure whose
singular support is on S0,us . In effect, the argument avoids α completely, and can be used
for data such that α is much rougher. Since the argument used only estimates on the Ricci
coefficients and the curvature components other than α, it can be used to handle initial data
satisfying only the assumptions of Theorem 2.
1.2.5. Regularity and Propagation of Singularity. In the setting of Theorem 1, i.e., that of
an impulsive gravitational wave, the theorem gives a precise description of the propagation
of singularity. The a priori estimates imply that all the curvature components other than
α are bounded. Here, we are interested in proving two additional statements: firstly, α is a
measure that indeed has a delta singularity on Hus ; secondly, the spacetime is smooth away
from Hus .
To show that α is a measure, we approximate the data for α by a sequence of smooth
data αn such that αn is of size 2
n in a region |u − us| ≤ 2−n. The spacetimes constructed
for such data are smooth and therefore allow us to use the previously avoided L2 estimate
for the α component of curvature. This estimate imply that in the constructed spacetime,
in the region |u− us| ≥ 2−n, the L2u norm of αn are uniformly bounded; while in the region
|u − us| ≤ 2−n, the L2u norm of αn is bounded by 2
n
2 . By Cauchy-Schwarz, we have that
the L1u norms of αn are uniformly bounded. This allows us to show that in the limiting
spacetime, the curvature component α is a measure.
To show that the singular part of α is a delta function supported on the null hypersurface
Hus , we notice that
α = −∇4χˆ− trχχˆ− 2ωχˆ.
Therefore, it suffices to show that χˆ has a jump discontinuity across Hus and smooth every-
where else. This can be proved using the equation
∇3χˆ+ 1
2
trχχˆ = ∇⊗̂η + 2ωχˆ− 1
2
trχχˆ+ η⊗̂η
and the fact that on the initial hypersurface H0, χˆ has a jump discontinuity across S0,us and
smooth everywhere else.
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In order to show that the spacetime is smooth away from Hus , we will estimate the higher
regularity of all the curvature components in that region. We first use the Bianchi equations
∇3β + trχβ = ∇ρ+ 2ωβ +∗ ∇σ + 2χˆ · β + 3(ηρ+∗ ησ).
Integrating this equation and using Gronwall’s inequality, we obtain for any u 6= us that
sup
u
∑
i≤I
||∇iβ||L2(Su,u) ≤ (
∑
i≤I
||∇iβ||L2(S0,u) + ...) exp(
∫ ∑
i≤I
||∇i(trχ, ω)||L∞(S)).
The regularity of β is thus inherited from the initial data, which is smooth away from u = us.
Once we have estimates for β, we consider the equation
∇3α + 1
2
trχα = ∇⊗̂β + 4ωα− 3(χˆρ+∗ χˆσ) + (ζ + 4η)⊗̂β.
Integrating as before, we see that α also inherits the regularity from the initial data. Higher
derivatives estimates for α can be derived analogously by differentiating this equation. The
other components of curvature can be controlled in a similar fashion. Notice that this
procedure results in a loss of derivatives. In particular, in order to control the N -th derivative
of the curvature, one needs ∼ 2N derivatives initially.
1.3. Outline of the Paper. Finally, we give the outline of the remainder of the paper. In
the next Section, we give a careful introduction of the setting, describing the double null
foliation, the coordinate system, the equations and relevant notations. We will state a more
precise version of Theorem 2, which we will call Theorem 3. In Section 3, we provide a con-
struction of the initial data set satisfying the conditions in Theorem 1 and exhibit a sequence
of smooth data approximating the data with a curvature delta singularity. In Sections 4 and
5, we prove Theorem 3. In Section 4, we prove that for smooth initial data satisfying the
assumptions of Theorem 3, a unique spacetime exists in a region depending only on the
constants in the assumptions. This in particular implies that the approximating sequence
of initial data constructed in Section 3 gives rise to spacetimes with a common and uniform
region of existence (identified by a choice of a double null coordinate system). In Section 5,
we study the equations for the difference of two spacetimes. This allows us to show conver-
gence of solutions with converging initial data and conclude the existence part of Theorem
3. In Section 5.7, we examine the regularity of the limiting spacetime and show that it is a
solution to the vacuum Einstein equations. In Section 5.8, we conclude the uniqueness part
of Theorem 3. Finally, in Section 5.10, we return to the proof of part (b) of Theorem 1,
giving a precise description of the propagation of singularity.
Acknowledgments: The authors would like to thank Mihalis Dafermos for valuable dis-
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2. Setting and Equations
Our setting is the characteristic initial value problem with data given on the two character-
istic hypersurfaces H0 and H0 intersecting at the sphere S0,0 (see Figure 4). The spacetime
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H0H0
S0,0
e3 e4
Figure 4. The Basic Setup and the Null Frame
will be a solution to the Einstein equations constructed in a neighborhood of S0,0 bounded
by the two hypersurfaces.
2.1. Double Null Foliation. For a spacetime in a neighborhood of S0,0, we define a double
null foliation as follows: Let u and u be solutions to the eikonal equation
gµν∂µu∂νu = 0, g
µν∂µu∂νu = 0,
satisfying the initial conditions u = 0 on H0 and u = 0 on H0. Let
L′µ = −2gµν∂νu, L′µ = −2gµν∂νu.
These are null and geodesic vector fields. Define
2Ω−2 = −g(L′, L′).
Define
e3 = ΩL
′, e4 = ΩL′
to be the normalized null pair such that
g(e3, e4) = −2
and
L = Ω2L′, L = Ω2L′
to be the so-called equivariant vector fields.
We will denote the level sets of u as Hu and the level sets of u and Hu. By virtue of the
eikonal equations, Hu and Hu are null hypersurface. Notice that the sets defined by fixed
values of (u, u) are 2-spheres. We denote such spheres by Su,u. They are intersections of the
hypersurfaces Hu and Hu. The integral flows of L and L respect the foliation Su,u.
2.2. The Coordinate System. On a spacetime in a neighborhood of S0,0, we define a
coordinate system (u, u, θ1, θ2) as follows: On the sphere S0,0, define a coordinate system
(θ1, θ2) for the sphere such that on each coordinate patch the metric γ is smooth, bounded
and positive definite. Then we define the coordinates on the initial hypersurfaces by requiring
∂
∂u
θA = 0 on H0, and
∂
∂u
θA = 0 on H0.
We now define the coordinate system in the spacetime in a neighborhood of S0,0 by letting
u and u to be solutions to the eikonal equations:
gµν∂µu∂νu = 0, g
µν∂µu∂νu = 0,
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and define θ1, θ2 by
L/ LθA = 0,
where L/ L denote the restriction of the Lie derivative to TSu,u (See [12]). Relative to the
coordinate system, the null pair e3 and e4 can be expressed as
e3 = Ω
−1
(
∂
∂u
+ bA
∂
∂θA
)
, e4 = Ω
−1 ∂
∂u
,
for some bA such that bA = 0 on H0, while the metric g takes the form
g = −2Ω2(du⊗ du+ du⊗ du) + γAB(dθA − bAdu)⊗ (dθB − bBdu).
2.3. The Equations. We will recast the Einstein equations as a system for Ricci coefficients
and curvature components associated to a null frame e3, e4 defined above and an orthonormal
frame e1, e2 tangent to the 2-spheres Su,u. Using the indices A,B to denote 1, 2, we define
the Ricci coefficients relative to the null fame:
χAB = g(DAe4, eB), χAB = g(DAe3, eB),
ηA = −1
2
g(D3eA, e4), ηA = −
1
2
g(D4eA, e3)
ω = −1
4
g(D4e3, e4), ω = −1
4
g(D3e4, e3),
ζA =
1
2
g(DAe4, e3)
(2)
where DA = De(A) . We also introduce the null curvature components,
αAB = R(eA, e4, eB, e4), αAB = R(eA, e3, eB, e3),
βA =
1
2
R(eA, e4, e3, e4), βA =
1
2
R(eA, e3, e3, e4),
ρ =
1
4
R(e4, e3, e4, e3), σ =
1
4
∗R(e4, e3, e4, e3)
(3)
Here ∗R denotes the Hodge dual of R. We denote by ∇ the induced covariant derivative
operator on Su,u and by ∇3, ∇4 the projections to Su,u of the covariant derivatives D3, D4,
see precise definitions in [22].
Observe that,
ω = −1
2
∇4(log Ω), ω = −1
2
∇3(log Ω),
ηA = ζA +∇A(log Ω), ηA = −ζA +∇A(log Ω)
(4)
Let φ(1) · φ(2) denote an arbitrary contraction of the tensor product of φ(1) and φ(2) with
respect to the metric γ. We also define
(φ(1)⊗̂φ(2))AB := φ(1)A φ(2)B + φ(1)B φ(2)A − γAB(φ(1) · φ(2)) for one forms φ(1)A , φ(2)A ,
φ(1) ∧ φ(2) := / AB(γ−1)CDφ(1)ACφ(2)BD for symmetric two tensors φ(1)AB, φ(2)AB.
For totally symmetric tensors, the div and curl operators are defined by the formulas
(div φ)A1...Ar := ∇BφBA1...Ar ,
(curl φ)A1...Ar := /
BC∇BφCA1...Ar ,
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where / is the volume form associated to the metric γ. Define also the trace to be
(trφ)A1...Ar−1 := (γ
−1)BCφBCA1...Ar−1 .
We separate the trace and traceless part of χ and χ. Let χˆ and χˆ be the traceless parts
of χ and χ respectively. Then χ and χ satisfy the following null structure equations:
∇4trχ+ 1
2
(trχ)2 = −|χˆ|2 − 2ωtrχ
∇4χˆ+ trχχˆ = −2ωχˆ− α
∇3trχ+ 1
2
(trχ)2 = −2ωtrχ− |χˆ|2
∇3χˆ+ trχ χˆ = −2ωχˆ− α
∇4trχ+ 1
2
trχtrχ = 2ωtrχ+ 2ρ− χˆ · χˆ+ 2div η + 2|η|2
∇4χˆ+ 1
2
trχχˆ = ∇⊗̂η + 2ωχˆ− 1
2
trχχˆ+ η⊗̂η
∇3trχ+ 1
2
trχtrχ = 2ωtrχ+ 2ρ− χˆ · χˆ+ 2div η + 2|η|2
∇3χˆ+ 1
2
trχχˆ = ∇⊗̂η + 2ωχˆ− 1
2
trχχˆ+ η⊗̂η
(5)
The other Ricci coefficients satisfy the following null structure equations:
∇4η = −χ · (η − η)− β
∇3η = −χ · (η − η) + β
∇4ω = 2ωω + 3
4
|η − η|2 − 1
4
(η − η) · (η + η)− 1
8
|η + η|2 + 1
2
ρ
∇3ω = 2ωω + 3
4
|η − η|2 + 1
4
(η − η) · (η + η)− 1
8
|η + η|2 + 1
2
ρ
(6)
The Ricci coefficients also satisfy the following constraint equations
div χˆ =
1
2
∇trχ− 1
2
(η − η) · (χˆ− 1
2
trχ)− β,
div χˆ =
1
2
∇trχ+ 1
2
(η − η) · (χˆ− 1
2
trχ) + β
curl η = −curl η = σ + 1
2
χˆ ∧ χˆ
K = −ρ+ 1
2
χˆ · χˆ− 1
4
trχtrχ
(7)
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with K the Gauss curvature of the surfaces S. The null curvature components satisfy the
following null Bianchi equations:
∇3α + 1
2
trχα = ∇⊗̂β + 4ωα− 3(χˆρ+∗ χˆσ) + (ζ + 4η)⊗̂β,
∇4β + 2trχβ = div α− 2ωβ + ηα,
∇3β + trχβ = ∇ρ+ 2ωβ +∗ ∇σ + 2χˆ · β + 3(ηρ+∗ ησ),
∇4σ + 3
2
trχσ = −div ∗β + 1
2
χˆ ·∗ α− ζ ·∗ β − 2η ·∗ β,
∇3σ + 3
2
trχσ = −div ∗β + 1
2
χˆ ·∗ α− ζ ·∗ β − 2η ·∗ β,
∇4ρ+ 3
2
trχρ = div β − 1
2
χˆ · α + ζ · β + 2η · β,
∇3ρ+ 3
2
trχρ = −div β − 1
2
χˆ · α + ζ · β − 2η · β,
∇4β + trχβ = −∇ρ+∗ ∇σ + 2ωβ + 2χˆ · β − 3(ηρ−∗ ησ),
∇3β + 2trχβ = −div α− 2ωβ + η · α,
∇4α + 1
2
trχα = −∇⊗̂β + 4ωα− 3(χˆρ−∗ χˆσ) + (ζ − 4η)⊗̂β
(8)
where ∗ denotes the Hodge dual on Su,u.
In the sequel, we will use capital Latin letters A ∈ {1, 2} for indices on the spheres Su,u
and Greek letters µ ∈ {1, 2, 3, 4} for indices in the whole spacetime.
In the following it will be useful to apply a schematic notation. We will let φ denote
an arbitrary tensorfield, ψ a Ricci coefficient and Ψ a null curvature component different
from α. We will simply write ψψ or ψ2 (or ψΨ, etc.) to denote an arbitrary contraction.
Moreover, we will denote by ∇iψj the sum of all terms which are products of j factors, with
each factor being ∇ikψ and that the sum of all ik’s being i, i.e.,
∇iψj =
∑
i1+i2+...+ij
∇i1ψ∇i2ψ...∇ijψ︸ ︷︷ ︸
j factors
.
The use of the schematic notation is reserved for the cases when the precise nature of the
contraction is not important to the argument. In particular, when using this schematic
notation, we will neglect all constant factors.
2.4. Integration and Norms. Let U be a coordinate patch on S0,0 and pU be a partition
of unity in DU such that pU is supported in DU . Given a function φ, the integration on Su,u
is given by the formula:
∫
Su,u
φ :=
∑
U
∫ ∞
−∞
∫ ∞
−∞
φpU
√
det γdθ1dθ2.
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Let Du∗,u∗ by the region 0 ≤ u ≤ u∗, 0 ≤ u ≤ u∗. The integration on Du,u is given by the
formula ∫
Du,u
φ :=
∑
U
∫ u
0
∫ u
0
∫ ∞
−∞
∫ ∞
−∞
φpU
√
− det gdθ1dθ2dudu
=2
∑
U
∫ u
0
∫ u
0
∫ ∞
−∞
∫ ∞
−∞
φpUΩ
2
√
− det γdθ1dθ2dudu.
Since there are no canonical volume forms on Hu and Hu, we define integration by∫
Hu
φ :=
∑
U
∫ 
0
∫ ∞
−∞
∫ ∞
−∞
φ2pUΩ
√
det γdθ1dθ2du,
and ∫
Hu
φ :=
∑
U
∫ 
0
∫ ∞
−∞
∫ ∞
−∞
φ2pUΩ
√
det γdθ1dθ2du.
With these definitions of integration, we can define the norms that we will use. Let φ be
a tensorfield. For 1 ≤ p <∞, define
||φ||pLp(Su,u) :=
∫
Su,u
< φ, φ >p/2γ ,
||φ||pLp(Hu) :=
∫
Hu
< φ, φ >p/2γ ,
||φ||pLp(Hu) :=
∫
Hu
< φ, φ >p/2γ .
Define also the L∞ norm by
||φ||L∞(Su,u) := sup
θ∈Su,u
< φ, φ >1/2γ (θ).
2.5. Precise Statement of the Main Theorem. With the notations introduced in this
Section, we give a precise version of the statement of Theorem 2:
Theorem 3. Suppose the initial data set for the characteristic initial value problem is given
on H0 for 0 ≤ u ≤ u∗ and on H0 for 0 ≤ u ≤ u∗ such that
c ≤ | det γ Su,0 |, | det γ S0,u | ≤ C,∑
i≤3
(
|( ∂
∂θ
)iγ Su,0 |+ |(
∂
∂θ
)iγ S0,u |
)
≤ C,
O0 :=
∑
i≤3
sup
u
||∇iψ||L2(S0,u) +
∑
i≤3
sup
u
||∇iψ||L2(Su,0) ≤ C,
R0 :=
∑
i≤2
 ∑
Ψ∈{β,ρ,σ,β}
sup
u
||∇iΨ||L2(S0,u) +
∑
Ψ∈{ρ,σ,β,α}
sup
u
||∇iΨ||L2(Su,0)
 ≤ C.
Then for  sufficiently small depending only on C and c, there exists a spacetime (M, g)
endowed with a double null foliation u, u that solves the characteristic initial value problem
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to the vacuum Einstein equations in 0 ≤ u ≤ u∗, 0 ≤ u ≤ u∗ for u∗, u∗ ≤ . The metric is
continuous and takes the form
g = −2Ω2(du⊗ du+ du⊗ du) + γAB(dθA − bAdu)⊗ (dθB − bBdu).
(M, g) is a C0 limit of smooth solutions to the vacuum Einstein equations and is the unique
spacetime solving the characteristic initial value problem among all C0 limits of smooth
solutions. Moreover,
∂
∂θ
g,
∂
∂u
g ∈ C0uC0uL4(S),
∂2
∂θ2
g,
∂2
∂u∂θ
g,
∂2
∂u2
g ∈ C0uC0uL2(S),
∂
∂u
g,
∂
∂u
((γ−1)AB
∂
∂u
(γ)AB) ∈ L∞u L∞u L∞(S),
∂2
∂θ∂u
g,
∂2
∂u∂u
g,
∂2
∂u2
bA ∈ L∞u L∞u L4(S).
In the (u, u, θ1, θ2) coordinates, the Einstein equations are satisfied in L∞u L
∞
u L
2(S). Further-
more, the higher angular differentiability in the data results in higher angular differentiability.
We prove this Theorem in two steps. First, we show that if the initial data are smooth
and the bounds for the initial data in the assumption of Theorem 3 hold, then an  can be
chosen depending only on the bounds in the assumption of Theorem 3 such that a smooth
spacetime solving the Einstein equations exists in 0 ≤ u ≤  and 0 ≤ u ≤ . This is
formulated as Theorem 4, and is proved in Section 4. Then, we show that a sequence
of solutions to the Einstein equations with a converging sequence of smooth initial data,
satisfying the assumptions of Theorem 3 with uniform constants C and c, converges. The
limit spacetime satisfies the Einstein equations and has the properties stated in Theorem 3.
This is formulated as Theorem 6 and is proved in Section 5. We furthermore show that the
solution is unique and that the regularity in the angular directions persists in Section 5.
3. The Initial Data
In this Section, we construct data satisfying the constraint equations such that χˆ has
a jump discontinuity across a two sphere. We also construct a sequence of smooth data
satisfying the constraint equations approaching the data with discontinuous χˆ. We derive
precise bounds for the Ricci coefficients and the curvature components for the initial data in
this approximating sequence.
We fix
Ω = 1
identically on the initial hypersurfaces H0 and H0. On H0, γ and χ have to satisfy the
equations
L/ Lγ = 2χ, L/ Ltrχ = −1
2
(trχ)2 − |χˆ|2γ, (9)
while on H0, γ and χ have to satisfy the equations
L/ Lγ = 2χ, L/ Ltrχ = −1
2
(trχ)2 − |χˆ|2γ (10)
Here L/ denotes the restriction of the Lie derivative to TSu,u.
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Following [12], we can obtain initial data satisfying the above constraint equations by
prescribing γAB, ζA, trχ and trχ on the two sphere S0,0 and prescribing the conformal class
of the metric γˆAB satisfying
√
det γˆAB = 1 on each of the initial hypersurfaces. Relative to
the coordinate system (θ1, θ2), we require that on S0,0,∑
i≤I+3
|( ∂
∂θ
)i(γAB, ζA, trχ, trχ)| ≤ C.
On the initial incoming hypersurface H0, in the coordinate system (u, θ
1, θ2) as in Section
2.2, we require the conformal class of the metric γˆAB to be smooth, satisfying
√
det γˆAB = 1
and obeying the estimates ∑
j≤J+1
∑
i≤I+3
|( ∂
∂u
)j(
∂
∂θ
)iγˆAB| ≤ C.
On the initial outgoing hypersurface H0, in the coordinate system (u, θ
1, θ2) as in Section
2.2, we now prescribe the conformal class of the metric γˆAB satisfying
√
det γˆAB = 1 such that
its u derivative has a jump discontinuity. To this end we define smooth matrices ((γˆ)1)AB
and ((γˆ)2)AB, such that ((γˆ)1)AB is positive definite with determinant equals to 1 and both
((γˆ)1)AB and ((γˆ)2)AB satisfy∑
k≤K+1
∑
i≤I+3
|( ∂
∂u
)k(
∂
∂θ
)i((γˆ)j)AB| ≤ C.
Fix us ≤ 2 , where  > 0 is a small parameter depending on the constants C above and will
be determine later. Let
γˆ
AB
= ((γˆ)1)AB + (u− us)((γˆ)2)AB1{u≥us}.
For  sufficiently small depending on C, γˆ
AB
is positive definite for 0 ≤ u ≤ . We then
define
γˆAB =
1√
det γˆ
γˆ
AB
.
According to the procedure in [12], there exists  sufficiently small depending only on C
such that there exists initial data for 0 ≤ u ≤  on H0 satisfying (10) and initial data for
0 ≤ u ≤  on H0 obeying (9). We refer the readers to [12] for details.
We note that according to [12], in order to obtain the initial data set on H0, we need to
solve for the conformal factor Φ defined by
γAB = Φ
2γˆAB,
which obeys the ODE
∂2Φ
∂u2
+
1
8
(γˆ−1)AC(γˆ−1)BD
∂
∂u
γˆAB
∂
∂u
γˆCDΦ = 0, (11)
with initial data
Φ|S0,0 = 1.
The time of existence  for this ODE depends only on the size of (γˆ−1)AC(γˆ−1)BD ∂
∂u
γˆAB
∂
∂u
γˆCD.
Therefore, even though ∂
∂u
γˆAB is discontinuous, we can prescribe the discontinuity at u = us
such that us =

2
.
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Given the conformal part of the metric γˆ and the conformal factor Φ, we can identify
χˆAB =
1
2
Φ2
∂
∂u
γˆAB, (12)
and
trχ =
2
Φ
∂Φ
∂u
. (13)
With this identification, χˆ has a jump discontinuity at u = us while trχ is continuous.
3.1. Approximation Procedure. We now introduce an approximation procedure to con-
struct a sequence of smooth initial data approaching the data described above. Consider a
C∞0 (R) function h˜0 that is supported in [−1, 1] and is identically 1 in [−12 , 12 ]. Let
h˜(x) =
{
h˜0(x)− h˜0(2x) x ≥ 0
0 x < 0
Note that h˜ is smooth. Now let
hn(x) = 1{x≥0} +
n∑
j=−∞
h˜(2jx).
We note that hn is supported in {x ≥ 2−(n+1)} and h′n := hn−hn−1 is supported in {2−(n+1) ≤
x ≤ 2−n}. Moreover, hn → 1{x≥0} in Lp for every p < ∞ as n → ∞ and xhn → x1{x≥0} in
Lp for every p ≤ ∞ as n→∞. At the n-th step, we define
(γn, ζn, trχn) = (γ, ζ, trχ) on S0,0
and
(χˆ
n
, trχ
n
) = (χˆ, trχ) on H0
as before. Define
(γˆ
n
)AB = ((γˆ)1)AB + (u− us)hn(u− us)((γˆ)2)AB on H0,
and
(γˆn)AB =
1√
det(γˆ)n
(γˆ
n
)AB on H0.
Notice that for  sufficiently small, we have uniform upper bounds for each component of γˆ
and their angular derivatives and a uniform lower bound for det γˆ. Moreover, it is easy to
see that for
γˆ′n := γˆn − γˆn−1,
we have ∑
i≤I+3
|( ∂
∂u
)k(
∂
∂θ
)iγˆ′n| ≤ C2(−1+k)n, for us ≤ u ≤ us + 2−n, k ≤ K + 1,
(
∂
∂u
)k(
∂
∂θ
)iγˆ′n = 0, for u ≥ us + 2−n, for i ≤ I + 3, k ≤ K + 1,
Thus
(
∫ 
0
|( ∂
∂u
)k(
∂
∂θ
)iγˆ′n|pdu)
1
p ≤ C2(−1+k− 1p )n for k ≤ K + 1.
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Moreover, we know that γˆn → γˆ in the sense that
(
∫ 
0
|( ∂
∂u
)k(
∂
∂θ
)i(γˆn − γˆ)|pdu)
1
p ≤ C2(−1+k− 1p )n for k ≤ K + 1.
With the definition of (γˆn)AB, we can solve (11) for Φn and use (12) and (13) to solve for χˆn
and (trχ)n. This then allows us to use the null structure equations and the Bianchi identities
to solve for all Ricci coefficients and curvature components, as well as their derivatives. In
the following we will use the notation that a subscript n denotes that metric component,
Ricci coefficient or curvature component associated to γˆn. Moreover, we will use the notation
Φ′n = Φn − Φn−1.
We now derive the bounds for each of the Φn’s and Φ
′
n’s in the initial data. By uniqueness
of the constraint ODEs, all
Φ′n = 0 for u ≤ us.
We therefore only derive bounds for us ≤ u ≤ .
From (11), we have
c ≤ Φn ≤ C,
∑
k≤K+2
∑
i≤I+3
|( ∂
∂u
)k(
∂
∂θ
)iΦn| ≤ C
thus ∑
k≤K
∑
i≤I+3
|( ∂
∂θ
)i(χˆ, trχ)n| ≤ C.
Then using the equation (11) again,∑
k≤K+2
∑
i≤I+3
|( ∂
∂u
)k(
∂
∂θ
)iΦ′n| ≤ C2(−2+k)n, for us ≤ u ≤ us + 2−n,
and
(
∂
∂u
)k(
∂
∂θ
)iΦ′n = 0, for u ≥ us + 2−n and 2 ≤ k ≤ K + 2, for all i ≤ I + 3.
Then by (12) and (13), we have for χˆ′n,∑
k≤K
∑
i≤I+3
|( ∂
∂u
)k(
∂
∂θ
)i(χˆ′n)AB| ≤ C2kn, for us ≤ u ≤ us + 2−n,
∑
k≤K
∑
i≤I+3
|( ∂
∂u
)k(
∂
∂θ
)i(χˆ′n)AB| ≤ C2−n, for u ≥ us + 2−n;
and for trχ′n: ∑
k≤K
∑
i≤I+3
|( ∂
∂u
)k(
∂
∂θ
)itrχ′n| ≤ C2(−1+k)n, for us ≤ u ≤ us + 2−n
∑
k≤K
∑
i≤I+3
|( ∂
∂u
)k(
∂
∂θ
)itrχ′n| ≤ C2−n, for u ≥ us + 2−n.
From the equation for ζ on H0 together with the Codazzi equation, we have
∇4ζ = div χˆ− 1
2
∇trχ− χˆζ − 3
2
trχζ.
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Notice that since Ω = 1 on H0, we can write
∇4ζ = ∂
∂u
ζ + χζ.
Thus, we can integrate to get the estimate∑
k≤K+1
∑
i≤I+2
|( ∂
∂u
)k(
∂
∂θ
)iζn| ≤ C.
For the difference ζ ′n = ζn − ζn−1,∑
k≤K+1
∑
i≤I+2
|( ∂
∂u
)k(
∂
∂θ
)iζ ′n| ≤ C2−n.
Notice that we have used the control on the metric to relate div to the coordinates deriva-
tives. Since on H0,
ζ = η = −η,
we have ∑
k≤K+1
∑
i≤I+2
|( ∂
∂u
)k(
∂
∂θ
)i(ηn, ηn)| ≤ C.
and ∑
k≤K+1
∑
i≤I+2
|( ∂
∂u
)k(
∂
∂θ
)i(η′n, η
′
n
)| ≤ C2−n.
By the equation of trχ on H0
∇4(trχ) + 1
2
trχtrχ = 2ρ− χˆ · χˆ− 2div ζ + |ζ|2γ,
and the Gauss equation
K = −ρ+ 1
2
χˆ · χˆ− 1
4
trχtrχ,
we have
∇4(trχ) + trχtrχ = −2K − 2div ζ + |ζ|2γ.
Since the estimates for the Gauss curvature K can be derived from the estimates for γ and
its derivatives alone, by the estimates derived above and the initial estimate for trχ on S0,0,∑
k≤K+1
∑
i≤I+1
|( ∂
∂u
)k(
∂
∂θ
)itrχ
n
| ≤ C.
and ∑
k≤K+1
∑
i≤I+1
|( ∂
∂u
)k(
∂
∂θ
)itrχ′
n
| ≤ C2−n.
By the equation of χˆ on H0
∇4χˆ = −1
2
trχχˆ−∇⊗̂ζ + ζ⊗̂ζ − 1
2
trχχˆ,
we have ∑
k≤K+1
∑
i≤I+1
|( ∂
∂u
)k(
∂
∂θ
)iχˆ
n
| ≤ C.
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and ∑
k≤K+1
∑
i≤I+1
|( ∂
∂u
)k(
∂
∂θ
)iχˆ′
n
| ≤ C2−n.
By the following equation on H0
∇4χˆ = −trχχˆ− α,
we have ∑
k≤K−1
∑
i≤I+3
|( ∂
∂u
)k(
∂
∂θ
)iαn| ≤ C2(1+k)n, for us ≤ u ≤ us + 2−n,
∑
k≤K−1
∑
i≤I+3
|( ∂
∂u
)k(
∂
∂θ
)iαn| ≤ C2−n, for u ≥ us + 2−n,
By the Codazzi equation on H0
div χ =
1
2
∇trχ− ζ · (χˆ− 1
2
trχ)− β,
we have ∑
k≤K
∑
i≤I+2
|( ∂
∂u
)k(
∂
∂θ
)iβn| ≤ C for us ≤ u ≤ us + 2−n,
∑
k≤K
∑
i≤I+2
|( ∂
∂u
)k(
∂
∂θ
)iβ′n| ≤ C2−n for u ≥ us + 2−n.
By the Gauss equation on H0
K = −ρ+ 1
2
χˆ · χˆ− 1
4
trχtrχ,
we have ∑
k≤K
∑
i≤I+1
|( ∂
∂u
)k(
∂
∂θ
)iρn| ≤ C for us ≤ u ≤ us + 2−n,
∑
k≤K
∑
i≤I+1
|( ∂
∂u
)k(
∂
∂θ
)iρ′n| ≤ C2−n for u ≥ us + 2−n.
By the equation on H0
curl ζ = σ +
1
2
χˆ ∧ χˆ,
we have ∑
k≤K
∑
i≤I+1
|( ∂
∂u
)k(
∂
∂θ
)iσn| ≤ C for us ≤ u ≤ us + 2−n,
∑
k≤K
∑
i≤I+1
|( ∂
∂θ
)iσ′n| ≤ C2−n for u ≥ us + 2−n.
On S0,0, using the Codazzi equation
div χˆ =
1
2
∇trχ+ ζ · (χˆ− 1
2
trχ) + β,
we have ∑
i≤I+2
|( ∂
∂θ
)iβ
n
| ≤ C on S0,0.
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By the following Bianchi equation on H0
∇4β = −∇ρ+∗ ∇σ − trχβ + 2χˆ · β − 3(∗ζσ − ζρ),
we have ∑
k≤K+1
∑
i≤I
|( ∂
∂u
)k(
∂
∂θ
)iβ
n
| ≤ C,
∑
k≤K+1
∑
i≤I
|( ∂
∂u
)k(
∂
∂θ
)iβ′
n
| ≤ C2−n.
By the null structure equation on H0
∇4ω = 3|ζ|2 + 1
2
ρ,
we have ∑
k≤K+1
I+1∑
i=0
|( ∂
∂u
)k(
∂
∂θ
)iωn| ≤ C.
∑
k≤K+1
I+1∑
i=0
|( ∂
∂u
)k(
∂
∂θ
)iω′n| ≤ C2−n.
Together with ω = 0 which follows from ω = −1
2
∇4(log Ω), we have the bounds in L∞ for
all the Ricci coefficients and null curvature components on H0.
A similar procedure allows us to solve for the Ricci coefficients and the null curvature
components on H0. Recall that for an impulsive gravitational wave, we take the data on H0
to be fixed, i.e., ψn = ψ and Ψn = Ψ on H0.
Finally, we see that on H0, we can define ∇j3ψn and ∇j3Ψn for j ≤ J by taking the values
of ∇j3ψn and ∇j3Ψn restricted to S0,0 and solve the ODEs as above. Notice that they can be
solved as long as I is sufficiently large depending on J .
This allows us to conclude
Proposition 1. For every I ≥ 2, J,K ≥ 0, there exists characteristic initial data for an
impulsive gravitational wave such that on H0:∑
j≤J
∑
k≤K
∑
i≤I+1
sup
u
||∇j3∇k4∇iψ||L2(S0,u) ≤ CI,J,K , (14)
∑
j≤J
∑
k≤K
∑
i≤I
∑
Ψ∈{ρ,σ,β,α}
sup
u
||∇j3∇k4∇iΨ||L2(Su,0) ≤ CI,J,K , (15)
On H0, χˆ has a jump discontinuity across S0,us, and∑
j≤J
∑
i≤I+1
sup
u
||∇j3∇iψ||L2(S0,u) ≤ CI,J , (16)
∑
j≤J
∑
i≤I
∑
Ψ∈{β,ρ,σ,β}
sup
u
||∇j3∇iΨ||L2(S0,u) ≤ CI,J , (17)
and for H0 \ {|u− us| ≥ η} for every η > 0,∑
j≤J
∑
k≤K
∑
i≤I+1
sup
u
||∇j3∇k4∇iψ||L2(S0,u) ≤ CI,J,K ,
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j≤J
∑
k≤K
∑
i≤I
∑
Ψ∈{β,ρ,σ,β}
sup
u
||∇j3∇k4∇iΨ||L2(S0,u) ≤ CI,J,K ,
and for  sufficiently small, γ is positive definite on H0 and H0 with bounded angular deriva-
tives up to the (I + 2)-nd derivative.
There exists a sequence of of smooth initial data approaching the characteristic initial data
described above such that (14)-(17) hold for ψn and Ψn, and for H0 \ {us ≤ u ≤ us + 2−n},∑
j≤J
∑
k≤K
∑
i≤I+1
sup
u
||∇j3∇k4∇iψn||L2(S0,u) ≤ CI,J,K , (18)
∑
j≤J
∑
k≤K
∑
i≤I
∑
Ψ∈{β,ρ,σ,β}
sup
u
||∇j3∇k4∇iΨn||L2(S0,u) ≤ CI,J,K , (19)
and for H0 ∩ {us ≤ u ≤ us + 2−n},∑
j≤J
∑
i≤I
sup
u
||∇j3∇iαn||L2(S0,u) ≤ CI,J,K2n. (20)
This sequence of data converges in the sense that on H0, the data is fixed; and on H0, for
ψ′n = ψn − ψn−1 and Ψ′n = Ψn −Ψn−1,∑
j≤J
∑
i≤I+1
sup
u
||∇j3∇iψ′n||L2(S0,u) ≤ CI,J2−n, (21)
∑
j≤J
∑
i≤I
∑
Ψ∈{β,ρ,σ,β}
sup
u
||∇j3∇iΨ′n||L2(S0,u) ≤ CI,J2−n, (22)
on H0 \ {us ≤ u ≤ us + 2−n},∑
j≤J
∑
k≤K
∑
i≤I+1
sup
u
||∇j3∇k4∇iψ′n||L2(S0,u) ≤ CI,J,K2−n, (23)
∑
j≤J
∑
k≤K
∑
i≤I
∑
Ψ∈{β,ρ,σ,β}
sup
u
||∇j3∇k4∇iΨ′n||L2(S0,u) ≤ CI,J,K2−n. (24)
Remark 6. In the context of Theorem 3, corresponding sequences of ψn and Ψn can be
constructed. As opposed to the case of an impulsive gravitational wave, such sequences will
satisfy (14)-(17) and (21)-(22), but they will not obey the improved estimates of Proposition
1 which holds on H0 \ {us ≤ u ≤ us + 2−n}. This additional regularity is only relevant for
the argument that the impulsive gravitational wave is smooth away from Hus.
Proposition 1 in particular constructs the set of initial data satisfying the assumptions
of Theorem 1. In the following, we will focus on the case I = 2, J = K = 0. This level
of regularity is sufficient to prove all the estimates and to construct a spacetime metric
satisfying the Einstein equations.
4. A Priori Estimates
In this section, we begin the proof of Theorem 3. We show that for any smooth charac-
teristic initial data satisfying the estimates in the assumption of Theorem 3, there is an 
depending only on the constants in the estimates in the assumptions such that the unique
resulting spacetime admits a double null foliation (u, u) and remains smooth with precise
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estimates on its Ricci coefficients and curvature components in 0 ≤ u ≤ u∗ and 0 ≤ u ≤ u∗
for u, u ≤ . In particular, no assumptions have to be made on the size of α.
In the context of Theorem 3, our Theorem in this Section asserts that a region of existence
can be found independent of n for any smooth approximating sequence of data satisfying
the bounds in the assumptions of Theorem 3.
We first define the norms that we will work with. Let
R =
∑
i≤2
 ∑
Ψ∈{β,ρ,σ,β}
sup
u
||∇iΨ||L2(Hu) +
∑
Ψ∈{ρ,σ,β,α}
sup
u
||∇iΨ||L2(Hu)
 ,
Oi,p = sup
u,u
||∇iψ||Lp(Su,u),
and
O˜i,2 =
∑
ψH∈{trχ,χˆ,η,η,ω,trχ}
sup
u
||∇iψH ||L2(Hu) +
∑
ψH∈{trχ,η,η,ω,trχ,χˆ}
sup
u
||∇iψH ||L2(Hu).
We write
O =
2∑
i=0
Oi,2 +
1∑
i=0
Oi,4 +O0,∞.
The following is the main theorem in this section:
Theorem 4. Suppose the initial data set for the characteristic initial value problem is smooth
and satisfies
c ≤ | det γ Su,0 | ≤ C,
∑
i≤3
|( ∂
∂θ
)iγ Su,0 | ≤ C,
O0 :=
∑
i≤2
sup
u
||∇iψ||L2(S0,u) +
∑
i≤2
sup
u
||∇iψ||L2(Su,0) + ||∇3ψ||L2(H0) + ||∇3ψ||L2(H0) ≤ C,
R0 :=
∑
i≤2
 ∑
Ψ∈{β,ρ,σ,β}
||∇iΨ||L2(H0) +
∑
Ψ∈{ρ,σ,β,α}
||∇iΨ||L2(H0)
 ≤ C.
Then for  sufficiently small depending only on C and c, there exists a unique spacetime
(M, g) endowed with a double null foliation (u, u) that solves the Einstein equations in the
region 0 ≤ u ≤ u∗, 0 ≤ u ≤ u∗, whenever u∗, u∗ ≤ . Moreover, in this region, the following
norms are bounded above by a constant C ′ depending only on C and c:
O, O˜3,2,R < C ′.
It follows by [36] that for every smooth initial data set, a unique smooth spacetime satis-
fying the Einstein equations exists in a small neighborhood of S0,0. In order to show that the
size of this region only depends on the constants in the assumption of Theorem 4, it suffices
to establish a priori control in the region 0 ≤ u ≤ , 0 ≤ u ≤ . The Theorem then follows
from a standard last slice argument (See [28]).
In this section, all estimates will be proved under the following bootstrap assumption:
O0,∞ ≤ ∆0. (A)
We now outline the steps in proving a priori estimates. In Section 4.1, we will first
estimate the metric components under the bootstrap assumption (A). In Section 4.2-4.5, we
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will derive some preliminary estimates and formulae. In Section 4.2, we provide Propositions
which gives Lp estimates for general quantities satisfying transport equations. They will be
used to control the Ricci coefficients and curvature components. In Section 4.3, we establish
Sobolev Embedding Theorems in our setting. In Section 4.4, we state some formulae for the
commutators [∇4,∇] and [∇3,∇]. They will then be used to obtain higher order estimates for
general quantities satisfying transport equations. In Section 4.5, we prove elliptic estimates
for general quantities obeying Hodge systems.
After these preliminary estimates, we estimate the Ricci coefficients and the curvature
components. This proceeds in three steps:
STEP 1: In Section 4.6, we prove that R < ∞ and O˜3,2 < ∞ together imply that
O ≤ C(O0), where C(O0) is a constant depending only on the initial norm O0. These
estimates are proved via the null structure equations.
STEP 2: In Section 4.8, we use elliptic estimates to prove that R < ∞ implies O˜3,2 ≤
C(O0,R0,R), where C(O0,R0,R) is a constant depending both on the initial norm and R.
STEP 3: In Section 4.9, we derive the energy estimates and prove the boundedness of R
by the initial data.
These steps provide bounds for the Ricci coefficients up to three angular derivatives and
the curvature components up to two angular derivatives depending only on the constants
in the assumptions of Theorem 4. In Section 4.10, we show that this implies that higher
regularity propagates and that the spacetime remains smooth in a region depending only
on the constants in the assumptions of Theorem 4. This allows us to conclude the proof of
Theorem 4 in Section 4.11.
Finally, in Section 4.12, we return to the sequence of smooth spacetimes arising from the
sequence of data approximating the data of an impulsive gravitational wave as described
in Section 3. We show that these spacetimes obey estimates in addition to those given in
Theorem 4. These bounds will be applied in Section 5.10 to establish the regularity and
singularity properties of an impulsive gravitational spacetime.
4.1. Estimates for Metric Components. We first show that we can control Ω under the
bootstrap assumption (A):
Proposition 2. There exists 0 = 0(∆0) such that for every  ≤ 0,
1
2
≤ Ω ≤ 2.
Proof. Consider the equation
ω = −1
2
∇4 log Ω = 1
2
Ω∇4Ω−1 = 1
2
∂
∂u
Ω−1. (25)
Fix u. Notice that both ω and Ω are scalars and therefore the L∞ norm is independent of
the metric. We can integrate equation (25) using the fact that Ω−1 = 1 on H0 to obtain
||Ω−1 − 1||L∞(Su,u) ≤ C
∫ u
0
||ω||L∞(Su′,u)du ≤ C∆0.
This implies both the upper and lower bounds for Ω for sufficiently small . 
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We then show that we can control γ under the bootstrap assumption (A):
Proposition 3. Consider a coordinate patch U on S0,0 and define Uu,0 to be a coordinate
patch on Su,0 given by the one-parameter diffeomorphism generated by L. Define Uu,u to
be the image of Uu,0 under the one-parameter diffeomorphism generated by L. Define also
DU =
⋃
0≤u≤,0≤u≤ Uu,u. For  small enough depending on initial data and ∆0, there exists
C and c depending only on initial data such that the following pointwise bounds hold for γ
in DU :
c ≤ det γ ≤ C.
Moreover, in DU ,
|γAB|, |(γ−1)AB| ≤ C.
Proof. The first variation formula states that
L/ Lγ = 2Ωχ.
In coordinates, this means
∂
∂u
γAB = 2ΩχAB.
From this we derive that
∂
∂u
log(det γ) = Ωtrχ.
Define γ0(u, u, θ
1, θ2) = γ(0, u, θ1, θ2).
| det γ − det(γ0)| ≤ C
∫ u
0
|trχ|du′ ≤ C∆0.
This implies that the det γ is bounded above and below. Let Λ be the larger eigenvalue of
γ. Clearly,
Λ ≤ C sup
A,B=1,2
γ, (26)
and ∑
A,B=1,2
|χAB|2 ≤ CΛ||χ||L∞(Su,u).
Then
|γAB − (γ0)AB| ≤ C
∫ u
0
|χAB|du′ ≤ CΛ∆0.
Using the upper bound (26), we thus obtain the upper bound for |γAB|. The upper bound
for |(γ−1)AB| follows from the upper bound for |γAB| and the lower bound for det γ. 
A consequence of the previous Proposition is an estimate on the surface area of each two
sphere Su,u.
Proposition 4.
sup
u,u
|Area(Su,u)− Area(Su,0)| ≤ C∆0.
Proof. This follows from the fact that
√
det γ is pointwise only slightly perturbed if  is
chosen to be appropriately small. 
With the estimate on the volume form, we can now show that the Lp norms defined with
respect to the metric and the Lp norms defined with respect to the coordinate system are
equivalent.
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Proposition 5. Given a covariant tensor φA1...Ar on Su,u, we have∫
Su,u
< φ, φ >p/2γ ∼
r∑
i=1
∑
Ai=1,2
∫∫
|φA1...Ar |p
√
det γdθ1dθ2.
We can also control b under the bootstrap assumption, thus controlling the full spacetime
metric:
Proposition 6. In the coordinate system (u, u, θ1, θ2),
|bA| ≤ C∆0.
Proof. bA satisfies the equation
∂bA
∂u
= −4Ω2ζA.
This can be derived from
[L,L] =
∂bA
∂u
∂
∂θA
.
Now, integrating and using Proposition 5 gives the result. 
4.2. Estimates for Transport Equations. The estimates for the Ricci coefficients and
the null curvature components are derived from the null structure equations and the null
Bianchi equations respectively. In order to use the equations, we need a way to obtain
estimates from the null transport type equations. Such estimates require the boundedness
of trχ and trχ, which is consistent with our bootstrap assumption (A). Below, we state two
Propositions which provide Lp estimates for general quantities satisfying transport equations
either in the e3 or e4 direction.
Proposition 7. There exists 0 = 0(∆0) such that for all  ≤ 0 and for every 2 ≤ p <∞,
we have
||φ||Lp(Su,u) ≤ C(||φ||Lp(Su,u′ ) +
∫ u
u′
||∇4φ||Lp(Su,u′′ )du′′),
||φ||Lp(Su,u) ≤ C(||φ||Lp(Su′,u) +
∫ u
u′
||∇3φ||Lp(Su′′,u)du′′).
Proof. The following identity holds for any scalar f :
d
du
∫
Su,u
f =
∫
Su,u
(
df
du
+ Ωtrχf
)
=
∫
Su,u
Ω (e4(f) + trχf) .
Similarly, we have
d
du
∫
Su,u
f =
∫
Su,u
Ω
(
e3(f) + trχf
)
.
Hence, taking f = |φ|pγ, we have
||φ||pLp(Su,u) =||φ||
p
Lp(Su,u′ )
+
∫ u
u′
∫
Su,u′′
p|φ|p−2Ω
(
< φ,∇4φ >γ +1
p
trχ|φ|2γ
)
du′′
||φ||pLp(Su,u) =||φ||
p
Lp(Su′,u)
+
∫ u
u′
∫
Su′′,u
p|φ|p−2Ω
(
< φ,∇3φ >γ +1
p
trχ|φ|2γ
)
du′′
(27)
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The Proposition is proved using Cauchy-Schwarz on the sphere and the L∞ bounds for
Ω and trχ (trχ) which are provided by Proposition 2 and the bootstrap assumption (A)
respectively. 
The above estimates also hold for p =∞:
Proposition 8. There exists 0 = 0(∆0) such that for all  ≤ 0, we have
||φ||L∞(Su,u) ≤ C
(
||φ||L∞(Su,u′ ) +
∫ u
u′
||∇4φ||L∞(Su,u′′ )du′′
)
||φ||L∞(Su,u) ≤ C
(
||φ||L∞(Su′,u) +
∫ u
u′
||∇3φ||L∞(Su′′,u)du′′
)
.
Proof. This follows simply from integrating along the integral curves of L and L, and the
estimate on Ω in Proposition 2. 
4.3. Sobolev Embedding. Under the bootstrap assumption (A), the Sobolev Embedding
hold on a 2-sphere Su,u.
Proposition 9. There exists 0 = 0(∆0) such that as long as  ≤ 0, we have
||φ||L4(Su,u) ≤ C
1∑
i=0
||∇iφ||L2(Su,u).
Proof. We first prove this for scalars. Given our coordinate system, the desired Sobolev
Embedding follows from standard Sobolev Embedding Theorems and the lower and upper
bound of the volume form. Thus, the proposition holds for scalars. Now, for φ being a
tensor, let f =
√
|φ|2γ + δ2. Then
||f ||L4(Su,u) ≤ C
||f ||L2(Su,u) + ||< φ,∇φ >γ√|φ|2γ + δ2 ||L2(Su,u)
 ≤ C (||f ||L2(Su,u) + ||∇φ||L2(Su,u)) .
The Proposition can be achieved by sending δ → 0. 
We can also prove the Sobolev Embedding Theorem for the L∞ norm:
Proposition 10. There exists 0 = 0(∆0) such that as long as  ≤ 0, we have
||φ||L∞(Su,u) ≤ C
(||φ||L2(Su,u) + ||∇φ||L4(Su,u)) .
As a consequence,
||φ||L∞(Su,u) ≤ C
2∑
i=0
||∇iφ||L2(Su,u).
Proof. The first statement follows from coordinate considerations as in Proposition 9. The
second statement follows from applying the first and Proposition 9. 
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4.4. Commutation Formulae. We have the following formula from [22]:
Proposition 11. The commutator [∇4,∇] acting on an (0, r) S-tensor is given by
[∇4,∇B]φA1...Ar =[D4, DB]φA1...Ar + (∇B log Ω)∇4φA1...Ar − (γ−1)CDχBD∇CφA1...Ar
−
r∑
i=1
(γ−1)CDχBDηAiφA1...AˆiC...Ar +
r∑
i=1
(γ−1)CDχAiBηDφA1...AˆiC...Ar .
Similarly, the commutator [∇3,∇] acting on an (0, r) S-tensor is given by
[∇3,∇B]φA1...Ar =[D3, DB]φA1...Ar + (∇B log Ω)∇3φA1...Ar − (γ−1)CDχBD∇CφA1...Ar
−
r∑
i=1
(γ−1)CDχ
BD
ηAiφA1...AˆiC...Ar +
r∑
i=1
(γ−1)CDχ
AiB
ηDφA1...AˆiC...Ar .
By induction, we get the following schematic formula for repeated commutations:
Proposition 12. Suppose ∇4φ = F0. Let ∇4∇iφ = Fi. Then
Fi ∼
∑
i1+i2+i3=i
∇i1(η, η)i2∇i3F0 +
∑
i1+i2+i3+i4=i
∇i1(η, η)i2∇i3χ∇i4φ
+
∑
i1+i2+i3+i4=i−1
∇i1(η, η)i2∇i3β∇i4φ.
where we have applied our schematic notation and by ∇i1(η, η)i2 we mean the sum of all
terms which is a product of i2 factors, each factor being ∇jη or ∇jη for some j and that the
sum of all j’s is i1, i.e.,
∇i1(η, η)i2 =
∑
j1+...+ji2=i1
∑
ψ1,...,ψi2∈{η,η}
∇j1ψ1...∇ji2ψi2 .
Similarly, suppose ∇3φ = G0. Let ∇3∇iφ = Gi. Then
Gi ∼
∑
i1+i2+i3=i
∇i1(η, η)i2∇i3G0 +
∑
i1+i2+i3+i4=i
∇i1(η, η)i2∇i3χ∇i4φ
+
∑
i1+i2+i3+i4=i−1
∇i1(η, η)i2∇i3β∇i4φ.
Proof. The proof is by induction. We will prove it for the first statement. The proof of
second one is analogous. The formula obviously holds for i = 0. Assume that the statement
is true for i < i0.
Fi0 =[∇4,∇]∇i0−1φ+∇Fi0−1
∼χ∇i0φ+ (η, η)∇4∇i0−1φ+ β∇i0−1φ+ χ(η, η)∇i0−1φ
+
∑
i1+i2+i3=i0
∇i1(η, η)i2∇i3F0
+
∑
i1+i2+i3+i4=i0
∇i1(η, η)i2∇i3χ∇i4φ
+
∑
i1+i2+i3+i4=i0−1
∇i1(η, η)i2∇i3β∇i4φ.
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First notice that the first, third and fourth terms are acceptable. Then plug in the formula
for Fi0−1 = ∇4∇i0−1φ and get the result. 
The following further simplified version is useful for our estimates in the next section:
Proposition 13. Suppose ∇4φ = F0. Let ∇4∇iφ = Fi. Then
Fi ∼
∑
i1+i2+i3=i
∇i1ψi2∇i3F0 +
∑
i1+i2+i3+i4=i
∇i1ψi2∇i3χ∇i4φ.
Similarly, suppose ∇3φ = G0. Let ∇3∇iφ = Gi. Then
Gi ∼
∑
i1+i2+i3=i
∇i1ψi2∇i3G0 +
∑
i1+i2+i3+i4=i
∇i1ψi2∇i3χ∇i4φ.
Proof. We replace β and β using the Codazzi equations, which schematically looks like
β = ∇χ+ ψχ,
β = ∇χ+ ψχ.

4.5. General Elliptic Estimates for Hodge Systems. We recall the definition of the
divergence and curl of a symmetric covariant tensor of an arbitrary rank:
(div φ)A1...Ar = ∇BφBA1...Ar ,
(curl φ)A1...Ar = /
BC∇BφCA1...Ar ,
where / is the volume form associated to the metric γ. Recall also that the trace is defined
to be
(trφ)A1...Ar−1 = (γ
−1)BCφBCA1...Ar−1 .
The following elliptic estimate is standard (See for example [13] or [12]):
Proposition 14. Let φ be a totally symmetric r + 1 covariant tensorfield on a 2-sphere
(S2, γ) satisfying
div φ = f, curl φ = g, trφ = h.
Suppose also that ∑
i≤1
||∇iK||L2(S) <∞.
Then for i ≤ 3,
||∇iφ||L2(S) ≤ C(
∑
k≤1
||∇kK||L2(S))(
i−1∑
j=0
(||∇jf ||L2(S) + ||∇jg||L2(S) + ||∇jh||L4(S) + ||φ||L2(S))).
For the special case that φ a symmetric traceless 2-tensor, we only need to know its
divergence:
Proposition 15. Suppose φ is a symmetric traceless 2-tensor satisfying
div φ = f.
Suppose moreover that ∑
i≤1
||∇iK||L2(S) <∞.
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Then, for i ≤ 3,
||∇iφ||L2(S) ≤ C(
∑
k≤1
||∇kK||L2(S))(
i−1∑
j=0
(||∇jf ||L2(S) + ||φ||L2(S))).
Proof. In view of Proposition 14, this Proposition follows from
curl φ =∗ f.
This is a direct computation using that fact that φ is both symmetric and traceless. 
4.6. Lp(S) Estimates for the Ricci Coefficients. We continue to work under the boot-
strap assumptions (A). In this Subsection, we pursue step 1 of the proof as outlined in the
beginning of the Section. We show if that the curvature norm R and the third order Ricci
coefficient norm O˜3,2 are bounded, then so is the Ricci coefficient norm O. In particular, our
bootstrap assumption (A) and all the estimates in the last section are verified as long as R
and O˜3,2 are controlled.
Proposition 16. Suppose
R <∞, O˜3,2 <∞.
Then there exists 0 = 0(O0,R, O˜3,2) such that for  ≤ 0,
O ≤ C(O0),
where O0 is the initial norm for the Ricci coefficients defined in Theorem 4.
Proof. To prove the Proposition, we need to estimate
∑
i≤1
Oi,4 and
∑
i≤2
Oi,2. First, we estimate
the Oi,4 norms. Using the null structure equations for all Ricci coefficients except χˆ, we have∑
ψ∈{trχ,χˆ,η,ω}
∇3ψ =
∑
Ψ∈{ρ,σ,β,α}
Ψ + ψψ,
and ∑
ψ∈{trχ,η,ω}
∇4ψ =
∑
Ψ∈{β,ρ,σ,β}
Ψ + ψψ,
where the ψ on the right hand sides denote any Ricci coefficients. We will also use the null
structure equations commuted with angular derivatives:∑
ψ∈{trχ,χˆ,η,ω}
∇3∇iψ =
∑
Ψ∈{ρ,σ,β,α}
∑
i1+i2+i3=i
∇i1ψi2∇i3Ψ +
∑
i1+i2+i3+i4=i
∇i1ψi2∇i3ψ∇i4ψ,
∑
ψ∈{trχ,η,ω}
∇4∇iψ =
∑
Ψ∈{β,ρ,σ,β}
∑
i1+i2+i3=i
∇i1ψi2∇i3Ψ +
∑
i1+i2+i3+i4=i
∇i1ψi2∇i3ψ∇i4ψ,
(28)
where we have applied the notation defined at the end of Section 2.3 to represent the sum
of products of derivatives of ψ by ∇i1ψi2 . By Sobolev Embedding in Proposition 9 and the
bootstrap assumption (A), we have∑
i1+i2+i3≤1
||∇i1ψi2∇i3Ψ||L4(Su,u) ≤ ∆0
2∑
i=0
||∇iΨ||L2(Su,u).
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∑
i1+i2+i3+i4≤1
||∇i1ψi2∇i3ψ∇i4ψ||L4(Su,u) ≤ (∆0 + ∆20)
1∑
i=0
Oi,4. (29)
Hence, by Proposition 7 applied to (29), we obtain
1∑
i=0
Oi,4[trχ, η, η, ω, ω, trχ, χˆ]
≤O0 + C 12 ∆0R+ C(∆0)
1∑
i=0
Oi,4.
(30)
In order to close this estimate, we need to estimate χˆ. We like to avoid the use of the
equation ∇4χˆ = −α+ψψ since we do not have an estimate for singular curvature component
α. Instead, we use the equation
∇3χˆ = ∇⊗̂η + ψψ.
Commuting with angular derivatives, we get
∇3∇iχˆ =
∑
i1+i2+i3=i
∇i1ψi2∇i3+1η +
∑
i1+i2+i3+i4=i
∇i1ψi2∇i3ψ∇i4ψ. (31)
Applying Proposition 7 to (31) and using the estimates in (29), we have
1∑
i=0
||∇iχˆ||L4(Su,u) ≤ O0 + C
∫ u
0
||∇2η||L4(Su′,u)du′ + C(∆0)
1∑
i=0
Oi,4.
By Cauchy-Schwarz and the Sobolev Embedding in Proposition 9,∫ u
0
||∇2η||L4(Su′,u)du′ ≤ CO2,2 + C
1
2 O˜3,2.
Therefore,
1∑
i=0
||∇iχˆ||L4(Su,u) ≤ CO2,2 + C
1
2 O˜3,2 + C(∆0)
1∑
i=0
Oi,4. (32)
Putting (30) and (32) together, we get
1∑
i=0
Oi,4 ≤ O0 + C 12 ∆0R+ CO2,2 + C 12 O˜3,2 + C(∆0)
1∑
i=0
Oi,4. (33)
By choosing  sufficiently small depending on ∆0, O0, R and O˜3,2, we have
1∑
i=0
Oi,4 ≤ C(O0) + CO2,2,
where C(O0) does not depend on ∆0, once  is chosen to be small enough.
We now move to estimate the Oi,2 norms. Applying Proposition 7 to (28), we obtain
2∑
i=0
Oi,2[trχ, η, η, ω, ω, trχ, χˆ]
≤O0 + C 12 ∆0R+ ∆0
2∑
i=0
Oi,2 + (
1∑
i=0
Oi,4)2.
(34)
34 JONATHAN LUK AND IGOR RODNIANSKI
For χˆ, we apply Proposition 7 to (31) to get
2∑
i=0
||∇iχˆ||L2(Su,u) ≤ C(O0) + C
1
2 O˜3,2 + C∆0
2∑
i=0
Oi,2 + (
1∑
i=0
Oi,4)2. (35)
(34) and (35) together give
2∑
i=0
Oi,2 ≤ O0 + C 12 ∆0R+ ∆0
2∑
i=0
Oi,2 + (
1∑
i=0
Oi,4)2.
Choosing  to be appropriately small depending on ∆0, O0, R and O˜3,2, we can absorb
∆0
2∑
i=0
Oi,2 to the left hand side to obtain
2∑
i=0
Oi,2 ≤ C(O0) + (
1∑
i=0
Oi,4)2. (36)
For  sufficiently small, (33) and (36) imply that
1∑
i=0
Oi,4 +
2∑
i=0
Oi,2 ≤ C(O0).
Finally, we use Sobolev embedding in Proposition 10 to get the necessary bounds for O0,∞
from the control for
1∑
i=0
Oi,4. Moreover, ∆0 can be chosen so that ∆0  C(O0) and the
bootstrap assumption (A) is verified as long as R and O˜3,2 are controlled. Furthermore, the
since the choice of ∆0 depend only on O0, the  can be set to depend only on O0, R and
O˜3,2. 
4.7. L2(S) Estimates for Curvature. In this Subsection, we prove that β, ρ, σ, β and
their first derivatives can be controlled in L2(S). The argument relies on Proposition 7 and
the Bianchi equations (8). The results of this Section will give the bounds for the Gauss
curvature and its first derivatives appearing in Proposition 14.
Proposition 17. Suppose
R <∞, O˜3,2 <∞.
Then there exists 0 = 0(O0,R, O˜3,2) such that for  ≤ 0,∑
i≤1
∑
Ψ∈{β,ρ,σ,β}
||∇iΨ||L2(Su,u) ≤ C(R0).
Proof. By the Bianchi equations, we have
∇3(β, ρ, σ, β) =
∑
Ψ∈{ρ,σ,β,α}
∇Ψ + ψ
∑
Ψ∈{β,ρ,σ,β,α}
Ψ
Commuting the above with ∇, we have
∇3∇(β, ρ, σ, β) =
∑
Ψ∈{ρ,σ,β,α}
∇2Ψ +
∑
Ψ∈{β,ρ,σ,β,α}
(Ψ∇ψ + ψ∇Ψ).
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Estimating directly, we get∑
i≤1
||∇3∇i(β, ρ, σ, β)||L2(Hu)
≤
∑
i≤2
∑
Ψ∈{ρ,σ,β,α}
||∇iΨ||L2(Hu) + C sup
u
∑
i1≤1
||∇i1ψ||L4(Su,u)
∑
i2≤2
∑
Ψ∈{ρ,σ,β,α}
||∇i2Ψ||L2(Hu)
+ C sup
u
∑
i1≤1
||∇i1ψ||L4(Su,u)
∑
i2≤2
∑
Ψ∈{β,ρ,σ,β}
||∇i2Ψ||L2(Su,u).
Therefore, by the definition of R and Proposition 16, we have
1∑
i=0
||∇3∇i(β, ρ, σ, β)||L2(Hu) ≤ C(O0)R+ C(O0)
∑
i≤1
||∇i(β, ρ, σ, β)||L2(Su,u).
Therefore, by Proposition 7, we have∑
i≤1
||∇i(β, ρ, σ, β)||L2(Su,u) ≤ C(R0) + 
1
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∑
i≤1
||∇i(β, ρ, σ, β)||L2(Su,u).
The conclusion follows from choosing  sufficiently small and absorbing the last term to the
left hand side. 
We now derive L2(S) estimate for K and its derivative, which will in particular allow us
to apply Proposition 14.
Proposition 18. Suppose
R <∞, O˜3,2 <∞.
Then there exists 0 = 0(O0,R, O˜3,2) such that for  ≤ 0,∑
i≤1
||∇iK||L2(S) ≤ C(O0,R0)
Proof. We use the equation
K = −ρ+ 1
2
χˆ · χˆ− 1
4
trχ · trχ,
and bound term by term using Propositions 16 and 17. 
4.8. Elliptic Estimates for Ricci Coefficients. This Subsection contains step 2 of the
proof of the a priori estimates outlined in the beginning of the Section. We bound the third
derivatives of the Ricci coefficients. They cannot be estimated by transport equations alone
as before because that would require the control of three derivatives of curvature, which we
do not have. Instead, we need to use elliptic estimates, following ideas in [13], [22], [12],
[24]. We hope to find carefully chosen combination of Θ := ∇ψ + Ψ such that Θ satisfies
transport equations
∇3Θ = ψ∇ψH + ψψψ + ψΨH , (37)
or
∇4Θ = ψ∇ψH + ψψψ + ψΨH , (38)
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where ψH ∈ {trχ, χˆ, η, η, ω, trχ}, ψH ∈ {trχ, η, η, ω, trχ, χˆ}, ΨH ∈ {β, ρ, σ, β} and ΨH ∈
{ρ, σ, β, α}. These transport equations will then be coupled to the estimates from Hodge
systems of the type
Dψ = Θ + Ψ + ψψ
to recover the control for the third derivatives of the Ricci coefficients. In order to apply
this strategy, it is desirable for (37) and (38) to have two special structures. Firstly, ∇Ψ
should not appear on the right hand side of the equation so that Θ can be estimated by
these transport equations without a loss of derivative. Secondly, we hope that the terms
ψ∇ψH and ψΨH do not enter the ∇3Θ equation (respectively, ψ∇ψH and ψΨH do not enter
the ∇4Θ equation). If this is satisfied for equations (37) and (38), then the integrated error
terms can be controlled by the flux term that are bounded on the corresponding hypersurface.
Indeed, the third derivatives of most the Ricci coefficients can be obtained in this way by
constructing approximate Θ variables which satisfy either (37) or (38).
An extra difficulty arises when we estimate ∇3ω. More precisely, the Θ variable that
allows us to retrieve estimates for derivatives of ω satisfies an equation of the form
∇3Θ = ψ∇ψH + ψψψ + ψΨH + ψβ, (39)
which has an undesirable term ψβ. Since we prove estimates without any information on the
singular curvature component α, we automatically lose control of ∇2β in L2(H). Therefore,
when obtaining the estimates from this transport equation using Proposition 7, the error
term arising from ψβ in (39) cannot be bounded. In order to overcome this problem, we
prove a weaker bound for ∇3ω. More precisely, we will only control it in L2(H) but will not
obtain any bounds of its L2(H) norm. We will moreover show that this is sufficient to close
the energy estimates.
We first bound the Θ variables that satisfy equations of the form (37) and (38).
Proposition 19. Let Θ satisfy the equation
∇3Θ = ψ∇ψH + ψψψ + ψΨH ,
or
∇4Θ = ψ∇ψH + ψψψ + ψΨH ,
where ψH ∈ {trχ, χˆ, η, η, ω, trχ}, ψH ∈ {trχ, η, η, ω, trχ, χˆ}, ΨH ∈ {β, ρ, σ, β} and ΨH ∈
{ρ, σ, β, α}. Suppose
R <∞, O˜3,2 <∞.
Then there exists 0 = 0(O0,R, O˜3,2) such that for  ≤ 0.
2∑
i=0
sup
u,u
||∇iΘ||L2(Su,u) ≤ C(O0).
Proof. Notice that the assumption allows us to choose 0 such that the conclusion of Propo-
sition 16 holds. For Θ satisfying
∇3Θ = ψ∇ψH + ψψψ + ψΨH ,
we commute with angular derivatives to obtain
∇3∇iΘ =
∑
i1+i2+i3+i4=i
(∇i1ψi2∇i3ψ∇i4+1ψH +∇i1ψi2+1∇i3ψ∇i4ψ +∇i1ψi2∇i3ψ∇i4ΨH).
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Take i ≤ 2. We estimate term by term. For the first two terms, except for the factor with
∇3ψH , can be estimated using the O norm, which is bounded in view of Proposition 16. The
term ψ∇3ψH can be controlled by the O˜3,2 norm. We have∑
i1+i2+i3+i4≤2
||∇i1ψi2∇i3ψ∇i4+1ψH +∇i1ψi2+1∇i3ψ∇i4ψ||L1uL2(Su,u) ≤ C(O0)(1 + 
1
2 O˜3,2).
The curvature term can be estimated using Proposition 16 and the definition of the curvature
norm, since the component β does not appear:∑
i1+i2+i3+i4≤2
||∇i1ψi2∇i3ψ∇i4ΨH ||L1uL2(Su,u) ≤ C(O0)(1 + 
1
2R).
We then estimate using Proposition 7,
2∑
i=0
sup
u
||∇iΘ||L2(Su,u) ≤ C(O0) + C(O0)
1
2 (R+ O˜3,2).
Similarly, for Θ satisfying
∇4Θ = ψ∇ψH + ψψψ + ψΨH ,
we commute with angular derivatives to obtain
∇3∇iΘ =
∑
i1+i2+i3+i4=i
(∇i1ψi2∇i3ψ∇i4+1ψH +∇i1ψi2+1∇i3ψ∇i4ψ +∇i1ψi2∇i3ψ∇i4ΨH),
We then estimate as above and use Proposition 7 to get,
2∑
i=0
sup
u
||∇iΘ||L2(Su,u) ≤ C(O0) + C(O0)
1
2 (R+ O˜3,2).
The Proposition follows from choosing  sufficiently small depending on R and O˜3,2. 
We now write down the explicit Θ quantities following [24] and show that the estimates
for some of the Ricci coefficients can be recovered from Θ via elliptic equations.
Proposition 20. Assume
R <∞, O˜3,2 <∞.
Let Θ denote any of the following quantities:
∇trχ, ∇trχ, µ := −div η − ρˇ, µ := −div η − ρˇ.
Then Θ satisfies (37) or (38). Moreover, there exists 0 = 0(O0,R, O˜3,2) such that for
 ≤ 0, we have
sup
u,u
||∇3(trχ, trχ)||L2(Su,u) ≤ C(O0),
sup
u
||∇3(χˆ, η, η)||L2(Hu) ≤ C(O0)(
1
2 +R),
sup
u
||∇3(χˆ, η, η)||L2(Hu) ≤ C(O0)(
1
2 +R),
where, as before, ψH ∈ {trχ, χˆ, η, η, ω, trχ}, ψH ∈ {trχ, η, η, ω, trχ, χˆ}.
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Proof. Consider the following equations:
∇3trχ = ψHψH ,
∇4trχ = ψHψH .
These equations do not involve a curvature term. After commuting with an angular deriva-
tive, we have
∇3∇trχ = ψ∇ψH + ψψψ,
∇4∇trχ = ψ∇ψH + ψψψ.
Thus ∇trχ and ∇trχ satisfy the requirement to be one of the Θ quantities. Thus, by
definition,
||∇3trχ||L2(Su,u) ≤ C||∇2Θ||L2(Su,u).
Moreover,
||∇3trχ||L2(Hu) ≤ C
1
2 sup
u
||∇2Θ||L2(Su,u). (40)
and
||∇3trχ||L2(Hu) ≤ C
1
2 sup
u
||∇2Θ||L2(Su,u). (41)
From the estimates for ∇3trχ and ∇3trχ, we can obtain the estimates for ∇3χˆ and ∇3χˆ.
This is because of the Codazzi equations:
div χˆ =
1
2
∇trχ− β + ψψ,
div χˆ =
1
2
∇trχ+ β + ψψ,
Since χˆ and χˆ are symmetric traceless 2-tensors and we have the estimates for the Gauss
curvature in Proposition 18, we can apply the elliptic estimates for symmetric traceless
2-tensors in Proposition 15
||∇3χˆ||L2(Hu) ≤C(||∇3trχ||L2(Hu) + ||∇2β||L2(Hu) +
∑
i1+i2≤2
||∇i1ψ∇i2ψ||L2(Hu)).
Since, by Proposition 16,∑
i1+i2≤2
||∇i1ψ∇i2ψ||L2(Hu)
≤C 12 sup
u
(||∇ψ||L4(Su,u)||∇ψ||L4(Su,u) + ||ψ||L∞(Su,u)
∑
i≤2
||∇iψ||L2(Su,u)) ≤ C(O0)
1
2 ,
(42)
we have
||∇3χˆ||L2(Hu) ≤ C
1
2 ||∇2Θ||L2(Su,u) + CR+ C(O0)
1
2 . (43)
Similarly, using the Codazzi equation for χˆ, we get
||∇3χˆ||L2(Hu) ≤ C
1
2 ||∇2Θ||L2(Su,u) + CR+ C(O0)
1
2 . (44)
Define
µ = −div η − ρˇ,
µ = −div η − ρˇ,
where as before ρˇ = ρ− 1
2
χˆ · χˆ. Notice that div η and div η satisfy the following equations:
∇4div η = −div β + ψ∇ψ + ψψψ + ψΨH ,
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∇3div η = div β + ψ∇ψ + ψψψ + ψΨH ,
Recall the Bianchi equation:
∇4ρ+ 3
2
trχρ = div β − 1
2
χˆ · α + ζ · β + 2η · β,
∇3ρ+ 3
2
trχρ = −div β − 1
2
χˆ · α + ζ · β − 2η · β,
In the ∇4 equation for ρ, the term α appears. This is undesirable because we do not have
good estimates for α. Instead we renormalize the equations using
ρˇ := ρ− 1
2
χˆ · χˆ.
Now, we write down the equations for ρˇ instead of σ and ρ. Since ∇4χˆ = −α + ψψ, the ∇4
equations now do not contain α. Schematically, we have
∇4ρˇ = div β + ψ∇ψ + ψΨH + ψψψ,
∇3ρˇ = −div β + ψ∇ψ + ψΨH + ψψψ,
where all the curvature components are now acceptable. Thus µ and µ satisfy the following
equations:
∇4µ = ψΨH + ψ∇ψH + ψψψ,
∇3µ = ψΨH + ψ∇ψH + ψψψ,
Thus µ and µ also satisfy the schematic equation for Θ. We now show that we can get the
estimates ∇3η and ∇3η from that of ∇2µ and ∇3µ. To do this, we consider the following
div-curl systems
div η = −µ− ρ+ ψψ,
curl η = σ + ψψ,
div η = −µ− ρ+ ψψ,
curl η = −σ + ψψ.
Notice that ρ and σ can be estimated by R on both Hu and Hu. Then, using (42) and
Proposition 14, we have
||∇3(η, η)||L2(Hu) ≤ C
1
2 ||∇2Θ||L2(Su,u) + CR+ C(O0)
1
2 , (45)
and
||∇3(η, η)||L2(Hu) ≤ C
1
2 ||∇2Θ||L2(Su,u) + CR+ C(O0)
1
2 . (46)
The Proposition thus follows from (40), (41), (43), (44), (45), (46) and Proposition 19. 
The above construction of Θ provides the desired estimates for the third derivatives of all
the Ricci coefficients with the exception of ω and ω. Therefore, to estimate the O˜3,2 norm,
it remains to prove estimates for ∇3ω and ∇3ω. To this end we follow the strategy in [24].
Define two auxiliary quantities ω† and ω† to be solutions to
∇3ω† = 1
2
σ,
∇4ω† = 1
2
σ,
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with zero boundary conditions along H0 and H0 respectively. For the remainder of the
Section, ψ will also be used to denote ω† and ω†; ψH will also be used to denote ω†; and ψH
will also be used to denote ω†. It is easy to see that
Proposition 21. Suppose
R <∞.
Then there exists 0 = 0(O0,R) such that for every  ≤ 0,∑
i≤2
||∇i(ω†, ω†)||L2(Su,u) ≤ C.
Proof. Since ω† and ω† obey the equations
∇3ω† = 1
2
σ,
∇4ω† = 1
2
σ,
with zero data, it follows from Proposition 7 that∑
i≤2
||∇i(ω†, ω†)||L2(Su,u) ≤ C(O0)
1
2R.
The Proposition follows from choosing  appropriately. 
We are now ready to use elliptic estimates to control ∇3ω and ∇3ω. As before, our
strategy is to use a combination Θ = ∇ψ + Ψ that can be estimated using a transport
equation. However, Θ in this case does not satisfy an equation of the type in Proposition
19.
Proposition 22. Suppose
R <∞, O˜3,2 <∞.
Then there exists 0 = 0(O0,R, O˜3,2) such that whenever  ≤ 0, we have
||∇3(ω, ω†)||L2(Hu) ≤ C(O0)(
1
2 +R),
||∇3(ω, ω†)||L2(Hu) ≤ C(O0)(
1
2 +R),
Proof. Let
κ := ∇ω +∗ ∇ω† − 1
2
β,
κ := −∇ω +∗ ∇ω† − 1
2
β.
We have
∇3∇ω = 1
2
∇ρ+ ψ∇ψ + ψΨ + ψψψ,
∇3∗∇ω† = 1
2
∗∇σ + ψΨ + ψ∇ω†,
and the Bianchi equation
∇ρ+∗ ∇σ = ∇3β + ψΨ.
Therefore
∇3κ = ψΨ + ψ∇ψ + ψψψ. (47)
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Similar, using
∇4∇ω = 1
2
∇ρ+ ψ∇ψ + ψΨ + ψψψ,
∇4∗∇ω† = 1
2
∗∇σ + ψΨ + ψ∇ω†,
and the Bianchi equation
−∇ρ+∗ ∇σ = ∇4β + ψΨ,
we have
∇4κ = ψΨ + ψ∇ψ + ψψψ. (48)
The equations for κ and κ do not have the favorable structure of the equations of the other
Θ variables. In particular, for the ∇3κ equation, β and ∇ω appear as source terms. The
loss of the L2 energy estimate for α is automatically accompanied by the loss of estimate for
β in L2(H). Therefore, ∇2β cannot be controlled in L2(Hu). This means that we cannot
estimate ∇2κ in L2(Hu). Nevertheless, as we now show, we can estimate ∇2κ in L2(Hu).
This estimate will be sufficient in the sequel.
Commuting (47) with angular derivatives, we get
∇3∇2κ =
∑
i1+i2+i3≤2
ψi1∇i2ψ∇i3Ψ +
∑
i1+i2+i3≤3
ψi1∇i2ψ∇i3ψ.
Notice that we now allow ψ to represent the terms ω† and ω†. Since by Proposition 21 ∇iω†
and ∇iω† satisfy the same estimates as any other ψ for i ≤ 2, those terms can be estimated
in the same way as in Proposition 19. The new terms that have not been estimated in
Proposition 19 are ψ∇3ω†,
∑
i1+i2+i3≤2
ψi1∇i2ψ∇i3β and ψ∇3(χˆ, ω, ω†). We estimate them by
||ψ∇3ω†||L1uL2(S) ≤ C(O0)
1
2 ||∇3ω†||L2uL2(S),
and
||
∑
i1+i2+i3≤2
ψi1∇i2ψ∇i3β||L1uL2(Su,u) ≤ C(O0)
1
2
∑
i≤2
||∇iβ||L2uL2(Su,u),
and
||ψ∇3(χˆ, ω, ω†)||L1uL2(S) ≤ C(O0)
1
2 ||∇3(χˆ, ω, ω†)||L2uL2(S).
Then, using Proposition 7 and the estimates in the proof of Proposition 19, we have
||∇2κ||L2(Su,u)
≤C(O0)(1 +  12 O˜3,2 +  12R+  12 ||∇3ω†||L2uL2(Su,u)
+ 
1
2
∑
i≤2
||∇iβ||L2uL2(Su,u) + 
1
2 ||∇3(χˆ, ω, ω†)||L2uL2(Su,u)).
This holds for any fixed u, u. Integrating this in L2u, we get
||∇2κ||L2(Hu)
≤C(O0) 12 (1 +  12 (O˜3,2 +R+ ||∇3ω†||L∞u L2uL2(S))
+
∑
i≤2
||∇iβ||L2uL2uL2(S) + ||∇3(χˆ, ω, ω†)||L2uL2uL2(S)).
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Using Cauchy-Schwarz in the u variable, we have∑
i≤2
||∇iβ||L2uL2uL2(Su,u) ≤ 
1
2R,
and
||∇3(χˆ, ω, ω†)||L2uL2uL2(Su,u)) ≤ 
1
2 O˜3,2 +  12 ||∇3ω†||L∞u L2uL2(Su,u).
Therefore,
||∇2κ||L2(Hu) ≤ C(O0)
1
2 (1 + 
1
2 O˜3,2 +  12R+  12 ||∇3ω†||L∞u L2uL2(Su,u) + 
1
2 ||∇3ω†||L∞u L2uL2(Su,u)).
(49)
Similarly, we can use (48) to conclude that
||∇2κ||L2(Hu) ≤ C(O0)
1
2 (1 + 
1
2 O˜3,2 +  12R+  12 ||∇3ω†||L∞u L2uL2(Su,u) + 
1
2 ||∇3ω†||L∞u L2uL2(Su,u)).
(50)
We show that we can recover ∇3ω, ∇3ω, ∇3ω† and ∇3ω† by considering the div-curl system
for ∇ω and ∇ω†. We have
div ∇ω = div κ+ 1
2
div β,
curl ∇ω = 0,
div ∇ω† = curl κ+ 1
2
curl β,
curl ∇ω† = 0,
div ∇ω = −div κ− 1
2
div β,
curl ∇ω = 0,
div ∇ω† = −curl κ− 1
2
curl β,
curl ∇ω† = 0.
Thus, by Proposition 14 and 18, we have
||∇3(ω, ω†)||L2(Hu) ≤ C(||∇2κ||L2(Hu) +
∑
i≤2
||∇iβ||L2(Hu)),
and
||∇3(ω, ω†)||L2(Hu) ≤ C(||∇2κ||L2(Hu) +
∑
i≤2
||∇iβ||L2(Hu)).
Using (49) and (50), we can thus choose  sufficiently small to conclude the Proposition. 
Putting these all together gives
Proposition 23. Assume
R <∞.
Then there exists 0 = (O0,R) such that
O˜3,2 ≤ C(O0)( 12 +R).
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Proof. Impose the bootstrap assumption
O˜3,2 ≤ ∆1. (51)
Under this assumption, we can choose  depending onO0,R and ∆1 such that the conclusions
in Propositions 19, 20 and 22 hold. Thus,
O˜3,2 ≤ C(O0)( 12 +R).
This improves the bootstrap assumption (51) for ∆1 sufficiently large. Moreover, ∆1 can be
chosen to depend only on O0 and R. Thus, 0 depends only on O0 and R. 
4.9. Energy Estimates for Curvature. In this Subsection, we carry out step 3 in the
proof of the a priori estimates as outlined in the beginning of the Section. We prove en-
ergy estimates for the curvature components and their first two derivatives, thus providing
bounds for R and closing all the estimates. These energy estimates will be derived after
renormalization directly from the Bianchi equations. This is analogous to [18], where a
similar procedure without curvature renormalization has been carried out to derive energy
estimates for all components of curvature. We remind the reader of our challenge to avoid
any information on the non-L2-integrable curvature component α in our context.
We will need the following two Propositions, which can be proved by a direct computation.
Proposition 24. Suppose φ1 and φ2 are r tensorfields, then∫
Du,u
φ1∇4φ2 +
∫
Du,u
φ2∇4φ1 =
∫
Hu(0,u)
φ1φ2 −
∫
H0(0,u)
φ1φ2 +
∫
Du,u
(2ω − trχ)φ1φ2,
∫
Du,u
φ1∇3φ2 +
∫
Du,u
φ2∇3φ1 =
∫
Hu(0,u)
φ1φ2 −
∫
H0(0,u)
φ1φ2 +
∫
Du,u
(2ω − trχ)φ1φ2.
Proposition 25. Suppose we have an r tensorfield (1)φ and an r − 1 tensorfield (2)φ.
∫
Du,u
(1)φA1A2...Ar∇Ar (2)φA1...Ar−1 +
∫
Du,u
∇Ar (1)φA1A2...Ar (2)φA1...Ar−1 = −
∫
Du,u
(η + η)(1)φ(2)φ.
By using the Bianchi equations and the integration by parts formula in Proposition 24
and 25, we can prove the following energy estimates. The main new ingredient is the obser-
vation that α can be renormalized away in the energy estimates. We can therefore control
β, ρ, σ, β, α without any knowledge of α
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Proposition 26. The following L2 estimates for the curvature components hold for i ≤ 2:∑
Ψ∈{β,ρ,σ,β}
∫
Hu
|∇iΨ|2γ +
∑
Ψ∈{ρ,σ,β,α}
∫
Hu
|∇iΨ|2γ
≤
∑
Ψ∈{β,ρ,σ,β}
∫
Hu′
|∇iΨ|2γ +
∑
Ψ∈{ρ,σ,β,α}
∫
Hu′
|∇iΨ|2γ + 
1
2C(O0).
+
∫
Du,u
∇iΨ
∑
i1+i2+i3+i4=i
∇i1ψi2∇i3ψ∇i4Ψ
+
∫
Du,u
∇iΨ
∑
i1+i2+i3+i4=i−1
∇i1ψi2∇i3K∇i4Ψ
+
∫
Du,u
∇iΨ
∑
i1+i2+i3+i4=i+1
∇i1ψi2∇i3ψ∇i4ψ.
Proof. We first consider the following sets of Bianchi equations:
∇3β + trχβ = ∇ρ+ 2ωβ +∗ ∇σ + 2χˆ · β + 3(ηρ+∗ ησ),
∇4σ + 3
2
trχσ = −div ∗β + 1
2
χˆ ·∗ α− ζ ·∗ β − 2η ·∗ β,
∇4ρ+ 3
2
trχρ = div β − 1
2
χˆ · α + ζ · β + 2η · β,
In the ∇4 equations for σ and ρ, the term α appears. This is undesirable because we do
not have good estimates for α. Instead we renormalize both σ and ρ as in the proof of
Proposition 20. Define
σˇ := σ +
1
2
χˆ ∧ χˆ,
ρˇ := ρ− 1
2
χˆ · χˆ.
Now, we write down the equations for σˇ and ρˇ instead of σ and ρ. Since ∇4χˆ = −α + ψψ,
the equations now do not contain α. Schematically, we have
∇4σˇ = −div ∗β + ψ∇ψ + ψΨ + ψψψ,
∇4ρˇ = div β + ψ∇ψ + ψΨ + ψψψ, (52)
where Ψ ∈ {β, ρ, σ, β, α} is now one of the acceptable curvature components. Rewrite also
the first equation as
∇3β = ∇ρˇ+∗ ∇σˇ + ψΨ + ψ∇ψ. (53)
Applying Proposition 25 yields the following:∫
Du,u
< β,∇3β >γ=
∫
< β,∇ρˇ+∗ ∇σˇ >γ + < β, ψΨ >γ
=
∫
Du,u
− < div β, ρˇ >γ + < div ∗β, σˇ >γ + < β, ψΨ + ψ∇ψ >γ
=
∫
Du,u
− < ∇4ρˇ, ρˇ >γ − < ∇4σˇ, σˇ >γ + < Ψ, ψΨ + ψ∇ψ + ψψψ >γ .
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Applying Proposition 24 then yields the energy estimates for the 0-th derivative of the
curvature: ∫
Hu
|β|2γ +
∫
Hu
ρˇ2 + σˇ2
≤
∫
Hu′
|β|2γ +
∫
Hu′
ρˇ2 + σˇ2 +
∫
Du,u
Ψ(ψΨ + ψ∇ψ + ψψψ).
We now commute equations (52) and (53) with ∇i to get
∇3∇iβ −∇∇iρˇ−∇∇iσˇ
∼
∑
i1+i2+i3+i4=i+1
∇i1ψi2∇i3ψ∇i4ψ
+
∑
i1+i2+i3+i4+i5=i−1
∇i1ψi2∇i3Ki4∇i5(ρˇ, σˇ) +
∑
i1+i2+i3=i
∇i1ψi2∇i3(ψΨ),
and
∇4∇iρˇ− div ∇iβ
∼
∑
i1+i2+i3+i4=i+1
∇i1ψi2∇i3ψ∇i4ψ
+
∑
i1+i2+i3+i4+i5=i−1
∇i1ψi2∇i3Ki4∇i5β +
∑
i1+i2+i3=i
∇i1ψi2∇i3(ψΨ),
and
∇4∇iσˇ − div ∗∇iβ
∼
∑
i1+i2+i3+i4=i+1
∇i1ψi2∇i3ψ∇i4ψ
+
∑
i1+i2+i3+i4+i5=i−1
∇i1ψi2∇i3Ki4∇i5β +
∑
i1+i2+i3=i
∇i1ψi2∇i3(ψΨ),
where
(div ∇iβ)A1...Ai = (∇i+1β)BA1...AiB.
We integrate by parts using Proposition 24 and 25 as in the 0-th derivative case to get∫
Hu
|∇iβ|2γ +
∫
Hu
|∇i(ρˇ, σˇ)|2γ
≤
∫
Hu′
|∇iβ|2γ +
∫
Hu′
|∇i(ρˇ, σˇ)|2γ +
∫
Du,u
∇iΨ
∑
i1+i2+i3+i4=i
∇i1ψi2∇i3ψ∇i4Ψ
+
∫
Du,u
∇iΨ
∑
i1+i2+i3+i4=i−1
∇i1ψi2∇i3K∇i4Ψ
+
∫
Du,u
∇iΨ
∑
i1+i2+i3+i4=i+1
∇i1ψi2∇i3ψ∇i4ψ.
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We then consider the following set of Bianchi equations. Notice that α does not appear in
any equations in this set.
∇3σ + 3
2
trχσ = −div ∗β + 1
2
χˆ ·∗ α− ζ ·∗ β − 2η ·∗ β,
∇3ρ+ 3
2
trχρ = −div β − 1
2
χˆ · α + ζ · β − 2η · β,
∇4β + trχβ = −∇ρ+∗ ∇σ + 2ωβ + 2χˆ · β − 3(ηρ−∗ ησ),
From these we can derive the following estimates:∫
Hu
|∇i(ρ, σ)|2γ +
∫
Hu
|∇iβ|2γ
≤
∫
Hu′
|∇i(ρ, σ)|2γ +
∫
Hu′
|∇iβ|2γ +
∫
Du,u
∇iΨ
∑
i1+i2+i3+i4=i
∇i1ψi2∇i3ψ∇i4Ψ
+
∫
Du,u
∇iΨ
∑
i1+i2+i3+i4=i−1
∇i1ψi2∇i3K∇i4Ψ.
Finally, we look at the following set of Bianchi equations:
∇3β + 2trχβ = −div α− 2ωβ + η · α,
∇4α + 1
2
trχα = −∇⊗̂β + 4ωα− 3(χˆρ−∗ χˆσ) + (ζ − 4η)⊗̂β
Again, we notice the absence of the α terms. Hence we have the estimate∫
Hu
|∇iβ|2γ +
∫
Hu
|∇iα|2γ
≤
∫
Hu′
|∇iβ|2γ +
∫
Hu′
|∇iα|2γ +
∫
Du,u
∇iΨ
∑
i1+i2+i3+i4=i
∇i1ψi2∇i3ψ∇i4Ψ
+
∫
Du,u
∇iΨ
∑
i1+i2+i3+i4=i−1
∇i1ψi2∇i3K∇i4Ψ.
We have thus established that
∑
Ψ∈{β,ρ,σ,β}
∫
Hu
|∇iΨ|2γ +
∑
Ψˇ∈{ρˇ,σˇ,β,α}
∫
Hu
|∇iΨˇ|2γ
can be bounded by the right hand side in the statement of the Proposition. To conclude, we
use the fact that
Ψˇ = Ψ + ψψ,
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and thus ∑
Ψ∈{ρ,σ,β,α}
∫
Hu
|∇iΨ|2γ
≤
∑
Ψˇ∈{ρˇ,σˇ,β,α}
∫
Hu
|∇iΨˇ|2γ +
∑
i1+i2≤2
||∇i1ψ∇i2ψ||L2(Hu)
≤
∑
Ψˇ∈{ρˇ,σˇ,β,α}
∫
Hu
|∇iΨˇ|2γ + 
1
2C(O0).

Finally, we prove the boundedness of the norm R:
Proposition 27. There exists 0 = 0(O0,R0) such that for every  ≤ 0,
R ≤ C(O0,R0).
Proof. Assume as a bootstrap assumption:
R ≤ ∆2. (54)
Thus we can apply Propositions 16, 18 and 23. By Proposition 26, we have
2∑
i=0
(
∑
Ψ∈{β,ρ,σ,β}
∫
Hu
(∇iΨ)2 +
∑
Ψ∈{ρ,σ,β,α}
∫
Hu
(∇iΨ)2)
≤CR20 + 
1
2C(O0) +
∫
Du,u
∑
i≤2
∇iΨ
∑
i1+i2+i3+i4≤2
∇i1ψi2∇i3ψ∇i4Ψ
+
∫
Du,u
∑
i≤2
∇iΨ
∑
i1+i2+i3+i4≤1
∇i1ψi2∇i3K∇i4Ψ
+
∫
Du,u
∑
i≤2
∇iΨ
∑
i1+i2+i3+i4≤3
∇i1ψi2∇i3ψ∇i4ψ
≤CR20 + C
∑
i≤2
∫
Du,u
(∇iΨ)2 +
∑
i1+i2+i3+i4≤2
∫
Du,u
(∇i1ψi2∇i3ψ∇i4Ψ)2
+
∑
i1+i2+i3+i4≤1
∫
Du,u
(∇i1ψi2∇i3K∇i4Ψ)2 + ∑
i1+i2+i3+i4≤3
∫
Du,u
(∇i1ψi2∇i3ψ∇i4ψ)2 .
(55)
It is helpful to first note that ∑
i≤2
||∇iΨ||L2(Du,u) ≤ C
1
2R,
since ∇iΨ can be estimated either in L2(Hu) or L2(Hu). By Sobolev Embedding in Propo-
sitions 9 and 10, we thus have∑
i≤1
||∇iΨ||L2uL2uL4(S) + ||Ψ||L2uL2uL∞(S) ≤ C
1
2R,
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A similar argument shows that∑
i≤3
||∇iψ||L2(Du,u) +
∑
i≤2
||∇iψ||L2uL2uL4(S) +
∑
i≤1
||∇iψ||L2uL2uL∞(S) ≤ C
1
2 O˜3,2,
Thus by Proposition 23, we have∑
i≤3
||∇iψ||L2(Du,u) +
∑
i≤2
||∇iψ||L2uL2uL4(S) +
∑
i≤1
||∇iψ||L2uL2uL∞(S) ≤ C(O0,R0)
1
2R.
Now we estimate the first nonlinear term in (55):∑
i1+i2+i3+i4≤2
∫
Du,u
(∇i1ψi2∇i3ψ∇i4Ψ)2 .
We can estimate, by Proposition 16,∑
i1,i2≤1,i3≤1
||ψi1∇i2ψ∇i3Ψ||L2(Du,u)
≤(
∑
i1≤2
sup
u,u
||ψ||i1L∞(Su,u))(
∑
i2≤2
sup
u,u
||∇i2ψ||L2(Su,u))(
∑
i3≤2
||∇i3Ψ||L2(Du,u))
≤ 12C(O0)R.
We then estimate the term ∑
i1+i2+i3≤1
∫
Du,u
(
ψi1∇i2K∇i3Ψ)2 .
We have, by Propositions 16 and 18,∑
i1+i2+i3≤1
||ψi1∇i2K∇i3Ψ||L2(Du,u)
≤(
∑
i1≤2
sup
u,u
||ψ||i1L∞(Su,u))(
∑
i2≤1
sup
u,u
||∇i2K||L2(Su,u))(
∑
i3≤2
||∇i3Ψ||L2(Du,u))
≤ 12C(O0,R0)R.
Finally, we estimate ∑
i1+i2+i3+i4≤3
∫
Du,u
(∇i1ψi2∇i3ψ∇i4ψ)2 .
By Propositions 16 and 23,∑
i1+i2+i3+i4≤3
||∇i1ψi2∇i3ψ∇i4ψ||L2(Du,u)
≤(
∑
i1≤3
sup
u,u
||ψ||i1L∞(Su,u))(
∑
i2≤2
sup
u,u
||∇i2ψ||L2(Su,u))(
∑
i3≤3
||∇i3ψ||L2(Du,u))
≤ 12C(O0,R0)R.
Thus
2∑
i=0
(
∑
Ψ∈{β,ρ,σ,β}
∫
Hu
(∇iΨ)2 +
∑
Ψ∈{ρ,σ,β,α}
∫
Hu
(∇iΨ)2) ≤ CR20 + 
1
2C(O0) +  12C(O0,R0)R.
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By choosing  sufficiently small we have
R ≤ C(O0,R0).
This improves (54) for ∆2 sufficiently large. Moreover, ∆2 can be chosen to depend only on
O0 and R0. Thus the choice of  depends only on O0 and R0. 
4.10. Propagation of Regularity. Up to this point, we have been considering spacetimes
with smooth characteristic initial data. In the context of an impulsive gravitational wave, our
estimates in this Section apply to spacetimes arising from the smooth data approximating
the given singular data. For these spacetimes, we can also prove that estimates for the higher
order derivatives of the curvature. In view of the bounds that we have already obtained,
this follows from standard arguments. In particular, energy estimates for the higher order
derivatives can be derived as in Section 4.9. In this case, since the equations are linear in
the highest order derivatives, one can use the bounds from the previous Sections to obtain
the desired estimates. More precisely, we have
Proposition 28. Suppose, in addition to the assumptions of Theorem 4, the bound∑
j≤J
∑
k≤K
∑
i≤I
(
∑
Ψ∈{ρ,σ,β,α}
||∇j3∇k4∇iΨ||L2(H0) +
∑
Ψ∈{β,ρ,σ,β}
||∇i3∇k4∇jΨ||L2(H0)) ≤ DI,J,K .
holds initially for some I, J,K. Then, the following bounds hold for 0 ≤ u ≤ u∗, 0 ≤ u ≤ u∗,∑
j≤J
∑
k≤K
∑
i≤I
(
∑
Ψ∈{ρ,σ,β,α}
||∇j3∇k4∇iΨ||L2(Hu) +
∑
Ψ∈{β,ρ,σ,β}
||∇j3∇k4∇iΨ||L2(Hu)) ≤ D′I,J,K .
for u∗, u∗ ≤ , where  can be chosen as in Theorem 4 and the constant D′I,J,K depends only
on the size of the initial data norm in the assumption of Theorem 4 and DI,J,K.
Proof. Since the arguments are similar to those in Section 4.9, we will only provide a sketch.
We will proceed with an induction argument in i, j and k and we will only consider the
highest order terms, assuming appropriate control on the lower order terms. From [22], we
have the commutation formula
[∇3,∇4]f = −2ω∇3f + 2ω∇4f + 4ζ · ∇f
for all scalar functions f . Therefore, by commuting ∇j3∇k4∇i with the equations (52) and
(53), we have
∇3∇j3∇k4∇iβ −∇∇j3∇k4∇iρˇ−∇∇j3∇k4∇iσˇ
∼ψ∇j3∇k4∇i(β, ρˇ, σˇ, β) + ψψ∇j3∇k4∇i+1ψ + terms with fewer derivatives,
and
∇4∇j3∇k4∇iρˇ− div ∇j3∇k4∇iβ
∼ψ∇j3∇k4∇i(β, ρˇ, σˇ, β) + ψψ∇j3∇k4∇i+1ψ + terms with fewer derivatives,
and
∇4∇j3∇k4∇iσˇ − div ∗∇j3∇k4∇iβ
∼ψ∇j3∇k4∇i(β, ρˇ, σˇ, β) + ψψ∇j3∇k4∇i+1ψ + terms with fewer derivatives.
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Notice that since α does not appear in (52) and (53), we do not have the term ∇j3∇k4∇iα in
these commuted equations. Therefore, integrating by parts as in Section 4.9, we have
||∇j3∇k4∇i(ρˇ, σˇ)||2L2(Hu) + ||∇
j
3∇k4∇iβ||2L2(Hu)
≤Data + ‖∇j3∇k4∇iΨψ∇j3∇k4∇i(β, ρˇ, σˇ, β)‖L1(Du,u) + ‖∇j3∇k4∇iΨψψ∇j3∇k4∇i+1ψ‖L1(Du,u)
+ ‖∇j3∇k4∇iΨ× (terms with fewer derivative)‖L1(Du,u).
Similarly, using the other null Bianchi equations in (8), we also have∑
Ψˇ∈{ρˇ,σˇ,β,α}
||∇j3∇k4∇iΨˇ||2L2(Hu) +
∑
Ψ∈{β,ρ,σ,β}
||∇j3∇k4∇iΨ||2L2(Hu)
≤Data + ‖∇j3∇k4∇iΨψ∇j3∇k4∇i(β, ρˇ, σˇ, β, α)‖L1(Du,u) + ‖∇j3∇k4∇iΨψψ∇j3∇k4∇i+1ψ‖L1(Du,u)
+ ‖∇j3∇k4∇iΨ× (terms with fewer derivative)‖L1(Du,u).
(56)
As in Section 4.8, the highest order derivatives of the Ricci coefficients ∇j3∇k4∇i+1ψ can
be controlled by the highest order derivatives of the curvature components using elliptic
estimates: ∑
ψ∈{trχ,χˆ,ω,trχ,η,η}
‖∇j3∇k4∇i+1ψ‖L2(Hu) +
∑
ψ∈{trχ,χˆ,ω,trχ,η,η}
‖∇j3∇k4∇i+1ψ‖L2(Hu)
≤
∑
Ψˇ∈{ρˇ,σˇ,β,α}
||∇j3∇k4∇iΨˇ||L2(Hu) +
∑
Ψ∈{β,ρ,σ,β}
||∇j3∇k4∇iΨ||L2(Hu)
+ terms under control.
(57)
Using the boundedness of the L∞ norm of ψ and the control of the terms with fewer deriva-
tives that we have assumed as the induction hypothesis, (56) and (57) imply∑
Ψˇ∈{ρˇ,σˇ,β,α}
||∇j3∇k4∇iΨˇ||2L2(Hu) +
∑
Ψ∈{β,ρ,σ,β}
||∇j3∇k4∇iΨ||2L2(Hu)
≤Data term + Bounded terms +
∫ u
0
∑
Ψˇ∈{ρˇ,σˇ,β,α}
||∇j3∇k4∇iΨˇ||2L2(Hu∗ )du∗
+
∫ u
0
∑
Ψ∈{β,ρ,σ,β}
||∇j3∇k4∇iΨ||2L2(Hu∗ )du∗
+
∫ u
0
∫ u
0
∑
Ψ∈{β,ρ,σ,β}
||∇j3∇k4∇iΨ||L2(Hu∗ )
∑
Ψˇ∈{ρˇ,σˇ,β,α}
||∇j3∇k4∇iΨˇ||L2(Hu∗ )du∗du∗.
(58)
To obtain the desired conclusion, introduce the bootstrap assumption∑
Ψˇ∈{ρˇ,σˇ,β,α}
||∇j3∇k4∇iΨˇ||2L2(Hu(0,u)) +
∑
Ψ∈{β,ρ,σ,β}
||∇j3∇k4∇iΨ||2L2(Hu(0,u)) ≤ Ae2A(u+u)
for A sufficiently large. Then (58) implies that we have∑
Ψˇ∈{ρˇ,σˇ,β,α}
||∇j3∇k4∇iΨˇ||2L2(Hu(0,u)) +
∑
Ψ∈{β,ρ,σ,β}
||∇j3∇k4∇iΨ||2L2(Hu(0,u)) ≤ Ce2A(u+u)
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for some constant C depending on the data term and the bounded terms. Therefore, this
improves the bootstrap assumption for A sufficiently large. Finally, notice that since we
can control the derivatives of the Ricci coefficients by the derivatives of the renormalized
curvature components, we in fact have the bound for the curvature components themselves.
This concludes the proof of the proposition. 
Remark 7. Notice that for approximating solutions for an impulsive gravitational wave, the
constants in the initial norms DI,J,K depend on n. However, the initial data satisfy uniform
estimates for each I ≥ 2, J ≥ 0 with K = 0. Therefore, the corresponding uniform estimates
will hold in the region 0 ≤ u ≤ u∗ and 0 ≤ u ≤ u∗.
4.11. End of Proof of Theorem 4. Once we have the estimates for all the higher deriva-
tives, the proof of Theorem 4 is standard. We refer, for example, to Section 6 of [28] for
details.
4.12. Additional Estimates for an Impulsive Gravitational Wave. In this Subsection,
we focus our attention on the sequence of spacetimes (Mn, gn) with characteristic initial
data converging to that of an impulsive gravitational wave as constructed in Section 3. The
conclusion of Theorem 4 can be applied to (Mn, gn). The initial data of the sequence of
spacetimes, however, possess an additional property: αn and its angular derivatives are
bounded uniformly in L1u. In this Subsection, we prove that in the constructed spacetimes
(Mn, gn), the same estimates hold for all u ≤ u∗ with u∗ ≤ . Moreover, we show that αn
concentrates around us and if αn is initially more regular uniformly in n away from us, it is
also uniformly more regular away from us for 0 ≤ u ≤ u∗ ≤ .
We begin by proving energy estimates for αn in L
2(Hu) and βn in L
2(Hu) using the pair
of Bianchi equations for (∇3αn,∇4βn) in (8).
Proposition 29. The following estimate holds:∫
Hu
|∇iαn|2γ +
∫
Hu
|∇iβn|2γ
≤
∫
Hu′
|∇iαn|2γ +
∫
Hu′
|∇iβ|2γ +
∫
Du,u
∇i(αn, βn)
∑
i1+i2+i3+i4=i
∇i1ψi2∇i3ψ∇i4Ψ
+
∫
Du,u
∇i(αn, βn)
∑
i1+i2+i3+i4=i
∇i1ψi2∇i3K∇i4Ψ,
where here, unlike in other places, we use Ψ to denote all possible curvature components,
including αn.
Proof. Consider the following Bianchi equations:
∇3α + 1
2
trχα = ∇⊗̂β + 4ωα− 3(χˆρ+∗ χˆσ) + (ζ + 4η)⊗̂β,
∇4β + 2trχβ = div α− 2ωβ + ηα,
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Using Proposition 25,∫
< αn,∇3αn >γ=
∫
< αn,∇⊗̂βn >γ + < αn, ψΨ >γ
=
∫
− < div αn, βn >γ + < αn, ψΨ >γ
=
∫
− < ∇4βn, βn >γ + < αn, ψΨ >γ + < βn, ψΨ >γ
Integrate by parts using Proposition 24 to get that for u ≥ u′, u ≥ u′,∫
Hu
|αn|2γ +
∫
Hu
|βn|2γ ≤
∫
Hu′
|αn|2γ +
∫
Hu′
|βn|2γ +
∫
Du,u
< (αn, βn), ψΨ >γ
We use the commutation formula, and note that the special structure is preserved in the
highest order:
∇3∇iα−∇⊗̂∇iβ
∼
∑
i1+i2+i3+i4=i
∇i1ψi2∇i3ψ∇i4α
+
∑
i1+i2+i3+i4+i5=i−1
∇i1ψi2∇i3Ki4∇i5β +
∑
i1+i2+i3=i
∇i1ψi2∇i3(ψΨ),
∇4∇iβ − div ∇iα
∼
∑
i1+i2+i3+i4=i
∇i1ψi2∇i3ψ∇i4β
+
∑
i1+i2+i3+i4+i5=i−1
∇i1ψi2∇i3Ki4∇i5α +
∑
i1+i2+i3=i
∇i1ψi2∇i3(ψΨ),
Performing the integration by parts as before using Propositions 24 and 25, we have∫
Hu
|∇iαn|2γ +
∫
Hu
|∇iβn|2γ
≤
∫
Hu′
|∇iαn|2γ +
∫
Hu′
|∇iβn|2γ +
∫
Du,u
∇i(αn, βn)
∑
i1+i2+i3+i4=i
∇i1ψi2∇i3ψ∇i4Ψ
+
∫
Du,u
∇i(αn, βn)
∑
i1+i2+i3+i4=i
∇i1ψi2∇i3K∇i4Ψ.

4.12.1. Before the Impulse. We first apply Proposition 29 for the region 0 ≤ u ≤ us. Notice
that the initial norm ∑
i≤2
∫ us
0
||∇iαn||2L2(S0,u)du ≤ C
is bounded independent of n. Therefore,
Proposition 30.∑
i≤2
(sup
u≤
||∇iαn||2L2(Hu(0,us)) + sup
u≤us
||∇iβn||2L2(Hu)) ≤ C(O0,R0),
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independent of n.
Proof. By Proposition 29 and all the estimates in the previous section, we have∑
i≤2
(||∇iαn||2L2(Hu(0,us)) + sup
u≤us
||∇iβn||2L2(Hu))
≤C(O0,R0)(1 + ||∇iαn||L2(H) +
∫ u
0
||∇iαn||2L2(Hu′ )du′).
By Gronwall’s inequality, we have∑
i≤2
(sup
u≤
||∇iαn||2L2(Hu(0,us)) + sup
u≤us
||∇iβn||2L2(Hu)) ≤ C(O0,R0),
as claimed. 
4.12.2. The Impulse Region. For an impulsive gravitational wave, the initial data represented
by the α component of curvature and its derivative are not in L2. By the construction of
Section 3, the approximating sequence αn satisfies initially∑
i≤2
∫ us+2−n
us
||∇iαn||2L2(S0,u)du ≤ C2n.
In the following Proposition, we show that this bound is propagated.
Proposition 31.∑
i≤2
(sup
u≤
||∇iαn||2L2(Hu(us,us+2−n)) + sup
us≤u≤us+2−n
||∇iβn||2L2(Hu)) ≤ C(O0,R0)2n,
where C(O0,R0) is independent of n.
Proof. The proof is the same as Proposition 30, except that the initial data for ∇iα can only
be bounded by 2
n
2 in L2(H0(us, us + 2
−n)). 
4.12.3. After the Impulse. For us + 2
−n ≤ u ≤ u∗, since the initial data satisfy∑
i≤2
∫ u∗
us+2
−n
||∇iαn||2L2(S0,u)du ≤ C,
independent of n, we again have a better estimate. An extra challenge arises from the fact
that the estimates derived in Proposition 31 depends on n. This can be overcome if we allow
a loss in derivative:
Proposition 32.∑
i≤1
( sup
u≤u∗
||∇iαn||2L2(Hu(us+2−n,u∗)) + sup
us+2
−n≤u≤u∗
||∇iβn||2L2(Hu)) ≤ C(O0,R0),
independent of n.
Proof. To bound the left hand side, we can apply the argument as in Proposition 30 to get∑
i≤1
( sup
u≤u∗
||∇iαn||2L2(Hu(us+2−n,u∗)) + sup
us+2
−n≤u≤u∗
||∇iβn||2L2(Hu)) ≤ C(O0,R0)2
n
2 .
The problem in proving Proposition 32 with a bound independent of n is that according
to Proposition 31, ||∇iβn||L2(Hus ) may grow in n. However, we can still obtain the desired
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bounds for αn and ∇αn (note that the argument below will not apply to ∇2αn unless extra
assumptions on the initial data are used) by using Proposition 17, which implies that∑
i≤1
sup
u,u
||∇iβn||L2(Su,u) ≤ C(O0,R0).
Taking u = us + 2
−n and integrating, we thus have∑
i≤1
||∇iβn||2L2(Hus+2−n ) ≤ C(O0,R0).

We can also prove estimates for higher derivatives away from us. The influence of a
propagating curvature impulse results in a loss of derivatives in such estimates compared
to the assumed regularity of the initial data. By the remark after Proposition 28, we have
estimates, uniform in n, for the ∇3 and ∇ derivatives for ψ and Ψ. We now show that we can
also have uniform in n estimates for the ∇4 derivatives for ψ and Ψ for u ≥ us+ 2−n. By the
Bianchi equations (8), this in turn can be reduced to showing estimates for ∇4 derivatives
of α. This is proved in the following Proposition:
Proposition 33. For us + 2
−n ≤ u ≤ , if the initial data set satisfies∑
k≤K
∑
i≤I
∑
Ψ∈{ρ,σ,β,α}
||∇k4∇iΨn||L2(H0) ≤ CI,K .
∑
k≤K
∑
i≤I
sup
u
∑
Ψ∈{β,ρ,σ,β}
||∇k4∇iΨn||L2(S0,u) ≤ CI,K .
then∑
i≤I−1
∑
k≤min{K,b I−i−1
2
c}
(sup
u
||∇k4∇iαn||L2(Hu(us+2−n,)) + sup
us+2
−n≤u≤
||∇k4∇iβn||L2(Hu)) ≤ C ′I,K ,
where CI,K is independent of n.
Proof. The main step is to prove that on Hus+2−n , we have the estimate
||∇k4∇iβn||L2(Hus+2−n ) ≤ C
independent of n. For k = 0, we can commute with angular derivatives and integrate along
the u direction using the Bianchi equation
∇3β + trχβ = ∇ρ+ 2ωβ +∗ ∇σ + 2χˆ · β + 3(ηρ+∗ ησ).
Since the right hand side has one more angular derivative, this integration loses a derivative,
allowing us only to prove ∑
i≤I−1
||∇iβn||L2(Hus+2−n ) ≤ C
Now we consider also the∇4 derivatives. Differentiate the equation by∇k4∇i and commute
[∇3,∇k4∇i] on the left hand side. Moreover, except for the component α, whenever we see
∇k14 Ψ, we substitute an appropriate Bianchi equation from (8). Then we get an equation
∇3∇k4∇iβ = ∇k−14 ∇i+2β + ...
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where ... denote terms that are lower order in terms of derivatives. We then integrate this
along the u direction. Thus
||∇k4∇iβn||L2(Hus+2−n ) ≤ C||∇
k−1
4 ∇i+2βn||L2(Hus+2−n ) + ...
Inducting in k, we get that
||∇k4∇iβn||L2(Hus+2−n ) ≤ C||∇
i+2kβn||L2(Hus+2−n ) + ...
Now we have reduced to the case where there are only angular derivatives falling on βn. By
the above, we need i+ 2k + 1 ≤ I. Thus we can prove∑
i≤I−1
∑
k≤min{K,b I−i−1
2
c}
||∇k4∇iβn||L2(Hus+2−n ) ≤ C. (59)
The conclusion thus follows from a standard energy estimate type argument as in Proposition
29 and using (59) as the initial data on Hus+2−n 
Combining the estimates in Propositions 30, 31, 33 and Cauchy-Schwarz, we have the
following uniform L1u estimate.
Proposition 34.
sup
u≤u∗
∑
i≤I
∫ u∗
0
||∇iαn||L2(Su,u)du ≤ CI ,
where CI is independent of n.
Proposition 34 is crucial in showing that the limiting spacetime will have α defined as a
finite measure with a singular atom at us.
5. Convergence
In this Section, we show that a sequence of initial data satisfying uniform estimates of
Theorem 3 with converging initial data gives rise to a sequence of converging spacetimes.
The convergence will be understood as follows: the spacetime will be identified in the system
of double null coordinates (u, u, θ1, θ2) and convergence will be established for the sequence
of the corresponding spacetime metrics. In view of the quasilinear nature of the Einstein
equations, we can only hope to prove convergence of our approximating spacetimes in a norm
with one derivative fewer than the a priori estimates that we established for them.
To get estimates of metric, we use the fact that the metric components satisfy inhomoge-
neous transport equations with right hand side expressed as Ricci coefficients. The estimates
for the difference of Ricci coefficients and curvature components are derived by considering
the system of difference equations obtained from the original system of transport, elliptic and
Bianchi equations. As was the case for the a priori estimates, the challenge for the difference
system is a lack of any a priori control of the difference of the singular curvature components
α. For the approximating sequence of initial data, αn is not a Cauchy sequence in L
2(H0).
In the proof of the a priori estimates, we handled the lack of information of the α component
of curvature via a renormalization procedure and the observation that the system satisfied
by the Ricci coefficients and the renormalized curvature components can be closed without
any reference to the α component of curvature. Potentially, this property may fail when we
consider the difference system. It is however a remarkable fact as we will show below that
the difference equations still possess the same structure.
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The following is the main Theorem in which we estimate the difference of the metrics,
Ricci coefficients and curvature components of two spacetimes:
Theorem 5. Suppose we have two sets of initial data (1) and (2) satisfying the conditions
in Theorem 4 with the same constants C and c. By Theorem 4, we can solve for vacuum
spacetimes (M(1), g(1)) and (M(2), g(2)) corresponding to the initial data sets (1) and (2) in
the region 0 ≤ u ≤ u∗ and 0 ≤ u ≤ u∗ for u∗, u∗ ≤  . Let (u, u, θ1, θ2) be the coordinate
system introduced in Section 2.2 such that the metrics take the form
g(i) = −2(Ω(i))2(du⊗ du+ du⊗ du) + (γ(i))AB(dθA − (b(i))Adu)⊗ (dθB − (b(i))Bdu),
where Ω = 1 and bA = 0 on H0 and H0. We can now identify the two spacetimes by
identifying points with the same value of coordinate functions. Define g′ = g(1) − g(2), ψ′ =
ψ(1)−ψ(2) and Ψ′ = Ψ(1)−Ψ(2) to be the difference of the metric, the difference of the Ricci
coefficients and the difference of the curvature components respectively. If the data satisfy
sup
u
|( ∂
∂θ
)iγ′AB(u = 0)|+ sup
u
|( ∂
∂θ
)iγ′AB(u = 0)| ≤ a,∑
ψ 6=χˆ,ω
(
∑
i≤1
sup
u
||∇iψ′||L2(Su,0) +
∑
i≤1
sup
u
||∇iψ′||L2(S0,u)) ≤ a,
∑
i≤1
||∇i(χˆ′, ω′)||Lp0u L2(S0,u) ≤ a for some fixed 2 ≤ p0 <∞,
||∇2(χˆ′, ω′, η′, η′)||L2(H0) + ||∇2(χˆ′, ω′, η′, η′)||L2(H0) ≤ a,
sup
u
||∇2(trχ′, trχ′)||L2(Su,0) + sup
u
||∇2(trχ′, trχ′)||L2(S0,u) ≤ a,
∑
i≤1
 ∑
Ψ∈{β,ρ,σ,β}
||∇iΨ′||L2uL2(S0,u) +
∑
Ψ∈{ρ,σ,β,α}
||∇iΨ′||L2uL2(Su,0)
 ≤ a,
where the angular covariant derivative and all the norms are defined with respect to the
spacetime (1). Then the following estimates hold in {0 ≤ u ≤ u∗} ∩ {0 ≤ u ≤ u∗}:
sup
u,u
|( ∂
∂θ
)iγ′AB| ≤ C ′a,∑
ψ 6=χˆ,ω
∑
i≤1
sup
u,u
||∇iψ′||L2(Su,u) ≤ C ′a,
∑
i≤1
sup
u
||∇i(χˆ′, ω′)||Lp0u L2(Su,u) ≤ C ′a,
sup
u
||∇2(χˆ′, ω′, η′, η′)||L2(Hu)+sup
u
||∇2(χˆ′, ω′, η′, η′)||L2(Hu)+sup
u,u
||∇2(trχ′, trχ′)||L2(Su,u) ≤ C ′a,
∑
i≤1
 ∑
Ψ∈{β,ρ,σ,β}
sup
u
||∇iΨ′||L2uL2(Su,u) +
∑
Ψ∈{ρ,σ,β,α}
sup
u
||∇iΨ′||L2uL2(Su,u)
 ≤ C ′a,
for some constant C ′ depending only on C and c and independent of a.
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By iterating Theorem 5, we can reduce its proof to the region 0 ≤ u ≤ δ, 0 ≤ u ≤ δ for
some sufficiently small δ independent of a. Most of this Section will be devoted to a proof
of Theorem 5 for 0 ≤ u ≤ δ and 0 ≤ u ≤ δ. The proof of Theorem 5 will be carried out in
Sections 5.1, 5.2, 5.3, 5.4 and 5.5.
Theorem 5 implies the following convergence result:
Theorem 6. Suppose we have a sequence of initial data that coincide on H0 and satisfy
the assumptions of Theorem 4 with uniform constants C and c on H0 and H0. By Theorem
4, for every initial data in the sequence, a unique smooth solution to the vacuum Einstein
equations (Mn, gn) exists in 0 ≤ u ≤ u∗, 0 ≤ u ≤ u∗ for u∗, u∗ ≤  and the metric takes the
following form in the coordinate system (u, u, θ1, θ2):
gn = −2(Ωn)2(du⊗ du+ du⊗ du) + (γn)AB(dθA − (bn)Adu)⊗ (dθB − (bn)Bdu),
where Ω = 1 and bA = 0 on H0 and H0. Denote the Ricci coefficients and curvature
components by ψn and Ψn respectively. Identify the spacetimes in the sequence by the value
of the coordinate functions (u, u, θ1, θ2). Define also g′n = gn − gn−1, ψ′n = ψn − ψn−1 and
Ψ′n = Ψn −Ψn−1. If
sup
u
|( ∂
∂θ
)i(γAB)
′
n(u = 0)| ≤ an,∑
ψ 6=χˆ,ω
∑
i≤1
sup
u
||∇iψ′n||L2(S0,u) ≤ an,∑
i≤1
||∇i(χˆ′n, ω′n)||Lp0u L2(S0,u) ≤ an for some fixed 2 ≤ p0 <∞,
||∇2(χˆ′n, ω′n, η′n, η′n)||L2(H0) + sup
u
||∇2(trχ′n, trχ′n)||L2(S0,u) ≤ an,
∑
i≤1
 ∑
Ψ∈{β,ρ,σ,β}
||∇iΨ′n||L2uL2(S0,u) +
∑
Ψ∈{ρ,σ,β,α}
||∇iΨ′n||L2uL2(Su,0)
 ≤ an,
for some an such that
∑
an < ∞, then the spacetime metrics converge uniformly to a
continuous limiting spacetime metric g∞
g∞ = −2(Ω∞)2(du⊗ du+ du⊗ du) + (γ∞)AB(dθA − (b∞)Adu)⊗ (dθB − (b∞)Bdu)
in the region 0 ≤ u ≤ u∗, 0 ≤ u ≤ u∗. Moreover,
(
∂
∂θ
gn,
∂
∂u
gn) converge to (
∂
∂θ
g∞,
∂
∂u
g∞) in L∞u L
∞
u L
4(S),
(
∂2
∂θ2
gn,
∂2
∂u∂θ
gn,
∂2
∂u2
gn) converge to (
∂2
∂θ2
g∞,
∂2
∂u∂θ
g∞,
∂2
∂u2
g∞) in L∞u L
∞
u L
2(S),
(
∂
∂u
gn,
∂
∂u
((γ−1n )
AB ∂
∂u
(γn)AB)) converge to (
∂
∂u
g∞,
∂
∂u
((γ−1∞ )
AB ∂
∂u
(γ∞)AB)) in L∞u L
p0
u L
∞(S),
(
∂2
∂θ∂u
gn,
∂2
∂u∂u
gn,
∂2
∂u2
(bA)n) converge to (
∂2
∂θ∂u
g∞,
∂2
∂u∂u
g∞,
∂2
∂u2
(bA)∞) in L∞u L
p0
u L
4(S).
As a consequence, in the limiting spacetime,
∂
∂θ
g∞,
∂
∂u
g∞ ∈ C0uC0uL4(S),
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∂2
∂θ2
g∞,
∂2
∂u∂θ
g∞,
∂2
∂u2
g∞ ∈ C0uC0uL2(S),
∂
∂u
g∞,
∂
∂u
((γ−1∞ )
AB ∂
∂u
(γ∞)AB) ∈ L∞u L∞u L∞(S),
∂2
∂θ∂u
g∞,
∂2
∂u∂u
g∞,
∂2
∂u2
(bA)∞ ∈ L∞u L∞u L4(S).
Remark 8. Notice that in the case of initial data of the impulsive gravitational wave, we
have ∇iχˆn converging in LpuL2(S) for any 2 ≤ p < ∞, but not for p = ∞. We thus take a
sequence of initial data that converges in a topology which is consistent with ∇iχˆn converging
in LpuL
2(S).
The convergence of the Ricci coefficients and the acceptable curvature components follows
from Theorem 5. In Section 5.7, we will show that the convergence of the Ricci coefficients
and the acceptable curvature components imply the asserted convergence of the metric and
the regularity property of the limiting spacetime. The above convergence theorem is strong
enough to show that the limiting spacetime is a solution to the Einstein equations:
Theorem 7. Suppose all the assumptions of Theorem 6 hold. Then the limiting spacetime
metric satisfies the Einstein equations in L∞u L
∞
u L
2(S).
This will also be proved in Section 5.7. Moreover, this limiting spacetime solution is the
unique solution to the vacuum Einstein equations.
Theorem 8. The solution to the Einstein equations given by Theorems 6 and 7 is unique
among spacetimes that arise as C0 limit of smooth solutions to the vacuum Einstein equa-
tions.
A more precise version of the uniqueness theorem is formulated as Proposition 73 and will
be proved in Section 5.8. Moreover, if the initial data is assumed to be more regular, the
limit spacetime metric is more regular:
Theorem 9. Suppose, in addition to the assumptions of Theorem 6, the bounds∑
j≤J
∑
i≤I
(
∑
Ψ∈{ρ,σ,β,α}
||∇j3∇iΨn||L2(H0) +
∑
Ψ∈{β,ρ,σ,β}
||∇i3∇jΨn||L2(H0)) ≤ C
hold uniformly independent of n. Then∑
j≤J+2
∑
i≤min{I,j−2}
(
∂
∂u
)j(
∂
∂θ
)ig∞ ∈ L∞u L∞u L2(S),
∑
j≤J+2
∑
i≤min{I,j−2}
(
∂
∂u
)j(
∂
∂θ
)i
∂
∂u
g∞ ∈ L∞u Lp0u L2(S).
This will be proved in Section 5.9.
For general initial data satisfying the assumptions of Theorem 3, using the construction
in Section 3, there exists an approximating sequence of smooth initial data satisfying the
assumption of Theorem 6. Thus, the combination of Theorems 4, 6, 7, 9 and 8 together
imply Theorem 3.
LOCAL PROPAGATION OF IMPULSIVE GRAVITATIONAL WAVES 59
The remainder of this Section will be organized as follows: Theorem 5 is proved in Sections
5.1-5.5. After the definition of the norms in Section 5.1, the proof is carried out in three steps:
STEP 1 (Section 5.2): The difference of the metric components are estimated assuming the
bounds for the difference of the Ricci coefficients.
STEP 2 (Section 5.4): The difference of the Ricci coefficients are controlled assuming the
estimates of the difference of the curvature components. This relies on the transport equa-
tions for the difference quantities derived in Section 5.3.
STEP 3 (Section 5.5): Finally, the bounds for the difference of curvature components are
obtained, closing all the estimates for Theorem 5.
In Section 5.6, additional estimates are derived for the metric components. These ad-
ditional estimates will be used together with Theorem 5 to construct a limiting spacetime
and to obtain Theorem 6 in Section 5.7. In this Section, Theorem 7 is also proved, showing
that the limiting spacetime satisfies the Einstein equations. In Section 5.8, we formulate
and prove a precise version of Theorem 8, establishing uniqueness of the limiting spacetime.
In Section 5.9, Theorem 9 is proved, showing additional regularity in the spacetime with
more regular initial data. Finally, in Section 5.10, we return to the case of an impulsive
gravitational wave and obtain extra regularity properties for these spacetimes.
5.1. Norms. We begin the proof of Theorem 5. Define the following L2 norms for the
difference of the null curvature components or their renormalized versions:
R′ =
∑
i≤1
sup
u
||∇i(β′, ρ′, σ′, β′)||L2(Hu) +
∑
i≤1
sup
u
||∇i(ρˇ′, σˇ′, β′, α′)||L2(Hu)
Define the following norm for difference of the the Ricci coefficients:
O′ =
∑
i≤1
sup
u
||∇i(χˆ′, ω′)||Lp0u L2(Su,u) +
∑
i≤1
sup
u,u
||(∇i(trχ′, η′, η′, ω′, χˆ′, trχ′)||L2(Su,u).
These norms will be used to estimate the difference of the null Ricci coefficients except for
those involving the highest derivatives, for which the estimates are weaker. We therefore
also introduce the norms:
O˜′ = sup
u
||∇2(χˆ′, ω′, η′, η′)||L2(Hu) + sup
u
||∇2(χˆ′, ω′, η′, η′)||L2(Hu) + sup
u,u
||∇2(trχ′, trχ′)||L2(Su,u),
Notice that the norms R′, O′ and O˜′ are difference counterparts of the norms R, O and O˜
for the difference quantities. Note, however, that the former provides control of one fewer
derivatives than the latter. This is due to the fact that convergence will be proved in a norm
which is one derivative weaker than the corresponding norms for the a priori estimates.
Define also the following norms:
O′′ = sup
u
(||(χˆ, ω, η, η, trχ, trχ)′||L2uL∞(Su,u) + ||∇(χˆ, ω, η, η, trχ, trχ)′||L2uL4(Su,u)).
It follows by Sobolev Embedding in Propositions 9 and 10 that
Proposition 35.
O′′ ≤ C(O˜′ +O′).
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5.2. Estimates for the Difference of the Metrics. In this section, we show that the
difference of the metrics and their coordinate angular derivatives can be controlled by the
O′ and O˜′ norms. Recall that the metrics take the form
g(i) = −2(Ω(i))2(du⊗ du+ du⊗ du) + (γ(i))AB(dθA − (b(i))Adu)⊗ (dθB − (b(i))Bdu),
for i = 1, 2.
Proposition 36.
sup
u,u
|(Ω′, (Ω−1)′)(u, u)| ≤ Cδ 12O′′.
Proof. Recall that
ω = −1
2
∇4 log Ω = 1
2
Ω∇4Ω−1 = 1
2
∂
∂u
Ω−1.
Hence
1
2
∂
∂u
(Ω−1)′ = ω′.
By integrating along the u direction, noticing that Ω′ = 0 on H0, and using Cauchy-Schwarz
we get
|(Ω−1)′| ≤ Cδ 12O′′.
In order to get the estimate for Ω′, we note that
(Ω′ + Ω(2))−1 = (Ω(1))−1 = (Ω−1)(2) + (Ω−1)′.
Therefore,
Ω′ = ((Ω(2))−1 + (Ω)−1)′)−1 − Ω(2) = (Ω
−1)′
1 + (Ω
−1)′
(Ω−1)(2)
.
In view of the upper and lower bounds of Ω in Proposition 2,
|Ω′| ≤ Cδ 12O′′.

Using the estimates for Ω′, we also have estimates for γ′.
Proposition 37. γ′ satisfies the following pointwise bounds:
sup
u,u
|(γ′AB, ((γ−1)AB)′)(u, u)| ≤ a+ Cδ
1
2O′′u.
Proof. The components of γ solve the following ODE:
∂
∂u
γAB = 2ΩχAB.
This implies
∂
∂u
log(det γ) = Ωtrχ.
From this we can derive an equation for (det γ)′:
∂
∂u
(det γ)′ =
1
(det γ)(2)
(
−(det γ)′ ∂
∂u
(det γ)(1) + (det γ)(1)(det γ)(2)(Ωtrχ)′
)
.
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By Proposition 3, we have uniform upper and lower bounds on det γ and uniform estimates
for Ω and ∂
∂u
(det γ). The previous Proposition gives |Ω′| ≤ Cδ 12O′′. Moreover, ∫ |trχ′|du′ ≤
δO′′ by definition. Thus,
|(det γ)′| ≤ Cδ 12O′′. (60)
We can also derive an equation for (γAB)
′:
∂
∂u
(γAB)
′ = 2(ΩχAB)′.
Thus
|(γAB)′(u, u)| ≤ |(γAB)′(u, 0)|+ C
∫ u
0
|(χAB)′|du′ + Cδ 12O′′|χAB|.
By assumption, |(γAB)′(u, 0)| ≤ a. By Proposition 3, matrices γ(1) and γ(2) are uniformly
non-degenerate matrices. Hence, regardless of whether we define the L∞ norm with respect
to γ(1) or γ(2), we have ∑
A,B=1,2
|(χˆAB)′| ≤ C sup
u,u
||χ′||L∞(Su,u).
Therefore,
|(γAB)′| ≤ a+ Cδ 12O′′. (61)
Now, (60) and (61) together also imply the pointwise bound in coordinates for
|((γ−1)AB)′| ≤ a+ Cδ 12O′′.

This estimate allows us to conclude that the Lp norms defined with respect to either metric
(1) or (2) differ only by a+ Cδ
1
2O′′.
Proposition 38. Given any tensor, we can define its Lp(S) norms ||φ||(1)Lp(Su,u) and ||φ||
(2)
Lp(Su,u)
with respect to the first and second metric. Suppose
||φ||(1)Lp(Su,u) <∞.
Then
|||φ||(1)Lp(Su,u) − ||φ||
(2)
Lp(Su,u)
| ≤ C(a+ δ 12O′′)||φ||(1)Lp(Su,u).
In particular, φ is also in Lp with respect to the second metric.
Proof. This follows from the pointwise control of (γAB)
′, ((γ−1)AB)′ and (det γ)′ in coordi-
nates. 
In a similar manner, we can control the ( ∂
∂θA
) derivatives of γ′.
Proposition 39.
sup
u,u
||( ∂
∂θC
)γ′AB||L4(Su,u) ≤ Ca+ Cδ
1
2O′′,
where L4(S) is understood as the L4 norm for a scalar function and by Proposition 38 can
be defined with respect either to the metric γ(1) or γ(2).
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Proof. By the equation
∂
∂u
γAB = 2ΩχAB
and the assumption, we have
||( ∂
∂θC
)iγ′AB(u, u)||L4(Su,u′ ) ≤Ca+ C
∫ u
0
(
‖( ∂
∂θC
)iΩ′||L4(Su,u′ ) + ‖(
∂
∂θC
)iχ′||L4(Su,u′ )
)
du′.
(62)
Since
∇(log Ω) = 1
2
(η + η),
we have
|( ∂
∂θC
)Ω′| ≤ C|(η, η)′|+ C|Γ′||Ω|+ C|Γ||Ω′| ≤ C|(η, η)′|+ C| ∂
∂θD
γ′AB|+ C|Ω′|,
where Γ is the connection coefficients on the spheres with respect to γ. Moreover, by Cauchy-
Schwarz, ∫
||( ∂
∂θC
)χ′||L4(Su,u′ )du′ ≤ Cδ
1
2O′′.
Thus by (62), we have
||( ∂
∂θC
)γ′AB(u, u)||L4(Su,u)
≤Ca+ Cδ 12O′′ + C
∫ u
0
||η′, η′, χˆ′, ∂
∂θD
γ′AB,Ω
′||L4(Su,u′ )du′.
Using already established estimates, Gronwall’s inequality and Cauchy-Schwarz, we thus
have
||( ∂
∂θC
)γ′AB(u, u)||L4(Su,u) ≤ Ca+ Cδ
1
2O′′.

A consequence of the above Proposition is the estimates on the difference of the connection
coefficients:
Proposition 40.
sup
u,u
||Γ′||L4(Su,u) ≤ Ca+ Cδ
1
2O′′.
Proof. This follows from the fact that Γ′ can be expressed as a linear combination γ′ and its
first angular derivative. 
This implies that ∇(1) and ∇(2) are comparable in the following sense:
Proposition 41. Let p ≤ 4. Suppose φ is a tensor. Then
||(∇(1))φ− (∇(2))φ||Lp(Su,u) ≤ C(a+ δ
1
2O′′)||φ||L∞(Su,u).
Proof. Since we have estimates for γAB and (γ
−1)AB. It suffice to estimate
(∇(1)) ∂
∂θA
φ− (∇(2)) ∂
∂θA
φ.
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Using Proposition 40, we have
||(∇(1)) ∂
∂θA
φ− (∇(2)) ∂
∂θA
φ||Lp(Su,u)
≤||Γ(1)φ− Γ(2)φ||Lp(Su,u)
≤C||Γ′||L4(Su,u)||φ||L∞(Su,u)
≤C(a+ δ 12O′′)||φ||L∞(Su,u).

We now show that the difference between the angular covariant derivatives of two tensors
is comparable to the angular covariant derivative of the difference:
Proposition 42. Let p ≤ 4. Suppose φ(1) and φ(2) are tensors defined on spacetimes (1)
and (2) respectively. Then
||∇(1)(φ′)− (∇φ)′||Lp(Su,u) ≤ C(a+ δ
1
2O′′)||φ||L∞(Su,u).
Proof. It is easy to see that
∇(1)(φ′)− (∇φ)′ = −∇(1)φ(2) +∇(2)φ(2).
The Proposition thus follows from Proposition 41. 
We now estimate the coordinate angular derivative of Ω′ in L4(S):
Proposition 43. We have
sup
u,u
|| ∂
∂θA
Ω′||L4(Su,u) ≤ Ca+ Cδ
1
2O′′.
Proof. Recall that
ω = −1
2
∇4 log Ω = 1
2
Ω∇4Ω−1 = 1
2
∂
∂u
Ω−1.
Hence
1
2
∂
∂u
(Ω−1)′ = ω′.
Thus, in order to estimate ∂
∂θA
Ω′, we need to estimate ∂
∂θA
ω′ in L1uL
4(S). Since by the a
priori estimates in the previous section we have ||∇ω||L∞(S) ≤ C, it suffices by Proposition
42 to estimate ∑
i≤1
∫ u
0
||∇iω′||L4(Su,u′ )du′
By the definition of the norm and Cauchy-Schwarz∑
i≤1
∫ u
0
||∇iω′||L4(Su,u′ )du′ ≤ Cδ
1
2O′′.
The conclusion thus follows. 
The above Proposition allows us to estimate the second coordinate angular derivatives of
γ′ in L2(S).
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Proposition 44.
sup
u,u
||( ∂
2
∂θC∂θD
)γ′AB||L2(Su,u) ≤ Ca+ Cδ
1
2 (O′′ + O˜′),
where L2(S) is understood as the L2 norms for scalar functions.
Proof. By the equation
∂
∂u
γAB = 2ΩχAB,
and the a priori estimates in the previous section, we have
||( ∂
2
∂θC∂θD
)γ′AB(u, u)||L2(Su,u)
≤Ca+ C
∫ u
0
(
‖( ∂
2
∂θC∂θD
)Ω′||L2(Su,u′ ) + ‖(
∂2
∂θC∂θD
)χ′||L2(Su,u′ )
)
du′
+ C
∫ u
0
(
‖( ∂
∂θC
)Ω′||L2(Su,u′ ) + ‖(
∂
∂θC
)χ′||L2(Su,u′ )
)
du′.
(63)
The last term has already been estimated in the proof of Proposition 39:∫ u
0
(
‖( ∂
∂θC
)Ω′||L2(Su,u′ ) + ‖(
∂
∂θC
)χ′||L2(Su,u′ )
)
du′
≤Ca+ Cδ 12O′′.
Since
∇(log Ω) = 1
2
(η + η),
we have
||( ∂
2
∂θC∂θD
)Ω′||L2(Su,u′ )
≤C|| ∂
∂θ
(η, η)′||L2(Su,u′ ) + C||
∂
∂θ
Γ′||L2(Su,u′ )||Ω||L∞(Su,u′ ) + C||
∂
∂θ
Γ||L2(Su,u′ )||Ω′|||L∞(Su,u′ )
+ C||Γ′||L4(Su,u′ )||
∂
∂θ
Ω||L4(Su,u′ ) + C||Γ||L∞(Su,u′ )||
∂
∂θ
Ω′||L2(Su,u′ )
≤C
∑
i≤1
||∇i(η, η)′||L2(Su,u′ ) + C
∑
i≤1
||( ∂
∂θ
)iΓ′||L2(Su,u′ ) + C
∑
i≤1
||( ∂
∂θ
)iΩ′||L2(Su,u′ ).
Using Propositions 43 and the definition of the norms O′′ and O˜′, we have∑
i≤1
∫ u
0
(||∇i(η, η)′||L2(Su,u′ ) + ||(
∂
∂θ
)iΓ′||L2(Su,u′ ) + ||(
∂
∂θ
)iΩ′||L2(Su,u′ ))du′
≤Cδ 12 (O′′ + O˜′u) + C
∫ u
0
||( ∂
2
∂θE∂θF
)γ′AB(u, u)||L2(Su,u′ )du′).
Moreover, ∫
||( ∂
2
∂θC∂θD
)χ′||L2(Su,u′ )du′ ≤ C(O′′ + O˜′).
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Thus by (63), we have
||( ∂
2
∂θC∂θD
)γ′AB(u, u)||L2(Su,u)
≤Ca+ Cδ 12 (O′′ + O˜′) + C
∫ u
0
||( ∂
2
∂θE∂θF
)γ′AB(u, u)||L2(Su,u′ )du′).
By Gronwall’s inequality, we thus have
||( ∂
2
∂θC∂θD
)γ′AB||L2(Su,u) ≤ Ca+ Cδ
1
2 (O′′ + O˜′).

The proof of the previous Proposition also shows that
Proposition 45.
sup
u,u
||( ∂
2
∂θC∂θD
)Ω′||L2(Su,u) ≤ Ca+ Cδ
1
2 (O′′ + O˜′),
Proposition 44 implies the following estimates of K ′, the difference of the Gauss curvatures:
Proposition 46. K ′ satisfies the following bounds:
sup
u,u
||K ′||L2(Su,u) ≤ Ca+ Cδ
1
2 (O′′ + O˜′).
Proof. This follows from the estimates of the derivatives of γ′ in Propositions 39 and 44. 
Moreover, Proposition 44 allows us to conclude that the covariant second derivative with
respect to connection (1) and connection (2) are comparable:
Proposition 47. Let p ≤ 2. Suppose φ is a tensor. Then
||(∇(1))2φ− (∇(2))2φ||Lp(Su,u) ≤ C(a+ δ
1
2O′′)
∑
i≤1
||∇iφ||L4(Su,u).
Proof. By Propositions 40, 44 and 46. 
This implies that taking the covariant second derivatives of the difference is comparable
to taking the difference of the covariant second derivatives:
Proposition 48. Let p ≤ 2. Suppose φ(1) and φ(2) are tensors defined on spacetimes (1)
and (2) respectively. Then
||(∇(1))2(φ′)− (∇2φ)′||Lp(Su,u) ≤ C(a+ δ
1
2O′′)
∑
i≤1
||∇iφ||L4(Su,u).
Proof. The proof follows as that of Proposition 42, using Proposition 47 instead of Proposi-
tion 41. 
We now prove the estimates for b′:
Proposition 49.
sup
u,u
||(bA)′||L∞(Su,u), sup
u,u
|| ∂
∂θB
(bA)′||L4(Su,u), sup
u,u
|| ∂
2
∂θC∂θB
(bA)′||L2(Su,u) ≤ C(O′′ + O˜′).
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Proof. Recall that b satisfies the transport equation
∂bA
∂u
= −4Ω2ζA.
The Proposition thus follows from differentiating the equation by ∂
∂θ
, integrating in u and
using the the bounds in Propositions 36, 43 and 45 and the definitions of the norms. 
5.3. Transport Equations for the Difference Quantities. In this Subsection, we show
how to derive estimates for the difference φ′ of the quantities φ(1) and φ(2) satisfying transport
equations in the ∇(1)4 , ∇(2)4 or ∇(1)3 , ∇(2)3 directions. This should be compared with the
previous Subsection where we considered difference quantities satisfying transport equations,
but unlike in this Subsection, the corresponding transport equations held with respect to the
∂
∂u
, ∂
∂u
derivatives rather than ∇4, ∇3, which themselves depend on the spacetimes under
consideration.
In order to estimate the quantities φ′ associated to the difference between that of different
spacetimes, we need to derive a transport equation for φ′ from the transport equation for φ.
Proposition 50. Consider spacetimes that satisfy the hypotheses of Theorem 4 and 5. Let
φ be a (0, r) S-tensor. Suppose ∇4φ = F . Then
∇(1)4 φ′ ∼F ′ +
(Ω−1)′
Ω−1
∇4φ+ (Ω
−1)′
Ω−1
γ−1χφ+ (γ−1χ)′φ.
Similarly, suppose ∇3φ = G. Then
∇(1)3 φ′ ∼G′ +
(Ω−1)′
Ω−1
∇3φ+ Ω−1(bA)′∇ ∂
∂θA
φ+
(Ω−1)′
Ω−1
γ−1χφ+ (γ−1χ)′φ+ Ω−1
∂b′
∂θ
φ.
Proof. We write in coordinates
∇4φA1...Ar = Ω−1
∂
∂u
φA1...Ar − (γ−1)CDχAiDφA1...AˆiC...Ar ,
where Aˆi denotes that the original Ai in the i-th slot of the tensor is removed. This equation
holds in both spacetimes (1) and (2). Then, we derive the equations for φ′. We will write
schematically without the exact constant depending only on r:
(∇4)(1)φ′
=
(
(Ω−1)(1)
∂
∂u
− (γ−1)(1)χ(1)
)(
φ(1) − φ(2))
=
(
(Ω−1)(1)
∂
∂u
− (γ−1)(1)χ(1)
)
φ(1) −
(
(Ω−1)(2)
∂
∂u
− (γ−1)(2)χ(2)
)
φ(2)
− (Ω−1)′ ∂
∂u
φ(2) + (γ−1χ)′φ(2)
=F ′ − (Ω−1)′ ∂
∂u
φ(2) + (γ−1χ)′φ(2)
=F ′ − (Ω
−1)′
(Ω−1)(1)
(∇4)(1)φ(2) + (Ω
−1)′
(Ω−1)(1)
(γ−1χ)(1)φ(2) + (γ−1χ)′φ(2).
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For the ∇3 equations, we write in coordinates
∇3φA1...Ar =Ω−1
∂
∂u
φA1...Ar + Ω
−1bB
∂
∂θB
φA1...Ar
− (γ−1)CDχ
AiD
φA1...AˆiC...Ar + Ω
−1 ∂b
B
∂θAi
φA1...AˆiC...Ar .
We derive the difference equations as before. However, e3 in the respective spacetimes are
not parallel to each other and we therefore have extra terms.
(∇3)(1)φ′
=
(
(Ω−1)(1)
∂
∂u
+ (Ω−1)(1)b(1)
∂
∂θ
− (γ−1)(1)χ(1) + (Ω−1)(1)∂b
(1)
∂θ
)(
φ(1) − φ(2))
=
(
(Ω−1)(1)
∂
∂u
+ (Ω−1)(1)b(1)
∂
∂θ
− (γ−1)(1)χ(1) + (Ω−1)(1)∂b
(1)
∂θ
)
φ(1)
−
(
(Ω−1)(2)
∂
∂u
+ (Ω−1)(2)b(2)
∂
∂θ
− (γ−1)(2)χ(2) + (Ω−1)(2)∂b
(2)
∂θ
)
φ(2)
− (Ω−1)′ ∂
∂u
φ(2) + (γ−1χ)′φ(2) − (Ω−1b)′ ∂
∂θ
φ(2) − (Ω−1 ∂b
∂θ
)′φ(2)
=G′ − (Ω
−1)′
(Ω−1)(1)
∇(1)3 φ(1) − (Ω−1)(2)b′
∂
∂θ
φ(2) − (Ω−1)(2)∂b
′
∂θ
φ(2)
+
(Ω−1)′
(Ω−1)(1)
(γ−1χ)(1)φ(1) + (γ−1χ)′φ(2).

This, together with the commutation estimates in Proposition 12, gives the following
estimates for (∇iφ)′.
Proposition 51. Suppose ∇4φ = F . Then
∇4(∇iφ)′ ∼
∑
i1+i2+i3=i
(∇i1(η, η)i2∇i3F )′ +
∑
i1+i2+i3+i4=i
(∇i1(η, η)i2∇i3χ∇i4φ)′
+ (Ω−1)′
( ∑
i1+i2+i3=i
∇i1(η, η)i2∇i3F +
∑
i1+i2+i3+i4=i
∇i1(η, η)i2∇i3χ∇i4φ
)
+ (γ−1χ)′∇iφ.
Similarly, suppose ∇3φ = G. Then
∇3(∇iφ)′ ∼
∑
i1+i2+i3=i
(∇i1(η, η)i2∇i3G)′ +
∑
i1+i2+i3+i4=i
(∇i1(η, η)i2∇i3χ∇i4φ)′
+ (Ω−1)′
( ∑
i1+i2+i3=i
∇i1(η, η)i2∇i3G+
∑
i1+i2+i3+i4=i
∇i1(η, η)i2∇i3χ∇i4φ
)
+ b′∇i+1φ+ ((γ−1χ)′ + ∂b
′
∂θ
)∇iφ.
Proof. According to the already established estimates, we have 1
2
≤ Ω ≤ 2. The result now
follows directly from Propositions 12 and 50. 
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We now use Propositions 7 and 51 to obtain estimates from a transport equation.
Proposition 52. Suppose ∇4φ = F . Then∑
i≤1
||∇iφ′||L2(Su,u)
≤
∑
i≤1
||∇iφ′||L2(Su,0) + C
∫ u
0
∑
i≤1
||(∇iF )′||L2(Su,u′ )du′
+ Cδ
1
2 (O′′ + O˜′ +O′)(
∑
i≤1
sup
u′≤u
(||∇iF ||L2(Su,u′ ) + ||∇iφ||L2(Su,u′ ))).
Similarly, suppose ∇3φ = G. Then∑
i≤1
||∇iφ′||L2(Su,u)
≤
∑
i≤1
||∇iφ′||L2(S0,u) + C
∫ u
0
∑
i≤1
||(∇iG)′||L2(Su,u′ )du′
+ Cδ
1
2 (O′′ + O˜′ +O′)(
∑
i≤1
sup
u′≤u
(||∇iG||L2(Su,u′ ) + ||∇iφ||L2(Su,u′ ))).
Proof. We use the pointwise estimates for γ′, Ω′ and b′ proved in the last section.
By Propositions 42, it suffices to estimate∑
i≤1
||(∇iφ)′||L2(Su,u)
since the difference can be estimated by∑
i≤1
||(∇iφ)′ −∇(φ′)||L2(Su,u) ≤ C(O′′ + O˜′)(||∇φ||L4(Su,u) + ||φ||L∞(Su,u)).
We can estimate ||(∇iφ)′||L2(Su,u) using Proposition 7 and the equation in Proposition 51.
Recall the formula in Proposition 51
∇4(∇iφ)′ ∼
∑
i1+i2+i3=i
(∇i1(η, η)i2∇i3F )′ +
∑
i1+i2+i3+i4=i
(∇i1(η, η)i2∇i3χ∇i4φ)′
+ (Ω−1)′
( ∑
i1+i2+i3=i
∇i1(η, η)i2∇i3F +
∑
i1+i2+i3+i4=i
∇i1(η, η)i2∇i3χ∇i4φ
)
+ (γ−1χ)′∇iφ.
We estimate term by term:∫ u
0
∑
i1+i2+i3≤1
||(∇i1(η, η)i2∇i3F )′||L2(Su,u′ )du′
≤C
∫ u
0
(
∑
i1≤1
||(η, η)||i1L∞(Su,u′ ))
∑
i2≤1
||(∇i2F )′||L2(Su,u′ )du′
≤C
∑
i≤1
||(∇iF )′||L1uL2(Su,u).
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The second term can be estimated by∫ u
0
∑
i1+i2+i3≤1
||(∇i1(η, η)i2∇i3χ∇i4φ)′||L2(Su,u′ )du′
≤C
∫ u
0
(
∑
i1≤1
∑
i2≤2
||∇i1(η, η, trχ, χˆ)||i2L∞(Su,u′ ))
∑
i3≤1
||(∇i3φ)′||L2(Su,u′ )du′
+ C
∫ u
0
(
∑
i1≤1
||∇i1(η′, η′, trχ′, χˆ′)||L2(Su,u′ ))
× (
∑
i2≤1
∑
i3≤1
||∇i1(η, η, trχ, χˆ)||i3L∞(Su,u′ ))(
∑
i4≤1
||∇i4φ||L2(Su,u′ ))du′
≤C
∑
i≤1
||(∇iφ)′||L1uL2(Su,u) + Cδ
1
2 (O′′ + O˜′ +O′)(||∇φ||L2(Su,u) + ||φ||L∞(Su,u)).
The third term is easier to estimate since by Proposition 36, (Ω−1)′ can be estimated in L∞:∫ u
0
∑
i1+i2+i3≤1
||(Ω−1)′ (∇i1(η, η)i2∇i3F +∇i1(η, η)i2∇i3χ∇i4φ) ||L2(Su,u′ )du′
≤Cδ 12 (O′′ + O˜′)(
∑
i≤1
sup
u′≤u
||∇iF ||L2(Su,u′ ) +
∑
i≤1
sup
u′≤u
||∇iφ||L2(Su,u′ )).
The fourth term can be controlled in the same way as the third term, since (γ−1χ)′ can be
estimated in L2uL
∞: ∫ u
0
∑
i≤1
||(γ−1χ)′∇iφ||L2(Su,u′ )du′
≤Cδ 12 (O′′ + O˜′)(
∑
i≤1
sup
u′≤u
||∇iφ||L2(Su,u′ )).
Putting all these estimates together using Proposition 7, we have∑
i≤1
||∇iφ′||L2(Su,u)
≤
∑
i≤1
||∇iφ′||L2(S0,u) + C
∑
i≤1
||(∇iF )′||L1uL2(Su,u) + Cδ||∇iφ′||L2uL2(Su,u)
+ Cδ
1
2 (O′′ + O˜′ +O′)(
∑
i≤2
sup
u′≤u
(||∇iF ||L2(Su,u′ ) + ||∇iφ||L2(Su,u′ ))).
Take δ to be sufficiently small depending only on C but not a, we can absorb the third term
to the left hand side to get∑
i≤1
||∇iφ′||L2(Su,u)
≤
∑
i≤1
||∇iφ′||L2(S0,u) + C
∑
i≤1
||(∇iF )′||L1uL2(Su,u)
+ Cδ
1
2 (O′′ + O˜′ +O′)(
∑
i≤2
sup
u′≤u
(||∇iF ||L2(Su,u′ ) + ||∇iφ||L2(Su,u′ ))).
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The proof for the ∇3 equation is analogous. 
5.4. Estimates for the Ricci Coefficient Difference. The results of the previous Sub-
section can now be used to estimate the norm O′ in terms of R′.
In this Subsection and the subsequent Section 5.5, in order to simplify notation, we will
omit the superindices (1) and (2) in all the background quantities, for example, ∇3,∇,Ω, β...
Proposition 53. There exists δ and C depending only on the a priori estimates in Theorem
4 (but independent of a) such that
O′ ≤ Ca+ Cδ 12R′ + Cδ 12 O˜′.
Proof. We control O′ using the null structure equations. First, we consider the Ricci coeffi-
cients trχ, χˆ, η. They all satisfy ∇3 equations of the form
∇3ψ = ψψ + Ψ
such that χˆ, ω do not appear in the ψ terms on the right hand side; and that β does not
appear as Ψ. This is important because χˆ′ and ω′ cannot be controlled by CO′ in the L2(S)
norms and β′ cannot be controlled by CR′ in L2(H). In order to estimate ψ using this
equation, we need to estimate the curvature term:∑
i≤1
||(∇iΨ)′||L1uL2(S) ≤ Cδ
1
2 (O′′ + O˜′) + Cδ 12R′.
and the nonlinear terms:∑
i≤1
||(∇i(ψψ))′||L1uL2(Su,u)
≤Cδ 12 (O′′ + O˜′) + Cδ 12
∑
i1+i2≤1
sup
u′≤u
||γ′∇i1ψ∇i2ψ||L2(Su′,u)
+ Cδ
1
2
∑
i1+i2≤1
sup
u′≤u
||∇i1ψ∇i2ψ′||L2(Su′,u)
≤Cδ 12 (O′′ + O˜′ +O′).
By Proposition 52, we thus have∑
i≤1
sup
u
||∇i(trχ′, χˆ′, η′)||L2(Su,u)
≤
∑
i≤1
||∇i(trχ′, χˆ′, η′)||L2(S0,u) + Cδ
1
2 sup
u
(O′′u + O˜′u +O′) + Cδ
1
2R′
≤a+ Cδ 12 (O′′ + O˜′ +O′) + Cδ 12R′.
(64)
We now consider the equation for ω, which schematically looks like
∇3ω = ωψ + χˆψ + ψψ + ρˇ,
where ψ 6= χˆ, ω are the good components as above. The term ψ′ω or ψ′χˆ can be estimated
since ψ′ can be put in an appropriate Lp(S) norm and be controlled by CO′. However, the
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most difficult terms are ω′ψ and χˆ′ψ since ω′ and χˆ′ cannot be bounded in L1uL
p(S) by CO′.
Thus, by Proposition 52, we have∑
i≤1
||∇iω′||L2(Su,u)
≤C
∑
i≤1
||∇iω′||L2(S0,u) + C
∑
i1+i2≤1
||∇i1ψ∇i2(χˆ′, ω′)||L1uLp(Su,u) + Cδ
1
2R′ + Cδ 12 (O′′ + O˜′ +O′).
Since this holds for every u, we can integrate in L2 in u to get∑
i≤1
||∇iω′||L2uL2(Su,u)
≤C
∑
i≤1
||∇iω′||L2uL2(S0,u) +
∫ u
0
||∇i1ψ∇i2(χˆ′, ω′)||L2uL2(Su′,u)du′ + CR′ + Cδ
1
2 (O′′ + O˜′ +O′)
≤a+ CR′ + Cδ 12 (O′′ + O˜′ +O′),
(65)
since we can control ∇iω′ by CO′ after integrating along the u direction. We can estimate
χˆ in a similar manner as ω. χˆ satisfies
∇3χˆ = ψψ + ψχˆ+∇η,
where ψ 6= χˆ, ω. Putting ∇η in the O˜′ norm and using already obtained estimates, we have∑
i≤1
||∇iχˆ′||L2(Su,u)
≤C
∑
i≤1
||∇iχˆ′||L2(S0,u) + C
∑
i1+i2≤1
||∇i1ψ∇i2χˆ′||L1uL2(Su,u) + Cδ
1
2 (O′′ + O˜′ +O′).
As for ω′, we now integrate in L2 in u to get∑
i≤1
||∇iχˆ′||L2uL2(Su,u)
≤
∑
i≤1
||∇iχˆ′||L2uL2(S0,u) + C
∫ u
0
||∇i1ψ∇i2χˆ′||L2uL2(Su′,u)du′ + Cδ
1
2 (O′′ + O˜′ +O′)
≤a+ Cδ 12 (O′′ + O˜′ +O′).
(66)
It remains to consider trχ, η, ω. They satisfy ∇4 equations of the form:
∇4ψ = ψψ + Ψ,
where ψ can be any Ricci coefficients and Ψ can be any curvature components 6= α, α, i.e.,
all the Ψ terms can be controlled in L2(H) by R′. Moreover, since we are now integrating
in u, all terms ψ′ can be estimated by CO′. By Proposition 52, we have∑
i≤1
||∇i(trχ′, η′, ω′)||L2(Su,u) ≤
∑
i≤1
||∇i(trχ′, η′, ω′)||L2(S0,u) + CR′ + C
∫ u
0
O′du′.
Therefore, ∑
i≤1
||∇i(trχ′, η′, ω′)||L2(Su,u) ≤ a+ Cδ
1
2R′ + Cδ 12 (sup
u
O′′ + O˜′ +O′).
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Using O′′ ≤ C(O˜′ +O′) and all the above estimates, we have
O′ ≤ Ca+ Cδ 12R′ + Cδ 12 (O˜′ +O′).
By choosing δ sufficiently small so that Cδ
1
2 ≤ 1
2
, we have
O′ ≤ Ca+ Cδ 12R′ + Cδ 12 O˜′.
Notice that in particular δ and C depend only on the a priori estimates from Theorem 4 and
are independent of a. 
We now move on to estimate O˜′ by R′. Recall from Propositions 19 and 20 that O˜ was
controlled using a combination of transport equations for Θ and Hodge systems. The norm
O˜′ can be dealt with in a similar fashion. In order to perform this scheme, we need show
that as was with the case of the norm O˜ where we controlled ∇ψ from Θ, the difference ψ′
satisfies elliptic equations with Θ′ as a source. This is given by the following Proposition:
Proposition 54. Let φ be a (0, r)-tensorfield. Suppose
div φ = f, curl φ = g, tr φ = h
on each of the spacetimes. Then
div φ′ ∼ f ′ + (γ−1)′∇φ+ Γ′φ,
curl φ′ ∼ g′ + (/ )′∇φ,
tr φ′ ∼ h′ + (γ−1)′φ.
Proof. This is a straightforward coordinate computation. 
Based on the estimates we have on γ′, (γ−1)′ and Γ′, and using the estimates in Proposition
14, we have
Proposition 55. Let φ(1) and φ(2) be totally symmetric r + 1 covariant tensorfields on 2-
spheres (S2, γ(1)), (S2, γ(2)) respectively satisfying
div φ(i) = f (i), curl φ(i) = g(i), trφ(i) = h(i),
for i = 1, 2. Then
||∇2φ′||L2(S) ≤Ca
∑
i≤1
(||∇if ||L2(S) + ||∇ig||L2(S) + ||∇ih||L2(S) + ||φ||L2(S))
+ C
∑
i≤1
(||∇if ′||L2(S) + ||∇ig′||L2(S) + ||∇ih′||L2(S) + ||φ′||L2(S))
Proof. This is a direct consequence of Propositions 54 and 14. 
We can now begin to estimate O˜′. First, we define Θ′ and derive estimates for Θ′ using
transport equations. Let Θ′ denote (∇trχ)′, (∇trχ)′, µ′, µ′, κ′, κ′. We have the following
estimates:
Proposition 56.∑
i≤1
||∇i(∇trχ′,∇trχ′, µ′, µ′)||L2(Su,u) ≤ Ca+ Cδ
1
2 (O˜′ +R′).
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Proof. From the proof of Proposition 20, we know that each of ∇trχ,∇trχ, µ, µ satisfies
either
∇3Θ = ψ∇ψH + ψψψ + ψΨH ,
or
∇4Θ = ψ∇ψH + ψψψ + ψΨH ,
where as in Section 4.8, we use the notation ψH ∈ {trχ, χˆ, η, η, ω, trχ}, ψH ∈ {trχ, η, η, ω, trχ, χˆ},
ΨH ∈ {β, ρ, σ, β} and ΨH ∈ {ρ, σ, β, α}.
We focus on those Θ’s satisfying the ∇4 equation. The other case can be treated analo-
gously. By Proposition 52, we need to control∑
i≤1
||(∇i(ψ∇ψH + ψψψ + ψΨH))′||L1uL2(Su,u),
∑
i≤1
||∇i(ψ∇ψH + ψψψ + ψΨH)||L2(Su,u),
and ∑
i≤1
||∇iΘ||L2(Su,u).
We first estimate the ′ terms. Among those we first look at the term with two derivatives
on the Ricci coefficient. We have, using Proposition 53,
||(ψ∇2ψH)′||L1uL2(Su,u) ≤ CO˜′+C||ψ′||L1uL∞(Su,u) +Cδ
1
2 ||∇2ψ′H ||L2uL2(Su,u) ≤ C(a+ O˜′+ δ
1
2R′).
The other term with Ricci coefficients can be estimated by O′ and thus by Proposition 53:∑
i1+i2≤1
||(ψi1∇i2ψ∇ψ)′||L1uL2(Su,u) ≤ C(a+ δ
1
2R′ + δ 12 O˜′).
We then move to the term with the curvature components:∑
i1+i2+i3≤1
||(ψi1∇i2ψ∇i3ΨH)′||L1uL2(Su,u)
≤C(a+ δ 12R′ + δ 12 O˜′) + Cδ 12
∑
i≤1
||∇iΨ′H ||L2uL2(Su,u)
≤C(a+ δ 12R′ + δ 12 O˜′).
The terms without ′ can be estimated using the a priori estimates in Theorem 4:∑
i≤1
(||∇i(ψ∇ψH + ψψψ + ψΨH)||L2(Su,u) + ||∇iΘ||L2(Su,u)) ≤ C.
Thus, by Proposition 52, we have∑
i≤1
||∇i(∇trχ′,∇trχ′, µ′, µ′)||L2(Su,u) ≤ Ca+ Cδ
1
2 (O˜′ +R′).

We now consider the difference quantities κ′ and κ′. As in Proposition 22, they will only
satisfy L2(Hu) and L
2(Hu) estimates. As in the proof of Proposition 22, in what follows, we
allow ψ also to be ω† and ω†.
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Proposition 57. ∑
i≤1
||∇iκ′||L2(Hu) ≤ Cδ
1
2 (a+ O˜′ +R′),
∑
i≤1
||∇iκ′||L2(Hu) ≤ Cδ
1
2 (a+ O˜′ +R′).
Proof. Recall equations (47) and (48):
∇3κ = ψ∇ψ + ψψψ + ψΨ,
or
∇4κ = ψ∇ψ + ψψψ + ψΨ.
We focus on κ. As κ is easier. The only terms that are new compared to the proof of
Proposition 56 ∑
i≤1
||∇i(ψβ)′||L1uL2(Su,u) and
∑
i≤2
||∇i(χˆ′, ω′)||L1uL2(Su,u).
Thus using the estimates in the proof of Proposition 56, we have∑
i≤1
||∇iκ′||L2(Su,u) ≤ Ca+Cδ
1
2 (O˜′+R)+Cδ 12 (
∑
i≤1
||∇iβ′||L2uL2(Su,u)+
∑
i≤2
||∇i(χˆ′, ω′)||L2uL2(Su,u)).
Integrating over u in L2, we get∑
i≤1
||∇iκ′||L2(Hu)
≤Cδ 12a+ Cδ(O˜′ +R′) + Cδ 12 (
∑
i≤1
||∇iβ′||L2uL2uL2(Su,u) +
∑
i≤2
||∇i(χˆ′, ω′)||L2uL2uL2(Su,u)).
Thus, using the definition of the norms O˜′ and R′,∑
i≤1
||∇iκ′||L2(Hu) ≤ Cδ
1
2a+ Cδ(O˜′ +R′).
Similarly ∑
i≤1
||∇iκ′||L2(Hu) ≤ Cδ
1
2a+ Cδ(O˜′ +R′).

We use Propositions 56 and 57 and elliptic estimates to derive all the estimates for ∇2ψ′.
Proposition 58.
O˜′ ≤ Ca+ CR′.
Proof. We will first prove
sup
u
||∇2(χˆ′, ω′, η′, η′)||L2(Hu) + sup
u
||∇2(χˆ′, ω′, η′, η′)||L2(Hu) ≤ Ca+ Cδ
1
2 O˜′ + CR′.
We have the following div-curl systems:
div (χˆ, η, η) = (∇trχ, µ) + ψψ + (β, ρ, σ),
curl (χˆ, η, η) = (∇trχ, µ) + ψψ + (β, ρ, σ),
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and
div (χˆ, η, η) = (∇trχ, µ) +
∑
ψ 6=χˆ,ω
ψψ + (ρˇ, σˇ, β),
curl (χˆ, η, η) = (∇trχ, µ) +
∑
ψ 6=χˆ,ω
ψψ + (ρˇ, σˇ, β);
as well as the div-curl system
div (∇ω,∇ω†) = ∇κ+ ψψ + (β, ρ, σ),
curl (∇ω,∇ω†) = ∇κ+ ψψ + (β, ρ, σ),
and
div (∇ω,∇ω†) = ∇κ+
∑
ψ 6=χˆ,ω
ψψ + (ρˇ, σˇ, β),
curl (∇ω,∇ω†) = ∇κ+
∑
ψ 6=χˆ,ω
ψψ + (ρˇ, σˇ, β).
By Proposition 55, we need to control the terms involving Θ
sup
u
∑
i≤1
||∇i(∇trχ′, µ′, κ′)||L2(Hu) + sup
u
∑
i≤1
||∇i(∇trχ′, µ′, κ′)||L2(Hu),
the curvature terms
sup
u
∑
i≤1
||∇i(β′, ρ′, σ′)||L2(Hu) + sup
u
||∇i(ρˇ′, σˇ′, β′)||L2(Hu)
and the lower order terms involving the Ricci coefficients∑
i≤1
||∇i(ψ′ψ)||L2(Hu) +
∑
i≤1
∑
ψ 6=χˆ,ω
||∇i(ψ′ψ)||L2(Hu).
The terms involving Θ are controlled by the estimates in Proposition 56 by
Cδ
1
2 (a+ O˜′ +R′).
The curvature terms can be estimated using the definition of R′ by
CR′.
The remaining terms can be bounded by∑
i≤1
||∇i(ψ′ψ)||L2(Hu)
≤C(||ψ′||L∞(Su,u)
∑
i≤1
||∇iψ||L2(Su,u) +
∑
i≤1
||∇iψ′||L2(Su,u)||∇i2ψ||L∞(Su,u))
≤Ca+ Cδ 12 O˜′ + Cδ 12R′.
Thus we have
sup
u
||∇2(χˆ′, ω′, η′, η′)||L2(Hu) + sup
u
||∇2(χˆ′, ω′, η′, η′)||L2(Hub) ≤ Ca+ Cδ
1
2 O˜′ + CR′.
Therefore, together with the estimates for ∇2trχ′ and ∇2trχ′ in Proposition 56, we have
O˜ ≤ Ca+ Cδ 12 O˜′ + CR′.
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By choosing δ sufficiently small depending on C so that Cδ
1
2 , we have
O˜ ≤ Ca+ CR′.
Notice that C and δ depend only on the a priori estimates in Theorem 4 and are both
independent of a. 
5.5. Estimates for the Curvature Difference. In order to finish the proof of Theorem
5, we need to estimate R′ by Ca. This will be proved using an energy-type estimate. As
in the bounds for the curvature components themselves, we will derive the energy estimates
directly from the Bianchi equations without using the Bel Robinson tensor. This method
is especially useful in controlling the difference of the curvature components since these
difference quantities do not arise from a Weyl field with respect to either of the background
spacetime metrics.
Proposition 59.
∑
i≤1
 ∑
Ψ∈{β,ρ,σ,β}
∫
Hu
(∇iΨ′)2 +
∑
Ψˇ∈{ρˇ,σˇ,β,α}
∫
Hu
(∇iΨ′)2

≤Ca2 + Cδ(R′)2 + C||(KΨ)′||2L2uL2uL2(S)
+ C
∑
i1+i2+i3≤1
||(ψi1∇i2ψ∇i3Ψ)′||2L2uL2uL2(S) +
∑
i1+i2+i3≤2
||(ψi1∇i2ψ∇i3ψ)′||2L2uL2uL2(S).
Proof. The energy estimates for the curvature difference follows from the difference Bianchi
equations. Once these are derived, the energy estimates will be obtained as in Section 4
by integration by parts in appropriate subsets of the difference Bianchi system. In the
proof below, we concentrate on the most difficult case which involves renormalized curvature
components. The estimates for the other components can be derived in a similar fashion.
Recall that
∇3β + trχβ = ∇ρ+ 2ωβ +∗ ∇σ + 2χˆ · β + 3(ηρ+∗ ησ),
∇4σ + 3
2
trχσ = −div ∗β + 1
2
χˆ ·∗ α− ζ ·∗ β − 2η ·∗ β,
∇4ρ+ 3
2
trχρ = div β − 1
2
χˆ · α + ζ · β + 2η · β,
As before, we renormalize the equations. Define
σˇ := σ +
1
2
χˆ ∧ χˆ,
ρˇ := ρ− 1
2
χˆ · χˆ.
Schematically, we have
∇3β = ∇ρˇ+∗ ∇σˇ + ψ∇ψ + ψΨ + ψψψ,
∇4σˇ = −div ∗β + ψ∇ψ + ψΨ + ψψψ,
∇4ρˇ = div β + ψ∇ψ + ψΨ + ψψψ.
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From these we can derive equations for β′, σ′ and ρˇ′. By Proposition 50,
∇3β′ = (∇3β)′ + (Ω
−1)′
Ω−1
∇3β + Ω−1(bA)′∇ ∂
∂θA
β + Ω−1(γ−1χ)′β + Ω−1bΓ′β,
∇4σˇ = (∇4σˇ)′ + (Ω
−1)′
Ω−1
∇4σˇ + Ω−1(γ−1χ)′σˇ,
∇4ρˇ = (∇4ρˇ)′ + (Ω
−1)′
Ω−1
∇4ρˇ+ Ω−1(γ−1χ)′ρˇ.
Moreover, we can write schematically
(∇(ρˇ, σˇ))′ = ∇(ρˇ′, σˇ′) + Γ′(ρˇ, σˇ)
(div β)′ = div β′ + γ′∇β + Γ′β.
Therefore,
∇3β′ = ∇ρˇ′ +∗ ∇σˇ′ + (ψ∇ψ + ψΨ + ψψψ)′ + Fβ,
∇4σˇ′ = −div ∗β′ + (ψ∇ψ + ψΨ + ψψψ)′ + Fσˇ,
∇4ρˇ′ = div β′ + (ψ∇ψ + ψΨ + ψψψ)′ + Fρˇ,
where Fβ, Fσˇ and Fρˇ satisfy the bound∑
i≤1
||∇iF ||L2uL2uL2(S) ≤ Cδ
1
2 (a+R′).
Therefore, multiplying the first equation by β′, integrating by parts and using the other
equations, we have∫
Hu
|β′|2 +
∫
Hu
(|ρˇ′|2 + |σˇ′|2)
≤Ca2 + ||(β′, ρˇ′, σ′)(ψ∇ψ + ψΨ + ψψψ)′||L1uL1uL1(S) + ||(β′, ρˇ′, σ′)Fβ,ρˇ,σˇ||L1uL1uL1(S)
≤Ca2 + ||(β′, ρˇ′, σ′)||L2uL2uL2(S) + ||(ψ∇ψ + ψΨ + ψψψ)′||2L2uL2uL2(S) + +||F ||2L2uL2uL2(S)
≤Ca2 + Cδ(R′)2 + ||(ψ∇ψ + ψΨ + ψψψ)′||2L2uL2uL2(S).
We now look at the equation the first covariant angular derivative for the curvature compo-
nents:
∇3∇β = ∇2ρˇ+∗ ∇2σˇ +K(ρˇ, σˇ) + ψ2∇Ψ +∇ψΨ + ψ∇Ψ + ψ∇2ψ + ψ2∇ψ + ψ4,
∇4∇σˇ = −div ∗∇β +Kβ + ψ2∇Ψ +∇ψΨ + ψ∇Ψ + ψ∇2ψ + ψ2∇ψ + ψ4,
∇4∇ρˇ = div ∇β +Kβ + ψ2∇Ψ +∇ψΨ + ψ∇Ψ + ψ∇2ψ + ψ2∇ψ + ψ4.
A similar argument as before involving writing the equations for ∇(β′, ρˇ′, σˇ′) and integrating
by parts yield∫
Hu
|∇β′|2 +
∫
Hu
(|∇ρˇ′|2 + |∇σˇ′|2)
≤Ca2 + Cδ(R′)2
+ ||(KΨ + ψ2∇Ψ +∇ψΨ + ψ∇Ψ + ψ∇2ψ + (∇ψ)2 + ψ2∇ψ + ψ4)′||2L2uL2uL2(S).

From this one can conclude
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Proposition 60.
R′ ≤ Ca.
Proof. By the previous Proposition, we need to estimate
||(KΨ)′||2L2uL2uL2(S),∑
i1+i2+i3≤1
||(ψi1∇i2ψ∇i3Ψ)′||2L2uL2uL2(S),∑
i1+i2+i3≤2
||(ψi1∇i2ψ∇i3ψ)′||2L2uL2uL2(S)
By Proposition 46 and the definition of the normR′ and the a priori estimates from Theorem
4, we have
||(KΨ)′||2L2uL2uL2(S) ≤ ||K ′Ψ||2L2uL2uL2(S) + ||KΨ′||2L2uL2uL2(S) ≤ Cδ2(R′)2.
To estimate the remaining terms, we will repeatedly invoke Proposition 42 to exchange (∇Ψ)′
and ∇(Ψ′) (or (∇ψ)′ and ∇(ψ′) etc.), at the expense of an error term δ2(R′)2.∑
i1+i2+i3≤1
||(ψi1∇i2ψ∇i3Ψ)′||2L2uL2uL2(S)
≤Cδ2(R′)2 + C(
∑
i1≤1
∑
i2≤2
||∇i1ψ||i2L∞u L∞u L∞(S))
2(
∑
i3≤1
||∇i3Ψ′||2L2uL2uL2(S))
+ C(
∑
i1≤1
||∇i1ψ||2L∞u L∞u L∞(S))(
∑
i2≤1
||∇i3Ψ||2L2uL2uL4(S))(
∑
i3≤1
||∇i1ψ′||2L∞u L∞u L4(S))
≤Cδ(a2 + (R′)2),
where the second term is estimated by Theorem 4 and the definition of R′; and the last term
is estimated by Theorem 4 and Proposition 53. Finally, we estimate using Theorem 4 and
Proposition 53 ∑
i1+i2+i3≤1
||(ψi1∇i2ψ∇i3ψ)′||2L2uL2uL2(S)
≤Cδ2(R′)2 + C(
∑
i1≤1
∑
i2≤2
||∇i1ψ||i2L∞u L∞u L∞(S))
2(
∑
i3≤2
||∇i3ψ′||2L2uL2uL2(S))
≤Cδ(a2 + (R′)2),
Putting these together, we have
(R′)2 ≤ Ca2 + Cδ(R′)2.
The conclusion follows by choosing δ sufficiently small depending only on C. 
This implies all the quantities that we have estimated in this section can be estimated by
Ca:
Proposition 61.
||g′||L∞u L∞u L∞(S), ||
∂
∂θ
g′||L∞u L∞u L4(S), ||
∂2
∂θ2
g′||L∞u L∞u L2(S),O′, O˜′,R′ ≤ Ca.
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Proof. This is a direct consequence of Propositions 36, 37, 39, 43, 44, 45, 49, 53, 56, 58 and
60. 
This concludes the proof of Theorem 5.
5.6. Additional Estimates on the Difference of the Metrics. In this Subsection, we
derive some additional estimates on the difference of the metrics. They follow directly from
the bounds already derived. This will be used in Section 5.7 to show that the limiting
spacetime metric is in the space asserted in Theorem 6 and satisfies the Einstein equations.
Proposition 62.
|| ∂
∂u
(γ′,Ω′, b′)||L4(Su,u) ≤ Ca.
Proof. γ satisfies a transport equation in the L direction:
L/ Lγ = 2Ωχ.
From this we can derive an equation for γ′:
∂
∂u
γ′ = −bA ∂
∂θA
γ′ − (bA)′ ∂
∂θA
γ + 2(Ωχ)′.
Estimating the right hand side using Proposition 61, we have
|| ∂
∂u
γ′||L4(Su,u) ≤ Ca.
Ω also satisfies a transport equation in the L direction:
ω = −1
2
∇3 log Ω = 1
2
Ω∇3Ω−1 = 1
2
(
∂
∂u
+ bA
∂
∂θA
)Ω−1.
As for γ′, we can derive an equation for ∂
∂u
(Ω−1)′. By direct estimates using Proposition 61,
we have
|| ∂
∂u
Ω′||L4(Su,u) ≤ Ca.
Finally, we move to ∂
∂u
b′. b does not satisfy a transport equation. We therefore resort to the
equation
∂bA
∂u
= −4Ω2ζA.
Applying ∂
∂u
, we get
∂2bA
∂u∂u
= −4 ∂
∂u
(Ω2ζA).
Since (b′)A = 0 on H0,
∂b′
∂u
= 0 on H0. Thus
|| ∂
∂u
b′||L4(Su,u) ≤ C
∫ u
0
|| ∂
∂u
(Ω2ζA)′||L4(Su,u′ )du′.
By Proposition 61, the right hand side ≤ Ca. 
Proposition 63.
|| ∂
2
∂u2
(γ′,Ω′, b′)||L2(Su,u) ≤ Ca.
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Proof. We prove this Proposition by taking an extra ∂
∂u
derivative of the equations in the
proof of Proposition 62. By
L/ Lγ = 2Ωχ,
we have
∂2
∂u2
γ = 2
∂
∂u
(Ωχ)− ∂
∂u
(bA
∂
∂θA
γ).
Notice that
Ω
∂
∂u
χ = ∇3χ− χχ.
Thus using the null structure equation for ∇3χ, and estimating directly, we get
|| ∂
2
∂u2
γ′||L2(Su,u) ≤ Ca.
To estimate ∂
2
∂u2
Ω, we use
ω =
1
2
(
∂
∂u
+ bA
∂
∂θA
)Ω−1.
Differentiating with respect to ∂
∂u
, using the estimates for ∂
∂u
bA and the null structure equa-
tion for ∇3ω, we get
|| ∂
2
∂u2
Ω′||L2(Su,u) ≤ Ca.
Finally, differentiating
∂bA
∂u
= −4Ω2ζA
twice in the u direction, we get
∂3bA
∂u∂u2
= −4 ∂
2
∂u2
(Ω2ζA).
Using the null structure equations as well as the Bianchi equation for ∇3β, we see that all
the terms on the right hand side can be bounded in L2(Su,u). Thus we can integrate to get
|| ∂
2
∂u2
b′||L2(Su,u) ≤ Ca.

It is also possible to prove estimates for the mixed second derivatives
Proposition 64.
|| ∂
2
∂u∂θA
(γ′,Ω′, b′)||L2(Su,u) ≤ Ca.
Proof. This can be proved in a similar way as Proposition 62, taking ∂
∂θA
instead of ∂
∂u
derivative. 
On the other hand, u derivatives can only be taken once and can only be estimated after
taking the Lp0u norm:
Proposition 65.
|| ∂
∂u
(γ′,Ω′, b′)||Lp0u L∞(Su,u) ≤ Ca.
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Proof. We can directly estimate the right hand side of the equations
∂
∂u
γ′ = 2(Ωχ)′,
1
2
∂
∂u
(Ω−1)′ = ω′,
∂
∂u
(bA)′ = −4(Ω2ζA)′.

The mixed u and θ derivatives can also be estimates:
Proposition 66.
|| ∂
2
∂u∂θA
(γ′,Ω′, b′)||Lp0u L4(Su,u) ≤ Ca.
Proof. Take ∂
∂θA
derivatives of the equations
∂
∂u
γ′ = 2(Ωχ)′,
1
2
∂
∂u
(Ω−1)′ = ω′,
∂
∂u
(bA)′ = −4(Ω2ζA)′,
and apply the estimates in Proposition 61. 
Similarly for the mixed u and u derivatives:
Proposition 67.
|| ∂
2
∂u∂u
(γ′,Ω′, b′)||Lp0u L2(Su,u) ≤ Ca.
Proof. Take ∂
∂u
derivatives of the equations
∂
∂u
γ′ = 2(Ωχ)′,
1
2
∂
∂u
(Ω−1)′ = ω′,
∂
∂u
(bA)′ = −4(Ω2ζA)′,
and use the null structure equations. 
We do not have estimates for the second u derivatives of the metric, since they can only
be understood as measures even for the initial data. However, the following substitute is
useful in showing that the limit spacetime that we construct satisfies the Einstein equations,
in particular, Ruu = RAu = Ruu = 0.
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Proposition 68.
|| ∂
2
∂u2
(bA)′||Lp0u L∞(Su,u) ≤ Ca
and
|| ∂
∂u
((γ−1)AB
∂
∂u
γAB)
′||Lp0u L4(Su,u) ≤ Ca.
Proof. The first estimate follows directly from
∂
∂u
(bA)′ = −4(Ω2ζA)′
and the null structure equations.
For the second estimate, notice that in coordinates,
trχ = (γ−1)AB
∂
∂u
γAB.
Thus we want to estimate ∂
∂u
trχ′. Using the null structure equation
∇4trχ+ 1
2
(trχ)2 = −|χˆ|2 − 2ωtrχ,
we have
∂
∂u
trχ′ = (−Ω
2
(trχ)2 − Ω|χˆ|2 − 2Ωωtrχ)′.
The conclusion follows from estimating the right hand side directly using Proposition 61. 
5.7. The Limiting Spacetime Metric. In this Subsection, we prove Theorems 6 and 7.
We therefore assume that the conditions of Theorem 6 hold. Consider the sequence of metric
gn = −2(Ωn)2(du⊗ du+ du⊗ du) + (γn)AB(dθA − (bn)Adu)⊗ (dθB − (bn)Bdu).
By Proposition 61, γn, bn and Ωn converge uniformly to their limiting values γ∞, b∞ and
Ω∞ and are therefore continuous functions of (u, u, θ1, θ2) and define a continuous limiting
spacetime metric
g∞ = −2(Ω∞)2(du⊗ du+ du⊗ du) + (γ∞)AB(dθA − (b∞)Adu)⊗ (dθB − (b∞)Bdu). (67)
To complete the proof of Theorem 6, we need to demonstrate the desired regularity of the
limiting spacetime. This follows easily from the estimates in the previous Subsections.
Proposition 69.
(
∂
∂θ
gn,
∂
∂u
gn) converge to (
∂
∂θ
g∞,
∂
∂u
g∞) in L∞u L
∞
u L
4(S),
(
∂2
∂θ2
gn,
∂2
∂u∂θ
gn,
∂2
∂u2
gn) converge to
(
∂2
∂θ2
g∞,
∂2
∂u∂θ
g∞,
∂2
∂u2
g∞) in L∞u L
∞
u L
2(S),
(
∂
∂u
gn,
∂
∂u
((γ−1n )
AB ∂
∂u
(γn)AB)) converge to
(
∂
∂u
g∞,
∂
∂u
((γ−1∞ )
AB ∂
∂u
(γ∞)AB)) in L∞u L
p0
u L
∞(S),
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(
∂2
∂θ∂u
gn,
∂2
∂u∂u
gn,
∂2
∂u2
(bA)n) converge to
(
∂2
∂θ∂u
g∞,
∂2
∂u∂u
g∞,
∂2
∂u2
(bA)∞) in L∞u L
p0
u L
4(S).
Proof. That
∂
∂θ
gn,
∂
∂u
gn converge in L
∞
u L
∞
u L
4(S)
follows from Propositions 61 and 62 respectively.
That
∂2
∂θ2
gn,
∂2
∂u2
gn,
∂2
∂u∂θ
gn converge in L
∞
u L
∞
u L
2(S)
follows from Propositions 61, 63 and 64 respectively.
That
∂
∂u
gn,
∂
∂u
((γ−1n )
AB ∂
∂u
(γn)AB) converge in L
∞
u L
p0
u L
∞(S)
follows from Propositions 65 and 68 respectively.
That
∂2
∂θ∂u
gn,
∂2
∂u∂u
gn,
∂2
∂u2
(bA)n converge in L
∞
u L
p0
u L
4(S)
follows from Propositions 64, 5.6 and 68 respectively. 
Proposition 70.
∂
∂θ
g∞,
∂
∂u
g∞ ∈ C0uC0uL4(S),
∂2
∂θ2
g∞,
∂2
∂u∂θ
g∞,
∂2
∂u2
g∞ ∈ C0uC0uL2(S),
∂
∂u
g∞,
∂
∂u
((γ−1∞ )
AB ∂
∂u
(γ∞)AB) ∈ L∞u L∞u L∞(S),
∂2
∂θ∂u
g∞,
∂2
∂u∂u
g∞,
∂2
∂u2
(bA)∞ ∈ L∞u L∞u L4(S).
Proof. To prove the first two statements, notice that since gn are smooth, the convergence
in L∞u L
∞
u L
p(S) implies that the limit is in C0uC
0
uL
p(S).
For the latter two statements, we use the fact that for p0 <∞, if fn → f in Lp0 and fn is
uniformly bounded in L∞, then f ∈ L∞. 
Proposition 70 allows us to conclude that all first derivatives of g∞ can be defined and
belong to an appropriate space. These norms also allow us to conclude that the product of
any two first derivatives of the metric belongs to L∞u L
∞
u L
2(S). For the second derivatives,
Proposition 70 shows that all second derivatives of the metric except ∂
2
∂u2
(γ,Ω) are defined
as functions in L∞Lp0u L
2(S). The second derivative ∂
2
∂u2
(γ,Ω) is merely a distribution. As
we will see below, its definition is not necessary to make sense of the Einstein equations.
We now show that all components of the curvature for the limiting spacetime, except for
RuAuB, RuuuA and Ruuuu, can be defined at worst as functions in L
∞
u L
∞
u L
2(S). For this we
use the coordinate definition of the Riemann curvature tensor:
Rδσµν = gδρ(
∂
∂xµ
Γρνσ −
∂
∂xν
Γρµσ + Γ
ρ
µλΓ
λ
νσ − ΓρνλΓλµσ). (68)
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Proposition 71. In the limiting spacetime, all components of the Riemann curvature tensor,
defined by the coordinate expression (68) expect for RuAuB, RuuuA and Ruuuu, can be defined
as functions in L∞u L
∞
u L
2(S). Moreover, R(L,L, L, eA) and R(L,L, L, L) can be defined as
functions in L∞u L
∞
u L
2(S).
Proof. Using (68), it is easy to see that if δ, σ, µ, ν 6= u, the expression has at most one
u derivative. Thus, by the regularity properties of g∞, these components of the Riemann
curvature tensor are well-defined as L∞u L
∞
u L
2(S) functions.
In the case that exactly one of δ, σ, µ, ν is equal to u, we can assume, by the symmetry
properties of the Riemann curvature tensor, that δ = u. Then, the formula for the component
of the Riemann curvature tensor has at most one u derivative and by the regularity properties,
it is well-defined as L∞u L
∞
u L
2(S) functions. Notice, however, that strictly speaking, at the
level of regularity that we have, the symmetry properties of the Riemann curvature tensor
may not hold. Consider, for example, the component R12u1. Using the formula above, we
would have a term g1A(g
Aug12,u),u, which is not defined. However, the sum of all terms
containing two u derivatives is equal to the expression
g1α
∂
∂u
(guα
∂
∂u
g12).
which can be rearranged, up to terms with at most one u derivative, in the form
∂
∂u
(g1αg
uα ∂
∂u
g12).
This expression vanishes since g1αg
uα = 0. The above calculation is a reflection of the sym-
metry properties of the Riemann curvature tensor and provides an appropriate distributional
definition of Rσδµν for which the symmetry properties formally hold.
We have therefore shown that all components of curvature with the exception of RuAuB,
RuuuA and Ruuuu are defined as L
∞
u L
∞
u L
2(S) functions. However, replacing the double null
coordinate system (u, u, θ1, θ2) by the null frame (L,L, e1, e2), we can show that additional
components of curvature are defined as functions in L∞u L
∞
u L
2(S). To see this, we can write
R(L,L, L, eA) = RuuuA + b
BRuBuA,
and
R(L,L, L, L) = Ruuuu + b
BRuuuB + b
ARuAuu + b
AbBRuAuB = Ruuuu + 2b
ARuAuu + b
AbBRuAuB.
Note that
Ruuuu = −1
2
guu,uu + good terms = −1
2
bAbB(
∂
∂u
)2gAB + good terms,
RuuuA = −1
2
gAu,uu + good terms =
1
2
bB(
∂
∂u
)2gAB + good terms,
RuBuA = −1
2
gAB,uu + good terms,
where good terms denote terms with at most one u derivative. Therefore, the terms with
two u derivatives cancel in R(L,L, L,A) and R(L,L, L, L) and they can be defined as
L∞u L
∞
u L
2(S) functions. 
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We now verify that the limiting spacetime that we have constructed satisfies the vac-
uum Einstein equations in the sense that relative to the system of double null coordinates
(u, u, θ1, θ2),
Rµν = 0 in L
∞
u L
∞
u L
2(S).
For this, we use the coordinate definition of the Ricci curvature:
Rµν =
∂
∂xρ
Γρµν −
∂
∂xν
Γρρµ + Γ
ρ
ρλΓ
λ
µν − ΓρµλΓλρν .
Proposition 72. The limiting spacetime satisfies the vacuum Einstein equations in the sense
that relative to the system of double null coordinates (u, u, θ1, θ2),
Rµν = 0 in L
∞
u L
∞
u L
2(S).
.
Proof. Now, notice that with the metric given by (67), we have
(g−1∞ )
uu = (g−1∞ )
uu = (g−1∞ )
u1 = (g−1∞ )
u2 = 0.
Therefore, Γuµν does not contain a term with gµν,u. In other words, the expressions for
Ruu, RuA, RAB for A,B = 1, 2
do not contain two u derivatives. Therefore, we have
Ruu = RuA = RAB = 0
as functions in L∞u L
∞
u L
2(S). For the component Ruu, there are terms involving two u
derivatives of the metric. In particular, we have
Ruu =
∂
∂u
Γuuu −
∂
∂u
Γuuu −
∂
∂u
ΓAAu −
∂
∂u
Γuuu
+ terms involving at most one u derivative of the metric
=
−1
4Ω2
γABb
A ∂
2
∂u2
bB + terms involving at most one u derivative of the metric.
From this expression, we see that except for the second u derivatives of b, the terms in-
volving two u derivatives of the metric cancel. Recall from Proposition 70 that ∂
2
∂u2
bA is in
L∞u L
∞
u L
2(S). Thus we also have
Ruu = 0
as functions in L∞u L
∞
u L
2(S). Similarly, for RAu, we have
RAu =
∂
∂u
ΓuAu −
∂
∂u
ΓuuA −
∂
∂u
ΓBBA −
∂
∂u
ΓuuA
+ terms involving at most one u derivative of the metric
=
1
4Ω2
γAB
∂2
∂u2
bB + terms involving at most one u derivative of the metric.
As for Ruu, because of the cancellation, we have
RuA = 0
as functions in L∞u L
∞
u L
2(S).
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It now remains to study Ruu. Indeed this term involves two u derivatives of the metric
and there are no cancellations to remove this term. We have
Ruu =
∂
∂u
Γuuu −
∂
∂u
Γuuu +
∂
∂θA
ΓAuu +
∂
∂u
ΓAAu
+ terms involving at most one u derivative of the metric.
The first two terms cancel each other. Note that
ΓAuu = 0
since
guu = guB = 0, g
Au = 0.
We are thus left with
∂
∂u
ΓAAu =
∂
∂u
(gAB
∂
∂u
gAB).
It might seem that this term behaves like ∂
2
∂u2
γ which we cannot control. However, this
particular combination of derivatives, by Proposition 70, is in fact in L∞u L
∞
u L
4(S). Thus
Ruu = 0 in L
∞
u L
∞
u L
2(S). 
5.8. Uniqueness. In the Subsection, we show that the spacetime constructed in Theorem
6 is the unique spacetime among the class of continuous spacetimes which arise as C0 limits
of smooth spacetime solutions to the vacuum Einstein equations. In view of Theorem 5,
uniqueness follows easily if the spacetime solution is assumed to be in the class of spacetimes
satisfying the conclusions of 5. Nevertheless, we prove uniqueness within a larger class of
spacetimes for which it is not a priori assumed that the spacetime is Lipschitz, or that it is
more regular in the u and the angular directions.
The following is a precise formulation of the uniqueness theorem (Theorem 8) and is the
main result in this Subsection:
Proposition 73. Let (M(1), g(1)) and (M(2), g(2)) be two C0 Lorentzian spacetimes in double
null coordinates, defined in 0 ≤ u ≤ u∗, 0 ≤ u ≤ u∗ and taking the form
g(i) = −2(Ω(i))2(du⊗ du+ du⊗ du) + (γ(i))AB(dθA − (b(i))Adu)⊗ (dθB − (b(i))Bdu)
such that
• Ω = 1 and bA = 0 on H0 and H0 and γ(1)|H0 = γ(2)|H0 and γ(1)|H0 = γ(2)|H0
• for i = 1, 2, there exists a sequence of smooth spacetimes (M(i)n , g(i)n ) such that for
every n, g
(i)
n is defined in 0 ≤ u ≤ u∗ and 0 ≤ u ≤ u∗ and takes the following form
in double null coordinates:
g(i)n = −2(Ω(i)n )2(du⊗ du+ du⊗ du) + (γ(i)n )AB(dθA − (b(i)n )Adu)⊗ (dθB − (b(i)N )Bdu)
with the property that
(1)
g(i)n → g(i) in C0 in 0 ≤ u ≤ u∗, 0 ≤ u ≤ u∗,
(2) The initial data for g
(i)
n satisfy the assumptions of Theorem 4 uniformly,
(3) The initial data for g
(i)
n converges to the initial data for g(i), i.e.,
g(i)n |H0 → g(i)|H0 and g(i)n |H0 → g(i)|H0
in the norms in the assumptions of Theorem 5.
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Then, if u∗, u∗ ≤ , where  is as given in Theorem 4,
g(1) = g(2) in 0 ≤ u ≤ u∗, 0 ≤ u ≤ u∗.
Proof. By Property (3) in the assumptions, for every i, there exists ni such that
sup
u
|( ∂
∂θ
)i(γAB)
′
ni
(u = 0)|+ sup
u
||( ∂
∂θ
)i(γAB)
′
ni
(u = 0)| ≤ 2−i,∑
ψ 6=χˆ,ω
(
∑
i≤1
sup
u
||∇iψ′ni ||L2(Su,0) +
∑
i≤1
sup
u
||∇iψ′ni ||L2(S0,u)) ≤ 2−i,∑
i≤1
||∇i(χˆ′ni , ω′ni)||Lp0u L2(S0,u) ≤ 2−i for some fixed 2 ≤ p0 <∞,
||∇2(χˆ′ni , ω′ni , η′ni , η′ni)||L2(H0) + supu ||∇
2(χˆ′
ni
, ω′ni , η
′
ni
, η′
ni
)||L2(H0) ≤ 2−i,
sup
u
||∇2(trχ′ni , trχ′ni)||L2(Su,0) + supu ||∇
2(trχ′ni , trχ
′
ni
)||L2(S0,u) ≤ 2−i,∑
Ψ∈{β,ρ,σ,β}
∑
i≤1
||∇iΨ′ni ||L2uL2(S0,u) ≤ 2−i.
By Theorem 5, there exists C depending only on the uniform bounds in the assumption (2)
such that
|g(1)ni − g(2)ni | ≤ C2−i.
Therefore, in C0 norm,
|g(1) − g(2)| ≤ C|g(1)ni − g(2)ni | ≤ C2−i.
Since this holds for every i, we have
g(1) = g(2).

5.9. Propagation of Regularity. Using Proposition 28, we show that if the initial data is
more regular in the ∇3 and ∇ directions, then so is the limiting spacetime.
Proposition 74. Suppose, in addition to the assumptions of Theorem 5, we have the fol-
lowing estimates for the initial data:∑
j≤J
∑
i≤I
(
∑
Ψ∈{ρ,σ,β,α}
||∇j3∇iΨ||L2(H0) +
∑
Ψ∈{β,ρ,σ,β}
||∇i3∇jΨ||L2(H0)) ≤ C.
Then ∑
j≤J
∑
i≤I
(
∑
Ψ∈{ρ,σ,β,α}
sup
u
||∇j3∇iΨ||L2(Hu) +
∑
Ψ∈{β,ρ,σ,β}
sup
u
||∇i3∇jΨ||L2(Hu)) ≤ C ′.
Proof. By Proposition 28, for an approximating sequence of spacetimes, the following bound
holds independent of n:∑
j≤J
∑
i≤I
(
∑
Ψ∈{ρ,σ,β,α}
sup
u
||∇j3∇iΨn||L2(Hu) +
∑
Ψ∈{β,ρ,σ,β}
sup
u
||∇i3∇jΨn||L2(Hu)) ≤ C ′.
The conclusion thus follows. 
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Using the equations
∂
∂u
γ = 2Ωχ,
1
2
∂
∂u
Ω−1 = ω,
∂
∂u
bA = −4Ω2ζA,
together with Proposition 74, we can show that g is in the desired space as indicated in
Theorem 9. The details are straightforward and will be omitted.
5.10. The Limiting Spacetime for an Impulsive Gravitational Wave. In the Sub-
section, we show that for the case of an impulsive gravitational wave, the spacetime is more
regular than a general spacetime with merely bounded χˆ, thus concluding the proof of The-
orem 1. In particular, we show that α∞ is well defined as a measure which is the weak limit
of αn. All other curvature components can be defined in L
∞. Moreover, the singularity of
α∞ is supported on a null hypersurface and the constructed spacetime is smooth away from
this null hypersurface.
5.10.1. Limit of the Curvature Component α. We first show that αn has a well defined limit
as a measure.
Proposition 75. In the case of an impulsive gravitational wave, for every u and every
ϑ = (θ1, θ2) ∈ S2, α∞(u, ϑ) is a measure on [0, u∗], defined as the limit of αn(u, ϑ)
Proof. By Proposition 34, for every u and ϑ, αn has uniformly bounded L
1
u norms. Thus to
show convergence of αn, we only need to show that for every u and every ϑ = (θ
1, θ2) ∈ S2,∫ u
0
αn(u, u
′, ϑ)du′
converges to a limit α∞(u, ϑ)([0, u)) as n→∞ for all u such that α∞(u, ϑ)([0, u)) is contin-
uous. By the equation
∇4χˆ+ trχχˆ = −2ωχˆ− α,
we have ∫ u
0
αn(u, u
′, ϑ)du′ =
∫ u
0
(Ω−1n
∂
∂u
χˆn + trχnχˆn + 2ωnχˆn)(u, u
′, ϑ)du′.
Integrating by parts and using
∂
∂u
Ω−1n = 2ωn,
we derive∫ u
0
αn(u, ϑ)du = (Ω
−1
n χˆn)(u, u, ϑ)− (Ω−1n χˆn)(u, u = 0, ϑ) +
∫ u
0
(trχnχˆn)(u, u
′, ϑ)du′. (69)
By Proposition 61, ∫ u
0
(trχnχˆn)(u, u
′, ϑ)du′
converges. Thus, in order to show weak convergence of αn, we need to show pointwise
convergence for Ω−1n χˆn for all u such that α∞(u, ϑ)([0, u)) is continuous. By the construction
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of the data for an impulsive gravitational wave in Section 3, we know that for the initial
data
(χˆ′n)AB(u = 0, u, ϑ) ≤ C2−n for u ≤ us or u ≥ us + 2−n.
Using the equation
∇3χˆ+ 1
2
trχχˆ = ∇⊗̂η + 2ωχˆ− 1
2
trχχˆ+ η⊗̂η,
one sees that
(χˆ′n)AB(u, u, ϑ) ≤ C2−n for u ≤ us or u ≥ us + 2−n.
Therefore, χˆn converges for all u 6= us. By Proposition 6, Ω−1n χˆn also converges for all u 6= us.
It remains to show that the limit α∞(u, ϑ)([0, u)) is discontinuous at u = us. In view of
(69), it suffices to show that χˆ has a jump discontinuity across Hus . This follows from the
equation
∇3χˆ+ 1
2
trχχˆ = ∇⊗̂η + 2ωχˆ− 1
2
trχχˆ+ η⊗̂η.
Rewriting in coordinates and expressing χˆ, χˆ, η, η in terms of the coordinate vector fields
∂
∂θ1
and ∂
∂θ2
on the spheres, we have
Ω−1(
∂
∂u
+ bA
∂
∂θA
)χˆ− γ−1χχˆ+ 1
2
trχχˆ
=∇⊗̂η + 2ωχˆ− 1
2
trχχˆ+ η⊗̂η.
Consider the coordinate system (u, u, θ˜1, θ˜2) such that
d
du
θ˜A(u;u, θ) = bA(u, u, θ˜1, θ˜2),
with initial data
θ˜A(0;u, θ) = θA.
According to the proven estimates for b, this change of variable is W 2,∞. Therefore, the
vector fields ∂
∂θ˜1
and ∂
∂θ˜2
associated to the new coordinate system are W 1,∞ with respect to
the differentiable structure given by the original coordinate system (u, u, θ1, θ2). In the new
coordinate system, we can rewrite the transport equation for χˆ as
Ω−1
∂
∂u
χˆ− γ−1χχˆ+ 1
2
trχχˆ = ∇⊗̂η + 2ωχˆ− 1
2
trχχˆ+ η⊗̂η,
where χˆ, χˆ, η, η are now expressed in terms of the new coordinate vector fields ∂
∂θ˜1
and ∂
∂θ˜2
.
Notice that χ is continuous and the expression
∇⊗̂η + 2ωχˆ− 1
2
trχχˆ+ η⊗̂η
is also continuous. Since for the initial data, χˆ(u˜0, u, θ) has a jump discontinuity for u = us,
χˆA˜B˜ also has a jump discontinuity across u = us. As noted before, the the vector fields
∂
∂θ˜1
and ∂
∂θ˜2
associated to the new coordinate system are W 1,∞ with respect to the differentiable
structure given by the original coordinate system (u, u, θ1, θ2). Therefore, χˆAB also has a
jump discontinuity. 
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5.10.2. Control of the Curvature Components β, ρ, σ, β, α. Except for the curvature com-
ponent α which can only be defined as a measure, all other curvature components can be
defined as L∞u L
∞
u L
∞(S) functions:
Proposition 76. β, ρ, σ, β, α can be defined as functions in L∞u L
∞
u L
∞(S).
Proof. That ρ, σ, β, α can be defined as functions in L∞u L
∞
u L
∞(S) follows from Proposition
74 and the Sobolev Embedding Theorem. To show that β can be defined as a L∞u L
∞
u L
∞(S)
function, we consider the following Bianchi equation:
∇3β =
∑
Ψ∈{ρ,σ}
∇Ψ + ψ
∑
Ψ∈{β,ρ,σ,β}
Ψ.
Since ∇ρ, ψ, ρ, σ, β can be bounded in L∞u L∞u L∞(S), it follows from Proposition 7 and Gron-
wall’s inequality that β can be estimated in L∞u L
∞
u L
∞(S), as desired. 
5.10.3. Smoothness of Spacetime away from Hus. We now show that the spacetime is smooth
away from the null hypersurface u = us. In the region u < us before the impulse, this follows
from standard theory of local-wellposedness. We focus on the region after the impulse, where
u > us. In the following Proposition, we prove uniform estimates for the∇4 and∇ derivatives
of α∞ in the region u > us. The bounds for all derivatives of the curvature components follow
from a combination of the estimates on α∞, Theorem 9 and the Bianchi equations.
Proposition 77. Suppose the data for the impulsive gravitational wave satisfy the estimates
as given in Proposition 1 for some I ≥ 2, K ≥ 0. Then∑
i≤I−1
∑
k≤min{K,b I−i−1
2
c}
lim sup
u˜→us+
||∇k4∇iα∞||L2(Hu(u˜,u∗)) ≤ C ′I,K .
Proof. By Proposition 33,∑
i≤I−1
∑
k≤min{K,b I−i−1
2
c}
sup
u
||∇k4∇iαn||L2(Hu(us+2−n,)) ≤ C ′I,K . (70)
Fix δ > 0. Take n large enough such that 2−n < δ. Then (70) implies that∑
i≤I−1
∑
k≤min{K,b I−i−1
2
c}
sup
u
||∇k4∇iαn||L2(Hu(us+δ,)) ≤ C ′I,K .
The conclusion follows from the fact that this bound is uniform in δ. 
As a consequence, we show
Proposition 78. The limiting spacetime is smooth away from the the null hypersurface Hus.
Remark 9. In Proposition 77, we have only used the fact that for u > us, the initial data
set is smooth. Therefore, suppose we have a initial data set satisfying the assumptions of
Theorem 3, with the additional assumption that it is smooth for u > u˜ for some u˜, we can
also prove that the spacetime is smooth in 0 ≤ u ≤ , u˜ < u ≤ .
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5.10.4. Decomposition of α∞ into Singular and Regular Parts. Finally, we show that α∞ has
a delta singularity on the incoming null hypersurface Hus .
Proposition 79. α∞ can be decomposed as
α∞ = δ(us)αs + αr,
where δ(us) is the scalar delta function supported on the null hypersurface Hus, αs =
αs(u, ϑ) 6= 0 belongs to L∞u L∞(S) and αr belongs to L∞u L∞u L∞(S).
Proof. Define
αs(u, ϑ) := lim
u→u+s
Ω−1χˆ(u, u, ϑ)− lim
u→u−s
Ω−1χˆ(u, u, ϑ),
and
αr := α∞ − δ(us)αs.
We now show that αs and αr have the desired property. By Theorem 6, αs belongs to
L∞u L
∞(S). That αs 6= 0 follows from the fact that χˆ has a jump discontinuity across u = us,
which is proved in Proposition 75.
It remains to show that αr belongs to L
∞
u L
∞
u L
∞(S). To show this, we consider the measure
of the half open interval [0, u) using the measure αr(u, ϑ):
(αr(u, ϑ))([0, u))
=(Ω−1χˆ)(u, u, ϑ)− lim
u˜→u+s
(Ω−1χˆ)(u, u˜, ϑ) + lim
u˜→u−s
(Ω−1χˆ)(u, u˜, ϑ)− (Ω−1χˆ)(u, u = 0, ϑ)
+
∫ u
0
(trχχˆ)(u, u˜, ϑ)du˜
= lim
u˜→u−s
∫ u˜
0
∂
∂u
(Ω−1χˆ)(u, u˜′, ϑ)du˜′ + lim
u˜→u+s
∫ u
u˜
∂
∂u
(Ω−1χˆ)(u, u˜′, ϑ)du˜′
+
∫ u
0
(trχχˆ)(u, u˜, ϑ)du˜.
By Proposition 77, ∂
∂u
(Ω−1χˆ)(u, u, ϑ) is a bounded function away from the the hypersurface
Hus . Thus (αr(u, ϑ))([0, u)) can be expressed as an integral over [0, u) of an L
∞
u L
∞
u L
∞(S)
function, as desired. 
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