Abstract. In this paper, we will study the arithmetic of the Eisenstein part of the modular Jacobians. In the first section, we introduce some general preliminaries of the arithmetic theory of modular curves that we will need later. In the second section, we give an example of modular abelian varieties due to Gross and study its properties in some details. In the third section, we define Eisenstein quotients of the modular Jacobians in general and give a criterion of the non-triviality of Heegner points on such Eisenstein quotients. The last two sections return to the concrete examples when the level of the modular Jacobian ia a prime or a square of a prime.
1. Modular curves 1.1. Modular curves. Let H = {z ∈ C : Im(z) > 0} be the upper half plane, H = H and Gl + 2 (R) = {g ∈ Gl 2 (R) : det(g) > 0}. There is an action of Gl In the following, we always assume Γ to be a congruence subgroup. let Y Γ = Γ \ H be the quotient space, then it is shown in [?] that there is a structure of Reimaa surface on Y Γ . More over, let H * = H P 1 (Q) acted by SL 2 (Z) as the above formula, and define X Γ = Γ \ H * X Γ is a compact Riemann surface which is the compactification of Y Γ . Let S Γ = Γ \ P 1 (Q) and call it the set of cusps of X Γ , then it is easy to see S Γ is a finite subset of X Γ and X Γ = Y Γ S Γ . We shall call X Γ the modular curve of level Γ.
It is known that a compact Riemann surface is algebraic over C (GAGA). The important thing here is that these modular curves have algebraic models defined over number fields. Let's explains this for the curves X 0 (N ) := Γ 0 (N ) \ H * .
1.2. Moduli interpretation. An elliptic curve E over the complex number field C is a Riemann surface of genus one. So as a complex manifold, it is of the form C/L for some lattice L and with the natural group structure, it is an abelian variety of dimension one over C. Two such abelian varieties E i = C/L i (i = 1, 2) are isomorphic if and only if there is a number λ ∈ C such that L 2 = λL 1 , and the corresponding isomorphism is just the one induced by multiplication by λ. Hence we have a natural bijection between the upper half plane and the isomorphism classes of elliptic curves over C SL 2 (Z) \ H → {E/C}/ ∼ which sends z ∈ H to the class represented by the elliptic curve E z = C/(Z · z + Z).
More generally, we have the following . More over, one can define elliptic curves with level structure algebraically, then the solution of the corresponding moduli problem will gives the desired model over canonically define number field ( [10] ). Remark 1.2. In Delinge and Rapapport's paper, they also gives a moduli intercalation of the compact modular curve in terms of generalized elliptic curves with level structure.
Hecke operators.
(modular forms and its relation to differential;Definition of Hecke operator;eigenform and Galois representation of it;modular abelian variety) In this section, we write X = X 0 (N )/Q, J = J 0 (N )/Q be its Jacobian and i : X → J the canonical morphism mapping ∞ to the zero. Recall that Y = Y 0 (N ) = Γ 0 (N ) \ H is an open affine sub-scheme of X which classifies the isomorphism class of pairs [E, D] , where E is an elliptic curve and D is a subgroup scheme isomorphic to Z/N Z.
For any two curves C 1 , C 2 over some field F , a correspondence T : C 1 C 2 is by definition a triple (C 3 , α, β), where C 3 is another curve and α, β are morphisms from C 3 to C 1 and C 2 respectively. From a correspondence T , one deduce two morphisms on Jacobians: the push forward T * : J(C 1 ) → J(C 2 ) defined as β * • α * and the pull back T * : J(C 2 ) → J(C 1 ) defined as α * • β * . For any prime ℓ, let X 0 (N, ℓ) to be the modular curve classifies the isomorphism classes [E, D, C] with E an elliptic curve, D a subgroup scheme isomorphic to Z/N Z, C a subgroup scheme isomorphic to Z/ℓZ such that D C = 0. Define
and
The Hecke correspondence T ℓ is defined to be (X 0 (N, ℓ), α ℓ , β ℓ ). As mentioned above, we will have two morphisms T ℓ, * and T Proposition 1.3. Notations as above, then we have
and when ℓ | N , we have
so we have
Similarly, because we have
so we also have
When ℓ | N , the identity for T ℓ, * is similar except we need to omit the term (C/(Z · z + Z),
On the other hand, we have
This proves our second claim. For simplicity, we will write T ℓ instead of T ℓ, * in the following.
On the 2-Selmer groups of the Gross curves
In this section, we will study the 2-Selmer group of some elliptic curves constructed by Gross in [5] . We will show in later sections the relation of these curves with some 2-Eisenstein quotients of level a square of a prime.
Proof. Recall E
ψ is the ψ-twist of E means there is aH-isomorphism φ : E → E ψ such that for any
Fix such a φ. Let w be a place where χ E ψ , ψ · χ E and ψ are all unramified. Then from
So that as morphism, we have
which implies that ψ σ(w) · χ E (w) = χ E ψ (w) by acting on the invariant differential. As both χ E ψ = ψ · χ E when restrict to H × , the approximation theorem implies that they are the same on an open dense subset of A × H and the assertion follows. Lemma 2.5.
Proof. As in the proof of Lemma 2.4, for all but finitely many w, becauseφ
But then the assumption implies that ψ = 1 , i.e. φ is defined over H, so
(ii) For any E 1 , E 2 , choose a φ ∈ Hom(E 1 , E 2 ) which is aH-isogeny, and define ψ as in Lemma 2.5, then χ E2 = ψ · χ E1 . Because χ E1 = χ E2 , we have ψ = 1, which means φ is defined over H.
Recall the definition of Q-curves:
We will now describe the descent method used in [3] .
Lemma 2.7. Let E ∈ ELL H (O) be a Q-curve. Then for any σ ∈ G,
, which is obviously injective. On the other hand, the density theorem implies that this homomorphism is surjective.
For any Q-curves E, we can give E(H)/2E(H), Sel 2 (E/H) and X(E/H)[2] a structure of Gal(H/Q)-module by using Lemma 2.7 as following -For any σ ∈ Gal(H/K) and x ∈ E(H)/2E(H), define
where φ ∈ Hom(E σ , E) is chosen so that φ maps to 1 under the isomorphism in Lemma 2.7 -For any σ ∈ Gal(H/K) and x ∈ Sel 2 (E/H), define
where φ ∈ Hom(E σ , E) is chosen so that φ maps to 1 under the isomorphism in Lemma 2.7
5
-For any σ ∈ Gal(H/K) and x ∈ X(E/H) [2] , define
where φ ∈ Hom(E σ , E) is chosen so that φ maps to 1 under the isomorphism in Lemma 2.7.
It is easy to verify the above actions are independent of the choose of φ.
Proposition 2.8. The exact sequence
is an exact sequence of Gal(H/Q) modules.
Proof. It is enough to show δ is a homomorphism of Gal(H/Q)-modules.
the proposition then follows.
2.2. Gross curves. Let p be a rational prime with p > 3 and p ≡ 3 (mod 4). Let K = Q( √ −p), O the integer ring of K, H = H K be the Hilbert class field of K. For any ideal a ⊆ O, let K(a) be the ray class field modulo a.
Consider the continuous homomorphism φ 0 :
There is a continuous homomorphism φ :
. This character is unique up to Cl(K).
K is the norm map. By the CM theory, there is a unique isogeny class of elliptic curves over H with CM O and the associated character χ. We will call any elliptic curves in this isogeny class a Gross curve of level p.
Here are the basic properties of the Gross curves ( [5] ):
Theorem 2.10. Let E be a Gross curve and F = Q(j(E)), then we have
Computation of the 2-Selmer group. In this subsection, we assume p ≡ 7 (mod 8). We will use the method in section2.1 to compute the rank of some quadratic twists of the Gross curve. Note that in K, we have (2) = ωω with ω = ( 1+π 2 , 2) and O × = {±1}. In [3] , Gross established the following results.
Proposition 2.11. Notations as above, then for any Gross curve E, we have
Lemma 2.12. For any two Gross curves E 1 , E 2 , we have
). The density theorem implies there is anH-isogeny φ : E 1 → E 2 such that deg(φ) is odd. But E 1 and E 2 are H-isogenous, so by Lemma 2, we have φ is an H-isogeny.
This φ induces a group isomorphism (also denoted by φ) φ :
ψ is a homomorphism of Gal(H/K)-modules. And this gives the desired homomorphism between Sel 2 (E 1 /H) and Sel 2 (E 2 /H).
In the following, we write 
Proof. C.f. [3] , Theorem 12.2.1.
We will do the computation for this E(p).
Proof. First, we show E(p) has ordinary reduction at every place v of H over ω and the same for places overω. Suppose
4 is odd which is a contradiction, so 2 ∤ y and a v is odd. Now it follows that E(p) (d) has good ordinary reduction because its character differs from χ p by a quadratic character unramified over 2.
From [2] , Lemma 3.5, there is a unique two torsion point P 1 such that
3 ) is odd, P 1 can not belongs to E(p)(F ) for otherwise P 1 will be 2-integral which contradicts to P 1 ≡ O (mod ω). Let P 2 =P 1 , then P 2 is the unique two torsion such that P 2 ≡ O (modω). The assertion follows from [2] , Proposition 3.6 by taking P 1 , P 2 as the basis.
To state our results, we introduce the following notations.
be an integer congruent to 1 modulo 4, where q i , q ′ j are primes split in K and Q k are primes inertia in K with q i ≡ 3 (mod 4) and q
Lemma 2.15. Notation as above, we may assume
Proof.
is odd, so it is easy to see that 2 ∤ a i but 2 | b i , and hence we can multiply it by ±1 so that a i ≡ 1 (mod 4). Now we have
The proof for the second assertion is similar. [2] , such that
Proof. (i) This is because E(p) only has bad reduction at the places over p and d is congruent to 1 mod 4;
(ii) Note that by the genus theory, the order of Gal(H/K) is odd, so both H 1 (Gal(H/K), E [2] ) and
) are zero. Then by the Serre-Hoschild exact sequence, we have
, then by Lemma 2.14 and (i) above, we have α,
.., v k = 0, 1 and similarly for β.
By Lemma 2.14, we can choose a basis of E(p) [2] such that α ≡ 1 (mod ω 2 ) and β ≡ 1 (modω) 2 , so we get the result; (iii) Suppose v ∤ 2. By the theory of formal groups, there is
Consider ******* Apply snake lemma, we get 
And we have
for any v | pd.
Proof. For the first assertion, it is enough to verify this for the case d = 1. Fix the basis as in Lemma 2.14.
8 Take a Weierstrass equation over H of E(p) : y 2 = (x − e 1 )(x − e 2 )(x − e 3 ) with ∆(E(p)) = −p 3 . Since E(p) has potentially good reduction everywhere, we can find some finite extension of H such that E(p) has good reduction at π. Then a change of coordinates of the form
and then v π (e i − e j ) ≥ 1. But ∆(E(p)) = −p 3 implies 2 i<j v π (e i − e j ) = 6, hence we have v π (e i − e j ) = 1.
By [?] , Proposition 14, we have
Since Lemma 2.16 implies that x i , y i ≡ (−1) a π b with a, b = 0 or 1, by combining the above results and Lemma 2.14, we have
For the second assertion, we note that the four elements Now we can prove our main theorem which gives a complete description of the elements in
Proof. This follows from the definition of Selmer group, combining with Lemma 2.16 and Lemma 2.17.
In practice, one can always compute S (d) by Theorem 2.18. In the following, we give a graphical description of it, which seems more convenient to use. Proof. Define graph
, and there is an arrow from x to y if and only if (
for any x ∤ α and ( −πd/α x ) = 1 for any x | α, and the same for β which is equivalent to say that V α V nα and V β V nβ are even partitions. Note that α and −πd/α correspond to the same partition and the same for β and πd/β, we will obtain the assertion if we can show that if we can show the map φ :
there is an arrow from x to y if and only if there is an arrow from φ(x) to φ(y), which is obvious. (ii)If Q is a prime such that (
(iii)If Q 1 and Q 2 are primes such that (
Proof. (i)If Q is congruent to 3 modulo 4. By Hensel lemma, it is enough to solve (a + bπ) 2 ) ≡ ±π (Q). This is equivalent to a 2 − pb 2 ≡ 0 (Q) and 2ab ≡ ±1 (Q). So we only need to show a 4 ≡ p 4 (Q) has solution in Z. But as Q is congruent to 3 modulo 4, we have (
As one of x and −x is also a square modulo Q, we can then get the solution of a 4 ≡ p 4
(Q).
If Q is congruent to 1 modulo 4, then ( Proof. If all the Q i are congruent to 1 module 4, we want to show that (α,
. then either α = 1, −π or β = 1, π. If α = 1, −π, multiplying suitable element in β = 1, π, we may assume π | α. Then by Lemma 9, we have α is not in K × Qi 2 for any Q i ∤ α. So we must have α = 1 or − π.
If β = 1, π, multiplying suitable element in β = 1, π, we may assume π | β. Then by Lemma 9, we have β is not in K × Qi 2 for any Q i ∤ β. So we must have β = 1 or π.
If there is some
at π, as 
Proof. As g j − 1 ≡ 1 (mod 4) and henceḡ j − 1 ≡ 1 (mod 4), we have (
for any x, y ∈ G, i.e. G is an unoriented grapha. The hypothesis implies that there is an arrow between any two vertexes of G, and since there are odd number of vertexes, we know G is an odd graph.
Heegner points on Eisenstein quotients
3.1. Eisenstein quotients. In this section, let X = X 0 (N )/Q be the modular curve of level some positive integer N , J = J 0 (N )/Q be its Jacobian and T = Z[{T ℓ } ℓ ] ⊆ End(J/Q) be the (full) Hecke algebra of level N .
Recall that as Riemann surfaces, we have X(C) = Γ 0 (N ) \ H * , where H * = H P 1 (Q) and H is the upper-half plane. The points of S = Γ 0 (N ) \ P 1 (Q) are called cusps of X and are known to be rational over Q(µ N ). Take i : X → J to be the natural morphism which sending x to [x] = (x) − (∞). This morphism is defined over Q because (∞) is Q-rational, hence i induces a homomorphism of G Q -modules (also denoted by i) i : Div 0 (X) → J(Q). We define the cuspidal subgroup of J to be the image of Div 0 (S) under i and denote it by C. Then C has a structure of T[G Q ]-module because the action of T preserves cusps. More over, as we know that C is a finite group, we can also view C as a finite group scheme of J.
Definition 3.1. Supoose P ∈ C is Hecke-eigen, that is to say the subgroup Z · P of C is stable under T. Then we define I(P ) to be the ideal of T annihilates P and we shall call it the Eisenstein ideal corresponding to P . So if P is of order n, then we we have an isomorphism T/I(P ) ≃ Z/nZ and we define m q = (q, I(P )) for any prime divisor q of n. For any q | n, let m q = (q, I) . Define the Eisenstein quotient corresponding to P to be
and the q-Eisenstein quotient corresponding to P to be
for any q | n.
Now assume K to be an imaginary quadratic field in which all the prime divisor of N splits (i.e. (K, N ) satisfies the Heegner hypothesis). Then for any integer c prime to N , there exits an ideal
χ . When c = 1 and χ is trivial, we denote the corresponding point by y K . The finite dimensional vector space J(H c ) ⊗ C also admit a natural action by T, which commutes with the action of G Q . For any homomorphism of algebras f : T → C, define y χ,f to be the projection of y χ on (J(H c ) ⊗ C) χ,f . The basic question is to determine whether these point y χ,f is zero. In the following subsection, we introduce a method (due to Gross) to test whether the projection of the Heegner points on the Eisenstein quotients are non-torsion.
Eisenstein descent. The canonical morphism i induces an isomorphism i
* :Ĵ ≃ J. Let P be a cuspidal point of order n defined over some field M (⊆ Q(µ N )), and D a cuspidal divisor representing P . Let P ′ be the inverse image of P under i * . Then P ′ gives a morphism of G M -modules J[n] → µ n via the Weil pairings. Combining this with the
where F is some number field containing M , we get a map of G F -modules
We call this the Eisenstein descent corresponding to P over F .
, where f is the modular unit such that div(f ) = nD.
Proof. Let D ′ be the divisor on J representing P ′ . Then both nD
Proposition 3.3. If P is T-eigen and T ℓ P = T * ℓ P for any ℓ | N , then δ(P ) is a morphism of T-modules. Proof. Let α ℓ , β ℓ : X 0 (ℓp 2 ) → X be the two morphisms sending (E, C, D) (C the ℓ-part and D the
, so we are done. When δ(P ) is a homomorphism of T-modules, we can further localize it and define
for any q | n 3.3. η-quotient. In this subsection, we will consider the Eisenstein descent in the case that P is given by a rational cuspidal divisor. Let η(z) be the Dedkind η-function and let η d (z) := η(dz) for any integer d. Let N be a positive integer as before. For any family of integers r = (r d ) indexed by the positive divisors of N , define
we call any such function a Dedkind η-product. We have the following proposition Proposition 3.4. g r ∈ Q(X) if and only if the following four conditions are satisfied:
(
Proof. See [9] .
As representatives of the cusps of X, we choose Proof. See [9] .
Let K be an imaginary quadratic field in which all the prime divisor of N splits, then there is an ideal by the condition (4) of Proposition 3.4, for some rational ideal a r in K.
be a rational cuspidal divisor of degree 0 on X and P the corresponding point in J(Q), g r ∈ Q(X) is the Dedkind η-product such that nD = div(g r ) where n is the order of P , then
where ζ is a root of unit in K, α r is a generator of the ideal 
We know that For the second claim, as q is prime to 6, we can ignore the root of unit above. Then δ(P ) q (y K − y K ) is not zero, and so y K − y K is not zero in J(K) − T mq . Hence δ(P ) q (y K − y K ) is either non-torsion or m q -torsion. But we assume that J(K) − [m q ] = 0, so we get the conclusion.
Prime level case
In this section, we let N to be a prime p. 
) be the Hecke algebra of level p, here ℓ runs through all rational primes. Note that by the theorem of Atkin-Lehner, we have w p = −T p in this prime level case, so our T is just the one used in [12] . Let I = (T p − 1, {T ℓ − (1 + ℓ)} ℓ =p ) = (w p + 1, {T ℓ − (1 + ℓ)} ℓ =p ) be an ideal in T, then I annihilates C and we call I the Eisenstein ideal of level p. Proof. See [12] , Theorem1.2 of Chapter3 and Theorem9.7 of Chapter2.
So we have the Eisenstein quotient J, and the J (q) for each q | n Let f = (
is the group of divisors of degree zero over F . On principle divisors we find
n by reciprocity. Hence delta induces a homomorphism
This map is called the Eisenstein descent (corresponding to C) over F .
Here is an explanation why call this a descent. Consider the Kummer map
. By the Weil pairing, the cuspidal point [0] in J of order n gives a homomorphism of G Q -modules J[n] → µ n . Then the composition of these two maps is just the δ F given above.
Viewing Z/nZ as T-module by Proposition 4.1, it is easy to check that δ is a homomorphism of T-modules. Then we have δ F,q : J(F ) ⊗ T mq → Z q /nZ q for any q | n.
Heegner points on J
(q) for odd q. In this section, we summarize Gross' results.
Proposition 4.2. Suppose q | n and (q, 6) = 1. Let K to be an imaginary quadratic field in which p splits. If
where y
Proof. First we show that δ K (y K −ȳ K ) = 0. By definition, we have
where p is a prime ideal in K over p. As for any ideal b ∈ Cl(O K ),
, we find that
. Note that α is not a q-th power in K. This is because if
Asp is the converse of p in the ideal class group, we find that o(p)| 2o(p) q , which is impossible as q is odd. So when ord q (h) < ord q (n), we will have δ K,q (y K −ȳ K ) = 0, hence
T mq is not torsion. This completes the proof.
4.3.
Heegner points on J (2) . Example 1. Suppose p is of the form u 2 + 64 for some (odd) integer u. Note that 2 | n in this situation, so that the 2-Eisenstein quotient J (2) exists. On the other hand, it is known that when p is of the above form, there is a unique isogeny class of elliptic curves of conductor p such that each curve in it has a point of order 2 ( [14] ). These curves are called Neumann-Setzer curves.
If E is a Neumann-Setzer curve, then E is a factor of J (2) ( [12] , Chapter3, Proposition7.4). Moreover, if u = ±3 (mod 8), then J (2) is simple ( [12] , Chapter3, Proposition7.5), so is a Neumann-Setzer itself.
We recall the following lemma 
Proof. Consider the morphism f : X → J (2) obtained from the composition of the natural X → J and the projection J → J (2) . By the definition of the Eisenstein ideal I, we know that w p acts as −1 on J and hence also −1 on J (2) , so f + f wp is a constant morphism.The image is just the projection of
is a generator of J (2) (Q) which is a cyclic 2-group. In particular, the image of f + f wp is not in 2 · J (2) (Q), so we get the conclusion by using Birch's Lemma. . If K is an imaginary quadratic field such that p is inertia in K and h K is odd, then there is a cusp form which is congruent to δ (mod 2), such that L(f, K, 1) = 0, where δ is the Eisenstein series.
So if p is of the form u 2 + 64 with u = ±3 (mod 8) and K is an imaginary quadratic field such that p is inertia in K and h K is odd, then E(K) is finite for any Neumann-Setzer curve E, because there is a non-trivial morphism E → J (2) and J (2) is simple when u = ±3 (mod 8) as we mentioned in Example 1.
Level p 2 case
In this section, we let N = p 2 be the square of a prime p. (p+1,12) Z) (see [7] ). Let T = Z[{T n }] ⊆ End(J/Q) be the ring of Hecke algebra of level p 2 . From the definition of the Hecke actions, we have T p · C p = 0 and (T l − (1 + l)) · C p = 0 for any l = p. Let I = (T p , {T l − (1 + l)} l =p ) be an ideal in T, which will be called the Eisenstein ideal of level p
By [18] , we should have this µ q contained in -the Shimura subgroup of J. But by [8] , T p acts on as multiplication by p, which contradicts that µ q ⊆ J[m q ] which is annihilated by T p .
Remark:This theorem implies that the Galois representation given by the action of G Q is a two dimensional mod q reducible Galois representation, which is not semisimple.
5.3.
Gross curves and the 2-Eisenstein quotient. Recall that for p be a prime which is congruent to 3 modulo 4, there is a unique isogeny class of Q-curves over H with CM by O and the associated character φ.
Let f φ (z) = (a,p)=1 φ(a) · e 2πi·N K/Q (a)·z = n≥1 a n q n (z ∈ H, q = e 2πiz ). By Lemma3 of [16] , f φ (z)
is an eigenform in S 2 (Γ 0 (p 2 )). Let T be the field generated by the image of φ. Then T is a CM field with T + = Q({a n }). By theorem7.14 and theorem7.15 of [17] , there is a sub-abelian variety i : A → J over Q and an embedding θ : T + → End Q (A), such that T n | A = θ(a n ) for any n, where T n is the Hecke operator.
Proposition 5.8. There is a Gross curve such that Res F/Q E ∼ = A, where F = Q(j(E)).
Proof. By Theorem1 of [16] , A is isogenous to E ′ h for some elliptic curve with CM by O. Then we have also A isogenous to (E ′σ ) h for any σ ∈ Gal(H/Q). So E ′ is isogenous to E ′σ for any σ ∈ Gal(H/Q), i.e. E ′ is a Q-curve (note that Q-isogeny is automatically H-isogeny). It is clear that there is a Q-morphism between σ (E ′ ) σ and A. Because σ (E ′ ) σ is simple over Q, this morphism must be an isogeny. Then, modulo the kernel, we find an E such that Res F/Q E =
τ ) = L(s, χ) (up to finite Euler factors), we have χ E = χ.
