In this paper, we demonstrate, through asymptotic expansions, the convergence of a phase field formulation to model surfaces minimizing the mean curvature energy with volume and surface area constraints. Under the assumption of the existence of a smooth limiting surface, it is shown that the interface of a phase field, which is a critical point of the elastic bending energy, converges to a critical point of the surface energy. Further, the elastic bending energy of the phase field converges to the surface energy and the Lagrange multipliers associated with the volume and surface area constraints remain uniformly bounded. This paper is a first step to analytically justify the numerical simulations performed by Du, Liu and Wang in 2004 to model equilibrium configurations of vesicle membranes.
Introduction

The Willmore problem
The Willmore problem is the classical problem from differential geometry to find in an admissible class of surfaces embedded in R 3 , which minimizes the mean curvature energy
where H = (k 1 + k 2 )/2 is the mean curvature and k 1 and k 2 are the principal curvatures of . If is a critical point of (1), then the mean curvature and Gaussian curvature K = k 1 k 2 of will satisfy the Euler-Lagrange equation
A good reference for the derivation of this equation and an in-depth description of the problem can be found in [2] .
Dynamic surface models
In the last few years, the study of surface motion has attracted much attention. Traditionally, there are several well-established methods of analytically and computationally modelling surfaces. Most notably, these include direct methods, the front tracking [3, 4] , volume of fluid (VOF) [5] and level set methods [6] .
The most straightforward way of handling a moving surface is the direct method. One employs a discretization with grid points on the surface itself, using finite differences, finite elements, and boundary-integral techniques. Although conceptually convenient, this method inherits the trappings of a moving mesh scheme. Large deformations in the surface may lead to mesh entanglement, and keeping track of the mesh requires a great deal of algorithmic complexity. Most importantly though, it is difficult to couple the surface motion with the field equation of a body force, making interface motion through a fluid difficult to model. Alternatively, one may fix a discretization of the domain, and represent the surface motion as a vector field distributed along a thin band within which the surface resides. Methods of this type include the level set, VOF and front tracking methods. The advantage here is that the surface motion, although distributed over a small region, is a bulk quantity and couples easily with other fields. Further, there is no algorithmic overhead in keeping track of the quality of the domain discretization. The above-mentioned schemes, however, do not treat the discretization uniformly on the whole domain. Front tracking requires the solution of an auxiliary Riemann problem to extrapolate the difference scheme at the interface. In the other models, the indicator function must be renormalized at each time step, introducing artificial damping to the surface motion.
Energetic phase field models
The phase field method is also a level-set method except that the surface motion can be viewed as due to the physical energy dissipation φ t = −δE /δφ. E is the phase field's free energy functional, which depends on the interface transitional thickness . Although resolution of the interface for small becomes difficult, the phase field motion is dictated by a bulk field over the whole domain. Therefore, it inherits all of the aforementioned qualities; ease of coupling with a fluid, indifference to morphological singularities in the interface, physical dissipation, and a spatially uniform discretization. In the context of the surface elasticity, the value E (φ) can represent different interfacial energies associated to the phase field. The most basic energy functional one may introduce is
which approximates the (normalized) surface area of the interface. W (φ) penalizes for values of φ that are out of phase, while the gradient term penalizes for large transition interfaces. If φ obeys a steepest descent law with respect to E , i.e. φ t = −δE /δφ, and we choose the admissible space to be L 2 ( ), we recover the Allen-Cahn/Ginzburg-Landau equation,
We may also recover the Cahn-Hilliard equation,
if the admissible space is H −1 ( ), the dual space of H 1 ( ); see [7] . A solution of the Cahn-Hilliard equation is volume preserving, which can immediately be seen by integrating (5) over . On the other hand, one may also modify (4) by the addition of a Lagrange multiplier
as a simple alternative to retaining volume preserving solutions; see [7, 8] . The modification is known as the non-local Ginzburg-Landau equation due to the non-local dependence of the surface velocity V on the mean curvature H . The analogous, equilibrium problem to the non-local Ginzburg-Landau equation is to minimize (3) with the constraint
The asymptotic behaviour of minimizers of (3) and (6) has been studied in [9, 10] , and that of general critical points in [11] . A more fundamental study than that of the dynamic surface is the stationary problem to minimize the curvature energy with density (a(H − c) + bK) 2 among a certain class of surfaces. In [1] , the authors presented the interfacial balance density
for a double-welled potential W in order to describe the Willmore problem, i.e. when a = 1 and b, c = 0. They produced numerical evidence that the limiting interface of minimizers of the energy functional with density (7) (also constrained by volume and surface area functionals) converges to a stable surface. For different volume and surface areas, these surfaces resemble many physical surfaces found in nature [1] , i.e. spheres, tori, dimpled discs and double bubbles. Questions remain as to whether, analytically, the convergence of the free energy to the mean curvature energy is stable for a perturbation η around the phase function q(d/ ) and whether the interface (the zero level set of φ) of a minimizer of (8)- (10) converges to a minimizer of (1). Here, d is the signed distance function to the interface and q(·) = tanh(·/ √ 2) [1] . Indeed, it is not immediately apparent that this is true when making a small perturbation of the form η = h for some well-behaved function h. Expanding (7) by φ = q(d/ ) + h, we see that
The terms that multiply the factors −3 and −2 are zero if q satisfies q = W (q). However, a priori, nothing can be said about the term multiplying −1 , in particular, h. In this paper, we study the stability of the elastic bending energy with respect to a perturbation of the form h + o( ). It is shown that if φ = q(d/ ) + h + g is a minimizer of the constrained elastic energy, then h is of order and g is of order 2 . We also show that the Lagrange multipliers for the volume and surface area constraints remain bounded as → 0. In comparison to [7, 12] , where the initial datum and energy estimates of the non-local GinzburgLandau/Cahn-Hilliard equation produce a bound for the constrained volume multiplier, we rely on the a priori assumption that φ is almost a phase function and the integro-algebraic consequences of this to produce bounds. Second, we show that under the assumption of the existence of a smooth interface as the critical points of the elastic bending energy, and stronger assumption g = 0, that the interface converges to a critical point of (1) . In other words, the Euler-Lagrange equation for the unconstrained elastic bending energy
The approach taken is as follows. For fixed , φ is the constrained minimizer of the elastic bending energy E (φ). The {φ } >0 form a one-parameter family of functions in the admissible class L, which approach a singular limit. For each there corresponds an Euler-Lagrange equation of the constrained problem and variational form δE /δφ of the unconstrained problem. Using energy estimates derived from the Euler-Lagrange equation and various test functions, we show that the Lagrange multipliers for the volume and surface area constraints are uniformly bounded. Although φ and δE /δφ become singular as approaches zero, they do converge to surface functions in an appropriate sense. This allows one to show the convergence of E (φ ) and δE /δφ to (1) and the left-hand side of (2), respectively. This paper is divided into sections as follows. The phase field formulation and some basic consequences of the asymptotic assumption are discussed in section 2. In particular, we use the boundedness of the elastic bending energy (see appendix) to show that the minimizer is stable around the phase function with respect to first-order perturbations. These results are used in section 3 to show that the Lagrange multipliers' lowest order is zero. Finally, the asymptotic convergence of the surface and phase field variational problems is developed in section 4.
Phase field formulation
Consider the variational problem
with constraints
over the admissible set
Let the double-welled potential be W (φ) = (φ 2 − 1) 2 /4. Constraints (9) and (10) fix the volume and surface area, respectively, for level sets of phase functions in L. In order that α and β be realistic constraints, we require that
where S 2 is the two-dimensional unit sphere and B 3 1 is the three-dimensional unit ball.
dt is a scaling of (10) in terms of surface area. See definition A.1 for an explanation of (12) .
Let φ solve the constrained minimization (8)- (10) . Suppose the following assumptions on φ hold: { } 0 is a family of class C 4 , compact surfaces converging
The assumption (A2) indicates that φ is a perturbed profile to mark the free interface. (A1) states that the limiting interface is in fact a smooth surface. A more specific formulation is as follows; 0 is a compact, class C 4 surface. There exists a family of C 4 mappings { } 0 from to itself, differentiable in , with ∇ k L ∞ bounded independently of for k = 0, . . . , 4 and
The function d is the signed distance and determines the geometric properties . The more general (A2) is used in all results except theorem 4.2 and corollary 3.4, where we need the following stronger assumption:
Under (A2a), we show that the curvatures H and K of the level set {φ = 0} converge to a weak solution of (2). Since {φ = 0} converges uniformly to {d = 0} = 0 , it follows that 0 is a critical point of (1). Interpreting differential values of d for → 0 is the key to ascertaining convergence of the respective Euler-Lagrange equations. We do not denote the dependence of d on . O and o denote, as usual, quantities bounded independently of and vanishing with , respectively.
First, we present two lemmas regarding functions of d on an scale. The first lemma demonstrates that certain integrable functions of d/ , which vanish rapidly at ±∞, can be viewed as a δ-sequence of the limiting surface 0 . The second lemma demonstrates that integrals of functions of d/ , with an anti-derivative, are in fact O( 2 ). This class consists of either odd functions with an anti-derivative or functions whose anti-derivative vanishes rapidly at infinity. The second lemma is frequently used to justify raising the order of terms that formally appear O( −2 ).
Lemma 2.1. Suppose that and d are given as above. Suppose further that
Then
Proof. Let O be a neighbourhood of within which ∇d is Lipschitz. Let η(t, x) be the integral curves of ∇d with initial datum z ∈ , i.e.
η(t, z) = ∇d(η(t, z)).
(15)
and
It is clear from the fact that ∇d(z) = n, where n is the unit normal at z, that
where z 1 and z 2 are an orthonormal pair in the tangent space of at z. Consider thus the change of coordinates (t, z) → η(t, z) and let U = η({(−δ, δ), }) ⊂ O for sufficiently small but fixed δ:
Changing coordinates s = t, we find
By continuity and dominated convergence,
Equation (14) now follows because
Lemma 2.2. In addition to lemma (2.1), assume that
Proof. We resume exactly as in the proof of lemma (2.1) to find that
F (t) = f (η(t, z))J (t, z)dS(z). F (t) is continuous in and continuously differentiable for t ∈ (−δ, δ).
Changing coordinates t = s and taking absolute values we find
Dividing by 2 , the remaining terms are finite. If (ii) holds, changing coordinates t = s
Dividing both sides by 2 and taking the limit → 0 we find
Theorem 2.1. Suppose φ solves (8)-(10) and satisfies (A1) and (A2). Then
Proof. If α and β satisfy (12) , then the minimum energy (8) is uniformly bounded by a constant M for sufficiently small (see the appendix).
It follows, using a change of variables, that q − W (q) = 0 everywhere. Since d(x)/ : × [0, ∞) → R is onto, we must have
Since α < | |, q must have a zero and (10) implies that |q(±∞)| = 1. It follows that q(t) = tanh(t/ √ 2).
Theorem 2.2. Suppose φ solves (8)-(10) and satisfies (A1) and (A2). Then,
Proof. We continue expanding E (φ ) from theorem 2.1;
With q(t) = tanh(t/ √ 2), by lemma 2.1 with p = (q ) 2 , the first integral converges to 
But h is independent of so h must be identically zero.
In the next section we derive from the Euler-Lagrange equation for (8)- (10) expressions for the Lagrange multipliers for general φ, i.e. without (A1) and (A2). Using theorems 2.1 and 2.2 we show that the Lagrange multipliers are bounded. Then, we derive an asymptotic expression for the variation of the unconstrained elastic bending energy, which we show in section 4 to be equivalent to the variation of the Willmore energy functional. We also drop the from φ , B and E . Later we need
Euler-Lagrange equation
The Euler-Lagrange equation of (8)- (10) reads
where
λ and µ are the Lagrange multipliers corresponding to the constraints (9) and (10), respectively.
Lemma 3.1.
Proof. Equation (22) X and x are the original and transformed coordinates, respectively. We calculate the variation of the energies with respect to s. (The following sign on λ is negative to be consistent with (20).)
Many of the terms in each integrand are total derivatives. We integrate these and integrate by parts (φ = 1, ∂φ/∂n = 0 on ∂ ),
Setting y = x, ∇ · y = 3, ∇ i y j = δ j i and y = 0, the variational equation is Recall from theorems 2.1 and 2.2, if φ satisfies (A1) and (A2), then φ = q(d/ ) + g where q(t) = tanh(t/ √ 2) and q = W (q). An equivalent identity is W (q) =/ √ 2. First, we demonstrate that (22) and (23) can be solved for λ and µ.
Lemma 3.2. If φ satisfies (A1) and (A2), then
is invertible. Again
Proof.
Using lemma 2.2 with
Thus,
for sufficiently small .
Returning to expressions (22) and (23), we see that the right-hand side contains terms of the form AP(φ) for p(φ) = W (φ), W (φ). Note that
In order to show that λ and µ are uniformly bounded in , we must control the multiples of 1/ 3 . We invert J and expand (20) up to lowest order to derive an integral equation in g and q. The desired bound will then follow. Some arithmetic will show that
Rather than write out the O(1/ ) terms explicitly, we note that they take the form
where F is polynomial. Note that q = (W (q)) = W (q)q and 6((q )
Corollary 3.1. If φ satisfies (A1) and (A2), then, up to lowest order
Proof. Simply invert J and replace p in (26) by M and N .
Corollary 3.2. If φ satisfies (A1) and (A2), then the Euler-Lagrange equation (20) is equivalent to
where M(q) and N(q) are given in corollary 3.1. Further,
Proof. Equation (30) follows from the above observations. We point out here that M and N are both linear combinations of the polynomials W and W , and so we may apply lemma 2.2. Multiplying (30) by M(q), and integrating over ,
Performing the same operation with N(q) in place of M(q), and collecting like orders yields Proof. It is a simple consequence of combining corollaries 3.1 and 3.2.
Corollary 3.4. If φ satisfies (A1) and (A2a), then the Euler-Lagrange equation (20) is equivalent to
Proof. This follows from a calculation with φ = q(d/ ).
Equation (31) follows after noting that q = W (q)q .
Convergence to the Willmore problem
The first corollary of theorem (2.2) is that the elastic bending energy is stable with respect to perturbations of the form h + g around solutions of (8)- (10) . A second, more profound result is the convergence of the respective Euler-Lagrange equations. The limiting interface is a critical point of the mean curvature energy in the space of surfaces.
Theorem 4.1. If φ solves (8)-(10) and satisfies (A2) and (A1), then,
where H is the mean curvature of the limit interface 0 and c 0 =
Proof. From theorems 2.1 and 2.2, φ = q(d/ ) where q(t) = tanh(t/ √ 2). Then, by lemma 2.1,
Before proceeding with the final theorem, we define what is meant by the convergence of a function defined on to a function defined on a surface. 
Definition 4.2. Let ⊂ be a smooth surface and h ∈ C( ; R). We say a family of functions {σ } >0 on converges to h if
for all smooth functions η on and compactly supported extensionsη.
The existence of an extensionη follows from the construction of the integral curves y(t, x) of ∇d, laid out in lemma 2.1. Let δ > 0 be such that y(t, x) is defined for |t| < δ and all x ∈ . For |d(x)| < δ, defineη(x) = η(z), where x = y(d(x), z). Then, smoothly extendη to the rest of . We have the additional property that
This follows by noting that 
in the sense of (32).
Proof. We prove that lim →0 δE δφ
for all smooth η with compactly supported extensionη. In view of corollary (3.4),
for any ν ∈ C ∞ c ( ). Some useful identities are
Consider the splitting of the gradient operator into its normal (n n · ∇) and surface (∇ ) components:
The reader should also note that n i ∇ i n k = n i ∇ k n i = 0 because n = ∇d, |n| = 
Proof. Using identities (35) and (38),
This is (39). Now for (40), we use identity (36),
Using the previous identities and referring to (39) and (40), we derive
. Thus, dividing through by , multiplying by the test function ν and integrating over ,
We now restrict the class of ν to extensions of functions on , thereby limiting the test space only to functions defined on the surface. Let η ∈ C ∞ ( 0 ) andη a compactly supported extension of η. Define the functionη (x) =η( −1 (x)), where { } >0 are given in (A1). Let ν =η . Note that R is a multiple of ∇d and so by (33), R · ∇η = 0 for |d(x)| < δ. Thus, after integrating by parts,
The latter quantity vanishes exponentially in since R · ∇η L ∞ ( ) is bounded independently of . Thus, by lemma 2.1,
Hence, convergence in the sense of (32) follows for σ = q (δE/δφ)/ . 
It is, however, well known that H and 1 are the variational forms for minimal surfaces and volume constrained surfaces, respectively.
Conclusion
We have demonstrated through rigorous asymptotic expansions that the phase field variational problem formally converges to the Willmore variational problem. In particular, define E 0 ( 0 ) as (1). The contents of theorems 4.1 and 4.2 can then be summarized as follows: if the zero set of φ converges to 0 , then E (φ ) converges to E 0 ( 0 ). Further, if the above holds, δE /δφ = 0 implies that δE 0 /δ = 0 when evaluated at φ and 0 , respectively. However, we have not demonstrated that this holds true for general φ and 0 nor that δE 0 /δ = 0 holds uniquely for E 0 ( 0 ) = min S∈A E 0 (S) for the admissable surface class A. For smooth surfaces atleast, our results give the construction of the lower bound (∃φ → 0 : lim sup →0 E (φ ) E 0 ( 0 )), in the -convergence framework. Generalizing our problem to this framework will be the subject of subsequent papers.
Our main goal is to develop a dynamic model of curvature driven surface motion based on energetic formulations. We will compare our phase field approach with other established curvature and interface dynamic models; see [14] [15] [16] . Then, we will couple the phase field with other fields, e.g. velocity and electric fields, to ultimately extend the work in [1] for some C > 0 independent of and δ. u is the usual phase function in U 1 . In U + and U − , u takes the values ±1 identically. The patching of these two functions takes place in U 2 . Since U 2 is distance δ away from the interface, we may pick 0 small enough so that the energy densities do not 'see' the patch. We will frequently use the smoothness of to guarantee the existence of a constant C > 0 such that U i Cδ, for i = 1, 2. With this inequality in mind, consider the first constraint inequality. Following the notation of lemma 2.1, where
By the above considerations, A 2 C 4p−1 δ −2r+1 . Also, following the notation of lemma 2.1, where
