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Abstract
Starting with the Green’s functions found for normal diffusion, we construct exact time-
dependent Green’s functions for subdiffusive equation with fractional time derivatives. The
Green’s functions satisfy the boundary conditions involving a linear combination of fluxes and
concentrations. The method is particularly useful to calculate the concentration profiles in a
multi-part system where different kinds of transport occurs in each part of it. As an example,
we find the solution of subdiffusive equation for the system composed of two parts with normal
diffusion and subdiffusion.
1 Introduction
Subdiffusion occurs in many physical systems such as amorphous semiconductors, porous media
[1, 2] or gel solvents [3, 4]. The subdiffusion is defined by the relation〈
∆x2
〉 ∼ tα (1)
with 0 < α < 1, where
〈
∆x2
〉
denotes the mean square displacement of the transported particle, t
is the time. The case of α = 1 corresponds to the normal diffusion. To obtain the concentration
profiles (Cα) of transported substance in subdiffusive systems one uses the subdiffusion equation
with fractional time derivative [2, 5]
EQα (Cα) ≡
(
∂
∂t
−Dα ∂
1−α
∂t1−α
∂2
∂x2
)
Cα (x, t) = 0 , (2)
with the Riemann-Liouville fractional derivative defined as (for α > 0)
∂αf(t)
∂tα
=
1
Γ(n− α)
∂n
∂tn
∫ t
0
dt′
f(t′)
(t− t′)1+α−n ,
where n is the smallest integer larger than α, Dα is the subdiffusion coefficient measured in the
units (m
2
sα ). While there is a huge literature about the normal diffusion in a variety of systems (see
e.g. [6] and references therein), the subdiffusion is satisfactorily described in a few cases only. The
procedure of solving the equation (2) appears to be rather complicated. Below we present a practical
method to calculate the solutions of the equations describing in a multi-part system where diffusion
and subdiffusion occur. The starting point is the solution corresponding to the analogous multi-part
system where only normal diffusion is present.
1
Till now homogeneous systems have been mostly studied. However, the multi-part systems
discussed here, in particular the membrane systems, are important for several fields of technology
and biophysics. We mention here as examples the membranes used as micro filters and the (sub-
)diffusion processes in living cells which are crucial for the cell physiology. There are a few attempts
described in the literature to obtain solutions of eq. (2) from the ones corresponding to the normal
diffusion. A powerful method seems to be mapping of the solutions of diffusion equation C1(x, t)
into the subdiffusive ones Cα(x, t) by means of the relation [7, 8, 9, 10]
Cα(x, t) =
∫ ∞
0
n(u, t)C1(x, u)du , (3)
where the Laplace transform of the function n is
nˆ (u, s) =
D1
Dαs1−α
e−
D1s
α
Dα
u, (4)
(throughout this paper the index α is assigned to the functions corresponding to subdiffusion; the
index 1 refers to the normal diffusion). Another method is to ‘rescale’ the time as t→ tα [11]. Using
the substitution one obtains the solutions of normal diffusion equation with diffusion coefficient
depending on time. However, both procedures have been used to the homogeneous system only
and it is unclear how to apply these approaches to a multi-part system, where the various kinds of
diffusion occur (e.g. a porous material, where subdiffusion proceeds, is adjoined to a normal diffusive
medium). Thus, a more general procedure is needed.
In this paper we discuss a method of constructing solutions of the one-dimensional subdiffusive
equation with given boundary conditions starting with those of normal diffusion, which can be
obtained rather easily. Our method gives the Green’s functions (GF) for subdiffusive equation in
the form of series of the Fox functions which is convenient for numerical calculations. The method
splits into two step. In the first one the Laplace transform of the subdiffusive Green’s function is
obtained from the normal diffusion counterpart, and in the second one the Laplace transform is
inverted. In contrast to the previous papers [7, 8, 9, 10, 11], we include boundary conditions into
considerations. As an illustration of our method, we find the solutions of eq. (2) for the system
consisting of two parts where the normal diffusion and subdiffusion occur, respectively.
We restrict our considerations to the case of boundary conditions which are given in the form
of linear combination of concentrations and fluxes. We note that this is not a serious restriction as
the linear boundary conditions often occur in normal diffusion problems (and can be adapted for
the subdiffusion cases). For example, for the system with fully reflecting, fully absorbing [6], and
partially absorbing wall [12], respectively, the boundary conditions read: J(x−M , t) = 0, C(x
−
M , t) = 0,
and J(x−M , t) = γC(x
−
M , t), where xM denotes a position of the wall. For the partially permeable
wall there have been used two different boundary conditions: C(x−M , t) = γC(x
+
M , t) [13, 14] or
J(x−M , t) = λ(C(x
−
M , t) − C(x+M , t)) [15], which both should be supplemented by the continuity of
the flux J(x−M , t) = J(x
+
M , t).
2 The method
Since the Green’s function for normal diffusion is mapped onto the subdiffusion within the method
presented below, we first discuss the connection between the equation of normal diffusion and the
subdiffusive equation.
2.1 Normal diffusion
We start with the normal diffusion equation
EQ1 (C1) ≡
(
∂
∂t
−D1 ∂
2
∂x2
)
C1(x, t) = 0 , (5)
2
and assume that each of the boundary condition involves a linear combination of fluxes and concen-
trations. When the system under consideration is divided into two parts by the membrane located
at x = xM , the boundary condition (BC) at xM is assumed to be of the form
L1(C1) ≡ δ1C1(x−M , t) + δ2C1(x+M , t) + δ3J1(x−M , t)
+ δ4J1(x
+
M , t) = 0 , (6)
where the flux J1 is given as
J1(x, t) = −D1 ∂C1(x, t)
∂x
, (7)
and δi (i = 1, 2, 3, 4) are the parameters independent of t. The solution of the equation (5) can be
found due to the following integral formula
C1(x, t) =
∫
G1(x, t;x0)C1(x0, 0)dx0 ,
where C1(x0, 0) is the initial concentration, and the Green’s function G1 is defined as a solution of
the equation (5) with the initial concentration
G1(x, 0;x0) = δ(x − x0) , (8)
with the appropriate boundary conditions. Since the diffusion equation is of the second order with
respect to the space variable one needs two boundary conditions at the discontinuity of the system.
When the system is infinite, the additional BC are needed at x→ ±∞ and they are usually of the
form Gα(x, t;x0) |x→∞= 0 and Gα(x, t;x0) |x→−∞= 0, which can be treated as special cases of eq.
(6) (δ1 = 1, δ2 = δ3 = δ4 = 0 for x→ −∞, and δ2 = 1, δ1 = δ3 = δ4 = 0 for x→∞, respectively).
One usually solves the normal diffusion equation by means of the Laplace transform (LT) [6, 16]
Cˆ(x, s) =
∫ ∞
0
e−stC(x, t)dt .
LT of the equation (5), boundary conditions (6), and flux (7) are, respectively,
EQ1(Cˆ1) ≡ sCˆ1(x, s)−D1 d
2Cˆ1(x, s)
d2x
− C1(x, 0) = 0 , (9)
L1(Cˆ1) ≡ δ1Cˆ1(x−M , s) + δ2Cˆ1(x+M , s) + δ3Jˆ1(x−M , s) + δ4Jˆ1(x+M , s) = 0 , (10)
and
Jˆ(x, s) = −D1 dCˆ1(x, s)
dx
. (11)
The general solution of eq. (9) with the initial condition (8) is [16]
Gˆ1 (x, s;x0) = A1(s)e
x
√
s/D1 +B1(s)e
−x
√
s/D1
+
1
2
√
D1s
e−|x−x0|
√
s/D1 . (12)
where A1(s) and B1(s) are determined by the boundary conditions.
3
2.2 Subdiffusion
The subdiffusive flux generated by the gradient of the concentration Cα is given by the formula
Jα(x, t) = −Dα ∂
1−α
∂t1−α
∂Cα(x, t)
∂x
,
which combined with the continuity condition
∂Cα (x, t)
∂t
+
∂Jα (x, t)
∂x
= 0 ,
provides the subdiffusion equation (2). The boundary condition at x = xM is assumed to be of the
form fully analogical to that of the normal diffusion (6) i.e.
Lα(Cα) ≡ δ1Cα(x−M , t) + δ2Cα(x+M , t) + δ3Jα(x−M , t)
+ δ4Jα(x
+
M , t) = 0. (13)
The Laplace transform of the subdiffusion equation, subdiffusive flux [17] and boundary conditions
are, respectively,
EQα(Cˆα) ≡ sCˆα(x, s)− s1−αDα
d2Cˆα(x, s)
dx2
− Cα(x, 0) = 0 , (14)
Jˆα(x, s) = −Dαs1−α dCˆα(x, s)
dx
, (15)
Lα(Cˆα) ≡ δ1Cˆα(x−M , s) + δ2Cˆα(x+M , s) + δ3Jˆα(x−M , s)
+ δ4Jˆα(x
+
M , s) = 0 . (16)
The solution of eq. (14) for the initial condition Cα(x, 0) = δ(x − x0), is computed as
Gˆα (x, s;x0) = Aα(s)e
x
√
sα/Dα +Bα(s)e
−x
√
sα/Dα
+
1
2
√
Dαs1−
α
2
e−|x−x0|
√
sα/Dα , (17)
where the coefficients Aα(s) and Bα(s) are determined, as previously, by the boundary conditions
(16).
2.3 From the diffusion to subdiffusion equation
Let us note that substitution
D1 = Dαs
1−α (18)
maps the Laplace transforms of normal diffusion equation EQ1
(
Gˆ1
)
= 0 (9), and flux Jˆ1
(
x, s;x0
)
(11) onto the subdiffusion ones EQα
(
Gˆα
)
= 0 (14) and Jˆα
(
x, s;x0
)
(15), respectively. Assuming
that the coefficients δ1, δ2, δ3, and δ4 are the same for the normal diffusion and for subdiffusion
boundary conditions (10) and (16), the substitution (18) transforms also the diffusion boundary
condition L1
(
Gˆ1
)
= 0 (10) into the subdiffusion one Lα
(
Gˆα
)
= 0 (16). Since the Green’s functions
are uniquely determined by the subdiffusion equation, boundary conditions and initial condition
(which are assumed to be the same for normal diffusion and subdiffusion), it is clear that the
substitution (18) transforms the Green’s function for normal diffusion (12) into the Green’s function
for subdiffusion (17). Comparing eq. (12) and eq. (17) we deduce that the coefficients Aα(s) and
Bα(s) can be obtained from A1(s) and B1(s) by means of the replacement (18).
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2.4 Inverse Laplace transform
As the Green’s function is given by eq. (17), with the functions Aα(s) and Bα(s) of rather compli-
cated structure (as we will see in Sec. 3.2), the calculation of the inverse Laplace transform is far
not simple. Therefore, we expand the function into the following series
Gˆα
(
x, s;x0
)
=
∞∑
n=0
ans
β+nνex
√
sα/Dα +
∞∑
n=0
bns
γ+nσe−x
√
sα/Dα
+
1
2
√
Dαs1−
α
2
e−|x−x0|
√
sα/Dα .
When the Laplace transform is in such a form, the inverse transformation can be easily calculated,
using the formula derived by means of the method based on the Mellin transform [18] (for details of
the derivation see the Appendix)
fν,β(t; a) ≡ L−1
(
sνe−as
β)
=
1
βa
1+ν
β
H1 01 1
(
a
1
β
t
| 1 11+ν
β
1
β
)
, (19)
where H denotes the Fox function, a, β > 0, and the parameter ν is not limited. Due to the formula
(19), we obtain the Green’s function as series of Fox functions. As shown in the Appendix, the
function fν,β is given by the formula
fν,β (t; a) = − 1
πt1+ν
∞∑
k=0
sin [π (kβ + ν)] Γ (1 + kβ + ν)
k!
(
− a
tβ
)k
. (20)
The domain of applicability of eq. (20) appears to be limited [18, 19]. The Fox function (19)
is analytical and has its series expansion (20) for every non-zero values of the variable a
1
β
t when
1
β − 1 > 0. Otherwise, the additional restrictions should be imposed. For example, when β = 1, the
equation (20) is still valid under the condition a < t. In the following we consider the cases where
β < 1, so we will not further discuss the domain of applicability of the formula (20).
3 Green’s functions for subdiffusive systems
To illustrate the considerations of the previous section, we find here the Green’s functions for the
homogeneous system, which are well-known, and next we discuss a composite system containing two
parts where, respectively, the normal diffusion and subdiffusion occur. As far as we know, such a
system has not been considered yet. Leaving the detailed analysis of this system to the next paper,
we derive here the respective Green’s functions.
3.1 The homogeneous system
Since the subdiffusive homogeneous system has been already described in detail, we only show
here that the procedure presented above gives the same results as that of the paper [2]. For the
homogeneous system of normal diffusion, the functions A(s) and B(s) from eq. (12) vanish. So, the
Laplace transform of GF is
Gˆ1
(
x, s;x0
)
=
1
2
√
D1s
e−|x−x0|
√
s/D1 , (21)
and the inverse Laplace transform of (21) gives the Gausian function
G1(x, t;x0) =
1
2
√
πD1t
e−(x−x0)
2/4Dt.
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The replacement (18) transforms the GF for normal diffusion into the following function
Gˆα
(
x, s;x0
)
=
1
2
√
Dαs1−
α
2
e−|x−x0|
√
sα/Dα ,
and due to eq. (19) we obtain
Gα
(
x, t;x0
)
=
1
2
√
Dα
fα
2
−1,α
2
(
t;
| x− x0 |√
Dα
)
=
1
α | x− x0 |H
1 0
1 1
((
(x− x0)2
Dαt
) 1
α
| 1 11 α2
)
. (22)
Let us note that the Fox function has several different representations equivalent to each other.
Using the formula [19]
H1 01 1
((
(x− x0)2
Dαt
) 1
α
| 1 11 α2
)
=
α
2
H1 01 1
(
x− x0√
Dαtα
| 1
α
2
1 1
)
=
α
2
| x− x0 |√
Dαtα
H1 01 1
( | x− x0 |√
Dαtα
| 1−
α
2
α
2
0 1
)
we transform the Green’s function (22) to the one derived in [2].
3.2 The two-part system
As a second example, we consider a system composed of two parts: L (x < xM ) where the normal
diffusion occurs with the diffusion coefficient D1L and R (x > xM ) where there is the subdiffusion
with the subdiffusion coefficient DαR. We assume the following boundary conditions at xM
J1
(
x−M , t
)
= Jα
(
x+M , t
)
, (23)
G1
(
x−M , t
)
= Gα
(
x+M , t
)
. (24)
To use the procedure presented in the previous section, we temporarily assume that in the region R
the normal diffusion occurs with the diffusion coefficient D1R. Assuming that x0 < xM , the solutions
of the diffusion equation with the boundary conditions (23) and (24) can be written in terms of the
Laplace transform as follows
Gˆ11−− (x, s;x0) =

 1
2
√
D1Ls
− 1√
D1Ls
(√
D1L/D1R + 1
)

 e−(2xM−x−x0)√s/D1L
+
1
2
√
D1Ls
e−|x−x0|
√
s/D1L , (25)
for x < xM , and
Gˆ11+− (x, s;x0) =
1√
D1Ls+
√
D1Rs
e−(xM−x0)
√
s/D1L−(x−xM)
√
s/D1R , (26)
for x > xM (the index 11 of Green’s function is assigned to the system where the normal diffusion
occurs in both parts, the index 1α corresponds to the system with normal diffusion and subdiffusion,
the indices +, − refer to the signs of x− xM and x0 − xM , respectively).
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In the next step we pass from 11 to 1α functions. Let us note that for the homogeneous system
the substitution (18) has been done for the whole system. However, for the composite one the
substitution should be performed only with respect to the part where subdiffusion occurs. Thus,
D1R = DαRs
1−α, (27)
whereas the coefficient D1L remains unchanged. Substituting (27) in the functions (25) and (26) we
obtain
Gˆ1α−− (x, s;x0) =

 1
2
√
D1Ls
− 1√
D1Ls
(√
D1Lsα−1/DαR + 1
)

 e−(2xM−x−x0)√s/D1L
+
1
2
√
D1Ls
e−|x−x0|
√
s/D1L , (28)
and
Gˆ1α+− (x, s;x0) =
1√
D1Ls+
√
DαRs2−α
e−(xM−x0)
√
s/D1L−(x−xM)
√
sα/DαR . (29)
It is easy to see that the functions (28) and (29) fulfil the Laplace transforms of the boundary
conditions (23) and (24). Expanding these functions into the series, we obtain
Gˆ1α−−(x, s;x0) =
1
2
√
sD1L
(
e−|x−x0|
√
s/D1L + e−(2xM−x−x0)
√
s/D1L
)
+
1√
D1L
∞∑
n=0
(
−
√
DαR
D1L
)n+1
s
(1−α)n−α
2 e−(2xM−x−x0)
√
s/D1L , (30)
Gˆ1α+−(x, s;x0) =
1√
D1L
∞∑
n=0
∞∑
k=0
(
−
√
DαR
D1L
)n
1
k!
(
−xM − x0√
D1L
)k
×s (1−α)n+k−12 e−(x−xM)
√
sα/DαR . (31)
Using the formula (19), we obtain from eqs. (30) and (31) the Green’s functions for the considered
system
G1α−−(x, t;x0) =
1
2
√
πD1Lt
(
e−(x−x0)
2/4D1Lt + e−(2xM−x−x0)
2/4D1Lt
)
+
1√
D1L
∞∑
n=0
(
−
√
DαR
D1L
)n+1
f (1−α)n−α
2 ,
1
2
(
t;
2xM − x− x0√
D1L
)
, (32)
G1α+−(x, t;x0) =
1√
D1L
∞∑
n=0
∞∑
k=0
(
−
√
DαR
D1L
)n
1
k!
(
−xM − x0√
D1L
)k
×f (1−α)n+k−1
2 ,
α
2
(
t;
x− xM√
D1L
)
. (33)
For x0 > xM the calculations are very similar to the ones presented above. In this case the Green’s
functions are
G1α−+(x, t;x0) =
1√
D1L
∞∑
n=0
∞∑
k=0
(
−
√
DαR
D1L
)n
1
k!
(
xM − x0√
D1L
)k
7
×f (1−α)n+αk−1
2 ,
1
2
(
t;
xM − x√
D1L
)
, (34)
G1α++(x, t;x0) =
1
2
√
DαRt
[
fα
2−1,
α
2
(
t;
| x− x0 |√
DαR
)
+ fα
2−1,
α
2
(
t;
x+ x0 − 2xM√
DαR
)]
− 1√
DαR
∞∑
n=0
(
−
√
DαR
D1L
)n
f (1−α)n+α−1
2 ,
α
2
(
t;
x+ x0 − 2xM√
Dα
)
. (35)
To illustrate the above results we present two plots of the Green’s functions for several values
of α. In Fig. 1 there are presented the Green’s functions (32) and (33) when the initial point x0
is placed at the region L (with x0 = −1). In Fig. 2 there are plots of the Green’s functions (34)
and (35) when the initial point is located at the region R (with x0 = 1); here xM = 0. We use the
arbitrary units and the values of the parameters are: D1L = 1, D1R = 0.1, DαR = 0.1, and t = 10.
For the double series occurring in the functions (33) and (34), and for the function fν,β given by eq.
(20), there are taken first 20 terms in each of the series. For the functions (32) and (35) given by
the single series there are taken first 40 terms and for the function fν,β we have taken first 70 terms
in the numerical calculations. We have checked that increasing these numbers does not change our
results noticeably.
Let us briefly discuss the main qualitative differences between the Green’s functions for normal
diffusion and the ones for α < 1. For the case of x0 < xM the inflection point of the Green’s functions
is located at xM for α < 1 whereas for the normal diffusion this point is placed in the region R
in a finite distance from the border between L and R. For the case of x0 > xM the differences
between the considered Green’s functions are very similar to those between the Green’s function for
a homogeneous diffusive and subdiffusive systems studied in [2].
4 Final remarks
The procedure presented above allows one to solve the subdiffusion equations for the non-homogeneous
systems such as a membrane system, layered system etc. The procedure uses the fact that the normal
diffusion equation is simpler to solve than the subdiffusive one and the relation (18) transforms the
Green’s functions, diffusive equation and boundary conditions from the normal to the subdiffusive
case. Thus, knowing the Laplace transform of Gˆ1 one immediately obtains the Laplace transform
of Gˆα.
Summarizing our considerations, the procedure to obtain the Green’s functions for the subdiffu-
sive system with linear boundary conditions is presented as a do list:
1. find the Laplace transforms of the Green’s functions for the analogical system of the normal
diffusion,
2. obtain the Laplace transform of the Green’s functions for subdiffusive system using the replace-
ment (18); when the system is divided into several parts, the replacement should be applied
only to the part where the subdiffusion occurs,
3. expand the Laplace transform of Green’s function Gˆα into the power series of s
ν multiplied by
e−as
β
,
4. use the formula (19) to calculate the inverse Laplace transform.
The numerical calculations performed in Sec. 3.2, which give the Green’s functions presented in
Figs. 1 and 2 show usefulness of the method. It gives the explicitly analytic solutions of subdiffusive
equations which are appropriate for numerical calculations.
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At the end we return to the method of mapping the Green’s function for normal diffusion to the
subdiffusive one by the relation (3) which has been mentioned in the Introduction. Let us observe
that substituting the expression (4) in eq. (3) we obtain
Gˆα (x, s) =
D1
Dαs1−α
∫ ∞
0
e−
D1s
α
Dα
uG1 (x, u)
=
D1
Dαs1−α
Gˆ1
(
x,
D1
Dα
sα
)
. (36)
If we apply the replacement (18) to the r.h.s. of eq. (36), we get the identity. So, the procedure
presented in this paper is consistent with the procedure discussed in [8] for the homogeneous system.
Acknowledgements
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Appendix
We derive here the relations (19) and (20). Let us consider the Laplace transform
fˆν,β (s; a) ≡ L [f (t)] (s) = sνe−as
β
. (37)
The Mellin transform
M [f (x)] (p) ≡
∫ ∞
0
xp−1f (x) dx,
applied to the relation (37) gives
M
[
fˆν,β (s; a)
]
(p) =
1
βa
p+ν
β
Γ
(
p+ ν
β
)
. (38)
Using the well-known formula
M [L [f (t)] (s)] (1− p) = Γ (1− p)M [f (t)] (p) ,
we obtain
f (t) = M−1
[
1
Γ (1− p)M [L [f (t)] (s)] (1− p)
]
. (39)
Putting eq.(38) in (39) and using the inverse Mellin transform we get
f (t) =
1
2πi
∫ c+i∞
c−i∞
t−p
1
βa
1−p+ν
β
Γ
(
1−p+ν
β
)
Γ (1− p) dp.
Comparing above equation with the definition of the Fox H-function
HmnPQ
(
z
∣∣ (a1, A1) . . . (aP , AP )
(b1, B1) . . . (bQ, BQ)
)
=
1
2πi
∫
C
zp
A (p)B (p)
C (p)D (p)
dp,
where A (p) =
∏m
j=1 Γ (bj −Bjp), B (p) =
∏n
j=1 Γ (1− aj +Ajp), C (p) =
∏Q
j=1 Γ (1− bj +Bjp),
D (p) =
∏P
j=1 Γ (aj −Ajp), and the circle C separates the poles of A(p) and B(p), we obtain
HmnPQ = −
∑
poles ofA(p)
Res
(
A (p)B (p)
C (p)D (p)
)
.
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To get the poles of A(p) we take the relation bj −Bjp = −k, with k = 0, 1, 2, . . ., which gives
pj,k =
bj + k
Bj
. (40)
Using the relation
lim
p→pj,k
(bj −Bjp+ k) Γ (bj −Bjp) = lim
p→pj,k
Γ (bj −Bjp+ k + 1)
(bj −Bjp) (bj −Bjp+ 1) . . . (bj −Bjp+ k)
=
Γ (1)
(−k) (−k + 1) (−k + 2) . . . (−1) =
(−1)k
k!
,
we find
Resp=pj,k
(
A (p)B (p)
C (p)D (p)
)
= − (−1)
k A′j (pj,k)B (pj,k)
Bjk!C (pj,k)D (pj,k)
zpj,k ,
where A′j (p) =
A(p)
Γ(bj−Bjp)
. So, we obtain
HmnPQ (z) =
m∑
j=1
1
Bj
∞∑
k=0
(−1)k A′j (pj,k)B (pj,k)
Bjk!C (pj,k)D (pj,k)
zpj,k . (41)
Additionally, we use the relation Γ (z) Γ (1− z) = pisin(piz) which gives
1
Γ (−αk) = −
sin (παk) Γ (1 + αk)
π
.
From the above equation and the formulas (40) and (41) we get the relation (20).
References
[1] J.P. Bouchaud and A. Georgies, Phys. Rep. 195, 127 (1990).
[2] R. Metzler and J. Klafter, Phys. Rep. 339, 1 (2000).
[3] T. Koszto lowicz and K. Dworecki, Acta Phys Pol. B 34, 3699 (2003).
[4] K. Dworecki, S. Wa¸sik, and T. Koszto lowicz, Acta Phys Pol. B 34, 3695 (2003).
[5] A. Compte, Phys. Rev. E 53, 4191 (1996).
[6] J. Crank, The mathematics of diffusion, Clarendon, Oxford (1975), Chapter XII.
[7] E. Barkai, R. Metzler, and J. Klafter, Phys. Rev. E 61, 132 (2000).
[8] E. Barkai, Phys. Rev. E 63, 046118 (2001).
[9] I.M. Sokolov, Phys. Rev. E 63 (2001), 056111.
[10] A. Klemm, R. Metzler, and R. Kimmich, Phys. Rev. 65, 021112 (2002).
[11] S.C. Lim and S.V. Muniady, Phys. Rev. E 66, 021114 (2002).
[12] K. Razi Naqvi, K.J. Mork, and S. Waldenstrom, Phys. Rev. Lett. 49, 304 (1982).
[13] T. Koszto lowicz Phys. Rev. E 54, 3639 (1996).
10
[14] K. Dworecki, T. Koszto lowicz, S. Wa¸sik, and S. Mro´wczyn´ski, Eur. J. Phys. E 3, 389 (2000).
[15] T. Koszto lowicz, Physica A 298, 285 (2001).
[16] H.S. Carslaw and J.C. Jaeger, Conduction of heat in solids, Clarendon, Oxford (1989), Chapters
XIII and XIV.
[17] D.H. Zanette, Physica A 252, 159 (1998).
[18] W.R. Schneider, in Stochastic processes in classical and quantum systems, eds. S. Albeverio, G.
Casati, and D. Merlini, Springer, Berlin (1986), p. 497.
[19] H.M. Srivastava, K.C. Gupta, and S.P. Goyal, The H-functions of one and two variables with
applications, South Asian Publishers, New Delhi (1982).
11
-5 -4 -3 -2 -1 0 1 2 3 4 5
0,00
0,02
0,04
0,06
0,08
0,10
0,12
0,14
0,16
0,18
G
1a
(x
,t;
-1
)
x
Figure 1: The Green’s functions for the two-part system for x0 = −1 and several values of the
parameter α: ✷ corresponds to α = 0.1, ◦ to α = 0.3, △ to α = 0.5, ✸ to α = 0.7, ⋆ to α = 0.9, and
▽ to α = 1, 0 (the normal diffusion case).
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Figure 2: The Green’s functions for the two-part system for x0 = 1 and several values of the
parameter α (the description of the symbols is the same as for Fig.1).
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