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Abst ract - -Operator  splitting is a widely used procedure in the numerical solution of parabolic 
problems. Several splitting methods have been constructed and used in the fields of applied mathe- 
matics. In this paper the weighted sequential splittings are introduced and their local splitting error 
is analyzed. New results are presented for the case where the subproblems of the weighted splitting 
schemes are solved numerically. The results are illustrated with test examples for ordinary differential 
systems. (~ 2005 Elsevier Ltd. All rights reserved. 
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1. INTRODUCTION 
In the modelling of complex physical phenomena the simultaneous effect of several different sub- 
processes has to be described. Mathematical models of such phenomena usually include systems 
of partial differential equations (PDEs), the spatial differential operators of which consist of sev- 
eral terms, each corresponding toa subprocess ofthe described phenomenon. (An example of such 
complex phenomena is the transport of air pollutants, effected by the subprocesses of advection, 
diffusion, deposition, emission, and chemical reactions [1,2] or certain biological phenomena [3].) 
The operators describing the subprocesses are as a rule simpler than the whole spatial differential 
operator. However, their mathematical properties can be completely different from each other. 
In such a case the direct numerical treatment of the original system of PDEs is too difficult, 
which necessitates the application of operator splitting. 
In Section 2, a short summary on the mathematical background of operator splitting is given 
and a simple splitting method is discussed in detail. Then further popular splitting schemes 
are presented and analyzed shortly from the viewpoint of the local splitting error. In Section 3, 
we introduce the weighted sequential splittings and investigate their properties. We will show 
that these methods have some nice and advantageous features that make them a recommendable 
alternative of the traditional splitting schemes. In Section 4, some test examples are presented 
in order to check and illustrate our results. In Section 5, an error analysis is performed for the 
symmetrically weighted sequential (SWS) splitting. The main result of Section 6 is the proof of 
the assertion that the numerical model obtained by the SWS splitting is second-order consistent 
if the subproblems are solved by using second-order numerical methods. 
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2. THE MATHEMATICAL  FOUNDATION 
OF  OPERATOR SPL ITT ING 
The point in operator splitting is the replacement of the original model with one in which 
appropriately chosen groups of the subprocesses, described by the model, take place successively 
in time. This decoupling procedure allows us to solve a few simpler systems instead of the whole 
one.  
Let S denote some normed space and consider the initial value problem 
dw(t) = Aw(t ) ,  
dt 
w(O) =wo, 
t • (0, T], (2.1) 
where w : [0, T] --* S is the unknown function, and A is an operator of type S --* S. Assume 
that the operator A can be decomposed into a sum of two simpler operators A1 and A2. Then 
defining the splitting step by r = T/n ,  where n • N is given, we consider the sequence of initial 
value problems of the form 
dw~i)'t'(" ( ~ = Aiw(k')(t), t • ((k - 1)% kv], 
dt 
wO)((k - 1)r) = w(~l ( (k  - 1)~'), 
(2.2) 
and 
dw(2)(t) = A2w(2)(t), t e ((k - 1)% kv], 
dt (2.3) 
for k = 1,2,. . .  n, where w(2)(0) = w0. This procedure is called sequential splitting and can 
directly be extended to more than two suboperators in a natural way. 
Obviously, the obtained solution will in general contain some error. In the sequel we analyze 
its behavior only during the first splitting step, i.e., for k = 1, with the assumption that both 
the original problem and the subproblems are solved exactly. If the solution of problem (2.3) is 
denoted by @(7-), then the expression 
Errsp(V) := ~(~') - w(r) (2.4) 
is called local splitting error. 
The local splitting error should obviously be minimal; in the most favorable case it vanishes 
for all initial conditions. The condition under which this error is zero can be expressed in terms 
of the Lie operator formalism [1,2]. 
Let F be a linear or nonlinear operator of type S --, S. With the given operator F we associate 
a new operator, which we will denote by ~" and call the Lie-operator associated to F. This 
operator acts on the space of differentiable operators of type S --* S and maps each operator G 
into a new operator ~'(G), such that for any element c E S the relation (~'(G))(c) = (G'(c)oF)(c)  
holds. It  is easy to see that the Lie operator is linear. 
It is shown, e.g., in [4] that if both the original problem (2.1) and subproblems (2.2),(2.3) have 
unique solutions, then the splitting error at time ~- can be given as 
Err~p(r) = (e~'%e¢A'( I )  -- e~(A'+'a2)(I)) wo, (2.5) 
where I denotes the identity operator S --* S. From this follows that by use of the notation 
[A1, A2] := A1 o A2 - A2 o A1, (2.6) 
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called commutator of the Lie-operators ~1 and ,42, the splitting error vanishes for all initial 
functions if and only if 
[.ALl ,.42] (1) (C) = 0 (2.7) 
holds for all c E S. By applying the definition of the Lie operator, this condition can be expressed 
in terms of the operators A1 and A2 as 
{Al, A2}(c) := (A~ (c) o A2)(c) - (A~(c) o A1)(c) = O. (2.s) 
If the operators A1 and A2 satisfy (2.8), or equivalently, if the corresponding Lie operators 
satisfy (2.7), we say that the operators A1 and A2 L-commute. The operator {A1,A2} is the 
commutator of the operators Al  and A2. To summarize, the splitting error vanishes for all initial 
functions if and only if the suboperators A1 and A2 L-commute. 
In practice the conditions under which the suboperators L-commute are usually rather estric- 
tive (see [1,2,5]). In models of real phenomena these conditions are hardly met. Therefore we 
turn our attention to the noncommutative case, where the local splitting error is not zero, that 
is 
Errsp(T) = O (T p+I) (2.9) 
with some p > 0. Then we say that the splitting scheme is a pth-order scheme. The product of 
exponentials in expression (2.5) can be computed by using the Baker-Campbell-Hausdorff (BCH) 
theorem, well known from the theory of Lie algebras [6]. This theorem claims that for any pair 
of linear operators X, Y the product eXe Y can be written as the exponential e z of the operator 
Z = X + Y + I (x ,y )  + I ( (x ,x ,Y )  + (Y ,Y ,X) )  - I (x ,Y ,Y ,X)  + .. .  , (2.10) 
where the brackets (., .) stand for the commutator {-, .} or [., .], and (X ,X ,Y )  is recursively 
defined as (X ,X ,Y )  = (X, (X,Y)>, etc. Substituting X = r.42 and Y = T,~ 1 into (2.10) and 
applying the definition of the exponential operator, we obtain that 
T 2 
Errsp('r) -- (e'r'a2e ''A' (I) - e'r(A'+A2)(1)) w0 = T[.41,A2](1)wo + O ('ra), (2.11) 
i.e., the local splitting error of the sequential scheme is O(r2), so the scheme is first order. 
2.1. Further Splitting Procedures 
In order to improve the accuracy of the sequential splitting, Strang has proposed the following 
method [7]: 
dw(kl)(t) ~Al~(kl)(~), t E ((~TI)T,(~--~)T ] 
dt 
w(kl)((k -- 1)r) = ~/)(k3_)l((k -- 1)T), 
= A2w(2)(t), t ((k - k -I, 
dt 
w(k2)((k - 1)T) ~ w(kl) ( (k  - 1 )  "r) , 
(2.12) 
(2.13) 
and 
3) it) = A1  3)(0, 
dt (2.14) 
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for k = 1,2,.. .  ,n, where w(a)(0) = w0. It is seen that this method is not symmetrical with 
respect o AI and A2: in each time step we begin and end the computation with the operator Al. 
(In practice the middle position is recommended for the suboperator that is more difficult to 
treat numerically. In air pollution models this is very often the stiff chemistry operator [8].) The 
local splitting error for the Strang scheme is clearly 
Err,p(r) = (e A' ½ e ~zCe~'i (I) - e (~'+~2)¢ (I)) w0, (2 .15)  
and a Taylor expansion leads to 
Errsp(v) = O (v3). (2.16) 
Therefore the Strang scheme is a second-order splitting scheme, which explains why it is used in 
so many applications. We remark that the L-commutativity of the suboperators is a sufficient 
but not a necessary condition for zero local splitting error when the Strang splitting is applied [9]. 
The following method is used in practice only if one of the suboperators (let us say A1) is 
nonstiff. As a first step we solve the first subproblem by an explicit numerical method, then, 
using the obtained solution, we modify the second subproblem and solve it by applying the 
original initial condition. So, the scheme has the form 
dw~l)'t'( ( ~ = Alw(kl)(t), t E ((k - 1)r, kT], 
dt 
w(kl)((k - -  1)r) = w(k~l((k - 1)r), (2.17) 
dwT)(t) = A2w(2)(t) + wO)(kr) _ ?/)(1)((]¢ _ 1)v) t e ((k - 1)r, kv], 
dt v ' 
w(2)((k - 1)~-) = w(2)_l((k - 1)~'), (2.18) 
for k = 1,... ,n, where w0(2)(0) = wo and the value @(kr) := w(2)(kr) is accepted as the solution 
at the end of the k th time step. The above scheme is called no-time splitting [10] and is applied 
first of all in air pollution modelling [11,12]. The local error of the no-time splitting can be given 
as  
Er rsp(V) -~- r2 (~- ( l ) )woq-O(v3) ,  (2.19) 
and therefore it is a first-order method. 
Another possibility is the method efined by the following algorithm: 
dw O)(t) = Alw(kl)(t) ' 
dt 
- = - 
t G ((k - 1)T, kT], 
(2.20) 
and 
dw(k 2)(t) = A2w(k2)(t), t E ((k - 1)r, kT], 
dt (2.21) 
w(k2)((k - 1 ) r )  = - 1 ) r ) ,  
for k = 1,2, . . .n,  where @(0) = wo and ~(kr) = w(kl)(kr) + w(k2)(kr). This method, which is 
called splitting-up method (see, e.g., [13,14], is exact in the finite-dimensional c se (i.e., there is 
no splitting error) if the operators A1 and A2 are symmetric positive definite and commuting 
matrices. We remark that the main difference between the no-time splitting and the splitting-up 
method is the fact that while (2.18) requires the solution of (2.17), problems (2.20) and (2.21) 
can be solved independently. 
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3. WEIGHTED SEQUENTIAL SPLITTING 
An alternative of the splitting techniques introduced in the previous ection can be obtained by 
symmetrizing the sequential splitting in the following way. In each time step we apply sequential 
splitting both in the order AI --* A2 and As ~ A1, and at the end of the time steps we combine 
the obtained solutions by taking a weighted average of the results. So, in some k th time step we 
compute the solution u(k 2) (kr) of the A1 --~ A2 splitting 
eu(D(t) = Alu(l)(t), t • ((k - 1)% k~-], 
dt 
u(kl)((k - 1)v) = ~((k - 1)r), 
du(2)(t) (2) 
dt = A2u k (t), 
and the solution v(2)(kr) of the A2 ~ A1 splitting 
dv(k 1) (t) ---- A2vO )(t), 
dt 
vO)((k - 1)T) = ~((k - 1)T), 
dv(k2)(t) = Alv(k2)(t), 
dt 
- 1) , )  = 
t • ((k - 1)% k~-], 
t • ((k - 1)% kr], 
t • ((k - 1)% kr], 
(3.1) 
(3.2) 
(3.3) 
(3.4) 
and then compute a weighted sum of the solutions as 
= + (1 - (3 .5 )  
k ---- 1 ,2, . . . ,n ,  where @(0) = w0 and O E [0, 1] is some parameter. The parameter values 0 
and 1 give the simple sequential splitting by the two different orders of the suboperators. The 
scheme belonging to O = 1/2 has been mentioned by Strang already in 1968 [7]. Note that 
the solution of the problems (3.1),(3.2) and (3.3),(3.4) can be parallelized. Experiments for 
comparing CPU times for Strang and SWS splitting on parallel computers are presented in [15], 
and a theoretical comparison is given in [16] for the case of more than two processors, where both 
levels of parallelization (algebraic and operator level) are applied for the SWS splitting, while 
the Strang splitting is parallelized on the algebraic level. We mention that from the splitting 
methods mentioned in the previous chapter only the splitting-up method is parallelizable on the 
operator level. 
The local splitting error can be written as 
Errsp(r) = 0 (eA"e'4" (I)) wo + (1 - O) (eA'r e'a2" (I)) wo -- (e('a'+'4')'(I)) wo. (3.6) 
Moreover, due to the BCH formula, the relation 
e~h~e'a'~ = e('%+~t')r+(1/2)['42"4']~2+°(rs) (3.7) 
is valid. Applying (3.7) and the definition of the exponential, we obtain that 
( ) Errsp(r) = O 2"+ (.42 "['~I)T'~- [.~2,¢~1]T 2 "~- ~(,~2 ~-¢t~l)2T2 (I)wo 
( , , ) +(1 - O) • + (At + A2)r + -~[A~, A21 r2 + ~(A~ + A2)2r 2 (I)wo (3.8) 
- (Z + (A, + A2)v + I (A, + A2)2r2) (I)wo + O (rs) . 
It is easy to see that the constant and first-order terms in r vanish for any values of O. 
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Let us examine the second-order terms. An easy computation shows that the coefficient of ~.2 
in the above expression reads 
Since the Lie operators `41 and ` 42, according to our original assumption, do not commute, 
the second-order error term (3.9) vanishes for all ` 41 and ` 42 only if O = 1/2, i.e., if we weigh 
symmetrically. Such splitting will be called symmetrically weighted sequential (SWS) splitting. 
Considering this symmetrical version and taking into account he term containing v s, a long 
computation (see Appendix I) shows that under the condition 
[` 41 - A2, [,41,` 42]] (I) ---- 0 (3.10) 
this term vanishes. 
REMARK 3.1. If the suboperators A1 and A2 are linear, then condition (3.10) turns into the 
form 
{At - A2, {At, A2}} = 0. (3.11) 
In a similar way, for the fourth-order term we have 
1 
(C21 T4 -{- C,2T 4) -4- 8[`41,`4212(I)r4 
"~- ~ (`41 -~ A2 ) ([`41, `41, `42] "~- [`42, `42, `41]) ( I)r 4 (3.12) 
+~4 ([A1, A1, A2] + [.i[2, A2, A1])(`41 + A2)(1) "r4, 
where 
1 1 
c12 = [`42, [`4,, [`4, , ` 4211] (I) - [`4,, [`42, [`41,`42111(I), (3.13) 
and C21 is obtained by changing indices 1 and 2. From the properties of the commutator follows 
at once that C12 = -C21. Therefore, if `4, - .42  commutes with [`41,`42] both on the element 
(`41 + ` 42)(1) = A1 + A2 and on the element I, and also the relation 
[`41, A212(1) ---- 0 (3.14) 
holds, then the SWS splitting has fourth order. 
REMARK 3.2. As we can see the L-commutativity ([` 41, `42] = 0) is a sufficient but not a necessary 
condition for (3.14). 
We can summarize our results as follows. 
THEOREM 3.3. Assume that the operators `41 and `42 do not commute. Then the weighted 
splitting scheme is 
• first order without any condition, 
• second order if  and on ly / fO  -- 1/2 (SWS). 
Furthermore, the SWS scheme is 
• third order if  condition (3.10) is satisfied, 
• fourth order if[`41 - `42, [`41,`42]] is zero on A1 + A2 and on I,  and also (3.14) is satisfied. 
In the following we examine the application of the SWS splitting on an example taken from 
air pollution modelling. In air pollution models typical suboperators are the advection operator 
3 
AI(e) = - ~ 0i(uic) (3.15) 
i=1 
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and the emission operator 
A2(c) = E, (3.16) 
where c = c(x, t) and E is constant in c, but may depend on time and space. The operator A1 is 
linear, so A~(c) = Al  for all c. Obviously, the operator A2 has a zero derivative. Therefore, 
3 
{Al, A2}(c) = - E Oi(uiE), (3.17) 
iffil 
i.e., the operators do not always L-commute. Let us examine under what condition the SWS 
splitting provides a higher than second-order approximation for these suboperators. By applying 
the definition of the commutator, condition (3.10) can be written as 
[.A1 - ,A2, [,AI, ,A2]](1) = (¢42,~2 - 2.,41.,42,AI - 2.,42~I.,42 + ,,422~i + ,,42,~ 2 + ¢41,~22) (I). (3.18) 
Let us examine the terms one by one. Applying the definition of the Lie operator, we can write 
(A~A2(I)) (c) = [(A~(c) o A1)'(c) o All (c), (3.19) 
which is zero for all c, since W2(c ) = 0. For the second term we have 
( (A1A2A1)( I) )(c) = ( ( A~ (c) )'( A2(c) ) o A~(e) o A,)(c) = O. (3.20) 
Computing the further terms in a similar way, we finally obtain that 
3 
([A1 - A2, [A,, A2]](I))(c) = A~(A2(c)) = ~ Oi(u,Oj(u~E)). 
i,jffi l 
(3.21) 
So, the condition under which the symmetrically weighted splitting method gives a third-order 
approximation for the considered operators can be written as 
3 
) = o, 
i , j= l  
(3.22) 
3 which is weaker than the condition ~-~-i=1 Oi(uiE) = 0 for the L-commutativity of the operators. 
In order to examine the fourth-order accuracy, we computed the value of the commutator 
[,41 - A2, [Al, .42]] on the element A1 + A2. We obtained that 
[A, - A2, [A~, A2]I(A1 + A2)(c) = A3(A2)(c), (3.23) 
which equals 
3 
O (u,Oj(u O (ukEl ) ). (3.24/ 
i , j ,k= l
It is easy to see that if (3.22) is satisfied, then also (3.24) vanishes. Condition (3.14) is still to be 
checked. Since 
[A1, A2](I)(c) = AI(A2)(e) - A2(A1)(e) = (A~(c) o A,)(e) - (A~(c) o A2)(c) 
-- - (A I  o A2)(e), (3.25) 
therefore 
[.41, A2]2(I)(c) = -[,41, A2I(A1 o A2)(c), (3.26) 
which is equal to zero if A~2(c) = O. Consequently, the conditions of the fourth-order splitting 
error are also met in the example. 
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4. TEST  EXAMPLES 
In this section, we present some test examples for ordinary differential systems in order to 
illustrate the results obtained in the previous ection. 
EXAMPLE 4.1. Consider the following system of linear constant coefficient ordinary differential 
equations: 
w~(t) = 5w~(t) + w2(t), 
w~(t) = 3w2(t) (4.1) 
with the initial conditions 
3 ~1(o)=~, 
W2(0)=1. 
As one can easily check, the exact solution of the initial value problem at t -- r is 
5 5r 1 3r Wl(T)=~e -~e , 
~2(T)=e 3~. 
Let us split the coefficient matrix 
~ [0013] ~+~ [301]+ [: 0] 
The commutator of A1 and A2 reads 
,~1~2~ 1~ ~,~ [00 : ]~0 
so A1 and A2 do not commute. However, since 
(~  ~(~1 ~2~ [00 ol] ~(~1 ~,,~1~ ~A,) 
(4.2) 
(4.3) 
(4.4) 
(4.5) 
(4.6) 
which are just the same as the exact values wl(r) and w2(r). From our previous considerations 
follows that the approximation is at least fourth order, since 
{A1,A2}2 ~ [00 ;1] [00 O1] = [00 00] ' (4.11) 
which is first-order accurate. On the other hand, the solution obtained by applying SWS splitting 
gives 
,~,~1(~') = 5-e~" 1 3, (4.o) 
4 -~e , 
W~2(T) = e 3r, (4.10) 
~s~(T) = ~3~ =: ~2(T), 
(4.7) 
(4.8) 
75~ _74. =:~l ( r ) ,  
w. l (r)  = ~e - 4 
therefore condition (3.11) is satisfied. 
We applied both the sequential A1 --* A2 splitting and the SWS splitting to this problem on 
the interval [0, T] and compared the results. 
The sequential A1 --* A2 splitting results in the solution 
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however, the other error terms now also vanish. Note that this example shows that in the case of 
the SWS splitting the L-commutativity of the suboperators i not a necessary condition for the 
local error to be zero. 
EXAMPLE 4.2. As a second example we choose the following linear constant coefficient ODE 
system of three unknowns: 
' =6Wl +w2+w3,  W 1 
~Z~ = 4W2 + W3, 
W~ = 2W3. 
The initial conditions are defined as 
~1(0)  = 1, 
w2(0) = 1, 
wa(0) -- 1. 
It is easy to check that the exact solution of the problem at r reads 
15 or 3 4r 1 2r Wl( r )=Te -~e -~e , 
3 4r 1 2T ~(~)=~e -~e  , 
w~(r) = e 2~. 
Using the splitting 
[i1!] [!1!] [!oil A = 4 = A1 + A2 = 2 + 2 
0 0 0 
(4.12) 
we obtain 
and 
{A1, A2} = 0 # 0, 
0 
(4.13) 
1] 
(A1A2 - A2A1) (A1  - A2) = (A l  - A2) (A1A2 - A2A1) = 0 0 , 
0 0 
(4.14) 
so (3.11) is satisfied. Applying the SWS scheme with the above submatrices leads to the result 
~bl(T) = 2e 6r -- -~el 5~ -- ~el 3T, 
~2(r) = ~e 4~ 
1 2r 
~3(T) = e 2~. 
As one can compute, the local splitting error in ~" for the first unknown is (1/8)r  4 + O(rS), which 
corresponds to our theoretical results. 
REMARK 4.3. This result shows that (3.11) is not a sufficient condition for the vanishing of the 
splitting error. 
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5. ERROR ANALYS IS  FOR THE SWS 
SPL ITT ING IN  THE L INEAR CASE 
The order of a splitting method only gives us information on the behavior of the local splitting 
error as the splitting time step ~" tends to zero. A splitting method is called more accurate if this 
order is higher. However, it is also important to investigate the size of the splitting error at a 
fixed ~-, since in practice the time-step size cannot be chosen to be arbitrarily small. 
In the present section we analyze the leading term in the local splitting error of the SWS 
splitting in the case where the suboperators are linear. We remark that a similar error analysis 
is performed for the sequential splitting in [5]. 
As one can see in Appendix I, for linear operators A1 and A2 the third-order term of the local 
splitting error can be given as 
1T3([-Z~2, .A2,-~I] -~- [J~l, J~l, A2])(I)wo = ZT3[ -~I  -- J~2, [.A1, .A2]]( / )wo 
12 I L  (5.1) 1 
= ~.r3[A~ - A2, [A~, A2]]Wo. 
The norm of the last operator can be upperly estimated by the expression 
TZlIA1 -- A211 [[[A1, A2]]II []won- (5.2) 
The following examples how the applicability of the obtained estimation. 
EXAMPLE 5.1. Let us split the matrix of the linear constant coefficient ODE system of two 
unknowns with the coefficient matrix as follows: 
[40 0.005] [~ 0.004] [20 0.001] (5.3, 
A = 0.003] = A1 + A2 = 0.001J + 0.002J " 
As is easy to check, for the matrices A1 and A2 
IIA1 - A211~ = 0.003 and [I{AI,Az}[I~¢ = 0.006. (5.4) 
We performed the SWS splitting for solving this system by applying four different splitting 
time-steps. The computed splitting error norms and the corresponding estimations for the norm 
of the third-order error term (5.63) are presented in Table 1. 
T 
1 
0.5 
0.1 
0.01 
Table 1. 
[IErrspl[~, weighted Estimation (5.2) 
4.508 x 10 -6  3.0 x 10 -6 
1.785 x 10 -7  3.75 x 10 -7  
6.113 x 10 - l °  3.0 x 10 -9  
5.0981 x 10 - la  3.0 x 10 -12 
EXAMPLE 5.2.  Let now 
In this case 
0.005] [02 0.0041 [10 0.0011 
0.003J ' A1 = 0.001J ' A2 = 0.002J " 
(5.5) 
IIA1 - A211~ = 3.003 and II {A1, A2} Iloo = 0.006. (5.6) 
So, the value of [[A1 -A2JJoo is a thousand times bigger than, while ][{A1,A2}noo is the same 
as in Example 1. Table 2 shows that the splitting error norms are significantly bigger than in 
Y 
1 
0.5 
0.1 
0.01 
Weighted Sequential Splittings 
Table 2. 
IlErrsplloo, weighted Estimation (5.2) 
0.001 0.003 
1.5054 × 10 -4 3.7537 × 10 -4 
1.4267 X 10 -6 3.003 × 10 -6 
1.4903 × 10 -9 3.003 × 10 -9 
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Example 1. One can also notice from these tables that for too big values of v the role of the 
higher than third-order terms is not yet negligible. However, with an increase of ~- the upper 
estimations for the third-order terms work as sharp upper estimations for the whole splitting 
error norm. 
6. CONSISTENCY ANALYS IS  
In Sections 2-5 we considered exact solutions for all problems. However, in practice we do 
not usually know the exact solutions, and therefore it is important o investigate the effect of 
splitting also in the case where the subproblems are solved numerically. When operator splitting 
is applied to a problem and the subproblems are solved by using some numerical methods, a 
new numerical model is obtained, which we will now analyze from the viewpoint of consistency. 
The obtained results, following those of Strang [7] and Hundsdorfer [17], can be considered as a 
further step towards a total error analysis. 
For simplicity, we restrict our attention to explicit ordinary differential systems, whose general 
form can be given as 
y'(t) = fl(y(t), t) + f2(y(t), t), (6.1) 
y(o) = yo. 
The subproblems of the SWS splitting in the first splitting step are 
and 
z~(t)=fl(zl(t),t), 
Zl(0)=y0, 
4(t) =f2(z2(t),t), 
z2(0)=~(~), 
(6.2) 
T 2 
u(v) = uo + ru'(0) + Ty"(0)  + o (~3). (6.6) 
Wll(t) = f2(wl(t), t), 
wl(0)  = yo, 
w~(t) = fl (w2(t), t), (6.3) 
~2(0) = ~l ( r ) .  
Here the hats refer to the corresponding numerical solutions. Then the SWS splitting gives the 
solution 
1 
~(r) = ~ (~2(v) + lb2(T)). (6.4) 
THEOREM 6.1. Assume that the exact solutions of both the originaJ problem and the subprob- 
lems are sutficiently smooth. If  second-order consistent numerical methods are applied to the 
subproblems obtained by SWS splitting, then the resulting numericaJ mode/is a/so second-order 
consistent, i.e., 
~(~) = y(~) + o (~3). (6.5) 
PROOF. Using the Taylor series expansion of the exact solution function y, we have 
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By use of (6.1) this can be written in the form 
T 2 
= yo + r ( f l  + f2) + - [01f, . (fl + f2) + 02:1 + ol f2.  (fl +/2) + o f2] + 0 ( : ) ,  (6.7) 
where the functions f l  and f2 are evaluated at (y0, 0). (This notation is kept in the remaining 
part of the proof.) 
We compute the Taylor series of ~(r) and compare it with that of (6.7). A long and cumbersome 
calculation (see Appendix II) shows that the Taylor series expansion of z2 around zero gives 
z2(T) -- yo {- T(f l  -~ f2) -t- ~T2(01fl • fl  n u 02fl + 01f2" f2 "{- 02f2) -[- T201f2 " f l  -[- O (r3). (6.8) 
By changing the role of f l  and f2, 
42(7) -- Y0 -~- "r(fl "4- f2) + 1r2(01f2 • f2 -~- 02f2 -~- 01/1" fl  -~- 02fl) -{- "r201/1 ' f2 + O (73). (6.9) 
Taking the average of (6.8) and (6.9) gives the series 
~I(T) = YO "}- T(fl "[- f2) "{" 1"r2102(fl -}- f2) q" Olfl" (fl -I- f2) q- 01f2" (fl --I-/2)] '1- O (T3). (6.10) 
From the comparison of (6.7) and (6.10) follows the assertion. 
REMARK 6.2. We can draw an important conclusion from the above proof also with respect 
to the sequential splitting. It is easy to see from the comparison of (6.8) and (6.7) that the 
equality of 61 fl" f2 and 01f2" f l  is a necessary and sufficient condition for the sequential splitting 
to give a second-order consistent scheme if both subproblems are solved by using second-order 
consistent methods. The above equality expresses the L-commutativity of the operators given by 
the functions f l  and f2. 
REMARK 6.3. Theorem 6.1 can be derived also from Strang's results [7] for a more general class 
of problems. 
To the numerical solution of problem (6.1) let us apply the following locally one-dimensional 
method based on the Crank-Nicolson approximation 
Y,,+1/2 = Y,, + Tfl (0.5 (y,, + Y,,+1/2), t,, + 0.25~-), (6.11) 
y,+l = y,+1/2 + ~:2 (0.5 (y,+l/2 + y ,+l ) ,  t ,  + 0 .7~) ,  (6.12) 
which will be denoted as 
Yn+l -~ (I)12(Yn). (6.13) 
This method was introduced by Yanenko and has second-order accuracy only if f l  and f2 are 
linear and commuting [lS]. Its modification, due to Swayne [19], reads as 
y,+l = 0.5 (@12(yn) -{- (I)21(yn)), (6.14) 
which is called parallel alternating scheme (PAS). Clearly, the SWS with the combination of the 
numerical methods (6.13) to both of the subproblems results in the PAS. In [19] the second order 
of consistency is proved. (This result corresponds to the statement of Theorem 6.1.) However, 
as it is shown in [17], the above order is true only in the classical ODE sense. In the stiff case 
(which is typical in the applications when the ODE arises from spatial discretization of a PDE) 
it suffers from order reduction: the order of the local discretization errors is reduced for small 
mesh width in space. (We note that in [17] a global error analysis is also made for PAS and it is 
proved that in the transition from local to global errors this reduction is annihilated because of 
damping and cancellation effects.) 
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It should be mentioned here that the interaction between splitting methods (including also the 
SWS splitting) and chosen numerical methods was analyzed through some numerical examples 
of ODE systems in [20]. Very interestingly, it was found that the solutions obtained by SWS 
splitting sometimes gave better results than the solution of the original problem, even if the 
theoretical splitting error was not zero. This never occurred if the sequential splitting was used, 
but was observed also in the case of the Strang splitting. The reason for this is that during these 
splitting procedures more problems are solved, and the numerical errors are able to eliminate 
each other. 
7. SUMMARY 
The main aim of this paper was to investigate the methods of weighted sequential splitting. 
These splitting schemes are obtained by applying sequential splitting twice for the second time 
by changing the order of the suboperators--in each time step, and taking the weighted average 
of the results. 
The main advantage of this method is the possibility of operator-level parallelization and-- 
in the symmetrical case--the second-order local error. Therefore it is more accurate than the 
sequential splitting and the no-time splitting, and parallelizable, which is not true for the--also 
second-order--Strang splitting. Under special assumptions to the suboperators the accuracy is 
even greater. Another remarkable property is that the L-commutativity of the Lie operators 
associated to the suboperators of the problem is not a necessary condition for the local splitting 
error to vanish if the symmetrically weighted splitting (SWS) is used. Moreover, the numerical 
realization of this scheme also gave good results; in some cases the application of SWS splitting 
is able to give better esults than the numerical solution of the original problem. 
On the base of the results presented in this paper the authors believe that the (symmetrically) 
weighted splitting is a recommendable alternative of the more traditional splitting methods. 
APPENDIX  I 
DERIVAT ION OF  (3 .10)  
By applying the BCH formula, 
leA2r eA~r(I ) + leA,~'eA~'( I  ) 
I (A1 +A2)r+(1/2)[A2,A1]r2+(I/12)([A2 ..4 A1]+[AI,.AI,A2])'r'3+O('r 4)( = -~e ' ' , I ,  
1 (.al+~2)~.+(~/2)[.a,,.a2]~.,+(1/12)([.al,.a,,.a2]+[.a2,.a,,.al])~.3+v(~.4) (x). 
According to the definition of the exponential, the above expression is equal to 
12 (z + + A2),. + + 1 IA2' + 
1 1 1 1 A1]T2(A1 -~- A2)T +1(A1 -{-,,42)2"/" 2 q- ~.1 (A1 q-A2)T~ [A2, A1],. 2 Jr 2.1 5 [A2, 
q- ~.(~1 Jr ~2)3,. 3-~- O (,.4) (I) 
1 (2: q- (A1 + q- 
1 1 1 2 1 1 A2],.2(A1 + A2)T -F~.I (A1 + A2)2,. 2 + ~(A1 + J[2),.~[Jll,~2],. + ~.v ~[A1, 
+ + + o (,.4) 
(A.1) 
(A.2) 
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The third-order terms in (A.2) can be written as 
1 3 ~4T3([A2, A2, A1] + [A1, A1, A2])(I) + ~" (A1 + A2)[A2, A1](I) 
"~" ~--T3 [,,,4.2, . 411 (,,~1 + ..42/(I / "4- 1T3(.A1 Jr- ,,~213(I1 
(A.3) 
1 3 
+~-~'r ([A1,A1,A2] + [A2,A2,A1])(I) 
1 z 173[A1, A2](A1 + A2)(I) + -~v (A1 + A2)3(I). +~v (A1 +A2)[A1,A2](I) + 1 3 
At the same time, the third-order term in the exact solution e (AI+A2)r is obviously 
1 3 ~.l T (.A1 -4- ,42)3(1). (A.4) 
Subtracting (A.4) from (A.3) and taking into account he skew-symmetry of the commutator, we 
obtain the expression 
~4 T3([,A2, A2, ,'41] + [,At, A1, ,A2] -}- [,A1, A1, ,A2] + [,A2, A2, A1])(I) (A.5) 
= ~2T3([A2, A2, A1] "{- [A1, A1, A2])(/), (A.6) 
which is zero for all r if and only if 
([A2,.42,.41] + [A~, A1, A2])(I) = 0, (h.7) 
which is equivalent to (3.10). 
APPENDIX  II 
DERIVAT ION OF (6.8) 
By assuming the second-order consistence of the methods applied to the subproblems, 
~2(~) = z2(~) + o (~3). (A.8) 
Then by use of the Taylor expansion of z2 around zero we have 
~20) = ~(o)  + ~-4(o) + 1~-~,~'(o) + o (~.3) 
= z2(o) + ~f2(z~(o), o) 
+ 1T2[Olf2(z2(O), 0). f2(z2(0), 0) + 02fu(z2(O), 0)] + O (T 3) (h.9) 
= ~1(~) + ~-.f2 (~,(~), o) 
+ 1T2[01f2(Zl (r), 0)' A(Zl(r), 0) -4- 02f2(zi ('r), 0)] + O (T3). 
Similarly, 
~I(T) :- Zl(T) -4- O (T 3) = Zl(0) -4- Tfl(zl(O),O) + 1T2[01fl • fl + 02fl] + O (T 3) 
(A.10) 1 
= YO + T f l  + 2T2[~If1 • fl + ~2fl] + O (T3). 
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Since for any a 
a 2 
f2(Yo -}- a, 0) ---- f2(Yo, 0) q- aOlf2(yo, 0) q- ~-011f2(Yo, 0) q- O (a3), (A.11) 
therefore 
f2(~:l(T),0) -~ f2-t-[Tf lq- 17"2(01fl'fl-t" O2fl)] (91f2 -1- ~'~012f2 -1 - O (7"3) • (A.12) 
Similarly, 
a 2 
01f2(Y0 q- a, 0) = 01f2(Y0, 0) -1- aO21f2(Yo, O)~- -~03f2(Yo, 0) q- O (a3), (A.13) 
and therefore, 
0112(S.l(r),O)--O~Y2+ r$1+ r2(Olfl.Y~+O2Yl) O~.f2+ 0~I2+0(r3). (A.14) 
A similar expression holds for 02f2(~:l(r), 0). Substituting these series to (A.9), (6.8) is obtained. 
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