The establishment and application of a spectral library is a critical step in the standardization and automation of remote sensing interpretation and mapping. Currently, most spectral libraries are designed to support the classification of land cover types, whereas few are dedicated to agricultural remote sensing monitoring. Here, we gathered spectral observation data on plants in multiple experimental scenarios into a spectral database to investigate methods for crop classification (16 crop species) and status monitoring (tea plant and rice growth). We proposed a set of screening methods for spectral features related to plant classification and status monitoring (band reflectance, vegetation index, spectral differentiation, spectral continuum characteristics) that are based on ISODATA and JM distance. Next, we investigated the performance of different machine learning classifiers in the spectral library application, including K-nearest neighbor (KNN), Random Forest (RF), and a genetic algorithm coupled with a support vector machine (GA-SVM). The optimal combination of spectral features and the classifier with the highest classification accuracy were selected for crop classification and status monitoring scenarios. The GA-SVM classifier performed the best, which produced an accuracy of OAA = 0.94, Kappa = 0.93 for crop classification in a complex scenario (crops mixed with 71 non-crop plant species), and promising accuracies for tea plant growth monitoring (OAA = 0.98, Kappa = 0.97) and rice growth stage monitoring (OAA = 0.92, Kappa = 0.90). Therefore, the establishment of a plant spectral library combined with relevant feature extraction and a classification algorithm effectively supports agricultural monitoring by remote sensing.
Introduction
Agricultural remote sensing technology plays an important role in agricultural macromanagement, providing an efficient tool for monitoring agricultural field distribution [1] and crop growth [2] , and for estimating of crop yields [3] . Hyperspectral remote sensing can obtain rich spectral information about plants and detect their physiological and biochemical status. Compared with multi-spectral remote sensing technology, hyperspectral remote sensing provides more detailed plant monitoring information, especially in complex scenarios [4] (e.g., mixed crop planting or mixed crop growth status). With the recent development and maturity of airborne and space-borne hyperspectral sensors, hyperspectral remote sensing is becoming an increasingly important technology with great potential for the remote monitoring of vegetation and agriculture [5] .
Plant classification and growth status monitoring are useful applications of remote sensing technology and much progress has been made in combining hyperspectral technology and machine Table 1 . Application of Machine Learning.
Monitoring Contents Machine Learning Methods Accuracy Reference
Urban tree species (13 species) Segmented canonical discriminant analysis (CDA), segmented principal component analysis (PCA), segmented stepwise discriminate analysis (SDA), and segmented maximum likelihood classifier (MLC) OAA:76-96%
Pu and Liu [6] Invasive species (Carpobrotus edulis, Cortaderia jubata, Eucalyptus globulus)
PCA and minimum noise fraction (MNF) OAA:37-75% Underwood et al. [7] Nonnative plant species (Carpobrotus edulis, jubata grass, and Cortaderia jubata)
MLC
OAA:55-97% Underwood et al. [8] Juvenile tree species (9 species) Maximum likelihood (ML) OAA:68-96% Huang et al. [9] Soybean growth Random forest (RF), artificial neural network (ANN), support vector machine (SVM) R 2 :0.674-0.749 Yuan et al. [10] Tobacco leaf nitrogen levels SVM, supervised relevance neural gas (SRNG), generalized relevance learning vector quantization (GRLVQ), radial basis function (RBF) OAA:2.2-99. 8% Backhaus et al. [11] Wheat growth stages iterative self-organizing data analysis (ISODATA), artificial immune system (AIS), hierarchical artificial immune system (HAIS), niche stratified artificial immune system (NHAIS) OAA:59.5-81.5% Senthilnath et al. [12] Potato disease (Late Blight)
Multi-layer perceptron (MLP), convolutional neural network (CNN), support vector regression (SVR), random forest (RF) R 2 :0.44-0.74 Duarte-Carvajalino [13] Agronomy 2019, 9, 496 3 of 17 A critical step in the standardization and automation of remote sensing monitoring of plants is the establishment of a plant spectral library. Some spectral libraries have been created and applied, including spectral collections by NASA's Jet Propulsion Laboratory (JPL), Johns Hopkins University (JHU), and the United States Geological Survey (USGS), which include spectra from rocks, minerals, lunar soils, terrestrial soils, manmade materials, meteorites, vegetation, snow, and ice [14] . However, most spectral libraries were designed to support comprehensive classification of land cover types rather than for agricultural remote sensing monitoring. Nidamanuri et al. [15] used HyMAP airborne hyperspectral images to establish a spectral library containing five crops (alfalfa, winter barley, winter rape, winter rye, and winter wheat) and achieved a crop classification accuracy of 82% by searching and matching the spectral library. This demonstrates that the joint hyperspectral remote sensing data and spectral library approach can be used to successfully monitor crops remotely. However, little research has been conducted on the construction and application of spectral libraries designed specifically for crop monitoring. In addition, spectral library-related techniques have largely been used for plant classification rather than for plant status monitoring, which is essential in agricultural production management. In this study, to promote the development of spectral library-based agricultural monitoring, the specific objectives were to: (1) obtain spectral data sets for crop classification in complex scenarios (crops mixed with non-crop plant species) and spectral data for crop status monitoring (i.e., growth vigor of tea plant and growth stages of rice) and used the tea plant data to construct a crop spectral library; (2) presented a set of spectral feature optimization methods and classification modeling methods for crop classification and status monitoring; (3) evaluated the effectiveness of the spectral library-based methods in crop classification and status monitoring.
Materials and Methods

Data Acquisition for Construction of a Crop Spectral Library
Experiment 1: Spectral Data Collection for Crop Classification
In this study, 16 major crops were selected for canopy spectral collection in the range of longitude 119.94 • -120.35 • and latitude 30.08 • -30.32 • in Hangzhou, Zhejiang province, from May to September 2017. Crops are often mixed with non-crop plants (e.g., urban garden and wetland plants) in the same landscape, so crop classification based on satellite or UAV remote sensing images under natural circumstances would include these non-crop plants. Therefore, in this study, we selected 71 non-crop plants commonly found in the study area for spectral collection. In terms of plant species investigation, some spectral collection points contained clear classification information on plant tags and could be used directly. When no listing information was available, species information was determined by an experienced plant ecologist according to the book of "Flora of China." During the plant survey, each plant species was photographed for reference. The specific information collected on the 87 plant species (crops + non-crop plants) is shown in Table A1 (Appendix A). The canopy spectral measurement for each species was repeated 25 times, providing a total of 2,175 pieces of original data were obtained. A small number of abnormal spectra were removed after data examination, for a final total of 2,147 spectra.
Experiment 2: Spectral Data Collection for Crop Growth Monitoring
Crop growth monitoring included two experiments: (1) growth status of tea plants and (2) growth stages of rice. We obtained canopy spectra and ancillary information for different crop statuses. Specific experimental information is shown in Table 2 . 
Experiment on Tea Plant Growth Vigor Monitoring
The tea plant growth monitoring experiment was conducted in August 2017 at the experimental base of Tea Research Institute, Chinese Academy of Agricultural Sciences in Hangzhou. The experimental base contains a total of 46 experimental plots (14 experimental plots applied less nutrition, 16 experimental plots applied the recommended rate of nutrition and 16 experimental plots applied over the recommended rate of nutrition) in which we obtained different levels of tea plant growth vigor by controlling nutrient inputs. In addition to collecting spectral data for each plot (10 times measurements in each plot), we also investigated tea plants growth vigor in the field. Vigor was evaluated by experienced cultivation experts from the China Tea Institute based on the following criteria: (1) good growth: lush leaf growth with 100% coverage, bright green leaf color, and normal plant height; (2) medium growth: sparse leaves, partial gaps in the canopy, dark green leaf color, and relatively low plant height; (3) poor growth: sparse leaves, crown gap, gray leaf color, relatively low plant height, and partial water loss and wilting in some leaves. Figure 1 demonstrated tea plants from the experimental area under different growth vigor.
Experiment 2: Spectral Data Collection for Crop Growth Monitoring
Experiment on Tea Plant Growth Vigor Monitoring
The tea plant growth monitoring experiment was conducted in August 2017 at the experimental base of Tea Research Institute, Chinese Academy of Agricultural Sciences in Hangzhou. The experimental base contains a total of 46 experimental plots (14 experimental plots applied less nutrition, 16 experimental plots applied the recommended rate of nutrition and 16 experimental plots applied over the recommended rate of nutrition) in which we obtained different levels of tea plant growth vigor by controlling nutrient inputs. In addition to collecting spectral data for each plot (10 times measurements in each plot), we also investigated tea plants growth vigor in the field. Vigor was evaluated by experienced cultivation experts from the China Tea Institute based on the following criteria: (1) good growth: lush leaf growth with 100% coverage, bright green leaf color, and normal plant height; (2) medium growth: sparse leaves, partial gaps in the canopy, dark green leaf color, and relatively low plant height; (3) poor growth: sparse leaves, crown gap, gray leaf color, relatively low plant height, and partial water loss and wilting in some leaves. Figure 1 
Experiment on Rice Growth Stage Monitoring
The experiment was conducted in August 2018 at the experimental base of China National Rice Research Institute (CNRRI) for monitoring rice growth stages. Rice seedlings were transplanted into the experimental field on five different dates (1 week apart in sequence). Grade 5 was the latest sowing date and grade 1 was the earliest. Each treatment contained 12 plots and each plot area was 2m × 4m. Conventional management of fertilization and irrigation was applied in all treatments. In addition to collecting spectrometric data for each plot, rice growth stage was investigated by a rice cultivation expert from the CNRRI. Rice growth stage in each plot was observed during the elongation and booting stages. 
Measurement of Crop Canopy Hyperspectral Data
Experiment on Rice Growth Stage Monitoring
The experiment was conducted in August 2018 at the experimental base of China National Rice Research Institute (CNRRI) for monitoring rice growth stages. Rice seedlings were transplanted into the experimental field on five different dates (1 week apart in sequence). Grade 5 was the latest sowing date and grade 1 was the earliest. Each treatment contained 12 plots and each plot area was 2 m × 4 m. Conventional management of fertilization and irrigation was applied in all treatments. In addition to collecting spectrometric data for each plot, rice growth stage was investigated by a rice cultivation expert from the CNRRI. Rice growth stage in each plot was observed during the elongation and booting stages.
Measurement of Crop Canopy Hyperspectral Data
Plant canopy spectra were measured using an ASD FieldSpec4 Pro FR (350-2500 nm) spectrometer in strict accordance with standard methods. The spectral resolution of the instrument is 3 nm in the 350-1000 nm range and 10 nm in the 1000-2500 nm range. During observation, the probe was pointed vertically downward at a height of 0.6 m above the ground and a field angle of 25 • . In addition, each spectral reading is an average of 10 repeats of spectral records, which thus guaranteed the stability and high quality of the spectral data. Reflectance was obtained by calibration with a standard reference plate before and after each measurement. We used ViewSpec software and resampled the spectral curves to 1 nm. All spectroscopic measurements were made on clear, cloudless days between 10:00 and 14:00 (local time).
Extraction and Analysis of Spectral Features
Extraction of Spectral Features
Given the relatively large number of wavebands of spectral measurements (n = 2151) compared with directly using the spectral bands in classification, analysis efficiency can be enhanced by using fewer selected spectral features. Here we selected and extracted different types of spectral features for analysis according to the spectral characteristics of plants, including: (1) some original spectral bands;
(2) a set of derivative and continuum-removal spectral features (Der & Con features) that can highlight the characteristics of peaks and valleys in spectral curves (Table 3) ; (3) a total of 26 classic VIs related to plant structure, pigments, and water content, as well as other biochemical properties such as cellulose and lignin (Table 4 ). 
where X = 0.08, a = 1.22, and b = 0.03 Baret 
Sensitivity Analysis of Spectral Features
To select features that can be effectively used for crop classification and status monitoring, we combined the iterative self-organizing data analysis algorithm (ISODATA) and Jeffries-Matusita (JM) distance to conduct a sensitivity analysis on the spectral features. ISODATA is an adaptive clustering algorithm developed based on the principle of the k-means algorithm [41] ; JM distance is a distance parameter calculated based on the probability distribution of sample features and is used to reflect the distinguishing ability of spectral features [42] . Based on the spectral data of the training samples, we calculated the JM distance of each band and the spectral features between each of the two categories (two different species or two different statuses). After traversing all categories, the JM distance was averaged to quantify the spectral discrimination ability of the band and spectral feature. We used ISODATA to cluster the spectral bands of 350-2500 nm to reduce the high correlation between adjacent bands of the original hyperspectral data. The bands with the largest JM distance in their groups were then selected as the optimal bands. For other spectral features, we ranked all features according to JM distance and conducted pair-by-pair cross-correlation analyses on features from the first 25% of the JM distances. We then removed the lower JM distance of the two features above the threshold (R2 < 0.9) until all the correlations between the features were lower than the threshold. The same features selection method was used for both the application of plant classification and status monitoring.
Classification Models and Accuracy Assessment
Three representative classifiers for the application of the spectral library were selected: KNN, RF, and SVM coupled with a genetic algorithm (GA-SVM). KNN is a memory-based classifier, which does not require model fitting. Instead, the samples were classified using the majority vote among the k neighbors. Such non-parametric classifiers are featured as simple and fast [43] . The RF classifier consists of a combination of tree classifiers where each classifier is generated using a random vector sampled independently from the input vector. Based on the idea of bagging, the RF classifier averages many noisy but approximately unbiased models, and hence reduces variance [44] . SVM is a discriminative classifier formally defined by a separating hyperplane. It uses labeled training samples to output an optimal hyperplane which is used to categorize new samples. This classifier addresses the small-size training set problem and has a good generalization capacity. SVM was coupled with GA to optimize the SVM parameters [4, 45, 46] .
A complete calibration and validation strategy were adopted in the modeling process. 60% of the samples from the spectral feature sets were randomly selected as training data to establish a classification model using KNN, RF, and GA-SVM algorithms, respectively. The remaining 40% of the data were used for independent model validation. Meanwhile, we compared the performances of models constructed by the optimal selected bands, by indices, and by bands plus indices to analyze the classification abilities of the different types of spectral features in the application of the spectral library. The overall accuracy (OAA) and the Kappa coefficient were calculated from confusion matrices to evaluate the classification accuracies [47] . The formula of the OAA is: OAA = number of corrected classified samples number of total samples × 100%
The formula of the kappa coefficient is:
where r represents the number of rows and columns in the confusion matrix; X ii represents the number of samples in row i and column i; X i+ represents marginal total of row i; X i+ represents marginal total of column i; and N represents the total number of samples. All statistical analysis and modeling were conducted using the MATLAB R2014a software (MathWorks Inc., Natick, Massachusetts, USA).
Results and Discussion
Sensitive Features for Vegetation Classification and Growth Status Monitoring
The ISODATA analysis yielded 10 clusters of spectral bands for further screening. In Figure 2 , bands from the same ISODATA cluster are marked in the same color. Most bands belonging to a single cluster are adjacent to each other but some nonadjacent bands were also found to be correlated and were therefore classified into one cluster. To obtain sensitive bands, we chose the bands with the largest JM distance in each cluster and removed bands with too close separation (<10 nm). The optimal group of chosen bands included 396 nm, 417 nm, 527 nm, 676 nm, 699 nm, 1333 nm, 1457 nm, 1484 nm, and 1545 nm. These bands display high sensitivity to different crop species and low information redundancy. The optimal spectral features obtained by JM distance and inter-correlation analysis were: water index (WI), width of the continuous removal feature (Width), blue-red pigment index (BRI), physiological reflectance index (PRI), normalized difference infrared index (NDII), greenness index (GI), normalized ratio index (NRI), and standard of the LAIDI (sLAIDI). The optimal bands are distributed in the blue, green, and red spectral regions, which are related to pigment absorption and reflection positions; the near-infrared band, which is associated with lignin and cellulose; and the shortwave near-infrared region, which is related to plant water content [4, 48] . In addition, the optimal spectral features are associated with the physiological and biochemical status and canopy structure of plants. Importantly, these factors vary significantly in different species, which suggests that the spectral features can be used for remote species identification. Figures 3 and 4 show the results of the feature selection analysis for monitoring the growth vigor of tea plants and rice, respectively. The optimized spectral bands and spectral features are summarized in Table 5 . Seven sensitive bands were selected for tea plant growth vigor monitoring and ten for rice growth stage monitoring, which are distributed in the blue, green, red, red edge, and infrared spectral regions. Both groups contain bands at the red edge, near-infrared and shortwave near-infrared regions, plus a similar band at the red-edge region. These bands are related to the spectral characteristics of chlorophyll absorption, water absorption, and crop biophysical status changes. There were also some differences in the composition of the optimal bands between the two scenarios. For example, tea plant growth vigor monitoring included the 823 nm band, which is related to leaf internal structure and canopy structure of the tea plant. Rice growth stage monitoring included a unique blue band and a green band, which are both related to crop pigments. Changes in pigment contents indicate physiological and biochemical changes in rice at different growth stages. For spectral features, the tea plant growth vigor and rice growth stage monitoring scenarios yielded unique sensitive spectral feature sets, respectively. It is noticed that the spectral indices sensitive to tea plant growth vigor were mainly related to canopy structure, leaf area index, nutrition, and water content. For rice, the sensitive spectral indices were mainly related to pigment. The sensitive features of tea plant growth vigor monitoring did not include spectral differential features, but did include the continuum removal depth features. The sensitive features of rice growth stage monitoring did not include continuum features but did include two spectral differential features around the blue edge position, which is consistent with the distribution of the sensitive band feature. This position is sensitive to variations in chlorophyll content, which is an important indicator of the rice growth stage. Table 5 summarizes the selected spectral bands and features for crop classification and growth status monitoring. In this study, these features serving as the spectral "fingerprint" in application of the spectral library for crop classification and growth status monitoring.
Spectral Library-Based Crop Classification
The optimized spectral features for crop classification can be categorized as follows: spectral bands, spectral features, bands + features. In order to test crop classification in a real landscape, we established a classification model that incorporated data on all 87 plant species (i.e., 16 crops + 71 non-crop plants) and then evaluated the model's classification accuracy for 16 crops. Figure 5 shows the classification results and accuracy evaluation of the three classifiers (in the form of a confusion matrix heat map).
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Spectral Library-Based Crop Classification
. Figure 5 . Visualization of crop classification results using a confusion matrix heat map. (a-c are results using RF, d-f are results using GA-SVM, and g-i are results using K-nearest neighbors (KNN)). Spectral bands used alone consistently produced the lowest accuracy, whereas bands + features produced the highest accuracy. Spectral features used alone produced slightly lower accuracy than bands + features, suggesting that the combination of the two types of features enhances or amplifies the sensitive information of certain plants in the spectrum. Such a pattern is apparent in the classification of the Camellia yuhsienensis Hu (crop no. 13 crop in Figure 5 ), which was barely classified using spectral bands alone, but was clearly classified using spectral features or both types of features. In terms of the crop classification performance of different classifiers, the GA-SVM outperformed RF and KNN under all feature combinations. KNN performed significantly poorer than the other classifiers. This may be due to KNN's simple and straightforward analytical principle, which was insufficient for handling the relatively complex scenario examined in this study. However, based on the "no-free-lunch-theorem" raised by Wolpert [49] , classifier performance is probably also case sensitive. This suggests that it is necessary to perform an independent test to identify optimal algorithms when attempting to classify crops mixed with non-crop species. Here, we created a spectral library that included 16 crop species and 71 non-crop species and used it to simulate crop classification in an actual setting. Our feature sensitivity analysis identified the spectral features that reflect differences in plant categories. An optimized machine learning algorithm was then used to improve plant classification accuracy. The results demonstrate that the plant spectral library can be used for accurate crop classification.
Spectral Library-Based Crop Growing Status Monitoring
The same feature combination method was used for crop growth status monitoring as was used for crop classification to investigate the performance of the different classifiers. Figures 6 and 7 show the precision of the different classification models for tea plant growth vigor and rice growth stage, respectively. outperformed RF and KNN under all feature combinations. KNN performed significantly poorer than the other classifiers. This may be due to KNN's simple and straightforward analytical principle, which was insufficient for handling the relatively complex scenario examined in this study. However, based on the "no-free-lunch-theorem" raised by Wolpert [49] , classifier performance is probably also case sensitive. This suggests that it is necessary to perform an independent test to identify optimal algorithms when attempting to classify crops mixed with non-crop species. Here, we created a spectral library that included 16 crop species and 71 non-crop species and used it to simulate crop classification in an actual setting. Our feature sensitivity analysis identified the spectral features that reflect differences in plant categories. An optimized machine learning algorithm was then used to improve plant classification accuracy. The results demonstrate that the plant spectral library can be used for accurate crop classification.
The same feature combination method was used for crop growth status monitoring as was used for crop classification to investigate the performance of the different classifiers. Figure 6 and 7 show the precision of the different classification models for tea plant growth vigor and rice growth stage, respectively. Table 6 summarizes classification accuracy of all the spectral library-based application scenarios, model accuracy depended on the type and combination of features used. For rice growth stage, models based on spectral bands alone were the least accurate and models based on spectral features alone were the most accurate. Models based on both features were slightly less accurate than those based on index features alone, which indicates a certain extent of over-fitting. In contrast, in the case of the GA-SVM classifier for tea plant growth monitoring, the accuracies of models based on spectral bands or spectral features alone were similar, whereas the highest accuracy (OAA = 0.98, Kappa = 0.97) was obtained by using both types of features. This demonstrates that spectral bands and spectral features can complement each other and improve classification accuracy. The overall comparison of the three algorithms was similar to that for plant classification. Regardless of the monitoring scenario, GA-SVM was the most accurate classification model. Agronomy 2019, 9, Table 6 summarizes classification accuracy of all the spectral library-based application scenarios, model accuracy depended on the type and combination of features used. For rice growth stage, models based on spectral bands alone were the least accurate and models based on spectral features alone were the most accurate. Models based on both features were slightly less accurate than those based on index features alone, which indicates a certain extent of over-fitting. In contrast, in the case of the GA-SVM classifier for tea plant growth monitoring, the accuracies of models based on spectral bands or spectral features alone were similar, whereas the highest accuracy (OAA = 0.98, Kappa = 0.97) was obtained by using both types of features. This demonstrates that spectral bands and spectral features can complement each other and improve classification accuracy. The overall comparison of the three algorithms was similar to that for plant classification. Regardless of the monitoring scenario, GA-SVM was the most accurate classification model.
In this study, we used the sensitive spectral features of tea plants in three different growth stages and rice in five different growth stages and combined the data with an optimized machine learning algorithm to build a model with high classification accuracy. This enabled effective monitoring of the growth vigor of tea plants and growth stage of rice and demonstrates the feasibility of applying a crop spectral library in crop status monitoring. In this study, we used the sensitive spectral features of tea plants in three different growth stages and rice in five different growth stages and combined the data with an optimized machine learning algorithm to build a model with high classification accuracy. This enabled effective monitoring of the growth vigor of tea plants and growth stage of rice and demonstrates the feasibility of applying a crop spectral library in crop status monitoring.
Conclusions
This study based on hyperspectral measurements of crops proposes the construction and application of a crop spectral library for crop classification and growth status monitoring. The following conclusions could be achieved: (1) The spectral library-based crop classification and growing status monitoring are feasible. (2) ISODATA, JM distance, correlation analysis, and strict feature screening methods can be used to identify sensitive spectral features suitable for crop classification, tea plant growth vigor monitoring, and rice growth stage monitoring. (3) The use of different feature combinations and classifier selections affect the accuracy of crop classification and status monitoring. This study tested three types of machine learning classifiers, including KNN, RF, and GA-SVM, and found that crop classification based on spectral features and GA-SVM achieved the highest classification accuracy (OAA = 0.94, Kappa = 0.93). In terms of crop growth status monitoring, the use of Bands + Features and GA-SVM achieved the highest classification accuracy for both the tea plant growth vigor monitoring (OAA = 0.98, Kappa = 0.97) and rice growth stage monitoring (OAA = 0.92, Kappa = 0.90).
The approaches presented in this study provide broad support for remote sensing-based monitoring of crops at large scales. The emergence of UAV-mounted hyperspectral cameras enables flexible and affordable acquisition of hyperspectral images. In addition, currently operational and future satellite hyperspectral sensors (e.g., CHRIS, HyspIRI, GF-5) provide an important opportunity for implementing crop species mapping and crop growth status monitoring over large areas. Future research should focus on further testing and evaluation of spectral library-based crop monitoring technologies that use UAV and satellite hyperspectral images to support large scale agricultural monitoring and administration. 
