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Abstract
Our goal is to make a system to detect the times at which one almost laughed but he or she did not show their laughter on his/her
face. We deﬁne this kind of laughter as hidden laughter. To accomplish this goal, we ﬁrst tried making decision trees to detect
one’s amusement, the input data of which were physiological indices. We used 10-fold cross validation to evaluate the trees, and
their accuracy was more than 70%. In addition, we investigated the eﬀect of cultural background on the accuracy.
c© 2014 The Authors. Published by Elsevier B.V.
Peer-review under responsibility of KES International.
Keywords: laughter; hidden laughter; physiological index; FEMG; SCR; ECG; diaphragm
1. Introduction
Many attempts have been made to make human-agent interaction (HAI) more natural, i.e., more like human-human
interaction. Rarely does human-human interaction proceed without any laughter, so one possible attempt is to give
an agent ability to laugh at appropriate times in a proper way. Another possible attempt is to give an agent ability to
make its user (a human) laugh.
In our research, we focus on the latter: an agent’s ability to make its user laugh. When you try to give an agent
such ability or to improve it, you need to evaluate how successful your agent is in making its user laugh. Possible
evaluation indices are as follows: how big the user’s laughter is, and how many times or how often the user laughs.
However, these evaluation indices are available only when the user expresses his or her laugh in the way that it can be
detected by face image analysis or analysis on electromyogram (EMG) of diaphragm, which mainly represents one’s
respiration. In other words, these indices cannot be used when the user does not express his/her laugh on the face or
on respiration.
During experiments of HAI, it seems that the participants are likely to suppress their laughter. This might be
because they feel embarrassed to laugh alone in front of a computer agent, or might be because they feel embarrassed
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to be made to laugh by an agent. If the participant suppresses his/her laughter all the time during the experiment and
does not express any laugh, the evaluation indices mentioned above are no use, for the values are ﬁxed to zero.
Hayashi et al. 1 made a ”virtual laughing system” that generated the sound of laughter when the participant pressed
a key, and used the output of the system to evaluate how eﬀective their ”robot Manzai” system was as a passive-social
medium compared to a video performed by humans (Manzai is a Japanese stand-up comedy performed usually by two
people). This ”virtual laughing system” is eﬀective for evaluation under the conditions in which participants are likely
to suppress their laughter. However, humans not only hide their emotions but also fake them during interaction, even
toward a computer agent. For example, Takeuchi2,3 reported that, in human-agent interactions, humans sometimes
take actions according to manners or act in order to please the agent. Taking into consideration the possibility that
users of an agent might fake their emotions during the interaction, this ”virtual laughing system” would not be credible
for evaluation of the agent’s ability to induce human laughter.
Therefore, we propose that a hidden laughter detection system should be of great use for evaluation of a computer
agent’s ability to induce human laughter. This system, if possible to be developed, will make it clear how successful
an agent is in inducing human laughter, even in the cases that the user suppresses his/her laughter all the time during
the interaction. The evaluation using this system will be credible, for the result will not be inﬂuenced by the users’
fake laughter.
We believe that this hidden laughter detection system will have other great inﬂuences on HAI as well, other than
the use for evaluation as mentioned above.
For example, Yamano et al. 4,5 reported that robots could give positive impressions on humans by synchronized
reactions with the humans’ emotional expression. However, this method can be used only when the human with
whom the agent is interacting expresses his/her emotions. Hidden laughter is an emotion of amusement which is not
expressed as laughter. If it is possible to develop a hidden laughter detection system, an agent which is equipped with
this system will be able to conform to the hidden laughters detected, which might make empathy between the human
and the agent.
Another possible inﬂuence of our hidden laughter detection system on HAI would be improvement of an agent’s
ability to make its users laugh. Diﬀerent people ﬁnd diﬀerent things funny, so it would be wise to change the types of
humor according to the user’s preference when an agent is going to make him/her laugh. Hidden laughter detection
would be useful for the agent to know the user’s preference.
With these prospects, we set it our goal to make a hidden laughter detection system. We approach the goal by
making decision trees to detect the participants’ amusement whether it is expressed as a laugh or not, at the same
time as we conﬁrm that expressed laughter can be detected. We believe that, if the participants’ amusement can be
detected, we will be able to detect hidden laughter, which is our goal, by combining the laughter detection and the
amusement detection; to be more speciﬁc, by removing the points at which the participant expressed laughter from
the initial input data through the laughter detection and inputting the remaining data into the amusement detection.
2. Related work
In this research, we propose that it is possible to detect hidden laughter with physiological indices. We expected that
some physiological indices should have something to do with one’s hidden amusement and that especially SCR (skin
conductance response) and LF/HF from ECG (electrocardiogram) would be useful for the hidden laughter detection
as they represent nervous activity, as well as FEMG (facial electromyogram) and the activity of diaphragm which have
been used to detect expressed laughter. We found some existing researches to support our expectation.
2.1. Laughter and diaphragm
Kumura et al. 6 proposed a laughter measurement method using electromyogram (EMG) around the diaphragm.
They argue that the method can exclude non-genuine laughter such as a ”vacuous laugh” or an ”ingratiating smile”,
and that it can detect the kind of laughter which tends not to be apparent such as ”hushed laughter”.
Their work suggests the activity of diaphragm should have much to do with human laughter and that it should be
useful for our hidden laughter detection system.
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2.2. Laughter and nerve activity
Kobayashi7 recorded ECG (electrocardiogram) of participants through laughter-inducing stimuli. He calculated
HF, which is used as an indicator of parasympathetic nerve activity, and LF/HF, which is used as an indicator of
sympathetic nerve activity, from the recorded ECG and analyzed them. He reported that the sympathetic nerve system
responded more strongly than the parasympathetic nerve system during laughter-inducing stimuli, and that after each
stimuli the parasympathetic nerve system replaced the sympathetic nerve system.
His report suggests the possibility that LF/HF can be used to detect the times at which the participant received a
laughter-inducing stimulus. Therefore, we believe it reasonable to use LF/HF as one of the physiological indices for
our hidden-laughter detection.
2.3. Laughter and FEMG (facial electromyogram)
Sugawara et al. 8 mentioned that FEMG (facial electromyogram) could provide information about one’s emotions
which would be diﬃcult to be observed by watching his/her face. They proposed a method to evaluate one’s emotions
using FEMG.
Konishi et al. 9 analyzed FEMG of participants when they suppressed their laughter. They reported that many of
the participants contracted their depressor anguli oris muscle when they almost laughed.
Cacioppo et al. 10 reported that orbicularis oculi muscle sensitively responded to the strength of pleasant emotion.
Therefore, we use FEMG of depressor anguli oris muscle and orbicularis oculi muscle in our research.
3. Approach
The goal of our research is to make a hidden laughter detection system. As a preliminary step toward the goal, we
made decision trees to detect the participants’ amusement using physiological indices. In addition, we investigated
the eﬀect of the participants’ cultural background on the accuracy of each tree.
Our approach is as follows:
1. We conduct an experiment to collect the participants’ physiological index data and amusement data (Section 4.).
The total number of the participants is ten. Half of them are Japanese and half are people from other countries.
2. Using the data collected in the experiment, we construct decision trees to detect the participants’ amusement
(Section 5.).
3. We evaluate the accuracy of the trees (Section 6.), and investigate the eﬀect of the participants’ cultural back-
ground on the accuracy (Section 7.).
4. Experiment
We conducted an experiment in order to collect the participants’ physiological index data and amusement data.
4.1. Participants to the experiment
The participants to the experiment were ﬁve Japanese students and ﬁve foreign students at Kyoto University. All
of the ﬁve Japanese students and two of the ﬁve foreign students were male. Of the ﬁve foreign students, two were
French, and each of the others had diﬀerent nationalities: one was Mexican, one was Hungarian, and one was Uzbek.
4.2. Abstract of the experiment
In the experiment, each of the participants watched a laughter-inducing video from YouTube for about ten minutes.
They were told not to laugh or grin while they watched the video. We used videos of manzai, a Japanese stand-up
comedy performed usually by two people, for Japanese students. For foreign students, we made a video consisting of
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three kinds of videos. One is an American cartoon video, another is a short home video in which a woman dances,
and the other is a video in which people burst out laughing.
During the experiment, we collected each participant’s physiological index data. We also recorded the video of
each participant’s face.
After the participant ﬁnished watching the video, we showed him/her the laughter-inducing video again together
with the video of his/her face, and asked him/her the times at which he/she laughed or almost laughed.
We told the participants not to laugh or grin while they watched the video because our goal is to detect hidden
laughter. We asked the participants the times at which they laughed or almost laughed and collected the answers so
that the collected data can be used as desirable output data to construct the decision trees.
4.3. Physiological index data collected during the experiment
We collected ﬁve kinds of physiological index data during the experiment: facial electromyogram (FEMG) of two
parts (orbicularis oculi muscle and depressor anguli oris muscle), skin conductance response (SCR), movement of
diaphragm, and electrocardiogram (ECG).
Movement of Diaphragm mainly represents the person’s respiration.
4.4. Settings of physiological index data collection
We recorded the physiological index data with an equipment named Polymate AP1000. The frequency at which
the data was recorded was 1000 Hz.
FEMG, SCR and ECG were recorded by putting electrodes to each participant’s body and face. Movement of
diaphragm, which represents respiration, was collected with a band-shaped sensor set around each participant’s di-
aphragm. The detailed setting of each is as follows.
4.4.1. Facial electromyogram (FEMG)
We collected FEMG data of two parts: orbicularis oculi muscle and depressor anguli oris muscle, by putting two
electrodes onto each part (Fig. 1).
4.4.2. Skin conductance response (SCR)
We collected SCR data by putting two electrodes onto each participant’s non-dominant hand, one onto the middle
ﬁnger and the other one onto the ring ﬁnger (Fig. 2).
4.4.3. Movement of diaphragm (respiration)
We collected the data of respiration by setting a band-shaped sensor around each participant’s diaphragm.
4.4.4. Electrocardiogram (ECG)
We collected ECG data by putting two electrodes onto each participant’s body, one onto the pit of the stomach and
the other one onto the left side of the body(Fig. 3). A grounding electrode was placed to each earlobe as well.
4.5. Procedure of the experiment
1. The electrodes and the band-shaped sensor are attached onto the body and the face of the participant.
2. The physiological indices and the video of the participant’s face and the screen start being recorded.
3. The participant watches a laughter-inducing video for about ten minutes trying not to laugh or grin.
4. The physiological indices and the video of the participant’s face and the screen stop being recorded.
5. The participant is asked to answer the times at which he/she laughed or almost laughed.
We made a system to collect the answers of the times at which the participants laughed or almost laughed (Fig. 4).
The participants were asked to press the ”Laugh” button on the system window at the times when they thought they
had laughed or had almost laughed.
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Fig. 1. The positions of the electrodes for
FEMG.
Fig. 2. The positions of the electrodes for SCR
in the cases of right-handed participants. Fig. 3. The positions of the electrodes for ECG.
The “Laugh” button 
Two videos are played simultaneously. One is the video of the 
participant watching a laughter-inducing video, and the other is 
the laughter-inducing video which the participant watched. 
Time slider 
A marker 
appears under 
the time slider 
when the 
“Laugh” button 
is pushed. 
Fig. 4. The system by which the participants answered the times at which they laughed or they almost laughed.
5. Construction of the decision trees
5.1. Abstract of the decision trees
We constructed three decision trees: Laughter Classiﬁcation Tree (LC-Tree), Amusement Classiﬁcation Tree (AC-
Tree) and Amusement Regression Tree (AR-Tree) (Table 1).
Table 1. The three decision trees.
Name of Tree Description
Laughter Classiﬁcation Tree (LC-Tree) a classiﬁcation tree for detection of laughter
Amusement Classiﬁcation Tree (AC-Tree) a classiﬁcation tree for detection of amusement
Amusement Regression Tree (AR-Tree) a regression tree for estimation of amusement level
We constructed LC-Tree in order to conﬁrm that, as reported in preceding studies, it is possible to detect laughter
from physiological indices.
We constructed two decision trees concerning amusement, AC-Tree and AR-Tree, because we believe that detection
of a certain level of amusement or estimation of amusement level will allow us to construct a hidden laughter detection
system, which is our goal, by combining the laughter detection and the amusement detection: by removing the points
at which the participant expressed laughter from the initial input data through the laughter detection and inputting the
remaining data into the amusement detection.
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5.2. Processing of data
In the experiment, we collected ﬁve kinds of physiological index data at 1000 Hz (Table 2) and amusement button
data at 1 Hz. In the amusement button data, 1 means ”pushed” (the participant felt amused to a degree he/she laughed
or almost laughed), and 0 means ”not pushed”.
Table 2. Physiological index data collected.
Name of Data Description
EMG1 Electromyogram of Orbicularis oculi muscle
EMG2 Electromyogram of Depressor anguli oris muscle
Resp Movement of Diaphragm
SCR Skin Conductance Response
ECG Electrocardiogram
In the way as described below, we processed the collected data into training or testing data sets for the decision
trees in the way as described below.
5.2.1. Processing of physiological index data
We processed the physiological index data collected in the experiment into input features for the decision trees.
First, we calculated LF/HF from ECG data using a program called ”R-R Interval Analysis”. The output LF/HF
data was at 1 Hz. We applied spline interpolation to the data and got the LF/HF data at 100 Hz.
Second, we processed the ﬁve kinds of physiological index data, which had been collected at 1000 Hz, into the
data at 100 Hz.
Third, we made three data sets with the six kinds of physiological index data which we had obtained so far, and to
each of the data sets we applied principal component analysis (PCA) so as to get three kinds of one-dimensional data
as follows.
ALL a resulting data from a data set consisting of all the six kinds of physiological index data
EMG-Resp a resulting data from a data set consisting of EMG1, EMG2, and Resp
SCR-LFHF a resulting data from a data set consisting of SCR and LF/HF
We made the second and the third datasets based on our hypotheses:
• EMG1, EMG2 and Resp should be useful to detect laughter and might also respond to hidden laughter.
• SCR and LF/HF should be useful to detect one’s amusement, for these indices respond to one’s stress.
To each of the nine kinds of data which we had obtained, we applied Change Point Discovery (CPD) algorithm
proposed by Mohammad et al. 11, and gained new nine kinds of data: EMG1-cpd, EMG2-cpd, Resp-cpd, SCR-cpd,
ECG-cpd, LFHF-cpd, ALL-cpd, EMG-Resp-cpd, SCR-LFHF-cpd. CPD works as a ﬁlter the output signal of
which indicates how greatly the pattern of the input signal changes at the point.
Finally, we divided each of the 18 kinds of the data (100 Hz) into ten-second windows, and calculated ﬁve features
as to each window: minimum, maximum, median, mean, and standard deviation. Therefore, we obtained 90 input
features for decision trees, each of which are 0.1 Hz.
5.2.2. Processing of amusement button data
We processed the amusement button data collected in the experiment into the desired output values and labels for
the decision trees.
The amusement button data was collected at 1 Hz, and each signal is either 1 or 0. 1 means ”pushed” (the participant
felt amused to a degree he/she laughed or almost laughed), and 0 means ”not pushed” (the participant did not felt
amused to a degree he/she felt like laughing).
First, we watched the videos of each participant at the times when the amusement button signal is 1. If we could
observe laughter, we changed the signal from 1 to 2. If we could not observe laughter, we left the signal to be 1.
This assignment of the ﬁgures 0, 1, or 2 just mentioned above is based on the following hypothesis.
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• When the participant pushed the amusement button, he/she felt amused to a certain degree.
• When the participant did not push the amusement button, he/she did not feel amused at all, or he/she felt less
amused than he/she did when the button was pushed.
• When the participant expressed his/her laughter, he/she felt more amused than when he/she succeeded in hiding
his/her laughter.
Therefore, we believe that the assignment of the ﬁgures in the way mentioned above would allow the data to
represent the amusement level of the participant.
Second, we converted the 1 Hz data into 100 Hz by simply copying each signal 100 times.
In addition, we assume that the amusement level increases or decreases gradually, not abruptly, and that the speed
of increasing is faster than that of decreasing. So, thirdly, we modiﬁed the data as follows.
• As to the times to which 1 was assigned, we modiﬁed the data so that
– the signal shows a linear increase since one second earlier
– the signal shows a linear decrease until ten seconds later
• As to the times to which 2 was assigned, we modiﬁed the data so that
– the signal shows a linear increase since two seconds earlier
– the signal shows a linear decrease until twenty seconds later
Fig. 5 shows the abstract of this modiﬁcation.
Fig. 5. Modiﬁcation of the amusement button data.
Finally, we divided the data (100 Hz) into ten-second windows, and calculated the average and the maximum as to
each window (0.1 Hz). We used the average as the desirable output values for our AR-Tree (Amusement Regression
Tree). As to the desirable output label for LC-Tree, we labeled as ”Laughing” the windows in which the maximum
value is equal to or greater than 1.5, and otherwise as ”Not laughing.” As to the desirable output label for AC-Tree,
we labeled as ”Amused” the windows in which the maximum value is equal to or greater than 0.5, and otherwise as
”Not amused.”
5.3. Construction of the decision trees
Using the 0.1 Hz data set which we obtained in the previous sections, consisting of the 90 input features and the
desired output values and labels, we constructed the three decision trees (Table 3).
We used the treeﬁt function in Matlab to construct the trees.
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Table 3. The detail of the three decision trees.
Name of Tree Description
Laughter Classiﬁcation Tree (LC-Tree) a classiﬁcation tree the output label of which is either ”Laughing” or ”Not laughing”
Amusement Classiﬁcation Tree (AC-Tree) a classiﬁcation tree the output label of which is either ”Amused” or ”Not amused”
Amusement Regression Tree (AR-Tree) a regression tree the output of which is an estimated value of the amusement level
6. Evaluation of the decision trees
We evaluated the accuracy of the trees by 10-fold cross validation. We used the following three datasets for the
evaluation:
ALL a dataset consisting of the data of all the ten participants
J a dataset consisting of the data of all the ﬁve Japanese participants
F a dataset consisting of the data of all the ﬁve foreign participants
The accuracy we obtained is shown in Table 4.
Table 4. The accuracy of the trees by 10-fold cross validation.
Tree the dataset ALL the dataset J the dataset F
LC-Tree 94.04% 93.02% 89.66%
AC-Tree 84.18% 82.70% 82.04%
AR-Tree 91.94% 94.21% 93.37%
These results are very good. However, these ﬁgures are not credible because the data are not balanced.
Therefore, as to the LC-Tree and AC-Tree, we calculated the balanced accuracy using the algorithm proposed by
Brodersen et al. 12. The result is shown in Table 5.
Table 5. The balanced accuracy of the trees.
Tree the dataset ALL the dataset J the dataset F
LC-Tree 85.34% 84.08% 88.59%
AC-Tree 71.95% 76.12% 70.30%
The accuracy is higher than 70% as to all of the trees. This result conﬁrms that it is possible to detect laughter
using physiological indices, and suggests the possibility that hidden laughter can be detected as well.
7. Investigation into the eﬀect of cultural background
In order to investigate the eﬀect of the participants’ cultural background on the accuracy of the trees, we made ﬁve
sets of trees, each using the data of four of the ﬁve Japanese students (J1, J2, J3, J4 and J5) for training. The detail of
the tree sets is shown as follows:
Tree Set 1 LC-Tree, AC-Tree and AR-Tree whose training data is from J2, J3, J4 and J5
Tree Set 2 LC-Tree, AC-Tree and AR-Tree whose training data is from J1, J3, J4 and J5
Tree Set 3 LC-Tree, AC-Tree and AR-Tree whose training data is from J1, J2, J4 and J5
Tree Set 4 LC-Tree, AC-Tree and AR-Tree whose training data is from J1, J2, J3 and J5
Tree Set 5 LC-Tree, AC-Tree and AR-Tree whose training data is from J1, J2, J3 and J4
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Table 6. The result with the LC-Trees.
Tree Set J-J Accuracy J-F Accuracy 1 J-F Accuracy 2 J-F Accuracy 3 J-F Accuracy 4 J-F Accuracy 5
Tree Set 1 87.88 60.61 54.55 90.91 79.41 97.06
Tree Set 2 96.97 90.91 81.82 87.88 91.18 91.18
Tree Set 3 80.00 18.18 45.45 87.88 76.47 79.41
Tree Set 4 23.33 93.94 69.70 93.94 76.47 94.12
Tree Set 5 71.88 66.67 93.94 90.91 32.35 2.94
Average 72.01 66.06 69.09 90.30 71.18 72.94
Table 7. The result with the AC-Trees.
Tree Set J-J Accuracy J-F Accuracy 1 J-F Accuracy 2 J-F Accuracy 3 J-F Accuracy 4 J-F Accuracy 5
Tree Set 1 72.73 12.12 41.49 69.70 52.94 76.47
Tree Set 2 51.52 84.85 63.64 54.55 64.71 29.41
Tree Set 3 50.00 24.24 57.58 72.73 61.76 64.71
Tree Set 4 30.00 69.70 51.52 66.67 47.06 50.00
Tree Set 5 59.38 96.97 87.88 81.82 64.71 82.35
Average 52.72 57.58 60.42 69.09 58.24 60.59
Table 8. The result with the AR-Trees.
Tree Set J-J Accuracy J-F Accuracy 1 J-F Accuracy 2 J-F Accuracy 3 J-F Accuracy 4 J-F Accuracy 5
Tree Set 1 73.99 83.72 41.49 63.44 77.29 77.52
Tree Set 2 26.33 76.48 51.88 73.40 80.05 64.01
Tree Set 3 74.12 90.45 48.04 75.69 79.54 63.88
Tree Set 4 28.01 82.49 68.78 65.59 76.23 50.88
Tree Set 5 71.90 89.82 84.36 77.12 82.57 73.93
Average 54.87 84.59 58.91 71.05 79.14 66.05
All trees were trained only with Japanese students’ data. We calculated the accuracy by evaluating the other
Japanese student’s data (J-J Accuracy), and compared it to the accuracy gained by evaluating each of the ﬁve foreign
students’ data respectively (J-F Accuracy 1 to 5).
We obtained the result shown in Table 6. - 8.
We had expected that J-J Accuracy tended to be higher than J-F Accuracy. However, in most cases, J-F Accuracy
is higher than J-J Accuracy. This result might suggest that, because Japanese people are likely to suppress their
laughter or expressions of amusement, the decision trees trained by the data of Japanese people tend to be sensitive
enough to detect foreign people’s laughter or amusement. In order to conﬁrm this idea and to discuss the eﬀect of
the participants’ cultural background in more detail, we have to collect more data and a further investigation has to be
done.
8. Conclusion and discussion
As a ﬁrst step toward the development of hidden laughter detection system, we made Amusement Classiﬁcation
Tree (AC-Tree) and Amusement Regression Tree (AR-Tree). We also made Laughter Classiﬁcation Tree (LC-Tree)
in order to conﬁrm that it was possible to detect laughter using physiological indices.
As to all the decision trees we made, the accuracy was more than 70%. This result conﬁrms that it is possible to
detect laughter using physiological indices, and suggests the possibility that hidden laughter can be detected as well.
Our goal is to give a computer agent ability to make its user laugh and to investigate the eﬀect of the expressed
laughter on the interaction after that. We believe that the user’s laughter should give positive inﬂuence on the inter-
action and that expressed laughter should aﬀect the interaction in a completely diﬀerent way from the case of unex-
pressed amusement. To compare the eﬀect of expressed laughter and that of unexpressed amusement it is necessary
for the agent to succeed in making its user laugh in the experimental environment, where participants tend to suppress
their laughs. The hidden laughter detection can be applied here. If the agent gives its user laughter-inducing (or
suppression-easing) stimuli, such as the agent’s own laughter, at the timing of the detected hidden laughter, the chance
of the user’s expressing laughter should increase. If the user expresses laughter, then the comparison to unexpressed
laughter can be done.
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Considering this form of application, the approach we took in this paper is appropriate because it is in the exper-
imental environment that the detection system is used and the training data can be collected in the same way during
the training phase set before the interaction phase.
Therefore, our future work will be to construct the hidden laughter detection system and apply it to determine the
timing of the agent’s laughter-inducing (or suppression-easing) stimuli. The goal is to make the user laugh, and in
order to achieve this goal, not only the accuracy of the detection system but also the content of laughter-inducing
(suppression-easing) stimuli should be considered.
In addition to the evaluation of the accuracy, we investigated the eﬀect of the participants’ cultural background
on the accuracy. The result might suggest that, because Japanese people are likely to suppress their laughter or
expressions of amusement, the decision trees trained by the data of Japanese people tend to be sensitive enough to
detect foreign people’s laughter or amusement. We have to collect more data to discuss the eﬀect of the participants’
cultural background in more detail.
Acknowledgements
I am deeply grateful to Dr. Yasser Mohammad, who helped me construct and evaluate the trees. Without his
support, this paper would not have been possible.
I would also like to thank Professor Toyoaki Nishida and Assistant Professor Yoshimasa Ohmoto, who gave me a
lot of advice.
References
1. Hayashi K, Kanda T, Miyashita T, Ishiguro H, Hagita N. Robot manzai: Robot conversation as a passive-social medium. International Journal
of Humanoid Robotics 2008;5(01):67-86.
2. Takeuchi Y. Ethopoeia in social human-computer interaction (in Japanese). Journal of Japanese Society for Artiﬁcial Intelligence
2001;16:826-833.
3. Takeuchi Y. Unaware interpersonal responses toward computer and its practical applications (in Japanese). IEICE technical report SITE
2002;102(59):25-30.
4. Yamano M, Usui T, Hashimoto M. A proposal of human-robot interaction design based on emotional synchronization (in Japanese). HAI
symposium 2008;2D-4.
5. Yamano M, Hashimoto M, Usui T. Evaluation of human-robot interaction method based on emotional synchronization (in Japanese). JSME
Conference on Robotics and Mechatronics 2009;1P1-E08.
6. Kimura Y, Kimura K. Laughter measurement method and apparatus. US Patent App. 12/735,778. 2011-8-18.
7. Kobayashi I. Autonomic nervous stimuli and health eﬀect of laughter. BME 2006;6:36.
8. Sugawara T, Sadoyama T, Kamijo M, Okamoto Y. Measurement of emotions by facial electromyogram (in Japanese). IEICE technical report
MBE 2002;102(341):41-44.
9. Konishi H, Yagi A. Facial EMG as an index of aﬀective process (in Japanese). Humanities review 1994;43(4):39-54.
10. Cacioppo JT, Martzke JS, Petty RE, Tassinary LG. Speciﬁc forms of facial emg response index emotions during an interview: From darwin
to the continuous ﬂow hypothesis of aﬀect-laden information processing. Journal of Personality and Social Psychology 1988;54(4):592.
11. Mohammad Y, Ohmoto Y, Nishida T. Cpmd: a matlab toolbox for change point and constrained motif discovery. Advanced Research in
Applied Artiﬁcial Intelligence 2012;114-123.
12. Brodersen KH, Ong CS, Stephan KE, Buhmann JM. The balanced accuracy and its posterior distribution. Pattern Recognition (ICPR). 2010
20th International Conference on IEEE 2010;3121-3124.
