Abstract-Packet corruption negatively affects TCP throughputs because losses are interpreted as congestion. To enable TCP to operate effectively over wireless networks, a number of reliability techniques such as Forward Error Correction (FEC) and Automatic Repeat Request (ARQ) are used. These provide reliability at the expense of increased overheads. This study provides experimental results of a new distributed Performance Enhancing Proxy (PEP) called D-Proxy. This proxy can provide reliability to wireless links with minimal overhead. The results show that D-Proxy can provide near-optimal performance in the presence of high loss rates. It is suggested that D-Proxy could be used to replace current ARQ mechanisms.
I. INTRODUCTION
Transmission Control Protocol (TCP) was designed in the 70's to provide reliable end-to-end service for applications. During this period, Internet links were wired and reliable and thus the majority of lost/missing packets were from congestion. These losses occur when packets are transmitted too fast, causing router buffers to fill. This is otherwise known as congestion. When routers become congested, they will drop packets to alleviate congestion. Dropping packets is used as a signal to inform the TCP sender that it is sending too fast. Upon the detection of packet loss, the TCP sender will react by reducing the TCP congestion window, slowing the transmission speed. Since the original design of TCP, there has been considerable deployment of wireless technology across the Internet.
Wireless technologies are fundamentally different from copper and fibre based technologies as they have significantly higher Bit Error Rates (BERs). Higher error rates lead to dropped packets, which unfortunately, get interpreted by TCP as congestion. These "congestion" events cause reductions in TCP's window leading to link underutilisation. To prevent packet losses from being interpreted as congestion, wireless links implement Forward Error Correction (FEC) and Automatic Repeat Request (ARQ) to reduce packet loss.
II. FEC AND ARQ
FEC is the process of adding redundant bits to accommodate small amounts of packet corruption. Varying levels of FEC are added to different technologies based on the degree of unreliability. This leds to a trade-off. Higher levels of FEC will increase reliability but lower the data rate due to overheads.
If FEC is unable to correct errors, ARQ is used to recover the entire frame. Send and wait error detection is the most simple and commonly used form of ARQ. The sender will send a data packet and wait for an individual ack before sending the next data frame. As the sender has no knowledge of the transmission success, both the data packet and the ARQ ack must be successful.
ARQ does not provide perfect reliability because it will only retransmit packets a finite number of times. In many applications, latency can be more important than reliability. For example, in voice telephony, random losses as high as 2% do not cause audible speech degradation [1] but delayed and jittery delivery do. Another reason why ARQ schemes only transmit a finite number of times is because excessive reattempts of the same transmission may cause fairness issues between TCP flows [2] . When ARQ fails to reliably send a packet, TCP will recover the loss, but; as the loss will be interpreted as congestion, there will be a significant performance penalty.
Newer ARQ mechanisms used in recent WiFi and WiMAX amendments use block acknowledgements to lower the ARQ overhead [3] . BlockAcks reduce the overhead by acknowledging a series of packets with a single acknowledgement. This reduces the number of acknowledgements sent, lowering the overhead. This can create contention and fairness issues [4] , [5] because it requires a single transmitting station to have lengthy medium access. During this time, other stations will be unable to transmit or receive packets. BlockAcks also increase link delays. As packets are being sent and received in blocks, the OS cannot process any of the packets until the entire block is successfully received.
The cost of using link layer ARQ to hide link losses from TCP imposes a significant overhead. It has been found that ARQ in 802.11 consumes as much as 22% of the transmission time [6] . The use of BlockAcks can reduce this overhead to 10% but introduces a number of complications described above [4] , [5] . Removing acknowledgements yields significant gains in performance. Put simply, the time that was previously spent sending acks can be used for the transmission of actual data. The aim of this paper is to investigate this overhead problem which plagues all wireless technologies. Two lines of investigation are taken; increasing TCP's intelligence to prevent the misinterpretation of loss as congestion, and using Performance Enhancing Proxies (PEPs) to provide wireless reliability with less overhead. We begin with an examination of TCP.
III. TCP IMPROVEMENTS
Improving wireless performance using TCP is ideal because only end host devices need to be updated to improve capacity.
The caveat is that TCP modifications must improve wireless performance without disadvantaging wired TCP transactions. As a result, TCP improvements tend to be evolutionary.
The aim of TCP congestion control is to send packets from the source to the destination, as quickly as possible, without causing congestion on intermediate routers. TCP does this by building a congestion window. This window dictates the number of packets allowed to be unacknowledged between the source and the destination.
Lost packets are used as a sign of congestion. The TCP receiver will signal packet loss by sending duplicate acknowledgements. Upon reception of three duplicate acks, TCP New Reno will resend the packet and halve the congestion window.
The problem with wireless packet loss is not reliability because TCP ensures reliable delivery end-to-end. The problem is that losses are treated as congestion; causing reductions in the TCP congestion window and lowering the transfer rate. TCP operates in this manner because traditionally, congestion is the primary cause of packet loss. ARQ mechanisms were introduced for the simple purpose of preventing link losses being interpreted as congestion. This section investigates whether TCP optimisations can prevent this mis-interpretation. Numerous solutions have proposed to improve the performance of TCP over wireless links.
A. Westwood
TCP Westwood [7] was created as an alternative congestion control mechanism specifically designed for wireless networks. It mimics TCP Reno operation with exponential growth during slow start and linear growth during congestion avoidance phases, however, Westwood's response in the case of packet loss is different. Based on the packet sizes and Round Trip Time (RTT) estimates, Westwood uses a series of equations to estimate the bandwidth usage of the link. When a packet is lost, the window is reset to the bandwidth estimate rather than halved. Further details of the mathematical derivation of the bandwidth estimates can be found in [7] .
B. SACK
Selective ACKnowledgements (SACK) [8] are a TCP extension that enhance recovery when multiple packet losses occur within a RTT window. It is anecdotally recognised that wireless networks experience short bursts of packet loss. Losing multiple packets in the same RTT is problematic for pre-SACK TCP because cumulative acks can only hold the information of the first lost packet. SACK can specify which blocks of data, following the loss have been successfully received. By informing the sender which packets have been received, and which packets must be resent, multiple lost packets can be recovered in one RTT. SACK is proven to be beneficial [9] for error recovery in wireless networks and thus has been implemented in all major OSs. SACK is an acknowledgement mechanism and is therefore capable of being used alongside congestion control mechanisms such as NewReno and Westwood.
C. Explicit Loss Notification
As TCP (mis)interprets packet loss as congestion, many [10] , [11] have postulated that if packet loss and congestion could be signalled differently, TCP could make appropriate window adjustments. In the case of congestion, the TCP sender could slow down. Alternatively, if interference or collisions caused the loss, the congestion window could be maintained.
Balakrishnan et al [11] suggested that that some wireless losses could be interpreted at the TCP receiver. If a packet with a corrupt Cyclic Redundancy Check (CRC) is received by a TCP receiver, it could inform the sender that the loss was not caused by congestion. This solution is problematic because if the CRC is incorrect, it is also likely that either; the TCP header is corrupt and unidentifiable or, the packet will be dropped before reaching the TCP receiver due to a corrupt CRC in the IP header.
Base station Explicit Loss Notification (ELN) implementations are another alternative [10] . If wireless base stations could detect packet loss, they could inform senders using ICMP messages or by tagging returning TCP acks. The difficulty is determining whether a transmission was successful. Base station implementations of ELN typically monitor the success of ARQ acknowledgements. As this research is attempting to reduce or remove the ARQ overhead, this option is of little interest. A mechanism that could separate packets lost due to errors and packets lost due to congestion is the panacea that has thus far proved unattainable.
IV. PERFORMANCE ENHANCING PROXIES
PEPs are described in RFC 3135. They can be used in a variety of circumstances, however, their generally described purpose is mitigating link related degradations. This study will investigate whether PEPs are capable of providing reliability to wireless links with less overhead than ARQ mechanisms. Split-TCP and Snoop are commonly described PEPs.
A. Split-TCP
Split-TCP PEPs [12] , [13] , segment a TCP connection by capturing the SYN and SYN-ACK packets that are used to setup a TCP session. Split-TCP will rewrite these packets to imitate each side of the transaction. One advantage is a large reduction in TCP perceived Round Trip Times (RTTs). Real end-to-end latencies will be the same, however, by splitting the link, the TCP sender can receive acks more quickly, building the congestion window faster and thereby completing faster. Subsequently, Split-TCP is commonly used in satellite networks which feature large RTTs.
Split-TCP can also be used to hide losses in low RTT wireless by placing the PEP between the wireless link and the TCP sender. If the latency between the PEP and the TCP receiver is small enough, losses on the wireless link do not affect performance because only a small TCP window is required to fill low latency connections.
Unfortunately, Split-TCP has numerous problems. Firstly it breaks TCP end-to-end semantics [14] . This means that when a TCP sender receives a TCP ack, the actual packet may not have reached the real TCP receiver. If that packet is currently buffered on the PEP, and the path to the actual TCP receiver breaks, unforeseen application layer problems may arise. Split-TCP is also not capable of accommodating route changes between the TCP sender and the PEP [14] . Finally, numerous security protocols will not work through Split-TCP [14] . For these reasons, Split-TCP is not recommended as a general solution to lossy wireless links [14] .
B. Snoop
The Snoop proxy [15] , [14] is an alternative to Split-TCP. It avoids the afore mentioned problems because it doesn't split a TCP connection, but instead, detects losses by monitoring TCP acknowledgements. Duplicate acks are a sign of packet loss. Snoop will filter duplicate acknowledgements and retransmit the lost packet. In ideal scenarios, the TCP sender will be oblivious to the loss. Fig 1 demonstrates the basic operation of Snoop.
A problem is that the protocol [15] , [14] does not specify what should happen if the retransmitted packet is also lost. It also fails to specify how many duplicate acks should be filtered before resending the lost TCP segment. Furthermore, a number of studies suggest that Snoop is unable to completely hide TCP losses due to interoperability problems between SACK and Snoop [16] , [17] , [18] .
V. D-PROXY A. Basic Proxy Design and Implementation
D-Proxy is a new proactive distributed TCP proxy that we designed to overcome the limitations of Snoop and Split-TCP. D-Proxy is distributed because it uses a proxy either side of the lossy link. It is proactive because, instead of using TCP acks D-Proxy is proactive; recovering and reordering packets before relaying them to the TCP receiver as confirmation of packet loss, the TCP sequence numbers in the data packets are used. D-Proxy detects packet losses in the same way that TCP receivers detect packet loss, the: next seq num = curr seq num + payload size. A packet can be recognised as missing when the received sequence number is higher than expected. When this occurs, a request can be sent to the previous proxy to request retransmission. Fig 2 shows the basic operation of D-Proxy. The missing packet is discovered because 5792 was sent when 4344 was expected. When a loss is detected, D-Proxy buffers segments from that TCP flow until the lost segment can be replayed and reorganises them such that they are forwarded in sequence.
While the basic concept of D-Proxy is relatively simple, the implementation required significant work. D-Proxy maintains TCP state information and each flow is differentiated based on source IP, destination IP, source port and destination port. The individual packets being cached are identified within their flow based on sequence numbers. D-Proxy was implemented in Linux using the ip queue library which passes packets from kernel space to user space for processing.
B. Inter Proxy Communication
D-Proxy buffers TCP flows until lost packets can be recovered and reordered, but, lengthy buffering can cause TCP timeouts. Therefore, the speed at which D-Proxy can recognise a loss, request retransmission and reorder the recovered packet is of utmost importance. The core problem for D-Proxy is that the burst losses, found in wireless networks, increase the likelihood that D-Proxy packets requesting retransmission are corrupt. Alternatively, packets requesting retransmission may be successful but the data segment being retransmitted may fail. Fig 3 demonstrates this unreliability problem. As a result of this inter proxy unreliability, the mechanism used to request the retransmission of lost packets was critical.
UDP sockets were used to re-request lost packets. We found TCP error recovery too slow in scenarios where errors must be detected and recovered on a millisecond time-scale. D-Proxy uses UDP and its own fast reliability mechanisms. Note these 
C. Timeouts
The scenario shown in Fig 3 is common. Two mechanisms are used to infer that either the UDP retransmission request, or, the retransmitted data segment have been lost. One mechanism was timer based. The amount of time required to recover missing packets is continually averaged. The moving average of retransmission times will adapt to natural link latency and link loads.
The duration of time to wait before sending repeat retransmission requests is a trade-off. If a replayed packet is not lost but merely waiting in buffers, or awaiting media access, sending further retransmission requests for this packet will only exacerbate delays and create superfluous retransmissions. However, if the re-requested packet has actually been lost, waiting too long before sending further retransmission requests increases buffering and the likelihood of TCP time-outs. In D-Proxy, missing packets are re-requested after two, three and four times the average delay required to retransmit a lost packet. On the fourth retransmission request, D-Proxy will no longer hold the buffer awaiting that packets retransmission. This timeout based retransmission mechanism provided performance benefits, however, transfer rates were still suboptimal. The process of reliably recovering packets, needed to be quickened to reduce the amount of buffering on D-Proxy.
D. Retransmission Order
To reiterate, the problem being solved is the internal reliability of the D-proxy retransmission request packet and the actual data packet being retransmitted. Data packets that have been lost are detected immediately, however, it is difficult to determine the success of a D-Proxy request for retransmission or the success of the retransmitted data segment.
Given that losses occur in bursts, we created a mechanism which uses burst losses as an advantage. For example, lets suggest that 10 packets are sent back-to-back within a TCP flow. Due to the burst loss nature of wireless links, 3 of these 10 packets are lost. Individual UDP D-Proxy retransmission requests will be sent for each of these three packets. As these retransmission requests are sent in order, it is expected that the retransmitted packets will also be resent in order. In DProxy, if the second missing packet is received ahead of the first missing packet, it infers that either the first retransmission request or the first retransmitted packet was lost. A request for the first missing packet will need to be resent. This mechanism reduced the latency of packet recovery. Faster packet recovery resulted in less buffering and significantly better performance.
E. Staggered TCP Catch-up
Under heavy losses, D-Proxy can sometimes queue many packets. Upon the recovery of a missing packet, it is desirable to avoid replaying all the buffered packets immediately as this could be to the detriment of other TCP flows. D-Proxy will send a maximum of five packets from a particular TCP flow before rechecking the input buffer. If the next packet on the ip queue input buffer is from a different flow, then that flow will be serviced. If it is from the same flow, then another 5 packets can be sent from the buffer to the kernel. The purpose of this mechanism is to stagger the catch-up that occurs after recovering the holes of a TCP sequence. This reduces the impact on other TCP flows and aids fairness.
F. Variable Per Flow Buffer Size
Similar to ordinary routers, buffering increases latency and slows the reaction to congestion, however, some buffering is important to allow missing packets to be re-requested, resent and reordered for delivery. D-Proxy has a buffer size of 150 packets. With one TCP flow, the entire 150 packet buffer will be utilised. The addition of more flows, will divide the buffer equally. Therefore, if there are 5 flows, each flow will have a buffer of 30 packets. Flows may exceed their buffer size. For example, if there is one flow utilising a buffer of 150 packets and then 2 additional flows are added, the buffer size will be reduced to 50 packets per flow. The 100 packets that exceed the buffer size from one flow are not lost or dropped, instead the oversize buffer will continue being processed, but no packets that exceed the allowed buffer size will be reordered in sequence. Retransmission requests may have already been sent to fill the holes in the TCP sequence, however, D-Proxy will no longer reorder packets that are exceeding the buffer size. Receiving the lost packets out of order fortuitously causes the TCP sender to slow down to accommodate the two new flows.
VI. EXPERIMENT
Our experiment shows the performance of D-Proxy under a range of conditions. We believe that D-Proxy is applicable to a range of technologies and scenarios. The experimental aim was therefore, to show the performance benefit of D-Proxy under a range of loss conditions. Our experimental setup is deliberately generic because we believe the results are applicable to many wireless network technologies.
The testing setup is shown in Fig 4 and conceptually emulates a 100Mb/s wireless link connected via 100Mb/s 
VII. RESULTS AND DISCUSSION
The results shown in Fig, 5 and 6 show the performance of the different solutions. There was a maximum capacity of 93.2 Mb/s imposed by the limits of the 100 Mb/s link.
Reno and Westwood show the worst performance. They are end-to-end congestion control mechanisms and are clearly not designed to hide very high loss rates between 10% and 1%. In these scenarios, Every lost packet is interpreted as congestion, causing constant window reductions. At loss rates between 10% and 1%, Westwood outperformed Reno by a small margin, however, as loss rates decreased from 1x10 −1 to 1x10 −6 TCP Reno began to outperform Westwood. Our results suggest that Snoop is unable to completely hide losses from the TCP sender, resulting in suboptimal performance. There are numerous reasons why we suggest that Snoop is unable to hide losses end-to-end. Interoperation with SACK is problematic because duplicate acks containing SACK information are filtered and Snoop only recovers the packet referred to in the cumulative ack [9] . Despite our attempts to modify Snoop to utilise SACK, no significant performance benefits were made. Another problem is that, after Snoop's initial retransmission of the lost packet specified in duplicate acknowledgements, there is no mechanism to confirm of deny the success of the retransmitted packet.
D-Proxy significantly outperforms Snoop in all scenarios due to its proactive approach to packet recovery. By analysing TCP sequence numbers, holes can be detected and filled before they reach the final destination. This means that packets are delivered to the TCP sender in order. The DProxy code and the code used to test Snoop can be found at http://bridgingthelayers.org/.
Despite D-Proxy's obvious advantages over Snoop, it is debatable as to whether D-Proxy performs better than link layer ARQ technologies. This was impossible to test in this experiment as we were artificially introducing loss by dropping packets over an Ethernet link. Based on the adequate performance of modern wireless networks, ARQ is able to hide link layer losses using acknowledgements. This is evident because the results in Fig 6 demonstrate that dropping 0.1% of packets over a 50ms link would reduce the throughput by half. The next section does not argue that D-Proxy can hide higher loss rates from TCP, but that D-Proxy hides losses more efficiently.
A. D-Proxy/ARQ Analysis D-Proxy is able to maintain and recover losses in very high loss situations. It can perform this task using negative acknowledgements. Unlike ARQ D-Proxy, will send a message when a packet has been lost rather than for every successful packet. Thus, the overhead of D-Proxy is minuscule (< 1%) compared with traditional ARQ that consumes 22% of transmission time [6] .
More recent ARQ developments use BlockAcks to reduce the ARQ overhead. With BlockAcks, groups of packets can be acknowledged by a single ack. Despite the obvious efficiency advantages over standard ARQ mechanisms, BlockAcks are still a positive acknowledgement mechanism, whereas DProxy is a negative ack mechanism. Prior work has suggested that BlockAcks can reduce the ARQ overhead to 10% [4] , [5] in 802.11a/g technology.
Using BlockAcks requires frames to be sent and received in blocks. OSs cannot start routing received frames onto the next network segment until the entire block has been received. In DProxy, packets are not grouped and are processed as received.
With BlockAcks, the loss of one packet will cause the entire group of packets to be buffered awaiting the recovery of lost frames. This occurs because BlockAck is not transport layer aware. It must maintain order to prevent delivering misordered packets. Comparatively, D-Proxy packets get separated into different TCP flows. The loss of one packet from a TCP flow will only hold up subsequent packets from the same TCP flow. We believe that D-Proxy will have lower overheads and will be more TCP friendly than current ARQ technology, however, it must be acknowledged that current comparisons D-Proxy's drawbacks are consistent with most PEPs: complexity and layer violation. D-Proxy is more complex than basic ARQ mechanisms and Snoop. However, D-Proxy is no more complex than modern ARQ optimisations like BlockAck. Transport layer security must also bypass the proxy mechanism, however this function will occur automatically.
VIII. CONCLUSION
This research introduced a new TCP proxy capable of hiding wireless losses from TCP. The experiments show that D-Proxy can recover packets, over highly lossy links, and can significantly outperform other competing solutions. The scenario used to test D-Proxy was deliberately generic because we believe it to be broadly applicable to a multitude of wireless technologies. D-Proxy is proactive. It analyses the sequence of data frames, recovering and reordering the packets for in order delivery to the TCP receiver. The key benefit is that DProxy is a negatively acknowledging proxy; sending messages only when a packet is missing. Overall, we believe that the performance of D-Proxy necessitates serious consideration as a potential replacement for ARQ mechanisms.
