Abstract. In this paper, the space mapping (SM) technique is used for solving the inverse problem of electroencephalographic dipole source localization. By using SM, we obtained an adequate solution with a minimum of CPU-time by combining the accuracy of a fine model with the speed of a coarse model. The performance when solving the inverse problem using SM versus direct optimisation techniques was investigated in the presence of noise in the measured potentials.
Introduction
The electroencephalogram (EEG) measures potential differences between scalp electrodes as a function of time. These potentials are due to summed activities of a large number of neurons, which are synchronously electrically active. In the diagnosis of epilepsy there exists a need to retrieve these electrical sources. This process is the so-called EEG source analysis and can be formulated as an inverse problem. Solving the latter, finds the source parameters that minimize the difference between measured potentials and a forward model. The forward model expresses the electrode potentials caused by a given source. For events like epileptic spikes or early stages of an epileptic seizure, a current dipole model may be used as a source model [1] . The six dipole parameters (three position parameters x and three orientation parameters d) are obtained by finding the global minimum of the relative residual energy:
V EEG are the measured potentials. V m is the model obtained by solving the quasi-static Poisson equation in a volume conductor model (VCM). Such a model of the brain consists of several compartments such as the scalp, skull and brain, each having a specific conductivity. Methods used so far for minimizing the RRE are direct optimisation techniques (e.g. Nelder-Mead Simplex (NMS) method [2] ) and Artificial Neural Networks (ANNs) [3] . In this paper, we want to evaluate the use of space mapping techniques to solve inverse problem in a robust and accurate way.
Space mapping techniques and EEG source analysis

Space mapping techniques
The space mapping (SM) techniques, introduced in 1994 by Bandler et al. [4, 5] , aim at aligning a coarse and a fine model. The fine model, with a VCM consisting of cubes representing a three-dimensional realistic head, gives rise to m potentials f (x f ) with x f the fine model dipole parameters. The numerical method used for solving the Poisson equation in this realistic head model is the finite difference method. The potentials f (x f ) are accurate but computationally expensive to evaluate. The coarse model, with a VCM consisting of three concentric spheres (brain, skull and scalp), generates m potentials c(x c ) with x c the coarse model parameters. This semi-analytical model is cheap to evaluate but less accurate than the fine one. The SM techniques combine the fast computations of the coarse model with the accuracy of the fine model. In order to perform the SM techniques, a direct link between the two parameter spaces has to exist. Therefore, the inner shell of the spherical model was fitted onto the interface between the brain and skull compartments in the realistic head model.
In SM, the coarse model is used as basis for generating successive surrogates for the fine one. A suitable surrogate model is obtained by constructing a mapping between the parameter spaces of the two models. We want to make a parameter mapping p, which yields an approximation of the form
Finding the parameter mapping function p(x f ), the so-called parameter extraction (PE), is a very important subproblem of the SM technique. We extract the parameters of the coarse model or surrogate to match the fine model: 
, which is an approximation of the jacobian of p(x (k) f ), can be updated using Broyden's rank one formula [5] . Finally, the hybrid ASM (HASM) was introduced. If SM is not converging to a minimum then the algorithm switches to direct optimisation in the fine model and vice versa [6] .
Solving the inverse problem in the presence of noise: Simulation setup
In this paper, the standard EEG configuration with m = 27 electrodes was used [7] . Numerical experiments were carried out to investigate the accuracy and the speed of the used algorithms. For a given test dipole x, the forward problem was solved in the realistic head model, yielding a set of scalp potentials f ( x). To these potentials, Gaussian noise with a certain noise level N was added. Hence we used white zero mean Gaussian noise with a standard deviation σ. The noise level was defined as N = σ/V RM S with V RM S the root mean square of f ( x). Typical noise level values for a epileptic spike measured with scalp electrodes is N = 0.2.
The inverse problem was solved by finding the dipole x which best fits the noisy scalp potentials.
x − x was defined as the dipole position error (DPE). We studied the influence of signal noise on the DPEs and the CPU-time when using ASM, HASM and NMS. The computational effort was given by numerical experiments using a 2.4 GHz PC configuration and the values are the average of the computation results of 1000 inverse problems with a set of test dipoles randomly distributed in the head, having a random orientation. 
Results
Noiseless situation
In a noiseless situation the average CPU-time needed to solve 1 inverse problem using the NMS method is approximately 32 s for N = 0. By implementing ASM, we obtained a drastic decrease in computational effort: 2.7 s (varies from 1.7 s at the centre to 3.5 s at the edge of the brain). But the algorithm was not so accurate (an average DPE of 5.8 mm) for N = 0, especially when we move away from the centre of the brain. This was due to the fact that when we move away from the centre, the coarse model becomes coarser relatively to the fine model. By implementing HASM, it was possible to obtain results which are as accurate as the NMS method. The algorithm however was faster than NMS, about 4.8 s are needed.
Influence of noise on accuracy
The dependence of the DPEs when using ASM, HASM and NMS to the noise level is illustrated in Fig. 1 . The × and -data use the same set of test dipoles, which were located in the vicinity of the centre of the brain, while • and ✷ use another set of test dipoles located at the edge of the brain. We observed that the dependence to noise when using ASM (dotted line) was smaller compared to the use of HASM or NMS (solid line). The HASM and NMS method have the same dependence due to the use of the NMS method in the HASM method. For test dipoles located at the centre of the brain, a more accurate solution was obtained when using ASM at N 0.1, while at the edge of the brain, a more accurate solution was obtained at N 0.25. The noise robustness of the ASM algorithm was better due to the fact that ASM generates surrogates which are based on the more noise robust coarse model. It was demonstrated in [7] that increasing the noise level reduces the performance of the fine model compared to the coarse model. The dependence to noise when using ANNs was not incorporated in the figure, but research performed in [3] showed that the ANNs are not as noise robust as direct optimization techniques and thus not as noise robust as the ASM method. Figure 2a illustrates the CPU-time as function of noise level when using ASM, HASM and NMS. We observed a small increase in CPU-time for the 3 algorithms for increasing noise level. Figure 2b shows the number of evaluations in the fine model when using HASM or NMS and the number of evaluations in the coarse model when using ASM. We observed that a large increase in the number of evaluations in the coarse model due to noise when using ASM, did not affect the needed CPU-time very much.
Influence of noise on CPU-time
Conclusion
The SM techniques seem to be good alternatives to solve the inverse problem in a fast, accurate and noise robust way. This paper shows that SM techniques not only combine the fast evaluations of the coarse model but also its noise robustness with the accurate fine model. As a result, space mapping can be applied for solving other biomedical inverse problems where a noise robust and fast coarse model and a less noise robust, accurate fine model are available. Further research can be carried out to extend the ASM with a mapping in the response space in order to be able to solve the inverse problem in a very noise robust way for dipoles located at the edge of the brain with the same efficiency (low CPU-time and high accuracy) as in the case of dipoles located at the centre.
