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SOME REMARKS ON DP-MINIMAL GROUPS
ITAY KAPLAN, ELAD LEVI, AND PIERRE SIMON
Abstract. We prove that ω-categorical dp-minimal groups are nilpotent-by-finite, a small step
in the general direction of proving this for NIP ω-categorical groups. We also show that in dp-
minimal definably amenable groups, f -generic global types are strongly f -generic.
1. Introduction
Many results in the model theory of algebraic structures have the form: if A is an algebraic
structure with some model theoretic property, then A satisfies some nice algebraic properties.
There are many examples of such results, e.g., every ω-stable infinite field is algebraically closed
[Mac71]. Here our algebraic structure is a group G and the model theoretic property is dp-
minimality, which we define now.
A (complete, first order) theory T is dp-minimal if the following cannot happen. There are
two formulas ϕ (x, y), ψ (x, z) with x a singleton (y and z perhaps not), and sequences 〈ai | i < ω〉
and 〈bj | j < ω〉 such that |ai| = |y|, |bj| = |z| for all i, j < ω and for every i, j < ω there is some
element ci,j (all in the monster model C |= T ) such that for all i′, j′, i, j < ω, ϕ (ci,j , ai′) holds iff
i = i′ and ψ (ci,j , bj′) holds iff j = j
′.
At first this definition might seem arbitrary, so we will give some motivation. Recall that T is
NIP (without the independence property) or dependent, if the following cannot happen. There is
a formula ϕ (x, y) and sequences 〈ai | i < ω〉, 〈bs | s ⊆ ω〉 (all in the monster model C of T ) such
that ϕ (ai, bs) holds iff i ∈ s.
NIP plays an important role in current research in model theory. For more on general NIP, see
[Sim15].
Strong dependence is a strengthening of NIP, where one assumes not only that there is no
formula ϕ (x, y) as in the definition, but moreover, that there are no 〈ϕi (x, yi) | i < ω〉 and
〈ai,j | i, j < ω〉 in C (where |ai,j | = |yi|) such that for every η : ω → ω, there is some bη ∈ C|x| such
that ϕi (bη, ai,j) holds iff η (i) = j. (To see that if T is strongly dependent then it is dependent is
a nice exercise in the definitions.)
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Dp-minimality is then a natural subclass of strong dependence, which was first properly defined
and studied in [OU11].
Dp-minimal theories are in some sense the simplest case of NIP theories, but still they include
all o-minimal and c-minimal theories and the theory of the p-adics (see [Sim15, Example 4.28]).
This restrictive yet still interesting assumption about T yields many conclusions, evident by the
amount of research done in the area, sometimes with the additional assumption of a group or
field structure. See e.g., [KOU13, DGL11, Sim11, KS14, Sim14, Joh15, JSW15] to name a few
examples.
This note contains some results (mostly) on dp-minimal groups, contributing to the general
research in the area.
In Section 2 we prove that all dp-minimal ω-categorical groups are nilpotent-by-finite. In
Subsection 2.7 we prove a general result on NIP groups: there is a finite A with C (A) abelian.
In Section 3 we prove that in definably amenable dp-minimal groups, being f -generic is the
same as being strongly f -generic.
All definitions are given in the appropriate sections.
Acknowledgment. We would like to thank the anonymous referee for his review.
2. ω-categorical dp-minimal groups
2.1. Introduction. It is well known that stable ω-categorical groups are nilpotent-by-finite by
[BCM79, Fel78] where in [BCM79] it is proved that ω-categorical ω-stable groups are abelian-by-
finite (and it is conjectured that this is true for stable ω-categorical groups as well). In [Mac88]
Macpherson proves that ω-categorical NSOP groups (and in particular simple in the model theo-
retic sense) are also nilpotent-by-finite.
Krupinski generalized the stable case in [Kru12, Theorem 3.4] by proving that that every ω-
categorical NIP group that has fsg (finitely satisfiable generics) is nilpotent-by-finite. In [DK13]
Krupinski and Dobrowolski extended this result and removed the NIP hypothesis1.
In this section we will go in the other direction and remove the assumption of fsg. However,
our proof requires the stronger assumption of dp-minimality and not just NIP.
2.2. What we get from ω-categoricity. We will need the following facts about ω-categorical
theories.
Suppose that T is ω-categorical.
(1) (Ryll–Nardzewski, see e.g., [TZ12, Theorem 4.3.1]) For all n < ω, there are at most finitely
many ∅-definable sets in n variables.
1On the face of it, they asked that the group is generically stable. However, by [Kru12, Remark 1.8], under NIP
and ω-categoricity, a definable group has fsg iff it is generically stable.
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(2) If M |= T is saturated (in particular, countable) and X ⊆Mn is invariant under Aut (M)
then X is ∅-definable.
(3) By (2), an ω-categorical theory T eliminates ∃∞, which means that for all ϕ (x, y) there
is some n < ω such that for all a ∈M |= T , ϕ (M,a) is infinite iff |ϕ (M,a)| ≥ n.
A structure M is ω-categorical if its theory is.
Suppose that (G, ·) is an ω-categorical group. Then, it follows easily from (1) that (G, ·) is
locally finite (every finitely generated subgroup is finite).
We will use the following fact about locally finite groups.
Fact 2.1. [KW73, Corollary 2.5] If G is an infinite locally finite group (every finitely generated
subgroup is finite), then G contains an infinite abelian subgroup.
2.3. Equivalent conditions for being nilpotent-by-finite.
Remark 2.2. If G is nilpotent-by-finite, and H ≡ G then H is nilpotent-by-finite. Why? Suppose
that λ+ = 2λ > |G| , |H | and let G∗ be a saturated extension of G of size λ+, which, we may
assume, also contains H . Then it is enough to show that G∗ is nilpotent-by-finite (being nilpotent-
by-finite transfers to subgroups). Suppose that G0 ≤ G is nilpotent of finite index. Let (S∗, S∗0 )
be a saturated extension of (G,G0) of size λ. Then S
∗
0 ≤ S
∗ is nilpotent of finite index in S∗ and
G∗ ∼= S∗.
If there is no such λ, we can either force its existence or use special models instead (see [Hod93,
Theorems 10.4.4, 10.4.2]).
Suppose that G is any group. Let G00∅ be the intersection of all ∅-type-definable subgroups of
G (in C). When G is ω-categorical, it must be ∅-definable of finite index (so we can talk about it
in G without going to a saturated extension). However, if G is NIP then, by [She08], G00∅ = G
00
A
for any small set A.
Fact 2.3. [Rob93, Theorem 5.2.8]Let M and N be normal nilpotent subgroups of a group G, then
L = MN is nilpotent group.
Corollary 2.4. Assume G is a nilpotent-by-finite ω-categorical group with G = G00∅ , then G is a
nilpotent group.
Proof. By Fact 2.3 the product of all normal nilpotent subgroups of finite index of G is itself
a nilpotent group which is also ∅-definable (by ω-categoricity) and of finite index, thus G is
nilpotent. 
Proposition 2.5. Suppose that C is a class of countable ω-categorical NIP groups (in the pure
group language) satisfying: if G ∈ C, H E G definable (over ∅) then G/H ∈ C and H ∈ C. Then
the following statements are equivalent:
SOME REMARKS ON DP-MINIMAL GROUPS 4
(1) Every G ∈ C is nilpotent-by-finite.
(2) Every infinite characteristically simple G ∈ C is abelian.
(3) Every infinite G ∈ C contains an infinite ∅-definable abelian subgroup.
Proof. (2) implies (1) is essentially Krupinski’s argument from [Kru12]. Suppose that G ∈ C and
we wish to show that it is nilpotent-by-finite. We may of course assume that G is infinite. We
may assume that G00 = G so that G has no definable subgroups of finite index.
By ω-categoricity, we can write {e} = G0  G1  · · ·  Gn = G where the groups Gi are
0-definable, and this is a maximal (length-wise) such chain. The groups Gi are invariant under
Aut (G) so normal, and by assumption Gi ∈ C. The proof is now by induction on n ≥ 1. For
n = 1, this follows immediately from (2) (i.e., G1 will be abelian).
Now note that by the induction hypothesis if H E G is ∅-definable and non-trivial then G/H
is nilpotent: G/H is in C (as G = G00, G/H is infinite). Also (G/H)00 = (G/H). But the
maximal length of a chain as above which suits G/H must be shorter than n. Hence G/H is
nilpotent-by-finite and by Corollary 2.4 G/H is itself nilpotent.
Hence we may assume that Z (G) is trivial (otherwise G/Z (G) is nilpotent and so G is too).
This in turn implies that G1 is infinite (if not, then CG (G1) is of finite index in G, and hence
equals G, but then G1 ⊆ Z (G)). Now we use (2) on G1 to finish: G1 is abelian and G/G1 is
nilpotent, so both are solvable, and hence G is solvable. However, by [AM97, Theorem 1.2], if G is
not nilpotent-by-finite (equivalently, nilpotent, since we already assumed G = G00), it interprets
the infinite atomless boolean algebra, and has IP.
(3) implies (2) is obvious.
(1) implies (3). Without loss of generality, G = G00.
Claim. Either Z (G) is infinite or G/Z (G) is centerless.
Proof. If x ∈ G with y−1xy ∈ xZ (G) for all y ∈ G, then C (x) has a finite index in G. Hence
C (x) = G so x ∈ Z (G). 
If Z (G) is infinite, we are done. Otherwise, by the claim G/Z(G) is centerless, But by (1) and
Corollary 2.4 , G is nilpotent so we have a contradiction . 
Remark 2.6. Note that the class of all (countable) NIP ω-categorical groups satisfy the conditions
in Proposition 2.5. So does the class of ω-categorical dp-minimal groups (taking quotients of the
universe M , as opposed to e.g., M2, preserves dp-minimality).
Remark 2.7. In [Kru12], Krupinski proved that (2) in Proposition 2.5 holds for the class of NIP
ω-categorical groups with fsg. His proof uses a classification theorem on ω-stable characteristically
simple groups due to Wilson and Apps [Wil82, App83] (see remarks after Problem 2.21). By that
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theorem and [Kru12, Proposition 3.2], it follows that ω-categorical characteristically simple groups
with NIP are p-groups for some p. By the argument in the proof of [Kru12, Proposition 3.1], it
follows that for such groups G, if a1, . . . , an ∈ G then C (a1) ∩ · · · ∩ C (an) is infinite.
However, we will avoid using the classification theorem, and prove (3) directly for dp-minimal
ω-categorical groups.
Remark 2.8. Note also that Fact 2.1 alone is not enough, even though it may seem so in light
of the fact that if G is both NIP and contains an infinite abelian subgroup, then G contains an
infinite definable abelian subgroup by [She09, Claim 4.3]. However this subgroup is not necessarily
∅-definable.
2.4. What we get from dp-minimality and NIP. The only use of dp-minimality in the proof
is the following basic observation.
Fact 2.9. [Sim15, Claim in proof of Proposition 4.31] If (G, ·) is a dp-minimal group then for
every definable subgroups H1, H2 ≤ G either [H1 : H1 ∩H2] <∞ or [H2 : H1 ∩H2] <∞.
We will also use the Baldwin-Saxl lemma, which is true for all NIP groups.
Fact 2.10. [BS76] Let (G, ·) be NIP. Suppose that ϕ (x, y) is a formula and that {ϕ (x, c) | c ∈ C }
defines a family of subgroups of G. Then there is a number n < ω (depending only on ϕ) such
that any finite intersection of groups from this family is already an intersection of n of them.
2.5. Proof of the main result.
Theorem 2.11. If (G, ·) is an infinite dp-minimal ω-categorical group then G contains an infinite
∅-definable abelian subgroup.
By Proposition 2.5 we get the following.
Corollary 2.12. If (G, ·) is a dp-minimal ω-categorical group then G is nilpotent-by-finite.
For the proof we work in a countable (so ω-saturated) model. So fix such a group G. By
ω-categoricity, there is a minimal infinite ∅-definable subgroup G0 ≤ G (i.e., G0 contains no
∅-definable infinite subgroups), so we may assume that G = G0.
Lemma 2.13. For every a, b ∈ G either [C (a) : C (b) ∩ C (a)] <∞ or [C (b) : C (b) ∩ C (a)] <∞.
Proof. This follows directly from Fact 2.9. 
Let X = {a ∈ G | |C (a)| =∞}. By elimination of ∃∞, X is definable. By Fact 2.1, X is infinite.
For a, b ∈ X , by Lemma 2.13, it follows that either C (a) ∩ C (b) has finite index in C (a) or in
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C (b). In either case, C (a) ∩ C (b) is infinite. Since C (a) ∩ C (b) ⊆ C (ab), it follows that X is a
group. By our assumption on G (it contains no infinite ∅-definable subgroups), G = X .
Compare the following corollary with Remark 2.7.
Corollary 2.14. For every a0, . . . , an−1 ∈ G,
⋂
{C (ai) | i < n} is infinite.
Proof. By induction on n. For n = 1 and n = 2 we just gave the argument. For larger
n it is exactly the same:
⋂
{C (ai) | i < n} has finite index in one of
⋂
{C (ai) | i < n− 1} or
⋂
{C (ai) | 1 ≤ i < n}, both infinite. 
For every a ∈ G let Ha = {b ∈ G | [C (a) : C (b) ∩ C (a)] <∞}, and define
C0 (a) =
⋂
{C (b) | b ∈ Ha} .
Observe that C0(a) is definable over a since Ha is definable.
By ω-categoricity there exists some n∗ such that for all a, b ∈ G, [C (a) : C (b) ∩ C (a)] < n∗ iff
[C (a) : C (b) ∩C (a)] <∞.
Main Lemma 2.15. For every a, b ∈ G either C0 (a) ⊆ C0 (b) or C0 (b) ⊆ C0 (a).
Proof. By Fact 2.9 either [C (a) : C (b) ∩C (a)] < n∗ or [C (b) : C (b) ∩ C (a)] < n∗. Suppose that
the former happens. Then C0 (a) ⊆ C0 (b): if d ∈ Hb , [C (b) : C (b) ∩ C (d)] < n∗, so
[C (a) : C (a) ∩ C (d)] ≤ [C (a) : C (a) ∩ C (d) ∩ C (b)]
≤ [C (a) : C (a) ∩ C (b)] · [C (b) : C (b) ∩ C (d)] < n2∗.
Hence d ∈ Ha. 
Lemma 2.16. For every a ∈ G the group C0 (a) is infinite. Moreover,
[
C (a) : C0 (a)
]
<∞.
Proof. By Fact 2.10, there is some N such that for every k < ω and every ai ∈ G for i < k,
⋂
{C (ai) | i < k} =
⋂
{C (ai) | i ∈ I0} where I0 ⊆ k is of size ≤ N . Find a1, . . . , aN ∈ Ha
with
⋂
{C (ai) | i < N} ∩ C (a) of maximal index in C (a) (this index is bounded by nN∗ ). Let
D =
⋂
{C (ai) | i < N}∩C (a). Then, for every b ∈ Ha, C (b)∩D equals to some sub-intersection
D′ of size N , but then [C (a) : D′] = [C (a) : D] so D′ = D and hence
⋂
{C (b) | b ∈ Ha} = D and
in particular it is infinite and of finite index in C (a). 
Proof of Theorem 2.11. Split into two cases.
Case 1. The set Y =
{
a ∈ G
∣∣ a ∈ C0 (a)
}
is infinite.
In this case, note that if a, b ∈ Y then by Main Lemma 2.15, we may assume that
C0 (a) ⊆ C0 (b) ⊆ C (b) (because b ∈ Hb). But then a ∈ C (b), so Y is an infinite
commutative ∅-definable set. Hence the group generated by Y must be abelian, and it
must be G by our choice of G, so we are done.
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Case 2. The set Y is finite.
Pick some a0 /∈ Y . By induction on n < ω, choose an ∈ C0 (an−1) \Y . We can find
such elements by Lemma 2.16. For n < ω, if C0 (an) ⊆ C
0 (an+1) then an+1 ∈ C
0 (an+1)
which cannot be, so by Main Lemma 2.15, C0 (an+1) ⊆ C0 (an).
Let K >
[
C (an) : C
0 (an)
]
for all n < ω. As aK ∈ C0 (ai) for all i < K, ai ∈ C (aK).
Hence for some i < j < K, a−1i aj ∈ C
0 (aK) ⊆ C0 (ai). But aj ∈ C0 (ai) as well, so
ai ∈ C0 (ai) — contradiction.

2.6. Concluding remarks.
Problem 2.17. Can we generalize this result to work under weaker assumptions than ω-categoricity,
such as elimination of ∃∞? (i.e., assume that G is a dp-minimal group eliminating ∃∞, also for
imaginaries, with an infinite abelian subgroup, then does it contain an infinite ∅-definable sub-
group?)
Problem 2.18. Can one improve this to showing that every dp-minimal ω-categorical group is
abelian-by-finite?
Remark 2.19. Any abelian-by-finite group is stable, so if the we can solve Problem 2.18 positively,
then it would mean that any dp-minimal omega-categorical group is stable. Why? suppose
that (G, ·) is a group with H ≤ G abelian of finite index. Then there is a normal subgroup of
H with finite index in G (this is a standard exercise in group theory), and so we may assume
that H is normal. Let R = Z [G], the group ring of G over Z, whose elements we write as
sums
∑
i<n aigi where ai ∈ Z and gi ∈ G. Put a structure of a Z [G]-module on H by letting(∑
i<n aigi
)
· h =
∑
i<n ai · h
gi (where hg = g−1hg). As a module, H is stable (see [TZ12,
Example 8.6.6]). Now, G can be interpreted in this structure (with parameters). How? Suppose
[G : H ] = n. Then G is the union of giH where {gi | i < n} are representatives for the different
cosets of H in G. For each i, j < n there is a unique k (i, j) < n and h (i, j) ∈ H such that
gi · gj = gk(i,j)h (i, j). So now interpret G as {ci | i < n} ×H , where the ci’s are distinct elements
from H and the product is given by (ci, h) · (cj , h′) =
(
ck(i,j), h (i, j)h
gjh′
)
. Since hgj is just gj · h
in the module, this group is definable in H . The map (ci, h) 7→ gih is then an isomorphism from
this group to G.
Problem 2.20. Is there a (pure) group (G, ·) which is ω-categorical NIP and unstable?
Problem 2.21. What about inp-minimal groups? Inp-minimality is the analogous notion to dp-
minimality for NTP2 [Che14], so it makes sense that this result still holds there, as it does in both
the simple (by [Mac88]) and NIP case.
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Remark 2.22. Problem 2.21 was solved by Frank Wagner, who shared his proof with us in a private
communication. We decided to still include the following discussion, as it might be useful for any
future generalizations to NTP2.
Using the same notation as in [Kru12], we let B (F ) be the group of all continuous functions
from the cantor space 2ω into a finite simple non-abelian group F . We also let B− (F ) be the group
of all such functions sending a fixed point x0 ∈ 2ω to e ∈ F . By [Wil82, App83, Theorem 2.3]
they are characteristically simple and ω-categorical, and in fact by a theorem of Wilson [Wil82],
a countably infinite ω-categorical characteristically simple group is either isomorphic to one of
them, is an abelian p-group or is a perfect p-group. Neither groups is nilpotent-by-finite. If they
were nilpotent-by-finite, then there would be a normal nilpotent subgroup of finite index, so they
would be nilpotent (by Corollary 2.4). But then they must be abelian, which they are not.
It is worthwhile to note the following.
Proposition 2.23. For a finite simple non-abelian group F , both B (F ) and B− (F ) have TP2
and in particular are not inp-minimal.
For the proof we will need the following simple criterion for having TP2.
Lemma 2.24. Suppose that A is some infinite set in C and ϕ (x, y) is a formula such that for
some k < ω , for every sequence 〈Ai | i < ω〉 of pairwise disjoint subsets of A, there are 〈bi | i < ω〉
such that Ai ⊆ ϕ (C, bi) and {ϕ (x, bi) | i < ω} is k-inconsistent. Then T has TP2.
Proof. We may enumerate A as 〈as | s ∈ ωω ∧ |supp (s)| < ω〉, where supp (s) = {i ∈ ω | s (i) 6= 0}.
Let Ai,j = {as | s (i) = j}. Then for each i < ω, {Ai,j | j < ω} are mutually disjoint. By assumption
we can find bi,j for i, j < ω such that {ϕ (x, bi,j) | j < ω} are k-inconsistent and Ai,j ⊆ ϕi,j (C, bi,j).
Then 〈ϕ (x, bi,j) | i, j < ω〉 witness the tree property of the second kind. 
Proof. We do the proof for B (F ). The proof for B− (F ) is similar.
Let ϕ (x, y) be the formula x 6= e and x ∈ C (C (y)).
Fix some g ∈ F , g 6= eF . Suppose that s ⊆ 2ω is a clopen subset, and let fs ∈ B (F ) be such
that fs ↾ s is constantly g and f ↾ 2
ω\s is constantly eF . Then C (fs) contains (in fact equals) all
functions f ′ such that f ′ (s) ⊆ CF (g) (so outside of s there are no restrictions on f ′). Hence if
f ′ ∈ C (C (fs)) then f ′ ↾ 2ω\s is constantly eF .
It follows that if s1 ∩ s2 = ∅ are two clopen subsets, then C (C (fs1)) ∩ C (C (fs2)) = {e}.
On the other hand, if s1 ⊆ s2, then fs1 ∈ C (C (fs2)).
Fix a sequence of pairwise disjoint clopen sets 〈si | i < ω〉. Then we see that for any choice
of finite pairwise disjoint subsets An, n < ω such that An are finite, fn = f⋃{si | i∈An} satisfies
{ϕ (x, fn) |n < ω} is 2-inconsistent but fsi |= ϕ (x, fn) if i ∈ An. By compactness, we get such
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fn’s for every choice of pairwise disjoint subsets An for n < ω (not necessarily finite). By Lemma
2.24 we are done. 
2.7. A theorem on NIP groups. We end this section with a general remark on NIP groups
(without any other assumptions).
Theorem 2.25. Suppose that (G, ·) is an NIP group (or more generally, a type-definable group
in an NIP theory). Then there is some finite set A such that C (A) is abelian.
Proof. Assume that G is a type-definable group, defined by the type pi (x) (the multiplication ·G
and the unit eG are definable).
Let M be any |pi|+-saturated model, so that G (M) ≺ G (C) by the Tarski-Vaught test.
Let p0 be a partial type containing the formulas x ∈ C (A) for all finite sets A of G (M). The
partial type p0 is finitely satisfiable in G (M) (witnessed by eG). Let S be the set of all global
types in SG (C) containing p0 and f.s. in G (M). All of these types are in particular invariant over
M , so their product is well defined. (For the precise definition of a product of global invariant
types, see [Sim15, 2.2.1], but one can understand it from the proof.)
Claim. For p, q ∈ S, p (x)⊗ q (y) |= x · y = y · x.
Proof. We need to show that if N ⊇M , a |= q|N , b |= p|Na then a · b = b ·a. If not, then b /∈ C (a),
so for some b0 ∈ G (M), b0 /∈ C (a), so a /∈ C (b0) — contradiction. 
By [Sim15, Lemma 2.26], it follows that for any a |= p, b |= q, a · b = b ·a (the proof there works
just fine for type-definable groups, because it only uses that the formula for multiplication is NIP,
but multiplication is definable).
By compactness for every p (x) , q (y) ∈ S there are formulas ψp,q (x) ∈ p, ϕp,q (y) ∈ q such
that for every a |= ψp,q, b |= ϕp,q in G, a · b = b · a. Fix p. By compactness (as S is closed),
there is a finite set of types qi ∈ S for i < n such that ϕp =
∨
i<n ϕp,qi contains S. Let ψp =
∧
i<n ψp,qi . Again by compactness there are pi for i < m such that
∨
i<m ψpi contains S. Let
χ =
(∧
i<m ϕpi
)
∧
(∨
i<m ψpi
)
, then χ contains S and for every a, b |= χ in G (C), a · b = b · a.
(This is the same as in the proof of [Sim15, Proposition 2.27].)
It cannot be that for all finite A ⊆ G (M), ¬χ (M)∩C (A) 6= ∅ (otherwise we can define a type,
f.s. in M , containing p0, so in S, but not satisfying χ). Hence there is some finite A ⊆ G (M)
such that C (A) (M) |= χ. Hence C (A) (M) is abelian, but as G (M) ≺ G (C), so is C (A). 
Remark 2.26. When the group G is an ω-categorical characteristically simple NIP group, then
by Proposition 2.23, and the remark before it (or just [Kru12, Fact 0.1 and Proposition 3.2]),
Krupinski’s proof of [Kru12, Proposition 3.1] gives us that for any finite set A, C (A) is infinite.
Together with Theorem 2.25, we know that we can find some A such that C (A) is abelian and
infinite.
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3. f-generic is the same as strongly f-generic
Assume that G is definably-amenable and dp-minimal. The main theorem here says that any
definable X ⊆ G which divides over a small model also G-divides. This means that that are
at most boundedly many global f -generic types and a global type is f -generic iff it is strongly
f -generic (see Corollaries 3.8 and 3.10).
Let us first recall the definitions. Throughout we assume T is NIP, and we work in a monster
model C.
Definition 3.1. A definable group G is definably amenable if it admits a G-invariant Keisler
measure on its definable subsets.
A Keisler measure is a finitely additive probability measure on definable subsets of G. We will
not use this definition, so there is no need for us to get too deeply into Keisler measures. Instead
we will use the following characterization from [CS15] given in terms of G-dividing.
Definition 3.2. For X ⊆ G definable, we say that it G-divides if there is an indiscernible sequence
〈gi | i < ω〉 of elements from G over the parameters defining X such that {giX | i < ω} is incon-
sistent (equivalently, remove the indiscernibility assumption and replace it with k-inconsistency).
Similarly, we say that X right-G-divides if there is a sequence as above such that 〈Xgi | i < ω〉 is
inconsistent.
Fact 3.3. [CS15, Corollary 3.5]Let G be a group definable in an NIP theory. Then if G is definably
amenable then the family of G-dividing subsets of G forms an ideal. Hence in this case any non-
G-dividing partial type can be extended to a global one.
As an example which relates to the previous section, we note that any countable ω-categorical
group is locally finite and hence it is amenable by [Run02, Example 1.2.13] and so any group
elementarily equivalent to it is definably amenable [Sim15, Example 8.13].
Definition 3.4. A global type is called f -generic if it contains no G-dividing formula.
Remark 3.5. [CS15, Proposition 3.4]If G is definably amenable, then p is f -generic iff all its
formula are f -generic, which means that for every ϕ ∈ p, no translate of ϕ forks over M where
M is some small model containing the parameters of ϕ. It is also proved there that a formula is
f -generic iff it does not G-divide, so we will use these terms interchangeably. Similarly, we will
write right-f -generic for non-right-G-dividing.
Fact 3.6. [CS15, Proposition 3.9]When G is definably amenable then a global type is f -generic
type iff it is G00-invariant.
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Theorem 3.7. Suppose that G is dp-minimal and definably amenable. Then if ϕ (x, c) forks over
a small model M , then it G-divides.
Proof. Suppose not.
By assumption (and as forking equals dividing over models, see [CK12]), there is an M -
indiscernible sequence 〈cj | j < ω〉 such that 〈ϕ (x, cj) | j < ω〉 is inconsistent.
However, ϕ (x, cj) is still f -generic.
We now divide into two cases: either there is a formula ψ0 (x, b) which is right-f -generic but
not f -generic (call this case 0), or not (case 1). In case 0, let ζ0 (x, y, b) = ψ0
(
y−1x, b
)
.
Note that if case 0 does not occur, then every G-dividing formula also right-G-divides. As X is
f -generic iff X−1 is right-f -generic, this means that every right-G-dividing formula also G-divides.
In case 1, choose a formula ψ1 (x, b) for which, for every formula χ (x) ⊇ G00 (with no pa-
rameters) both ψ1 (x, b) ∧ χ (x) and ¬ψ1 (x, b) ∧ χ (x) are f -generic (such a formula exists, as
otherwise there is a unique non-G-dividing type concentrating on G00, so the number of f -
generic types is bounded, but by assumption there are unboundedly many). Let ζ1 (x, y, z, b) =
ψ1
(
y−1x, b
)
∧ ¬ψ1
(
z−1x, b
)
. We may assume that 〈cj | i < ω〉 is indiscernible over Mb.
Depending on the case, let ζ (x, y, z, b) be either ζ0 or ζ1 (so z might be redundant). Construct
a sequence 〈Ii, gi, hi | i < ω〉 such that:
– In case 0, gi ∈ G. In case 1, gi, hi ∈ G00.
– Ii is indiscernible, Ii = 〈ei,j | j < ω〉, ei,j |= ϕ (x, cj) for all i, j < ω.
– ei,j |= ζ (x, gi, hi, b) for all i, j < ω.
– ei′,j 6|= ζ (x, gi, hi, b) for all i′, i, j < ω whenever i′ > i.
(In case 0, we only need gi.) How?
Note that for any g, h ∈ G00, ζ (x, g, h, b) does G-divide by Fact 3.6 (this is trivially true in case
0).
By compactness it is enough to construct such a sequence for i < n. Suppose we have
〈Ii, gi, hi | i < n〉. Let ξ (x) =
∨
i<n ζ (x, gi, hi, b). Then ξ (x) does G-divide by Fact 3.3. Hence
ϕ (x, cj) \ξ (x) is not empty for all j, and hence we may find a sequence en,j |= ϕ (x, cj) \ξ (x).
Consider the sequence I = 〈(e0,j, . . . , en,j, cj) | j < ω〉. By Ramsey and compactness there is an
Mh<ng<nb-indiscernible sequence I
′ with the same EM-type as I over over Mh<ng<nb. There is
an automorphism taking
〈
c′j
∣∣ j < ω
〉
to 〈cj | j < ω〉 over Mb, and applying it we are in the same
situation as before (changing h<ng<n and ei,j) but now In = 〈en,j | j < ω〉 is indiscernible. This
takes cares of all the bullets except the third one, for which needs to find gn, hn.
In case 0, the set
{
ψ0 (x, b) · e
−1
n,j
∣∣ j < ω
}
is consistent (as ψ0 (x, b) does not right-G-divide),
so contains some g ∈ G, hence gen,j |= ψ0 (x, b), i.e., en,j |= g−1 · ψ0 (x, b) = ζ0
(
x, g−1, b
)
so let
gn = g
−1.
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In case 1, the set
{
(χ (x) ∧ ψ1 (x, b)) · e
−1
n,j
∣∣G00 ⊆ χ (x) , j < ω
}
is consistent (as G-dividing =
right-G-dividing in this case) so again we can find g ∈ G00 realizing it, so in particular en,j |=
g−1 ·ψ1 (x, b). Similarly, there is some h ∈ G
00 such that en,j |= h
−1 · (¬ψ1 (x, b)). Finally, choose
gn = g
−1 and hn = h
−1.
This finishes the construction.
Now by Ramsey and compactness we may assume that 〈Iigihi | i < ω〉 is indiscernible over
Mb 〈cj | j < ω〉 and that 〈〈ei,j | i < ω〉 cj | j < ω〉 is indiscernible over Mb 〈gihi | i < ω〉.
Let ξ (x, y, y′, z, z′, b) = ζ (x, y, z, b) \ζ (x, y′, z′, b). Then for every i > 0 and j < ω, ei0,j0 |=
ξ (x, gi, hi, gi−1, hi−1) iff i0 = i and ei0,j0 |= ϕ (x, cj) iff j = j0 contradicting dp-minimality. 
For the next corollary, we recall that in the context of NIP, definably amenable groups, a global
type is called strongly f -generic if it is f -generic and does not fork over some small model (this is
not the original definition, but see [CS15, Proposition 3.10].
Corollary 3.8. If G is a dp-minimal definably amenable group, then any global f -generic 1-type
p is strongly f -generic.
Proof. Take any small model M . Then p cannot divide over M . 
Remark 3.9. Theorem 3.7 does not hold for a group definable in a dp-minimal theory. Consider
T = RCF , and let G = R2 where R is a saturated model of T . Example 3.11 in [CS15] gives a
G-invariant type r (x, y) (so does not G-divide) which is not invariant over any small model M .
Corollary 3.10. Suppose that G is a dp-minimal definably amenable group. Then there are
boundedly many global f -generic types.
Proof. Fix some small modelM . This follows by NIP and (the proof of) Corollary 3.8, as there are
boundedly many global types non-forking over M (by NIP they must be invariant over M). 
Corollary 3.11. Suppose G is a dp-minimal definably amenable group. Then there are boundedly
many G-invariant Keisler measures.
Proof. Suppose that there are unboundedly many such measures µi. Fix some small modelM . By
Erdös-Rado, we may find a formula ϕ (x, y), a type p ∈ Sy (M) some numbers α 6= β ∈ [0, 1] and a
sequence of G-invariant Keisler measures 〈µi | i < ω〉 such that for all i < j < ω, µi (ϕ (x, ai,j)) = α
and µj (ϕ (x, ai,j)) = β for some ai,j |= p in C.
Then there are a, b |= p such that α = µ0 (ϕ (x, a)) 6= µ1 (ϕ (x, a)) = β and α = µ1 (ϕ (x, b)) 6=
µ2 (ϕ (x, b)) = β. In particular µ1 (ϕ (x, a) △ ϕ (x, b)) 6= 0. As µ1 is G-invariant, ϕ (x, a) △ ϕ (x, b)
does not G-divide (see [CS15, Theorem 3.38], but this follows easily from the definitions), but it
forks by NIP. 
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Corollary 3.12. Suppose that (F,+, ·) is a dp-minimal field. Then every additive f -generic set
(i.e., with respect to (F,+, 0)) is also multiplicatively f -generic.
Proof. Note that any abelian group is definably amenable (see [Sim15, Example 8.13]).
Suppose that X is additively f -generic. For any a ∈ F×, a · X is also additively f -generic.
Hence, if X is not multiplicatively f -generic, then there is an indiscernible sequence 〈ai | i < ω〉
over the parameters defining X such that {aiX | i < ω} is inconsistent (so k-inconsistent for some
k < ω). Increasing the sequence to any length, by Fact 3.3, we get unboundedly many additively
f -generic global types. Contradicting Corollary 3.10. 
Problem 3.13. Is there a dp-minimal group which is not definably amenable?
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