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1 Einleitung
1.1 Einordnung der Arbeit
In der Regelungstechnik werden technische Systeme bevorzugt durch Differen-
zialgleichungsmodelle beschrieben. Das Ziel dabei ist es, einen Regler derart zu
entwerfen, dass sich das System dauerhaft in einem sicheren (stabilen) Bereich be-
wegt. Voraussetzung für den Entwurf und den Betrieb ist, dass die für den Regler-
betrieb erforderlichen Zustands- und Störgrößen messbar sind. Doch in der Praxis
ist diese Voraussetzung nicht immer erfüllt.
Die Identifikation von nicht messbaren (internen) Informationen aus messbaren
(externen) Quellen wird in der Regelungstechnik immer dann notwendig, wenn
zum Zwecke der Überwachung oder zur Regelung Informationen über Störungen
oder Kenngrößen nicht direkt bekannt sind. So ist es einerseits technisch nicht im-
mer möglich, alle Größen eines Systems zu messen, andererseits auch wirtschaft-
lich nicht immer zu rechtfertigen, Messgrößen direkt zu bestimmen.
In dieser Arbeit wird davon ausgegangen, dass Systemklasse und Dimension der
Problemstellung bekannt sind. Mathematisch wird im Folgenden bei einem linea-
ren zeitinvarianten (Linear Time Invariant, LTI) System von folgender Beschrei-
bung ausgegangen
Σsys : x˙ = Ax+Bu, x(0) = x0 ∈ X ⊆ R
n, t > 0, (1.1a)
y = Cx+Du, (1.1b)
wobei X die Mannigfaltigkeit ist, in der die x liegen. Ist das System nichtlinear
und zeitvariant, wird folgende Beschreibung verwendet
Σsys : x˙ = f(x, u, t), x(t0) = x0 ∈ X ⊆ R
n, t > t0 ≥ 0 (1.2a)
y = h(x, u, t), (1.2b)
wobei x(t) eine differenzierbare Funktion ist, deren Ableitung die Gleichung
f(x, u, t) überall in t auf einem gegebenen Intervall [0, T ] erfüllt. Zudem sei x(t)
eindeutig und wird Zustandssignal oder kurz Zustand genannt. Die Eindeutigkeit
von x(t) wird durch die LIPSCHITZ-Stetigkeit von f gesichert, weshalb fortan f
immer LIPSCHITZ-stetig sein möge (Satz von PICARD-LINDELÖF [144, S. 67]).
Das Eingangssignal u(t) sei ein Vektor mit m Komponenten stückweise stetiger
2 1. EINLEITUNG
keine Störung Störung
Modellstruktur
exakt
inverse Probleme
• Beobachter
• adaptiver Beobachter
Regressionsprobleme
• Kalman-Filter
• Notch-Filter
Modellstruktur
genähert
Approximationsprobleme
• robuster Beobachter
• Tracker
Approgressionsprobleme1
• Black-Box-Filter
Tabelle 1.1: Übersicht über Rekonstruktionsverfahren bei unterschiedlichen Rah-
menbedingungen
Funktionen. Das Ausgangssignal y(t) sei ein Vektor mit p Komponenten, das über
eine LIPSCHITZ-stetige Abbildung h von Zustands- und Eingangssignalen ent-
steht.
Identifikation im Zusammenhang mit dem Systembegriff bedeutet, dass Zustände
und/oder Parameter rekonstruiert werden. Als Parameter werden dabei Größen be-
zeichnet, die bei LTI-Systemen Elemente der A, B, C oder D Matrizen sind und
bei nichtlinearen Systemen in f(·) und h(·) vorkommen. Während Zustände ne-
ben der Abhängigkeit von ihren Anfangswerten durch Ein- und Ausgangssignale
charakterisiert werden, sind Parameter in der Regel von diesen unabhängig.
Neben der Rekonstruktion unbekannter Parameter beschäftigt sich die vorliegende
Arbeit mit der Rekonstruktion von Störungen, die auf das System wirken, sowie
von Eingängen und Signalen, deren Größe nicht bekannt ist.
Unterschiedliche Rahmenbedingungen, unter denen die Identifikation stattfindet,
führen zu einer Vielzahl von Zugängen. Zu diesen Rahmenbedingungen zählt ne-
ben der Frage, ob mit dem Modell die Wirklichkeit exakt wiedergegeben wird oder
nicht, auch die Frage, ob der Ausgang mit Störungen überlagert ist oder nicht. Ta-
belle 1.1 zeigt die unterschiedlichen Zugänge für die verschiedenen Problemstel-
lungen.
Die vorliegende Arbeit behandelt inverse Probleme, geht also von einem exakten
Modell und dem Nichtvorhandensein von Störungen aus. Außerdem wird sich auf
Beobachter als Teil der inversen Probleme beschränkt. Grund dafür ist im Wesent-
lichen, dass hierbei die Identifikation ohne Bildung von Ableitungen erfolgt. Das
Ableiten von Signalen erweist sich in der Praxis, insbesondere bei verrauschten
Signalen, als herausforderungsvoll und bedarf daher einer anderen Herangehens-
weise.
1Der Begriff der Approgression ist der Fachbegriff für Problemstellungen, die sowohl Regressions-
als auch Approximationsprobleme umfassen [16].
1.2. ENTWICKLUNGSSTAND 3
Da dank immer höherer Rechenleistung heutzutage Systeme quasikontinuierlich
implementiert werden können, wird auf die Analyse und den Entwurf zeitdiskreter
Zugänge verzichtet. Ferner werden nur Ansätze verwendet, deren Ordnung nied-
riger oder gleich der des Systems ist, und deren Korrekturterm linear ist. Bieten
die Beobachter mit einer höheren Ordnung als das System Vorteile, wird an der
entsprechenden Stelle darauf verwiesen.
Außerdem wird auf die Beobachter mit bewegendem Horizont verzichtet, die aus
dem Gebiet der modellprädikativen Regelung kommen. Hier entsteht der Beobach-
terentwurf nicht auf Basis des Ausgangsfehlers zwischen System und Beobachter,
sondern auf Basis einer Kostenfunktion, die einen quadratischen prädizierten Aus-
gangsfehler über einen festgelegten Zeitraum in der Zukunft minimiert.
In den üblichen Entwurfsmethoden von Beobachtern wird davon ausgegangen,
dass das System beobachtbar ist, also aus dem Ausgang alle notwendigen Informa-
tionen über die Zustandsgröße gewonnen werden können, und dass die Eingangs-
größen ebenso wie die Parameter bekannt sind. Die vorliegende Arbeit beschäftigt
sich mit den Fällen, in denen diese Annahmen verletzt sind. Methodisch wird sich
auf die Entwurfsverfahren begrenzt, die mit linearen oder linearisierten Methoden
arbeiten.
1.2 Entwicklungsstand
Der Beobachterentwurf LUENBERGERS aus dem Jahr 1964, der durch den Ent-
wurf eines Zustandsreglers motiviert war und für die Zustandsrekonstruktion ei-
nes Systems aufgrund unbekannter Zustände und Anfangswerte hergeleitet wur-
de, markierte den Anfang der Beobachtertheorie. Seitdem hat der Beobachter als
Konzept für ein breites Spektrum von Systemklassen und in unterschiedlichsten
Anwendungen Beachtung gefunden. Bereits frühzeitig wurde das Beobachterkon-
zept abstrahiert. War der erste Beobachter noch eine exakte Nachbildung des zu
beobachtenden Systems, so schrieb LUENBERGER bereits 1971 in einem Über-
sichtsaufsatz: „Almost any system is an observer.“ In neueren Veröffentlichungen
wird ein Beobachter dahin gehend verallgemeinert, dass nur noch die Abbildun-
gen zweier Trajektorien von zwei Systemen asymptotisch gegeneinander streben
müssen [105]. Trotz alledem hat sich – auch fast 50 Jahre nach der ersten Veröf-
fentlichung über den Beobachter – bisher keine allgemein anerkannte Definition
durchgesetzt [136, 353], auch wenn über die Forderung der asymptotischen Zu-
standskonvergenz Einigkeit besteht.
Erste Ansätze, deren Ordnung niedriger als die des zu beobachtenden Systems ist
und die als reduzierte Beobachter bezeichnet werden, wurden Ende der 1960er
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Jahre entwickelt [58, 118]. Sie haben insbesondere bei den Abbildungsbeobach-
tern praktische Anwendung gefunden, sind aber ansonsten die Ausnahme geblie-
ben. Die meisten Beobachter haben – abgesehen von den Beobachtern mit einer
höheren Dimension als das zu beobachtende System, die im nächsten Abschnitt
behandelt werden – also eine im Vergleich zum System identische Dimension.
Die Zugänge über Beobachter mit höherer Ordnung werden Einbettungs- oder im-
mersionsbasierte Beobachter genannt. Im Wesentlichen gibt es hierbei drei ver-
schiedene Verfahren: 1. Immersion auf zustandsaffine Systeme. Hier wird zwi-
schen Verfahren ohne [83,94] und mit Ausgangsaufschaltung unterschieden [129].
2. Die Immersion in lineare Systeme mit Ausgangsaufschaltung hat insbesondere
Interesse bei den Normalformbeobachtern gefunden, entsprechende Arbeiten wer-
den in diesem Zusammenhang erwähnt. 3. Bei den Immersionsverfahren in eine
bestimmte nichtlineare Struktur ist insbesondere die Dreiecksstruktur von [27] zu
erwähnen. Eine Übersicht über bestehende Arbeiten ist zudem in [315] oder [316]
zu finden.
Für Beobachter für zeitvariante Systeme wurden die Ansätze für zeitinvariante
Systeme weiterentwickelt. Ihre Entwurfsmethode ermöglicht durch zeitvariante
Wahl der Verstärkungsmatrix, die Problemstellung auf eine zeitinvariante zurück-
zuführen. Dies geschieht in der Regel auf Basis der Beobachternormalform (BNF),
da sich hier die Pole leicht vorgeben lassen. Die Schwierigkeit liegt in der zeitva-
rianten Transformation des Systems auf BNF bzw. in der Rücktransformation der
Verstärkungsmatrix in Originalkoordinaten nach Entwurf in der BNF. Zur Anwen-
dung kommen hier häufig duale Ansätze, die für die Polvorgabe bei Zustandsreg-
lern für zeitvariante Systeme entwickelt wurden. Für SISO-Problemstellungen sei
auf [96] verwiesen, für MIMO auf [319].
Bei Beobachtern für nichtlineare Systeme, die mit Linearisierungstechniken arbei-
ten, wird ähnlich vorgegangen. Ziel bei den Linearisierungen um einen (Arbeits-
punktbeobachter) oder mehrere Arbeitspunkte (Beobachter mit erweiterter Linea-
risierung) oder um eine Trajektorie (Erweiterter LUENBERGER-Beobachter [341])
ist es immer, die Fehlerdifferenzialgleichung zwischen System- und Beobachter-
ausgang so zu gestalten, dass das konstante exponentielle Abklingen des Fehlers
gesichert ist. Zudem stellt sich auch die Frage, um welche Zustände linearisiert
wird. Während der Erweiterte LUENBERGER-Beobachter dies um die geschätzten
Größen tut, wird beim flachheitsbasierten Folgebeobachter [276] um die Original-
koordinaten linearisiert.
Mit Hilfe differenzialgeometrischer Methoden existieren seit Anfang der 1980er
Jahre mit dem Normalformbeobachter [31, 188] echte nichtlineare Entwürfe, die
mittels Transformation die nichtlineare in eine lineare Problemstellung plus Aus-
und/oder Eingangsaufschaltung transformieren und die ebenfalls wieder ein linea-
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res Verhalten des Beobachterfehlers ermöglichen, wenn auch in einem anderen
Koordinatensystem. Auf MIMO Systeme wurde das Konzept in [189, 332] über-
tragen. Die Schwierigkeit hierbei liegt in der Wahl einer geeigneten Transforma-
tion. Zahlreiche Veröffentlichungen [15, 116, 124, 130, 331] haben sich mit dem
Thema auseinandergesetzt. Einen anderen Weg haben [13, 177] gewählt, indem
sie auch Funktionen höherer Ordnung erlaubt haben, sodass mit der so genannten
Immersion die Klasse der Funktionen, für die ein Normalformbeobachter entwor-
fen werden kann, erweitert wurde. Die Weiterentwicklung der Beobachter höherer
Ordnung stellen die dynamischen Beobachter [14] dar, weil hier nicht nur zusätzli-
che Dimensionen, sondern auch zusätzliche Dynamiken hinzugenommen werden.
Sie haben die Klasse der normalformbeobachterfähigen Systeme nochmals erwei-
tert und darüber hinaus eine ganz eigene, neue Gattung geschaffen.
Darüber hinaus existieren zwei weitere Ansätze für Beobachterentwürfe für nicht-
lineare Systeme. Die linear dominanten Ansätze lassen die Nichtlinearität bestehen
und stellen durch mitunter hohe Verstärkung des linearen Teils ein Abklingen des
Fehlers zwischen Beobachter und System sicher. Der erste Beobachter dieser Kate-
gorie ist der bereits 1973 entwickelte THAU-Beobachter [314]. Zentral ist hierbei
die LIPSCHITZ-Stetigkeit der Nichtlinearität. Deren LIPSCHITZ-Konstante wird
für eine Abschätzung bei dem Stabilitätsbeweis über LYAPUNOV benötigt, und sie
hat direkten Einfluss auf die Wahl der Verstärkungsmatrix. Auch hierzu gibt es ei-
ne Fülle von Arbeiten [261,262,340], die sich mit dem Thema befasst haben. Auf
den gleichen Grundlagen beruhen auch die seit den 1990er Jahren populären Be-
obachter mit hohen Verstärkungen (im Englischen High-Gain-Beobachter) [111].
Eine weitere Möglichkeit im Umgang mit nichtlinearen Systemen stellen die
Sliding-Mode-Beobachter, die Mitte der 1980er Jahre aufkamen [292, 293] und
deren Grundlagen bereits 1960 [81] gelegt wurden. Wie die Sliding-Mode-
Regelungszugänge zeigen auch die entsprechenden Beobachterzugänge gute Ei-
genschaften gegenüber Störungen und kommen hierbei zum Einsatz. Ein Über-
sichtsaufsatz ist in [68] zu finden und populäre Entwurfsverfahren sind [64, 333].
Während Backstepping beim Reglerentwurf nichtlinearer Systeme Popularität ge-
nießt, sind die Backstepping-Beobachter Randerscheinungen geblieben. Für mehr
Informationen sei auf [182, 198] verwiesen.
Aus der Theorie der Optimalsteuerung ist mit dem KALMAN-BUCY-Beobachter
das deterministische Pendant des KALMAN-Filters hergeleitet worden. Strukturell
gibt es keine Unterschiede, aber die Konvergenzbeweise basieren aufgrund des
Unterschieds zwischen stochastischen und deterministischen Systemen auf ma-
thematisch gesehen komplett verschiedenen Konvergenzzugängen.
Der Erweiterte KALMAN-BUCY-Beobachter linearisiert nichtlineare Systeme um
die aktuelle Trajektorie. Er stellt das Gegenstück zum Erweiterten LUENBERGER-
Beobachter und zudem die deterministische Entsprechung zum Erweiterten KAL-
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MAN-Filter dar. Entwurfsmethoden mit Konvergenzbeweisen sind aber die Aus-
nahme geblieben. Weitere Informationen sind in [266] zu finden.
Wirken Störungen auf das System, gibt es unterschiedliche Ansätze hiermit um-
zugehen. Die Störgrößenaufschaltung stellt hierfür eine klassische Methode dar
[97, 205]. Ist die Störgröße nicht direkt messbar, wird sie mittels Störgrößenbeob-
achter rekonstruiert und anschließend derart über den Eingang berücksichtigt, dass
die Störung auf den Ausgang keinerlei Auswirkung mehr hat.
Störgrößenbeobachter einer etwas anderen Art kommen bei der modellfreien Re-
gelung [85, 90] zum Einsatz. Hier existiert kein Modell der Strecke. Stattdessen
wird sämtliches dynamisches Verhalten der Strecke als Störung aufgefasst, mithil-
fe eines Beobachters identifiziert und anschließend ein einfacher Regler entworfen.
Vergleichbare Ansätze sind die aktive Störunterdrückungsregelung [110,132] oder
der nichtlinearitätskompensierende Zustandsregler [239].
„Unbekannte Eingänge“ ist ein weiterer zentraler Begriff im Zusammenhang mit
Beobachtern. Zum einen stellen sie eine weitere Größe dar, die mit Hilfe von Beob-
achtern bestimmt und anschließend beim Entwurf berücksichtigt wird. In diesem
Fall wird sie als Störgröße behandelt und mit Hilfe eines Störgrößenbeobachters
beobachtet. Zum anderen bieten die Beobachter bei unbekannten Eingängen ein
Verfahren, anhand dessen die Rekonstruktion anderer Größen in Gegenwart von
unbekannten Eingängen gesichert werden kann, ohne die Größe näher bestimmen
zu müssen. Die Idee wurde in [18] und [125] vorgestellt und in zahlreichen weite-
ren Arbeiten vertieft und erweitert. Bei nichtlinearen Problemstellungen kommen
Sliding-Mode-Beobachter zum Einsatz [71–73].
Bei unbekannten Parametern und zeitgleicher Zustandsrekonstruktion wird von
adaptiven Beobachtern gesprochen. Die erste Publikation erschien 1973 [46]. In
der Regel wird bei den Ansätzen eine Normalform verwendet, die die nichtlinea-
ren multiplikativen Kopplungen zwischen Parametern und Zuständen verhindert
und so lineare Zugänge ermöglicht. Entwurfsverfahren für spezielle Klassen nicht-
linearer Systeme wurden Ende der 1980er in [20] und Anfang der 1990er in [216]
vorgestellt.
Konvergenz in endlicher anstatt asymptotischer Zeit fordern die Beobachter mit
endlicher Einstellzeit. Ausführungen hierzu sind in [77, 223–225] zu finden. Bei
zeitdiskreten Problemstellungen wird auch von Dead-Beat-Beobachtern gespro-
chen.
Bei den Beobachtern mit bewegendem Horizont basiert die Zustandsrekonstruk-
tion nicht mehr auf dem Ausgangsfehler zwischen Modell und Strecke, sondern
auf dem Minimieren einer Kostenfunktion, die den Ausgangsfehler über eine fes-
te Zeitspanne – einen Horizont – prädiziert. Wenn nachgewiesen wird, dass der
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prädizierte Fehler asymptotisch gegen Null strebt, ist ein weiterer Nachweis der
Zustandskonvergenz nicht mehr notwendig. Erste Arbeiten stammen aus dem Jahr
1992 [227, 228]. Eine Übersicht ist in [6] zu finden.
Anwendungen, die über die klassische Aufgabe der Rekonstruktion von Größen
hinausgehen, existieren z. B. in [174], in der der Beobachter nicht für die Rekon-
struktion einer Größe verwendet wird, sondern dazu dient, dass das aggregierte
System aus ursprünglichem System und Beobachter zu einem passiven System
wird, für das das Repertoire der passivitätsgestützten Reglerentwürfe genutzt wer-
den kann. In [313] ermöglicht der Beobachter eine Semistabilisierung des Gesamt-
systems.
1.3 Ziele und Aufgaben
Beim Beobachterentwurf wird im Allgemeinen vorausgesetzt, dass ein System
vollständig beobachtbar ist, dass alle Ein- und Ausgangssignale des Systems mess-
bar sind und dass die Parameter bekannt sind.
Das Ziel der vorliegenden Arbeit besteht darin, Potenziale aufzuzeigen, die die
Einsatzmöglichkeiten von Beobachtern in der Praxis unter schwächeren Annah-
men erheblich erweitern, und die Möglichkeit des Beobachterentwurfs zu untersu-
chen, wenn die genannten Voraussetzungen nicht mehr erfüllt sind. Dies ist dann
der Fall, wenn ein System nicht beobachtbar ist, wenn auf das System nicht mess-
bare Signale in Form von unbekannten Eingängen oder Störungen wirken und/oder
wenn Parameter unbekannt sind.
Dazu werden methodisch die folgenden wissenschaftlichen Teilziele verfolgt:
1. Die Vielzahl an Literatur wird aggregiert und ein Überblick darüber gege-
ben. Eine Vereinheitlichung von Schreibweisen und Begriffen wird erar-
beitet. Die gängigen Ansätze werden systematisiert und kategorisiert, ein-
schließlich den nur in der Spezialliteratur bekannten, sich aber als vorteilbe-
haftet erweisenden Verfahren.
2. Die Wesensunterschiede unterschiedlicher und mitunter konkurrierender
Definitionen und Sätze werden gegenübergestellt und anhand von Beispie-
len und Gegenbeispielen verdeutlicht.
3. Die bestehenden Verfahren und Algorithmen werden erweitert, umformu-
liert und modifiziert mit dem Ziel, ihre Leistungsfähigkeit zu steigern oder
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sie durch Umformulierung mathematisch neu zu interpretieren. Dabei wer-
den Unstimmigkeiten in der Literatur verbessert und Lücken in der Theorie
herausgestellt.
4. Die bekannten und mitunter modifizierten Entwurfsverfahren werden an-
hand von eigens entwickelten Beispielen und Simulationsergebnissen ver-
glichen. Zusätzlich wird auf wichtige Aussagen aus der Literatur sowie auf
Besonderheiten, Grenzen und Schwierigkeiten bei der Implementierung hin-
gewiesen.
Um die genannten Ziele zu erreichen, wurde für die Arbeit die nachfolgende Glie-
derung gewählt.
Kapitel 2 beschäftigt sich mit den Grundlagen der Beobachtertheorie. Es werden
die Unterschiede zwischen existierenden Beobachterdefinitionen diskutiert und
anhand von selbst konstruierten Gegenbeispielen wird aufgezeigt, welche Grund-
forderungen vorteilbehaftet sind sowie anschließend eine eigene Definition ent-
worfen, die dieser Arbeit zugrunde liegt. Ferner erklärt es die Voraussetzungen,
die für einen Beobachterentwurf notwendig sind. Es grenzt das Beobachterkon-
zept von stochastischen und approximativ determinierten Zugängen ab und erklärt
Unterschiede gegenüber Filtern und Trackern. Bei den Trackern wird erstmalig
das Stabilitätskonzept des Trichter-Trackings auf Tracker übertragen. Darüber hin-
aus setzt es sich mit der Struktur des Identitätsbeobachters auseinander und zeigt
Kriterien, anhand derer Beobachterverfahren klassifiziert werden können. Bei den
nichteinstellbaren Beobachtern wird der Begriff des semi-trivialen Beobachters
zur besseren Abgrenzung zum trivialen Beobachter eingeführt.
Kapitel 3 widmet sich den Entwurfsverfahren. Die klassischen Zugänge des LU-
ENBERGER-Beobachters für linear zeitinvariante und -variante Systeme werden
so betrachtet, dass lediglich Detektierbarkeit und nicht Beobachtbarkeit vorausge-
setzt werden. Das deterministische Pendant des KALMAN-Filters, der KALMAN-
Beobachter, wird über die LYAPUNOV-Theorie hergeleitet.
Die Beobachter reduzierter Ordnung werden genutzt, um einen Abbildungsbeob-
achter für Systeme zu entwerfen, bei denen nur eine Abbildung der Zustände, nicht
aber das ganze System detektierbar ist.
In einem weiteren Abschnitt werden gängige Entwurfsverfahren für nichtlineare
Systeme vorgestellt, die auf unterschiedlichen Linearisierungen beruhen und die
später für die Verbundbeobachter in Kapitel 5 benötigt werden. Auf die weniger
bekannten Pseudolinearisierungs-Tracker und optimierungsbasierten Beobachter
wird intensiver eingegangen.
Kapitel 4 geht auf Beobachter bei unbekannten Signalen näher ein. Während sich
der Fall, dass nicht alle Ausgangssignale vollständig messbar sind, in einfacher
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Weise durch Reduktion der Ausgangsgleichung auf die Standardsituation zurück-
führen lässt, bereiten nicht messbare Eingänge, die auf die Systemdifferenzial-
und/oder Ausgangsgleichung wirken, erhebliche Schwierigkeiten. Die Herange-
hensweise der als Unknown Input Observer (UIO) bezeichneten Entwurfsverfah-
ren wird diskutiert.
Eine neuartige Herleitung mittels schiefer Projektionen liefert eine kompakte Um-
formulierung für die UIOs und ermöglicht dadurch den Einsatz der üblichen Be-
obachterentwurfsverfahren.
Auf die Störgrößenbeobachter, die alternativ zu den UIOs eingesetzt werden kön-
nen, wird näher eingegangen und die Unterschiede in der Arbeitsweise werden
herausgearbeitet. Beispielhaft wird gezeigt, dass die Störgrößenbeobachter auch
gegenüber modellfremden Signalen ein akzeptables Verhalten aufweisen.
Ferner wird auf die beobachterbasierte Ableitungsbildung eingegangen, die die
Grundlage für die verschiedenen Verfahren bildet, die ganze Strecken als unbe-
kannten Eingang auffassen. Diese Verfahren werden vorgestellt und erstmalig mit-
einander verglichen.
Kapitel 5 beschäftigt sich mit dem Beobachterentwurf bei unbekannten Parame-
tern und erreicht mit der Schaffung des Begriffs der Verbundbeobachter eine Un-
terteilung der Verfahren. Während bei adaptiven Beobachtern keine Rückwirkung
der Zustandsrekonstruktion auf die Parameteridentifikation stattfindet, beeinflus-
sen sich Zustandsrekonstruktion und Parameteridentifikation bei den Verbundbe-
obachtern ständig.
Die Herangehensweise der Identifikationsverfahren, die bei den adaptiven Beob-
achtern zum Einsatz kommen, wird vorgestellt. Die gängigen Ansätze werden um
die Berücksichtigung der aggregierten Anfangswerte der Differenzialgleichung er-
weitert und miteinander verglichen. Hinweise zur Wahl der Designparameter wer-
den gegeben. Die gewonnenen Erkenntnisse werden bei den adaptiven Beobach-
tern genutzt und die gängigen Verfahren für LTI-Systeme um die Berücksichtigung
der Anfangswerte erweitert. Ferner wird auf den Entwurf adaptiver Beobachter für
Systeme eingegangen, die nicht in Normalform vorliegen.
Bei den Verbundbeobachtern wird das prinzipielle Vorgehen für einen Entwurf
erläutert und ein alternativer Weg über einen LYAPUNOV-Zugang aufgezeigt. An-
hand eines Beispiels werden die Verbundbeobachter mit den adaptiven Beobach-
tern verglichen.

2 Einführung in die
Beobachtertheorie
In Kapitel zwei werden die theoretischen Grundlagen für die weiterführenden Ka-
pitel gelegt.
In Abschnitt 2.1 wird anhand einiger entwickelter Beispiele die Abstraktion des
Beobachterkonzepts beschrieben. Dabei muss das dynamische System eines Be-
obachters mit den dynamischen Eigenschaften des Systems übereinstimmen, das
beobachtet wird.
In Abschnitt 2.2 werden verschiedene Beobachterdefinitionen diskutiert und auf-
grund der in eigens konstruierten Gegenbeispielen ersichtlichen und diskutierten
Vor- und Nachteile schließlich eine Beobachterdefinition aufgestellt, die dieser Ar-
beit zugrunde liegt.
Abschnitt 2.3 beschäftigt sich mit strukturellen Voraussetzungen, die für den Be-
obachterentwurf notwendig sind. Es erklärt die verschiedenen Beobachtbarkeits-
konzepte, weist auf Unterschiede beim Entwurf von Beobachtern für lineare und
nichtlineare Systeme hin und zeigt artverwandte Konzepte der Beobachtbarkeit
auf.
Abschnitt 2.4 grenzt den Beobachter von artverwandten Konzepten ab. Hierbei
werden die Unterschiede zu Filter und Tracker anhand verschiedener Konvergenz-
begriffe herausgearbeitet und das Konvergenzkonzept des Trichter-Trackings erst-
mals auf das Tracker-Konzept angewendet. Ferner wird auf Beobachter bei unbe-
kannten Störungen und Parametern eingegangen.
Abschnitt 2.5 zeigt auf, welche Klassifikationen in der Literatur üblich sind. Hier
wird auf die Entwürfe mit und ohne Korrekturterm eingegangen und bei den An-
sätzen ohne Korrekturterm werden die semi-trivialen Beobachter eingeführt, um
die Verfahren ohne Korrekturterm besser systematisieren zu können. Zudem wird
diskutiert, wieso diese Entwurfsverfahren in der Praxis kaum zum Einsatz kom-
men. Außerdem wird eine Klassifikation vorgeschlagen, die auf der Dimension
der Systeme basiert und darüber hinaus etwaige Besonderheiten berücksichtigt.
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2.1 Einleitende Beispiele
Der Überblick über die letzten 50 Jahre Entwicklung der Beobachtertheorie in Ab-
schnitt 1.2 hat aufgezeigt, welch große Resonanz die Beobachter erhalten haben
und wie vielschichtig heute ihre Einsatzgebiete sind. Die Abstraktion des Konzepts
führt dazu, dass Beobachter mit dem System strukturell vorerst nichts gemeinsam
haben müssen. Zudem weisen die Beobachter eine Dynamik auf, die sich in aller
Regel von der des Systems unterscheidet. Schließlich hat der Beobachterentwurf
das Ziel, die Rekonstruktion der Zustände schneller als die eigentliche Bewegung
der Zustandsgrößen erfolgen zu lassen. Bevor im nächsten Abschnitt eine Defi-
nition abgeleitet wird, sollen einige dabei zu beachtende Aspekte an Beispielen
erläutert werden.
Die ersten beiden hier konstruierten Beispiele zeigen, dass selbst die Dimension
von System und Beobachter nicht übereinstimmen muss. Dabei handelt es sich bei
dem ersten Beispiel um ein reines Zahlenbeispiel und beim zweiten Beispiel um
die Abstraktion des ersten Beispiels, mit dem sich beliebig dimensionale Beob-
achter für ein System entwerfen lassen.
Beispiel 2.1. Beobachter zweiter Ordnung für ein eindimensionales System
Werden die Zustände eines Systems erster Ordnung mit
Σsys : x˙ = −3x+ u, x(0) = x0
y = x
mit einem Beobachter zweiter Ordnung
Σobs : ξ˙ =
[
−9 −20
1 0
]
ξ +
[
2
3
]
u+
[
72
−11
]
y, ξ(0) = ξ0
xˆ =
[
2
13
3
13
]
ξ
rekonstruiert, lautet die Fehlerdifferenzialgleichung
˙˜x = ˙ˆx− x˙
=
[
2
13
3
13
]
ξ˙ −
(
− 3x+ u
)
mit ξ =
[
2
3
]
xˆ
=
[
2
13
3
13
]([−9 −20
1 0
] [
2
3
]
xˆ+
[
2
3
]
u+
[
72
−11
]
x
)
−
(
− 3x+ u
)
=
[
2
13
3
13
] [−9 −20
1 0
] [
2
3
]
x˜
= −11 713 x˜.
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Bei Wahl von ξ0 =
[
2 3
]T
x0 ist der Beobachterfehler für alle Zeiten identisch
Null. 
Im Folgenden werden die Erkenntnisse aus Beispiel 2.1 für den Beobachterentwurf
von n-dimensionalen LTI-Systemen mit einer Dimension q > n verallgemeinert.
Satz 2.1. Einbettungsbeobachter für LTI-Systeme
Die Zustände eines Systems n-ter Ordnung
Σsys : x˙ = Ax+Bu, x(0) = x0, A ∈ R
n×n, B ∈ Rn×m,
y = Cx+Du, C ∈ Rp×n, D ∈ Rp×m
können mit einem Beobachter q-ter Ordnung mit q > n
Σobs : ξ˙ = Fξ +Gu+Hy, ξ(0) = ξ0, F ∈ R
q×q, G ∈ Rq×m,
xˆ = Sξ, H ∈ Rq×p, S ∈ Rn×qn
rekonstruiert werden, wenn mit ξ = S+xˆ und SS+ = In folgende Bedingungen
G−HD − S+B = 0q×m und (2.1a)
FS+ +HC − S+A = 0q×n. (2.1b)
gelten, wobei ein HURWITZ-stabiles F mit SpekF ∩ SpekA = ∅ und H als steu-
erbares Paar (F,H) zu wählen sind, sodass S+ aus (2.1b) und G anschließend aus
(2.1a) in Analogie zu Abschnitt 3.2.1 folgt. 
Beweis: Mit der stabilen Fehlerdynamik
˙˜
ξ = ξ˙ − S+x˙
= Fξ +Gu+H(Cx+Du)− S+
(
Ax+Bu
)
= F
(
ξ − S+x) +
(
G+HD − S+B
)︸ ︷︷ ︸
Bed. 2.1a
u+
(
FS+ +HC − S+A
)︸ ︷︷ ︸
Bed. 2.1b
x
= F ξ˜
wird bei Wahl von ξ0 = S+x0 der Fehler zwischen System und Beobachter immer
identisch Null. 
Für lineare Systeme ist es nicht sinnvoll, mehr Beobachterzustände als Zustände
im System selbst anzusetzen, weil aus mehreren Zuständen keine weiteren Infor-
mationen gewonnen werden können. Zudem ist der Beobachterentwurf nur gültig,
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wenn die Anfangszustände im richtigen Verhältnis zueinander stehen. Dennoch
erweist sich das Verständnis des linearen Einbettungsbeobachters für das Durch-
dringen der Theorie der relativ komplizierten nichtlinearen Einbettungsbeobach-
ter als nützlich. Am Beispiel in [177] für den Normalformbeobachter [31] kann
gezeigt werden, dass – anders als im Linearen – Beobachter mit mehr Zustands-
variablen, als das System besitzt, notwendig sind, um die Zustandsrekonstruktion
zu gewährleisten. Oder anders formuliert: Durch das Zulassen einer höheren Zu-
standsdimension im Beobachter gelingt der Beobachterentwurf für eine größere
Klasse von Systemen.
Um nunmehr zu zeigen, dass nicht einmal strukturelle Eigenschaften wie Lineari-
tät zwischen System und Beobachter übereinstimmen müssen, wird in Beispiel 2.2
ein nichtlinearer Beobachter für ein lineares System entworfen. Auch hier ist of-
fensichtlich, dass diese Vorgehensweise keinerlei praktische Bedeutung hat. Allein
die Tatsache, dass es möglich ist, motiviert einen Großteil der nichtlinearen Ent-
wurfstechniken, die intensiv von nichtlinearen Transformationen Gebrauch ma-
chen, um das Beobachterproblem für nichtlineare Systeme zu lösen.
Beispiel 2.2. Nichtlinearer Beobachter für lineares System
Der Zustand des Systems
Σsys : x˙ = −2x, x(0) = x0
y = x
kann mit Hilfe des nichtlinearen Beobachters
Σobs : ξ˙ = −ξ
3, ξ(0) = ξ0
xˆ =

 ξ0e−
(
1
ξ2
− 1
ξ20
)
für ξ0 6= 0
0 für ξ0 = 0
rekonstruiert werden. Mit der Lösung ξ(t) =
(
2t+ ξ−20
)− 12 von ξ˙ = −ξ3 ergibt
sich
xˆ(t) = e
−
(
1
ξ2(t)
− 1
ξ2
0
)
ξ0 = e
−2tξ0.
Mit Wahl von ξ0 = x0 ist der Beobachterfehler für alle Zeiten identisch Null. Über
die global asymptotische Fehlerstabilität
xˆ(t)− x(t) = e−2tξ0 − e
−2tx0 = e
−2t
(
ξ0 − x0
)
ist auch die Konvergenz gesichert. 
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Zu guter Letzt sei noch auf die trivialen Beobachter in Abschnitt 2.5.3 verwiesen.
Hier sind Beobachter und System dynamisch voneinander komplett unabhängig
und der Systemausgang hat keinerlei Einfluss auf den Beobachter.
Die einleitenden Beispiele zeigen die möglichen Unterschiede zwischen Beobach-
tersystem und dem zu beobachtenden System. Im nächsten Abschnitt werden die
verschiedenen Beobachterdefinitionen diskutiert und anhand von Gegenbeispielen
aufgezeigt, welche Definition vorteilhaft ist.
2.2 Diskussion bestehender Beobachterdefinitionen
und ihrer Zusammenhänge
Wie bereits in Abschnitt 1.2 erwähnt, hat sich in der Literatur bisher keine ein-
heitliche Definition für einen Beobachter durchgesetzt. Bevor auf die Definition
näher eingegangen wird, die der Arbeit zugrunde liegt, werden die zentralen in
der Literatur existierenden Forderungen anhand von selbst entwickelten Beispie-
len diskutiert. Im Wesentlichen gibt es drei verschiedene Forderungen, die an den
Beobachterfehler gestellt werden:
1. Konvergenz [106, Def. 5.2]
2. Konvergenz und Konsistenz [269, 283, 342]
3. Konvergenz und global asymptotische Stabilität [299]
Dabei beschreibt die Konvergenz des Beobachterfehlers, dass der Fehler zwischen
dem Beobachtersystem und dem zu beobachtenden System für t → ∞ gegen 0
strebt. Die Konsistenz ist gegeben, wenn aus der Übereinstimmung System- und
Beobachterzustände zum Zeitpunkt t0 die Übereinstimmung für alle t > t0 folgt1.
Für die global asymptotische Stabilität sei auf [127] verwiesen.
Das erste Beispiel zeigt einen konvergenten Beobachter, der nicht konsistent ist.
Beispiel 2.3. Konvergenter, aber nicht konsistenter „Beobachter“
Für den Zustandsvektor des Systems
Σsys :
[
x˙1
x˙2
]
=
[
−5x1 + u
− sin t
]
, x(0) =
[
x10
0
]
y = x1
z =
[
1 e−t
]
x
1Die Konsistenzbedingung wird auch Simulationsbedingung genannt [342]. Mehr dazu s. Def. 2.1
auf S. 18.
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wird der Abbildungsbeobachter erster Ordnung
Σobs : ˙ˆx1 = −5xˆ1 + u, xˆ1(0) = xˆ10
zˆ = xˆ1
entworfen. Zwar zeigt die Fehlergleichung
lim
t→∞
z˜(t) = lim
t→∞
(
zˆ(t)− z(t)
)
= lim
t→∞
(
e−5tx˜10 + e
−t
(
cos t− 1 + x20
))
= 0
ein konvergentes Verhalten und mit Wahl von xˆ10 = x10 ist auch der Fehler zum
Zeitpunkt t = 0 s gleich Null, jedoch kann der Einfluss e−t( cos t− 1) von x2 für
keine Wahl des Anfangswerts xˆ10 kompensiert werden. 
Die Forderung nach Konsistenz grenzt den Beobachter vom sogenannten Tracker
ab, indem exakte Modellierung verlangt wird. Der Unterschied zwischen der For-
derung nach Konsistenz und Fehlerstabilität wird in den folgenden beiden Bei-
spielen aufgegriffen, um die Notwendigkeit der Fehlerstabilität zu untermauern.
Hierfür wird das auf einem homoklinen Orbit2 beruhende berühmte Beispiel von
VINOGRAD [322] für ein attraktives, aber zugleich instabiles System3 für einen
Beobachteransatz modifiziert.
Im ersten Beispiel wird für ein autonomes System die Dynamik des VINOGRAD-
Beispiels verwendet und ein trivialer Beobachter entworfen.
Beispiel 2.4. Konsistenter und konvergenter trivialer „Beobachter“ mit in-
stabiler Fehlerdynamik
System und Beobachter werden wie folgt gewählt
x˙ =


02×1 wenn x1 = x2 = 0
1
(x21+x
2
2)
(
1+(x21+x
2
2)
2
) [ x21(x2 − x1) + x52
x22(x2 − 2x1)
]
sonst
˙ˆx =


02×1 wenn xˆ1 = xˆ2 = 0
1
(xˆ21+xˆ
2
2)
(
1+(xˆ21+xˆ
2
2)
2
) [ xˆ21(xˆ2 − xˆ1) + xˆ52
xˆ22(xˆ2 − 2xˆ1)
]
sonst
2Ein homokliner Orbit entsteht, wenn eine Ruhelage auf dem Schnitt einer instabilen und einer
stabilen Mannigfaltigkeit liegt.
3In der Definition der asymptotischen Stabilität wird sowohl Attraktivität als auch Stabilität i. S. v.
LYAPUNOV verlangt. Das Pendant der Attraktivität ist die Forderung nach Konvergenz für den Beob-
achterfehler.
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Bild 2.1: Gradientenplot und Phasenportrait von Beispiel 2.4
mit x(0) =
[
0
0
]
und xˆ(0) =
[
−0.2
0
]
. Bei x(0)T = [0, 0]T lautet nach [282] die
Fehlerdifferenzialgleichung
˙˜x = f(x+ x˜)− f(x) =
1
(x˜21+x˜
2
2)
(
1+(x˜21+x˜
2
2)
2
) [ x˜21(x˜2 − x˜1) + x˜52
x˜22(x˜2 − 2x˜1)
]
.
Die Instabilität der Gleichungen ist am besten in Bild 2.1 ersichtlich, das den Gra-
dientenverlauf und das Phasenportrait zeigt. Sobald x˜1 im Wertebereich [0, 1] die
x˜2-Achse in positive Richtung bzw. im Wertebereich [−1, 0] die x˜2-Achse in ne-
gative Richtung überschreitet, wird das System instabil. 
Ferner zeigt das Beispiel, dass die Forderung nach Stabilität nicht die Forderung
nach Konsistenz einschließt. Denn obwohl der Beobachter konvergent und konsis-
tent ist, weist er ein instabiles Verhalten auf.
Beim zweiten Beispiel wird die Korrekturdynamik so entworfen, dass das System
den Ansprüchen der Konvergenz und Konsistenz genügt, aber dennoch ein insta-
biles Fehlerverhalten möglich ist. Die Instabilität wird erreicht, indem die Korrek-
turdynamik aus der Addition einer Konstanten mit der um zwei Eingänge erwei-
terten Dynamik des VINOGRAD-Beispiels erweitert wird.
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Beispiel 2.5. Konsistenter und konvergenter „Beobachter“ mit Korrektur-
term und instabiler Fehlerdynamik
Für den Zustandsvektor x des Systems
Σsys : x˙ =
[
−1 0
0 −5
]
x+
[
1
1
]
u, x(0) =
[
10
10
]
y = x
wird der Beobachter
Σobs : ˙ˆx =
[
−1 0
0 −5
]
xˆ+
[
1
1
]
u+
(
ω − 1.099x˜
)(
xˆ− y
)
,
ω˙ =
1
(ω21 + ω
2
2)
(
1 + (ω21 + ω
2
2)
2
) [ ω21(ω2 − ω1) + ω52
ω22(ω2 − 2ω1)
]
−
[
x˜1
x˜2
]
mit xˆ(0) =
[
−5
−10
]
und ω(0) =
[
0.1
0.1
]
entworfen. In Bild 2.2 ist das instabile
Verhalten des Beobachters zu sehen. In den Bildern 2.2b und 2.2d ist der Fehler-
verlauf von x1 und x2 zu sehen. Hier ist ersichtlich, dass der Fehler eigentlich bei
t = 6 s schon eingeschwungen ist, aber ab t = 6 s insbesondere bei x2 wieder
massiv ansteigt, bevor er ab t = 17 s wieder eingeschwungen ist. In den Bildern
2.2e und 2.2f sind darüber hinaus die Verläufe der Korrekturwerte von x1 und x2
zu sehen, die auch das typische Verhalten für das VINOGRAD-Beispiel aufweisen.

Solch ein Beispiel mit einer derartigen Korrekturdynamik ist für die regelungs-
technische Praxis nicht relevant, da es keinerlei Vorteile gegenüber den üblichen
Korrekturtermen mit entsprechender Verstärkung bietet. Es zeigt aber, dass eine
instabile Fehlerdynamik auch bei nichtautonomen und -trivialen Beobachteransät-
zen möglich ist.
Die bisherigen Überlegungen münden schließlich in die folgende Beobachterdefi-
nition, die dieser Arbeit zugrunde liegt:
Definition 2.1. Beobachter
Für ein kausales dynamisches System
Σsys : x˙ = f(x, u, t), x(t0) = x0 ∈X ⊆ R
n, t > t0 ≥ 0 (2.3a)
y = h(x, u, t) (Messgleichung) (2.3b)
z = φ(x, u, y, t) (Zustandsabbildung) (2.3c)
2.2. DISKUSSION BESTEHENDER BEOBACHTERDEFINITIONEN 19
Zeit in s
x
1
u
n
d
xˆ
1
5 10 15 20
-2
0
0
2
4
6
System
Beobachter
(a) Verlauf von x1 bzw. xˆ1
1.0
Zeit in s
x˜
1
5 10 15 20
0
0
0.5
1.5
2
(b) Verlauf des Fehlers x˜1
Zeit in s
x
2
u
n
d
xˆ
2
5 10 15 20
-0.2
0.2
0.4
0.6
0
0
System
Beobachter
(c) Verlauf von x2 bzw. xˆ2
Zeit in s
x˜
2
5 10 15 20
0
0
0.05
0.1
(d) Verlauf des Fehlers x˜2
Zeit in s
K
o
rr
ek
tu
rw
er
tv
o
n
x
1
0
0 10 15 20
3
2
1
4
5
5
(e) Verlauf des Korrekturwerts von x1
0.1
0.3
0.5
0.7
Zeit in s
K
o
rr
ek
tu
rw
er
tv
o
n
x
2
5 10 15 20
0
0
0.2
0.4
0.6
(f) Verlauf des Korrekturwerts von x2
Bild 2.2: Einschwingverhalten von Beobachter und System (Beispiel 2.5)
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mit bekannter Struktur und bekannten Parametern, aber unbekanntem Zustands-
vektor heißt das kausale System
Σobs : ξ˙ = fobs(ξ, u, y, t), ξ(tˆ0) = ξ0 ∈ Ξ ⊆ R
nobs , t > tˆ0 ≥ 0
(2.4a)
zˆ = φobs(ξ, u, y, t) (2.4b)
Beobachter, wenn es aus den Ein- und Ausgangssignalen u(t), y(t) von Σ das zu
beobachtende Signal zˆ(t) mit folgenden Eigenschaften rekonstruiert:
1. Konvergenz
∀x0 ∈ X , ∀t0 ≥ 0; ∀ξ0 ∈ Ξ, ∀tˆ0 ≥ 0 : lim
t→∞
zˆ(t; ξ0, tˆ0) = z(t)
2. gleichmäßige Fehlerstabilität
∀t0 ≥ 0, ∀ε > 0, ∃δ(ε, t0) > 0, sodass ∀u ∈ U , ∀x0 ∈ X ⊆ Rnobs gilt:
‖zˆ(tˆ0)− z(t0)‖ < δ ⇒ ‖zˆ(t; ξ0, tˆ0)− z(t)‖ < ε, ∀t ≥ max
(
t0, tˆ0
)
.

u(t)
x0
Σsys
ξ0
Σobs
z(t)
y(t)
z˜(t)
−
+
zˆ(t)
x
ξ
Bild 2.3: Blockdiagramm der System- und Beobachterkonfiguration
Bild 2.3 zeigt die in dieser Arbeit verwendete System- und Beobachterkonfigu-
ration in Signalflussdarstellung. Dabei werden mit x die System- und mit ξ die
Beobachterzustände bezeichnet. Hier wird – im Unterschied zu vielen anderen
Veröffentlichungen – mit der Messabbildung zˆ gearbeitet und gefordert, dass der
Messabbildungsfehler z˜ konvergent und gleichmäßig fehlerstabil ist.
Von der Forderung nach Fehlerstabilität und Konvergenz abgesehen, weist die hier
verwendete Definition im Vergleich zu anderen Definitionen noch folgende weite-
re Besonderheiten bzw. Verschärfungen auf:
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• Kausalität als Voraussetzung im Beobachterkonzept garantiert, dass keine
zukünftigen Signale für die Rekonstruktion benötigt werden [353].
• Der Beobachter wird vom Zustands- auf den Zustandsabbildungsbeobachter
verallgemeinert [105].
• Die Definition enthält implizit die Forderung, dass das System Σ kein Sys-
tem mit endlicher Fluchtzeit4 ist. Für Systeme mit endlicher Fluchtzeit ist
die Forderung nach asymptotischer Konvergenz hinfällig. Ein Beispiel eines
solchen Systems ist x˙ = −x2 mit der entarteten Lösung x(t) = 1t+1/x0 für
negative Werte x0.
In der folgenden Anmerkung wird gezeigt, dass Konsistenz Bestandteil der Forde-
rung nach Fehlerstabilität ist.
Anmerkung 2.1. Fehlerstabilität sichert Konsistenz
Da der Beobachterfehler gleichförmig global asymptotisch stabil ist, existiert eine
Klasse-KL-Funktion5 β(x0, t− t0), sodass gilt
‖x˜(t)‖ ≤ β
(
x˜0, t− t0).
Wegen β(0n, t− t0) = 0 folgt damit unmittelbar die Konsistenz. 
2.3 Voraussetzungen für den Beobachterentwurf
Während im vorigen Abschnitt die Frage behandelt wird, was einen Beobachter
überhaupt ausmacht, geht es hier um die Frage, für welche Systeme die Zustän-
de eindeutig aus Ein- und Ausgangssignalen rekonstruiert werden können, was
also die strukturellen Anforderungen an ein System sind. Zunächst werden Kri-
terien für LTI-Systeme vorgestellt, anhand derer die Möglichkeit des Beobachter-
entwurfs überprüft werden kann. Ferner wird herausgearbeitet, dass es sich bei
der Beobachtbarkeit nur um eine hinreichende, nicht aber notwendige Bedingung
für den Beobachterentwurf handelt. Des Weiteren wird auf zusätzliche Schwierig-
keiten beim Entwurf von Beobachtern für nichtlineare Systeme und Unterschiede
4Ein System mit endlicher Fluchtzeit ist ein System, dessen Lösungen in endlicher Zeit unend-
lich sind. Sie haben damit eine aggressivere Instabilität als instabile LTI-Systeme, deren Lösungen in
unendlicher Zeit unendlich werden.
5Bei einer Klasse-K-Funktion handelt es sich um eine stetige, streng monoton wachsende Funktion
f1(x) mit x ∈ R+0 mit f1(0) = 0. Sie gehört ferner zu der Klasse K∞, wenn sie koerzitiv ist, d. h. es
gilt f(x) → ∞ für x → ∞. Eine Funktion f2(x, t) gehört zu den Funktionen der Klasse KL, wenn
sie bzgl. des ersten Arguments zu den Klasse-K-Funktionen gehört und wenn sie bzgl. des zweiten
Arguments monoton fallend ist und ferner gilt: f2(x, t)→ 0 für t→∞.
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zwischen linearen und nichtlinearen Systemen hingewiesen. Abschließend werden
artverwandten Konzepte zur Beobachtbarkeit vorgestellt.
2.3.1 Grundlegende Konzepte für LTI-Systeme
KALMAN beschäftigte sich in [179] erstmals mit der Frage, wann aus Ein- und
Ausgangssignalen eines Systems die Zustände rekonstruiert werden können, und
führte damit das Konzept der Beobachtbarkeit ein. Das Kriterium überprüft anhand
des Rangs, ob aus dem Ausgang und seinen (n−1) rechtsseitigen Ableitungen In-
formationen über sämtliche Zustände gewonnen werden können. Das ist nur der
Fall, wenn die dabei auftretende Matrix vollen Rang besitzt. In Tabelle 2.1 sind
neben dem KALMAN-Beobachtbarkeitskriterium andere gängige Kriterien aufge-
führt.
Kriterium Bedingung Quelle
KALMAN Rang
[
CT ,
(
CA
)T
, . . . ,
(
CAn−1
)T ]T
= n [179]
HAUTUS
Rang
[
sIn −A
C
]
= n ∀s ∈ C bzw.
Rang
[
λi(A)In −A
C
]
= n i = 1, . . . , n
[141]
GRAM’sche
Beobachtbarkeits-
matrix
∀t > 0 : A HURWITZ + RangG0(t) = n mit
G0(t) =
t∫
0
eA
T τCTCeAτ dτ für t∞: Lösung
der LYAPUNOV-Gl. ATG∞+G∞A=−CTC
[212]
PBH-
Eigenvektortest6
∄p 6= 0n : Ap = λp und p ∈ N (C) oder in
Worten: Es existiert kein Eigenvektor von A,
der senkrecht auf den Zeilen von C steht.
[178,
278]
Polkürzbarkeit
keine Pol-Nullstellen-Kürzung möglich bei
G(s) = C(sI −A)−1 = C
(sI −A)adj
det(sI −A)
[245,
S.
624]
Tabelle 2.1: Übersicht der gängigen Beobachtbarkeitskriterien
Das KALMAN-Beobachtbarkeitskriterium kommt ohne Bestimmung der Eigen-
werte aus. Aus der entsprechenden Matrix lässt sich ferner auf den Unbeobacht-
6Der Begriff des PBH-Eigenvektortests wurde in [178] eingeführt und den Arbeiten von PO-
POV [257], BELEVICH [23, S.413] und HAUTUS [141] zugeordnet. Für Diskussionen über weitere
Veröffentlichungen, denen das Kriterium zugeschrieben wird, sei auf [178, S. 135] verwiesen.
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barkeitsraum schließen. Aus dem Rangtest nach HAUTUS lässt sich bestimmen,
welche Eigenmode nicht beobachtbar ist. Die GRAM’sche Beobachtbarkeitsma-
trix setzt eine HURWITZ-stabile Dynamikmatrix A voraus, und es bedarf der Lö-
sung eines Integrals. Der PHB-Eigenvektortest überprüft, ob kein rechtsseitiger
Eigenvektor bzw. keine Eigenvektorspalte von A orthogonal zu C ist. Liegt ein
Eigenvektor von A im Nullraum von C, so sind seine Auswirkungen am Ausgang
nicht sichtbar und das System ist folglich nicht beobachtbar. Bei Überprüfung der
Polkürzbarkeit muss eine numerisch nicht immer einfache Nullstellensuche durch-
geführt werden.
Die Beobachtbarkeit ist eine hinreichende, aber nicht notwendige Voraussetzung
für die Existenz eines linearen Beobachters für ein lineares System. Als notwendi-
ge Voraussetzung gilt die Detektierbarkeit7. Dabei ist ein LTI-System genau dann
detektierbar, wenn alle nichtbeobachtbaren Moden8 asymptotisch stabil sind. Zur
Überprüfung der Detektierbarkeit kann z. B. ein modifiziertes HAUTUS-Kriterium
herangezogen werden, indem der Test bzgl. aller λi(A) auf jene mit ℜeλi(A) ≥ 0
beschränkt wird. Einen Beobachterentwurf eines detektierbaren, aber nichtbeob-
achtbaren Systems zeigt folgendes Beispiel.
Beispiel 2.6. Beobachter für ein detektierbares, aber nichtbeobachtbares Sys-
tem
Die Beobachtbarkeit des Systems
Σsys : x˙ =
[
−1 0
0 −5
]
︸ ︷︷ ︸
A
x+
[
1
1
]
u, x(0) = x0
y =
[
0 1
]
x
ist nach dem KALMAN-Kriterium
Rang
[
C
CA
]
= Rang
[
0 1
0 −5
]
= 1 < n = 2
nicht gegeben. Mit Hilfe der KALMAN-Zerlegung kann das System in den be-
obachtbaren und nichtbeobachtbaren Teil unterteilt werden (siehe Anhang). Nach
Satz 3.1 auf S. 51 kann dann der Beobachter
Σobs : ˙ˆx =
[
−1 0
0 −5
]
xˆ+
[
1
1
]
u−
[
0
k2
] ([
0 1
]
xˆ− y
)
, xˆ(0) = xˆ0
entworfen werden, bei dem der Eigenvorgang des nichtbeobachtbaren Zustands
aufgrund des Eigenwerts in der negativen komplexen Halbebene abklingt. 
7Der englische Begriff detectability wird in der deutschsprachigen Literatur vereinzelt auch mit
Entdeckbarkeit übersetzt (z. B. [26]).
8Moden sind Elementarlösungen von x˙ = Ax, z. B. eλitvi bei λi, vi Eigenpaaren von A im Fall
einer diagonalisierbaren Matrix.
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2.3.2 Unterschiede zwischen linearen und nichtlinearen
Systemen
Bei linearen Systemen kann die Beobachtbarkeit aufgrund der Trennung in Eigen-
vorgänge und erzwungene Vorgänge anhand der Beschreibungen in Tabelle 2.2
mit wenig Aufwand überprüft werden. Die Trennung gelingt für nichtlineare Sys-
teme nicht in gleichem Ausmaß. Hier werden vier Themen behandelt, die beim
Beobachterentwurf für nichtlineare Systeme berücksichtigt werden müssen. Diese
werden an vier Beispielen verdeutlicht, von denen die ersten beiden selbst entwi-
ckelt und die anderen beiden aus der Literatur aufgegriffen werden.
1. Abhängigkeit der Beobachtbarkeit vom Eingang
Während bei LTI-Systemen der Eingang keinen Einfluss auf die Beobacht-
barkeit nimmt, trifft das auf nichtlineare Systeme nicht zu. Im Speziel-
len wird von Null-Eingangs-Beobachtbarkeit gesprochen, wenn das System
(1.2) für u ≡ 0m beobachtbar ist.
Beispiel 2.7. Beobachtbarkeit abhängig vom Eingang
Das System
Σsys : x˙ =
[
−1 0
0 −u
]
x, x(0) = x0
y =
[
1 1
]
x
ist beobachtbar, wenn der Eingang nicht das singuläre Signal u ≡ 1 ist. 
Die Abhängigkeit vom Eingang geht soweit, dass Autoren die Anforde-
rungen an ein System hinsichtlich der Beobachtbarkeit nach strukturellen
Anforderungen an das System selbst (nämlich die Beobachtbarkeit) und
nach Anforderungen an das Eingangssignal unterscheiden. Letztere werden
in [29] auch analytische Anforderungen genannt. Dort wird auch gezeigt,
dass durch folgende Bedingung an das Eingangssignal die Beobachtbarkeit
garantiert ist
∃t0, T : ∀t ≥ t0, ∀xt 6= x
′
t :∫ t+T
t
∥∥∥h(χu(τ, xt))−h(χu(τ, x′t))∥∥∥2
2
dτ >γ
(
‖xt−x
′
t‖2
)
mit χu(·) als Lösung der Differenzialgleichung (1.2a) und γ als Klasse-K-
Funktion.
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Diese Bedingung an das Eingangssignal weist Parallelen zur Parameter-
identifikation auf, bei der mit fortwährender Anregung (Persistent Excita-
tion) das Eingangssignal so viel Anregung liefern muss, um eine sichere
Identifikation zu garantieren.
2. Beobachtbarkeit ist nur temporär gegeben.
An folgendem Beispiel wird gezeigt, dass Beobachtbarkeit bei nichtlinearen
Systemen u. U. nur temporär gilt.
Beispiel 2.8. Verlust der Beobachtbarkeit
Sobald bei dem System
Σsys : x˙ =
[
0 −1
11 0
]
x+
[
1
0
]
u, x(0) = x0
y =
[
max(x2, 0)
0
]
mit u(t) = 1 der Wert von x2 negativ wird, geht die Beobachtbarkeit durch
Verwendung des max-Operators von Ausgangswert und dem Wert Null für
alle negativen Ausgangswerte verloren und ist solange nicht gegeben, bis
der Wert wieder positiv wird. 
3. Beim Reglerentwurf gilt das Separationsprinzip nicht.
Bei linearen Systemen erlaubt das Separationsprinzip, dass die Pole von
Regler und Beobachter unabhängig voneinander vorgegeben werden kön-
nen (Beweis z. B. in [212, S. 342]). Dies muss bei nichtlinearen Systemen
nicht der Fall sein, wie folgendes Beispiel zeigt.
Beispiel 2.9. Separationsprinzip ist bei nichtlinearen Systemen ungültig
[9, 186]
Für das System
Σsys : x˙ =
[
−x1 + (u− x2)x21
−x2 + x21
]
, x(0) =
[
x10
x20
]
(2.5a)
y = x1 (2.5b)
stellt u = x2 eine stabilisierende Rückführung dar. Ferner werde ein redu-
zierter trivialer Beobachter
Σobs : ξ˙ = −ξ + y
2, ξ(0) = ξ0
xˆ =
[
y
ξ
]
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herangezogen. Durch das Rückführgesetz mit den beobachteten Zuständen
u = xˆ2 entsteht das instabile Regelkreissystem
x˙1 = −x1 − x
2
1x˜2 mit x˜2 = x˜20e−t1(t) (Beobachterfehlergl.)
(2.6a)
x˙2 = −x2 + x
2
1. (2.6b)
Um die Instabilität zu erkennen, braucht nur die BERNOULLI-
Differenzialgleichung
x˙1 = −x1 − x˜2x
2
1 = −x1 − x
2
1x˜20e
−t1(t)
x˙1
x21
= −
1
x1
− x˜20e
−t1(t)
gelöst zu werden. Per Transformation z = − 1x1 und LAPLACE-
Transformation
sZ(s)−z0 = Z(s)−x˜20
1
s+1
⇔ Z(s) =
z0
s−1
−
x˜20
2(s−1)
+
x˜20
2(s+1)
folgt nach Rücktransformation
z = z0e
t1(t)− 12 x˜20
(
et−e−t
)
1(t) ⇔ x1 =
1
1
x10
et+ 12 x˜20
(
et−e−t
) .
Wird der Nenner gleich Null gesetzt, kann für zulässige Werte die endliche
Fluchtzeit
tFZ = −
1
2 ln
(
1 + 2x10x˜20
)
berechnet werden, die Instabilität zur Folge hat. Wird hingegen anstelle von
u = xˆ2 der Eingang als
u = w
w˙ = −w + y2 − 2y5 = −w + x21 − 2x
5
1
gewählt, so kann über die LYAPUNOV-Funktion
V = x41 + x
2
2 + (w − x2)
2
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und deren Ableitung
V˙ =− 4x31x˙1 − 2x2x˙2 + 2(w − x2)(w˙ − x˙2)
=− 4x31
(
− x1 + (w − x2)x
2
1
)
− 2x2
(
− x2 + x
2
1
)
+ 2(w − x2)
(
− w + x21 − 2x
5
1 + x2 − x
2
1
)
=− 4x41 − 4x
5
1(w − x2) + 2x
2
2 − 2x
2
1x2
+ 2(w − x2)
(
− 2x51 − (w − x2)
)
=− 3x41 − x
2
2 − (x
2
1 − x2)
2 − 2(w − x2)
2 ≤ 0
globale asymptotische Stabilität erreicht werden. 
4. Nichtexistenz eines Identitätsbeobachters.
Anders als bei LTI-Systemen impliziert die Beobachtbarkeit nicht die Exis-
tenz eines Identitätsbeobachters, wie das folgende Beispiel zeigt.
Beispiel 2.10. Nichtexistenz eines Identitätsbeobachters [330, 331]
Das System
Σsys : x˙1 = x1, x1(0) = x10
x˙2 = x2, x2(0) = x20
y = x31 + x
5
2
ist beobachtbar, da aus dem Ausgangssignal und dessen Ableitung die Zu-
stände
x1 =
3
√
1
2
(
5y − y˙
)
und x2 = 5
√
1
2
(
y˙ − 3y
)
rekonstruierbar sind. Allerdings existiert kein Identitätsbeobachter ˙ˆx =
fobs(xˆ, y), weil eine nichtdetektierbare Mode existiert [330, Lemma 1].
Gleichwohl existiert ein allgemeiner Beobachter [331]
Σobs : ξ˙1 = ξ2 + 9
(
y − ξ1
)
, ξ1(0) = ξ10
ξ˙2 = −15ξ1 + 8ξ2 + 58
(
y − ξ1
)
, ξ2(0) = ξ20
xˆ1 =
3
√
1
2
(
5ξ1 − ξ2
)
xˆ2 =
5
√
1
2
(
ξ2 − 3ξ1
)
,
der andere Koordinaten nutzt und dessen Verstärkungsfaktoren [9, 58]T so
gewählt sind, dass das Fehlerverhalten dem charakteristischen Polynom s2+
s+ 1 entspricht. 
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Die vorangegangenen Beispiele haben die Unterschiede zwischen linearen und
nichtlinearen Systemen verdeutlicht. Im Folgenden wird das Beobachtbarkeits-
konzept in den Zusammenhang mit anderen, artverwandten Konzepten gestellt und
Unterschiede aufgezeigt.
2.3.3 Artverwandte Konzepte
Tabelle 2.2 zeigt eine Übersicht über weitere, artverwandte Konzepte. Sie hat kei-
nen Anspruch auf Vollständigkeit und soll als Merkhilfe dienen. Deshalb wird be-
wusst auf die mathematische Notation verzichtet. Vielmehr soll das Wesen der
Konzepte zum Ausdruck gebracht werden, weil die Unterschiede in der mathema-
tischen Schreibweise in der Regel nicht so schnell ersichtlich sind. Die Kriterien
für die Beobachtbarkeit und deren artverwandte Konzepte sind i. d. R. an eine be-
stimmte Systemklasse gebunden und müssen daher an diese angepasst werden.
Das hat eine sehr große Anzahl von Kriterien zur Folge, die nur schwer zu über-
blicken sind, auch wenn der ursprüngliche Grundgedanke klar zu erkennen ist.
Im ersten Block wird auf die Beobachtbarkeit und Detektierbarkeit eingegangen,
deren Unterschiede bereits in Abschnitt 2.3.1 verdeutlicht werden. Darüber hinaus
wird noch das Konzept der Rekonstruierbarkeit hinzugefügt, dessen Unterschied
zur Beobachtbarkeit erst bei zeitdiskreten Systemen existiert. Da in dieser Arbeit
zeitkontinuierliche Systeme behandelt werden, werden beide Begriffe synonym
verwendet. Außerdem wird noch auf die linearisierte Beobachtbarkeit eingegan-
gen. Hier soll verdeutlicht werden, dass in Einzelfällen die Beobachtbarkeit bei
Verwendung der Linearisierungstechniken für Beobachterentwürfe von nichtlinea-
ren Systemen verloren gehen kann.
Der zweite Block geht auf die Problematik ein, dass die Beobachtbarkeit vom Ein-
gangssignal abhängt, auf die in Abschnitt 2.3.2 in Beispiel 2.7 hingewiesen wird.
Je nach Problemstellung existieren verschiedene Bedingungen, die dann mit ab-
geschwächten Bedingungen noch einige Eigenschaften garantieren können. Trotz-
dem ist die gleichmäßige Beobachtbarkeit die wünschenswerte Eigenschaft, die
die Beobachtbarkeit unabhängig vom Eingangssignal garantiert.
Der dritte Block geht auf weitergehende Konzepte ein. Wirkt eine Störgröße auf
ein System, garantiert die Störgrößenbeobachtbarkeit, dass sie rekonstruiert wer-
den und letztendlich herausgerechnet werden kann. Die Begriffe der Beobacht-
barkeit von Parametern, die Eingangsgrößenbeobachtbarkeit und die Trackbarkeit
schaffen die Brücke zum nächsten Abschnitt. Sind sie erfüllt, können die entspre-
chenden Entwurfsverfahren angewendet werden.
Darüber hinaus existieren viele weitere Konzepte. Bei zeitdiskreten oder Deskrip-
torsystemen existieren Konzepte, die bei LTI-Systemen nicht existieren (z. B. sind
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zeitdiskrete Systeme in der Regel nicht mehr in beliebig kurzer Zeit beobacht-
bar, sondern erst nach n Schritten [10]; bei Deskriptorsystemen existieren ferner
Begriffe wie die Impulsbeobachtbarkeit9 [57, 204, 336]). Für Übertragungen der
Konzepte auf stochastische und robuste Systeme sei auf [11, 52, 59] bzw. [230]
verwiesen.
Beobachtbarkeitskriterien machen eine binäre Aussage darüber, ob Systeme beob-
achtbar sind oder nicht, und sagen damit nichts über die Qualität der Beobachtbar-
keit aus. An diesem Punkt setzen die Beobachtbarkeitsmaße an. Frühe Anfänge
hierzu gab es bereits 1963 in [180]. Erweitert wurden sie später in [243]. In [5]
werden verschiedene Ansätze diskutiert, wobei besonders auf die Invarianz der
Beobachtbarkeitsmaße gegenüber Ähnlichkeitstransformationen aufmerksam ge-
macht wird.
Da die Abbildungsbeobachtbarkeit im weiteren Verlauf benötigt wird, wird hier
näher auf sie eingegangen.
Anmerkung 2.2. Abbildungsbeobachtbarkeit
Bei Abbildungsbeobachtbarkeit geht es um die Rekonstruktion einer Linearkom-
bination der Zustände, einer Funktion der Zustände oder allgemeiner einer Abbil-
dung der Zustände. Einen klassischen Spezialfall der Abbildungsbeobachtbarkeit
stellt die Rekonstruktion einer einzelnen Zustandskomponente in Systemen dar,
die selbst nicht vollständig beobachtbar ist. Ein anderer praktischer Fall ist die Be-
obachtbarkeit der Summe zweier Zustandskomponenten, die gegeben sein kann,
obwohl die Einzelkomponenten nichtbeobachtbar sind.
Im Englischen wird die Abbildungsbeobachtbarkeit als „functional observability“
bezeichnet. Da der Begriff „Funktional“ im Deutschen aber anderweitig belegt
ist, wird hier auf den Begriff der Abbildungbeobachtbarkeit zurückgegriffen. Ver-
wendet wird der Begriff des Abbildungsbeobachters bereits in [210], allerdings
eingeschränkt als Linearkombination von Zuständen.
Der Unterschied zwischen klassischer und Abbildungsbeobachtbarkeit wird am
System Σsys =



 1 −2 −10 −1 −1
0 0 1

 ,

 10
0

 , [ 0 1 1 ] , [0]

 sichtbar, das nichtbeob-
achtbar ist, während die Linearkombination Lx = [0, 1, 2]x beobachtbar ist.

9Durch die algebraische Zwangsbedingung können infolge unterschiedlicher Anfangswerte, die der
Zwangsbedingung nicht genügen, Impulse auftreten. Ist das Deskriptorsystem trotz der Impulse beob-
achtbar, heißt es impulsbeobachtbar.
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Konzept Beschreibung Quelle,Bsp.
Grundlegende Unterschiede
Beobachtbarkeit
Der aktuelle Zustand ist aus der Zukunft ein-
deutig bestimmbar.
Rekonstruierbarkeit
Der aktuelle Zustand ist aus der Vergangenheit
eindeutig bestimmbar. Rekonstruierbarkeit un-
terscheidet sich von der Beobachtbarkeit nur
bei zeitdiskreten Systemen.
Detektierbarkeit
Trajektorien von zwei Systemen streben bei
gleichen Ein- und Ausgangssignalen asymp-
totisch gegeneinander; auch Input/Output-to-
State-Stability (IOSS)10genannt.
[191]
Linearisierte
Beobachtbarkeit
(Detektierbarkeit)
in xs
Die Systemlinearisierung in xs ist beobachtbar
(detektierbar).
Abhängigkeit vom Eingangssignal
Unterscheidbarkeit
Es existiert wenigstens ein Eingangssignal,
sodass die y-Trajektorien zu zwei Zustän-
den nicht identisch sind. Pendant: Nichtunter-
scheidbarkeit.
[143]
Schwache
Beobachtbarkeit
Es existiert eine Umgebung U um jedes x, so-
dass es keinen nichtunterscheidbaren Zustand
von x in der Umgebung U gibt.
[143]
Lokale schwache
Beobachtbarkeit
Es existiert eine Umgebung U für jedes x, so-
dass für jede UmgebungV von x, die in U ent-
halten ist, kein nichtunterscheidbarer Zustand
von x in V bei Betrachtung von Zeitintervallen
existiert, in denen die Trajektorien in V ver-
bleiben.
[143]
Gleichmäßige
Beobachtbarkeit
Die Beobachtbarkeit ist unabhängig vom ge-
wählten Eingangssignal. 11
[29,
37,
128]
Weitergehende Konzepte
Abbildungs-
beobachtbarkeit
Nicht die Zustände selbst, sondern eine Abbil-
dung davon ist zu rekonstruieren.
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Störgrößen-
beobachtbarkeit
Auf das System wirkt eine nicht messbare
Störgröße, die rekonstruiert werden kann. 12
[212,
328]
Eingangsgrößen-
beobachtbarkeit
Ein unbekannter und nicht messbarer Eingang
wirkt auf das System. Die Eingangsgrößenbe-
obachtbarkeit garantiert die richtige Zustands-
rekonstruktion.
[151,
268]
Partielle
Beobachtbarkeit
Nur ein Teil der Systemzustände ist beobacht-
bar (und von Interesse).13 [39]
Strukturelle
Beobachtbarkeit
Übertragung der Beobachtbarkeit auf Struk-
turmatrizen
[212,
S.
119]
Beobachtbarkeit
von Parametern =
Strukturelle
Identifizierbarkeit
Es existieren Eingangssignale, die die Parame-
teridentifikation garantieren.
[24,
301]
Trackbarkeit
Analogon zur Beobachtbarkeit für den Tra-
cker: Statt klassischer Konvergenz wird λ-
oder Trichterkonvergenz gefordert.
[157,
159]
Tabelle 2.2: Übersicht ausgewählter artverwandter Konzepte
So wie es Unterschiede bei dem Beobachtbarkeitskonzept gibt, so existieren auch
artverwandte Konzepte zu Beobachtern. Im folgenden Abschnitt wird der Beob-
achter in einen größeren Zusammenhang mit anderen Zugängen gestellt und Ge-
meinsamkeiten und Unterschiede werden aufgezeigt.
9Das IOSS-Konzept ähnelt dem bekannten Input-To-State-Stability(ISS)-Konzept.
10Der Begriff der gleichmäßigen Beobachtbarkeit wird in der Literatur nicht einheitlich verwendet.
In [96] wird z. B. bei dem Pendant, der gleichmäßigen Steuerbarkeit, gefordert, dass das System von
einem Zustand in einen beliebig anderen in beliebig schneller Zeit überführt werden kann.
11Analog zum Störgrößenbeobachter wird in [2] noch der Begriff des Führungsgrößenbeobachters
eingeführt, was auch das Konzept der Führungsgrößenbeobachtbarkeit zur Folge hat. Gemeint ist die
Rekonstruktion von internen Zuständen aus dem Führungsgrößenmodell, die nicht direkt am Ausgang
gemessen werden können.
12Vereinzelt wird für die nichtbeobachtbaren Zustände Stabilität gefordert [8], allerdings ist die par-
tielle Beobachtbarkeit dann nicht von der Detektierbarkeit zu unterscheiden.
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❛
❛
❛
❛
❛
❛
Größe
Ansatz determiniert
(exakt)
determiniert
(approximativ)
stochastisch
Zustand
• (Zustands-)
Beobachter
→ Konvergenz i. S. der
Analysis
• Tracker
→ λ-Konvergenz
• robuster
Beobachter
• KALMAN-
BUCY-Filter
→ Konvergenz i. S. der
Stochastik
Parameter • Parameter-beobachter
• Parameter-
Tracker
• Parameterbeo-
bachter mit
diskretisiertem
Parameterraum
• Identifizierer
(Schätzer)
• adaptives
Notch-Filter
Zustand u.
Parameter
• Verbund-
beobachter
• adaptiver
Beobachter
• Partikel-Filter
sonstiges
Signal
• Beobachter mit
zusätzlichem
Signalmodell
• Beobachter mit
unbekanntem
Eingang
• Störsignal-
beobachter
Tabelle 2.3: Einteilung verschiedener Rekonstruktionsverfahren
2.4 Abgrenzung des Beobachterkonzepts zu
artverwandten Konzepten
In den vergangenen Jahrzehnten wurden für unterschiedliche Anwendungen eine
ganze Reihe von Rekonstruktionsverfahren entwickelt. In Tabelle 2.3 sind sie nach
der zu rekonstruierenden Größe und den verwendeten Ansätzen eingeteilt. Je nach
Ansatz sind verschiedene Konvergenzbetrachtungen erforderlich. Leere Felder be-
deuten, dass für diese Problemstellung kein Entwurfsverfahren bekannt ist.
Die vorliegende Arbeit konzentriert sich auf determinierten Zugänge. In den fol-
genden drei Abschnitten wird das Beobachterkonzept vom Tracker- und Filter-
konzept abgegrenzt und gleichzeitig auf die wichtigsten Beobachterdefinitionen
für das vierte und fünfte Kapitel eingegangen.
Hierfür behandelt der erste Abschnitt die Beobachter mit unbekannten Signalen.
Dabei wird beim Tracker die unmodellierte und/oder unbekannte Dynamik als un-
bekanntes Signal angenommen und der Bezug zum robusten Beobachter herge-
stellt. Beim Störgrößenbeobachter, bei dem die Dynamik des unbekannten Signals
bekannt ist, wird das unbekannte Signal rekonstruiert und anschließend im System
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wieder subtrahiert, sodass das unbekannte Signal keinen Einfluss auf das System
hat. Der Beobachter mit Projektionsverfahren transformiert die Systembeschrei-
bung in den Nullraum des unbekannten Signals, sodass es keinen Einfluss mehr
auf die Rekonstruktion nehmen kann und damit für das System „unsichtbar“ wird.
Der zweite Abschnitt beschäftigt sich mit der Abgrenzung zu den Filtern, wobei
im Wesentlichen das KALMAN-BUCY-Filter behandelt wird.
Im dritten Abschnitt wird auf die beobachterbasierte Parameterrekonstruktion und
die kombinierte Zustands- und Parameterrekonstruktion eingegangen. Hier wer-
den der adaptive Beobachter und Verbundbeobachter definiert und Unterschiede
aufgezeigt.
Auf die folgenden Konzepte aus der Tabelle wird nicht näher eingegangen. Auf
den Parameterbeobachter mit diskretisiertem Parameterraum [160], der in der Pra-
xis unter speziellen Bedingungen Vorteile bietet, auf den Identifizierer, der nicht
zustandsbasiert ist, sondern die Parameter auf Basis des Ein-Ausgangsverhaltens
mittels Gleichungsfehlermethoden identifiziert, auf das adaptive Notch-Filter, das
z. B. zur Parameterschätzung von Sinusschwingungen [199,200,255,264] verwen-
det wird und auf den Partikel-Filter, der nicht explizit für Parameter und Zustände
entwickelt worden ist. Gleichzeitig ist er aber das einzige stochastische Konzept,
für das entsprechende Entwurfsverfahren bekannt sind [54, 304].
2.4.1 Beobachter mit unbekannten Signalen
Bei den unbekannten Signalen kann es sich um Störungen oder nichtmessbare
Signale handeln. Sie sind Alltag in der regelungstechnischen Praxis, sodass es
vielfältige Wege gibt, mit ihnen umzugehen. Sie hängen davon ab, welcher Natur
das unbekannte Signal ist, an welcher Stelle es am System angreift und wie viel
über es bekannt ist. Im Folgenden wird angenommen, dass die unbekannten
Signale nicht stochastischer Natur sind. Deshalb kann mit deterministischen
Konvergenzmethoden gearbeitet werden. Bei den hier vorgestellten Typen handelt
es sich jeweils um einen Beobachterentwurf mit unbekannten Signalen, der mit
approximierten Modellen und störungsfreien Messungen arbeitet.
In Bild 2.4a greift das unbekannte Signal direkt auf das System, während bei Bild
2.4b der Fall gezeigt wird, bei dem das unbekannte Signal additiv auf den be-
kannten Eingang u2 wirkt. In Bild 2.4c sind entweder Parameter nicht oder nur
unzureichend bekannt oder es wird mit einer nicht exakten und nur teilweise be-
kannten Systemstruktur gearbeitet. Bild 2.4d veranschaulicht den Fall, bei dem das
unbekannte Signal auf den Ausgang wirkt.
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bekannt
unbekannt Σ
x0
y
u1
u2
(a) Das System hat bekannte und unbekannte Ein-
gänge
bekannt
Σ
x0
y
unbekanntes
Signal
u1
u2
+
(b) Das System hat bekannte Eingänge, die teil-
weise mit unbekannten Signalen überlagert sind
Σˆ
x0
yu1
(c) Genähertes Systemmodell („unbekanntes Si-
gnal“ in Struktur und/oder Parametern)
Σ
x0
y
unbekanntes
Signal
u1
+
(d) Unbekanntes Signal wirkt auf den Ausgang
Bild 2.4: Mögliche Stellen, an denen unbekannte Signale beim zu beobachtenden
System auftreten können
2.4.1.1 Unbekanntes Signal infolge unmodellierter Dynamiken: Tracker
Der Begriff „Tracker“14 geht auf Stabilitätskonzepte für Folgeregler (auch
Tracking-Regler) zurück, in denen der Fehler zwischen Ausgangs- und Referenz-
signal im eingeschwungenen Zustand einen vorgegebenen Wert nie überschreiten
darf (so genanntes λ-Tracking, siehe [156]).
Die explizite Verwendung des Wortes Tracker und damit die Adaption der
Tracking-Regler in die Beobachter ist erstmalig in [154] verwendet worden. Allge-
mein beschreibt es ein deterministisches System, das im Gegensatz zu einem Be-
obachter jedoch nicht mit einem exakten, sondern mit einem approximierten Mo-
dell der Strecke arbeitet. Konkreter und anwendbar wird der Tracker bei Anwen-
dung der λ-Konvergenzbedingung, d. h. der Fehler strebt nicht asymptotisch gegen
Null, sondern bleibt ab einer bestimmten Zeit tλ innerhalb einer λ-Umgebung.
Darüber hinaus gibt es noch ein zweites Konvergenzkonzept. Statt der festen λ-
14Andere Autoren nennen den Tracker vereinzelt auch approximativen Beobachter, siehe z. B. [291].
Der Begriff des approximativen Beobachters ist aber zweideutig, weil er üblicherweise im Zusammen-
hang mit Approximationen beim Beobachterfehler verwendet wird (z. B. Linearisierung), siehe [250].
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x˜
t
Trichterbereich
λ-Bereich
Zeitpunkt tλ
Bild 2.5: Unterschiede zwischen λ- und Trichter-Tracker beim Verlauf des „Beob-
achterfehlers“
Grenze wird beim Trichter-Tracking15 [159] von einem trichterförmigen Verlauf
ausgegangen und hier erstmalig auf das Konzept des Trackers erweitert. Aufgrund
der Eigenvorgänge wird am Anfang eine größere Abweichung erlaubt, die dann
gleich einem Trichter im Laufe der Zeit geringer wird. Bild 2.5 veranschaulicht
den prinzipiellen Unterschied der mathematischen Definition zwischen dem λ-
und Trichter-Tracker-Konzept.
Definition 2.2. λ-Tracker/Trichter-Tracker
Ein Tracker ist ein kausales System Σtr, das für ein deterministisches dynami-
sches System Σsys mit genäherter Struktur und/oder genäherten Parametern aus
dessen Ein- und Ausgangssignalen u(t), y(t) einen Ausgang zˆ(t) = φtr(ξ, u, y, t)
rekonstruiert. Es wird von
• einem λ-Tracker gesprochen, wenn gilt
∀x0 ∈ X ⊆ R
n, ∀tλ ≥ 0, ∃ξ0 ∈ R
ntr , ∃λ > 0 :∣∣zˆ(t)− z(t)∣∣ ≤ λ, t ≥ tλ
• einem Trichter-Tracker gesprochen, wenn gilt
∀x0 ∈ X ⊆ R
n, ∀tλ ≥ 0, ∃ξ0 ∈ R
ntr :∣∣φtr(ξ, t)− z(t)∣∣ ≤ Fϕ t ≥ tλ,
15Im Englischen wird von funnel tracking gesprochen.
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wobei ϕ(s) > 0 eine Funktion ist. Ihr reziproker Wert bestimmt den Radius
des Trichters, und es gilt für den Fehler e
Fϕ : ϕ(t)‖e‖2 < 1.

In folgender Anmerkung wird der Bezug zum robusten Beobachter hergestellt.
Anmerkung 2.3. Robuste Beobachter
Abweichend von Definition 2.2 ist auch das Konzept des parameterrobusten Be-
obachters bekannt. In [51] wird ein parameterrobuster Beobachter für eine ex-
akte Struktur bei unbekannten Parametern mit Hilfe von Input-to-State-Stability-
Techniken definiert. Dabei ist zu beachten, dass die Verwendung des Beobachter-
begriffs wegen des Wegfalls der Konvergenzforderung nicht mit der Beobachter-
definition 2.1 verträglich ist. 
Am folgenden selbst entwickelten Beispiel wird deutlich, was passiert, wenn Dy-
namiken unmodelliert bleiben und statt einem Beobachter ein Tracker entwickelt
wird.
Beispiel 2.11. Vergleich eines Trackers mit einem Beobachteransatz [121,165]
Für das Projektionsproblem aus Bild 2.6a wird ein Tracker- mit einem Beobachter-
ansatz verglichen. Hierbei wird der Punkt Pref auf die Kurve projiziert. Der Punkt
PC beschreibt dabei den Punkt auf der Kurve, der senkrecht zu Pref steht. Es wird
ferner angenommen, dass es sich bei dem Punkt um ein sich bewegendes Fahrzeug
handelt, dass einigen physikalischen Bedingungen entsprechen muss. Die Varia-
ble σ beschreibt dabei den Kurvenparameter von c(σ). Der Abstand d beschreibt
die senkrechte Distanz zur Kurve, der Winkel θ den Winkel zwischen Fahrzeug-
ausrichtung ψ und Tangentenvektor der Kurve ψc und v die Geschwindigkeit des
Fahrzeugs. Außerdem werden folgende Variablen verwendet
rc =
[
xc(σ), yc(σ)
]T Projektionspunkt
tc =
drc
dσ
/∥∥∥∥d~rcdσ
∥∥∥∥ =
[
cosψc
sinψc
]
Tangentenvektor
nc =
[
0 −1
1 0
]
tc Normalenvektor
ψc = arctan2(y
′
c, x
′
c) Pfadwinkel
κc =
x′cy
′′
c − x
′′
c y
′
c(
x′2c + y
′2
c
)3/2 = det
(
drc
dσ ,
d2rc
dσ2
)
∥∥∥drcdσ ∥∥∥3 Krümmung
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wobei x′c, y′c und x′′c , y′′c die jeweiligen Ableitung bzgl. σ der x- und y-Koordinate
bezeichnen. Die Dynamik der genannten Variablen wird gemäß [236] beschrieben
durch
 σ˙d˙
θ˙

 =


cos θ
‖ drcdσ ‖(1−dκc(σ))
sin θ
−κc(σ) cos θ1−dκc(σ)

 v +

 00
ψ˙


[
r
ψ
]
=
[
rc + dnc
θ + ψc
]
.
Nach etlichen Schritten folgt für den Kurvenparameter schließlich die Beobach-
tergleichung
˙ˆσ =
tˆ Tc
[
cosψc
sinψc
]
v + γtˆc
T
(r − rˆc)
(1 − nˆTc (r − rˆc)κˆc)
∥∥drˆc
dσˆ
∥∥
2
. (2.7)
Der Beobachterentwurf kann auf den Kurvenparameter reduziert werden, weil die
Größen d und θ hinterher aus dem Kurvenparameter abgeleitet werden können.
Die Idee des Trackers beruht auf einem empirischen Entwurf auf Basis eines kon-
tinuierlichen Gradientenabstiegsverfahrens, der durch
˙ˆp = −γ∇J(pˆ) (2.8)
gegeben ist. Dabei steht J für die Kostenfunktion des unbekannten Vektors p, γ für
den sogenannten Dämpfungsfaktor und ∇J(p) für den Gradienten von J bzgl. p.
pˆ selbst ist eine Näherung von p mit der Eigenschaft, dass jede Ruhelage von (2.8)
ein stationärer Punkt von J ist. Für die Kostenfunktion J(s) = 12 ‖r − rc(s)‖
2
ergibt sich dann
∇J(s) = (r − rc(s))
T
(
−
drc
ds
)
= −t Tc (r − rc(s)) .
Um die Bewegung des Punktes Pref zu berücksichtigen, wird das Gradientenab-
stiegsverfahren um einen Vorsteuerungsterm v erweitert. Dies führt zu einer einfa-
chen dynamischen Beschreibung des Projektionspunktparameters
˙ˆs = v + γ tˆ Tc (r − rˆc).
Die Vereinfachungen des Trackers werden beim Vergleich des Fehlerverhaltens
in Bild 2.6b deutlich. Während bei den beiden exakten Beobachteransätzen die
Fehler exponentiell gegen Null abklingen, kommt es beim Tracker nach dem Ein-
schwingen zu einer dauerhaften Schwingung um den Nullpunkt. 
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Bild 2.6: Problemstellung sowie Fehlerverhalten im Vergleich
2.4.1.2 Dynamik des unbekannten Signals ist bekannt:
Störgrößenbeobachter
Im vorherigen Abschnitt wird gezeigt, wie der Beobachterentwurf bei bestimmten
Störungen aussieht. Hierbei ist insbesondere von Interesse, wie Zustandskonver-
genz in unterschiedlichen Konvergenzbetrachtungen trotz dieser Störungen garan-
tiert werden kann. Beim Störgrößen- und Signalbeobachter wird der Beobachter
explizit für unbekannte Größen verwendet. Ist die Dynamik der Störung oder des
Signals bekannt, ist der Entwurf eines Störgrößen- bzw. Signalbeobachters für die
unbekannte Größe möglich. Anwendung finden derartige Beobachter beispiels-
weise bei der Störgrößenaufschaltung. Die beobachtete Störgröße wird beim Reg-
lerentwurf direkt berücksichtigt und deren Einfluss auf die Strecke kompensiert.
Wenn die Dynamik nicht genau bekannt ist, aber trotzdem ein Konvergenzkonzept
greift, ist die Bezeichnung des Störgrößen- bzw. Signal-Trackers sicherlich pas-
sender. Der Übersichtlichkeit halber wird sich hier aber auf den Beobachteransatz
beschränkt.
Definition 2.3. Störgrößenbeobachter
Ein Störgrößenbeobachter ist ein Beobachter mit mindestens einer unbekannten
Störung, deren Dynamik exakt bekannt ist, die auf die Beobachterdynamik wirkt
und die zusätzlich zu Zuständen rekonstruiert wird. 
Die gleichen Methoden können auch für Signale verwendet werden, die nicht ex-
plizit als Störgrößen aufgefasst und die mit Hilfe eines Beobachters bzw. -trackers
rekonstruiert werden. Dann wird von einem Signalbeobachter bzw. -tracker ge-
sprochen.
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2.4.1.3 Einsatz von Projektionsverfahren:
Beobachter bei unbekannten Signalen
In der Literatur sind für den Beobachterentwurf bei unbekannten Signalen, die
Einfluss auf das zu beobachtende System haben, zwei unterschiedliche Lösungen
bekannt.
Die erste bestimmt den Wert des Signals und berücksichtigt es dann beim Beob-
achterentwurf, sodass dessen Einfluss auf die Systemdynamik neutralisiert wird.
Existiert kein Signalmodell, ist ein Tracker-Ansatz möglich, der eine angenäherte
Rekonstruktion zur Folge hat. Für eine solche Art der Berücksichtigung unbekann-
ter Signale wird der Begriff des Störgrößenbeobachters bzw. -trackers aus dem vor-
herigen Abschnitt verwendet. In die gleiche Richtung gehen auch die auf Sliding-
Mode-Methoden basierenden Beobachter für Zustände und unbekannte Eingänge
in [71–74], die oft Anwendung im Bereich der Fehlererkennung und -isolierung
finden.
Beim zweiten Zugang werden die Koordinaten des Beobachters derart gewählt,
dass die unbekannten Signale keinerlei Einfluss auf die Beobachterdynamik haben
und so die Zustandsrekonstruktion nicht beeinflussen. In der Regel kommen hier
Projektionsverfahren zum Einsatz, die die Koordinaten des Beobachters so wäh-
len, dass die Störung keinen Einfluss hat, was durch Projektion der Koordinaten
in den Nullraum der Störung erreicht wird. In der Literatur sind diese Beobach-
ter als Beobachter bei unbekannten Eingängen16 bekannt. Die folgende Definition
nimmt nicht explizit Bezug auf den Einsatz von Projektionsverfahren, sondern be-
schränkt sich auf Entwurfsverfahren, die ohne genauere Bestimmung des Fehlers
auskommen, ohne gleichzeitig approximativ hinsichtlich der Zustandskonvergenz
zu sein.
Definition 2.4. Beobachter mit unbekannten Signalen
Ein Beobachter mit unbekannten Signalen ist ein Beobachter mit mindestens ei-
nem unbekannten Eingang, der eine Zustandsrekonstruktion ohne Bestimmung der
unbekannten Eingänge gewährleistet. 
2.4.2 Filter
Im Gegensatz zum deterministischen Beobachterkonzept beruhen Filter auf einem
stochastischen Konzept. Dabei sind die Filter in aller Regel deterministische Sys-
teme, auf die zufällige Störsignale einwirken, deren Einfluss es zu reduzieren gilt.
16Im Englischen ist von Unknown Input Observer (UIO) die Rede. Im Deutschen wird bewusst
der Zusatz „bei“ anstelle von „für“ verwendet, damit nicht irrtümlich angenommen wird, dass die
Eingänge selbst rekonstruiert werden.
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Von der Systemstruktur her betrachtet, unterscheiden sich Beobachter und Filter
gemeinhin nicht. Die Unterschiede liegen in der Herleitung (andere Zielfunktio-
nen, bedingt durch zusätzlich zu betrachtende Störsignale) sowie in der Notwen-
digkeit, andere Konvergenzkonzepte zu verwenden17.
Werden die Störsignale als Realisierungen von Zufallsprozessen aufgefasst, so ist
auch das betrachtete Zustandssignal eine Realisierung eines Zufallsprozesses. Des-
halb ist die Konvergenzuntersuchung für das rekonstruierte Signal nicht im Sinne
der Analysis, sondern im Sinne von Zufallsvariablen auszuführen. Dieser Gedan-
kengang wird gelegentlich übersehen.
Speziell für das KALMAN-BUCY-Filter [181] kann die Linearitätseigenschaft in
der Konvergenzbetrachtung ausgenutzt werden. Nach dem Zerlegungsgesetz stellt
sich der Gesamtverlauf als Summe von Eigenvorgang und erzwungenem Vorgang
dar. Die Anfangswerte von System und Filter sind beide deterministischer Natur,
da beide Teil eines deterministischen Systems sind. Das Eingangssignal ist eben-
falls deterministisch. Über den KALMAN-BUCY-Beobachter kann Konvergenz im
Sinne der Analysis für beliebige Anfangswertkonstellationen nachgewiesen wer-
den. Ferner kann über die Eigenschaften des KALMAN-BUCY-Filters (BLUE-
Schätzer18) bei identischen Anfangswerten resp. im eingeschwungenen Verhalten
die Erwartungstreue des Zustandssignals gezeigt werden, d. h. E
{
Xˆ(t)−X(t)
}
=
0n
19
. Die Aggregation beider Aussagen liefert die Beziehung
lim
t→∞
E
{
Xˆ(t; xˆ0)−X(t;x0)
}
= 0n.
Das KALMAN-BUCY-Filter konvergiert also im Sinne des Erwartungswerts. Ei-
ne Verschärfung im Sinne der Konvergenz im quadratischen Mittel scheitert, da
die Kovarianzmatrix der Zufallsvariablen „Beobachterfehler“ asymptotisch nicht
verschwindet.
2.4.3 Beobachter für unbekannte Parameter:
Adaptiver Beobachter und Verbundbeobachter
Bei Tracker und robustem Beobachter sind Ungenauigkeiten bei den Parametern
zwar im Entwurf berücksichtigt, ihr genauer Wert ist jedoch nicht von Interesse.
Beim adaptiven Beobachter oder Verbundbeobachter hingegen sind sie Teil des
Entwurfs und ihr Wert ist i. d. R. von Interesse. Ein Parameter zeichnet sich im
17In der Stochastik wird zwischen vier Konvergenzbegriffen unterschieden [33]: fast sichere Kon-
vergenz, Konvergenz im p-ten Mittel, Konvergenz in Wahrscheinlichkeit, Konvergenz in Verteilung.
18BLUE steht für Best Linear Unbiased Estimator.
19Bei Xˆ(t) und X(t) handelt es sich um Zufallsvariablen.
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Bild 2.7: Unterschiede zwischen adaptivem Beobachter und Verbundbeobachter
Vergleich zu Zuständen dadurch aus, dass er unabhängig von Eingangsgrößen, Zu-
ständen und Anfangswerten ist, nicht aber zwingend von der Zeit. Oft existieren
weitere Annahmen oder Beschränkungen über die Parameter. Da diese Beobach-
ter neben den Zuständen die Parameter adaptieren bzw. rekonstruieren, ist in der
Literatur von adaptiven Beobachtern die Rede.
Aufgrund unterschiedlicher Verfahren, die zur Parameterrekonstruktion zum Ein-
satz kommen, wird hier zwischen adaptiven Beobachtern und Verbundbeobachtern
unterschieden und mit folgenden Definitionen gearbeitet.
Definition 2.5. Adaptiver Beobachter
Ein adaptiver Beobachter ist ein Beobachter mit mindestens einem unbekannten
Parameter und einer unbekannten Zustandsvariablen. Die Parameterbestimmung
erfolgt per Ein- und Ausgangsidentifikation und die Zustandsrekonstruktion ge-
schieht darauf aufbauend mit Hilfe des Gewissheitsprinzips20. Adaptive Beobach-
ter werden in parameterkonvergente und -nichtkonvergente Beobachter unterteilt.

Definition 2.6. Verbundbeobachter
Ein Verbundbeobachter ist ein Beobachter mit mindestens einem unbekannten Pa-
rameter und einer unbekannten Zustandsvariablen. Parameter und Zustände wer-
den als gemeinsamer erweiterter Zustand betrachtet und im Verbund rekonstruiert.

20Parameter werden als richtig/fehlerfrei angenommen. Im Englischen wird vom certainty equiva-
lence principle gesprochen.
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Bild 2.7 verdeutlicht den Unterschied zwischen beiden Konzepten und zeigt, wie-
so unterschiedliche Namen gewählt wurden.
Der Begriff des adaptiven Beobachters wird hier detaillierter verwendet als bisher
in der Literatur üblich. In den ersten Veröffentlichungen [46, 187, 206] und später
in denen für nichtlineare Problemstellungen [20,215] wurde unter einem adaptiven
Beobachter ein Beobachter verstanden, der Konvergenz zugleich in dem Parame-
ter wie auch im Zustand sicherstellt. Dieser Ansatz wird hier als parameterkon-
vergenter adaptiver Beobachter bezeichnet. Die Klasse der adaptiven Beobachter
wird aber noch erweitert. Da wie bei adaptiven Reglern die Parameterkonvergenz
nicht immer erforderlich und lediglich die Konvergenz der Ausgangssignale von
Bedeutung ist, wird in diesem Fall von parameternichtkonvergenten adaptiven Be-
obachtern gesprochen. Die Konvergenz wird auf Ausgangssignale beschränkt und
nicht auf die Zustände erweitert, weil Zustandskonvergenz zumindest bei linearen
Systemen Parameterkonvergenz impliziert.
In diesem Abschnitt wurde der Beobachter als determiniertes exaktes Konzept
vom Tracker als determiniert approximativen Ansatz und Filter mit stochastischem
Konvergenzkonzept abgegrenzt und ferner auf die Verwendung des Beobachters
bei unbekannten Signalen und unbekannten Parametern näher eingegangen. Bevor
Kapitel 3 auf die wichtigsten Entwurfsverfahren eingeht, werden in Abschnitt 2.5
verschiedene Klassifikationsmöglichkeiten vorgestellt.
2.5 Klassifikation
In der Literatur werden Beobachter nach sehr unterschiedlichen Gesichtspunkten
klassifiziert. Typische Kategorien, nach denen Beobachter eingeteilt werden, sind
folgende:
• Art des Korrekturterms
• Gültigkeit der Systemklasse
• Eigenschaften von fobs und φobs: glatt, stetig und unstetig (Sliding-Mode)
• Gültigkeit für Anfangszustände: lokal oder global
• Gültigkeit: abhängig oder unabhängig vom Eingangssignal [28]
• Entwurfsmethode: Koordinatentransformation, LYAPUNOV-ähnliche Methoden
• erfinderbezogen: LUENBERGER, KALMAN, THAU usw.
• Signale: Zustand, Parameter, Eingang, Störgröße
• Anzahl der Zustände im Verhältnis zur Systemdimension
• einstellbar / nicht einstellbar
Ein Beobachter kann dabei in mehrere Kategorien fallen. In den folgenden Ab-
schnitten wird sich auf die strukturellen Klassifizierungen beschränkt. Dabei wird
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Bezeichnung Anzahl der
Zustände Besonderheit
Reduzierter
Beobachter
nobs < nsys
Minimaler
Beobachter
nobs = nsys−psys
Abbildungs-
beobachter21
nobs < nsys
Beobachter für Abbildungen
von Zuständen
Vollständiger
Beobachter
nobs = nsys
Identitätsbeobachter nobs = nsys Beobachter mit ξ(t) = xˆ(t)
Trivialer Beobachter nobs ≤ nsys Beobachter mit ξi(t) = xˆi(t)keine Einstellmöglichkeit
Einbettungs-
beobachter22
nobs > nsys
Dynamischer
Beobachter
nobs = nsys+next Beobachter mit um next Zu-
stände erweiterter Dynamik
Tabelle 2.4: Klassifikation der Beobachter nach Zustandsanzahl
in Abschnitt 2.5.1 auf die Dimension des Beobachters im Vergleich zu der Dimen-
sion des zu beobachtenden Systems eingegangen. Danach wird sich auf Systeme
beschränkt, bei denen die Dimension jeweils identisch ist, und in Abschnitt 2.5.2
wird auf verschiedene Korrekturtermarten bei den sogenannten Identitätsbeobach-
tern eingegangen. Abschnitt 2.5.3 widmet sich den nichteinstellbaren Beobachtern,
die über keinen Korrekturterm verfügen und ebenfalls zu den Identitätsbeobach-
tern zählen.
2.5.1 Klassifikation nach Dimension
Als Klassifikation von Beobachtern wird in dieser Arbeit die Dimension des Beob-
achters im Verhältnis zu der Dimension des Zustandsraums des Systems gewählt.
Existieren darüber hinaus noch weitere Besonderheiten, sind diese entsprechend
herausgearbeitet. Tabelle 2.4 zeigt die Übersicht. Entwürfe für bestimmte System-
klassen liegen zumeist als Identitätsbeobachter vor.
21Abbildungsbeobachter stehen im Englischen häufig im Zusammenhang mit dem Begriff functional
observer. Für weitere Ausführungen sei auf Abschnitt 3.2.3 verwiesen.
22In der Literatur wird auch häufig der Begriff der immersionsbasierten Beobachter verwendet.
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Definition 2.7. Identitätsbeobachter
Ein Identitätsbeobachter ist ein Beobachter nach Def. 2.1, der die gleiche Dimensi-
on und gleiche Zustandsvariablen wie das zu beobachtende System aufweist, d. h.
xˆ = ξˆ. 
Besonders ist vor allem die Gleichheit der Trajektorie von Beobachter und
System. Unterschieden werden Identitätsbeobachter nach den Ansätzen mit bzw.
ohne Korrekturterme. Letztere werden nichteinstellbare Beobachter genannt.
Hierauf wird in den nächsten beiden Abschnitten näher eingegangen.
2.5.2 Klassifikation nach Korrekturterm
Vom Sonderfall des nichteinstellbaren Beobachters abgesehen, führt die Konsis-
tenzbedingung in die Aufsplittung des Beobachters in einen Simulationsterm und
einen Korrekturterm, d. h.
˙ˆx = f(xˆ, t, u) + k(xˆ, y, t, u),
wobei f(·) mit Simulationsterm und k(·) mit Korrekturterm bezeichnet werden.
Stimmen bei t0 also die Anfangszustände von System und Beobachter überein
(x(t0) = xˆ(t0)), so muss x(t) = xˆ(t) für alle t > t0 gelten. Daraus resultiert
die Exaktheit des Simulationsterms (d. h. es darf keine unmodellierten Dynamiken
geben) und das Verschwinden des Korrekturterms für alle t > t0.
Die eigentliche Entwurfsaufgabe liegt vor allem darin, den Korrekturterm geeignet
auszulegen. Häufig setzt dieser sich aus der Multiplikation von Verstärkungsfaktor
und Beobachterfehler zusammen, weshalb der Korrekturterm auch Beobachterver-
stärkung genannt wird. Die Tabelle 2.5 zeigt eine Übersicht über die bei Beobach-
tern zur Anwendung kommenden Korrekturterme.
Die linearen Korrekturterme gehören zum LTI-System, die linear zeitvarianten zu
einem linearen zeitvarianten System. Der fehleraffine Korrekturterm gehört zum
Erweiterten LUENBERGER-Beobachter, der mit Ein- und Ausgangsaufschaltung
und einer Beobachternormalform für nichtlineare Systeme arbeitet.
Die Variante mit transformiertem Ausgang gehört zum Normalformbeobachter,bei
dem der Beobachterentwurf des nichtlinearen Systems in transformierten linearen
Koordinaten stattfindet und anschließend der Korrekturterm zurücktransformiert
wird.
Der Korrekturterm mit Mehrfachkorrektur entstammt einem Entwurf mit mehreren
Sensoren und ermöglicht so, dass mehrere Informationsquellen in die Rekonstruk-
tion mit einfließen können. Gleichzeitig kann wiederum ein falscher Sensorwert
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Korrekturterm Charakterisierung Quelle,Beispiel
k
(
yˆ − y
)
linear [211]
k(t)
(
yˆ − y
)
linear zeitvariant [96]
k(xˆ)
(
yˆ − y
)
fehleraffin [36]
g(u, y) + k
(
yˆ − y
)
mit E/A-Aufschaltung [31]
k1
(
yˆ − y
)
+ k2
∫ (
yˆ − y
)
dt PI-Beobachter [22, 44, 329]
k−1e˙+ k0e+ k1
∫
e dt
+k2
∫∫
e dt2 + . . .
mit e = yˆ − y
PMID-Beobachter23 [109, 185]
k−re
(r) + . . .+ k−1e˙+ k0e
mit e = yˆ − y
PMD-Beobachter [290]∑
i ki
(
yˆ − yi
)
mit Mehrfachkorrektur [160]
k
(
γ(yˆ)− γ(y)
)
mit transformiertem Ausgang [31, 335]
Tabelle 2.5: Übersicht über Korrekturterme
die komplette Rekonstruktion verfälschen, wenn keine entsprechenden Abhilfe-
maßnahmen existieren.
Der PMD-Beobachter kommt beim optimierungsbasierten Beobachter zum Ein-
satz, auf den in Abschnitt 3.3.3 näher eingegangen wird. Der PI-Beobachter wird
als vorteilhaft gegenüber unmodellierten Dynamiken und unbekannten Eingän-
gen beschrieben. Der PMID-Beobachter kommt bei Systemen mit unbekannten
Eingängen zum Einsatz. Teilweise sind die Systeme auf Deskriptorsysteme be-
schränkt.
Definition des Fehlers
Ob der Fehler als Differenz zwischen Ist- und Sollwert oder umgekehrt definiert
wird, ist in den einzelnen Fachdisziplinen nicht einheitlich geregelt. Hier wird der
Fehler wie folgt definiert:
Fehler = Messwert− wahrer Wert
= Istwert− Sollwert
= Schätzwert− wahrer Wert.
Diese Definition ist nach Ansicht des Autors intuitiv. Ist der Istwert zu niedrig, so
entsteht ein negativer Fehler, der durch einen positiven Wert ausgeglichen werden
23Das M steht für multiple, d. h., dass mehrere Integratoren verwendet werden können.
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muss, bzw. bei positivem Fehler entsprechend ein negativer Wert. Die Definition
ist konform mit [168, S. 179], [299, S. 316] und der DIN 1319 (Norm der Mess-
technik), steht aber z. B. entgegen der Definition des Regelfehlers gemäß der DIN
19226 und deren Nachfolger DIN IEC 60050-351.
In der Stochastik wird allgemein der Fehler mit ε = y − yˆ = Messwert −
prädizierter Wert definiert. Zunächst mag das als Widerspruch zur obigen Defini-
tion erscheinen. Jedoch hebt sich dieser Widerspruch auf, wenn das zu Grunde
liegende Modell y = ̺(x) + εi betrachtet und hierbei y als Messwert und ̺(x) als
eigentlich wahrer Wert angesehen wird.
Bei Gleichungsfehlerzugängen ist es üblich, den Fehler ε als Differenz zwischen
Aus- und Eingangssignalseite zu definieren.
2.5.3 Klassifikation nach Einstellbarkeit
In diesem Abschnitt wird zwischen nichteinstellbaren, trivialen und semi-trivialen
Beobachtern unterschieden. Der Oberbegriff für triviale und semi-triviale Beob-
achter ist der nichteinstellbare Beobachter.
Definition 2.8. Nichteinstellbarer Beobachter
Ein Beobachter heißt nichteinstellbarer Beobachter, wenn er über keine Parameter
zur Beeinflussung der Dynamik verfügt. 
In welchen Koordinaten ein solcher Beobachter arbeitet, bleibt zunächst offen.
Liegt aber der Fall vor, dass System- und Beobachterkoordinaten identisch sind,
wird vom trivialen Beobachter gesprochen.
Definition 2.9. Trivialer Beobachter
Ein Beobachter heißt trivialer Beobachter, wenn er eine Kopie des global gleich-
mäßig asymptotisch stabilen Systems ist, die lediglich andere Anfangswerte auf-
weist. 
Eine Konsequenz der Definition ist, dass die Systemausgangsgröße nicht auf
die Beobachterdynamik wirkt. Beide Systeme sind entkoppelt und laufen par-
allel zueinander. Die Konsistenzbedingung ist infolge der Kopie bei gleichen
Anfangswerten trivialerweise gegeben, während die Stabilitätsforderung schon
einschränkend durch die Definition gegeben ist. Der Unterschied zwischen nicht-
einstellbarem und trivialem Beobachter wird am folgenden Beispiel nochmals
verdeutlicht.
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Beispiel 2.12. Nichteinstellbarer, aber semi-trivialer Beobachter
Das System
Σsys : x˙ =
[
−1 0
1 −2
]
x+
[
1
0
]
u, x(0) = x0 (2.9a)
y =
[
1 1
]
x (2.9b)
kann nach äquivalenter Umformung x˙2 = x1 − 2x2 = x1 − 2x2 − x2 + x2 =
−3x2 + y mit Hilfe von
Σobs : ˙ˆx2 = −3xˆ2 + y, xˆ2(0) = xˆ20 (2.10a)
xˆ =
[
y − xˆ2
xˆ2
]
(2.10b)
beobachtet werden. 
Der Begriff des semi-trivialen Beobachters wird eingeführt, um die trivialen Beob-
achter, die eine exakte Kopie des Systems sind und nur mit den Eingangssignalen
gespeist werden, von denen zu unterscheiden, die mit Hilfe der Ausgangssigna-
le Multiplikationen zwischen Zuständen vermeiden. Beispiel 2.9 von S. 25 zeigt
einen solchen semi-trivialen Beobachter.
Definition 2.10. Semi-trivialer Beobachter
Ein Beobachter heißt semi-trivialer Beobachter, wenn er ein trivialer Beobachter
für ein zum gegebenen System äquivalentes System ist. 
Die Detektierbarkeit als notwendige Bedingung für den Beobachterentwurf hat ih-
ren Hintergrund in der Existenz von trivialen Beobachtern. Über sie wird erreicht,
dass die Eigenvorgänge der nichtbeobachtbaren Zustände des Systems asympto-
tisch abklingen und somit die Konvergenz von System- und Beobachterzuständen
garantiert wird. Der Ursprung des trivialen Beobachters entstammt [40]. In der
Praxis, in der oft die geforderte Fehlerfreiheit von Messungen und Modellen groß-
zügiger ausgelegt wird, hat der Beobachter aber neben der zu fordernden Stabilität
vor allem den Nachteil, dass sämtliche Störungen beim Ausgangssignal ausge-
schlossen werden müssen, weil sonst eine Gleichheit zwischen Beobachter- und
Systemzuständen nicht mehr möglich ist. Die daraus resultierende Einschränkung
hat zur Folge, dass bei Entwurfsverfahren auf nichteinstellbare Beobachter i. Allg.
verzichtet wird.
Der entsprechende Gegenpart zu einem trivialen Beobachter wird bei [29] einstell-
barer Beobachter genannt. Bei einstellbaren Beobachtern ist für den Entwurf die
Beobachtbarkeit nicht hinreichendes, sondern notwendiges Kriterium.
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Anmerkung 2.4. Spezieller Ansatz bei adaptivem Beobachterzugang [187]
Der in Abschnitt 5.2.2 vorgestellte adaptive Beobachter weicht ganz von den oben
vorgestellten Formen ab. Bei der Zustandsrekonstruktion wird keinerlei Differen-
zialgleichung benötigt. Stattdessen werden lediglich tiefpassgefilterte Signale auf-
addiert, die für die Parameteradaption vonnöten sind. 
Abschließend werden im Folgenden die zentralen Bestandteile des zweiten Kapi-
tels zusammengefasst, das sich mit der Einführung in die Beobachtertheorie be-
schäftigt. Nach den einleitenden Beispielen in Abschnitt 2.1, in denen gezeigt
wird, dass das Beobachtersystem mit dem zu beobachtenden System wenig ge-
meinsam haben muss, wird in Abschnitt 2.2. zunächst auf die existierenden Be-
obachterdefinitionen eingegangen. Anhand selbst konstruierter Beispiele wird ge-
zeigt, dass die Forderung nach Konvergenz und Fehlerstabilität als sinnvollste er-
scheint, und daraus dann eine eigene Beobachterdefinition abgeleitet, die dieser
Arbeit zugrunde liegt.
Abschnitt 2.3 beschäftigt sich mit den strukturellen Forderungen, die für einen Be-
obachterentwurf notwendig sind, und gibt eine Übersicht über Kriterien, anhand
derer die Beobachtbarkeit überprüft werden kann. Ferner wird auf die Unterschie-
de zwischen linearen und nichtlinearen Systemen hingewiesen und es werden art-
verwandte Konzepte der Beobachtbarkeit vorgestellt.
Abschnitt 2.4 grenzt den Beobachter von dem Tracker als determiniert approxima-
tivem Zugang und dem Filter als stochastischem Zugang ab. Beim Tracker wird
erstmalig das Trichter-Tracking-Verfahren im Zusammenhang mit Beobachtern
vorgestellt. Ferner werden an einem selbstkonstruierten Beispiel die Unterschie-
de zwischen Tracker und Beobachter herausgearbeitet. Des Weiteren wird auf die
unterschiedlichen Herangehensweisen bei Beobachtern mit unbekannten Signalen
eingegangen. Bei der kombinierten Zustands- und Parameterrekonstruktion wird
mit dem Begriff des Verbundbeobachters der alternative Zugang zu den adaptiven
Beobachtern eingeführt. Beim Verbundbeobachter wird der Parameter als weiterer
unbekannter Zustand eingeführt, während beim adaptiven Beobachter mit Parame-
teridentifikationsmethoden gearbeitet wird.
Abschnitt 2.5 stellt drei in dieser Arbeit erstellte Klassifikationen vor, anhand derer
verschiedene Beobachter kategorisiert werden können. Beobachter können dabei
in mehrere Kategorien fallen.
Im nächsten Kapitel wird auf die Entwurfsverfahren eingegangen. Die in Abschnitt
2.3 vorgestellte Abbildungsbeobachtbarkeit wird bei den reduzierten Beobachtern
wieder aufgegriffen. Hier werden Beobachter für Systeme entworfen, bei denen
nicht das gesamte System, sondern nur Teile oder Abbildungen von Zuständen
rekonstruiert werden können. Ferner werden Entwurfsverfahren für nichtlineare
Systeme vorgestellt, die später in Kapitel 5 Grundlage für den Entwurf von Ver-
bundbeobachtern sind.
3 Entwurfsverfahren
Nach der Einführung in die Beobachtertheorie im letzten Kapitel, dessen wesentli-
cher Inhalt auch die Analyse von Systemen war, geht es im dritten Kapitel um den
Entwurf von Beobachtern. Dabei beschränkt sich diese Arbeit auf einstellbare Be-
obachter, da nichteinstellbare Beobachter wegen der in Abschnitt 2.5.3 genannten
Nachteile in der praktischen Anwendung nur selten zum Einsatz kommen. Bei der
Beschreibung der Verfahren wird besonderer Wert auf eine Vereinheitlichung der
Darstellung gelegt, sodass die Hauptbestandteile und Unterschiede der jeweiligen
Ideen besser und einfacher zu verstehen sind.
In Abschnitt 3.1 werden der klassische LUENBERGER-Beobachterentwurf für zeit-
invariante Systeme und seine Erweiterung auf zeitvariante Systeme vorgestellt.
Hervorzuheben ist hierbei die Beweisvoraussetzung, die statt der Beobachtbarkeit
nur die Detektierbarkeit fordert und somit die zulässige Systemklasse erweitert.
Weiterhin wird in diesem Abschnitt der KALMAN-BUCY-Beobachter für linea-
re zeitvariante Systeme mittels LYAPUNOV-Theorie hergeleitet. Gegenüber der
Herleitung des KALMAN-BUCY-Beobachters über Grenzbetrachtungen am KAL-
MAN-Filter, für dessen Herleitung der komplizierte Apparat der stochastischen
Prozesse (Definition von Ableitung stochastischer Signale und diverse Konver-
genzbegriffe) benötigt wird, ist der hier verwendete Apparat der LYAPUNOV-
Theorie dem Ingenieur deutlich vertrauter. Ferner wird auf die Beobachter mit
endlicher Einstellzeit eingegangen. Beispielhaft werden Vor- und Nachteile aufge-
zeigt und diskutiert.
Abschnitt 3.2 widmet sich dann reduzierten Beobachtern für lineare Systeme, wo-
bei die Ansätze von CUMMING und BURMEISTER gegenübergestellt werden. Die
in der Literatur wenig bekannte Darstellung nach BURMEISTER wird hier aufge-
nommen, da die Idee, den Beobachter unter einer Nebenbedingung zu entwerfen,
später in Abschnitt 4 bei den Beobachtern bei unbekannten Eingängen wieder in
anderer Form vorkommt. Bemerkenswert an der Idee von CUMMING ist die Her-
leitung über einen physikalisch nicht existierenden Eingang. Die hier vorliegende
Arbeit vereinheitlicht beide Ideen in der Darstellung und erweitert die System-
klasse um Systeme mit Durchgriff. Die Abbildungsbeobachter stellen einen Son-
derfall der reduzierten Beobachter dar und werden in Abschnitt 3.2.3 behandelt.
Sie ermöglichen den Entwurf für Systeme, die nichtdetektierbar, sondern nur ab-
bildungsbeobachtbar sind. Damit lassen sich nur noch die beobachtbaren Zustände
bzw. eine beobachtbare Abbildung der Zustände rekonstruieren.
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In Abschnitt 3.3 wird auf Beobachterverfahren eingegangen, die auf diversen Li-
nearisierungen nichtlinearer Systeme beruhen. In zwei detailreichen Tabellen wer-
den gängige Verfahren für den Beobachterentwurf nichtlinearer Systeme vorge-
stellt, wesentliche Unterschiede herausgearbeitet und systematisiert. Hierbei wird
sich auf Verfahren beschränkt, die auf Abbruch einer TAYLOR-Reihe oder Trans-
formationsverfahren beruhen. Auf Zugänge über LYAPUNOV-Methoden, Sliding-
Mode oder Minimierungsverfahren wird nicht eingegangen.
Nach einer Übersicht und Gliederung existierender Verfahren wird in Abschnitt
3.3.1 der Konvergenzeinzugsbereich für den Arbeitspunktbeobachter anhand di-
verser selbst entwickelter Beispiele diskutiert. Zudem werden Schwierigkeiten bei
Aussagen über die Konvergenz des Arbeitspunktbeobachters verdeutlicht.
Der Abschnitt 3.3.2 widmet sich dem Pseudolinearisierungs-Tracker. Das rela-
tiv einfach zu entwerfende Verfahren hat in der Literatur bisher wenig Aufmerk-
samkeit erhalten, zeigt aber konkurrenzfähige Resultate. Wesentliche Ergebnisse
sind die herausgearbeitete Entwurfsanleitung und die an einem Beispiel verdeut-
lichte Behauptung, dass es sich bei dem Pseudolinearisierungs-Tracker um einen
Tracker- und nicht um einen Beobachterentwurf handelt.
Der Abschnitt 3.3.3 stellt den optimierungsbasierten Beobachter vor. Dieses Ver-
fahren beruht auf der Minimierung einer Kostenfunktion und verwendet mit dem
Gradientenabstiegsverfahren eine Methode, die auch bei der Parameterrekonstruk-
tion im fünften Kapitel zum Einsatz kommt.
In Abschnitt 3.3.4 werden die gängigen Beobachterentwurfsverfahren anhand ei-
nes Ball-Balken-Systems verglichen. Hierzu wird eine existierende Arbeit von
[173] um einige Verfahren erweitert und die Leistungsfähigkeit verschiedener Ver-
fahren diskutiert. Ebenso wird auf die hier auftretenden Grenzen des Erweiterten
KALMAN-BUCY-Beobachterentwurfs eingegangen.
3.1 Vollständige Beobachter für lineare Systeme
Die vollständigen Beobachter verfügen über die gleiche Anzahl an Zuständen wie
das zu beobachtende System. Der LUENBERGER-Beobachter für LTI-Systeme ist
dabei das Standardverfahren. Die Besonderheit hier ist, dass lediglich Detektier-
barkeit anstelle der Beobachtbarkeit vorausgesetzt wird. In Abschnitt 3.1.2 wird
das Verfahren auf zeitvariante Systeme erweitert. Durch zeitvariante Polvorgabe
wird erreicht, dass der Beobachterfehler wie beim Beobachter für LTI-Systeme
exponentiell abklingt. Abschnitt 3.1.3 stellt den KALMAN-BUCY-Beobachter vor,
der für LTI und linear zeitinvariante (LTV) Systeme anwendbar ist. Ursprünglich
hat er seinen Hintergrund in der Optimalsteuerung. Hier wird ein Stabilitätsbe-
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weis über LYAPUNOV-Methoden geführt. Abschnitt 3.1.4 stellt Beobachterentwür-
fe vor, bei denen der Beobachterfehler nach wählbarer Zeit eingeschwungen ist.
3.1.1 LUENBERGER-Beobachter für LTI-Systeme
Der LUENBERGER-Beobachter geht auf die Veröffentlichungen [211] (SISO-
Systeme) und [209] (MIMO-Systeme) zurück. Seine Struktur ist in Bild 3.1 ge-
zeigt. Beim LUENBERGER-Beobachter handelt es sich somit um einen Identitäts-
beobachter, der eine additive lineare Fehlerkorrektur über den Ausgangsfehler vor-
nimmt. Deshalb wird der Beobachter oft in der Darstellung
Σobs : ˙ˆx = Axˆ+Bu−K
(
yˆ − y
)
, xˆ(0) = xˆ0, K ∈ R
n×p, (3.1a)
yˆ = Cxˆ+Du (3.1b)
beschrieben. Diese Darstellung ist zwar kompakt und macht die Unterteilung des
Beobachters in Simulator- und Korrekturterm deutlich, weicht aber von der ein-
geführten Beobachterdarstellung aus der Definition 2.1 ab und ist zudem so auch
nicht in Matlab direkt programmierbar. Die Programmierung in Matlab erfordert
gewissermaßen zunächst die Berechnung von yˆ und anschließend die Berechnung
der rechten Seite der Differenzialgleichung mit dem zuvor berechneten yˆ. Somit
ist aus programmiertechnischer Sicht eine Beobachter-Darstellung gemäß
Σobs : yˆ = Cxˆ+Du (3.2a)
˙ˆx = Axˆ+Bu−K
(
yˆ − y
)
, xˆ(0) = xˆ0, K ∈ R
n×p (3.2b)
zutreffender. Da die umgekehrte Reihenfolge von der gewöhnlichen systemtheo-
retischen Darstellung abweicht, wird yˆ in den folgenden Darstellungen vollständig
substituiert. Das wiederum führt zwar zu längeren Formeln, hat aber den Vorteil,
dass die Darstellung mit der Definition 2.1 verträglich ist, und dass in der Dyna-
mikgleichung des Beobachters nur die rekonstruierten Zustände sowie die bekann-
ten Ein- und Ausgangssignale auftreten.
Satz 3.1. LUENBERGER-Beobachter für LTI-Systeme [209, 211]
Für jedes detektierbare System
Σsys : x˙ = Ax+Bu, x(0) = x0, (3.3a)
y = Cx+Du, (3.3b)
mit A ∈ Rn×n, B ∈ Rn×m, C ∈ Rp×n, D ∈ Rp×m kann ein Identitätsbeobachter
vom Typ LUENBERGER-Beobachter
Σobs : ˙ˆx =
(
A−KC
)
xˆ+
(
B −KD
)
u+Ky, xˆ(0) = xˆ0, K ∈ R
n×p
(3.4)
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Bild 3.1: Struktur des LUENBERGER-Beobachters (nach [97])
mit exponentiell abklingendem Fehler x˜(t) = e(A−KC)tx˜0 entworfen werden. 
Die Originalarbeit [211] setzt Beobachtbarkeit anstatt von Detektierbarkeit voraus.
Deshalb wird hier der Beweis gezeigt, der lediglich Detektierbarkeit voraussetzt.
Beweis:
1. Jedes LTI-System besitzt eine spezielle KALMAN-Zerlegung in beobachtba-
re und nichtbeobachtbare Linearkombinationen der Zustände Tx =
[
x¯b
x¯nb
]
mit regulärem T
Σ¯sys :
[
˙¯xb
˙¯xnb
]
=
[
A¯11 0nb×(n−nb)
A¯12 A¯22
][
x¯b
x¯nb
]
+
[
B¯1
B¯2
]
u,
[
x¯b0
x¯nb0
]
=Tx0
y =
[
C¯1 0p×(n−nb)
] [ x¯b
x¯nb
]
+Du,
wobei nb den Rang der Beobachtbarkeitsmatrix angibt [212, S. 99] (aus der
allgemeinen KALMAN-Zerlegung mittels Permutation abgeleitet [278]).
2. Das Paar (C¯1, A¯11) ist dabei vollständig beobachtbar. Für solche Paare
(C¯1, A¯11) ist bekannt [118, 210], dass die Eigenwerte von A¯11 − K¯sC¯1
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beliebig gewählt werden können. Demnach existieren stets Matrizen
K¯s ∈ Rnb×p, sodass A¯11 − K¯sC¯1 HURWITZ-stabil mit einstellbaren
Eigenwerten ist.
3. Es ist
Σ¯obs :
[
˙¯ˆxb
˙¯ˆxnb
]
=
[
A¯11 0nb×(n−nb)
A¯21 A¯22
][
ˆ¯xb
ˆ¯xnb
]
+
[
B¯1
B¯2
]
u
−
[
K¯s
0(n−nb)×p
]
(yˆ − y) ,
[
ˆ¯xb,0
ˆ¯xnb,0
]
=T xˆ0
yˆ =
[
C¯1 0p×(n−nb)
] [ ˆ¯xb
ˆ¯xnb
]
+Du,
ein Beobachter für Σ¯ mit der Fehlerdynamik
˙¯˜x =
[
A¯11 − K¯sC¯1 0nb×(n−nb)
A¯21 A¯22
]
˜¯x = A¯obs ˜¯x.
Da A¯11 − K¯sC¯1 HURWITZ-stabil ist und A¯22 wegen der vorausgesetzten
Detektierbarkeit ebenfalls, folgt die HURWITZ-Stabilität der Blockdreiecks-
matrix der Fehlerdynamik.
4. Die Transformation xˆ = T−1 ˆ¯x führt auf das für den Beobachter Σobs aus
(3.4) benötigte K = T−1
[
Ks
0
]
. Die Fehlerdynamik wird demnach durch
die MatrixAobs = T−1A¯obsT bestimmt. Da die Ähnlichkeitstransformation
die HURWITZ-Stabilität beibehält, klingen die Anfangsfehler exponentiell
ab.

In der folgenden Anmerkung wird auf die Bestimmung der Verstärkungsmatrix
eingegangen.
Anmerkung 3.1. Bestimmung der Verstärkungsmatrix K
Zur Berechnung der Beobachterverstärkung bietet sich die ACKERMANN-Formel
[1] an, wobei im Vergleich zur Polvorgabe beim Zustandsreglerentwurf anstelle
der Matrizen A und B die Matrizen AT und CT bei vollständig beobachtbaren
Systemen zu wählen sind.
54 3. ENTWURFSVERFAHREN
Für MIMO-Probleme sei auf [208, S.113ff.] und [35, Anhang B] verwiesen. Ne-
ben der ACKERMANN-Formel existieren zur Polvorgabe alternativ noch die BASS-
GURA- [19] und die MAYNE-MURDOCH-Formel [219]. Eine Übersicht zu weite-
ren Entwurfstechniken für LTI-Beobachter findet sich in [254]. 
Ein interessanter Fall ergibt sich, wenn die Eigenwerte von System und Beobachter
gleich sind. Dieser Fall impliziert einen trivialen Beobachter und nimmt damit alle
Freiheitsgrade bzgl. der Einstellbarkeit (siehe Satz 3.2). Wird die Forderung dahin-
gehend abgeschwächt, dass nur einzelne Eigenwerte von System und Beobachter
gleich sind, gehen ebenfalls Freiheitsgrade verloren, die bestimmte Entwurfsver-
fahren unmöglich machen können. Deshalb wird die Disjunktheit der Eigenwerte
beim Entwurf von reduzierten Beobachtern nach BURMEISTER zusätzlich gefor-
dert (dort algebraisch motiviert wegen der eindeutigen Lösbarkeit der SYLVES-
TER-Gleichung, siehe Abschnitt 3.2.1).
Satz 3.2. Gleiche Eigenwerte von System und Beobachter führen auf trivialen
Beobachter
Für das vollständig beobachtbare System
Σsys : x˙ = Ax, x(0) = x0
y = cTx
ist jeder LUENBERGER-Beobachter
Σobs : ˙ˆx = Axˆ− k
(
cT xˆ− y
)
, xˆ(0) = xˆ0
mit der Forderung, dass Beobachter- und Systemeigenwerte gleich sind, ein trivia-
ler Beobachter, d. h. k = 0n. 
Beweis: Da k = 0n offensichtlich die Forderung an das Spektrum erfüllt und
k = 0n den trivialen Beobachter kennzeichnet, bleibt zu zeigen, dass kein an-
deres k die Forderung erfüllen kann. Aus der Eigenwertforderung folgt, dass die
charakteristischen Polynome
det(sIn −A) = det(sIn −A+ kc
T )
= det(sIn −A) + c
T (sIn −A)adjk nach [279]
gleich sind. Die Division durch det(sIn −A) reduziert den Nachweis auf
cT
(sIn −A)adj
det(sIn −A)
k = cT (sIn −A)
−1k ≡ 0.
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Der Term stellt eine Übertragungsfunktion dar. Diese kann, da alle Zustände
wegen der vollständigen Beobachtbarkeit sichtbar sind, nur dann verschwinden,
wenn der Steuervektor k auf keinen Zustand wirkt, wenn also k = 0n gilt. 
In der folgenden Anmerkung wird an einem selbst entwickelten Beispiel
verdeutlicht, was passiert, wenn auf die Annahme der vollständigen Beobachtbar-
keit verzichtet wird. In diesem Fall kann k 6= 0n werden.
Anmerkung 3.2. Zur Voraussetzung der vollständigen Beobachtbarkeit
Die Annahme der vollständigen Beobachtbarkeit ist essentiell, wie das Beispiel
Σsys : ˙ˆx =
[
−3 2
0 −1
]
xˆ−
[
1
1
] ([
1 −1
]
xˆ− y
)
, xˆ(0) = xˆ0
mit SpekA = Spek(A− kcT ) = {−1,−3} zeigt. Die Beobachtbarkeitsmatrix
RangO(A, c) = Rang
(
1 −1
−3 3
)
= 1
zeigt die nicht gegebene Beobachtbarkeit. 
3.1.2 LUENBERGER-Beobachter für LTV-Systeme
Für linear zeitvariante Systeme wird der LUENBERGER-Beobachteransatz entspre-
chend modifiziert. Dabei ist K(t) so zu wählen, dass eine zeitinvariante Fehlerdy-
namik entsteht. Das gelingt jedoch nur, wenn das System für alle t > t0 voll-
ständig beobachtbar ist. Der detektierbare aber nichtbeobachtbare Fall kann eben-
falls analog zum zeitinvarianten Entwurf behandelt werden, allerdings ist dann
die Forderung nach einer zeitinvarianten HURWITZ-stabilen Fehlerdynamik nicht
mehr erfüllbar. Diese lässt sich nur für den beobachtbaren Teilraum erzwingen.
Der nichtbeobachtbare Teilraum behält die Stabilitätseigenschaften des zeitvarian-
ten Systems. Um den Umfang der Darstellung des zeitvarianten LUENBERGER-
Beobachters in Grenzen zu halten, aber dennoch die wesentlichen Unterschiede
zum zeitinvarianten Entwurf zu verdeutlichen, beschränkt sich die Arbeit hier auf
den vollständig beobachtbaren Fall.
Satz 3.3. LUENBERGER-Beobachter für LTV-MIMO-Systeme
Für jedes zu allen Zeiten t > t0 beobachtbare linear zeitvariante System
Σsys : x˙ = A(t)x +B(t)u, x(t0) = x0, t > t0 ≥ 0 (3.5a)
y = C(t)x +D(t)u
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Bild 3.2: Querdynamik einer Rakete
kann ein Identitätsbeobachter vom LUENBERGER-Typ
Σobs : ˙ˆx =
(
A(t)−K(t)C(t)
)
xˆ+
(
B(t)−K(t)D(t)
)
u+K(t)C(t)y,
xˆ(t0) = xˆ0 (3.6)
mit gleichmäßig exponentiell abklingender Fehlerdynamik ˙˜x =
(
A(t) −
K(t)C(t)
)
x˜ mit x˜(t0) = x˜0 entworfen werden. 
Die zentrale Idee bei den Beobachtern für LTV-Systeme liegt darin, die Verstär-
kungsmatrix K(t) derart zu wählen, dass der Beobachterfehler wie im zeitinvari-
anten Fall exponentiell abklingt. Hierzu muss das System auf die Beobachternor-
malform transformiert werden. Für den an die ACKERMANN-Formel anlehnenden
Beweis für SISO-Systeme sei auf [96] verwiesen, für MIMO auf [319]. Alternati-
ve Zugänge zum ACKERMANN-Ansatz, die die Ansätze der Beobachter für LTI-
Systeme verallgemeinern, finden sich in [53, 102, 320].
An folgendem selbstkonstruierten Beispiel soll das prinzipielle Vorgehen des Be-
obachterentwurfs für die Querdynamik einer Rakete aufgezeigt werden. Dabei
wird deutlich, dass die Verstärkungsmatrix K(t) erst über eine Transformation
des Systems auf Beobachternormalform berechnet werden kann.
Beispiel 3.1. Entwurf eines Beobachters für die Querdynamik einer Rakete
Aus Bild 3.2 ergibt sich für die Querdynamik folgende Differenzialgleichung
Jϕ¨(t) + µ(t)ϕ˙(t) +m(t)g(t) sinϕ(t) =MC(t), ϕ(0) = ϕ0. (3.7)
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Mit der für kleine Winkel gültigen Linearisierung sinϕ ≈ ϕ und
x1 := ϕ(t) a0(t) :=
m(t)g(t)
J
x2 := ϕ˙(t) a1(t) :=
µ(t)
J
u := MC(t) b :=
1
J
ergibt sich die Zustandsraumdarstellung[
x˙1
x˙2
]
=
[
0 1
−a0(t) −a1(t)
] [
x1
x2
]
+
[
0
b
]
u, x(0) = x0 (3.8a)
y =
[
1 0
] [ x1
x2
]
. (3.8b)
Für die zugehörige Beobachtbarkeitsmatrix gilt
O
([
1 0
]
,
[
0 1
−a0(t) −a1(t)
])
=
[
1 0
0 1
]
. (3.9)
Daraus ergibt sich die LYAPUNOV-Transformationsmatrix1
T (t) = C−1
(
A(t),O−1
(
cT (t), A(t)
)
c(t)
)
=
[
0 1
1 −a1(t)
]−1
=
[
a1(t) 1
1 0
]
(3.10)
mit C als zeitvarianter Steuerbarkeitsmatrix. Der Verstärkungsvektor lautet
schließlich
k(t) =
[
0 1
1 −a1(t)
] [
a¯0,des − a0(t)
a¯1,des − a1(t)
]
=
[
a¯1,des − a1(t)
a¯0,des − a0(t)− a1(t)a¯1,des + a21(t)
]
. (3.11)

Der LUENBERGER-Beobachter basiert darauf, das Abklingen des Beobachterfeh-
lers per Polvorgabe zu gestalten. Im folgenden Abschnitt wird mit dem KALMAN-
BUCY-Beobachter ein Verfahren vorgestellt, das seinen Ursprung in der Optimal-
steuerung hat und dessen Stabilität über einen LYAPUNOV-Zugang gesichert ist.
1Nach [278] heißt T (t) eine LYAPUNOV-Transformationsmatrix, wenn sie auf [t0,∞) stetig dif-
ferenzierbar und beschränkt ist und eine positive Konstante m existiert, sodass |det T (t)| ≥ m gilt
(äquivalent: T−1(t) beschränkt).
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3.1.3 KALMAN-BUCY-Beobachter
Das KALMAN-Filter bzw. das KALMAN-BUCY-Filter als sein zeitkontinuierliches
Pendant werden von Ingenieuren auf vielfältige Weise eingesetzt. Deren Herlei-
tung wird allerdings nicht immer vollständig behandelt. Vielfach betrifft das aus
Sicht des Autors Aspekte wie die Definition der Ableitung stochastischer Signale,
die Definition von Grenzwerten in der Stochastik, die Ergodizität stochastischer
Prozesse oder die exakte Behandlung distributiver Funktionen und die vollständi-
ge Darstellung der Optimierung mittels Variationsrechnung. Zudem wird sich oft
auch auf zeitinvariante Systeme und den auf unendliche Beobachtungszeit ausge-
legten Entwurf beschränkt, was auf die algebraische RICCATI-Gleichung anstelle
der RICCATI-Differenzialgleichung führt. Um weiterhin den Herleitungsaufwand
des KALMAN-BUCY-Filters gering zu halten, werden zusätzlich Regularitätsan-
nahmen an die Kovarianzmatrizen und Unabhängigkeitsannahmen2 an die Rausch-
prozesse getroffen. Letztlich wirken in der Praxis mangels Kenntnis der Kovari-
anzmatrizen oder aufgrund einer deterministischen Problemstellung die Optimal-
eigenschaften des KALMAN-BUCY-Filters nur eingeschränkt. Stattdessen wer-
den die Kovarianzmatrizen mitunter als „empirische Einstellparameter“ zweck-
entfremdet.
Die genannten Effekte, kombiniert mit den komplizierten Herleitungen, recht-
fertigen eine separate Behandlung des KALMAN-BUCY-Beobachters, der – vom
Grundgedanken her betrachtet – die gleiche Struktur aufweist wie das KALMAN-
Filter, jedoch einer andersartigen Herleitung entstammt. Zur Herleitung bieten sich
folgende Zugänge an:
1. Grenzbetrachtung am KALMAN-BUCY-Filter (Betrachtung deterministi-
scher Signale als entartete stochastische Signale) [244].
2. Frequenzbereichsbetrachtung im Fall von LTI-Systemen [117].
3. Dualität zum optimalen Tracking-Regler-Problem für LTV-Systeme [299,
S. 376]. Im Gegensatz zum optimalen Folgeregler muss beim KALMAN-
BUCY-Beobachter „die Zeit umgedreht“ werden, weil die Anfangswerte
des unbekannten Zustands von Interesse sind und nicht die Endwerte. Ferner
muss bezüglich aller möglichen Anfangswerte optimiert werden, weil – an-
ders als beim Folgereglerproblem – hier die Differenz zwischen gewünsch-
tem und realem Endzustand nicht bekannt ist.
4. Zugang über zeitabhängige LYAPUNOV-Funktion.
2Normalverteilte unkorrelierte Zufallsvariablen sind stochastisch unabhängig.
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Hier wird der LYAPUNOV-basierte Zugang vorgestellt, da die LYAPUNOV-Theorie
dem Ingenieur weitaus vertrauter ist als der in den anderen Herleitungen benötigte
Apparat. Allerdings wird damit lediglich Stabilität, nicht aber Optimalität gezeigt.
Der hier vorgestellte Zugang kombiniert Beweisideen anderer Arbeiten [113,299].
Sein Grundgedanke basiert auf einem zeitabhängigen quadratischen LYAPUNOV-
Ansatz. Gegenüber den Zugängen aus der Variationsrechnung für LTV-Systeme,
in denen der Stabilitätsnachweis weitgehend weggelassen wird, wird hier direkt
gleichmäßige exponentielle Stabilität gezeigt. Sie wird zwar durch Zusatzbedin-
gungen auch für Probleme gesichert, die sich auf die algebraische RICCATI-
Gleichung beziehen, allerdings ist dann die Aussage nur für LTI-Systeme gül-
tig. Die Problematik vieler Beweise zum KALMAN-BUCY-Beobachter wird in der
Äußerung von GAUTHIER in [113, S. 113] deutlich, wonach die bisherigen Be-
weise – wenn überhaupt geführt – zur positiven Definitheit der Lösung der RIC-
CATI-Differenzialgleichung mathematisch nicht stringent sind. Ferner belegen die
zahlreichen Veröffentlichungen hinsichtlich Voraussetzungen, Modifikationen und
Gegenbeispielen zur algebraischen RICCATI-Gleichung (Überblick in [249]) die
Schwierigkeiten, die bereits bei LTI-Systemen auftreten.
Satz 3.4. KALMAN-BUCY-Beobachter
Für ein System (3.5) kann der KALMAN-BUCY-Beobachter
Σobs : ˙ˆx(t) =A(t)xˆ(t) +B(t)u(t)− P (t)C
T (t)R
(
C(t)xˆ(t)−y(t)
)
,
xˆ(t0) = xˆ0 (3.12a)
P˙ (t) =P (t)AT (t)+A(t)P (t)−P (t)CT (t)RC(t)P (t)+Q,
P (t0) = P0 ≻ 0n×n.
(3.12b)
mit R ≻ 0p×p und Q ≻ 0n×n unter der Voraussetzung, dass
(
C(t), A(t)
)
für
alle t > t0 detektierbar ist, entworfen werden und zeigt eine globale gleichmäßige
exponentielle Fehlerdynamik. 
Beweis: Zum Nachweis der globalen gleichmäßigen exponentiellen Stabilität wird
eine zeitvariante LYAPUNOV-Funktion V (x, t) für das Fehlersystem benötigt, für
die gilt [184, Satz 4.10]
k1‖x˜‖
2 ≤ V (x˜, t) ≤ k2‖x˜‖
2 (3.13a)
V˙ (x˜, t) ≤ −k3‖x˜‖
2. (3.13b)
Wird LYAPUNOV-Funktionskandidat
V (x˜, t) = x˜TP−1(t)x˜ mit V (0n, t) = 0 (3.14)
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gewählt, so ist zu zeigen, dass P (t) für alle t > t0 positiv definit ist. Die Voraus-
setzung der Detektierbarkeit aus Satz 3.4 garantiert zunächst, dass die algebrai-
sche RICCATI-Gleichung zu (3.12b) eine eindeutige, positiv semidefinite Lösung
P∞ hat [193], wobei die Aussage durch Variablenvergleich anhand der RICCATI-
Gleichung des dualen LQ-Optimalreglerproblems und Ausnutzen der Dualität von
Stabilisierbarkeit und Detektierbarkeit ableitbar ist. Da im Satz 3.4 – anders als
beim dualen LQ-Optimalreglerproblem – Q positiv definit gefordert wird, entfällt
die zur Eindeutigkeit und positiven Definitheit in [249] zusätzlich erhobene For-
derung nach Stabilisierbarkeit von
(
A(t), Q
T
2
)
mit Q = Q T2 Q 12 für alle t > t03.
Ferner wird in [113, Satz 2.18, S. 113] bewiesen, dass
γIn  P (t)  δIn und
1
δ
In  P
−1(t) 
1
γ
In ∀t ≥ t0 (3.15)
gilt. Dabei hängen die Konstanten 0 < γ < δ lediglich von der Zeit t0 und von
Q und R ab, nicht aber vom Anfangswert P0. Hieraus ist sofort ersichtlich, dass
durch Linksmultiplikation mit x˜T und Rechtsmultiplikation mit x˜ die Bedingung
(3.13a) mit k1 = 1δ und k2 = 1γ folgt. Zum Nachweis, dass der LYAPUNOV-
Funktionskandidat in der Tat eine LYAPUNOV-Funktion ist, muss V˙ (x˜, t) < 0 für
alle x˜ 6= 0 gezeigt werden. Zur Vorbereitung des Nachweises werden die Fehler-
differenzialgleichung
˙˜x = ˙ˆx− x˙
= A(t)xˆ +B(t)u − P (t)CT (t)RC(t)
(
xˆ− x
)
−A(t)x−B(t)u
=
(
A(t) − P (t)CT (t)RC(t)
)
x˜ (3.16)
und die Identitätsgleichung
d
dt
(
P (t)P−1(t)
)︸ ︷︷ ︸
=In
=P˙ (t)P−1(t) + P (t)P˙−1(t) = 0
⇒ P˙−1(t) = P−1(t)P˙ (t)P−1(t) (3.17)
3Beim KALMAN-Filterproblem bedarf es hingegen dieser Forderung, da Q die Kovarianzmatrix
des Systemrauschens darstellt und als solche nicht immer als regulär anzunehmen ist. Wirkt umgangs-
sprachlich ausgedrückt ein Rauschprozess auf mehrere Zustandsvariablen, kommt es zu linearen Ab-
hängigkeiten. In der deterministischen Frequenzbereichsbetrachtung für zeitinvariante Systeme ist die
Regularitätsforderung an Q in einer elliptischen Normbedingung versteckt [117, S. 684].
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eingeführt. Die Ableitung des LYAPUNOV-Funktionskandidaten führt auf
V˙
(
x˜
)
= ˙˜xTP−1(t)x˜+ x˜T P˙−1(t)x˜ + x˜TP−1(t) ˙˜x mit (3.17)
= ˙˜xTP−1(t)x˜
− x˜TP−1(t)P˙ (t)P−1(t)x˜ + x˜TP−1(t) ˙˜x(t) mit (3.16)
=x˜T
(
AT (t)P−1(t)− CT (t)RC(t)
)
x˜
− x˜T(t)
(
AT (t)P−1(t) + P−1(t)A(t)
− CT (t)RC(t) + P−1(t)QP−1(t)
)
x˜
+ x˜T
(
P−1(t)A(t) − CT (t)RC(t)
)
x˜
=− x˜T
(
CT (t)RC(t)︸ ︷︷ ︸
0n×n
+P−1(t)QP−1(t)︸ ︷︷ ︸
≻0n×n
)
x˜
≤− x˜TP−1(t)QP−1(t)x˜ < 0 ∀x˜ 6= 0n (3.18)
und bestätigt ihn als LYAPUNOV-Funktion. Damit ist globale gleichmäßige asymp-
totische Stabilität nachgewiesen. Um im abschließenden Schritt exponentielle Sta-
bilität über die Gültigkeit von (3.13b) zu zeigen, ist eine Verfeinerung der Unglei-
chung (3.18) vorzunehmen
−x˜TP−1(t)QP−1(t)x˜
≤ max
x˜
{
−x˜TP−1(t)QP−1(t)x˜
}
= −min
x˜
{
−x˜TP−1(t)QP−1(t)x˜
}
= −λmin
(
P−1(t)QP−1(t)
)
p‖x˜‖22 aus RAYLEIGH-RITZ-Ungleichung
= −θiλmin
(
Q
)
‖x˜‖22
mit λmin
(
P−1(t)P−1(t)
)
≤θi≤λmax
(
P−1(t)P−1(t)
)
OSTROWSKI-Theorem [148, S. 224]
≤ −λ2min
(
P−1(t)
)
λmin
(
Q
)
‖x˜‖22
≤ −
1
δ2
λmin
(
Q
)
‖x˜‖22 aus (3.15), Monotoniesatz von WEYL
[148, Cor. 4.3.3 auf S. 182]
= −k3‖x˜‖
2
2 < 0 ∀x˜ 6= 0n. (3.19)
Somit ist Bedingung (3.13b) erfüllt. 
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Handelt es sich nicht um ein zeitvariantes System, für das ein KALMAN-
BUCY-Beobachter entworfen wird, führt dies zu einigen Vereinfachungen. Ins-
besondere reduziert sich der Rechenaufwand um die Berechnung der RICCATI-
Differenzialgleichung.
Anmerkung 3.3. Stationärer KALMAN-BUCY-Beobachter
Für den zeitinvarianten Spezialfall kann prinzipiell mit dem KALMAN-BUCY-
Beobachter für LTV-Systeme nach Satz 3.4 gearbeitet werden. Allerdings ist dabei
die RICCATI-Differenzialgleichung zu lösen. Darauf kann jedoch verzichtet wer-
den, wenn statt P (t) mit einem P gearbeitet wird. Das P muss dann Ruhelage der
RICCATI-Differenzialgleichung sein und wird durch Nullsetzen der linken Seite
von (3.12b) unter der Zusatzforderung nach positiver Definitheit errechnet, weil
nur solche Ruhelagen von der Differenzialgleichung angenommen werden kön-
nen. Die daraus resultierende Gleichung
0n×n = AP + PA
T − PCTQCP +BR−1BT mit P ≻ 0n×n (3.20)
trägt den Namen algebraische Filter-RICCATI-Gleichung. Sie hat unter den dann
gültigen Voraussetzungen von (C,A) detektierbar undR undQ positiv definit eine
eindeutige Lösung.
Sowohl beim KALMAN- wie auch beim LUENBERGER-Beobachter ist es nicht
möglich, das Einschwingen in einer bestimmten Zeit zu garantieren. Im folgenden
Abschnitt wird ein Verfahren vorgestellt und diskutiert, das genau das ermöglicht.
3.1.4 Beobachter mit endlicher Einstellzeit
Bei Beobachtern mit endlicher Einstellzeit ist der Fehler – wie der Name schon
sagt – nach einer endlichen Zeit tE identisch Null. Prinzipiell sind in der Rege-
lungstechnik unterschiedliche Verfahren bekannt, mit denen sich Konvergenz in
endlicher Zeit (z. B. [139, 147, 228]) erreichen lässt. Jedoch sind nicht alle Ansät-
ze für kontinuierliche Systeme geeignet und nicht alle haben ihren Hintergrund
im Beobachterentwurf. Der erste Beobachteransatz mit endlicher Einstellzeit für
kontinuierliche Systeme geht auf [77] zurück. In [224] wird der Ansatz auf LTV-
Systeme und in [225] auf nichtlineare Systeme übertragen, wobei die Beobach-
ternormalform jeweils als Ausgangspunkt diente. Ein spezieller Abbildungsbeob-
achter wird in [260] beschrieben. [288] und [289] zeigen, dass für Systeme mit
einem Ausgang, die gleichförmig beobachtbar und LIPSCHITZ-stetig sind, ein Be-
obachter mit endlicher Einstellzeit entworfen werden kann. Anwendungen von Be-
obachtern mit endlicher Einstellzeit finden sich bei einem Bandantrieb [223, Kap.
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5] mit Modell aus [101], bei einem elastischen doppelgelenkigen Roboter mit Mo-
dell aus [251] sowie bei einem zeitvarianten Modell aus [102].
Hier wird der Beobachter mit endlicher Einstellzeit für LTI-Systeme in Satz 3.5
vorgestellt, dessen Konfiguration in Bild 3.3 ersichtlich ist. Die Beweisführung
orientiert sich weitgehend an [77].
u
y Σobs
ξ +
−
ξ0
ξ
tE
eFtE
L
xˆ
Bild 3.3: Beobachter mit endlicher Einstellzeit (nach [77])
Satz 3.5. Beobachter für LTI-Systeme mit endlicher Einstellzeit [77]
Für jedes beobachtbare System (3.3) kann ein Beobachter mit endlicher Einstell-
zeit tE
Σobs : ξ˙ =
[
F1 0n×n
0n×n F2
]
︸ ︷︷ ︸
:=F
ξ +
[
K1
K2
]
y +
[
B
B
]
u,
ξ0(t)=̺(t) ∈ R2n,
−tE ≤ t ≤ 0,
(3.21a)
xˆ(t) = L
(
ξ(t) − eFtEξ(t− tE)
)
(3.21b)
mit F1 = A − K1C, F2 = A − K2C, L =[
In − eF1tE
(
eF1tE − eF2tE
)−1
, eF1tE
(
eF1tE − eF2tE
)−1]
und mit stabiler
Fehlerdynamik entworfen werden. K1 und K2 sind die Einstellparameter des
Beobachters, die so zu wählen sind, dass F1 und F2 HURWITZ-stabil sind und
zudem die Inverse in L existiert. 
Auf den Beweis wird hier näher eingegangen, weil er nicht standardmäßig ist, zum
besseren Verständnis des Entwurfsverfahrens beiträgt und die Totzeitproblematik
verdeutlicht.
Beweis: Aus Satz 3.1. wird übernommen, dass ein K existiert, sodass die Eigen-
werte beliebig eingestellt werden können, wenn (C,A) beobachtbar ist. Die Lö-
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sung der Fehlerdifferenzialgleichung
ξ˙ −
[
In
In
]
x˙ =Fξ +
[
K1
K2
]
y +
[
B
B
]
u−
[
In
In
]
(Ax+Bu)
mit ξ(t0), x(t0) und t0 ≥ 0
=F (ξ −
[
In
In
]
x)
+
([
A−K1C 0n×n
0n×n A−K2C
] [
In
In
]
−
[
A
A
]
+
[
K1C
K2C
])
x
=F (ξ −
[
In
In
]
x) (3.22)
lautet
ξ(t)−
[
In
In
]
x(t) = eF (t−t0)
(
ξ(t0)−
[
In
In
]
x(t0)
)
für t ≥ t0
= eFtE
(
ξ(t− tE)−
[
In
In
]
x(t − tE)
)
für t ≥ t0 + tE.
(3.23)
Wegen L
[
In
In
]
= In und LeFtE
[
In
In
]
= 0n×n folgt
xˆ(t) =

L
(
ξ(t) − eFtEξ0(t− tE)
)
für 0 ≤ t ≤ tE
L
(
ξ(t) − eFtEξ(t− tE)
)
für t ≥ tE
= x(t) + L
(
ξ(t) −
[
In
In
]
x(t)
)
− LeFtE
(
ξ(t−tE)−
[
In
In
]
x(t−tE)
)
für t ≥ tE
= x(t) für t ≥ tE mit t0 = 0. (3.24)

Um den Unterschied zu einem herkömmlichen LUENBERGER-Beobachter zu ver-
deutlichen, wird in dem folgenden Beispiel 3.2 der Beobachter mit endlicher Ein-
stellzeit mit einem LUENBERGER-Beobachter verglichen.
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Beispiel 3.2. Vergleich eines Beobachters mit endlicher Einstellzeit mit einem
LUENBERGER-Beobachter
Für das System Σsys :=
(−2 1 10 −1 1
0 0 −3


︸ ︷︷ ︸
=:A
,

 00
1


︸ ︷︷ ︸
=:b
,
[
1 0 0
]︸ ︷︷ ︸
=:cT
,
[
0
])
mit x0 =

 1010
10

 wird der Beobachter (3.21) mit tE = 0.1
F1 = A− k1c
T mit k1 =
[
9 33 −6
]T (3.25a)
F2 = A− k2c
T mit k2 =
[
18 228 −120
]T (3.25b)
eFtE =


0.2693 0.0547 0.0516 0 0 0
−1.7864 0.7979 −0.0212 0 0 0
0.2917 0.0182 0.7584 0 0 0
0 0 0 −0.0098 0.0338 0.0315
0 0 0 −7.4287 0.3619 −0.4407
0 0 0 3.5122 0.2698 1.0004

 (3.25c)
L = 107

−0.0056 0.0010 0.0013 0.0056 −0.0010 −0.0013−8.3554 1.5590 2.0071 8.3554 −1.5590 −2.0071
7.9692 −1.4869 −1.9143 −7.9692 1.4869 1.9143


(3.25d)
ξ0(t) ≡ 06(t) auf [−tE, 0] (3.25e)
entworfen und mit dem LUENBERGER-Beobachter
Σobs : ˙ˆx =

−2 1 10 −1 1
0 0 −3

xˆ+

00
1

u+

 933
−6

([1 0 0]xˆ−y) , xˆ0=

00
0


(3.26)
verglichen.
In Bild 3.4 zeigt sich der Unterschied zwischen dem Beobachter mit endlicher
Einstellzeit und einem LUENBERGER-Beobachter. Bei ersterem wird die endli-
che Einstellzeit eingehalten, allerdings kommt es zu einer nichtdifferenzierbaren
Stelle bei tE. Zudem nimmt die Matrix L aus (3.25d) bei einer relativ kurzen
Zeit tE sehr große Werte an. Zu beachten sind die Wertebereiche von x2 von
[−1800, 3700] und von x3 von [−3600, 1700], die eine vollständige graphische
Darstellung nicht ermöglichen, da sie bis zum Faktor 400 über den Werten des
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Bild 3.4: Vergleich eines Beobachters mit endlicher Einstellzeit mit einem LUEN-
BERGER-Beobachter
LUENBERGER-Beobachters liegen.
Das transiente Verhalten beim LUENBERGER-Beobachter ist typisch. Nach einem
anfänglichen Überschwingen klingt der Fehler ab der Zeit von 2 s gegen 0 ab.
Im Gesamtbeispiel ist zu berücksichtigen, dass der Wert tE = 0.1 bewusst so ge-
wählt wird, um den in den einführenden Bemerkungen erwähnten Größeneffekt
zu erzeugen. Ein Vergrößern von tE schwächt ihn ab und kann in Verbindung mit
zusätzlichen Heuristiken, z. B. Konstanthalten der Werte während der Einstellzeit,
das Beobachterverhalten in Regelkreisen verbessern. 
Das Beispiel hat gezeigt, dass ein Beobachter mit endlicher Einstellzeit auch mit
kurzen Einstellzeiten entworfen werden kann. Der wesentliche Vorteil des Abklin-
gens des Fehlers in einer vordefinierten Zeit wird mit einigen Nachteilen erkauft.
So ist zunächst die Nichtdifferenzierbarkeit (Bild 3.4) zu nennen, die sich insbe-
sondere beim Zusammenspiel von Beobachter und Regler negativ auf die Stabi-
lität des Gesamtsystems auswirken kann. Gleichfalls nachteilig ist zu bewerten,
dass die Norm des Beobachterfehlers innerhalb der Einstellzeit sehr große Werte
annehmen kann. In der Regelungstechnik wird ein ähnlicher Effekt als praktisch
instabil bezeichnet, da sich das System temporär wie ein instabiles System ver-
hält, obwohl es asymptotisch betrachtet stabil ist. Dieses Phänomen ist ein weite-
rer Grund, warum das Zusammenspiel von Regler und Beobachter insbesondere
bei kurzen Einstellzeiten problematisch sein kann.
Neben der angesprochenen Stabilitätsproblematik bergen die Beobachter mit end-
licher Einstellzeit weitere Realisierungsschwierigkeiten. Das Signal muss über die
gesamte Totzeitlänge gespeichert werden, die Beobachterordnung ist doppelt so
hoch wie die Systemordnung und bei kurzen Einstellzeiten können hohe Werte
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in den Entwurfsmatrizen zu numerischen Schwierigkeiten bei Mikrocontrolleran-
wendungen führen, was in Beispiel 3.2 auf Seite 65 ersichtlich ist.
Losgelöst von der Vor- und Nachteilsdiskussion haben Untersuchungen hinsicht-
lich des Einflusses von Störungen gezeigt, dass sich der Beobachter mit endli-
cher Einstellzeit und der LUENBERGER-Beobachter in etwa gleichwertig verhal-
ten [223].
Im folgenden Abschnitt wird auf Beobachter mit reduzierter Ordnung eingegan-
gen. Hier wird sich auf die Verfahren beschränkt, bei denen per Polvorgabe das
Einschwingen des Beobachterfehlers entworfen wird. Dies liegt daran, dass KAL-
MAN-BUCY-Beobachter oder Beobachter mit endlicher Einstellzeit für Beobachter
mit reduzierter Ordnung nicht in der Literatur bekannt sind.
3.2 Reduzierter Beobachter für lineare Systeme
Auf Beobachter reduzierter Ordnung, kurz reduzierte Beobachter, wird bereits in
der zweiten Arbeit zu Beobachtern von LUENBERGER [209] hingewiesen. Sie
finden ihren Einsatz, wenn die Beobachterdimension möglichst klein ausfallen
soll (geringerer numerischer Aufwand) oder wenn ein partieller Zustandsbeob-
achter bzw. Abbildungsbeobachter zu entwerfen ist. Bei Letzterem liegt in aller
Regel keine vollständige Zustandsbeobachtbarkeit vor, sondern lediglich eine Ab-
bildungsbeobachtbarkeit (partielle Beobachtbarkeit kann als Spezialfall angesehen
werden). In solchen Fällen ist es stringent, die Simulation nur im Raum der beob-
achtbaren Zustände und damit in einem Unterraum zu realisieren. Kriterien und
Hinweise hierzu sind in Anmerkung 2.2 angegeben.
Dem Vorteil des reduzierten Simulationsaufwands bei reduzierten Beobachtern
steht der einmalige Entwurfsmehraufwand durch die erforderlichen Anpassungen
gegenüber. Ein weiterer Nachteil der reduzierten Beobachter liegt bei der prakti-
schen Anwendung darin, dass Messstörungen sich direkter als bei vollständigen
Beobachtern in den rekonstruierten Zustandswerten widerspiegeln. Das lässt sich
auch dadurch plausibilisieren, dass das Störrauschen im Mittel nunmehr auf weni-
ger Zustände wirkt. Die höhere Empfindlichkeit gegenüber Messstörungen liegt an
Formel (3.28b) (BURMEISTER) und (3.36b) (CUMMING), die eine Linearkombi-
nation von reduzierten Zuständen (indirekte Wirkung der Messstörung) und Aus-
gangsgrößen (direkte Wirkung) ist. Zudem ist die Störunterdrückung durch die
Tiefpassfilterwirkung des Beobachters in den reduzierten Zuständen wegen der
reduzierten Ordnung in der Regel weniger ausgeprägt als bei vollständigen Beob-
achtern.
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In diesem Abschnitt werden zwei Verfahren für Beobachter reduzierter Ordnung
vorgestellt. Ziel ist es dabei, die Darstellung zu vereinheitlichen, die Unterschiede
klar herauszuarbeiten und die Systemklassen, die für den Entwurf in Frage kom-
men, zu erweitern. Ferner liefern die Verfahren grundlegende Einsichten, die auch
in weiteren Entwurfsmethoden Einsatz finden. In Abschnitt 3.2.3 wird auf Ab-
bildungsbeobachter eingegangen, die hier als Spezialfall reduzierter Beobachter
interpretiert werden.
Das in Abschnitt 3.2.1 vorgestellte Entwurfsverfahren geht auf einen Lehrbrief von
BURMEISTER [43] zurück und ist als reduzierter Beobachter in der Literatur kaum
bekannt. Allerdings verwendet [80] in einer Veröffentlichung aus dem Jahr 2010
eine nahezu identische Herangehensweise, die als eine punktuelle Erweiterung der
Idee von BURMEISTER angesehen werden kann und sich zugleich als Brücke zum
Verfahren in Abschnitt 3.2.2 von CUMMING aus dem Jahr 1969 [58]4 erweist.
Beide Verfahren unterscheiden sich im Wesentlichen in der Reihenfolge der Fest-
legung der Entwurfsfreiheitsgrade (Transformationsmatrix, Fehlerdynamik) von-
einander.
Abschnitt 3.2.3 widmet sich dem Entwurf von Abbildungsbeobachtern, die ohne
vollständige Zustandsrekonstruktion auskommen und die bereits von LUENBER-
GER im Jahr 1966 in [209] sowie ein Jahr zuvor in [19] vorgestellt wurden. Insbe-
sondere bei einer linearen Abbildung besteht die Beobachtertrajektorie aus einer
Linearkombination von Systemzuständen und bildet im Gegensatz zu den redu-
zierten Beobachtern keinen Entwurfsfreiheitsgrad mehr. Da die reduzierten Beob-
achter für diesen Spezialfall fast unverändert angewendet werden können, konzen-
triert sich dieser Abschnitt auf die Systemformulierung. Anwendung findet der Ab-
bildungsbeobachter bei dem in Abschnitt 4.1 neuformulierten Beobachteransatz
bei unbekannten Signalen. Durch die transformierte Systemmatrix kann häufig die
Beobachtbarkeit verloren gehen, sodass ein Abbildungsbeobachter bei weiterhin
existierender Detektierbarkeit Abhilfe schaffen kann.
3.2.1 Entwurfsverfahren nach BURMEISTER
Das Entwurfsverfahren von BURMEISTER beruht darauf, dass zur Rekonstrukti-
on von x direkt p algebraische Gleichungen über die Systemausgangsgleichung
y = Cx + Du verfügbar sind, weshalb nur noch n − p Freiheitsgrade rekon-
struiert werden müssen. Diese Freiheitsgrade werden in der Beobachtervariablen
ξ ∈ Rn−p zusammengefasst. Mit Hilfe einer Transformation ξ = Tx und deren
4In Verbindung mit der Veröffentlichung von CUMMING wird oft noch [248] genannt. In der Regel
wird in der Literatur der Ansatz aber GOPINATH [118] und [66] zugeschrieben. Allerdings wird in [254]
darauf hingewiesen, dass die verwendete Transformation bereits in [42] Anwendung gefunden hat, was
aber zumeist unbeachtet bleibt.
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Kombination mit den p algebraischen Gleichungen durch Blockmatrixdarstellung
wird die Rekonstruktion von xˆ erreicht.
Satz 3.6. Reduzierter Beobachter nach BURMEISTER
Die nichtmessbaren Zustände des vollständig beobachtbaren LTI-Systems
Σsys : x˙ = Ax+Bu, A ∈ R
n×n, B ∈ Rn×m,
x(0) = x0, (3.27a)
y = Cx+Du, C ∈ Rp×np , D ∈ R
p×m (3.27b)
lassen sich mit dem reduzierten Beobachter
Σobs : ξ˙ = Fξ +Gu+Hy,
F ∈ R(n−p)×(n−p),
G ∈ R(n−p)×m,
ξ(0) = Tx0, (3.28a)
xˆ =
[
C
T
]−1 [
y −Du
ξ
]
,
H ∈ R(n−p)×p,
T ∈ R
(n−p)×n
n−p
(3.28b)
rekonstruieren, solange die Matrizen den Bedingungen genügen:
FT − TA+HC = 0(n−p)×n (3.29a)
G+HD − TB = 0(n−p)×m (3.29b)
F HURWITZ-stabil (3.29c)
F und A haben disjunkte Eigenwerte (3.29d)
(F,H) ist steuerbar. (3.29e)

Beweis: Die Matrizen F,G und H werden derart bestimmt, dass der Fehler ξ−Tx
zum einen keinen erzwungenen Vorgang durchläuft, zum anderen schnell gegen 0
abklingt. Dies ist wegen
ξ˙ − T x˙ = F (ξ − Tx) + (FT − TA+HC)x+ (G+HD − TB)u
(3.30)
erfüllt, wenn die ersten beiden Bedingungen (3.29a) und (3.29b) gelten. Die Lös-
barkeit der SYLVESTER-Gleichung [17] erfordert, dass F keinen Eigenwert hat,
der gleichzeitig Eigenwert von A ist (Bedingung (3.29d))5. Sonst ist sie frei wähl-
bar. H kann bis auf die Einschränkung, dass (F,H) ein steuerbares Paar bilden
5Dies führt zu keiner, keiner eindeutigen oder zu einer trivialen Lösung, die nicht erwünscht ist, s.
Beispiel 3.3.
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muss (Bedingung (3.29e)), ebenfalls frei gewählt werden. Mit der SYLVESTER-
Gleichung wird dann die Transformation T berechnet. Die Matrix G ergibt sich
direkt durch Umstellen aus (3.29b). Der Zustandsfehler x˜ genügt dem Zusammen-
hang [
C
T
] (
xˆ− x
)
=
[
0p
ξ − Tx
]
(3.31)
und strebt wegen der Regularität von
[
C
T
]
gegen Null, da ξ − Tx → 0n−p. Die
Konsistenz ist mit der Wahl von ξ0 = Tx0 gesichert. 
In der folgenden Anmerkung wird herausgearbeitet, wie der reduzierte Beobachter
nach BURMEISTER in der Praxis entworfen wird.
Anmerkung 3.4. Entwurfsschritte beim reduzierten Beobachter nach BUR-
MEISTER
1. F und H so wählen, dass die Bedingungen (3.29c) – (3.29e) erfüllt sind.
Pragmatische Wahl: F = diag(λi) mit λi disjunkt zu A, untereinander dis-
junkt und HURWITZ-stabil undH = 1n−p bzw.F = Jordan(λ) undλ 6= λi
von A und H = [0, . . . , 0, 1]T .
2. Die LYAPUNOV-Gleichung FT − TA+HC = 0 nach T auflösen.
3. G gemäß (3.29b) berechnen.
4. Beobachter ergibt sich nach (3.28).

Eine weitere Modifikation erfährt der Ansatz, wenn die Zustände nicht nur um
additive Eingangs-, sondern darüber hinaus noch über additive Ausgangsgrößen
verschoben werden. Dies führt zu folgenden Änderungen.
Anmerkung 3.5. Erweiterung bei [80]
Die gleiche Idee wie in Satz 3.6 wird in [80] zum Entwurf eines Abbildungsbeob-
achters verwendet. Allerdings wird hierbei die Beziehung zwischen Beobachter-
variable und System mit
ξ = Tx− E(y −Du) (3.32)
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angesetzt. Die Entwurfsbedingungen (3.29a) und (3.29b) verändern sich in diesem
Fall zu
0(n−p)×n = F (T − EC)− (T − EC)A+HC (3.33a)
0(n−p)×m = G+HD − (T − EC)B. (3.33b)

An folgendem selbstkonstruierten Beispiel wird verdeutlicht, wieso die Spektral-
bedingung (3.29d) notwendig ist.
Beispiel 3.3. Zur Spektralbedingung bei BURMEISTER
Für das System
Σsys : x˙ =

−5 4 30 −3 2
0 0 −1

 x, x(0) = x0 (3.34a)
y =
[
1 0 0
]
x (3.34b)
soll der reduzierte Beobachter mit Eigenwerten bei−3 und−1 entworfen werden.
Der Entwurf nach BURMEISTER für F =
[
−3 2
0 −1
]
führt auf die Lösung des
Gleichungssystems FT − TA+HC = 0 bzw.

2 0 0 2 0 0
−4 0 0 0 2 0
−3 −2 −2 0 0 2
0 0 0 4 0 0
0 0 0 −4 2 0
0 0 0 −3 −2 0




t11
t12
t13
t21
t22
t23

 =


h1
0
0
h2
0
0

 . (3.35)
Aus der vierten Zeile folgt t21 = h24 , was wiederum zum Widerspruch zur fünften
und sechsten Zeile führt. Das hat die Nichtlösbarkeit des Gleichungssystems zur
Folge und damit kann der Beobachter nach BURMEISTER nicht entworfen werden.
Ähnliches passiert beim Ansatz nach CUMMING. 
3.2.2 Entwurfsverfahren nach CUMMING
Die Grundidee von CUMMING beruht auf einem Beobachterentwurf für ein trans-
formiertes System, in dem die ersten p Zustandskomponenten bei durchgriffsfreier
Betrachtung gerade den Ausgangsgrößen entsprechen. Auf die Simulation dieser
72 3. ENTWURFSVERFAHREN
Komponenten kann dann verzichtet werden, und der resultierende Beobachter re-
duziert sich auf die verbleibendenn−pDynamikgleichungen, in denen die p direkt
messbaren Zustandskomponenten durch die Ausgangsgrößen ersetzt werden. Der
hier vorgestellt Satz ist gegenüber der Originalveröffentlichung [58] um Systeme
mit Durchgriff erweitert worden.
Satz 3.7. Reduzierter Beobachter nach CUMMING
Die Zustände des vollständig beobachtbaren Systems (3.27) lassen sich mit dem
reduzierten Beobachter
Σobs : ξ˙ =Fξ +Gu +Hy, ξ(0) = Tx0 −K
(
y(0+)−Du(0+)
)6
(3.36a)
xˆ =
[
C
T
]−1 [
y −Du
ξ +K(y −Du)
]
, (3.36b)
mit
F = A¯22−KA¯12 (3.36c)
G =TB−KCB −
(
A¯22K−KA¯12K+A¯21−KA¯11
)
D (3.36d)
H = A¯22K−KA¯12K+A¯21−KA¯11 (3.36e)[
A¯11 A¯12
A¯21 A¯22
]
=
[
C
T
]
A
[
C
T
]−1
,
A¯11 ∈ Rp×p,
A¯21 ∈ R(n−p)×p,
A¯12 ∈ Rp×(n−p),
A¯22 ∈ R(n−p)×(n−p)
(3.36f)
rekonstruieren, wobei T lediglich so zu wählen ist, dass
[
C
T
]
regulär wird. Die
Matrix K wird mit einem beliebigen Entwurfsverfahren so bestimmt, dass A¯22 −
KA¯12 HURWITZ-stabil wird. 
Beweis: Mit der Ähnlichkeitstransformation[
ζ1
ζ2
]
=
[
C
T
]
x
ζ1 ∈ Rp
ζ2 ∈ R
(n−p),
(3.37)
6Die Zeitangabe 0+ meint den rechtsseitigen Grenzwert von t0 und ist notwendig, da u nur als
stückweise stetig gefordert wird und zum Zeitpunkt t0 noch einen Sprung aufweisen kann.
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die so zu wählen ist, dass
[
C
T
]
regulär wird, wird das System (3.27a) äquivalent
zur Modellklasse
ζ˙1 = A¯11ζ1 + A¯12ζ2 + CBu (3.38a)
ζ˙2 = A¯21ζ1 + A¯22ζ2 + TBu (3.38b)
y = ζ1 +Du. (3.38c)
(3.38c) ergibt sich aus
C
[
C
T
]−1
= C
([
C+ 0n×(n−p)
]
+PN (C)
(
PN (C)+PN (T )
)−1 [
−C+ T+
])
aus [25, S. 216]
=
[
Ip 0p×(n−p)
]
wegen CPN (C) = 0p×n. (3.39)
Das Ableiten von (3.38c) ergibt
y˙ = ζ˙1 +Du˙ mit (3.38a)
= A¯11ζ1 + A¯12ζ2 + CBu+Du˙ mit (3.38c)
= A¯11
(
y −Du
)
+ A¯12ζ2 + CBu +Du˙. (3.40)
Werden alle u- und y-Terme der letzten Gleichung zusammengefasst und als neuer
Ausgang interpretiert, und wird ferner ζ1 = y −Du in (3.38b) ersetzt, lautet die
neue Systembeschreibung
ζ˙2 = A¯22ζ2 + A¯21
(
y −Du
)
+ TBu
(3.41a)
y˙ − A¯11
(
y −Du
)
− CBu −Du˙ = A¯12ζ2, (3.41b)
für die mit klassischen Methoden ein LUENBERGER-Beobachter entworfen wer-
den kann
ζ˙2 =A¯22ζ2 + A¯21y +
(
TB − A¯21D
)
u
+K
(
y˙ − A¯11y −Du˙−
(
CB − A¯11D
)
u− A¯12ζ2
)
, (3.42)
wobei A¯22 − KA¯12 HURWITZ-stabil zu wählen ist. Die Existenz einer entspre-
chenden Matrix K ist durch die Beobachtbarkeit des Gesamtsystems gesichert, da
sie invariant unter Ähnlichkeitstransformationen bleibt. Die zusätzliche Transfor-
mation
ξ = ζ2 −K(y −Du) (3.43)
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beseitigt die Ableitungen y˙ und u˙ und liefert (3.36a). Die Rückrechnung (3.36b) er-
folgt über Komposition von (3.37), (3.38c) und (3.43). Die Stabilität der Dynamik
des Fehlers ζ˜2 impliziert die Stabilität von ξ˜ und wegen der Ähnlichkeitstransfor-
mation und additiven Signalverschiebungen die Stabilität von x˜. Die Konsistenz
ist mit der Wahl von ξ0 = Tx0 −K(y(0+)−Du(0+)) gesichert. 
Im Folgenden wird eine praktische Anweisung angegeben, wie ein System der-
art transformiert wird, dass der reduzierte Beobachter nach CUMMING entworfen
werden kann.
Anmerkung 3.6. Entwurfsschritte beim reduzierten Beobachter nach CUM-
MING
1. Wähle T so, dass
[
C
T
]
regulär wird. Zum Beispiel T aus dem transponier-
ten Nullraum von C, weil dann die Zeilen von T senkrecht auf den Zeilen
von C stehen.
2. Wende Ähnlichkeitstransformation an
[
A¯11 A¯12
A¯21 A¯22
]
=
[
C
T
]
A
[
C
T
]−1
.
3. Entwerfe Beobachter für (A¯12, A¯22), sodass A¯12 −KA¯22 HURWITZ-stabil
ist.
4. Berechne F , G und H nach den Formeln (3.36c) - (3.36e).
5. Beobachter ergibt sich nach (3.36a) - (3.36b).

3.2.3 Abbildungsbeobachter ohne vollständige
Zustandsrekonstruktion
Lineare Abbildungsbeobachter rekonstruieren Linearkombinationen der Zustände
für Systeme
Σsys : x˙ = Ax+Bu, x(0) = x0
y = Cx+Du, C ∈ Rp×np (Messgleichung)
z = Lx, L ∈ Rr×nr (Abbildungsgleichung).
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Alternativ können die Messgleichung auch als direkte und die Abbildungsglei-
chung als indirekte Messgröße bezeichnet werden. Nützlich sind derartige Beob-
achter in Regelungen, in denen das Ausgangssignal eine Linearkombination der
Zustände ist.
Abbildungsbeobachter werden unterteilt in jene, die eine vollständige Zustandsre-
konstruktion vornehmen, und jene, die mit einer reduzierten Beobachterordnung
auskommen. Bei Ersteren kann ein herkömmlicher Entwurf für xˆ vorgenommen
werden, der dann lediglich um zˆ = Lxˆ zu ergänzen ist. Interessanterweise fallen
Abbildungsbeobachter ohne vollständige Zustandsrekonstruktion in die Klasse der
Beobachter mit reduzierter Ordnung. Derartige Beobachter kommen zum Einsatz,
wenn das System nichtbeobachtbar, aber dennoch abbildungsbeobachtbar ist. Eine
Aussage darüber, ob dieser Fall vorliegt, kann mit Hilfe des modifizierten Beob-
achtbarkeitskriteriums von KALMAN [79, 172]
Rang


C
CA
...
CAn−1
L
LA
...
LAn−1


= Rang


C
CA
...
CAn−1

 (3.45)
bzw. des von HAUTUS [234]
Rang

 sI −AC
L

 = Rang [ sI −A
C
]
∀s ∈ C (3.46)
getroffen werden.
Die erste Erwähnung finden Abbildungsbeobachter bereits im Jahr 1965 in [19].
Ein Jahr später führt [209] sie neben den vollständigen und reduzierten Beobach-
tern als dritte und eigenständige Gattung auf. Erste notwendige und hinreichende
Bedingung für Abbildungsbeobachter sind in [98] zu finden. In [232] wird der
Sonderfall betrachtet, wenn der funktionale Beobachter die Ordnung p annimmt.
In [126] wird ein Beobachterentwurf für einen eindimensionalen Zustandsvektor
entworfen. In [317] wird letzterer Ansatz modifiziert und die Matrix A in eine
untere HESSENBERG-Matrix transformiert. In [7] wird ein Ansatz entwickelt, bei
dem das Verhältnis zwischen Eingangs- und unabhängigen Ausgangsgrößen die
76 3. ENTWURFSVERFAHREN
Beobachterdimension bestimmt. Im Gegensatz zu den vorherigen Ansätzen kommt
der Beobachterentwurf ohne Transformation in eine Normalform aus. In [60] wird
ein Ansatz wie in Anmerkung 3.5 vorgestellt und notwendige und hinreichende
Bedingungen für dessen Entwurf angegeben.
In [246] wird der Entwurf von Abbildungsbeobachtern im Zusammenhang mit Zu-
standsreglern betrachtet. Dabei wird die Matrix F aus dem Reglergesetz u = Fx
so gewählt, dass
u = Fx = KTx+WCx = Kz +Wy (3.47)
ist und für z = Tx der Abbildungsbeobachter entworfen wird. In [222] wird ein
Abbildungsbeobachter zur Glukose-Regulierung entworfen.
Hier wird eine Idee präsentiert, die auf der Aufspaltung des Systems in beobacht-
bare und nichtbeobachtbare Zustände beruht. Auf einen vollumfänglichen Beweis
wird verzichtet, da die eigentlichen Beweisdetails bereits in den Beweisen zum
Beobachter von detektierten, aber nichtbeobachbaren Systemen sowie zum Beob-
achter reduzierter Ordnung vorhanden sind. Das Vorgehen wird an einem Beispiel
näher erläutert.
Die Entwurfsschritte lauten wie folgt:
1. Prüfe Abbildungsbeobachtbarkeit anhand von (3.45) oder (3.46).
2. Bestimme eine Transformation
 ζ1ζ2
ζ3


︸ ︷︷ ︸
ζ
=

 LM
N


︸ ︷︷ ︸
T
x,
ζ1 ∈ Rr
ζ2 ∈ Rnb−r
ζ3 ∈ Rnnb
(3.48)
(für nb und nnb siehe Anhang), wobei die Zeilenvektoren von N Basisvek-
toren des Nichtbeobachtbarkeitsraums sind. Wähle M so, dass die Zeilen-
vektoren von
[
L
M
]
orthogonal zu denen von N stehen. Über den Basiser-
gänzungssatz7 ist die Existenz der Matrix M gesichert. Hierzu brauchen aus
R(OT ) nur nb − r Spalten herausgegriffen werden, die linear unabhängig
zu den Spalten von LT sind.
7Der Basisergänzungssatz (z. B. [170]) besagt, dass jede Menge linear unabhängiger Vektoren eines
Vektorraums zu einer Basis dieses Vektorraums erweitern werden kann.
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3. Vollziehe Ähnlichkeitstransformation auf
Σ¯sys : ζ˙ =

 Ir 0r×(nb−r) 0r×nnbA¯21 A¯22 0(nb−r)×nb
A¯31 A¯32 A¯33

 ζ +

 B¯1B¯2
B¯3

u, ζ(0)=ζ0
(3.49a)
y =
[
C1 C2 0p×nnb
]
+Du. (3.49b)
4. Entwerfe einen vollständigen oder reduzierten Beobachter für
Σ¯sys :
[
ζ˙1
ζ˙2
]
=
[
Ir 0r×(nb−r)
A¯21 A¯22
] [
ζ1
ζ2
]
+
[
B¯1
B¯2
]
u,
[
ζ1(0)
ζ2(0)
]
=
[
ζ1,0
ζ2,0
]
(3.50a)
y =
[
C1 C2
] [ ζ1
ζ2
]
+Du (3.50b)
bzgl.
[
ζ1
ζ2
]
und nutze zˆ = ζˆ1.
An dem folgenden selbst entwickelten Beispiel soll der Entwurf eines Abbildungs-
beobachters für ein nichtbeobachtbares System aufgezeigt werden.
Beispiel 3.4. Entwurf eines Abbildungsbeobachters für ein nichtbeobachtba-
res System
Gegeben ist das nichtbeobachtbare System
Σsys : x˙ =

−2.5 −0.5 −3.50 −3 −3
1.5 −1.5 −0.5

x, x(0) =

 12
3

 (3.51a)
y =
[
2 −2 0
]
x (3.51b)
z =
[
0 0 2
]
x. (3.51c)
Die Ähnlichkeitstransformation
T = 0.5

 1 0 10 1 1
1 1 0

 (3.52)
führt auf das System
Σ¯sys : ζ˙ =

−1 0 02 −2 0
−5 −4 −3

 ζ, ζ(0) = Tx0 (3.53a)
y =
[
1 −1 0
]
ζ (3.53b)
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bzw. das reduzierte System
Σred : ζ˙red =
[
−1 0
2 −2
]
ζred, ζred(0) = Tredx0 (3.54a)
y =
[
1 −1
]
ζred. (3.54b)
Der Beobachterentwurf mit ξ = ζˆred lautet schließlich
Σobs : ξ˙ =
[
−1 0
2 −2
]
ξ −
[
−24
−33
] ([
1 −1
]
ξ − y
)
, ξ(0) = Tred

 23
4


(3.55a)
zˆ =
[
1 1
]
ξ. (3.55b)
Das Einschwingverhalten des Abbildungsbeobachters ist in Bild 3.5 zu sehen. Ins-
gesamt zeigt sich, dass für das eigentlich nichtbeobachtbare System dennoch ein
stabiler Beobachter für eine gewählte Abbildung der Zustände entworfen werden
kann. Der Beobachter schwingt innerhalb von etwa 1.5 s ein, zeigt anfangs aber ei-
ne deutliche Gegenbewegung. Dies ist durch Verwendung der Polvorgabe begrün-
det und könnte durch geschicktere Wahl der Anfangswerte, durch Verwendung
eines KALMAN-Beobachters oder mittels der Verfahren der praktischen Stabili-
tät [145] verbessert werden. 
2
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zˆ
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Bild 3.5: Einschwingen des Abbildungsbeobachters
Der Abbildungsbeobachter kann immer dann noch Abhilfe leisten, wenn das zu
beobachtende System nichtbeobachtbar und eine Abbildung der Zustände als In-
formation ausreichend ist. Dabei kommen insbesondere die in den vorigen Ab-
schnitten vorgestellten Methoden für den reduzierten Beobachter zum Einsatz.
Im Folgenden wird nun auf Beobachterverfahren für nichtlineare Systeme einge-
gangen, die für den späteren Entwurf von Verbundbeobachter benötigt werden.
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3.3 Beobachterentwurf mit Hilfe von
Linearisierungstechniken
Zahlreiche Beobachterentwürfe für nichtlineare Systeme basieren auf Linearisie-
rungstechniken. Die hier vorgestellten Entwurfsverfahren beziehen sich auf Syste-
me der Klasse
Σsys : x˙ = f(x, u), f : R
n × Rm → Rn, f ∈ C1, (3.56a)
y = h(x, u), h : Rn × Rm → Rp, h ∈ C1. (3.56b)
Zum besseren Verständnis der Thematik wird sich hier auf SISO-Systeme be-
schränkt. Die entsprechenden Erweiterungen auf MIMO-Systeme sind z. B. in
[269, 272] zu finden.
Prinzipiell wird zwischen Techniken unterschieden, die sich auf einen TAYLOR-
Reihenabbruch stützen, und solchen, die sich auf Transformationen beziehen. In
Bild 3.6 wird die Unterscheidung mit den entsprechenden Verfahren ersichtlich. In
den selbst erstellten Tabellen 3.1 und 3.2 werden jeweils die Linearisierungstech-
nik, die Bestimmung der Verstärkungsmatrix, der Beobachteransatz und entspre-
chende Literaturverweise angegeben.
Linearisierungsbasierte Entwurfsverfahren
TAYLOR-basiert Transformationsbasiert
Arbeitspunkt
Optimierungsbasiert
instantan integral
Erweiterte
Linearisierung
Erweiterter
LUENBERGER
Erweiterter
KALMAN
flachheitsbasierter
Folgebeobachter
Normalform
Erweiterter
LUENBERGER
nach ZEITZ
Pseudo-
linearisierung
High-Gain
Bild 3.6: Einteilung von Beobachtern für nichtlineare Systeme
Dabei werden in Tabelle 3.1 die Verfahren genauer vorgestellt, die auf einem Ab-
bruch der TAYLOR-Reihe basieren und entweder um eine formale Trajektorie oder
um einen bzw. mehrere Arbeitspunkte linearisieren.
Der Arbeitspunktbeobachter linearisiert das System um einen einzigen Arbeits-
punkt und berechnet eine konstante Beobachterverstärkung für diesen Punkt. Un-
klar ist dabei, in welchem Bereich der Einzugsbereich stabil ist. Deshalb wird
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Entwurf Linearisierungsprinzip Bestimmung der Verstärkung Beobachteransatz Lit.
Arbeits-
punkt-
beobachter
Linearisierung um einen
Arbeitspunkt (us, xs)
LTI-Beobachter für das Paar
cT =
∂h(x, u)
∂xT
∣∣∣∣ x=xs
u=us
,A=
∂f(x, u)
∂xT
∣∣∣∣ x=xs
u=us
˙ˆx = f(xˆ, u)− k · (h(xˆ, u)− y) [190]
Beobachter
mit
Erweiterter
Lineari-
sierung
Linearisierung um alle Ar-
beitspunkte auf der Ruhe-
lagenmannigfaltigkeit R,
die durch u bzw. y para-
metrisiert werden
Entwurf von k(u) bzw. k(y) für das Paar
cT =
∂h(x, u)
∂xT
∣∣∣∣
R
, A =
∂f(x, u)
∂xT
∣∣∣∣
R
, sodass
Eigenwerte der linearisierten Fehlerdynamik un-
abhängig von u sind
˙ˆx = f(xˆ, u)−(g(h(xˆ, u))−g(y))
g(y) =
y∫
0
k(υ)dυ
[21,
323]
Erweiterter
LUEN-
BERGER-
Beobachter
Gain-Scheduling bezogen
auf die formale Linearisie-
rung bzgl. Beobachtertra-
jektorie xˆ(t)
LUENBERGER-Beob. mit k(xˆ, u) für
cT(t)=
∂h(x,u)
∂xT
∣∣∣∣x=xˆ(t)
u=u(t)︸ ︷︷ ︸
c¯T (xˆ(t),u(t)
,A(t)=
∂f(x,u)
∂xT
∣∣∣∣x=xˆ(t)
u=u(t)︸ ︷︷ ︸
A¯(xˆ(t),u(t))
sodass die Eigenwerte von
A¯
(ˆ
x(t),u(t)
)−k(ˆx(t),u(t))c¯T (ˆx(t),u(t))
unabhängig von u(t) und xˆ(t) sind
˙ˆx = f(xˆ, u)−k(xˆ, u)(h(xˆ, u)−y) [65,
76,
285,
302]
Erweiterter
KALMAN-
BUCY-
Beobachter
Formale Linearisierung
bzgl. Beobachtertrajekto-
rie xˆ(t)
KALMAN-BUCY-Beob. für das zeitvariante Paar
cT(t)=
∂h(x,u)
∂xT
∣∣∣∣x=xˆ(t)
u=u(t)
,A(t)=
∂f(x,u)
∂xT
∣∣∣∣x=xˆ(t)
u=u(t)
˙ˆx = f(xˆ, u)−k(t)(h(xˆ, u)−y)
k(t) =P (t)c(t)r
P˙ (t) =P (t)AT (t)+A(t)P (t)+Q
−rP (t)c(t)cT (t)P (t),
P (t0) = P0 ≻ 0n×n
[115,
171]
Flachheits-
basierter
Folge-
beobachter
Linearis. bzgl. Solltrajek.
xd(t), ggf. Berechnung
von xd(t) aus u(t), yd(t)
bei flachen Ausgängen
LTV-Beobachter für das zeitvariante Paar
cT(t)=
∂h(x,u)
∂xT
∣∣∣∣x=xd(t)
u=u(t)
,A(t)=
∂f(x,u)
∂xT
∣∣∣∣x=xd(t)
u=u(t)
˙ˆx = f(xˆ, u)− k(t)(h(xˆ, u)− y) [34,
88,
89]
Tabelle 3.1: Übersicht über TAYLOR-basierte Beobachterentwürfe für nichtlineare Systeme
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Entwurf Linearisierungsprinzip Bestimmung der Verstärkung Beobachteransatz Lit.
Normal-
form-
beobachter
Globale Linearisierung
durch Koordinatentrans-
formation auf LTI-System
plus E/A-Aufschaltung
(Beobachternormalform)
Transf. ζ = Φ(x) und w = γ(y) auf
nichtlineare BNF ζ˙ = Enζ + α(u, w) und
w = eTn ζ;
Entwurf von k in transformierten Koordina-
ten für das Paar (eTn , En)
ξ˙=Enξ+α(u, γ(y))−k
(
eTn ξ−γ(y)
)
ξ(0) = Φ(xˆ0)
xˆ = Φ−1(ξ)
[31,
188]
Pseudo-
lineari-
sierungs-
Tracker
Linearisierung durch Ko-
ordinatentransformation,
sodass alle Linearisierun-
gen um neue Ruhelagen-
mannigfaltigkeit Rζ,u
identisch sind
Transf. ζ = ΦP(x) und w = γP(y) auf
ζ˙=Enζ+α(u,w)+O2 und w=eTn ζ+O2
(TAYLOR-Linearisierung entlang aller Ruhe-
lagen entspricht BNF);
Entwurf von k in transformierten Koordina-
ten für das Paar (eTn , En)
ξ˙=Enξ+α(u,γP(y))−k
(
eTn ξ−γP(y)
)
ξ(0) = ΦP(xˆ0)
xˆ = Φ−1P (ξ)
[196,
197,
251,
265]
Erweiterter
LUEN-
BERGER-
Beobachter
nach
ZEITZ
Linearisierung der Fehler-
DGL in transformierten
Koordinaten;
keine Bestimmung der
Transformation erforder-
lich;
ACKERMANN-Formel für
nichtlineare Systeme
Entwurf von k(xˆ, u) gemäß ACKERMANN-
Formel für nichtlineare Systeme
˙ˆx=f(xˆ, u)−k(xˆ, u)(h(xˆ, u)−y) [271,
273,
274,
341]
High-Gain-
Beobachter
Transformation des
Systems auf BRUNOVSKI-
Normalform durch Wahl
des Korrekturterms derart,
dass linear dominantes
System in transformierten
Koordinaten entsteht
Transformation
q(x, u) =


h(x, u)
Lfh(x, u)
...
Ln−1
f
h(x, u)


T
Wahl eines konstanten k
˙ˆx=f (ˆx,u)−
(
∂q(x,u)
∂xT
∣∣∣∣ˆ
x
)
−1
k·(h(ˆx,u)−y) [56,112]
Tabelle 3.2: Übersicht über transformationsbasierte Beobachterentwürfe für nichtlineare Systeme
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in Abschnitt 3.3.1 anhand von zwei selbst entwickelten Beispielen gezeigt, dass
einerseits eine instabile Fehlerdynamik bei Anfangswerten im stabilen Systemein-
zugsbereich und andererseits eine stabile Fehlerdynamik bei Anfangswerten im
instabilen Systemeinzugsbereich auftreten können.
Für ein System, bei dem ein Betrieb mit mehreren Arbeitspunkten erforderlich
ist, stellt der Beobachter mit Erweiterter Linearisierung eine Alternative dar. Er
linearisiert ein System um alle Arbeitspunkte und berechnet mittels der durch u
parametrisierten Ruhelagenmannigfaltigkeit das Polynom der Fehlerdifferenzial-
gleichung derart, dass diese unabhängig von den Arbeitspunkten wird.
Beim Entwurf des Erweiterten LUENBERGER-Beobachters wird formal um die
Beobachtertrajektorie linearisiert und ein Gain-Scheduling-Verfahren genutzt, um
die Eigenwerte der Fehlerdifferenzialgleichung zeitinvariant zu halten. Der Zu-
satz „formal“ rührt daher, dass die unbekannte Systemtrajektorie durch die ge-
schätzte Trajektorie ersetzt wird. Strenggenommen handelt es sich somit nicht
um eine klassische Trajektorienlinearisierung, da die erforderliche Bedingung
x˙traj = f(xtraj, u) für xˆ nur näherungsweise gilt. Die Linearisierung wird des-
halb als formal bezeichnet. Der Ableitungsbeobachter zur Krümmungsrekonstruk-
tion in Beispiel 4.3 in Abschnitt 4.3 beruht auf diesem Verfahren.
Beim Entwurf des Erweiterten KALMAN-BUCY-Beobachters wird ebenfalls for-
mal um die Beobachtertrajektorie linearisiert. Für die Zustandsrekonstruktion des
entstehenden LTV-Systems kommt ein KALMAN-BUCY-Beobachter zum Einsatz,
der für zeitvariante Problemstellungen entwickelt wurde.
Im Gegensatz zu den beiden vorherigen Entwurfsverfahren linearisiert der Fol-
gebeobachter, der manchmal auch flachheitsbasierter Folgebeobachter genannt
wird, um die Solltrajektorie xd(t) und nutzt einen LUENBERGER- oder KALMAN-
BUCY-Beobachterentwurf.
In Tabelle 3.2 wird auf die Beobachterentwurfsverfahren für nichtlineare Syste-
me eingegangen, die eine Transformation nutzen, die nichtlineare Systeme direkt
in lineare überführt, oder die eine Kombination aus Transformation und Lineari-
sierungstechniken verwenden. Der Normalformbeobachter basiert auf differenzi-
algeometrischen Methoden und wird in den Arbeiten [31, 188, 189, 332] behan-
delt. Er liefert eine globale Transformation eines nichtlinearen in ein lineares Sys-
tem. Da die Bedingungen für diese Transformation restriktiv sind, das Lösen einer
partiellen Differenzialgleichung erfordert und es keine Entwurfsverfahren für die
Transformation gibt, findet dieser Ansatz in der Praxis selten Anwendung. Bei-
spiele für Anwendungen werden in den Arbeiten [269, 272] gegeben.
Der Erweiterte LUENBERGER-Beobachter nach ZEITZ [341] beruht ebenfalls auf
differenzialgeometrischen Methoden, linearisiert aber den Beobachterfehler. Da-
durch fallen die Transformationsbedingungen wesentlich schwächer aus. Obwohl
die Systemklasse gegenüber dem Normalformbeobachter vergrößert wurde und
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keine Transformation gefunden werden muss, weil das Lösen einer partiellen Dif-
ferenzialgleichung entfällt, bleibt der Aufwand immer noch beträchtlich hoch.
In [271] wird dieses Verfahren als ACKERMANN-Formel für nichtlineare Syste-
me beschrieben.
Der High-Gain-Beobachter transformiert das System auf die duale BRUNOVSKI-
Normalform, wofür der volle relative Grad8 des Systems vorauszusetzen ist. In
dieser Normalform wird durch hohe Verstärkungswerte erreicht, dass der lineare
Teil den nichtlinearen Term dominiert. Die so entworfenen Beobachter sind aus
theoretischer Sicht nur lokal gültig. Es zeigt sich jedoch, dass in der Praxis der
Einzugsbereich fast immer ausreichend groß ist – nur so ist seine große Popularität
zu erklären. Für weitere Diskussionen sei auf [269] verwiesen. Die Systemklasse
für High-Gain-Beobachter lässt sich erweitern, wenn die Relative-Grad-Forderung
abgeschwächt wird. Hierbei wird eine approximierte Transformation auf die ap-
proximierte duale BRUNOVSKI-Normalform ausgeführt, bei der spezielle Terme
höherer Ordnung der klassischen Transformation vernachlässigt werden. Diverse
Techniken für diese Art von Approximation sind in [140, 173] zu finden.
Der Pseudolinearisierungs-Tracker ist in der Literatur nur wenig bekannt. Deshalb
wird ihm ein eigener Abschnitt (Abschnitt 3.3.2) gewidmet und dort das Verfahren
genauer erklärt. Gleiches gilt für den optimierungsbasierten Beobachterentwurf in
Abschnitt 3.3.3.
In Abschnitt 3.3.4 werden alle Entwurfsverfahren der beiden Tabellen miteinander
an einem Beispiel verglichen.
3.3.1 Diskussion des Einzugsbereichs des
Arbeitspunktbeobachters
In welchem Einzugsbereich der Anfangsfehler (Differenz der Anfangszustände
von Beobachter und System) bei TAYLOR-basierten Verfahren liegen muss, um
Fehlerstabilität zu garantieren, ist in der Praxis schwer zu bestimmen. Vielfach
liefert die Theorie nur lokal gültige Aussagen, sodass der Einzugsbereich durch
Rechnersimulation zu bestimmen ist.
Hier wird für den Arbeitspunktbeobachter gezeigt, dass der stabile bzw. instabile
Einzugsbereich des zu beobachtenden Systems nichts über die Stabilität des Beob-
achters aussagt. Dafür wird zunächst für den Arbeitspunktbeobachter in Beispiel
3.5 gezeigt, dass eine instabile Fehlerdynamik auftritt, obwohl die Anfangszustän-
de von System und Beobachter innerhalb des stabilen Einzugsgebiets des Systems
liegen.
8Die Forderung nach relativem Grad n impliziert, dass u in der Ausgangsabbildung sowie in den
ersten n− 1 LIE-Ableitungen nicht auftaucht.
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Beispiel 3.5. Instabile Fehlerdynamik bei Anfangswerten im stabilen System-
einzugsbereich
Wird das System
Σsys : x˙1 = −x1 + 2x
2
1x2, x1(0) = x10 (3.57a)
x˙2 = −x2, x2(0) = x20 (3.57b)
mit x2 = e−tx20 in eine BERNOULLI-Differenzialgleichung der Art
x˙1
x21
= −
1
x1
+ 2x2 (3.58)
überführt, dann ergibt sich mit der Substitution z = x−11 eine inhomogene lineare
Differenzialgleichung mit konstantem Koeffizienten
z˙ = z − 2e−tx20. (3.59)
Eine LAPLACE-Transformation in den Bildbereich liefert
sZ(s)− z0 = Z(s)− 2
1
s+ 1
x20 (3.60a)
Z(s) =
z0
s− 1
−
2x20
(s+ 1)(s− 1)
=
z0
s− 1
+
x20
s+ 1
−
x20
s− 1
, (3.60b)
wodurch die Zeitbereichslösung
z(t) = etz0 +
(
e−t − et
)
=
(
e−2t − 1
)
x20 + z0
e−t
(3.61)
direkt ablesbar ist, woraus letztlich per Rücksubstitution
x1(t) =
e−t(
e−2t − 1
)
x20 +
1
x10
=
e−tx10(
e−2t − 1
)
x10x20 + 1
(3.62)
folgt. Das System ist für x10x20 < 1 stabil. Für den Beobachter des Systems (3.57)
Σobs : ˙ˆx1 = −xˆ1 + 2xˆ
2
1xˆ2 − k1
(
xˆ1 − x1
)
, xˆ1(0) = xˆ10 (3.63a)
˙ˆx2 = −xˆ2 − k2
(
xˆ2 − x2
)
, xˆ2(0) = xˆ20 (3.63b)
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lautet die Lösung von xˆ2
˙˜x2 = −(k2 + 1)x˜2
xˆ2 − x2 = e
−(k2+1)t
(
xˆ20 − x20
)
xˆ2 = e
−tx20 + e
−(k2+1)t
(
xˆ20 − x20
)
. (3.64)
Mit Wahl von k1 = 0 und der Substitution von z = xˆ−11 folgt
z˙ = z − 2xˆ2. (3.65)
Mit der LAPLACE-Transformation
sZ(s)− z0 = Z(s)−
2x20
s+ 1
−
2(xˆ20 − x20)
s+ k2 + 1
Z(s) =
z0
s− 1
+
x20
s+ 1
−
x20
s− 1
+
2
k2+1
s+ k2 + 1
x˜20 −
2
k2+1
s− 1
x˜20
(3.66)
und der Rücktransformation lautet die Lösung von z
z(t) =et
(
z0 − x20 −
2
k2+1
(xˆ20 − x20)
)
+ e−tx20 +
2
k2+1
e−(k2+1)t(xˆ20 − x20). (3.67)
Für hohe Werte von k2 in (3.67) gilt wegen k2 im Nenner die Näherung
z(t) ≈ et
(
z0 − x20 + e
−2tx20
)
= et
(
1
xˆ10
+
(
e−2t − 1
)
x20
)
=
et
xˆ10
(
1 +
(
e−2t − 1
)
x20xˆ10
)
. (3.68)
Sofern 1 +
(
e−2t − 1
)
x20xˆ10 = 0 wird, „explodiert“ xˆ1(t) = z−1(t). Wird
x20xˆ10 > 1 gewählt (also Start im Stabilitätsgebiet von Σ) und kommt es im
Verlauf zu x20xˆ10 < 1, kann der Beobachter instabil werden. 
Während das vorige Beispiel den Fall zeigte, dass die Fehlerdynamik instabil wer-
den kann, auch wenn sich der Anfangszustand im stabilen Einzugsbereich befindet,
führt das folgende Beispiel 3.6 zu einer stabilen Fehlerdynamik bei Anfangswerten
im instabilen Systemeinzugsbereich.
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Beispiel 3.6. Stabile Fehlerdynamik bei Anfangswerten im instabilen System-
einzugsbereich
Das System
Σsys : x˙ = x− x
2, x(0) = x0 (3.69a)
y = x (3.69b)
hat seine Ruhelagen bei xs,1 = 0 und xs,2 = 1. Ein dazu passender Beobachter-
ansatz ist gegeben durch
Σobs : ˙ˆx = xˆ− xˆ
2 − (xˆ− x), xˆ(0) = xˆ0 (3.70)
= −xˆ2 + x.
Mit der Wahl von x0 = 1 folgt x(t) ≡ 1 und die Beobachterdifferenzial-
gleichung wird zu ˙ˆx = −xˆ2 + 1. Die Wahl von xˆ0 = − 12 liefert xˆ(t) =
tanh
(
t + artanh(− 12 )
)
. Obwohl der Einzugsbereich von xs,1 bei (0,∞) liegt
und xˆ0 außerhalb gewählt wird, konvergiert der Beobachter gegen xˆ(t)→ 1. 
3.3.2 Pseudolinearisierungs-Tracker
Im Gegensatz zu den anderen in den Tabellen 3.1 und 3.2 erwähnten Ansätzen wird
dem Pseudolinearisierungs-Tracker hier ein eigener Abschnitt gewidmet. Solch
eine ausführliche Behandlung erweist sich als sinnvoll, da der Zugang wenig be-
kannt ist und kaum Publikationen verfügbar sind. Zudem werden die vorhande-
nen Publikationen selten zitiert. Die Erfahrung aus Beispiel 3.8 zeigt aber, dass
er durchaus mit anderen Konzepten konkurrieren kann und dass der Entwurfsauf-
wand sowie das benötigte theoretische Repertoire noch angemessen erscheinen.
Weiterhin haben die Pseudolinearisierungs-Tracker den Vorteil, dass sie weniger
Einschränkungen unterworfen sind als die Normalformbeobachter, weil z. B. das
Lösen einer partiellen DGL nicht notwendig ist. So wird in [251] für einen zwei-
gelenkigen Roboter ein Pseudolinearisierungs-Tracker entworfen und gleichzeitig
gezeigt, dass für diese Anwendung kein Normalformbeobachter existieren kann.
Das Konzept der Pseudolinearisierung hat seinen Ursprung in der Regelung nicht-
linearer Systeme und wurde in [48, 49, 265] eingeführt. Das Ziel ist, die exak-
te Ein-Ausgangslinearisierung zu approximieren und damit deren Anforderungen
abzuschwächen, um eine größere Systemklasse abdecken zu können. Die Übertra-
gung auf Beobachterkonzepte wurde unabhängig voneinander sowohl in [251] als
auch in [196] vorgenommen.
Das Konzept beruht darauf, dass eine Transformation von Ausgang und Zustand
eines Systems in neue Koordinaten gesucht wird, sodass das gleiche LTI-System
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für alle Ruhelagen entsteht. Existieren derartige Transformationen ζ = TP(x) und
w = γP(x), so können sie so gewählt werden, dass das transformierte System in
dualer BRUNOVSKI-Normalform9 bis auf einige Terme höherer OrdnungO2
ζ˙ = Enζ + α(u,w) +O
2 (3.71)
entsteht. Die Terme zweiter und höherer Ordnung werden beim Entwurf vernach-
lässigt. Für (3.71) wird mit ξ = ζˆ ein Pseudolinearisierungs-Tracker mit der Struk-
tur
Σobs,PL : ξ˙ = Enξ + α(u, γP(y))− kPL
(
ξn − γP(y)
)
, ξ(0) = TP(xˆ0)
(3.72a)
xˆ = T−1P (ξ). (3.72b)
entworfen, der letztlich in ξ-Koordinaten eine von den Ruhelagen unabhängige
Dynamik aufweist. In dieser Arbeit wird der Ansatz von [196] vorgestellt, da
er konstruktive Schritte vorgibt. Zum besseren Verständnis wird die Heran-
gehensweise an SISO-Systemen erläutert. Hinweise für die Behandlung von
MIMO-Systemen finden sich in [196]. Der Ansatz wird hier didaktischer als in
der Originalarbeit herausgearbeitet.
Anmerkung 3.7. Entwurfsschritte beim Pseudolinearisierungs-Tracker für
SISO-Systeme
1. Bestimme Ruhelagenmannigfaltigkeit R =
{
u(y), x(y), y
}
mit y-
Parametrierung.
2. Berechne A(y) = ∂f(x, u)
∂xT
∣∣∣∣
Rx,u
, b(y) =
∂f(x, u)
∂u
∣∣∣∣
Rx,u
und cT (y) =
∂h(x, u)
∂xT
∣∣∣∣
Rx,u
.
3. Überprüfe Beobachtbarkeit
Rang


cT (y)
cT (y)A(y)
...
cT (y)An−1(y)

 = n ∀y. (3.73)
9Die duale BRUNOVSKI-Normalform entspricht der Beobachternormalform, in der die letzte Spalte
der Systemmatrix durch Nullen ersetzt wird und die mit xn := y korrespondierenden Terme stattdes-
sen als Ausgangsaufschaltung aufgefasst werden.
88 3. ENTWURFSVERFAHREN
4. Bestimme eine Matrix T (y), die das linearisierte System auf die duale BRU-
NOVSKI-Normalform transformiert, wobei die Bestimmung in gleicher Wei-
se wie die Berechnung der Transformationsmatrix für die Beobachternor-
malform erfolgt. Hierfür wird
p(y) =


cT (y)
cT (y)A(y)
...
cT (y)An−1(y)


−1 
0
...
0
χ(y)

 (3.74)
mit χ(y) als Freiheitsgrad10 berechnet. Die Transformation T (y) wird an-
schließend über
T (y) =
[
p(y) A(y)p(y) · · · An−1(y)p(y)
]−1 (3.75)
bestimmt.
5. Berechne den Vektor ζ(y) =
[
ζ1(y) · · · ζn(y)
]T
aus
dζ(y)
dy
= T (y)
dx(y)
dy
, (3.76)
d. h. löse
ζi(y) =
y∫
0
(
Ti1(υ)
dx1(υ)
dυ
+ . . .+ Tin(υ)
dxn(υ)
dυ
)
dυ (3.77)
für i = 1, . . . , n, wobei dxi(υ)dυ die Ableitung der bekannten Ruhelagenfunk-
tion xi(y) ist. Somit ergibt sich
ΦP(x) =
(
ζ(y) + T (y)
(
x− x(y)
))∣∣∣
y=h(x)
(3.78a)
γP(y) = ζn(y). (3.78b)
6. Berechne α(u, γP(y)) über
α
(
u, γP(y)
)
= −
(
Enζ(y) + T (y)b(y)
(
u(y)− u
))
. (3.79)
10Wenn χ(y) ≡ 1 gewählt wird, dann folgt ζn = y.
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7. Wähle kP als Koeffizienten laut der charakteristischen Eigenwertpolvorgabe
Σobs,P : ξ˙ = Enξ+α(u, γP(y))−kP
(
ξn−γP(y)
)
, ξ(0) = ΦP(xˆ0)
(3.80a)
xˆ = Φ−1P (ξ). (3.80b)

Folgendes selbst entwickeltes Beispiel zeigt, warum der Pseudolinearisierungs-
Tracker ein Tracker und kein Beobachter ist, obwohl der Entwurf in [196] als Be-
obachteransatz vorgestellt wird.
Beispiel 3.7. Verletzung der Konsistenzbedingung
Für das System
Σsys : x˙ =
[
x21x2
x1
]
, x(0) = x0 (3.81a)
y = x2 (3.81b)
wird mit Rx,y =
([
0
0
]
, 0
)
, A(y) =
[
0 0
1 0
]
, c(y) =
[
0 1
]
, T = I2, ΦP(x) =[
x1
x2
]
und α = 0 der Pseudolinearisierungs-Tracker
Σˆ : ξ˙ =
[
0 0
1 0
]
ξ + kP
([
0 1
]
ξ − y
)
, ξ(0) = ξ0 (3.82a)
xˆ = ξ (3.82b)
entworfen. Bei exakten Anfangswerten ist der Korrekturterm (3.82a) gleich Null.
Da sich aber die Simulatorterme von Beobachter und System unterscheiden, kann
keine Konsistenz vorliegen. 
3.3.3 Optimierungsbasierter Beobachter
Die optimierungsbasierten Beobachterzugänge beruhen auf der Online-
Minimierung eines Gütekriteriums J(t). Diese kann dabei hybrid durch zeitdis-
krete Optimierung kombiniert mit zeitkontinuierlicher Beobachtung [351, 352]
oder rein zeitkontinuierlich (Realisierung über eine Differenzialgleichung) analog
zu den Identifikationsverfahren in Abschnitt 5.1.2 erfolgen. Als Standardverfahren
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der rein zeitkontinuierlichen Herangehensweise wird der negative Gradient des
Gütekriteriums, versehen mit geeigneter Wichtung Γ, als Korrekturterm des
Beobachters verwendet, sodass ein optimierungsbasierter Beobachter die Struktur
Σobs : ˙ˆx = f(xˆ, u)− Γ∇J, xˆ(0) = xˆ0 (3.83a)
yˆ = h(xˆ) (3.83b)
aufweist. Da mit einem Gradienten und damit mit einer Linearisierung operiert
wird, ist die Zuordnung zu den linearisierungsbasierten Beobachtern gerecht-
fertigt. Die Korrektur bei einem solchen Beobachter erfolgt also stets so, dass
der Ausgangsfehler entsprechend dem Gütekriterium minimiert wird. Das Vor-
gehen ist vergleichbar mit dem Speed-Gradientenzugang in der Regelungstech-
nik [99,100], bei dem der Regler so entworfen wird, dass der Regelfehler entspre-
chend eines Gütekriterums zeitkontinuierlich minimiert wird. Als Gütekriterium
kommen instantane und integrale Kriterien zum Einsatz, z. B.
J1(t) =
1
2
(yˆ(t)− y(t))2 (3.84a)
J2(t) =
1
2
t∫
0
e−β(t−τ) (yˆ(τ) − y(τ))2 dτ. (3.84b)
Im mehrvariablen Fall werden die Quadrate durch geeignete Normquadrate ersetzt,
wobei zusätzlich eine Wichtung der einzelnen Ausgangskomponenten integriert
werden kann. Außerdem kann es in der Anwendung durchaus hilfreich sein, neben
dem aktuellen Fehler e2(t) auch eine bestimmte Anzahl von dessen Ableitungen(
e(i)(t)
)2 in das Gütekriterium einzubeziehen, z. B. durch
J3(t) =
1
2
r∑
i=1
wi
(
yˆ(i)(t)− y(i)(t)
)2
wi > 0. (3.85)
Dadurch kann erreicht werden, dass die Fehlerkorrektur viel direkter und damit
schneller auf die einzelnen Zustandskomponenten wirkt und sich nicht erst indi-
rekt über die Verkoppelung der Zustandsgrößen bemerkbar macht. In [290] wird
dieses Vorgehen als eine Modifikation des instantanen Gradientenabstiegsverfah-
rens vorgeschlagen. Speziell für das gut handhabbare Gütekriterium J1(t) nimmt
der Beobachter die Gestalt
Σobs : ˙ˆx = f(xˆ, u)− Γ
∂h(xˆ)
∂xˆ
(yˆ − y) , xˆ(0) = xˆ0 (3.86a)
yˆ = h(xˆ) (3.86b)
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an. Für den Fall, dass alle Zustandskomponenten direkt durch den Fehler beein-
flusst werden, kann Γ häufig als Diagonalmatrix gewählt werden. Beeinflusst der
Fehler die Zustände aber nur indirekt, reicht eine diagonale Matrix Γ zur Si-
cherung der Stabilität häufig nicht aus, was zum Beispiel an dem System Σ =([
0 1
0 0
]
,
[
1
0
]
,
[
1 0
]
, 0
)
ersichtlich ist. Der Entwurf eines stabilisierenden Γ
führt dann in aller Regel dazu, dass Γ∂h(xˆ)∂xˆ ein in allen Komponenten voll besetz-
ter Vektor ist, womit ebenfalls die bereits angesprochene direkte Fehlereinwirkung
auf alle Zustände erreicht wird. Zum Entwurf der stabilisierenden Matrix Γ wird
in [290] ein Kriterium angegeben, in das neben dem Gradienten der Ausgangsab-
bildung auch die zeitvariante JACOBI-Matrix von f mit einfließt. Zudem werden
die Parallelen zum klassischen LUENBERGER-Beobachter aufgezeigt.
Der praktische Entwurf eines optimierungsbasierten Beobachters wird im nächsten
Abschnitt am Beispiel des Ball-Balken-Systems vorgestellt.
3.3.4 Vergleich der Beobachter für das Ball-Balken-System
An dem Beispiel eines Ball-Balken-Systems wird nun die praktische Umsetzung
der Entwurfsverfahren aus den Tabellen 3.1 und 3.2 gezeigt. Hierbei wird die
Veröffentlichung von [173] als Vorbild verwendet und um die Entwurfsverfah-
ren der beiden Tabellen, die dort nicht angewendet werden, erweitert. Die Pole der
Fehlerdynamik werden jeweils gleich gewählt, um das Einschwingverhalten der
Verfahren vergleichen zu können. Von Interesse ist das Beispiel darüber hinaus,
da beim High-Gain-Entwurfsverfahren mit einer Approximation gearbeitet wer-
den muss. Der Entwurf eines Erweiterten LUENBERGER-Beobachters nach ZEITZ
scheitert zudem, weil sich die Problemstellung trotz Verwendung moderner CAD-
Software als zu komplex erweist.
Beispiel 3.8. Vergleich von Beobachterentwürfen für ein Ball-Balken-System
Bild 3.7 zeigt den Aufbau des Ball-Balken Systems. Mit der Beziehung v =√
p˙2 + p2θ˙2 wird die LAGRANGE-Funktion zu
L =
1
2
mv2 +
1
2
Jb
(
p˙2
r2
+ θ˙2
)
+
1
2
Jθ˙2 −mgp sin θ (3.87a)
=
1
2
m
(
p˙2 + p2θ˙2
)
+
1
2
Jb
(
p˙2
r2
+ θ˙2
)
+
1
2
Jθ˙2 −mgp sin θ. (3.87b)
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θ
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Bild 3.7: Aufbau des Ball-Balken-Systems (nach [173])
Der LAGRANGE-Formalismus liefert
d
dt
(
∂
∂p˙
L
)
−
∂
∂p
L =
(
m+
Jb
r2
)
p¨−mpθ˙2 +mg sin θ = 0 (3.88a)
d
dt
(
∂
∂θ˙
L
)
−
∂
∂θ
L =
(
mp2 + J + Jb
)
θ¨ + 2mpp˙θ˙ +mgp cos θ = M.
(3.88b)
Mit Wahl des Zustandsvektors x =
[
p p˙ θ θ˙
]T
und mit Einführen von B =
m
/(
Jb
r2 +m
)
wird die Zustandsraumdarstellung zu
Σsys : x˙ =


x2
Bx1x
2
4 −Bg sinx3
x4
−
2mx1x2x4 +mgx1 cosx3
mx21 + J + Jb

+


0
0
0
1
mx21 + J + Jb

u
︸ ︷︷ ︸
:=f(x,u)
,
x(0) = x0 (3.89a)
y = x1︸︷︷︸
:=h(x)
. (3.89b)
Nullsetzen der Ableitung liefert die Ruhelagenmannigfaltigkeit in y-
Parametrierung
Ru,x,y =

mgy,


y
0
0
0

 , y

 . (3.90)
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Die JACOBI-Matrizen zu (3.89) lauten
∂f(x, u)
∂xT
=


0 1 0 0
Bx24 0 −Bg cosx3 2Bx1x4
0 0 0 1
∂f4
∂x1
−2mx1x4
mx21 + J + Jb
mgx1 sinx3
mx21 + J + Jb
−2mx1x2
mx21 + J + Jb


(3.91a)
mit
∂f4
∂x1
=−
2mx2x4+mg cosx3
mx21 + J + Jb
−
2mx1(−mx1(2x2x4+g cosx3)+u)
(mx21 + J + Jb)
2
,
(3.91b)
∂h(x)
∂xT
=
[
1 0 0 0
]
. (3.91c)
Mit den JACOBI-Matrizen und der Ruhelagenmannigfaltigkeit werden nun die Be-
obachter entworfen. Für Literatur der entsprechenden Entwurfsverfahren sei auf
die Tabellen 3.1 und 3.2 verwiesen.
1. High-Gain- und approximativer High-Gain-Beobachter
Für den High-Gain-Beobachter muss die Ausgangsabbildung hergeleitet
werden. Da diese in Originalform zu einem sehr komplexen Term mit Um-
fang von mehreren Seiten führt, wird hier mit einer approximierten Aus-
gangsabbildung nach [140] gearbeitet. Derart komplexe Terme lassen sich
am besten per Computer-Algebra oder mittels automatischen Differenzie-
rens lösen [269, 272]. Die approximierte Beobachtbarkeitsabbildung lautet
qapp(x) =


L0fh(x)
L1fh(x)
Lˆ2fh(x)
Lf
(
Lˆ2fh(x)
)

 =


x1
x2
−Bg sinx3
−Bgx4 cosx3


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mit der Approximation L2fh(x) = Bx1x
2
4︸ ︷︷ ︸
≈0
−Bg sinx3︸ ︷︷ ︸
=Lˆ2
f
h(x)
. Die Beobachtbar-
keitsmatrix wird damit zu
Qapp(x) =
∂qapp
∂xT
=


1 0 0 0
0 1 0 0
0 0 −Bg cosx3 0
0 0 Bgx4 sinx3 −Bg cosx3

 ,
Q−1app(x) =


1 0 0 0
0 1 0 0
0 0 −1Bg cosx3 0
0 0 −x4 sin x3Bg cos2 x3
−1
Bg cosx3

 . (3.92)
Der Beobachter lautet schließlich
Σobs,HG : ˙ˆx = f(xˆ, u)−Q
−1
app(xˆ)kHG · (xˆ1 − y), xˆ(0) = xˆ0.
(3.93)
2. Arbeitspunktbeobachter
Für die Ruhelage (0, 04, 0) ergibt sich durch Einsetzen in die JACOBI-
Matrizen (3.91)
A =
∂f(x, u)
∂xT
∣∣∣∣
(0,04,0)
=


0 1 0 0
0 0 −Bg 0
0 0 0 1
−mg
J+Jb
0 0 0

 , (3.94a)
cT =
∂h(x)
∂xT
∣∣∣∣
(0,04,0)
=
[
1 0 0 0
]
, (3.94b)
womit kAP für das Paar (cT , A) für den Arbeitspunktbeobachter
Σobs,AP : ˙ˆx = f(xˆ, u)− kAP · (xˆ1 − y), xˆ(0) = xˆ0, (3.95)
über die ACKERMANN-Formel bestimmt werden kann.
3. Erweiterte Linearisierung
Einsetzen der RuhelagenmannigfaltigkeitR in die JACOBI-Matrizen (3.91)
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liefert
A(y) =
∂f(x, u)
∂xT
∣∣∣∣
R
=


0 1 0 0
0 0 −Bg 0
0 0 0 1
−mg
my2+J+Jb
0 0 0

 (3.96a)
cT (y) =
∂h(x)
∂xT
∣∣∣∣
R
=
[
1 0 0 0
]
. (3.96b)
Um die gesuchte Beobachterverstärkung k(y) zu bestimmen, sodass für alle
y die Eigenwerte von A(y) − k(y)cT (y) den konstanten frei zu wählenden
Eigenwerten λi,d entsprechen, sind das charakteristische Beobachterpoly-
nom und das Designpolynom gleichzusetzen
det(sIn −A(y) + kEL(y)︸ ︷︷ ︸
:=k¯
cT (y))
!
=
4∏
i=1
(
s− λi,d
)
s4 + k¯3s
3 + k¯2s
2 −Bgk¯1s+Bg
(
−mg
my2+J+Jb
− k¯0
)
= s4 + k3,ds
3 + k2,ds
2 + k1,ds+ k0,d. (3.97)
Daraus folgt
kEL(y) =


−mg
my2+J+Jb
− k0,dBg
− 1Bgk1,d
k2,d
k3,d

 (3.98)
g(y) =


−k0,dBg · y − g
√
m
J+Jb
arctan
(√
m
J+Jb
y
)
−
k1,d
Bg · y
k2,d · y
k3,d · y

 (3.99)
gemäß der Forderung gi(y) =
y∫
0
ki,EL(ν)dν mit i = 1, . . . , n. Der Beob-
achter lautet dann mit f(xˆ, u) gemäß (3.89) und g(y) nach (3.98) bzw. g(xˆ)
gemäß (3.98)
Σobs,EL : ˙ˆx = f(xˆ, u)− g(xˆ1) + g(y), xˆ(0) = xˆ0. (3.100)
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4. Erweiterter KALMAN-BUCY-Beobachter
Der Erweiterte KALMAN-BUCY-Beobachteransatz lautet
Σobs,Kal : ˙ˆx = f(xˆ, u) + P (t)c(t)r, xˆ(0) = xˆ0 (3.101a)
P˙ (t) = P (t)AT (t) +A(t)P (t)− rP (t)c(t)cT (t)P (t) +Q,
P (0) = In (3.101b)
mit
A(t) =
∂f(x, u)
∂xT
∣∣∣∣ x=xˆ(t)
u=u(t)
und cT (t) = ∂h(x, u)
∂xT
∣∣∣∣ x=xˆ(t)
u=u(t)
(3.101c)
und den Entwurfsparametern
Q =


1 0 0 0
0 7 0 0
0 0 7 0
0 0 0 7

 und r = 203 . (3.101d)
5. Erweiterter LUENBERGER-Beobachter
Im Gegensatz zum Beobachter mit Erweiterter Linearisierung, bei dem
durch Einsetzen der Ruhelagenmannigfaltigkeit viele Werte zu Null werden
und damit die Bestimmung des charakteristischen Polynoms erheblich ver-
einfachen, fallen diese Werte beim Erweiterten LUENBERGER-Beobachter
nicht weg, und die Herleitung von kELU hat einen Umfang von mehreren
Seiten Berechnung. In der Simulation schafft die Ermittlung via ACKER-
MANN-Formel in jedem Schritt Abhilfe. Ist dies nicht möglich, kann al-
ternativ auf Computer-Algebra-Berechnung mit anschließendem Koeffizi-
entenvergleich, eine numerische Vorgehensweise oder eine elegante Ein-
gangstransformation [140] zurückgegriffen werden, die die Beschreibung
wesentlich vereinfachen. Der Beobachteransatz lautet wie folgt
Σobs,ELU : ˙ˆx = f(xˆ, u)− kELU(xˆ)
(
xˆ− y
)
, xˆ(0) = xˆ0. (3.102)
6. Pseudolinearisierungs-Tracker
Das Einsetzen der Ruhelagenmannigfaltigkeit R in die JACOBI-Matrizen
(3.91) liefert (3.96). Zusätzlich muss
b(y) =
∂f(x, u)
∂u
∣∣∣∣
R
=


0
0
0
1
my2 + J + Jb

 (3.103)
3.3. BEOBACHTERENTWURF MIT LINEARISIERUNGSTECHNIKEN 97
berechnet werden. p(y) berechnet sich über
p(y) =


1 0 0 0
0 1 0 0
0 0 −Bg 0
0 0 0 −Bg


−1 
0
0
0
−Bg

 =


0
0
0
1

 (3.104)
mit χ(y) = −Bg. Die erforderliche Transformationsmatrix lautet im spezi-
ellen Fall
T (y) =


0 0 0 −Bg
0 0 −Bg 0
0 1 0 0
1 0 0 0


−1
=


0 0 0 1
0 0 1 0
0 −1Bg 0 0
−1
Bg 0 0 0

 . (3.105)
Die Lösung von
dζ(y)
dy
= T (y)
dx(y)
dy
=


0 0 0 1
0 0 1 0
0 −1Bg 0 0
−1
Bg 0 0 0

 ddy


y
0
0
0

 =


0
0
0
−1
Bg


(3.106a)
ζ(y) =


0
0
0
−1
Bg y

 (3.106b)
liefert
ΦP(x) =
[
ζ(y) + T (y)
(
x− x(y)
)]
y=h(x)
(3.107a)
=


0
0
0
−1
Bgx1

+


0 0 0 1
0 0 1 0
0 −1Bg 0 0
−1
Bg 0 0 0






x1
x2
x3
x4

−


x1
0
0
0




=


x4
x3
−1
Bgx2
−1
Bgx1

 (3.107b)
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bzw.
x = Φ−1P (ζ) =


−Bgζ4
−Bgζ3
ζ2
ζ1

 , (3.108a)
w(y) = γP(y) = ζn(y) =
−1
Bg
y. (3.108b)
Nun kann
α
(
u, γP(y)
)
= −
(
Enζ(y) + T (y)b(y)
(
u(y)− u
))
=


1
my2+J+Jb
0
0
0

 (mgy − u) (3.109)
bestimmt werden. Der Beobachteransatz lautet dann
Σobs,P : ξ˙ =


0 0 0 0
1 0 0 0
0 1 0 0
0 0 1 0

 ξ +


1
my2+J+Jb
0
0
0

 (mgy − u)
− kP
(
ξ4 −
−1
Bg
y
)
, ξ(0) = ξ0 (3.110a)
xˆ =


−Bgξ4
−Bgξ3
ξ2
ξ1

 . (3.110b)
7. Normalformbeobachter
Der Entwurf eines Normalformbeobachters scheitert an der Integrabilitäts-
bedingung [173].
8. Erweiterter LUENBERGER-Beobachter nach ZEITZ
Der Erweiterte LUENBERGER-Beobachter nach ZEITZ arbeitet mit der letz-
ten Zeile der invertierten Beobachtbarkeitsmatrix Q(x) von Formel (3.92),
bezeichnet diese mit v(x) und berechnet damit die LIE-Klammern11 bis
11Die LIE-Klammer berechnet sich über adfv(x) = [f, v](x) = ∂v∂xT f −
∂f
∂xT
v, die höhere
Ordnung über adfv(x) = [f, adk−1f v](x) mit ad
0
fv(x) = v(x) [168].
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ad4fv(xˆ). Wie beim Entwurf des High-Gain-Beobachters führt das bei die-
sem System zu einem sehr komplexen Term. Die approximierte Form zeigte
in der Simulation ein instabiles Verhalten. Daher wird der Entwurf hier nicht
weiter verfolgt. Abhilfe schafft beispielsweise das Automatische Differen-
zieren. In [270] wird angegeben, wie dieses für den erweiterten LUENBER-
GER-Beobachter nach ZEITZ angewendet werden kann.
9. Optimierungsbasierter Entwurf
In diesem Fall kann die Matrix Γ nicht die gewünschte Diagonalstruktur
annehmen, weil die Ruhelage (3.90) durch den Vektor ∂h(xˆ)∂xˆT = [1, 0, 0, 0]
nicht stabilisiert werden kann. Deshalb wird die Matrix so gewählt, dass die
Ruhelage stabilisiert werden kann. Dies gelingt mit einem per Polvorgabe
bestimmten Γ∂h(xˆ)∂xˆT = [34, 431, −345, −744]. Der optimierungsbasierte
Beobachter lautet dann
Σobs,g : ˙ˆx =


xˆ2
Bxˆ1xˆ
2
4 −Bg sin xˆ3
xˆ4
−
2mxˆ1xˆ2xˆ4 +mgxˆ1 cos xˆ3
mxˆ21 + J + Jb

+


0
0
0
1
mxˆ21+J+Jb

u
+


34
431
−345
−744

(xˆ1−y) , xˆ(0) = xˆ0. (3.111)
In Bild 3.8 wird das Einschwingverhalten für einen Beobachteranfangszustand von
xˆ0 = [1, 0, 0.3, 0]
T
und einen Systemanfangszustand von x0 = [0, 0, 0.3, 0]T
gezeigt. Arbeitspunkt-, High-Gain-, Erweiterter Linearisierungs- und Erweiterter
LUENBERGER-Beobachter zeigen ein sehr ähnliches Einschwingverhalten in allen
vier Zuständen. Der Pseudolinearisierungs-Tracker zeigt trotz gleich gewählter
Eigenwerte ein schnelleres Einschwingverhalten bei allerdings größeren Am-
plituden. Der Erweiterte KALMAN-BUCY-Beobachter schwingt vergleichsweise
langsam ein und ist zudem rechentechnisch aufwändig.
In Bild 3.9 hat der Beobachter einen Anfangswert von xˆ0 = [1, 0.1, 0.8, 0.1]T
und damit eine erheblich größere Abweichung zum Systemanfangswert. Es
ergeben sich die gleichen Ergebnisse wie in der vorangegangenen Simulation. Der
Erweiterte KALMAN-BUCY-Beobachterentwurf schwingt zwar ein, braucht aber
viel länger als die anderen Beobachter.
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Bild 3.8: Ball-Balken-System mit Anfangswerten von xˆ0 = [1, 0, 0.3, 0]T
Der Reglerentwurf für das System basiert auf [140] und sein Einschwingverhal-
ten ist in Bild 3.10 zu sehen. Die Dynamik des Reglers ist dreimal langsamer als
die Beobachterdynamik eingestellt worden, weil der Regler auf die beobachteten
Zustände regelt. 
Anmerkung 3.8. Einschwingverhalten beim Erweiterten KALMAN-BUCY-
Beobachter
Der Erweiterte KALMAN-BUCY-Beobachter zeigt hier linearisierungsbedingt bes-
tenfalls lokales Konvergenzverhalten. Das hat er mit dem weit verbreiteten Erwei-
terten KALMAN-Filter für zeitdiskrete Systeme gemeinsam. Doch trotz seiner Ver-
breitung sind für das Erweiterte KALMAN-Filter kaum Aussagen darüber zu fin-
den, welche Bedingungen für Konvergenz erfüllt sein müssen. Dies betrifft auch
artverwandte Fragestellungen wie die größtmögliche Systemklasse, den Einzugs-
bereich, die Konvergenzgeschwindigkeit oder Probleme der numerischen Diver-
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Bild 3.9: Ball-Balken-System mit Anfangswerten von xˆ0 = [1, 0.1, 0.8, 0.1]T
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Bild 3.10: Einschwingverhalten des Reglers
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genz [82]. Eine Literaturrecherche lieferte einige Arbeiten [38, 137, 176, 267,296]
sowie eine Ausschreibung der niederländischen Forschungseinrichtung TNO [252]
aus dem Jahr 2011 zu den genannten Fragen. Für den kontinuierlichen Erweiterten
KALMAN-BUCY-Beobachter wurde lediglich eine Arbeit zur Divergenz des Er-
weiterten KALMAN-BUCY-Filters [82] gefunden, deren Ergebnisse sich auf einen
Beobachteransatz übertragen lassen, sowie eine Arbeit über einen modifizierten
Erweiterten KALMAN-BUCY-Beobachter [266] mit einstellbarer Stabilitätsreser-
ve. Daher ist es empfehlenswert, den Erweiterten KALMAN-BUCY-Beobachter
nur nach intensiven Studien zur Stabilität beim konkreten Anwendungsfall ein-
zusetzen. 
In Kapitel 3 wurden die verschiedenen Verfahren vorgestellt, die bei der vorlie-
genden Arbeit für den Beobachterentwurf zum Einsatz kommen. Hierbei wurden
die Ansätze für lineare Systeme als weitgehend bekannt vorausgesetzt, sodass sich
auf spezielle Aspekte konzentriert wurde. In Abschnitt 3.1 wurde dabei der LU-
ENBERGER-Beobachter mit Detektierbarkeit als Voraussetzung anders hergeleitet
als in der Literatur sonst üblich. Ferner wurde auf den zeitvarianten LUENBER-
GER- und den KALMAN-BUCY-Beobachter näher eingegangen. Die Beobachter
mit endlicher Einstellzeit rundeten die Übersicht zu Entwurfsmethoden für lineare
Systeme ab.
Die reduzierten Beobachter aus Abschnitt 3.2 kommen mit einer geringeren Ord-
nung als das zu beobachtende System aus und reduzieren somit den Rechenauf-
wand. Sie kommen ferner bei Systemen zum Einsatz, die nichtbeobachtbar und
nur abbildungsbeobachtbar sind.
Abschnitt 3.3 widmete sich den auf Linearisierungstechniken basierten Verfahren,
die später in Kapitel 5 für die Verbundbeobachter benötigt wurden. Nach der Vor-
stellung der gängigen Verfahren in Übersichtstabellen wurde auf weniger bekannte
Verfahren näher eingegangen. Anschließend wurden alle Ansätze an einem Kom-
plexbeispiel angewendet.
Die in Kapitel 3 vorgestellten Verfahren bilden die Grundlage für den Beobachter-
entwurf in den Kapiteln 4 und 5. In Kapitel 4 werden Beobachterverfahren für Sys-
teme vorgestellt, die in der Gegenwart von unbekannten Signalen arbeiten. Hierbei
wird zunächst das System so transformiert, dass das unbekannte Signal keinerlei
Einfluss auf das System hat. Anschließend wird die Vorgehensweise vorgestellt,
bei der Signale mittels Beobachter rekonstruiert werden.
4 Beobachter mit unbekannten
Signalen
Die bisher vorgestellten Entwurfsverfahren für Beobachter setzen die Messbarkeit
aller äußeren Systemsignale voraus, was in der regelungstechnischen Praxis eine
Annahme darstellt, die nicht immer erfüllt ist und die den Einsatz von Beobachtern
einschränkt. Signale können aus folgenden Gründen nicht zur Verfügung stehen:
Die Messung ist nicht möglich, zu ungenau oder wirtschaftlich untragbar.
Im Wesentlichen gibt es zwei Strategien, wie mit unbekannten Signalen umgegan-
gen werden kann:
1. Beobachter bei unbekannten Signalen und
2. Beobachter für unbekannte Signale.
Im Folgenden ist von Beobachtern bei unbekannten Signalen die Rede, wenn die
Koordinaten des Beobachters so gewählt werden, dass die Zustände trotz Unkennt-
nis der Störung richtig rekonstruiert werden können. In aller Regel kommen dabei
Projektionsverfahren zum Einsatz. In der englischsprachigen Literatur ist vom Un-
known Input Observer, abgekürzt UIO, die Rede. Das zeigt, dass in der Regel die
unbekannten Signale als Eingänge aufgefasst werden. Abschnitt 4.1 stellt grundle-
gende Verfahren vor und beschreibt erstmalig eine Systemumformulierung mittels
schiefer Projektoren, sodass keine extra Entwurfsverfahren mehr gebraucht wer-
den, sondern mit den bekannten Entwurfsverfahren gearbeitet werden kann.
Von Beobachtern für unbekannte Signale wird gesprochen, wenn es Aufgabe des
Beobachters ist, das unbekannte Signal zu rekonstruieren. Je nachdem, ob die
Dynamik, die das Signal bewirkt, exakt oder nur approximativ bekannt ist, wird
von Signalbeobachtern bzw. -trackern gesprochen. Die Störgrößenbeobachter bzw.
-tracker fallen in diese Kategorie. Abschnitt 4.2 untersucht die Robustheit von Ver-
fahren, wenn sich das angenommene dynamische Modell vom realen stark unter-
scheidet, also wie sich z. B. ein auf konstante Größen ausgelegter Beobachter bei
Schwingungen verhält, und behandelt damit einen Fall, der bisher wenig in der
Literatur behandelt wurde.
Abschnitt 4.3 widmet sich der beobachterbasierten Ableitungsrekonstruktion von
Signalen. Darüber hinaus wird an einem Anwendungsbeispiel die Methodik auf-
gezeigt. Gleichzeitig bildet Abschnitt 4.3 den theoretischen Hintergrund für Ab-
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(a) Unbekanntes Signal in der Zustandsdifferenzi-
algleichung
Σ
x0
yu1
u2
(b) Unbekanntes Signal in der Ausgangsgleichung
Bild 4.1: Mögliche Stellen, bei denen unbekannte Signale auf das zu beobachtende
System wirken
schnitt 4.4, in dem Methoden vorgestellt werden, die mit Hilfe von Beobachter-
verfahren Nichtlinearitäten oder sogar ganze Strecken als unbekannte Signale auf-
fassen. Das Ziel liegt in einer möglichst allgemeinen Entwurfsmethodik für Rege-
lungsverfahren, die auf der einen Seite die Dynamiken per Beobachterverfahren
berücksichtigen, auf der anderen Seite aber den Aufwand für den Reglerentwurf
sowie die erforderliche Fachkenntnis des Entwerfenden möglichst gering halten.
Insgesamt werden hier drei Verfahren vorgestellt und erstmalig miteinander ver-
glichen, die von der Idee her ähnlich arbeiten:
1. Die aktive Störunterdrückungsregelung,
2. die modellfreie Regelung und
3. die beobachterbasierende nichtlinearitätskompensierende Zustandsrege-
lung.
4.1 Beobachter bei unbekannten Signalen
In der folgenden Darstellung wird das unbekannte Signal – egal ob Störung oder
unbekannter Eingang – mit u2 bezeichnet. Dabei kann es sowohl auf die Dynamik-
als auch auf die Ausgangsgleichung wirken. Die beiden Situationen sind in Bild
4.1 dargestellt. Die schematische Darstellung wird durch das folgende LTI-System
Σsys : x˙ = Ax+Bu1 + Eu2, x(0) = x0 (4.1a)
y = Cx+Du1 + Ju2 (4.1b)
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mit u1 ∈ Rm1 als bekanntem Eingangssignal und u2 ∈ Rm2 als unbekanntem
Signal untersetzt.
Um die Darstellung im Folgenden kompakt zu halten, wird der neue Ausgang
y¯ = y−Du1 eingeführt. Mit der Variablenumbenennung y := y¯ entsteht dann das
Ausgangssystem für die weitere Betrachtung
Σsys : x˙ = Ax+Bu1 + Eu2, x(0) = x0 (4.2a)
y = Cx+ Ju2. (4.2b)
Die Grundidee der Verfahren beruht auf der Zerlegung eines Vektors x ∈ Rs in
zwei Komponenten
x = PL,Mx+
(
In − PL,M
)
x
= PR(V )x+ PR(V )⊥x = V V
+x+
(
Ir − V V
+
)
x, Spezialfall: orth.
Projektion
= PN (V )⊥x+ PN (V )x = V
+V x+
(
Is − V
+V
)
x
mit geeignet gewählter Matrix V ∈ Rr×s. Die Matrix V + bezeichnet die MOORE-
PENROSE-Inverse von V .
Die Idee geht auf [18] und [125] zurück und wurde in der Folge zahlreich vertieft
und erweitert. Dabei wurden für lineare Systeme Beobachter reduzierter und voll-
ständiger Ordnung über die Matrizentheorie [325, 326], Polynom-Matrizen [195]
oder invariante Unterräume [284] erarbeitet. Für zustandsaffine Systeme sind
Lösungen in [131,235] zu finden. Spezielle Klassen nichtlinearer Systeme werden
in [202, 233] beschrieben. Deskriptorsysteme bei unbekannten Signalen sind
Gegenstand von [61] (vollständige Beobachter) und [62] (reduzierte Beobachter).
Die Entwürfe basieren zumeist auf der Annahme, dass keinerlei A-priori-Wissen
über die Störung existiert, es sich also um ein komplett unbekanntes Signal han-
delt [195, 309]. Die Annahme wird im Folgenden übernommen. Darüber hinaus
existieren Arbeiten, die spezielle Annahmen an die Störung stellen. In [253] wird
beispielsweise ein Modell der Störungen mit der Annahme aufgestellt, dass die
Störungen Differenzialgleichungen mit bekannten Parametern, aber unbekannten
Anfangswerten genügen.
4.1.1 Systemumformulierung bei unbekanntem Signal in der
Ausgangsgleichung
Wenn das unbekannte Signal u2 wie in Bild 4.1b nur auf den Ausgang wirkt, so
kann ein neuer Ausgang gebildet werden, in dem das unbekannte Signal u2 nicht
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mehr sichtbar ist. Die gleiche Technik kann herangezogen werden, wenn das Sys-
tem in der Struktur (4.2) vorliegt. Auch hierbei wird ein neuer Ausgang y¯ konstru-
iert, sodass u2 nicht mehr direkt auf y¯, sondern nur noch indirekt über die System-
differenzialgleichung Einfluss hat. Der nachfolgende Satz zeigt die Konstruktion
des neuen Ausgangs y¯ und die um u2 reduzierte Ausgangsgleichung. Der einfa-
che Fall, in dem u2 nicht in der Systemdifferenzialgleichung auftritt, wird somit
auf ein Zustandsraumsystem reduziert, für das ein beliebiger Beobachterentwurf
vorgenommen werden kann. Der schwierigere Fall mit u2 in der Systemdifferen-
zialgleichung wird in Abschnitt 4.1.2 behandelt.
Satz 4.1. Elimination des unbekannten Signals aus der Ausgangsgleichung
Unter der Voraussetzung p > m2 und R(C)\R(J) 6= ∅ und mit J :=
[U1, U2]ΣV
T mit U1 ∈ Rp×r, U2 ∈ Rp×(p−r), Rang(J) = r existiert ein neuer
Ausgang y¯ = UT2 y = UT2 Cx = C¯x, in dem u2 nicht mehr sichtbar ist:
Σ¯sys : x˙ = Ax+Bu1 + Eu2, x(0) = x0 (4.3a)
y¯ = C¯x. (4.3b)

Beweis: Voraussetzung p > m2 sichert wegen m2 ≥ r (m2 = r Standardfall) mit
p− r ≥ 1 die Existenz von U2. Die BedingungR(C)\R(J) 6= ∅ garantiert, dass
C¯ 6= 0(p−r)×n ist. R(U2) ⊥ R(J) = R(U1) impliziert UT2 Ju2 = 0p−r zwecks
Elimination. 
4.1.2 Systemumformulierung bei unbekanntem Signal in der
Systemdifferenzialgleichung
Ausgangspunkt für die im Folgenden beschriebenen Beobachterentwürfe bilden
Systeme von der Struktur (4.3). Die Grundidee beruht auf einer Koordinatentrans-
formation mit einer schiefen Projektion. Ganz allgemein bezeichnet PL,M den
Projektor einer schiefen Projektion in den Raum L entlang des Raums M. Ein
solcher Projektor erfüllt die folgenden Bedingungen [135]
L ∩M = {0n} (4.4a)
∀u ∈ L : PL,Mu = u (4.4b)
∀v ∈M : PL,Mv = 0n (4.4c)
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∀x ∈ Rn : PL,Mx ∈ L (4.4d)
⇒ x = u︸︷︷︸
∈L
+ v︸︷︷︸
∈M
+ w︸︷︷︸
∈(L∪M)⊥
: PL,Mx = u. (4.4e)
Die Räume sind dabei linear unabhängig, d. h.M∩L = {0n}, aber nicht notwen-
dig komplementär. Durch die Projektion „parallel“ zu M sind die entstehenden
Komponenten von M gleich Null, d. h. PL,MM = {0n} . Anders ausgedrückt
bedeutet das, dass das Produkt aus PL,M und einer Matrix, deren Spalten M auf-
spannen, die Nullmatrix ist. Die Idee hilft, um bei einer Zustandstransformation
von x mit M = R(E) den Einfluss des unbekannten Signals zu unterdrücken.
Frei ist noch die Wahl des Raums L. Wird berücksichtigt, dass
Cx = y ⇒ x = C+y︸︷︷︸
∈N (C)⊥
+
(
In − C
+C
)︸ ︷︷ ︸
P
N(C),N(C)⊥
q
gilt, dann wird zur Rekonstruktion von x die Information aus N (C) benötigt, da
die in seinem Komplement liegende Information aus y abgeleitet werden kann.
Das erklärt, warum in der nachfolgenden Aufteilung des x-Vektors
x = PL,R(E)x+
(
In − PL,R(E)
)
x
= ξ +
(
In − PL,R(E)
)
x (4.5)
als Projektionsziel eine Obermenge des Nullraums von C, d. h. L ⊇ N (C)
(Gleichheit bei komplementären Räumen N (C) + R(E) = Rn), gewählt wird.
So bleibt in den transformierten Koordinaten ξ die maximale Information ent-
halten. Hier bekommt die für die Existenz des Projektors gestellte Voraussetzung
L∩M = {0n} eine anschauliche Interpretation. Wenn R(E) undN (C) nicht li-
near unabhängig sind, besitzen sie gemeinsame Vektoren. Das hat zur Folge, dass
u2 auf jeden Fall in N (C) sichtbar wird, womit eine Zustandsrekonstruktion un-
abhängig von u2 scheitert.
Unter der Voraussetzung R(E) ∩ N (C) = {0n} hat nach [135, Theorem 1] der
schiefe Projektor die Darstellung
PR(E),N (C) = E(CE)
+C, (4.6)
woraus
W := PL,R(E) = In − PR(E),N (C) = In − E(CE)
+C (4.7)
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folgt. Die Vorüberlegungen münden in die folgende Systemumformulierung
x˙ = Ax+Bu1 + Eu2, x(0) = x0 (4.8a)
Wx˙ =WA
(
ξ + E
(
CE
)+
Cx
)
+WBu1 +WEu2︸ ︷︷ ︸
=0
(4.8b)
ξ˙ =WAξ +WAE
(
CE
)+
y +WBu1 (4.8c)
mit der Systemausgangsgleichung
x = ξ + E
(
CE
)+
y (4.9a)
Cx = Cξ + CE
(
CE
)+
y (4.9b)
y¯ :=
(
Ip − CE(CE)
+
)
y = Cξ, (4.9c)
zusammengefasst
Σsys : ξ˙ = WAξ +WAE
(
CE
)+
y +WBu1, ξ(0) =Wx0 (4.10a)
y¯ = Cξ. (4.10b)
Das neue System (4.10) steht bei Detektierbarkeit von (WA,C) den bekannten
Beobachterentwürfen (reduziert [195], Abbildungsbeobachter [152]) offen. Die
dem LUENBERGER-Entwurf entstammenden Gleichungen fasst Satz 4.2 zusam-
men.
Satz 4.2. Vollständiger Beobachter für LTI Systeme mit unbekannten Ein-
gängen
Für das LTI-System
Σsys : x˙ = Ax+Bu1 + Eu2, x(0) = x0 (4.11a)
y = Cx (4.11b)
kann unter den Voraussetzungen
R(E) ∩N (C) = {0n} (4.12a)
(WA,C) detektierbar (4.12b)
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der Beobachter
Σobs :
˙ˆ
ξ = F ξˆ +Gu1 +Hy, ξˆ(0) = ξˆ0, (4.13a)
xˆ = ξˆ + E(CE)+y (4.13b)
mit
F =WA−KC F ∈ Rn×n, K ∈ Rn×p (4.13c)
G =WB, G ∈ Rn×m, (4.13d)
H = K
(
Ip−CE(CE)
+
)
+WAE(CE)+, H ∈ Rn×p, (4.13e)
W = In − E(CE)
+C, W ∈ Rn×n,
mit HURWITZ-stabiler Fehlerdynamik ˙˜x = F x˜ entworfen werden. 
Beweis: Die Gleichungen (4.13c) – (4.13f) gewährleisten in der Fehlerdifferenzi-
algleichung
˙˜x = ˙ˆx− x˙, x˜0 = xˆ0 − x0
=
˙ˆ
ξ − (In − E(CE)
+C)x˙, x˜0 = ξˆ0 − (In − E(CE)
+C)x0
mit (4.13b)
= F ξˆ +Gu+Hy −W (Ax+Bu1 + Eu2), x˜0 = ξˆ0 −Wx0
mit (4.13a),(4.13f)
= F
(
ξˆ −Wx
)︸ ︷︷ ︸
=x˜
+
(
G−WB
)︸ ︷︷ ︸
=0 wg. (4.13d)
u1 +
(
FW+HC−WA
)︸ ︷︷ ︸
=0
x+ WE︸︷︷︸
=0 siehe (4.8b)
u2
= F x˜ (4.14)
bei einer HURWITZ-stabilen Matrix F das exponentielle Abklingen des Fehlers,
wobei (4.12b) die Einstellbarkeit der stabilen Fehlerdynamik garantiert. 
In Satz 4.2 über einen vollständigen Beobachter für ein LTI-System mit zwei un-
bekannten Eingängen werden die Voraussetzungen (4.12) genannt. Wie die Erfüll-
barkeit der Voraussetzungen überprüft werden kann, wird in den beiden nachfol-
genden Anmerkungen erklärt.
Anmerkung 4.1. Überprüfbarkeit von Voraussetzung (4.12a) über einen
Rangtest
R(E) ∩N (C) = {0n} lässt sich durch die äquivalente Bedingung Rang(CE) =
RangE überprüfen. Das folgt direkt aus SYLVESTERs Rangbeziehung für ein Ma-
trixprodukt [343, S. 46]: Rang(CE) = RangE − dim
(
R(E) ∩ N (C)
)
. 
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Anmerkung 4.2. Detektierbarkeit und invariante Nullstellen (WA,C)
Mit
Rang
[
W
E+
]
=RangPN (C),R(E)+RangE
+ [343, S. 50]⇔ R(WH)∩R
(
(E+)H
)
={0n}
=n−RangPR(E),N (C) ++RangE N (W )
⊥∩N (E+)⊥={0n}
=n−dimR(PR(E),N (C))+RangE R(E)
⊥∩N (EH)⊥={0n}
=n−dimR(E) + RangE R(E)⊥∩R(E)={0n}︸ ︷︷ ︸
gilt immer=n
folgt
Rang
[
sIn −A E
C 0p×m2
]
=Rang
( W 0n×pE+ 0m2×p
0p×n Ip


︸ ︷︷ ︸
Rang=n+p
wegen(4.15a)
[
sIn−A E
C 0p×m2
][
In 0n×m2
−
(
sE+−E+A
)
Im2
]
︸ ︷︷ ︸
regulär
)
=Rang

 sW −WA 0n×m20m2×n Im2
C 0p×m2


=m2 +Rang
[
sW −WA
C
]
=m2 +Rang
([
In sE(CE)
+
0p×n Ip
] [
s−WA
C
])
=m2 +Rang
[
s−WA
C
]
︸ ︷︷ ︸
HAUTUS-Testmatrix
.
Wenn keine invariante Nullstelle in der rechten Halbebene liegt, beträgt der
Rang auf der linken Seite der Gleichung m2 + n. Daraus folgt, dass der Rang
der HAUTUS-Testmatrix n sein muss, was äquivalent zur Detektierbarkeit von
(WA,C) ist. 
Der Satz 4.2 steht in enger Beziehung zur Arbeit [63], die einen zusätzlichen Frei-
heitsgrad nutzt und beim Ignorieren des Freiheitsgrads auf Satz 4.2 zurückgeht.
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Anmerkung 4.3. Beziehung zu Entwurf [63]
In [63] werden aus einem Beobachteransatz
Σobs : ξ˙ = Fξ +Gu+Hy, ξ(0) = ξ0
xˆ = ξ −Qy
fast gleich lautende Matrizen wie in Satz 4.2 abgeleitet, allerdings über umfängli-
che Matrizenrechnung. Einzig die Matrix W hat eine andere Struktur
W ∗ = In −
(
E
(
CE
)+
+M
(
Ip − CE
(
CE
)+))
C
=
(
In +MC
)(
I − E
(
CE
)+
C
)
.
W ∗ ist dann kein Projektor mehr, da die Idempotenz nicht mehr gültig ist. In [63]
wird diskutiert, dass die MatrixM so gewählt werden soll, dass
(
In+MC
)
keinen
Rangabfall im Matrixprodukt erzeugt, was sicher der Fall ist, wenn
(
In +MC
)
regulär ist. Das ist mit M = 0, also der Lösung von Satz 4.2, aber immer ge-
geben. Letztendlich bedeutet der Vorterm
(
In +MC
)
lediglich eine zusätzliche
Transformation des um das Signal u2 bereinigten ξ in Formel (4.10). 
4.1.3 Anwendung von Beobachtern bei unbekanntem Signal
Anwendung finden UIOs insbesondere im Bereich der Fehlererkennung und
-eingrenzung [73, 74, 310, 311, 334]. Von Interesse ist hier vor allem, ein System
unabhängig von bestimmten Eingängen gestalten zu können, um die Fehlerquelle
besser ermitteln zu können.
In [50] wird die Anwendung eines Beobachters bei unbekanntem Signal auf
Gleichstromservomotoren beschrieben. Als Störung wird die COULOMBsche Rei-
bung als unbekanntes Signal aufgefasst. Das Ziel des Entwurfs ist die Rekonstruk-
tion der Zustandsgrößen Winkelposition und -geschwindigkeit in Gegenwart des
unbekannten Signals.
Ein Beobachter bei unbekannten Signalen für die Quergeschwindigkeit von Fahr-
zeugen wird in [161] konstruiert. Die Idee beruht hier auf Erweiterung der linea-
ren Beobachterentwürfe bei unbekannten Signalen auf eine spezielle Klasse nicht-
linearer Systeme. Als unbekannter Eingang wirkt der Anteil der Querbeschleu-
nigung, der bei einem Querneigungswinkel des Fahrzeugs durch die Gravitation
beim Beschleunigungssensor in Querrichtung gemessen wird.
Nachfolgend wird ein lineares Feder-Masse-System in Anlehnung an [275] ver-
wendet, an dem der neu hergeleitete Entwurf eines Beobachters bei unbekanntem
Signal aufgezeigt wird. Absichtlich ist ein System gewählt worden, dessen Be-
obachtbarkeit bei der Transformation verloren geht, aber dessen Detektierbarkeit
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gesichert ist, sodass der Entwurf eines Abbildungsbeobachters notwendig wird
(siehe Abschnitt 3.2.3).
Beispiel 4.1. UIO für ein Feder-Masse-System
Das Feder-Masse-System in Bild 4.2a hat die Zustandsraumdarstellung
Σsys : x˙ =


0 1 0 0
k1+k2
m1
− b1+b2+clinm1
k2
m1
b2
m1
0 0 0 1
k2
m2
b2
m2
− k2m2 −
b2
m2


︸ ︷︷ ︸
:=A
x+


0
1
m1
0
0


︸ ︷︷ ︸
:=B
u1+


0
0
0
1
m2


︸ ︷︷ ︸
:=E
u2,
x(0) = x0 (4.15a)
y =
[
0 0 1 0
0 0 0 1
]
︸ ︷︷ ︸
:=C
x, (4.15b)
wobei die Konstanten die Werte
k1 = 30, k2 = 10, b1 = 4, b2 = 2, m1 = 5, m2 = 10, clin = 5
annehmen und
u1(t) = 5 bzw. u2(t) =
{
0 für t < 20
4 sin t+ 2 für t ≥ 20,
als bekannter Eingang bzw. unbekanntes Signal wirken. Der Verlauf von u2(t) ist
in Bild 4.2b abgebildet. Die Transformation in die UIO-Form (4.10) führt auf
ΣUIO : ξ˙ =


0 1 0 0
−8 −2.2 2 0.4
0 0 0 1
0 0 0 0

 ξ +


0
0.2
0
0

u1 +


0 0
0 0.4
0 1
0 0

 y,
ξ(0) = Wx0 (4.16a)
y¯ =
[
0 0 1 0
0 0 0 1
]
ξ mit y¯ =
[
1 0
0 0
]
y. (4.16b)
Durch die Veränderung von A zu WA geht die Beobachtbarkeit wegen
RangO
(
WA,C
)
= 2 verloren. Die stabilen nichtbeobachtbaren Eigenwerte
λ1,2 = −1.1±2.6058i ermöglichen aber einen Beobachteransatz für detektierbare
Systeme und somit die Verschiebung der beobachtbaren Eigenwerte λ3,4 = 0. Mit
dem im Anhang beschriebenen Verfahren können die beobachtbaren Eigenwerte
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verschoben werden. Das gelingt mit der für die Minimalrealisierung benötigten
Transformation
ξ¯ = Tξ =


0 0 1 0
0 0 0 1
1 0 0 0
0 1 0 0

 ξ (4.17)
und der Reduktion des Systems um die beiden nichtbeobachtbaren Zustände ξ¯3, ξ¯4
Σ¯ : ˙¯ξ1:2 =
[
0 1
0 0
]
ξ¯1:2+
[
0
0
]
u1+
[
0 1
0 0
]
y, ξ¯1:2,0 =
[
0 0 1 0
0 0 0 1
]
Wx0
(4.18a)
y¯ =
[
1 0
0 1
]
ξ¯1:2. (4.18b)
Der Beobachterkorrekturterm
−K
(
C¯ξ¯ − y¯
)
= −
[
3 0
0 4
]([
1 0
0 1
]
ξ¯ −
[
1 0
0 0
]
y
)
(4.19)
verschiebt die Eigenwerte des Beobachters auf −3 und −4. Nach anschließender
Transformation in Ursprungskoordinaten lautet der Beobachter schließlich
Σobs :
˙ˆ
ξ =WAξˆ +WBu1 +WAE
(
CE
)+
y
−K
(
Cξˆ −
(
Ip − CE(CE)
+
)
y
)
, ξˆ(0) =Wx0
=


0 1 0 0
−8 −2.2 2 0.4
0 0 0 1
0 0 0 0

 ξˆ+


0
0.2
0
0

 u1+


0 0
0 0.4
0 1
0 0

 y
−


0 0 1 0
0 0 0 1
1 0 0 0
0 1 0 0


−1 
[
3 0
0 4
]
[
0 0
0 0
]


([
0 0 1 0
0 0 0 1
]
ξˆ −
[
1 0
0 0
]
y
)
(4.20a)
xˆ =ξˆ + E
(
CE
)+
y = ξˆ +


0 0
0 0
0 0
0 1

 y. (4.20b)
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(e) Verlauf des Zustandfehlers x˜3
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(f) Verlauf des Zustandfehlers x˜4
Bild 4.2: Simulationsergebnisse des Feder-Masse-Systems
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Das Einschwingverhalten für die vier Zustände ist in den Bildern 4.2c – 4.2f zu
sehen. Das Einschwingen dauert dabei bei allen vier Zuständen rund 5 s. Nach
Aufschalten der Störung bei t = 20 s (Verlauf siehe Bild 4.2b) wird bei allen Zu-
ständen in den Bildern 4.2c – 4.2f – wie aufgrund des Wesens des UIOs nicht
anders zu erwarten war – deutlich, dass der Beobachter alle Zustände trotz Un-
kenntnis der Störung richtig rekonstruiert. Dabei bringt hier die Systemkonstella-
tion mit sich, dass beim vierten Zustand direkt der Systemausgang verwendet wird
und so x˜4 = 0 folgt. 
4.2 Beobachter für unbekannte Signale –
Störgrößenbeobachter
Im vorherigen Abschnitt wird gezeigt, wie ein Beobachter in Gegenwart von un-
bekannten Signalen entworfen werden kann, ohne dass das unbekannte Signal auf
die Rekonstruktion Einfluss hat. Diese Vorgehensweise wird allgemein als Stör-
entkopplung bezeichnet. Der nun folgende Abschnitt widmet sich der Strategie,
das unbekannte Signal zu rekonstruieren bzw. zu tracken.
Im Zusammenhang mit dem Reglerentwurf wird die Signalrekonstruktion in der
Regel für das Bestimmen von unerwünschten Störgrößen verwendet. Die Berück-
sichtigung des Signals beim Reglerentwurf wird Störgrößenaufschaltung genannt
(siehe Bild 4.3). Der Beobachter, der die Störgröße bestimmt, falls sie nicht direkt
messbar ist, heißt Störgrößenbeobachter.
Es gibt folgende Sonderfälle, bei denen beim Reglerentwurf trotz einer wirkenden
Störung auf den Entwurf eines Störgrößenbeobachters verzichtet werden kann. Die
Aufzählung erfolgt in Anlehnung an [205].
1. In den einfachsten Fällen wirkt eine Störung nicht auf den Ausgang oder de-
ren Wirkung kann durch statische Zustandsrückführung eliminiert werden.
2. Ist das nicht möglich, so kann mit dem Inneren-Modell-Prinzip gearbei-
tet werden, bei dem im Regler das Störmodell integriert wird (siehe [212,
S. 186]). Konstante Störungen haben stationär durch den I-Anteil des
Reglers auf den Ausgang keine Auswirkung mehr. Allerdings beeinflusst
der I-Anteil Dynamik und Stabilitätsverhalten tendenziell ungünstig. Beim
Inneren-Modell-Prinzip muss die Störung über den Ausgang bis zum Regler
wirken, bevor entsprechend gegengesteuert werden kann.
3. Ist die Störung selbst messbar und wird sie direkt am Eingang berücksich-
tigt, verbessert sich das dynamische Verhalten. Darüber hinaus hat die Stör-
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größenaufschaltung keinen Einfluss auf das Stabilitätsverhalten. Der Stör-
größenbeobachter gehört bei der Störgrößenaufschaltung zu den dynami-
schen Verfahren, daneben kommen auch noch statische Verfahren zum Ein-
satz.
dynamisches System
Störgrößen-
aufschaltung
Gz(s)
Gu(s)
y(t)
u(t)
z(t)
−+
Bild 4.3: Prinzip der Störgrößenaufschaltung (nach [205])
Hier wird sich auf die beobachterbasierte Rekonstruktion von unbekannten Signa-
len beschränkt, die vorrangig bei der Störgrößenaufschaltung zum Einsatz kom-
men werden. Allerdings eignen sich die Verfahren selbstverständlich auch zur Re-
konstruktion von Signalen jenseits des Einsatzgebietes, weshalb im Folgenden der
Term Störgrößenbeobachter nicht weiter verwendet wird.
Signalbeobachter beruhen auf einem Signalmodell, das das Wissen über die jewei-
lige Störung beinhaltet. Im Folgenden wird allgemein von dem Störgrößenmodell
Σdisturb :
˙ˆ
ζ = Mζˆ, ζˆ(0) = ζˆ0, M ∈ R
r×r blockdiagonal (4.21a)
uˆ2 = Hζˆ (4.21b)
ausgegangen. Oft ist es für den Entwurf vereinfachend, wenn Zustands- und Stör-
größenbeobachter in ein gemeinsames System geschrieben werden. Das gelingt
über das Kombinieren von (4.21) und dem Identitätsbeobachter für das System
Σsys : x˙ = Ax+Bu1 + Eu2, x(0) = x0 (4.22a)
y = Cx (4.22b)
und lautet dann
Σobs :
[
˙ˆx
˙ˆ
ζ
]
=
[
A EH
0r×n M
] [
xˆ
ζˆ
]
+
[
B
0r×m1
]
u1
−K
([
C 0p×r
] [ xˆ
ζˆ
]
− y
)
,
[
xˆ(0)
ζˆ(0)
]
=
[
xˆ0
ζˆ0
]
.
(4.23)
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Für den kombinierten Entwurf von Signalbeobachter und Zustandsregler sei auf
[205] und [242] verwiesen.
Die in der Literatur angegebenen Beispiele gehen von einer Übereinstimmung der
Signalmodellstruktur mit dem Störmodell aus. Thematisch wird deshalb auf die
Robustheit von Beobachterverfahren eingegangen, wenn die angenommene und
modellierte Störung der tatsächlichen widerspricht, da diesem Umstand bisher
kaum Aufmerksamkeit gewidmet wurde. In Beispiel 4.2 wird im ersten Teil der
häufige Fall betrachtet, bei dem die Frequenz des Signals des Beobachters nicht
mit der des Systems übereinstimmt. Im zweiten Teil wird weiter gegangen und ge-
zeigt, dass selbst das Modell der Rampenfunktion für eine Frequenzrekonstruktion
– wenn auch mit dem Risiko von Schleppfehlern und bleibenden Regelabweichun-
gen – verwendet werden kann.
Es handelt sich dabei um eine Modifikation von [134], wobei insbesondere die
Schreibweise vereinheitlicht und an die hier verwendeten Notationen angepasst
wird.
Beispiel 4.2. Robustheit eines Signalbeobachters gegenüber einem modell-
fremden Störsignal
Für das System
Σsys : x˙ =
[
0 1
0 0
]
x+
[
0
1
]
u1 +
[
0
1
]
u2, x(0) = x0 (4.24a)
y =
[
1 0
]
x (4.24b)
wird der Regler
u1 = −
[
15 8 hi,1 hi,2
] [ xˆ
ζˆ
]
(4.25)
mit H =
[
hi,1 hi,2
]
als Einfluss der Störgrößendynamik entworfen, der die Ei-
genwerte des geschlossenen Kreises auf −5 und −3 legt. Der Zustand wird über
den Beobachter mit integriertem Störgrößenbeobachter
Σobs :
[
˙ˆx
˙ˆ
ζ
]
=


0 1 0 0
0 0 hi,1 hi,2
0 0 mi,11 mi,12
0 0 mi,21 mi,22


[
xˆ
ζˆ
]
+


0
1
0
0

u1
+ kBi
([
1 0 0 0
] [ xˆ
ζˆ
]
− y
)
,
[
xˆ(0)
ζˆ(0)
]
=
[
xˆ0
ζˆ0
]
(4.26)
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mit der Störgrößenbeobachterdynamik Mi =
[
mi,11 mi,12
mi,21 mi,22
]
und der Beobach-
terverstärkung kBi rekonstruiert. Ferner enthält der Zustandsregler eine Störgrö-
ßenaufschaltung. Es werden zwei verschiedene Störgrößen betrachtet:
1. Modellierung für eine Rampenfunktion
M1 =
[
0 1
0 0
]
, H1 =
[
1 0
]
und kB1 = [18, 119, 342, 360]T
(4.27)
Die Beobachtereigenwerte sind auf −3, −4,−5 und −6 gelegt.
2. Modellierung einer Sinusstörung mit bekannter Frequenz f = 10Hz
M2 =
[
0 1
−(2πf)2 0
]
, H2 =
[
1 0
]
und
kB2 = [18,−3.828.8,−1125.5, 240580]
T (4.28)
Die Beobachtereigenwerte sind auf −3, −4, −5 und −6 gelegt, wobei von
f = 10 ausgegangen wird. Dass die gewählte Frequenz entscheidend für den
Verstärkungsvektor kB2 ist, ist bei dessen Berechnung für f = 1 ersichtlich:
kB2 = [18, 79.5,−58.7,−442.4].
Die Simulationsergebnisse sind in Bild 4.4 dargestellt. Aufgrund der bewusst
falsch angenommenen Modelle kommt es natürlich zu Differenzen zwischen Stör-
signal und dessen beobachterbasierter Rekonstruktion. Dem Störgrößenbeobachter
gelingt es jedoch trotz des falschen Signalmodells noch gut, die Größe zu rekon-
struieren und in Verbindung mit der Störgrößenaufschaltung einen wesentlichen
Teil der Störung bereits zu unterdrücken. Der Regler muss dann die verbleibende
Störung ausregeln.
Die Wahl der Verstärkungsfaktoren stellt einen Kompromiss zwischen Minimie-
rung des Schleppfehlers und transientem Verhalten dar. In allen Fällen in Bild 4.4
ist ein sehr dynamisches transientes Verhalten erkennbar, dafür weist aber der Si-
gnalbeobachter, der für eine andere Störung als die tatsächliche ausgelegt wurde,
ein erstaunlich robustes Verhalten auf. Der alternative Ausweg für ein verbessertes
transientes Verhalten über die Optimierung der Anfangswerte kann hier Schwie-
rigkeiten bereiten, wenn keinerlei Wissen über die Störung vorliegt.
Neben den dargestellten Fällen wurden gleiche Systemklassen mit anderen Para-
metern untersucht, die diese Ergebnisse bestätigen. Für allgemeingültige Aussagen
bedarf es aber weiterer Untersuchungen. 
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(a) 1. Fall: Sprung als Störung, Rampenstörmo-
dell. Signal wird gut geschätzt.
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(b) 2. Fall: Sinus als Signal, Rampenstörmodell.
Sehr gutes Einschwingen bei starken Verstärkun-
gen.
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(c) 3. Fall: Sprung als Signal, Sinusstörmodell.
Störgröße wird nur bedingt gut geschätzt.
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(d) 4. Fall: Störung und Störgrößenmodell sind Si-
nusmodelle gleicher Frequenz.
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(e) 5. Fall: Störung hat doppelte Frequenz wie Stör-
größenmodell. Gute Übereinstimmung, aber kon-
stante Abweichung.
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(f) 6. Fall: Störung hat halbe Frequenz wie Stör-
größenmodell. Gute Übereinstimmung, aber kon-
stante Abweichung.
Bild 4.4: Robustheit eines Störgrößenbeobachters mit bewusst falschem Signal-
modell. Die Störung wird jeweils bei t = 10 s zugeschaltet.
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4.3 Beobachter für Ableitungen
Der folgende Abschnitt beschäftigt sich mit der beobachterbasierten Ableitungs-
bildung. Er bildet gleichzeitig die theoretische Grundlage für den Abschnitt 4.4,
bei dem nicht wie in den Abschnitten 4.1 und 4.2 einzelne Signale, sondern kom-
plette Strecken als unbekannte Signale aufgefasst werden.
Der Abschnitt gliedert sich in zwei Teile. Der erste Teil stellt eine neue Herleitung
über Deskriptorsysteme vor und der zweite Teil zeigt an einem Beispiel praktisch,
wie ein beobachterbasierter Entwurf für die Bildung von Wegableitungen aussieht.
Bedarf an Ableitungen von Signalen gibt es in verschiedenen Disziplinen der Re-
gelungstechnik. Bei adaptiven Reglern werden sie für die Parameteridentifikati-
on gebraucht. Bei Vorsteuerungen werden häufig Ableitungen von Eingangssigna-
len benötigt. In technischen Systemen haben sie ebenso eine große Bedeutung.
Bei Tracking-Messungen müssen aus Abstandsmessungen Geschwindigkeiten be-
stimmt werden, bei thermischen Anwendungen sind Heizraten von Interesse. In-
formationen zu Beschleunigungen, die die zweite Ableitung von Positionen sind,
werden ebenso benötigt.
Die Herausforderung bei der Bildung von Ableitungssignalen liegt weniger in der
Bildung der Ableitung selbst – vielmehr liegt sie darin, unerwünschte Störsignale,
Rauschen oder Unstetigkeiten zu vermeiden. Tiefpassfilter oder Beobachter er-
möglichen es daher, Ableitungen trotz der Einflüsse zuverlässig bilden zu können.
Die Grundidee der Tiefpassfilter ist es, die technische Realisierbarkeit (engl.: pro-
perness) der Ableitungsbildung sicherzustellen. Mit dieser Forderung muss der
Tiefpassfilter die gleiche Ordnung aufweisen wie die höchste benötigte Ableitung.
Alle Ableitungen müssen dann aber mit dem gleichen Tiefpassfilter versehen wer-
den, um Inkonsistenzen in der Phasenverschiebung zu vermeiden. In Abschnitt
5.1.1 wird gezeigt, dass sogar ein Tiefpassfilter mit Ordnung n − 1 ausreichend
ist, da sich die höchste Ableitung als Linearkombination der anderen Ableitungen
erzeugen lässt.
Ebenfalls auf der Idee der Linearkombinationen basieren beobachterbasierende
Systeme. Denn die Herleitung des Beobachterkriteriums nach KALMAN zeigt,
dass die Ableitungen von 0-ter bis n − 1-ter Ordnung der Ausgangsgrößen die
Linearkombination der Zustände eines LTI-Systems sind. Die Besonderheit bei
dem hier hergeleiteten Differenzierer als LTI-System ist, dass er sich nicht in Zu-
standsraumdarstellung, sondern nur als Deskriptorsystem darstellen lässt. Dieser
Nachteil kann durch eine Regularisierung behoben werden, wie die nachfolgende
Darstellung zeigt und was zur Folge hat, dass lediglich ein Tracker und kein Beob-
achter entworfen werden kann. Gleichzeitig ermöglicht die gewählte Darstellung,
den Zusammenhang zu den filterbasierten Zugängen aufzuzeigen.
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Hier wird lediglich auf den beobachterbasierten Zugang eingegangen. Die Ablei-
tungsbildung mittels Tiefpassfiltern wird im Zusammenhang mit den adaptiven
Beobachtern in Abschnitt 5.1.1 behandelt.
Ein Differenzierer y = u˙ als Deskriptorsystem sieht wie folgt aus[
1 0
0 0
] [
x˙1
x˙2
]
=
[
0 1
−1 0
] [
x1
x2
]
+
[
0
1
]
u (4.29a)
u˙ := y =
[
0 1
] [ x1
x2
]
. (4.29b)
Die übliche Regularisierung1 für Deskriptorsysteme lautet[
1 −2ε
0 ε2
] [
˙ˆx1
˙ˆx2
]
=
[
0 1
−1 0
] [
xˆ1
xˆ2
]
+
[
0
1
]
u (4.30a)[
˙ˆx1
˙ˆx2
]
=
[
− 2ε 1
− 1ε2 0
] [
xˆ1
xˆ2
]
+
[
2
ε
1
ε2
]
u (4.30b)
mit ε als Einstellparameter und führt schließlich auf[
˙ˆx1
˙ˆx2
]
=
[
0 1
0 0
] [
xˆ1
xˆ2
]
+
[
2γ
γ2
]
(u− xˆ1) (4.31)
mit γ als Einstellparameter. Für höhere Ableitungen lässt sich die Darstellung ver-
allgemeinern und ein Ableitungs-Tracker herleiten
Σtr : ˙ˆx =


0 1 · · · 0
...
. . .
. . .
...
0 · · · 0 1
0 · · · 0 0

 xˆ+


kn−1
...
k1
k0

(u− xˆ1), xˆ(0) = xˆ0 (4.32a)
uˆ(n−1) : =
[
0 · · · 0 1
]
xˆ. (4.32b)
Das System ist dabei ein JORDAN-Block der Ordnung n. Außerdem wird hier
– bewusst anders als in Kapitel 2 – der Fehler als u − xˆ1 gewählt, weil dann bei
der äquivalenten Übertragungsfunktion
G(s) =
sn−1k0
sn + kn−1sn−1 + kn−2sn−1 + . . .+ k1s+ k0
(4.33)
1Die zunächst naheliegende Regularisierung über
[
1 0
0 ε
]
erzeugt beispielsweise bei u = sin(ωt)
eine zweite Schwingung bzw. eine Schwebung.
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besser deutlich wird, dass der Ableitungsbeobachter einer Verkettung von Tief-
passfiltern entspricht.
Die folgende Anmerkung zeigt den Zusammenhang mit einem High-Gain-
Beobachterbasierten Zugang zur Ableitungsbildung auf.
Anmerkung 4.4. Ableitungs-Tracker
Die Veröffentlichung [154] beschäftigt sich mit der Bildung von Ableitungs-
signalen und schlägt dafür im zeitkontinuierlichen Bereich einen High-Gain-
Beobachteransatz vor. Die Herleitung hier ist äquivalent, da kleine Werte von ε zu
großen γ in (4.31) führen und dann ebenfalls einem High-Gain-Beobachteransatz
entsprechen. 
In Beispiel 4.3 wird ein zeitdiskreter Beobachter für die Krümmungsrekonstruk-
tion von Fahrbahnen entworfen. Die zu rekonstruierenden Krümmungsparameter
entsprechen dabei den ersten beiden Ableitungen der Winkeländerung. Entgegen
der dieser Arbeit zugrunde liegenden Beschränkung auf zeitkontinuierliche Syste-
me wird hier ein zeitdiskreter Entwurf vorgestellt, da er für die Problemstellung
erforderlich ist. Der Entwurf zeigt ferner, dass auch andere Ableitungen als die
Zeitableitung möglich gebildet werden können.
Beispiel 4.3. Beobachterentwurf zur Rekonstruktion von Krümmungsablei-
tungen [164]
Ein wesentliches Problem bei der Navigation von autonomen Fahrzeugen stellt
die Rekonstruktion von Bahnen vorausfahrender Fahrzeuge dar. Solche Bahnen
werden durch Klothoiden2 beschrieben, die sich durch konstante Krümmungsän-
derungsraten auszeichnen. Als Messwerte liegen Punktwolken von Lidar-Sensoren
vor, aus denen die Verschiebung der Mittelwerte ∆sk = ‖[∆xk ∆yk]T ‖2 und die
Verdrehung ∆ψk der Punktwolke mit Hilfe des Procrustes-Algorithmus [213] be-
stimmt werden. Aus den Abtastwerten ∆sk,∆ψk sind die Krümmung und Krüm-
mungsänderung für diverse Aufgaben beim autonomen Fahren (Vorsteuerung,
Kollisionsvermeidung, usw.) abzuleiten. Mit anderen Worten: Es ist die erste und
zweite Ableitung ψ bezüglich des Bogenparameters s zu bestimmen. Das erfordert
die Herleitung einer diskreten Vorschrift für die Ableitungsbildung. Ausgangs-
2Unter der Bezeichnung „Klothoiden“ [183] sind spezielle ebene Kurven mit linearem Krüm-
mungsverlauf bekannt, die als Übergangskurven im Straßenbau zum stoßfreien Verlauf von Bahnen
zwischen Geraden und Kreisbögen eingesetzt werden. Sie werden durch die Krümmung κ(s), deren
Wert reziprok zum aktuellen Kurvenradius ist, und die Krümmungsänderung κ′(s) vollständig be-
schrieben. Klothoiden eignen sich zur Beschreibung von Bewegungen von Fahrzeugen, weil Gerade
und Kreis jeweils einen Sonderfall der Klothoide darstellen, nämlich wenn Krümmung und Krüm-
mungsänderung bzw. nur Krümmungsänderung identisch Null sind.
4.3. BEOBACHTER FÜR ABLEITUNGEN 123
punkt für die Diskretisierung bildet das Differenzialgleichungssystem
d
ds

 ψκ
κ′

 =

 0 1 00 0 1
0 0 0



 ψκ
κ′

 (4.34a)
ψ =
[
1 0 0
]  ψκ
κ′

 . (4.34b)
Entsprechend dem Klothoidenmodell sichert die dritte Differenzialgleichung eine
konstante Krümmungsänderung. Durch hinreichend hohe Beobachterverstärkung
zum ingenieurmäßig angepassten transienten Verhalten wird das Beobachtermo-
dell zum Tracker-Modell für die sich zeitlich ändernden Klothoiden (Straßenver-
läufe). Die Diskretisierung von (4.34a) liefert die Differenzengleichung
 ψk+1κk+1
κ′k+1

 =

 1 ∆s 12∆s20 1 ∆s
0 0 1



 ψkκk
κ′k

 . (4.35)
Aus der ersten Differenzengleichung in (4.35) kann die für einen Beobachter be-
nötigte Ausgangsgleichung für den Messwert ∆ψk = ψk+1 − ψk direkt abgelesen
werden, wodurch das für den Beobachter verwendete Modell[
κk+1
κ′k+1
]
=
[
1 ∆s
0 1
]
k︸ ︷︷ ︸
:=A
[
κk
κ′k
]
(4.36a)
∆ψk =
[
∆s 12∆s
2
]
k︸ ︷︷ ︸
:=C
[
κk
κ′k
]
(4.36b)
entsteht. Der an A und C angefügte Index k soll verdeutlichen, dass die Wegin-
kremente nicht äquidistant sein müssen. Ursache hierfür sind beispielsweise sich
ändernde Geschwindigkeiten des vorausfahrenden Fahrzeugs. Der Beobachter ist
demnach für ein zeitdiskretes zeitvariantes Problem zu entwerfen. Die Beobach-
tergleichungen lauten[
κˆk+1
κˆ′k+1
]
=
[
1 ∆sk
0 1
] [
κˆk
κˆ′k
]
+
[
l1,k
l2,k
]([
∆sk
1
2∆s
2
k
] [ κˆk
κˆ′k
]
− ∆ψk
)
=
[
1 + l1,k∆sk ∆sk +
1
2 l1,k∆s
2
k
l2,k∆sk 1 +
1
2 l2,k∆s
2
k
] [
κˆk
κˆ′k
]
−
[
l1,k
l2,k
]
k
∆ψk.
(4.37)
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Die zeitvarianten Beobachterverstärkungen sind so zu bestimmen, dass die cha-
rakteristische Gleichung zeitinvariant ist. Das geschieht über das charakteristische
Polynom
det
(
zI2 −A− lc
T
)
=z2 +
(
− 12 l2,k∆s
2
k − l1,k∆sk − 2
)
z
− 12 l2,k∆s
2
k + l1,k∆sk + 1. (4.38)
Das Entwurfsziel sind zwei Pole auf der positiven reellen Achse im Bereich (0, 1)[
k1
k0
]
=
[
−∆sk −
1
2∆s
2
k
∆sk −
1
2∆s
2
k
] [
l1,k
l2,k
]
+
[
−2
1
]
[
l1,k
l2,k
]
=
[
− 12∆s
−1
k
1
2∆s
−1
k
−∆s−2k −∆s
−2
k
]([
k1
k0
]
−
[
−2
1
])
, (4.39)
wobei k0 und ki die Koeffizienten des gewünschten Polynoms sind. Sollen dessen
Wurzeln bei 0.3 und 0.5 liegen, lauten die Koeffizienten des charakteristischen
Polynoms k0 = 0.15 und k1 = −0.8 und die zeitvariante Verstärkung liegt bei
l1,k = −
41
40∆s
−1 und l2,k = − 720∆s
−2
. Das System ist beobachtbar, solange die
Determinante der KALMAN-Beobachtbarkeitsmatrix
det
[
cT
cTA
]
= det
[
∆sk
1
2∆s
2
k
∆sk
3
2∆s
2
k
]
= ∆s3k (4.40)
ungleich Null ist, also solange ∆sk 6= 0. Das bedeutet wiederum, dass der Be-
obachter funktioniert, solange sich ein Objekt bewegt, da ansonsten die Beobach-
terverstärkungen nicht bestimmt werden können. Das Problem wird gelöst, indem
die vorherigen Werte verwendet werden, solange ∆s klein (z. B. unter 1 cm) ist.
Der Ansatz wird in zwei unterschiedlichen Szenarien getestet. Im ersten wird eine
S-Kurve mit einem Radius von 10m und einer Geschwindigkeit von 15m/s durch-
fahren, die den innerstädtischen Verkehr repräsentieren soll. Im zweiten werden
der Radius auf 100m und die Geschwindigkeit auf 30m/s geändert. Die Werte ste-
hen für den außerstädtischen Verkehr. Die Bilder 4.5a und 4.5b zeigen den Verlauf
von Krümmung und -änderung. Dabei ist in Bild 4.5b ersichtlich, dass der Ver-
lauf der Krümmungsänderung nicht modelliert ist und deshalb nur getrackt wer-
den kann. Der Korrekturterm zeigt ein exponentielles Einschwingverhalten. Der
Fehlerverlauf bei der Krümmungsänderung ist auch für das leichte Überschwin-
gen in Bild 4.5a verantwortlich. Es ist möglich, durch Wahl von höheren Verstär-
kungswerten das Einschwingverhalten zu verbessern. Allerdings ist die Wahl der
Verstärkungswerte bei der Verwendung künstlich verrauschter Werte ein Kompro-
miss zwischen Einschwing- und Störverhalten: Je besser das Einschwingverhalten
ist, desto schlechter das Störverhalten (und umgekehrt). Die Bilder 4.5c und 4.5d
zeigen das gleiche Szenario wie die Bilder 4.5a und 4.5b, sie sind jedoch – wie
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Bild 4.5: Simulationsergebnisse für Ableitungsbeobachter
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Bild 4.6: Genauigkeitsvergleich verschiedener Modelle
auch die Bilder 4.5e und 4.5f, die das zweite beschriebene Szenario darstellen–
mit einem weißen Rauschen mit einer Standardabweichung von σ = 1 cm2 verse-
hen, das auf die Messwerte von ∆xk und ∆yk wirkt. Während die rekonstruierten
Werte der Krümmung gute Übereinstimmung mit den vorgegebenen Werten auf-
weisen, so zeigen die Krümmungsänderungswerte, dass die Verstärkungswerte im
Vergleich zu 4.5b reduziert werden müssen, um einen guten Verlauf zu gewähr-
leisten.
Es offenbart ferner, dass es wesentlich schwieriger ist, die Ableitung zu rekonstru-
ieren. Zwar haben in Szenario 2 die rekonstruierten Werte der Krümmung in Bild
4.5e nach wie vor eine gute Übereinstimmung, obwohl sie eine Größenordnung
geringer als bei Szenario 1 sind. Dagegen sind die Auswirkungen der kleineren
Werte beim Verlauf der Krümmungsänderung in Bild 4.5f deutlich sichtbarer. Der
ursprüngliche Verlauf ist zwar gut erkennbar, das Rauschen hat aber einen viel
größeren Einfluss als in Szenario 1.
In Bild 4.6 wird das hergeleitete Modell anhand von realen Daten mit dem Be-
wegungsmodell von [305] verglichen, das konstante Geschwindigkeit in x- und
y-Richtung annimmt. Die Eigengeschwindigkeit des Fahrzeugs, auf dem der Scan-
ner installiert ist, wird mit Hilfe von Geschwindigkeits- und Lenkradwinkeldaten
rekonstruiert und kompensiert. Bild 4.6 zeigt, dass anfangs beide Modelle sehr
gute Übereinstimmung mit der gegebenen Kurve haben, dass das Modell mit kon-
stanter Geschwindigkeit zwischenzeitlich sogar näher an der gegebenen liegt und
dass das Klothoidenmodell bei längeren Messungen insgesamt bessere Ergebnisse
als das Modell von [305] erzielt. 
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Im folgenden Abschnitt wird die beobachterbasierende Ableitungsbildung nicht
für die Signalableitung, sondern für das Identifizieren des kompletten Systemver-
haltens genutzt.
4.4 Vergleich von Zugängen der adaptiven
Störunterdrückungsregelung
Beim Reglerentwurf sind Störungen und unmodellierte Dynamiken zu berücksich-
tigen. Für messbare Störungen geschieht das üblicherweise durch Störkompensa-
tionsschaltungen, für nichtmessbare Störungen wird es in der Reglerauslegung be-
rücksichtigt. Zur Behandlung unmodellierter Dynamiken bieten sich einerseits die
robusten, anderseits die adaptiven Reglerkonzepte an. Beide sind aber für nichtli-
neare Systeme sehr kompliziert. Deshalb wurde in den letzten Jahren an Regler-
strategien gearbeitet, die gewissermaßen die Vorteile der robusten und adaptiven
Regelung vereinen, gleichzeitig aber dank einfacher Modelle die Entwurfsaufgabe
wesentlich vereinfachen. In diese Richtung zielen die nichtlinearitätskompensie-
renden Zustandsregler, die aktive Störunterdrückungsregelung und die modellfreie
Regelung. Der Vergleich der drei Verfahren wird in dieser Arbeit erstmalig vorge-
nommen.
Allen Konzepten ist die folgende Grundidee mehr oder weniger eigen: Nichtli-
nearitäten, eventuelle Störungen und/oder sogar ganze Streckendynamiken werden
als zeitveränderliche Parameter oder unbekannte Signale aufgefasst und mit Hil-
fe geeigneter Identifikationsverfahren – meist kommen Beobachterverfahren zum
Einsatz – fortwährend getrackt. Für das verbleibende Basismodell wird ein kon-
ventioneller relativ robuster Regler gewählt und um die beobachteten Parameter
(eigentlich Nichtlinearitäten und Störungen) korrigiert. Beispielsweise kann bei
der modellfreien Regelung der Ableitungstracker aus Abschnitt 4.3 zum Einsatz
kommen.
In Tabelle 4.1 werden die in den folgenden Abschnitten vorgestellten Verfahren
gegenübergestellt. Bei dem angenommenen Signalmodell fällt auf, dass bei den
behandelten Problemstellungen Systeme erster und zweiter Ordnung typisch sind.
Während die aktive Störunterdrückungsregelung und die modellfreie Regelung oh-
ne Streckenmodellierung auskommen, beschränkt sich die nichtlinearitätskompen-
sierende Regelung auf die Annahme, dass lediglich die nichtlineare Streckendyna-
mik unbekannt ist.
Bei den verwendeten Identifikationsverfahren kommen verschiedene Beobachter-
verfahren zum Einsatz. Die aktive Störunterdrückungsregelung verwendet einen
im nächsten Kapitel vorgestellten Verbundbeobachter. Die modellfreie Regelung
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Aspekt
Aktive Störunter-
drückungsrege-
lung
Modellfreie Rege-
lung
Nichtlinearitäts-
kompensierende
Regelung
Signal-
modell-
annahme
y¨ = f(x, x˙, t)+αu
α Designparameter
y˙ = F + αu+ β,
y¨ = F + αu+ β,
α, β Designpara-
meter
linearer Zu-
standsraum mit
bekannten Parame-
tern, nichtlinearer
Systemteil als un-
bekanntes Signal
Identifi-
kations-
verfahren
Verbundbeobachter:
Unbekannter, kon-
stanter Parameter
als 3. Zustand
eingeführt. Be-
obachterdynamik
durch Polvorgabe
Ableitungs-
Tracker
LUENBERGER-
Beobachter mit
linearem Signal-
modell
Regler PID-Regler PID-Regler Zustandsregler
Anwendung Systeme 1./2. Ord-
nung
Systeme 1./2. Ord-
nung bei Reibung, Spiel
Literatur [108, 110, 132] [85, 86] [238–240]
Tabelle 4.1: Übersicht der Verfahren zur adaptiven Störunterdrückung
nutzt ein Verfahren, das Ähnlichkeiten mit dem Ableitungs-Tracker aus dem vor-
herigen Abschnitt aufweist. Die nichtlinearitätskompensierende Regelung entwirft
einen LUENBERGER-Beobachter mit linearem Signalmodell.
4.4.1 Modellfreie Regelung
Das mathematische Modell der Wirklichkeit stellt die Grundlage für jeden Reg-
lerentwurf dar und ist entscheidend für die Wahl der richtigen Regelungsstrategie.
Der Begriff der modellfreien Regelung [85, 86, 91, 114] impliziert zumindest indi-
rekt, dass keinerlei Vorbedingungen an das Problem gestellt werden und der Regler
ohne größere Analyse eingesetzt werden kann. Die Autoren bezeichnen hierbei ihr
Vorgehen als phänomenologisch anstelle von mathematisch präzise. Für eine sehr
4.4. ZUGÄNGE ZUR ADAPTIVEN STÖRUNTERDRÜCKUNGSREGELUNG 129
kurze Zeit wird angenommen, dass die Strecke der Gleichung
y¨ = F + αu+ β oder y˙ = F + αu+ β (4.41)
entspricht. Sowohl die Ordnung der Ableitung n als auch die Konstanten α und
β sind Designparameter, wobei der Parameter β nur in [92, 175] vorkommt und
sonst weggelassen wird. Für die Designparameter empfiehlt [85], dass F und αu
in etwa die gleiche Größenordnung aufweisen. Der Wert von F wird mit Hilfe des
numerischen Differenzierens bestimmt. Die Verwendung der Methode hilft dabei
auch, Ableitungen bei verrauschten Signalen zu bestimmen. Als Regler kommt im
Fall von n = 2 der intelligente PID-Regler3 [85]
u = −
F
α
+
y¨d
α
+ kP
(
y − yd
)
+ kI
t∫
0
(
y(τ)− yd(τ)
)
d(τ) + kD
(
y˙ − y˙d
)
(4.42)
mit dem gewünschten Streckenverhalten yd und den üblichen Reglerverstärkungen
kP , kI und kD zum Einsatz. Bei n = 1 wird aus dem intelligenten PID-Regler ein
intelligenter PI-Regler, bei n ≥ 2 ein generalisierter intelligenter PID-Regler [87].
Allerdings stimmt die Annahme der völligen Modellfreiheit nicht, denn zumin-
dest der relative Grad der Problemstellung wird als bekannt vorausgesetzt bzw.
gewählt. Auch sind modellfreie Regler auf Basis des relativen Grads nicht neu.
Bereits bei den Veröffentlichungen von ILCHMANN über identifikationslose adap-
tive Regelung [155, 158] werden solche Verfahren vorgestellt.
Anti-Windup-Probleme können einfach durch das Stoppen des Integrierens bei
Erreichen der Sättigung des Eingangssignals realisiert werden [86]. Das Rauschen
bei Messsignalen wird mit Hilfe von Tiefpassfiltern reduziert. Im Zusammenhang
mit dem algebraischen Zugang, der zumeist für die Streckenidentifikation bei der
modellfreien Regelung verwendet wird, hat sich [84] mit dem Thema auseinander
gesetzt.
Die modellfreie Regelung ist bei folgenden Anwendungen zum Einsatz gekom-
men:
• Drei-Tank-System (Modell 1. Ordnung) [86],
• System allgemein mit Nichtlinearitäten und Reibung (Modell 2. Ordnung) [86],
• Regelung einer Drosselklappe (Modell unklar) [175],
• Aktuator von entgegenwirkenden Formgedächtnislegierungen (Modell 1. Ord-
nung) [114],
3Der Begriff des intelligenten PID-Reglers wurde in der Literatur bereits in einem anderen Kontext
verwendet, s. z. B. [12].
130 4. BEOBACHTER MIT UNBEKANNTEN SIGNALEN
• Gleichstrommaschine (Modell 2. Ordnung) [93],
• Abstandsregeltempomat und Stop-and-Go-Szenarien (Modell 2. Ordnung) [55,
321],
• „Ball auf Balken“-Experiment (Modell 2. Ordnung) [92].
Anmerkung 4.5. Das verwendete Identifikationsverfahren im Vergleich
In [220,221] wird die bei der modellfreien Regelung übliche algebraische Identifi-
kationsmethode [95] mit Least-Squares-Methoden verglichen, in [90, 277] zudem
mit adaptiven Zugängen. 
4.4.2 Aktive Störunterdrückungsregelung
Der Begriff der aktiven Störunterdrückungsregelung geht auf Arbeiten von [132]
und [110] zurück, wobei die Autoren in den Arbeiten auf frühere chinesische Ver-
öffentlichungen verweisen. Im Englischen wird von Active Disturbance Rejection
Control, kurz ADRC, gesprochen. Anstelle von „Active“ wird in einigen Publika-
tionen auch das Wort „Auto“ verwendet. Offen bleibt die Frage, warum bei dem
Begriff explizit der Zusatz „aktiv“ verwendet wird, impliziert er doch, dass es
auch passive Störunterdrückungsregelung gibt. Eine Literaturrecherche hat hier-
bei zu keinem Ergebnis geführt.
Das ADRC-Konzept umfasst dabei mehr als den reinen Störgrößenbeobachter,
der die Streckendynamik trackt. Ausgangspunkt für das Konzept sind Bedenken
beim Einsatz des klassischen PID-Reglers, der – trotz zahlreicher viel leistungs-
fähigerer und modernerer Regelungsstrategien – aufgrund seiner Einfachheit und
Unempfindlichkeit gegenüber Störungen auch 90 Jahre nach seiner ersten Erwäh-
nung [229] der am weitesten verbreitete im industriellen Umfeld ist. Wesentliche
Ansatzpunkte sind in [108, 133, 308] zum einen Glättungsmaßnahmen des Ein-
gangssignals, die von Stellgliedern unbeliebte Sprünge im Führungsgrößenver-
lauf vermeiden, und der Einsatz von Tiefpassfiltern bei verrauschten Signalen, um
den D-Anteil des PID-Reglers effizienter nutzen zu können. Zum anderen kom-
men Anti-Windup-Maßnahmen und nichtlineare Kombinationen von P-, I- und
D-Anteilen zum Einsatz, die je nach Anwendung bessere Ergebnisse als Linear-
kombinationen liefern können.
In Bild 4.7 ist der strukturelle Aufbau eines ADRC-Konzepts zu sehen. In der
vorliegenden Arbeit wird ausschließlich der Aspekt des Einsatzes des Beobachters
weiter untersucht. Eine Übersicht von in Frage kommenden Beobachterverfahren
ist in [259] und [327] zu finden. Als Strecke wird – wie auch bei der modellfreien
Regelung – ein Modell zweiter Ordnung verwendet, das in Zustandsraumdarstel-
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lung
Σsys : x˙ =
[
x2
f(t, x1, x2, w) + bu
]
(4.43a)
y = x1 (4.43b)
lautet. Der verwendete Beobachter ist in der Definition dieser Arbeit ein Verbund-
beobachter, da er die Streckendynamik als konstant annimmt und für sie den dritten
Zustand einführt
Σsys,ext : ˙ˆx =

 xˆ2xˆ3 + bu
0

−

 k1 · g1(xˆ1 − y)k2 · g2(xˆ1 − y)
k3 · g3(xˆ1 − y)

 (4.44a)
y = x1 . (4.44b)
In den Arbeiten, die sich mit ADRC beschäftigen, wird in der Regel vom erwei-
terten Zustandsbeobachter (Extended State Observer, ESO) gesprochen [107]. Die
Werte ki in (4.44a) stellen die Beobachterverstärkung dar und gi(·) sind geeignete
lineare oder nichtlineare Funktionen in Abhängigkeit vom Beobachterfehler. Letz-
tere können zu höherer Effizienz beim Beobachter führen und werden in der Regel
experimentell bestimmt. Wird statt der Funktionen der Beobachterfehler gewählt,
entspricht der Beobachter einem LUENBERGER-Beobachteransatz
Σobs : ˙ˆx =

−k2 1 0−k1 0 1
−k0 0 0

 xˆ+

 k2k1
k0

 y +

 01
0

u, xˆ(0) = xˆ0 (4.45a)
y∗ =
[
0 0 1
]
xˆ (4.45b)
u1
Σ
Strecke
Beobachter
Regler-
Entwurf
x˜2
x˜1Glättung des
Eingangssignalsv yu−
−
−
Bild 4.7: Übersicht Active-Disturbance-Rejection-Control (ADRC)-Konzept
[133]
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mit y∗ als Beobachterausgang. Wie in Abschnitt 4.3. bereits beschrieben, ent-
spricht der Beobachter einer Tiefpassfilterkette zur Bildung der zweiten Ableitung
des Streckenausgangs y. Zusätzlich wird noch der Eingang u als Vorsteuerungs-
term mit berücksichtigt.
In [348] wird die Stabilität des ESO für die Fälle untersucht, in denen die Ab-
leitung der Strecke bekannt bzw. unbekannt ist. Für den Fall, dass die Ableitung
der Streckendynamik bekannt ist, gelingt mit der Anforderung der LIPSCHITZ-
Stetigkeit an die Ableitung über einen klassischen LYAPUNOV-Ansatz der Beweis
der asymptotischen Fehlerstabilität. Ist die Ableitung der Streckendynamik unbe-
kannt, so gelingt ein direkter Beweis über die Lösung der Fehlerdifferenzialglei-
chung mit etlichen Abschätzungen. Wird ein stabiler Eigenwert der Fehlerdynamik
gewählt, ist der Beobachterfehler beschränkt und die obere Grenze sinkt monoton,
wenn der Eigenwert nach links bewegt wird.
ADRC ist bei folgenden Anwendungen zum Einsatz gekommen:
• MEMS-Kreiselkompass (System 2. Ordnung) [347],
• Mikroturbine (System 1. Ordnung) [339],
• Asynchronmaschine [306],
• Gleichspannungswandler (System 2. Ordnung) [307],
• hybride Blindleistungskompensationsschaltung (System 2. Ordnung) [203],
• Destillationskolonne (System 1. Ordnung) [346].
4.4.3 Nichtlinearitätskompensierender Zustandsregler
Im Gegensatz zur modellfreien und zur aktiven Störunterdrückungsregelung, die
die ganze Streckendynamik als Störung oder unbekannten Parameter auffassen und
deshalb die gesamte Streckendynamik tracken, gehen die Ursprünge des nicht-
linearitätskompensierenden Zustandsreglers [239, 240, 295] auf die Idee zurück,
lediglich das Verhalten der Nichtlinearitäten durch Ausgangssignale eines fiktiven
Modells zu tracken
f
(
x(t), u(t)) ≈ Hu2(t) (4.46a)
u˙2(t) = E2u2(t). (4.46b)
Dabei ist sowohl die Dimension von u2(t) als auch die Matrix E2 geeignet zu
wählen. Für den linearen Anteil wird ein LUENBERGER-Beobachter entworfen.
Das Tracking der Nichtlinearität lässt sich direkt als Zustandserweiterung in den
Beobachter integrieren. Das Gesamtsystem aus Zustandsregler und den beiden Be-
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obachtern sieht dann wie folgt aus[
˙ˆx
˙ˆu2
]
=
[
A H
0n×m2 E2
] [
xˆ
uˆ2
]
+
[
b
0m2
]
u1 +
[
lx
lu2
]
(yˆ − y) . (4.47)
Anwendung gefunden hat die Methodik insbesondere bei Regelungen mechani-
scher Systeme, auf die aufgrund von Kopplungen, Massenänderung, Lose4 und
Reibung nichtlineare Terme wirken. Letztere werden hierbei nicht genauer be-
trachtet, sondern einfach als unbekanntes Signal aufgefasst und rekonstruiert. Als
konkrete Anwendungen sind zu nennen:
• Positionierung von Parabolantennen [138],
• Gelenkreibung bei Industrierobotern [3, 4, 241],
• Risserkennung bei einer rotierenden Welle [294],
• Positionsregelung von Robotern [153].
4.4.4 Anwendungen
In den Arbeiten zu den drei vorgestellten Verfahren werden die Grenzen für die
Anwendbarkeit der Verfahren nicht eindeutig benannt. Gleichzeitig beschränken
sich die Beispiele auf Systeme bis zur Ordnung 2. Außerdem wird durch die ge-
wählten oft akademischen Anwendungen der Eindruck erweckt, dass das Verfah-
ren relativ unbedarft mit Erfolg angewendet werden kann. Aufgrund der theore-
tisch nicht abgesicherten Ergebnisse der vorgestellten Zugänge lag die Vermutung
der Existenz von Gegenbeispielen, also Beispielen, bei denen das System diver-
giert, nahe. Ein derartiges Beispiel wird hier vorgestellt und demonstriert.
Beispiel 4.4. ADRC-Konzept mit Störung und Streckenänderung
Für das System Σsys =
([
0 1
−1 −2
]
,
[
0
1
]
,
[
1 0
])
wird mit der Referenztra-
jektorie yd = sin
(
2π10t
)
ein ADRC-Regler entworfen. Dabei wird der erweiterte
Zustandsbeobachter mit einem 3-fachen Pol bei −100 entworfen. Die Reglerver-
stärkungen werden als kP = −1 und kD = −2 gewählt. In den Bildern 4.8a und
4.8b ist ein gutes Einschwingverhalten zu sehen, allerdings bleibt dauerhaft ein
Schleppfehler bestehen. Der Ursprung des Schleppfehlers ist in den Bildern 4.8c
und 4.8d ersichtlich. Aufgrund des fehlenden Signalmodells kann die Stördynamik
durch den Beobachter nur getrackt werden kann.
Der ADRC-Ansatz reagiert gut auf ein Störsignal, das bei t = 10 s durch eine
Sprungfunktion mit einer Amplitude von 10 auf den Eingang wirkt. Nach dem
transienten Verhalten ist kaum ein Unterschied zum stationären Verhalten vor der
4Lose steht im Allgemeinen für Spiel bzw. für Backlash im Englischen.
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Störung erkennbar.
Zur Divergenz führt hingegen ein scharfes Umschalten auf das System Σsys2 =([
0 2
−2 −3
]
,
[
0
2.3
]
,
[
1 0
])
bei t = 20 s. 
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(d) Fehlerverlauf des Fehlers x˜3
Bild 4.8: ADRC-Konzept mit Divergenzen
Beim nächsten Beispiel für ein nichtminimalphasiges System handelt es sich
streng genommen nicht um ein Beispiel für einen intelligenten PID-Regler. Da es
aber nach Kenntnis des Autors das einzige in der Literatur genannte Beispiel von
ADRC und modellfreier Regelung im Umgang mit einem nichtminimalphasigen
System überhaupt ist, wird hier näher darauf eingegangen. Zunächst wird gezeigt,
dass in den Simulationen in der vorliegenden Arbeit bessere Ergebnisse als in [86]
erzielt werden. Danach wird überprüft, wie sich der Ansatz verhält, wenn in der
Vorsteuerung mit den von der Strecke abweichenden Parametern gearbeitet wird.
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Bild 4.9: ADRC-Konzept mit nichtminimalph. System mit z1 und u1
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Bild 4.10: ADRC-Konzept mit nichtminimalph. System mit z2 und u1
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Bild 4.11: ADRC-Konzept mit nichtminimalph. System mit z1 und u2
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Bild 4.12: ADRC-Konzept mit falschen Parametern in der Vorsteuerung
Zu guter Letzt wird gezeigt, dass der klassische Identifikationsansatz, der bei der
modellfreien Regelung zum Einsatz kommt, bei dem hier verwendeten minimal-
phasigen Ansatz versagt.
Beispiel 4.5. Umgang mit einem nichtminimalphasigen System [86]
Für das nichtminimalphasige System mit der Übertragungsfunktion
G(s) =
s− a
s2−(b+c)s+bc
bzw. x˙=
[
0 1
−bc b+ c
]
x+
[
0
1
]
u, x(0)=x0
y=
[
−a 1
]
(4.48)
in der Zustandsraumdarstellung gelingt es nicht, einen Ansatz modellfreier Rege-
lung zu entwerfen, wie weiter unten gezeigt wird. Deswegen wird hier ein Regler
entworfen, der die bekannte Minimalphasigkeit mit Hilfe des flachen Ausgangs
z = x1 berücksichtigt. Die nicht modellierte Dynamik wird mit Hilfe des üblichen
Identifikationsverfahrens identifiziert und kompensiert. Das Verfahren ähnelt so-
mit dem des nichtlinearitätskompensierenden Zustandsreglers.
Für den flachen Ausgang z = x1 lautet der neue Eingang u∗ = x¨1,d − (b +
c)x˙1,d + bcx1,d und der neue Ausgang y∗ = x˙1,d − ax1,d. Als Regler kommt der
generalisierte PID Regler [87]
u = u∗ + ku
t∫
0
u˜(τ)dτ + kpy˜(t) + ki
t∫
0
y˜(τ)dτ + kii
t∫
0
τ∫
0
y˜(τ1)dτ1dτ
(4.49)
4.4. ZUGÄNGE ZUR ADAPTIVEN STÖRUNTERDRÜCKUNGSREGELUNG 137
zum Einsatz. Mit den Umrechnungen
y˜ = y − y∗ = x˙1 − ax1 − x˙1,d − ax1,d = ˙˜x1 − ax˜1 (4.50a)
u˜ = u− u∗ = x¨1 −
(
b+ c
)
x˙1 + bcx1 −
(
x¨1,d −
(
b+ c
)
x˙1,d + bcx1,d
)
= ¨˜x1 −
(
b+ c
)
˙˜x1 + bcx˜1 (4.50b)
lassen sich die Verstärkungsfaktoren gemäß Polvorgabe der Fehlerdifferenzialglei-
chung für x˜1 über

ku
kp
ki
kii

 =


−1 −1 0 0
b+ c 1 −1 0
bc 0 a −1
0 0 0 1


−1 
p3 + b+ c
p2 − bc
p1
p0

 (4.51)
berechnen, wobei p0, p1, p2 und p3 die Koeffizienten des entsprechenden Poly-
noms sind. Es werden im Folgenden drei unterschiedliche Szenarien betrachtet,
wobei bei der Vorsteuerung die Parameter den originalen Parametern der Strecke
entsprechen: Jedes Mal sind Ein- und Ausgang mit einem weißen Rauschen mit
einer Varianz von σ = 10−1 überlagert und auf den Ausgang wirkt zusätzlich ein
Sprung von 0 auf 1 bei t = 20 s. Als gewünschte Trajektorie wird u1 = sin 2t ver-
wendet und zwei verschiedene zusätzliche Eingangsstörungen: z1 = −0.5 in Bild
4.9 und z2 = −0.1y˙ in Bild 4.10. Bei der Wahl der Störung zeigt sich kein großer
Unterschied, deshalb wird sich in Bild 4.11 auf die konstante Störung z1 = −0.5
beschränkt. Allerdings wird als gewünschte Trajektorie diesmal u2 = 20·1(t−10)
verwendet, der über die ÜbertragungsfunktionG(s) = 1s2+2s+1 geschickt wird.
Im Gegensatz zum Originalbeispiel von [86] kann das schlechte Verhalten bei
nichtminimalphasigen Systemen in allen drei Beispielen nicht reproduziert wer-
den. Hier wird – sogar ohne Identifikation und Aufschaltung der Störgröße – ein
gutes und stabiles Verhalten erzielt, obwohl das überlagerte Rauschen eine sichtbar
höhere Varianz aufweist. Das verwundert nicht weiter, da durch die Vorsteuerung
das nichtminimalphasige Verhalten kompensiert werden kann. Es bleibt also davon
auszugehen, dass der Regler im Originalbeispiel suboptimal eingestellt ist.
Als Nächstes wird untersucht, wie sich ein nichtminimalphasiges System verhält,
wenn der Parameter in der Vorsteuerung mit dem der Strecke nicht übereinstimmt.
Die Parameter werden hier von Originalwerten um ∆a = 1, ∆b = 0, 5 und
∆c = −0, 5 verändert. Ein Unterschied zwischen vorgegebenem und gewünsch-
tem Verlauf wird sowohl für eine Sinusschwingung (Bild 4.12b) als auch für eine
abgeleitete Sprungfunktion (wie oben erwähnt) gezeigt (Bild 4.12a). Bei der Si-
nusschwingung ist eine bleibende Regelabweichung zu erkennen; bei der Sprung-
funktion regelt sich der Fehler über die Zeit aus.
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Zuletzt wird gezeigt, wie sich der Beobachter verhält, wenn ohne Vorsteuerung
gearbeitet wird. Aufgrund des relativen Grads 1 wird hier das System mit einem
Beobachter ersten Grads verwendet. Zur Bestimmung der ersten Ableitung wird
ein Beobachteransatz verwendet, der die Übertragungsfunktion
F (s) =
p0s
s2 + p1s+ p0
Y (s) +
−p0
s2 + p1s+ p0
U(s) (4.52)
hat. Als Regler wird ein PI-Regler mit
U(s) = −F (s) + sYd(s) +
ki
s
(
Y (s)− Yd(s)
)
+ kp
(
Y (s)− Yd(s)
) (4.53)
verwendet. Werden die Gleichungen in die Übertragungsfunktion (4.48) einge-
setzt, wird die Übertragungsfunktion von Yd(s) nach Y (s) zu
G2(s) =
(−s+ a)(−ki + s2 − kps)(s2 + p1s+ p0)
s5 + q4s4 + q3s3 + q2s2 + q1s+ q0
(4.54a)
q4 = p1 − b− kp − c (4.54b)
q3 = −ki + bc− bp1 − kpp1 − cp1 + p0 + akp (4.54c)
q2 = bcp1 − kip1 + aki − kpp0 + akpp1 − ap0 (4.54d)
q1 = akip1 − kip0 + akpp0 (4.54e)
q0 = akip0. (4.54f)
Mit den o. g. Werten von a, b, und c sowie p0 = 1 und p1 = 2 müssen zum
Nachweis der asymptotischen Stabilität der Übertragungsfunktion über das HUR-
WITZ-Kriterium beim Polynom im Nenner alle Koeffizienten qi > 0 sein. Das ist
dann der Fall, wenn entweder 2.25 ≤ kp < 3.5 und 0 < ki < 4.5 − kp oder
0 < kp < 2.25 und 0 < ki < kp. Außerdem müssen zusätzlich die beiden Bedin-
gungen q3q4 − q2q5 > 0 und (q1q2 − q0q3)(q3q4 − q2q5) − (q1q4 − q0q5)2 > 0
erfüllt sein [103, S. 125]. Eine numerische Analyse letzterer Bedingung hat aber
gezeigt, dass das nie der Fall ist. Somit ist die Stabilisierung der nichtminimalpha-
sigen Strecke mit den gewählten Parametern nicht möglich. 
4.4.5 Vergleichende Betrachtung der Verfahren
Die prinzipiellen Unterschiede zwischen den Verfahren wurden bereits in der
Tabelle 4.1 aufgezeigt: Während bei der modellfreien Regelung sämtliche Dyna-
miken als unbekannt aufgefasst werden, behandeln die ADRC-Zugänge und die
nichtlinearitätskompensierende Regelung bekannte und unbekannte bzw. lineare
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und nichtlineare Dynamiken getrennt. Die Identifikation beschränkt sich dabei auf
den unbekannten bzw. nichtlinearen Teil. Kriterien dafür, in welchen Fällen die
Zugänge funktionieren und in welchen nicht, sind dabei bisher nicht bekannt.
Als Vorteile der modellfreien Regelung werden die stark vereinfachte Wahl der
Reglerverstärkungswerte und die bessere Leistungsfähigkeit dank Streckenidenti-
fikation genannt [86].
Bei der modellfreien Regelung wird als wichtigste offene theoretische Frage
der Umgang mit nichtminimalphasigen Systemen gesehen [86]. Darüber hinaus
fehlen auch Aussagen zum Reglerentwurf bei Systemen unendlicher Dimension
sowie bei totzeitbehafteten Systemen.
Bei ADRC-Zugängen gibt es Arbeiten zur Stabilitätsanalyse [346]. Hier wird der
oben genannte Erweiterte Beobachter hinsichtlich seiner Stabilität untersucht. Ist
die Ableitung der Streckendynamik x˙ = f(x, u) bekannt und zudem LIPSCHITZ-
stetig, so kann über einen klassischen LYAPUNOV-Beweis die asymptotische
Stabilität bewiesen werden.
Obwohl erfolgreiche Anwendungen zu dem Verfahren realisiert wurden, sind
einige Fragestellungen noch nicht abschließend geklärt. Es fehlt eine konsistente
Theorie, mit der die Ideen unterlegt werden können. Auch sind keine Kriterien
dafür bekannt, wann ein klassischer Ansatz der adaptiven oder robusten Regelung
oder ein ADRC- bzw. modellfreier Regelungsansatz zu wählen sind. Ferner
sind noch Fragen hinsichtlich des Stabilitätsverhaltens des Reglers und des
Konvergenzverhaltens des erweiterten Zustandsbeobachters offen.
Kapitel 4 beschäftigte sich eingehend mit der Frage, welche Vorgehensweise bei
Beobachterentwürfen mit unbekannten Signalen, die auf die Systemdifferenzial-
und/oder die Ausgangsgleichung wirken, gewählt werden kann. Es wurde prinzi-
piell unterschieden zwischen Beobachtern, bei denen die Zustandsrekonstruktion
erfolgt, selbst wenn nicht alle Signale messbar sind (Beobachter mit unbekannten
Signalen), und Beobachtern für unbekannte Signale (auch Störgrößenbeobachter
genannt), die durch ein Signalmodell das Störsignal rekonstruieren und anschlie-
ßend eliminieren.
Dabei wurde in Abschnitt 4.1 durch Verwendung spezieller schiefer Projektionen
nicht nur eine kompakte Darstellung des Beobachters bei unbekannten Signalen
erzielt, sondern darüber hinaus auch eine geometrische Interpretation der Ent-
wurfsverfahren geschaffen. Folglich müssen für diese Klasse nicht mehr spezielle
Entwurfsverfahren geschaffen werden. Stattdessen ist durch Umformulierung
der Problemstellung der Entwurf mit den gängigen Verfahren für Systeme ohne
unbekannte Eingänge möglich.
Den Beobachtern mit unbekannten Signalen, die in Abschnitt 4.2 behandelt
wurden, wird vorgeworfen, dass bei unexakter Modellierung des Signaltyps das
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Ziel der Beobachtbarkeit nicht zu erreichen sei. Anhand von simulativen Untersu-
chungen wurde beispielhaft gezeigt, dass eine Robustheit des Signalbeobachters
gegenüber modellfremden Signalen auftreten kann.
In Abschnitt 4.3 wurde die beobachterbasierende Ableitungsbildung über die
Deskriptorsystemdarstellung anders als bisher üblich hergeleitet. Anhand eines
Beispiels aus dem Automobilbereich wurde veranschaulicht, dass mit einem
zeitvarianten Beobachteransatz weitere Ableitungen über die Zeitableitung hinaus
rekonstruiert wurden können.
Mit dem Abschnitt wurde die theoretische Grundlage für Abschnitt 4.4. geschaf-
fen. Hier wurden die Reglerentwurfsverfahren aktive Störunterdrückungsregelung,
die modellfreie Regelung und die beobachterbasierende nichtlinearitätskompen-
sierende Zustandsregelung erstmalig miteinander verglichen. Alle Konzepte
basieren auf der folgenden Idee: Nichtlinearitäten, Störungen oder sogar ganze
Streckendynamiken werden als unbekannte Signale oder zeitveränderliche Para-
meter interpretiert, zumeist mittels beobachterbasierter Identifikation fortwährend
getrackt und mit herkömmlichen Reglern (zumeist vom Typ PID) geregelt.
5 Beobachter mit unbekannten
Parametern
In den vorangegangenen Darstellungen zu Beobachtern wird mit der Annahme
gearbeitet, die Systemparameter seien bekannt. In der Praxis kommt es jedoch
häufig vor, dass die Parameter unbekannt sind. Eine Ausnahme bilden dabei
jene Modelle, bei denen keine unbekannten Parameter auftreten, wie z. B. der
Doppelintegrator. Existieren unbekannte Parameter, so können sie einmalig vor
dem Beobachterentwurf oder fortwährend beim Beobachtereinsatz bestimmt
werden. Erfolgt die Parameterermittlung im Vorfeld, so stimmen System- und
Modellparameter in aller Regel nicht überein. Gründe hierfür können beispiels-
weise Störungen, Approximationsfehler oder Parameteränderungen zwischen dem
Identifikationszeitpunkt und dem Beobachtereinsatz sein. Die Diskretisierung
hat aber zur Folge, dass die Beobachterzustände nicht gegen die des Systems
konvergieren, sondern ihnen quasi nur folgen (Tracker). Einen Ausweg hierzu
bietet die Parameterbestimmung während des Beobachtereinsatzes. Der Zugang
stellt das Pendant zum adaptiven Regler dar, wobei in Analogie zum Regler
zwischen den konstanten, den langsam veränderlichen und den sich fortwährend
ändernden Parametern unterschieden werden muss.
Die Beobachter für unbekannte Parameter werden in der vorliegenden Arbeit in
adaptive Beobachter und Verbundbeobachter unterteilt, wobei letzterer Begriff
neu eingeführt wurde. Im Abschnitt 2.4.3 auf S. 40 werden die grundlegenden Un-
terschiede zwischen beiden Typen aufgezeigt. Der adaptive Beobachter verbindet
einen klassischen Beobachterentwurf für die Zustandsrekonstruktion mit Iden-
tifikationsverfahren für die Parameterbestimmung. Die Zustandsrekonstruktion
geschieht darauf aufbauend mit Hilfe des Gewissheitsprinzips. Der Verbundbe-
obachter hingegen fasst die Parameter als Zustände auf, der Zustandsraum wird
um die Parameter erweitert und Zustände und Parameter werden im Verbund
rekonstruiert.
Adaptive Beobachter wurden bereits 1973 entwickelt [46]. In der Regel ist eine
Transformation auf eine spezielle Normalform notwendig, die die nichtlinearen
multiplikativen Kopplungen zwischen Parametern und Zuständen verhindert und
so lineare Zugänge ermöglicht. Adaptive Beobachter mit exponentiell abklingen-
dem Fehler wurden in [187] entwickelt. Ansätze für zeitvariante MIMO-Systeme
finden sich in [344], solche für zustandsaffine Systeme in [30]. Für adaptive
142 5. BEOBACHTER MIT UNBEKANNTEN PARAMETERN
Beobachter reduzierter Ordnung sei auf [231] verwiesen. Fragen zur Robustheit
beim Einsatz adaptiver Beobachter werden in [214, 349] erörtert. Adaptive
Beobachter für spezielle Klassen nichtlinearer Systeme kamen Ende der 1980er
mit [20] und später mit [216, 345] auf. Die Bildung der Ableitungen mittels
Block-Puls-Funktionen und eines adaptiven Beobachters, der als Identifizierer ein
Least-Squares-(LS)-Verfahren mit Vergessenheitsfaktor verwendet, wird in [237]
vorgestellt.
Erste Ansätze für Verbundbeobachter wurden 1976 in [32] vorgestellt, um den
Bias über einen weiteren Zustand zu rekonstruieren. In [258] wird ein Verbundbe-
obachter für Zustände und Parameter entwickelt, wobei ein entkoppelter Entwurf
für Zustände und Parameter beschrieben wird. In [201] wird das Konzept auf die
Systemklasse erweitert, bei der Parameter sowohl auf die Systemgleichung als
auch auf die -ausgangsgleichung wirken. In [169] wird ein Verbundbeobachter auf
Basis eines KALMAN-BUCY-Beobachters entworfen. Eine Verbindung zwischen
adaptiven und Verbundbeobachtern wird in [287] vorgestellt. Dabei werden
Identifikationsverfahren für die Rekonstruktion von Parametern verwendet und
gleichzeitig die für die Verbundbeobachter übliche Zustandserweiterung zur
Bias-Rekonstruktion genutzt.
Während zu adaptiven Reglern eine Reihe von Monographien existie-
ren [162, 247, 281, 312], fehlen sie für adaptive Beobachter. Ein Beitrag der
vorliegenden Arbeit liegt deshalb in der Zusammenführung der wenigen und
mitunter weit gestreuten Publikationen, in der Vereinheitlichung der Darstellung
und in der Systematisierung der entsprechenden Ansätze.
Die Parameter werden im Folgenden, wenn nicht ausdrücklich anders beschrieben,
als konstant angenommen. Dadurch ist die Verwendung des Begriffs des Beobach-
ters gerechtfertigt, weil nur so Parameter und Zustände sicher konvergieren. Unter
praktischen Gesichtspunkten kann der sprungförmige Verlauf von Parametern zu
den konstantparametrischen Problemen hinzugezählt werden, sofern der Zeitab-
stand zwischen den Sprüngen relativ groß ist, sodass die Konvergenz in der Zeit
praktisch abgeschlossen ist, was aber theoretisch unter einer e-Funktion nie der
Fall ist. Ebenso können die nachfolgend beschriebenen Verfahren auch für sich
zeitlich langsam ändernde Parameter angewendet werden. Spezielle Parameterän-
derungen, z. B. Drift oder sinusförmige Änderungen, können mit den Techniken
aus Abschnitt 4.2 in konstantparametrische Probleme überführt werden. Bei
Parameteränderungen, die nicht zu den beiden beschriebenen Problemstellungen
zählen, kann maximal von einem Parameter-Tracker gesprochen werden, und
bei Verwendung der nachfolgenden Verfahren können Parameterkonvergenz und
Stabilität nicht garantiert werden. Für sich zeitlich signifikant ändernde Parameter
sei ansonsten auf [350] verwiesen.
Das fünfte Kapitel ist wie folgt gegliedert. Abschnitt 5.1 beschäftigt sich mit
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den Identifikationsverfahren, die grundlegender Bestandteil adaptiver Beobach-
ter sind. Dabei werden die verschiedenen Verfahren vorgestellt, miteinander
verglichen und Hinweise zum Umgang mit Anfangswerten und zur Wahl der
Designparameter gegeben. Die Wahl der hier verwendeten Betrachtungsweise
berücksichtigt die Tatsache, dass sie in den o. g. Monographien kaum behandelt
wurde. Zahlreiche Beispiele verdeutlichen eventuelle Schwierigkeiten bei der
Umsetzung.
Abschnitt 5.2 behandelt adaptive Beobachter und vergleicht verschiedene Ver-
fahren. Insgesamt wird sich hier auf Verfahren beschränkt, die für LTI-Systeme
entworfen und deren Ersatzsignale mittels Tiefpassfilter gebildet werden.
Abschnitt 5.3 beschäftigt sich mit Verbundbeobachtern, zeigt den Entwurf mittels
Beobachterverfahren für nichtlineare Systeme und stellt einen LYAPUNOV-
basierten Zugang vor.
In Abschnitt 5.4 werden die adaptiven und Verbundbeobachter an einem Beispiel
diskutiert und Unterschiede aufgezeigt.
5.1 Identifikationsverfahren
Wie die einführenden Bemerkungen zeigen, ist die wesentliche Schwierigkeit der
linearen adaptiven Beobachter mit der Lösung des Identifikationsproblems ver-
bunden. Ziel des folgenden Abschnitts ist es, praktische Schwierigkeiten bei der
Implementierung aufzuzeigen und dem Ingenieur einige wichtige Hinweise zu ge-
ben, auf welche Faktoren zu achten ist.
Begonnen wird in Abschnitt 5.1.1 mit dem Vergleich von Algebraisierungsme-
thoden zur Bildung von Signalableitungen. Da in aller Regel ein Signal wegen
Störeinflüssen nicht direkt abgeleitet werden kann, existieren unterschiedliche fil-
terbasierte Methoden als Ausweg.
In Abschnitt 5.1.2 werden die Identifikationsverfahren vorgestellt und die Iden-
tifikationsgleichungen um die unbekannten Anfangswerte als weitere Parameter
erweitert.
Abschnitt 5.1.3 beschäftigt sich mit dem Ansatz des Verfahrens. Anhand eines
Beispiels wird auf den bisher unbekannten Umstand hingewiesen, dass algebra-
isch identische Lösungen aus Identifikationssicht zu völlig unterschiedlichen Er-
gebnissen führen können und es werden Gründe dafür angeführt. Ferner wird der
Einfluss von Designparametern und Eingangssignalen diskutiert, die entscheidend
für eine erfolgreiche Identifikation sind.
Abschnitt 5.1.4 widmet sich dem Einfluss von Anfangswerten. Anhand eines Bei-
spiels aus dem vorangegangenen Abschnitt werden die Ergebnisse veranschau-
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licht. Es wird gezeigt, auf welche Werte u. U. verzichtet und wie mit Problemstel-
lungen umgegangen werden kann, die nicht in Normalform vorliegen.
In Abschnitt 5.1.5 wird die Wahl der Designparameter für die jeweiligen Verfah-
ren ausführlich diskutiert. Insbesondere wird hierbei auf die Wahl der Filter und
die Berücksichtigung der Startwerte eingegangen. Anhand einer Tabelle und eines
Simulationsbeispiels wird erörtert, wie die Startparameter bei den LS-Verfahren je
nach A-priori-Wissen und Störungen zu wählen sind.
5.1.1 Übersicht über Algebraisierungsmethoden zur Bildung
von Signalableitungen
Im Folgenden werden drei verschiedene tiefpassfilterbasierende Verfahren vorge-
stellt, mit denen gefilterte Signale gebildet werden, die als Ersatzsignale bezeich-
net und anstelle von Ableitungen verwendet werden. Dabei wird allgemein das
Signal w(t) betrachtet. Ihre Struktur wird am Ende des Abschnitts in Tabelle 5.1
zusammengefasst, ihre Vorteile werden herausgearbeitet und eine abschließende
Wertung wird gegeben.
Zustandsvariablenfilter
In Zustandsraumdarstellung können die Zustandsvariablenfilter wie folgt realisiert
werden
ζ˙ =


0 1 0 . . . 0
...
. . .
. . .
. . .
...
...
. . .
. . . 0
0 . . . . . . 0 1
−λ0 −λ1 . . . . . . −λn−1

 ζ +


0
...
...
0
λ0

w, ζ(0) = 0n (5.1a)

w
ZV
0
...
wZVn

 =


1 0 . . . 0
0 1
. . .
...
...
. . .
. . . 0
0 . . . 0 1
−λ0 −λ1 . . . −λn−1

 ζ +


0
...
...
0
λ0

w (5.1b)
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w
G(s)
s
s2
sn−1
wZV0
wZV1
wZV2
wZVn−1
−λn−1 −λ2 −λ1
wZVn
−λ0
Σ
· · ·
Bild 5.1: Struktur des Zustandsvariablenfilters (z. B. [167])
oder in kompakter Darstellung
ζ˙ =
[
0n−1 In−1
−λ0 −λT1:n−1
]
ζ +
[
0n−1
λ0
]
w, ζ(0) = 0n (5.2a)
w
ZV
0
...
wZVn

 = [ In−λT0:n−1
]
ζ +
[
0n
λ0
]
w. (5.2b)
Die strukturelle Darstellung ist in Bild 5.1 zu sehen.
POISSON-Filterketten
In [280] wurde die POISSON-Momenten-Funktional-Methode zur Bestimmung
von Ersatzsignalen entwickelt, die einen Sonderfall der Verfahren mit linearen Fil-
tern darstellt. Die Darstellung im Zustandsraum geschieht wie folgt
ζ˙ =


−T−1 0 0 · · · 0
1 −T−1 0 · · · 0
0 1 −T−1
. . .
...
...
. . .
. . .
. . . 0
0 · · · 0 1 −T−1

 ζ +


1
0
0
...
0

w, ζ(0) = 0n (5.3a)
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

wPF0
wPF1
...
...
...
wPFn


=


0 0 0 · · · 0
T−1 0 0 · · · 0
0 T−2 0 · · · 0
0 0 T−3
. . .
...
...
...
. . .
. . . 0
0 0 · · · 0 T−n


ζ +


1
0
0
0
...
0


w. (5.3b)
Bild 5.2 zeigt die strukturelle Darstellung der POISSON-Filterkette.
Paralleles Filter nach NARENDRA und LÜDERS
Die Bildung der Ersatzsignale in [207] erfolgt mit parallelen Filtern (siehe Bild
5.3). Die Formulierung in Zustandsraumdarstellung lautet
ζ˙ = −diag
(
T−11 , . . . , T
−1
n
)
ζ + 1nu, ζ(0) = 0n (5.4a)
wNL =
[
0Tn+1
diag
(
T−11 , . . . , T
−1
n
) ] [ 0
ζ
]
+
[
1
0n
]
w. (5.4b)
Das Zustandsvariablenfilter gilt als eine klassische Anwendung der Regelungs-
normalform und wurde bereits frühzeitig1 zur Bildung der Ersatzsignale einge-
führt. Es zählt im Rahmen der direkten LTI-Identifikation zu den Standardverfah-
ren [167].
Die Ausgänge wPFi der POISSON-Filterkette können direkt zur Identifikation ver-
wendet werden. Das hat aber zur Folge, dass die geschätzten Parameter nicht die
der Übertragungsfunktion sind. Alternativ können auch Linearkombinationen der
wPFi verwendet werden, was aber letztendlich wieder auf die Zustandsvariablen-
filternotation führt. Deshalb wird der Zugang hier nicht weiter betrachtet.
Der Vorteil der parallelen Filter nach NARENDRA und LÜDERS liegt in der
Entkopplung der einzelnen Filter. Somit werden zur Ersatzsignalbildung nur n-
Differenzialgleichungen 1. Ordnung benötigt, was für spezielle Mikrocontroller-
anwendungen von Vorteil sein kann. Auch hierbei werden nicht die Parameter der
1Laut [338] wurde der Begriff des Zustandsvariablenfilters erstmals in [146] verwendet.
w
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n
Bild 5.2: Struktur des POISSON-Filters [280]
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Bild 5.3: Struktur des parallelen Filters nach NARENDRA und LÜDERS [207]
Aspekt Zustands-
variablenfilter
POISSON-
Filterkette
Filter nach
NARENDRA-
LÜDERS
Identifizierte
Parameter
1
GZ(s)
n∑
i=0
θZVi s
i
n∑
i=0
θPFi
1
(1+sT )i
n∑
i=0
θNLi
1
1+sTi
Änderung Zählerableitung Potenz der Filter Zeitkonstante
Identifizierte
Parameter =
Strecken-
parameter
ja nein,
Umrechnung
erforderlich
nein,
Umrechnung
erforderlich
Vorteil formal flexibel,
in der Praxis aber
nur Grenzfre-
quenz angebbar
lediglich eine
Zeitkonstante
Vorteile durch
entkoppelte DGL
und Zeitkonstante
entspr. Orthogo-
nalität anpassbar
Tabelle 5.1: Übersicht über Filter zur Ersatzsignalbildung
Übertragungsfunktion direkt ermittelt, sodass eine zusätzliche umständliche Um-
rechnung erforderlich sein kann. Punktuell lässt sich das durch eine spezielle Nor-
malform umgehen, die beim adaptiven Beobachter von NARENDRA und LÜDERS
Anwendung findet. Für reine Identifikationsanwendungen bietet der Zugang weni-
ger Vorteile, da insbesondere die A-priori-Information der Übertragungsfunktion
nur schwer eingebaut werden kann.
Wertung der Filter
Tabelle 5.1 zeigt eine Übersicht verschiedener Tiefpassfilterketten, die zur Bildung
von Ableitungen von Signalen bereits eingesetzt werden. Das parallele Filter nach
NARENDRA und LÜDERS bietet den Vorteil der Entkopplung der einzelnen Signa-
le sowie die Verwendung von Filtern erster Ordnung, allerdings ist hier wie auch
bei den POISSON-Filterketten der Aufwand für die Umrechnung der identifizierten
Parametern in die der Strecke so beträchtlich, dass die Zustandsvariablenfilter als
sinnvollste Wahl erscheinen.
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5.1.2 Übersicht über Identifikationsverfahren
Im folgenden Abschnitt werden grundlegende Zusammenhänge für die direkte
Identifikation linearer zeitkontinuierlicher Modelle zusammengestellt. Entgegen
der sonst in den Lehrbüchern gewählten Darstellung wird hier das Identifikations-
verfahren um die unbekannten Anfangswerte der Differenzialgleichung erweitert,
die ansonsten immer mit dem Wert 0 angenommen werden. Die direkte Identifika-
tion hat gegenüber der indirekten Identifikation über ein zeitdiskretes Zwischen-
modell zahlreiche Vorteile [122]. So entfällt u. a. das Problem der Rücktransfor-
mierbarkeit und die Wahl der Abtastzeit. Im Zusammenhang mit adaptiven Beob-
achtern kommt als weiterer Vorteil hinzu, dass Stabilitäts- und Konvergenzunter-
suchungen durchweg mittels der besser handhabbaren und vertrauteren Theorien
für zeitkontinuierliche Systeme erfolgen können, während im anderen Fall eine
kombiniert zeitkontinuierlich-zeitdiskrete Betrachtung notwendig wird.
Um die Darstellung im Folgenden einfach zu halten, wird sich auf SISO-Systeme
beschränkt. MIMO-Systeme können in der E/A-Darstellung durch die Kompositi-
on in MISO-Systeme gelöst werden, wobei sich lediglich der sogenannte Regressi-
onsvektor um die zusätzlichen Eingangssignale vergrößert. Deshalb wird nachfol-
gend mitm die höchste Ableitung des Eingangssignals (Zählergrad in der Übertra-
gungsfunktionsdarstellung) und nicht wie bisher die Anzahl der Eingangssignale
bezeichnet. Gegeben sei somit die Differenzialgleichung in Minimalrealisierung
n∑
ν=0
aνy
(ν)(t)
︸ ︷︷ ︸
:=A(s)[y(t)]
=
m∑
µ=0
bµu
(µ)(t)
︸ ︷︷ ︸
:=B(s)[u(t)]
mit u(0+), . . . , u(m−1)(0+), y(0+), . . . , y(n−1)(0+). Hierbei wird die Darstellung
A(s)[y(t)] und B(s)[u(t)] genutzt, in der s als Differenzialoperator betrachtet
wird, der auf das in eckigen Klammern stehende Signal anzuwenden ist (Dar-
stellung nach [312]). Tritt statt eines Polynoms eine gebrochen rationale Funktion
Gf (s) auf, so ist das aus der Operation hervorgehende Signal yf (t) = Gf (s)[y(t)]
als das Ausgangssignal der zur Übertragungsfunktion gehörigen Differenzialglei-
chung mit Nullanfangswerten zu betrachten.
Die Differenzialgleichung kann aber nicht zur Bestimmung der Parameter ai und
bi verwendet werden, da hierfür die Ableitungen von u(t) und y(t) zu berechnen
sind. Deshalb muss die Gleichung algebraisiert werden, was in klassischer Wei-
se über einen stabilen Tiefpassfilter erfolgt, der mindestens einen relativen Grad
r = n haben muss. Der Einfachheit halber werden deshalb Tiefpassfilter mit einer
Nennerordnung nf = n und Zählerordnung mf = 0 verwendet. Die zusätzli-
chen Tiefpassfilter werden immer aus dem Nullzustand gestartet, um zusätzliche
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Probleme mit deren Anfangswerten zu vermeiden. Die Realisierung der Tiefpass-
filterung erfolgt über die Zustandsvariablenfilter (siehe Abschn. 5.1.1), da dadurch
die benötigten gefilterten Ableitungen in sehr kompakter und eleganter Form re-
chentechnisch gebildet werden können. Zum Zweck der Algebraisierung wird die
Differenzialgleichung zunächst in den LAPLACE-Bereich transformiert
A(s)Y (s) = B(s)U(s) +
n−1∑
i=0
cis
i, (5.5a)
wobei die aggregierten Anfangswerte
ci=


n∑
υ=i+1
aυy
(υ−i−1)(0+)+
m∑
υ=i+1
bυu
(υ−i−1)(0+), für 0 ≤ i ≤ m− 1
n∑
υ=i+1
aυy
(υ−i−1)(0+), für m ≤ i ≤ n− 1
(5.5b)
zu berücksichtigen sind. Die Gleichung wird mit Gf (s) multipliziert, was einer
Filterung entspricht. Mit den abkürzenden Schreibweisen
yf,i(t) = s
iGf (s)[y(t)], (5.6a)
uf,i(t) = s
iGf (s)[u(t)], (5.6b)
δf,i(t) = s
iGf (s)[δ(t)] (5.6c)
lässt sich dann die algebraisierte Identifikationsgleichung formulieren
[
−yf,0 . . . −yf,n−1 uf,0 . . . uf,m δf,0 . . . δf,n−1
]︸ ︷︷ ︸
:=φT


a0
...
an−1
b0
...
bm
c0
...
cn−1


︸ ︷︷ ︸
:=θ
= yf,n(t)
(5.7)
mit t > 0. In der weiteren Anwendung können die Signale δf,i(t) entweder
explizit als die Gewichtsfunktionen der Übertragungsfunktion siGf (s) angege-
ben werden (Rücktransformation algebraisch ausgeführt) oder sie werden implizit
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über ein Zustandsvariablenfilter wie die anderen Signale behandelt. Um den da-
bei auftretenden Delta-Impuls am Filtereingang zu umgehen, wird die Beziehung
δ(t) =
(
s · 1s
) [
δ(t)
]
= s[1(t)] herangezogen. Das hat zur Folge, dass
δf,i(t) = s
iGf (s)[δ(t)] := s
i+1Gf (s)[1(t)] = 1f,i+1(t) (5.8)
gilt.
In den folgenden Darstellungen wird zur besseren Lesbarkeit angenommen, dass
die Anfangswerte identisch Null sind. Allen folgenden Identifikationsverfahren
liegt die Fehlerdefinition
e = z − φT θˆ (5.9)
zugrunde. Die Verfahren unterscheiden sich hinsichtlich der Betrachtungsweise,
auf der sie beruhen: Die Verfahren existieren entweder auf einem Gradienten oder
auf einem Least-Squares Ansatz und sie verwenden entweder eine instantane,
d. h. nur auf den derzeitigen Zeitpunkt bezogene, oder integrale Kostenfunktion.
Es werden ausschließlich am Fehlerquadrat orientierte Verfahren verwendet, die
ggf. gewichtet werden, da sie wegen der Parameterlinearität und Problemkonve-
xität auf eine eindeutige und zudem gut handhabbare Lösung führen. Eine Zu-
sammenstellung der gängigen Verfahren findet sich in Tabelle 5.2. Dabei werden
jeweils (soweit möglich) das dem Verfahren zugrunde liegende Kostenfunktional
beschrieben, das daraus resultierende Update-Gesetz sowie die Designparameter,
mit denen auf das Einschwingverhalten Einfluss genommen werden kann. Anders
als zumeist in der Literatur üblich, werden hier die Startwerte direkt im Gütekri-
terium berücksichtigt. Bei Startwerten handelt es sich um die Anfangswerte des
Parameters θˆ(0) sowie ggf. um die Anfangswerte der Kovarianzmatrix P bei LS-
Verfahren.
Unabhängig von Tabelle 5.1, für deren Anwendung die Identifizierbarkeit still-
schweigend vorausgesetzt wird, seien hier noch einige Hinweise zur Identifizier-
barkeit [41] gegeben. Der erste Aspekt bezieht sich auf die strukturelle Identifi-
zierbarkeit der Parameter, also die Frage, ob sich unter optimalen Bedingungen
der Anregung die Parameter überhaupt identifizieren lassen. Dabei können aus
der E/A-Differenzialgleichung bestenfalls m+ n Parameter der Systemmatrix be-
stimmt werden (notwendige Bedingung). Für erklärende Beispiele sei auf [258]
verwiesen. Eine Diskussion am praktischen Beispiel mit eventueller Änderung der
Mess- oder E/A-Signale findet in [166] statt. Der zweite Aspekt bezieht sich auf
die Versuchsbedingungen. Es muss sichergestellt werden, dass die Spalten des φ-
Vektors über alle Zeitintervalle linear unabhängig sind. Das lässt sich einerseits
2Bei der Anwendung des Verfahrens erweist sich eine Modifikation von Vorteil, die verhindert, dass
P (t) sehr groß wird. Details und Rechtfertigung dieser Modifikation werden in [162] beschrieben.
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Least-Squares
Kostenfunktional J
(
θ(t)
)
=
t∫
t0
e2(τ)
m2(τ)dτ+
1
2‖θˆ(t)− θˆ0)‖
2
P−10
Update-Gesetz
˙ˆ
θ = Pφe, θˆ(t0) = θˆ0
P˙ = −P φφ
T
m2 P, P (t0) = P0
Designparameter P0 = PT0 ≻ 0l×l; θˆ0
Least-Squares und Kovarianz-Resetting
Kostenfunktional Kann nicht in geschlossener Form angegeben werden.
Update-Gesetz
˙ˆ
θ = Pφe, θˆ(t0) = θˆ0
P˙ = −P φφ
T
m2 P, P (t
+
r ) = P0 = ρ0Il,
wobei tr die Zeit bei λmin(P ) ≤ ρ1 ist.
Designparameter ρ0 > ρ1 > 0; θˆ0
Least-Squares mit exponentiellem Vergessen2
Kostenfunktional J
(
θˆ(t)
)
=
t∫
t0
e−β(t−τ) e
2(τ)
m2(τ)dτ +
1
2e
−βt‖θˆ(t)− θˆ0)‖2P−10
Update-Gesetz
˙ˆ
θ = Pφe, θˆ(t0) = θˆ0,
P˙ = βP − P φφ
T
m2 P, P (t0) = P0
Designparameter P0 = PT0 ≻ 0l×l; ‖P (t)‖ ≤ γ;β > 0; θˆ0
Gradientabstiegsverfahren mit instantaner Kostenfunktion
Kostenfunktion J
(
θˆ(t)
)
= 12e
2(t)
Update-Gesetz ˙ˆθ = Γφe, θˆ(t0) = θˆ0
Designparameter Γ = ΓT ≻ 0l×l; θˆ0
Gradientabstiegsverfahren mit integraler Kostenfunktion
Kostenfunktional J
(
θˆ(t)
)
= 12
t∫
t0
e−β(t−τ) e
2(t,τ)
m2(τ) dτ
Update-Gesetz
˙ˆ
θ = Γ(Rθˆ + q), θˆ(t0) = θˆ0
R˙ = −βR+ φφ
T
m2 , R(t0) = 0l×l;
q˙ = −βq − zφm2 , q(t0) = 0l
Designparameter Γ = ΓT ≻ 0l×l;β > 0; θˆ0
Tabelle 5.2: Übersicht Adaptionsverfahren mit e(t) = z(t) − φT (t)θˆ(t) und
m2(t) = 1 + αφT φ mit α > 0 [162, 163]
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über die Bedingung der fortwährenden Anregung (Persistent Excitation) garantie-
ren, die ein integrales Kriterium an den φ-Vektor darstellt. Es stellt bei der Kon-
struktion von LYAPUNOV-Funktionen und bei der Regularität/positiven Definitheit
im Rahmen der zeitkontinuierlichen LS-Theorie eine grundlegende Annahme dar.
Andererseits wird an das erregende Eingangssignal die Bedingung der Sufficient
Richness gestellt. Danach müssen l/2 von Null verschiedene signifikante Frequen-
zen im erregenden Signal zur Identifikation der l Parameter vorhanden sein. Für
Ergänzungen und den Zusammenhang zwischen den beiden Begriffen sei auf die
Standardwerke zur adaptiven Regelungstechnik (z. B. [162]) oder zur Systemiden-
tifikation (z. B. [78, 167, 318]) verwiesen.
Zusammenfassend kann gesagt werden, dass das Least-Squares-Verfahren mit ex-
ponentiellem Vergessen beim experimentellen Nachweis die besten Ergebnisse er-
zielt. Dieses Ergebnis deckt sich mit [122, 142], steht aber im Widerspruch zu der
in der Literatur propagierten Anwendung des instantanen Gradientenabstiegsver-
fahrens. Aus Sicht des Autors liegt die Popularität von letzterem Verfahren im
Wesentlichen daran, dass hier der Konvergenzbeweis besonders einfach gelingt.
Allerdings wird die Konvergenzrate nicht näher betrachtet. Auch wird in der Li-
teratur immer von optimalen Bedingungen wie z. B. vorhandener fortwährender
Anregung ausgegangen. Dies ist in der Praxis allerdings nicht immer vorhanden,
weil im Gesamtsystem mit Regler die Dynamik möglichst gering sein muss und
der Wunsch nach ständiger Anregung dazu im Widerspruch steht.
5.1.3 Diskussion der Gleichungsfehlerbildung und Vergleich
der Verfahren
Für die im vorherigen Abschnitt vorgestellten Identifikationsverfahren wird nun
auf den Ansatz der Verfahren und nicht auf die Verfahren selbst eingegangen. In
den folgenden Beispielen 5.1 und 5.2 wird der Gleichungsfehler in zwei unter-
schiedlichen Varianten formuliert und das Verfahren mit zwei unterschiedlichen
Eingangssignalen getestet. Hierbei wird ein Aspekt herausgearbeitet, der im Rah-
men der adaptiven Strukturen bisher nicht behandelt wurde. Es handelt sich da-
bei um eine Betrachtung der Phasenwinkel, die mit dem Konditionierungsproblem
vergleichbar ist, das bei zeitdiskreten Problemstellungen intensiv untersucht wur-
de.
Beispiel 5.1. Vergleich der Identifikationsverfahren
Für die Differenzialgleichung
T y˙ + y = Ku, y(0) = y0, speziell mit K = 12 und T = 3 (5.10)
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lautet die LAPLACE-Bereichsdarstellung
T
(
sY (s)− y0
)
+ Y (s) = KU(s). (5.11)
Durch Multiplikation mit Gf (s) = λs+λ (speziell λ = 8), was einer Filterung der
auftretenden Signale entspricht, ergibt sich
λ
(
s+ 1T
)
s+ λ
Y (s)−
λ
s+ λ
y0 =
λ
s+ λ
K
T
U(s)
K
T
λ
s+ λ
U(s) +
(
−
1
T
)
λ
s+ λ
Y (s) =
λs
s+ λ
Y (s)−
λs
s+ λ
1
s
y0. (5.12)
Zu den Darstellungen korrespondieren die algebraischen Gleichungen
[
uf,0(t) yf,0(t)
]︸ ︷︷ ︸
:=φT1
[
K
T
− 1T
]
︸ ︷︷ ︸
:=θ1
= yf,1 − y01f,1︸ ︷︷ ︸
z1(t)
, 0 ≤ t ≤ te, (5.13)
speziell θ1 =
[
3
− 14
]
und y(0) = 0 , wobei für die gefilterten Signale die folgen-
den Abkürzungen
uf,0=
λ
s+ λ
[u], yf,0=
λ
s+ λ
[y], yf,1=
λs
s+ λ
[y], 1f,1=
λs
s+ λ
[1(t)]
(5.14)
verwendet werden. Für die Identifikationsverfahren nach Tabelle 5.2 wird mit Pa-
rametern gearbeitet:
θˆ1,0 =
[
6
−1
]
, P0,LS =
[
1 0
0 100
]
, P0,LS+VF =
[
1 0
0 1
]
,
ΓGrad =
[
10 0
0 1
]
, ΓGrad.−Int. =
[
10 0
0 10
]
, βLS+VF = 10,
βGrad.−Int. = 0.2. (5.15)
Als Eingangssignale dienen
u1 = 50 sin
(
2π5t
) (Ergebnis siehe Bild 5.4) und
u2 = 50 sin
(
2π0.5t
) (Ergebnis siehe Bild 5.5).
Die Simulationsergebnisse werden in den Bildern 5.4 und 5.5 dargestellt. Bei u1
werden die Parameter mit allen Identifikationsverfahren in sehr kurzer Zeit richtig
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Zeit in s
Kˆ Tˆ
0 0.80.2 0.4 0.6 13
4
5
6
7
8
9
10 LS
Grad inst.
LS+VF
Grad int.
(a) Rekonstruktion von K
T
= 4
Zeit in s
−
1 Tˆ
-0.5
-1.5
-2.5
-3.5
0
0.80.2 0.4 0.60
-1
1
-2
-3
-4
LS
Grad inst.
LS+VF
Grad int.
(b) Rekonstruktion von − 1
T
= − 1
3
Bild 5.4: Identifikationsansätze mit (5.13) und mit u1
rekonstruiert. Das Einschwingverhalten wird bei den LS-Methoden wesentlich von
den Startwerten von P0 bestimmt, was hier nicht ersichtlich ist, aber in Abschnitt
5.1.5 nochmals aufgegriffen wird. Beim gradientenbasierten Verfahren hängt die
Konvergenz von der Wahl der Verstärkungsmatrix Γ ab. Liegen die Parameter un-
gefähr in der gleichen Größenordnung, sind die Teilverstärkungen so zu wählen,
dass auch die Terme der Parameterdifferenzialgleichung (rechte Seite) in etwa in
der gleichen Größenordnung liegen. Unterscheiden sich die Parameter um eine
Größenordnung, empfiehlt es sich, dass das auch für die Terme gilt.
Bei u2 versagt das instantane Gradientenabstiegsverfahren und zeigt ein deutliches
Schwingungsverhalten ohne erkennbares Einschwingen. Die übrigen Identifikati-
onsverfahren liefern weiterhin eine richtige Parameterrekonstruktion.
Beispiel 5.2. Vergleich der Identifikationsverfahren mit anderem Ansatz
Das Beispiel unterscheidet sich von Beispiel 5.1 lediglich in der Wahl des Iden-
tifikationsansatzes. Bis auf die Startwerte bleiben Parameter und Eingangssignale
identisch.
Durch formales Umstellen von Formel (5.13) ergibt sich ein äquivalenter Ansatz
[
uf,0(t) −yf,1(t) + y01f,1
]︸ ︷︷ ︸
:=φT2
[
K
T
]
︸ ︷︷ ︸
:=θ2
= yf,0︸︷︷︸
z2(t)
, (5.16)
speziell θ2 =
[
12
4
]
und y0 = 0. Die Simulation wird mit den Eingangssignalen
u1 (Ergebnis Bild 5.6) und u2 (Ergebnis Bild 5.7) und den gleichen Parametern
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wie in (5.15) wiederholt mit Ausnahme von
θˆ2,0 =
[
12.7
2.3
]
, P0,LS =
[
1 0
0 1
]
, P0,LS+VF =
[
1 0
0 1
]
. (5.17)
Für die Begründung der Wahl von P0 sei auf Abschnitt 5.1.5 verwiesen.
Die Simulationsergebnisse werden in den Bildern 5.6 und 5.7 dargestellt. Das Ein-
gangssignal u1 führt dazu, dass weder das LS-Identifikationsverfahren noch das
instantane Gradientenabstiegsverfahren zur Parameterkonvergenz führen. Das in-
tegrale Gradientenabstiegsverfahren nähert sich nur sehr langsam den wahren Wer-
ten. Lediglich das LS-Verfahren mit Vergessenheitsfaktor konvergiert innerhalb
kürzester Zeit.
Bei u2 führt das LS-Verfahren mit Vergessenheitsfaktor zur Parameterkonvergenz
innerhalb von etwa von 0, 5 s, das LS-Verfahren ohne Vergessenheitsfaktor und das
integrale Gradientenabstiegsverfahren benötigen grob 1 s bis zur Parameterkonver-
genz. Das instantane Gradientenabstiegsverfahren hingegen ist auch nach 5 s nicht
vollständig eingeschwungen. 
Dass beim Eingangssignal u1 das Identifikationsverfahren (5.16) bedeutend
schlechter als (5.13) abschneidet, liegt in der Abhängigkeit der Signale von yf,1
und uf,0 voneinander. Der Phasenwinkel beträgt weniger als 1 ◦. Zum Vergleich:
Bei (5.13) liegt der Phasenwinkel von yf,0 und uf,0 bei etwa 90 ◦. Bei u2 wächst
der Phasenunterschied auf etwa 6 ◦ bzw. sinkt auf 84 ◦. Das erklärt das wesentlich
bessere Einschwingverhalten des Identifikationsansatzes von (5.13) bei u2. Eine
Diskussion der Tatsache, dass die erste Methode aus statistischen Gründen besser
geeignet ist, findet sich in [122].
Zeit in s
Kˆ Tˆ
0 1 23 3
4
4
5
5
6 LS
Grad inst.
LS+VF
Grad int.
(a) Rekonstruktion von K
T
= 4
Zeit in s
−
1 Tˆ
0
0-1.5
-1
-0.5
0.5
1
1 2 3 4 5
(b) Rekonstruktion von − 1
T
= − 1
3
Bild 5.5: Identifikationsansätze mit (5.13) und mit u2
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Zeit in s
Kˆ
0
12
12.4
12.2
12.6
10 20155
11.4
11.6
11.8
LS
Grad inst.
LS+VF
Grad int.
(a) Rekonstruktion von K = 12
Zeit in s
Tˆ
0
2.8
3
3.2
2.7
2.9
3.1
3.3
10 155 20
LS
Grad inst.
LS+VF
Grad int.
(b) Rekonstruktion von T = 3
Bild 5.6: Identifikationsansätze mit (5.16) und mit u1
Zusammenfassend lässt sich sagen, dass Vorsicht bei der Aufstellung des Glei-
chungsfehlers geboten ist und algebraisch korrekte Lösungswege nicht mit idea-
len Bedingungen für Identifikationsverfahren gleichzusetzen sind. Es handelt sich
dabei um ein Ansatzproblem, nicht um ein Verfahrensproblem. Bei den gefilterten
Signalen muss darauf geachtet werden, dass sie linear unabhängig voneinander
sind. Ferner zeigt sich, dass auch die Frequenz des Eingangssignals nicht völlig
frei gewählt werden kann und Auswirkung auf die Parameterrekonstruktion hat.
Das hier erzielte Ergebnis des Vergleichs der Identifikationsverfahren, dass LS-
Verfahren besser als Gradientenabstiegsverfahren sind und dass das LS-Verfahren
mit Vergessenheitsfaktor besser als das ohne ist, deckt sich mit den weiteren Er-
fahrungen des Autors aus nicht dokumentierten Beispielen.
Zeit in s
Kˆ
0
11.4
11.6
11.8
12.4
12.2
12.6
1 2 3 4 5
12
LS
Grad inst.
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Grad int.
(a) Rekonstruktion von K = 12
Zeit in s
Tˆ
0
2.8
3.2
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3
3 4 5
LS
Grad inst.
LS+VF
Grad int.
(b) Rekonstruktion von T = 3
Bild 5.7: Identifikationsansätze mit (5.16) und mit u2
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5.1.4 Erweiterung der Identifikationsverfahren um
Berücksichtigung unbekannter Anfangswerte
Die meisten adaptiven Verfahren gehen bei der Differenzialgleichung von der An-
regung aus dem Nullzustand aus. Dann fällt die δf,n−1-Spalte in Gleichung (5.7)
vollständig weg und die Anfangswerte müssen bei der Identifikation nicht weiter
berücksichtigt werden.
Tritt bei Ein- und Ausgangssignalen kein Messrauschen auf, kann die δf,n−1-
Spalte wegen der bekannten Werte u(0) und y(0) entfallen, wodurch sich das
Problem vereinfacht. Die Berücksichtigung der bekannten Anfangswerte führt bei
Problemstellungen, die nicht in Normalform vorliegen, häufig auf längere Berech-
nungen.
Bei aktiver Experimentation ist in der Regel das Eingangssignal bekannt, und so-
mit sind auch die Anfangswerte u(0+), u˙(0+), . . . , u(m−1)(0+) bekannt. Bei pas-
siver Experimentation, wenn also ein laufender Prozess betrachtet oder wenn u(t)
durch einen Regler generiert wird, sind hingegen die u-Anfangswerte unbekannt.
Ferner kann nach Abklingen der Eigenvorgänge auf die reine Parameterrekon-
struktion umgeschaltet werden, weil dann Probleme aufgrund mangelnder fort-
währender Anregung (Persistent Excitation) umgangen werden (abgeklungene Ei-
genvorgänge können nicht mehr beobachtet werden und können zur Instabilität
führen).
Im Beispiel 5.3 wird gezeigt, dass das Vernachlässigen der Anfangswerte durch
formales Nullsetzen eine deutlich schlechtere Konvergenzrate zur Folge hat. Eine
erheblich bessere Konvergenzgeschwindigkeit wird hingegen erreicht, wenn die
Anfangswertkenntnis in den Identifikationsansatz einfließt.
Beispiel 5.3. Anwendung des LS-Identifikationsverfahrens
In Anlehnung an das Beispiel in [258] wird hier das System
Σsys : x˙ =
[
−3 1
1 −a
]
x+
[
0
1
]
u, x(0) = x0 (5.18a)
y =
[
1 0
]
x, (5.18b)
mit der E/A-Darstellung
y¨ + (3 + a)y˙ + (3a− 1)y = u (5.19)
mit y(0) := y0 = x1,0 und y˙(0) := y˙0 = −3x1,0 + x2,0 betrachtet. Die Anwen-
dung der LAPLACE-Transformation liefert
s2Y (s)− sy0 − y˙0 +
(
3 + a
)(
sY (s)− y0
)
+
(
3a− 1
)
Y (s) = U(s).
(5.20)
158 5. BEOBACHTER MIT UNBEKANNTEN PARAMETERN
Die Anwendung der Tiefpassfilter liefert
yf,2 + (3+a)yf,1 + (3a−1)yf,0 − y01f,2 −
(
y˙0 + (3+a)y0
)
1f,1 = uf,0.
(5.21)
Die Identifikationsform der algebraischen Differenzialgleichung lautet
[
yf,1 + 3yf,0 −1f,2(t) −1f,1(t)
]  ay0
y˙0 + (3 + a)y0


= uf,0 − yf,2 − 3yf,1 + yf,0 (5.22)
und in verkürzter Form mit bekanntem Anfangswert y0
[
yf,1+3yf,0−y01f,1(t) −1f,1(t)
]︸ ︷︷ ︸
:=φT
[
a
y˙0
]
︸ ︷︷ ︸
:=θ
= uf,0−yf,2−3yf,1+yf,0+y01f,2(t)+3y01f,1(t)︸ ︷︷ ︸
:=z(t)
. (5.23)
Die Parameterdifferenzialgleichung lautet somit
d
dt
[
aˆ
ˆ˙y0
]
= Pφ
(
z − φT
[
aˆ
ˆ˙y0
])
,
[
aˆ(0)
ˆ˙y0(0)
]
=
[
aˆ0
ˆ˙y0,0
]
(5.24a)
P˙ = βP − PφφTP, P (0) = diag([10, 10]), β = 1.
(5.24b)
Der Unterschied bei der Parameterrekonstruktion, der mit und ohne Berücksichti-
gung der Anfangswerte der Differenzialgleichung auftritt, ist in Bild 5.8 ersicht-
lich. Die Parameterkonvergenz bei Berücksichtigung der Anfangswerte tritt bei
t = 4 s statt bei t = 8 s ein. Werden die Anfangswerte in der Modellierung nicht
berücksichtigt, wirken sie wie Störungen auf die Identifikation und sorgen so wäh-
rend ihres Abklingens für ein langsameres Einschwingen. 
Das Beispiel zeigt, wie mit Parametern verfahren werden kann, die nicht in der
klassischen Normalform vorliegen, und wie mit φ umgegangen werden muss. Die
Identifikation des Verfahrens wird später in Beispiel 5.4 aufgegriffen.
5.1. IDENTIFIKATIONSVERFAHREN 159
Zeit in s
a˜
ohne AFW
mit AFW
0
0
-2
-4
-6
-8
-10
2
2
4
4 6 8 10
Bild 5.8: Vergleich des Parameterfehlers mit und ohne Berücksichtigung der An-
fangswerte
5.1.5 Hinweise zur Wahl der Designparameter für die
Identifikation
Die in Tabelle 5.2 vorgestellten Verfahren enthalten eine Reihe von Einstellpara-
metern. In der Literatur konzentriert sich die Angabe der Parameter in aller Re-
gel nur auf Bedingungen, die für die Stabilität des jeweiligen Verfahrens erfor-
derlich sind. Allerdings werden kaum Hinweise gegeben, die sich auf das transi-
ente und asymptotische Verhalten, die Numerik, die Einbeziehung von A-priori-
Information, diverse Einflüsse gestörter Messsignale (z. B. Bias [122]) und spek-
trale Betrachtungen bzgl. Identifizierbarkeit beziehen.
Ein bzw. mehrere wichtige Parameter stellen die Filterparameter zur Erzeugung
der Ersatzsignale für die Algebraisierung der Differenzialgleichung dar. Je nach
Filterordnung sind demnach nf Parameter zu wählen. Da das aus praktischer Sicht
inakzeptabel ist, wird sich bei der Klasse der Filter häufig auf POISSON- oder BUT-
TERWORTH-Filter beschränkt. Mit der Festsetzung einer statischen Filterverstär-
kung von 1 bleibt letztlich nur die Filtergrenzfrequenz als einziger einzustellender
Parameter. In der Arbeit [122] wird darauf verwiesen, dass der Parameter so zu
wählen ist, dass sich Filter und System in ihrem Frequenzgang ähneln. Dadurch
wird sichergestellt, dass jene Frequenzen, die das System signifikant passieren,
auch nach Filterung nennenswerte Amplituden aufweisen.
Alle angesprochenen Verfahren sind durch eine Parameterdifferenzialgleichung
gekennzeichnet, die das zeitkontinuierliche Analogon der in der Optimierung ver-
wendeten zeitdiskreten Parameter-Update-Gleichung darstellt. Wie jede Differen-
zialgleichung benötigt auch die Parameterdifferenzialgleichung Anfangswerte. Sie
werden in der vorliegenden Arbeit in Anlehnung an die diskrete Optimierung als
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Störung
keine signifikant
A-priori über Startwert nah am echten Wert P0 mittel P0 klein
Parameter Startwert weit vom echten Wert P0 groß P0 mittel
Tabelle 5.3: Übersicht über die Beeinflussung von Startwerten bei Least-Squares-
Verfahren ohne Vergessenheitsfaktor. Mit Vergessenheitsfaktor mit Störung, ðP0
kleiner zu wählen.
Startwerte bezeichnet, um sie von den Anfangswerten der Systemdifferenzialglei-
chung abgrenzen zu können. Analog zur Optimierung ist es auch hier von Vorteil,
wenn die Startwerte in der Nähe der wahren Werte liegen. Durch Nutzen der A-
priori-Information, die aus physikalischen oder systemtheoretischen Überlegun-
gen erhalten werden kann (z. B. Frequenzverhalten, statische Verstärkung, Stabi-
lität, Passivität, siehe Hinweise in [123]), lassen sich oft gute Startwerte angeben.
Wenn diesbezüglich eine Präzisierung nicht gelingt, ist die Mindestforderung emp-
fehlenswert, dass die Startwerte das richtige Vorzeichen aufweisen. Unter der Sta-
bilitätsannahme folgt nach der notwendigen Bedingung für HURWITZ-Polynome
die Positivität der Nennerkoeffizienten und aus der statischen Verstärkung zumin-
dest das Vorzeichen von b0.
In enger Verbindung mit den Startwerten steht die Startmatrix P0 bei den LS-
orientierten Verfahren. Sie taucht im zusätzlichen Term in Form von P−10 als
Wichtungsmatrix in der elliptischen Norm3 auf. Eine positiv definite Matrix P0
mit großen Eigenwerten wird bei diskreten LS-orientierten Verfahren propagiert.
Das bedeutet, dass die Eigenwerte von P−10 klein sind, was wiederum einen klei-
nen additiven Zusatzterm im Gütefunktional zur Folge hat und schlussendlich
den Einfluss des Startwerts der Parameterdifferenzialgleichung θˆ0 auf den Para-
meterverlauf θˆ reduziert. Aus diesen Überlegungen folgt, dass bei guter A-priori-
Information über θˆ0 (z. B. über Experimentation aus Ruhelage) die MatrixP0 nicht
zu groß zu wählen ist (groß bedeutet in diesem Fall Zahlen von 105 . . . 106). Das
Gleiche gilt, wenn die Messdaten signifikant gestört sind, da dann die integralen
Terme im Verhältnis zum additiven Startwertterm weniger stark ins Gütefunktional
einfließen.
Die Entscheidung darüber, welches der in Tabelle 5.2 angegebenen LS-
orientierten Verfahren zu verwenden ist, fällt aus Sicht des Autors zugunsten
des LS-orientierten Verfahrens mit Vergessenheitsfaktor. Diese Einschätzung
spiegelt sich in den Beispielen 5.1 und 5.2 wider. Wichtiger wiegen aber die
3Die elliptische Norm ist durch ‖x‖ATA =
√
xTATAx = ‖Ax‖2 mit dem A-Innenprodukt auf
Cn und A ∈ Cn×n nichtsingulär definiert [226].
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Zeit in s
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(a) Rekonstruktion von K = 12 – keine Störung,
falscher Startwert
Zeit in s
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(b) Rekonstruktion von T = 3 – keine Störung,
falscher Startwert
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(c) Rekonstruktion von K = 12 – mit Störung,
falscher Startwert
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(d) Rekonstruktion von T = 3 – mit Störung,
falscher Startwert
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(e) Rekonstruktion von K = 12 – mit Störung,
richtiger Startwert
Zeit in s
Tˆ
1000
100
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(f) Rekonstruktion von T = 3 – mit Störung, rich-
tiger Startwert
Bild 5.9: Vergleich der Simulationsergebnisse mit Identifikationsansatz aus Bei-
spiel 5.2 für unterschiedlich gewählte Startwerte von P−10 .
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durch die Beispiele nicht deutlich gewordenen Argumente, dass in der Praxis
fast immer diverse Parameterdriften vorhanden sind, und dass bei Verwendung
von linearisierten Modellen die Parameter immer vom Arbeitspunkt abhängen,
weshalb jeder Arbeitspunktwechsel ohnehin eine Parameteränderung nach sich
zieht. Die Wahl des Vergessenheitsfaktors hängt dabei vom Stör-Nutz-Verhältnis
der Signale und der Schnelligkeit des Arbeitspunktwechsels ab. Überwiegen in
der Anwendung die Störungen, ist β klein zu wählen (LS-ähnliches Verhalten).
Werden hingegen die Zustände für eine Regelung benötigt, empfiehlt es sich, das
Einschwingverhalten der Parameter schneller als das Einschwingverhalten der
Zustände einzustellen.
Tabelle 5.3 zeigt, welche Startwerte bei unterschiedlichem A-priori-Wissen
und ggf. bei störungsbehaftetem Ausgangssignal bei P0 zu wählen sind. Bild
5.9 zeigt Simulationen mit unterschiedlichen Werten für P0. Dabei wird P0
als Diagonalmatrix gewählt und alle Diagonalelemente werden jeweils mit
dem gleichen Wert besetzt. Als Identifikationsansatz wird der in Beispiel 5.2
vorgestellte gewählt. Es zeigt sich, dass bei ungestörtem Ausgangssignal ein
hoher Wert von P0 zu schnellem Einschwingen führt (Bilder 5.9a und 5.9b). Bei
vorhandener Störung führen hohe Werte aber zu einer großen Verstärkung des
Fehlers und haben signifikanten Einfluss auf die Parameterrekonstruktion. In den
Bildern 5.9c und 5.9d werden dabei falsche, in den Bildern 5.9e und 5.9f richtige
Startwerte angenommen. Insgesamt muss ein Kompromiss zwischen schnellem
Parametereinschwingen und Rauschunterdrückung gefunden werden.
Bei Identifikationsproblemen, in denen aggregierte Anfangswerte geschätzt
werden, sind die betreffenden P -Diagonalelemente relativ hoch zu wählen. Zum
einen sind die Hilfssignale für die aggregierten Anfangswerte stets ungestört, zum
anderen klingen die Signale zumeist schnell nach 0 ab, sodass die P -induzierte
Dynamik schneller als die Abklingdynamik sein muss. Bei zu niedrigen P -
Diagonalelementen für die aggregierten Anfangswerte kann es in der Praxis
dazu kommen, dass die aggregierten Anfangswerte falsch geschätzt werden, was
aber nicht zwingend bedeutet, dass auch die Systemparameter falsch geschätzt
werden, wohl aber die Parameterkonvergenz unnötig verlangsamen. Bei zu hohen
P -Diagonalelementen für die aggregierten Anfangswerte wird ein sehr schnelles
Einschwingen auf Kosten eines starken Überschwingens erkauft, was sich negativ
auf die Konvergenzgeschwindigkeit der anderen Parameter auswirkt.
Existieren stochastische Ausgangsstörungen und werden die Startwerte auf die
wahren Parameterwerte gelegt, führen gleichungsfehlerbasierte LS-orientierte
Verfahren zu einem dauerhaften Bias. Für die Begründung und entsprechende
Abhilfemaßnahmen sei auf [67, 122, 303] verwiesen.
Die Verstärkungsmatrix Γ bei den Gradientenabstiegsverfahren wird üblicherwei-
se als Diagonalmatrix gewählt, um die Zahl der Designparameter gering zu halten.
5.2. ADAPTIVE BEOBACHTER 163
Für die dann erforderlichen Verstärkungsfaktoren gelten die in der Erläuterung zu
Beispiel 5.1 gegebenen Empfehlungen. Ergänzend sei vermerkt, dass eine lange
Rechenzeit für die Simulation ein Indiz für eine steife Differenzialgleichung ist,
die ihre Ursache meist in falsch eingestellten Verstärkungsfaktoren hat.
In Abschnitt 5.1 wurde eingehend auf die Identifikationsverfahren eingegangen.
Nach der Übersicht über die tiefpassfilterbasierte Ableitungsbildung in Abschnitt
5.1.1 und über die Identifikationsverfahren in Abschnitt 5.1.2 wurde in Abschnitt
5.1.3 ein Aspekt herausgearbeitet, der bisher im Rahmen der adaptiven Strukturen
nicht behandelt wurde. Neben dem Einfluss der Eingangssignale wurde auf die
Ansatzformulierung der Gleichungsfehlerbildung eingegangen, die großen Ein-
fluss auf die Identifikationsergebnisse hat. In Abschnitt 5.1.4 wurde herausgear-
beitet, welche Verbesserung die Berücksichtigung unbekannter Anfangswerte bei
den Identifikationsverfahren auf das Konvergenzverhalten bewirkt. In Abschnitt
5.1.5 wurden Hinweise zur Wahl der Designparameter gegeben.
Die in Abschnitt 5.1 erarbeiteten Ergebnisse für die Identifikationsverfahren bilden
die Grundlage für die Weiterentwicklung der adaptiven Beobachter in Abschnitt
5.2.
5.2 Adaptive Beobachter
Der adaptive Beobachter nach Bild 2.7a besteht aus den zwei Teilsystemen Beob-
achter und Identifizierer und weist keine Rückkopplung von den rekonstruierten
Zuständen auf die Parameter auf, da zur Identifikation nur die Ein- und Ausgangs-
signale verwendet werden. Unter Ausnutzung des Gewissheitsprinzips4 werden
die geschätzten Parameter im Beobachter als korrekt betrachtet und auf deren Ba-
sis wird ein linearer Beobachterentwurf ausgeführt. Das Stabilitätsverhalten des
Gesamtsystems hängt dabei entscheidend vom Erfolg der Identifikation ab.
Ziel des Abschnitts ist die Weiterentwicklung, Korrektur und Gegenüberstellung
bekannter linearer adaptiver Beobachterzugänge. Davon ausgehend werden Hin-
weise gegeben, wie die Verfahren geschickt implementiert werden können. Wie
im vorangegangenen Abschnitt an einem Beispiel gezeigt wurde, beschleunigt die
Berücksichtigung der Anfangswerte die Identifikation wesentlich. In den Original-
arbeiten zu den im Folgenden vorgestellten adaptiven Beobachtern wurde dieser
Umstand nicht beachtet. Deshalb werden die Identifizierer der jeweiligen adap-
tiven Beobachter, wie auch die Zustandsrekonstruktion, um das Einbeziehen der
4Im Nichtlinearen gilt das Separationsprinzip zwischen Identifizierer und Beobachter nicht mehr.
In Anlehnung an das einführende Beispiel aus [192, S. 7-9] lässt sich ein System konstruieren, bei dem
das Gesamtsystem divergiert.
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Anfangswerte erweitert.
Neben adaptiven Beobachtern, die auf speziellen Normformen basieren und damit
maximal 2n Parameter im Fall von Systemen ohne Durchgriff aufweisen, wird an
einem Beispiel das prinzipielle Vorgehen erläutert, nach dem adaptive Beobach-
ter zu entwerfen sind, wenn vereinzelte Parameter in der Systemmatrix unbekannt
sind. Voraussetzung für die Existenz eines adaptiven Beobachters ist dann, dass
sich die unbekannten Parameter über die E/A-Differenzialgleichung identifizieren
lassen.
Anwendung haben adaptive Beobachter bei Asynchron- [47, 218], bei
Gleichstrom- [286] und bei permanentmagneterregten Synchronmaschinen [256]
sowie bei der Rekonstruktion des Reibwertkoeffizienten für Reifen [119] und
bei aktiven Fahrwerken [263] gefunden. Ferner werden adaptive Beobachter
für die Fehlerdetektion von Aktoren [324] und für die Frequenzrekonstruktion
[149, 150, 217] eingesetzt.
In diesem Abschnitt werden drei bekannte normalformbasierte lineare adaptive
Beobachterzugänge betrachtet. Der erste Ansatz von [194] basiert auf der BNF
und nutzt den Umstand, dass dadurch Produkte zwischen Zuständen und Parame-
tern verhindert werden. Dafür wird anstelle von xˆn im Beobachter mit y gearbeitet,
wodurch eine lineare a-Parametervektorrekonstruktion möglich ist. Liegt das Sys-
tem nicht in BNF vor, muss es entsprechend transformiert werden. Hinweise dar-
auf sind in Abschnitt 3.1.2 angegeben. Im Vergleich zum ersten Ansatz von [194]
wird ein Hinweis für einen ISS-basierten Stabilitätsbeweis gegeben, der die um-
ständliche alte Beweisführung stark verkürzt.
Der zweite Ansatz von KREISSELMEIER [187] geht einen anderen Weg und be-
rechnet die Zustände direkt aus den Ersatzsignalen. Deshalb handelt es sich nicht
um einen Beobachter im klassischen Sinne. Eine entsprechende Diskussion fin-
det im Abschnitt statt. Ebenso wird eine vereinfachte Berechnung für notwendige
Transformationen angegeben.
Der dritte Ansatz geht den Weg über eine spezielle Normalform für adaptive Be-
obachter. [207] kommt dabei ohne die normalerweise außerhalb des Beobachter-
ansatzes stattfindende Bildung der gefilterten Ausgangssignale aus und integriert
sie in die Normalform. Die Ersatzsignale werden hier – anders als bei den vor-
herigen Ansätzen – über einzelne Tiefpassfilter gebildet. Das Verfahren wird hier
über einen anderen Zugang hergeleitet und ein Fehler im Identifikationsverfahren
korrigiert. Zusätzlich wird erstmals eine Berechnung für die Zustände angegeben.
Eine neue Interpretation erlaubt einen ähnlichen Ansatz wie bei [187], sodass auf
eine Zustandsdifferenzialrechnung verzichtet werden kann.
Im vierten Abschnitt wird der adaptive Beobachter für Systeme diskutiert, die nicht
in Normalform vorliegen. Anhand eines Beispiels werden die Unterschiede zwi-
schen klassischen zeitvarianten Beobachterzugängen, die um ein Identifikations-
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verfahren ergänzt werden, und einem BNF-basierten adaptiven Beobachter [194]
herausgearbeitet. Der Ansatz ohne Normalform ist insbesondere dann von Vorteil,
wenn es nur um vergleichsweise wenige Parameter geht, weil er dann mit wenig
Aufwand entworfen werden kann. Nachteilig kann sich unter Umständen auswir-
ken, dass hier keine Stabilitätsbeweise gegeben sind.
5.2.1 Adaptiver Beobachter mit LUENBERGER-
Beobachteransatz
Die BNF erlaubt eine gleichzeitige Rekonstruktion von Zuständen und Parametern
mit linearen Methoden. Das hier vorgestellte Entwurfsverfahren aus [194] ist ei-
ne der ersten Veröffentlichungen zu adaptiven Beobachtern, die sich den Umstand
zunutze machen und die 2n unbekannten Parameter rekonstruieren. Der Ansatz be-
ruht auf 5n Differenzialgleichungen, davon 2n für die Bildung der Ersatzsignale,
2n für Identifikationsgleichungen und n für die Beobachtergleichung. Die Ersatz-
signale werden auf Basis der Zustandsvariablenfilter erzeugt und hier – anders als
in der Originalarbeit – mit einer statischen Verstärkung von 1 gewählt, wodurch
eine spätere Reskalierung der Parameter entfällt und somit der Aufwand reduziert
wird.
Bei dem hier vorgestellten adaptiven Beobachter wird das LS-Verfahren mit Ver-
gessenheitsfaktor verwendet. Das geschieht aufgrund der im vorangegangenen Ab-
schnitt erwähnten Nachteile des instantanen Gradientenabstiegsverfahrens, wel-
ches in der Originalarbeit zum Einsatz kommt und einen einfacheren Stabilitäts-
beweis erlaubt. Deshalb kommt es nach Ansicht des Autors bei den meisten An-
sätzen zum Einsatz, zeigt aber, wie z. B. in Abschnitt 5.1.3 gezeigt wurde, nur eine
schlechte Performance. Daher ist der Einsatz in der Regel nicht empfehlenswert.
Der Beobachteransatz basiert auf einem LUENBERGER-Ansatz und erlaubt eine
frei wählbare Beobachterdynamik. Für das vollständig beobachtbare, strikt prope-
re [120] System in Beobachternormalform
Σsys : x˙ =
[
0Tn−1 −a0
In−1 −a1:n−1
]
x+
[
b0:m
0n−m−1
]
u, x(0) = x0 (5.25a)
y = eTnx (5.25b)
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kann der adaptive Beobachter
ζ˙ =
[
0n−1 In−1
−λ0 −λT1:n−1
]
ζ +
[
0n−1
λ0
]
y, ζ(0) = 0n (5.26a)
yf,0:n =
[
In
−λT0:n−1
]
ζ +
[
0n
λ0
]
y (5.26b)
u˙f,0:n−1 =
[
0n−1 In−1
−λ0−λT1:n−1
]
uf,0:n−1+
[
0n−1
λ0
]
u,uf,0:n−1(0) = 0n (5.26c)
ς˙ =
[
0n−1 In−1
−λ0 −λT1:n−1
]
ς +
[
0n−1
λ0
]
1(t), ς(0) = 0n (5.26d)
1f,0:n =
[
In
−λT0:n−1
]
ς +
[
0n
λ0
]
1(t) (5.26e)
˙ˆx =
[
0Tn−1 0
In−1 0n−1
]
xˆ−
[
aˆ0
aˆ1:n−1
]
y+
[
bˆ0
bˆ1:n−1
]
u−k
(
xˆn−y
)
, xˆ(0) = xˆ0 (5.26f)


˙ˆa
˙ˆ
b
˙ˆc

 = Pφ

yf,n − φT

 aˆbˆ
cˆ



 ,

aˆ0:n−1(0)bˆ0:m(0)
cˆ0:n−1(0)

 =

aˆ0:n−1,0bˆ0:m,0
cˆ0:n−1,0

 (5.26g)
P˙ = βP − PφφTP, P (0) = P0 (5.26h)
φ =
[
−yf,0 . . . −yf,n−1 uf,0 . . . uf,m 1f,1 . . . 1f,n
]T (5.26i)
entworfen werden. Die Berechnung von uf,n ist hier nicht notwendig wegen der
Forderung eines strikt properen Systems. Somit sind die Zustandsvariablen direkt
die des Filters und der Weg über eine Hilfsvariable entfällt.
Anmerkung 5.1. Stabilitätsbeweis
Der Stabilitätsbeweis des Gesamtsystems, auf den hier nicht näher eingegangen
wird, erfolgt in [194] über das KALMAN-YAKOBOVIC-Lemma. Es ist auch ein
Stabilitätsbeweis über die ISS-Methoden [120] möglich. Aus der ISS-Stabilität
folgt die CICS-Stabilität5 [297, 298, 300]. Wenn a˜ → 0n und b˜ → 0m+1 gel-
ten, folgt x˜ → 0n. Wenn die Identifizierung also erfolgreich ist, strebt auch der
Beobachterfehler x˜ gegen Null. Dafür muss das Eingangssignal aber fortdauernd
angeregt sein. 
5CICS steht für Converging Input, Converging State.
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Anmerkung 5.2. Reduzierung der zu identifizierenden Parameter
Bei der dem adaptiven Beobachter zugrunde liegenden BNF werden die ersten n−
1 Werte des b-Vektors berücksichtigt. Da der relative Grad r bzw. gleichbedeutend
der Zählergrad m der Übertragungsfunktion im Allgemeinen a priori bekannt ist,
müssen nur die Koeffizienten b0, . . . , bm rekonstruiert werden. Die verbleibenden
Koeffizienten sind gleich Null zu setzen. Die dargestellte Variante lässt sich auf
alle sprungfähigen Systeme erweitern. Der sprungfähige Fall wird hier aber nicht
weiter betrachtet. 
5.2.2 Modifizierter Adaptiver Beobachter nach
KREISSELMEIER
Der adaptive Beobachter nach KREISSELMEIER [187] ist, was die Idee betrifft,
eigentlich ein Ein-Ausgangsidentifizierer. Die Zustände für die BNF berechnet er
direkt aus den Ersatzsignalen. Da die Zustände aber explizit angegeben werden,
ist die Bezeichnung als adaptiver Beobachter gerechtfertigt. Allerdings handelt es
sich entsprechend der Klassifikation aus Abschnitt 2.5.3 um einen nichteinstellba-
ren adaptiven Beobachter. Der Verzicht auf die Verwendung des Zustandsraums
erspart die Berechnung von n-Differenzialgleichungen, allerdings geht auch ein
Freiheitsgrad zur direkten Beeinflussung des Einschwingverhaltens der Zustände
verloren. Der Umstand erscheint zunächst als Nachteil, erweist sich aber in spä-
teren Simulationen als Vorteil. Der Fehler in der Parameterrekonstruktion beein-
flusst die Zustandsrekonstruktion so stark negativ, dass der von KREISSELMEIER
gewählte Ansatz schnellere Zustandskonvergenz im Vergleich zu dem Entwurf von
KUDVA aufweist.
In der vorliegenden Arbeit ist die direkte Berechnung von Transformationsmatri-
zen für die Zustandsberechnung neu, die auf einer Zerlegung der Adjungierten ba-
siert und eine effiziente algorithmische Umsetzung der algebraischen Bedingung
darstellt.
Das System (5.25) wird umgeschrieben auf
Σsys : x˙ =
[
0Tn−1 −λ0
In−1 −λ1:n−1
]
︸ ︷︷ ︸
F
x+
([
λ0
λ1:n−1
]
︸ ︷︷ ︸
λ
−
[
a0
a1:n−1
]
︸ ︷︷ ︸
a
)
y
+
[
b0
b1:n−1
]
︸ ︷︷ ︸
b
u, (5.27a)
y =eTnx (5.27b)
168 5. BEOBACHTER MIT UNBEKANNTEN PARAMETERN
mit x(0) = x0. Die Verwendung des Superpositionsprinzips führt auf
ζ˙i = Fζi + ei+1y, ζi(0) = 0n, i = 0, . . . , n− 1 (5.28a)
ς˙i = Fςi + ei+1u, ςi(0) = 0n, i = 0, . . . , n− 1 (5.28b)
x =
[
ζ0 ζ1 . . . ζn−1 ς0 ς1 . . . ςn−1
] [ λ− a
b
]
+ eFtx0. (5.28c)
Der beträchtliche Aufwand der Simulation der 2n Differenzialgleichungen für die
n-dimensionalen Vektoren ζi und ςi lässt sich reduzieren. Hierzu wird die Bezie-
hung
(sIn − F )
−1ei+1 = Ti(sIn − F
T )−1λ0en = Ti


1
s
...
sn−1

 λ0sn+. . .+λ1s+λ0
verwendet, die zeigt, dass sich die Signale ζi und ςi
u˙f = F
Tuf + λ0enu, uf (0) = uf,0
y˙f = F
T yf + λ0eny, yf (0) = yf,0
ςi(t) = Tiuf
ζi(t) = Tiyf
aus uf und yf über Ti erzeugen lassen. Für die Berechnung der Ti wird eine Ent-
wicklungsmethode der Adjungierten angewendet
adj
(
sIn − F
)
=
(
sn−1 + λn−2s
n−2 + . . .+ λ1s+ λ0
)
In
+
(
sn−2 + λn−3s
n−3 + . . .+ λ1s+ λ0
)
F
+ . . .+
(
s+ λn−2
)
Fn−2 + Fn−1
=sn−1In + (λn−1In + F ) s
n−2
+ . . .+
(
λ2In + λ3F + . . .+ λn−1F
n−3 + Fn−2
)
s
+
(
λ1In + λ2F + . . .+ λn−1F
n−2 + Fn−1
)
. (5.29)
Die i-te Transformationsmatrix für i = 0, . . . , n− 1 errechnet sich über
Ti =
[
t1 t2 . . . tn
]
mit tj =

Fn−j + n−1∑
k=j
λkF
k−j

 ei+1. (5.30)
5.2. ADAPTIVE BEOBACHTER 169
Die Gleichung aus (5.28c) wird mit den Transformationsmatrizen zu
x =
[
T0yf T1yf . . . Tn−1yf T0uf T1uf . . . Tn−1uf
] [ λ− a
b
]
+ eFtx0
=
n−1∑
i=0
(λi − ai)Tiyf +
m∑
i=0
biTiuf + e
Ftx0. (5.31)
Für das System (5.25) kann der adaptive Beobachter
y˙f =
[
0n−1 In−1
−λ0 −λT1:n−1
]
yf +
[
0n−1
λ0
]
y,
yf (0)=0n,
yf =
[
yf,0, . . . , yf,n−1
]T
(5.32a)
yf,n = −λ
T
0:n−1yf + λ0y (5.32b)
u˙f =
[
0n−1 In−1
−λ0 −λT1:n−1
]
uf +
[
0n−1
λ0
]
u,
uf (0)=0n,
uf =
[
uf,0, . . . , uf,n−1
]T
(5.32c)
1˙f =
[
0n−1 In−1
−λ0 −λT1:n−1
]
1f +
[
0n−1
λ0
]
1(t),
1f (0)=0n,
1f =
[
1f,0, . . . , 1f,n−1
]T
(5.32d)
1f = −λ
T
0:n−11f + λ01(t) (5.32e)
xˆ =
n−1∑
i=0
(λi−aˆi)Tiyf+
m∑
i=0
bˆiTiuf+e
Ftxˆ0
mit Ti über Gl. (5.30)
F aus (5.27a)
(5.32f)

˙ˆa
˙ˆ
b
˙ˆc

 = Pφ

yf,n − φT

 aˆbˆ
cˆ



 ,

aˆ(0)bˆ(0)
cˆ(0)

=

aˆ0:n−1,0bˆ0:m,0
cˆ0:n−1,0


(5.32g)
P˙ = βP − PφφTP, P (0) = P0
(5.32h)
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mit
φ =
[
−yf,0 . . . −yf,n−1 uf,0 . . . uf,m 1f,1 . . . 1f,n
]T (5.32i)
xˆ0 = cˆ−



 bˆ1 . . . bˆm... . . . ...
bˆm . . . 0


0(n−m)×m




u(0+)
u˙(0+)
...
u(m−1)(0+)

 (5.32j)
entworfen werden. (5.32j) folgt unmittelbar aus der Formel aus den aggregierten
Anfangszuständen (5.5b) über


cˆ0
cˆ1
...
cˆn−1

 =


aˆ1 . . . aˆn−1 1
... . .
.
1 0
aˆn−1 .
. . . .
. ...
1 0 . . . 0


︸ ︷︷ ︸
:=O−1
(
eTn ,A
)


y(0+)
y˙(0+)
...
y(n−1)(0+)


︸ ︷︷ ︸
:=xˆ0
+



 bˆ1 . . . bˆm... . . . ...
bˆm . . . 0


0(n−m)×m




u(0+)
u˙(0+)
...
u(m−1)(0+)

 . (5.33)
Beispiel 5.4 entwirft die beiden adaptiven Beobachter nach KUDVA und nach
KREISSELMEIER. Insbesondere wird die Verbesserung gezeigt, die durch die Be-
rücksichtigung der aggregierten Anfangswerte erreicht wird.
Beispiel 5.4. Modifizierte Adaptive Beobachter nach KUDVA und KREISSEL-
MEIER
Für das System
Σsys : x˙ =
[
0 −6
1 −5
]
x+
[
4
3
]
u, x(0) =
[
3
3
]
(5.34a)
y =
[
0 1
]
x (5.34b)
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wird der adaptive Beobachter
ζ˙ =
[
0 1
−6 −5
]
ζ +
[
0
6
]
y, ζ(0) =
[
0
0
]
(5.35a)
yf,0:2 =

 1 00 1
−6 −5

 ζ +

 00
6

 y (5.35b)
u˙f,0:1 =
[
0 1
−6 −5
]
uf,0:1 +
[
0
6
]
u, uf (0) =
[
0
0
]
(5.35c)
ς˙ =
[
0 1
−6 −5
]
ς +
[
0
6
]
1(t), ς(0) =
[
0
0
]
(5.35d)
1f,0:2 =

 1 00 1
−6 −5

 ς +

 00
6

 1(t) (5.35e)
˙ˆx =
[
0 0
1 0
]
xˆ−
[
aˆ0
aˆ1
]
y+
[
bˆ0
bˆ1
]
u−k
(
xˆn−y
)
, xˆ(0) =
[
1
1
]
(5.35f)


˙ˆa
˙ˆ
b
˙ˆc

 = Pφ

yf,2 − φT

 aˆbˆ
cˆ



 ,

aˆ0:1(0)bˆ0:1(0)
cˆ0:1(0)

 =


[
7
6
]
[
5
4
]
[
1
1
]

 (5.35g)
P˙ = βP − PφφTP, P (0) = 10 · I6, β = 1,
(5.35h)
φ =
[
−yf,0 −yf,1 uf,0 uf,1 1f,1 1f,2
]T (5.35i)
mit u(t) = 50 sin(πt)+10 sin(5πt) entworfen. Die aggregierten Anfangszustände
berechnen sich über die Formel (5.5b)
c0 = a1y(0
+) + a2y˙(0
+) + b1u(0
+) = 3 und c1 = a2y(0+) = 3,
wobei y(0+) = cTx0 = x2,0 = 3, y˙(0+) = cTAx0 = x1,0 − 5x2,0 + 3u(0+) =
−12 und u(0+) = 0 zu verwenden sind.
In den Bildern 5.10a-5.10d werden die Ergebnisse der Parameteridentifikation
gezeigt. Die Berücksichtigung der aggregierten Anfangszustände führt zu einer
viel schnelleren Konvergenz. Bild 5.10e zeigt die Rekonstruktion der aggregierten
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Anfangszustände selbst. Die Wahl höherer Werte in P0 führt, wie in Abschnitt
5.1.5 beschrieben, zu einem starken Überschwingen der Parameter, die dann ein
Verlangsamen der Parameteridentifikation nach sich ziehen. Das Verlangsamen
kann so groß werden, dass der Ansatz ohne Berücksichtigung der aggregierten
Anfangszustände ein besseres Ergebnis erzielt. Gleichzeitig ist hier ab einer Zeit
von t = 9 s zu erkennen, dass die Werte nach Abklingen der Eigenvorgänge nicht
mehr richtig rekonstruiert werden können. Dies liegt an der dann nicht mehr
vorhandenen fortwährenden Anregung (Persistent Excitation).
Der Verlauf der Zustandsfehler beim adaptiven Beobachter von KUDVA ist in Bild
5.11 zu sehen. Hier führen die besseren Ergebnisse der Parameteridentifikation
auch zum besseren Verlauf der Zustandsfehler. Gleiche Ergebnisse sind auch
im Verlauf der Zustandsfehler in den Simulationsergebnissen des adaptiven
Beobachters nach KREISSELMEIER in Bild 5.12 zu sehen.
Die Berücksichtigung der aggregierten Anfangswerte führt zu einem wesentlich
besseren Einschwingverhalten bei der Parameteridentifikation und somit auch zu
einem schnelleren Abklingen der Zustandsfehler. Wie bereits in Abschnitt 5.1.4
erwähnt, ist die Parameteridentifikation ohne Berücksichtigung der Anfangswerte
vergleichbar mit der Wirkung unbekannter Signale, die störend auf den Identifika-
tionsvorgang wirken und ihn verlangsamen.
Negativen Einfluss auf die Parameterrekonstruktion können auch Abweichungen
in den Anfangswerten von Hilfssignalen oder Zuständen haben. So kann es auch
bei Parametern, deren Anfangswerte nah an den wirklichen Werten sind, noch
zu größeren Abweichungen als den anfänglichen kommen, die aber dann wieder
abklingen.
Die aggregierten Anfangswerte bringen aber den Nachteil mit sich, dass sie nach
Abklingen der Eigenvorgänge nicht mehr richtig rekonstruiert werden können
(siehe Bild 5.10e). Darüber hinaus kommt es bei integralen Verfahren zu einer
Nullzeile in der P -Matrix, die eine Lösbarkeit erheblich erschwert, wenn nicht
völlig unmöglich macht. Aus den beiden Gründen ist eine Umschaltstrategie
zu empfehlen, die die Identifikation nach Einschwingen der Eigenvorgänge
ausschaltet, was auch in der Arbeit von [122] vorgeschlagen wird.

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Ansatz ohne AW
Ansatz mit AW
Zeit in s
aˆ
0
0
0 1 3 5
-2
2
2
4
4
6
8
(a) Rekonstruktion von aˆ0, a0 = 6
Ansatz ohne AW
Ansatz mit AW
Zeit in s
aˆ
1
0 1
3
3
5
5
7
2 2
4
4
6
(b) Rekonstruktion von aˆ1, a1 = 5
Ansatz ohne AW
Ansatz mit AW
Zeit in s
bˆ 0
0
0
1
1
3
3
5
5
-2
2
2
4
4
6
-1
-3
(c) Rekonstruktion von bˆ0, b0 = 4
Ansatz ohne AW
Ansatz mit AW
Zeit in s
bˆ 1
0 12 2
3
3
5
5
7
9
4
4
6
8
(d) Rekonstruktion von bˆ1, b1 = 3
Zeit in s
cˆ 0
u
n
d
cˆ 1
01
2
2
3
4 6 8 10
1.5
2.5
3.5
cˆ0
cˆ1
(e) Rekonstruktion der aggregierten Anfangswerte
cˆ0 und cˆ1, c0 = c1 = 3
Bild 5.10: Identifikationsergebnisse bei den Beobachteransätzen nach KUDVA und
KREISSELMEIER
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(a) Zustandsfehler x˜1
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2
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-1
(b) Zustandsfehler x˜2
Bild 5.11: Zustandsfehler beim adaptiven Beobachter nach KUDVA
5.2.3 Neuformulierung des Adaptiven Beobachters mit
parallelen Filtern
NARENDRA und LÜDERS entwickeln in [206, 207] einen adaptiven Beobachter,
der auf einer Ersatzsignalbildung mit n PT1-Gliedern mit unterschiedlicher Dyna-
mik basiert. Die spezielle Struktur hat zur Folge, dass die rekonstruierten Parame-
ter nicht mit denen der gewöhnlichen Übertragungsfunktion übereinstimmen, wes-
halb die rekonstruierten Parameter mit einem Querstrich versehen werden. Sie las-
sen sich aber über einen Koeffizientenvergleich in die Übertragungsfunktionspara-
meter überführen. Für die Parameterdifferenzialgleichung verwenden NARENDRA
und LÜDERS ein instantanes Gradientenabstiegsverfahren, welches in der vorlie-
Ansatz ohne AW
Ansatz mit AW
Zeit in s
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(a) Zustandsfehler x˜1
Ansatz ohne AW
Ansatz mit AW
Zeit in s
x˜
2 0
0
1
1
2
2
3
3 4 5
-2
-3
-1
(b) Zustandsfehler x˜2
Bild 5.12: Zustandsfehler beim adaptiven Beobachter nach KREISSELMEIER
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genden Arbeit durch ein LS-Verfahren mit Vergessenheitsfaktor ersetzt wird. Das
zur Berechnung des Fehlers e benötigte Signal yˆ wird in der Originalarbeit über
eine Hilfsdifferenzialgleichung erzeugt.
In der vorliegenden Arbeit wird der Ansatz dahingehend modifiziert, dass die
PT1-Glieder hinsichtlich der Verstärkung skalierbar sind. Das erweist sich als vor-
teilhaft, da die für die Identifikation erforderliche Phasenverschiebung zwischen
den Ersatzsignalen gleichzeitig eine Dämpfung in der Amplitude nach sich zieht.
Durch die skalierbaren Verstärkungen kann die Dämpfung unterdrückt werden,
sodass die Ersatzsignale in etwa die gleichen Amplituden wie die Originalsignale
aufweisen.
In der nachfolgenden Darstellung wird die Hilfsdifferenzialgleichung eliminiert
und durch je eine zusätzliche Differenzialgleichung bei der Ersatzsignalbildung
ersetzt. Der Mehraufwand von einer Differenzialgleichung erster Ordnung hat den
Vorteil, dass der Regressionsvektor φ stringent zum Gütekriterium des instanta-
nen Gradientenabstiegsverfahrens ist und sich direkt bilden lässt. Zusätzlich wird
eine Berechnung der Zustände der Normalform angegeben, die in der Originalar-
beit fehlt und die zudem wegen der andersartigen Bildung der Ersatzsignale eine
geschickte Berechnung weiterer Ersatzsignale ermöglicht, ohne sie neu bilden zu
müssen.
Da durch die Neuformulierung die Hilfsdifferenzialgleichung entfällt, erübrigt
sich auch die Berücksichtigung von deren Dynamik bei der Bildung des φ-Vektors.
Der Einfluss der Hilfsdifferenzialgleichung wurde bei der Formulierung der Para-
meteridentifikation in der Originalarbeit nicht berücksichtigt.
Der adaptive Beobachter in Anlehnung an NARENDRA und LÜDERS baut auf fol-
gender Normalform auf
Σsys : x˙ =
[
−a¯0
[
k1
T1
, . . . , kn−1Tn−1
]
−a¯1:n−1 diag(−
1
T1
, . . . ,− 1Tn−1 )
]
x+
[
b¯0
b¯1:n−1
]
u, x(0)=x0
(5.36a)
y = eT1 x. (5.36b)
Die betreffenden Parameter können ausgehend von der Übertragungsfunktion
G(s) =
(
b¯0 + b¯1
k1
1+sT1
+ . . .+ b¯m
km
1+sTm
)
1
s+ 1
T0(
s+ a¯0 + a¯1
k1
1+sT1
+ . . .+ a¯n−1
kn−1
1+sTn−1
)
1
s+ 1
T0
=
(
b¯0 + b¯1
k1
1+sT1
+ . . .+ b¯m
km
1+sTm
)
1
s+ 1
T0
1 +
(
a¯0 −
1
T0
+ a¯1
k1
1+sT1
+ . . .+ a¯n−1
kn−1
1+sTn−1
)
1
s+ 1
T0
(5.37)
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identifziert werden. Die zu G(s) korrespondierende E/A-Darstellung unter der Be-
rücksichtigung aggregierter Anfangswerte lautet
Y (s) =−
(
a¯0 −
1
T0
+ a¯1
k1
1 + sT1
+ . . .+ a¯n−1
kn−1
1 + sTn−1
)
1
s+ 1T0
Y (s)︸ ︷︷ ︸
L{y¯f,0(t)}
+
(
b¯0 + b¯1
k1
1 + sT1
+ . . .+ b¯m
km
1 + sTm
)
1
s+ 1T0
U(s)︸ ︷︷ ︸
L{u¯f,0(t)}
+
(
c¯0 + c¯1
k1
1 + sT1
+ . . .+ c¯n−1
kn−1
1 + sTn−1
)
1
s+ 1T0
.︸ ︷︷ ︸
L{δ¯f,0(t)}
(5.38)
Der adaptive Beobachter berechnet sich dann über
˙¯yf,0 = −
1
T0
y¯f,0 + y, y¯f,0(0) = 0 (5.39a)
˙¯yf,i = −
1
Ti
y¯f,i +
ki
Ti
y¯f,0, i = 1, . . . , n− 1, y¯f,i(0) = 0 (5.39b)
˙¯uf,0 = −
1
T0
u¯f,0 + u, u¯f,0(0) = 0 (5.39c)
˙¯uf,i = −
1
Ti
u¯f,i +
ki
Ti
u¯f,0, i = 1, . . . ,m, u¯f,i(0) = 0 (5.39d)
ζ˙ = −
1
T0
ζ + 1(t), ζ(0) = 0 (5.39e)
δ¯f,0 = −
1
T0
ζ + 1(t) (5.39f)
˙¯δf,i = −
1
Ti
δ¯f,i +
ki
Ti
δ¯f,0, i = 1, . . . , n− 1, δ¯f,i(0) = 0 (5.39g)

˙¯ˆa
˙¯ˆ
b
˙¯ˆc

 = Pφ

y − 1
T0
yf,0 − φ
T

 ˆ¯aˆ¯b
ˆ¯c



 ,

ˆ¯a(0)ˆ¯b(0)
ˆ¯c(0)

=

ˆ¯a0ˆ¯b0
ˆ¯c0

 (5.39h)
P˙ = βP − PφφTP, P (0) = P0 (5.39i)
φ =
[
−y¯f,0 . . . −y¯f,n−1 u¯f,0 . . . u¯f,m δ¯f,0 . . . δ¯f,n−1
]T
. (5.39j)
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Gemäß der Normalform werden gefilterte Signale von u und y benötigt, die al-
lerdings anders als bei der Identifikation nicht den Zusatzfilter 1
s+ 1
T0
enthalten.
Um die Signale nicht extra über 2nDifferenzialgleichungen berechnen zu müssen,
werden die gefilterten Signale über eine Linearkombination aus den verfügbaren
Signalen konstruiert
1
s+ 1Ti
=
1
ki
(
Ti
T0
− 1
)
ki
1 + sTi
1
s+ 1T0
+
1
s+ 1T0
. (5.40)
Die Zustandskomponenten werden über
xˆ1 = φ
T

 ˆ¯aˆ¯b
ˆ¯c

+ 1
T0
yf,0 (5.41)
und
xˆi+1 =
1
s+ 1Ti
[
ˆ¯aiy +
ˆ¯biu
]
für i = 1, . . . , n− 1
=− ˆ¯ai
(
1
ki
(
Ti
T0
− 1
)
y¯f,i + y¯f,0
)
+ ˆ¯bi
(
1
ki
(
Ti
T0
− 1
)
u¯f,i + u¯f,0
)
(5.42)
rekonstruiert.
Ein Stabilitätsbeweis kann in Anlehnung an die Originalarbeit geführt werden,
wobei nur lokale Stabilitätsaussagen zu erwarten sind. Primär wird das Verhalten
durch die Wahl der Signale und der Zeitkonstanten der PT1-Glieder bestimmt,
wobei selbstverständlich fortwährende Anregung (Persistent Excitation) voraus-
zusetzen ist.
Anmerkung 5.3. Bezug zur Darstellung in [206, 207]
Abgesehen von den in NARENDRA und LÜDERS nicht berücksichtigten aggre-
gierten Anfangswerten, d. h. c¯i = 0, verwenden sie die zu Gl. (5.43) ähnliche
Darstellung
G(s) =
b¯0 + b¯1
k1
1+sT1
+ . . .+ b¯m
km
1+sTm
s+ 1T0 + a¯0 −
1
T0
+ a¯1
k1
1+sT1
+ . . .+ a¯n−1
kn−1
1+sTn−1
. (5.43)
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Somit folgt mit Verwendung der geschätzten anstelle der originalen Parameter(
s+
1
T0
)
Yˆ (s) =
(
ˆ¯b0 +
ˆ¯b1
k1
1 + sT1
+ . . .+ ˆ¯bn−1
kn−1
1 + sTn−1
)
U(s)
−
(
ˆ¯a0−
1
T0
+ˆ¯a1
k1
1 + sT1
+. . .+ˆ¯an−1
kn−1
1 + sTn−1
)
Y (s).
(5.44)
Eine weitere Umstellung führt dann auf die LAPLACE-Darstellung der Hilfsdiffe-
renzialgleichung in [207]
sYˆ (s) =
(
ˆ¯b0 +
ˆ¯b1
k1
1 + sT1
+ . . .+ ˆ¯bn−1
kn−1
1 + sTn−1
)
U(s)
−
(
ˆ¯a0 + ˆ¯a1
k1
1 + sT1
+ . . .+ ˆ¯an−1
kn−1
1 + sTn−1
)
Y (s)
−
1
T0
(
Yˆ (s)− Y (s)
)
. (5.45)
Das Einführen der Zusatzterme mit 1T0 sichert eine stabile Differenzialgleichung
bzgl. yˆ, da sich sonst ein Integrator ergibt. 
In Beispiel 5.5 wird der korrigierte und modifizierte adaptive Beobachter nach
NARENDRA und LÜDERS vorgestellt. Die Parameter werden dabei so umgerech-
net, dass die Simulationsergebnisse mit denen des vorangegangenen Beispiels 5.4
verglichen werden können.
Beispiel 5.5. Adaptiver Beobachter nach NARENDRA und LUEDERS
Um die Vergleichbarkeit der Ergebnisse der beschriebenen adaptiven Beobachter
zu gewährleisten, werden die Parameter aus Beispiel 5.4 in die Parameter der Nor-
malform von NARENDRA und LÜDERS über
a¯0 = a1 −
1
T1
, a¯1 = a0
T1
k1
−
a1
k1
+
1
T1k1
, (5.46a)
b¯0 = b1, b¯1 =
1
k1
(
T1b0 − b1
)
, (5.46b)
a0 =
a¯0
T1
+
a¯1k1
T1
, a1 = a¯0 +
1
T1
, (5.46c)
b0 =
b¯0
T1
+
b¯1k1
T1
, b1 = b¯0 (5.46d)
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umgerechnet. Das System
Σsys : x˙ =
[
−2 3
0 −3
]
x+
[
3
−1 23
]
u, x(0) =
[
3
−2
]
(5.47a)
y =
[
1 0
]
x (5.47b)
hat dabei das gleiche E-/A-Verhalten (Übertragungsfunktion gleich, Anfangswerte
angepasst) wie das System in Beispiel 5.4. Der adaptive Beobachter lautet
˙¯yf,0 = −10y¯f,0 + y, y¯f,0(0) = 0 (5.48a)
˙¯yf,1 = −3y¯f,1 + 3y¯f,0, y¯f,1(0) = 0 (5.48b)
˙¯uf,0 = −10u¯f,0 + u, u¯f,0(0) = 0 (5.48c)
˙¯uf,1 = −3u¯f,1 + 3u¯f,0, u¯f,1(0) = 0 (5.48d)
ζ˙ = −10ζ + 1(t), ζ(0) = 0 (5.48e)
δ¯f,0 = −10ζ + 1(t) (5.48f)
˙¯δf,1 = −3δ¯f,1 + 3δ¯f,0, δ¯f,1(0) = 0 (5.48g)


˙¯ˆa
˙¯ˆ
b
˙¯ˆc

 = Pφ

y−10yf,0−φT

ˆ¯aˆ¯b
ˆ¯c



 ,

ˆ¯a(0)ˆ¯b(0)
ˆ¯c(0)

=


[
3
− 23
]
[
4
−2 13
]
[
1
1
]

 (5.48h)
P˙ = βP − PφφTP, P0 = P0, β = 1 (5.48i)
φ =
[
−y¯f,0 −y¯f,1 u¯f,0 u¯f,1 δ¯f,0 δ¯f,1
]T (5.48j)
mit P0 = diag([10, 10, 10, 10, 1000, 1000]). Dabei werden die Werte für die ge-
filterten Ein- und Ausgangssignale klein, weil der Anfangswert jeweils bei 0 liegt
und die Simulation aus der Ruhelage beginnt, und die Werte für δ¯f,0, δ¯f,1 groß ge-
wählt, da Parameter und Anfangswert unbekannt sind.
In den Bildern 5.13a-5.13d werden die Ergebnisse der Parameteridentifikation
mit parallelen Filtern gezeigt. Die Parameter werden hier direkt in die Werte der
Übertragungsfunktion umgerechnet, sodass ein Vergleich mit dem vorangegange-
nen Beispiel möglich ist. Die Berücksichtigung der aggregierten Anfangszustände
führt auch hier zu einer viel schnelleren Konvergenz. Bild 5.13e zeigt die Rekon-
struktion der aggregierten Anfangszustände selbst. Die Wahl höherer Werte in P0
ist hier notwendig, damit die Werte überhaupt einschwingen, da eine Zeitkonstante
von T0 derart schnell ist, dass eine richtige Identifikation sonst nicht möglich ist
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oder zur Instabilität führen kann. Insgesamt gilt es, den Gradienten zu homogeni-
sieren.
Durch die Modifizierungen und die Berücksichtigung der aggregierten Anfangs-
werte gelingt die Parameterkonvergenz aller vier unbekannten Parameter sowie
zweier weiterer Parameter für die unbekannten Anfangswerte. Diese Erfahrungen
decken sich mit nicht dokumentierten simulativen Untersuchungen des Autors mit
anderen Parameteranfangswerten und anderen Eingangssignalen, wobei dann die
Designparameter u. U. anders gewählt werden müssen.
Als „tedious work“ (engl. mühsame, lästige, nervtötende Arbeit) wird in [247]
das Einstellen der Designparameter beim Gradientenabstiegsverfahren beschrie-
ben, und gleichzeitig scheitern in den Beispielen des Buchs alle Versuche, mehr
als zwei Parameter richtig zu identifizieren. Von daher ist der in der vorliegenden
Arbeit gewählte Weg vielversprechender, zumal die Konvergenz auch wesentlich
schneller stattfindet.
Bei den Zuständen zeigt sich die positive Auswirkung der Anfangswertberück-
sichtigung noch deutlicher. Während der ursprüngliche Ansatz in Bild 5.14a beim
Zustand x1 zwischenzeitlich ein deutliches Schwingungsverhalten aufweist, ist das
beim neuen Weg nicht der Fall.

5.2.4 Bewertung der normalformbasierten adaptiven
Beobachterzugänge
Durch die Berücksichtigung der aggregierten Anfangswerte wird erreicht, dass in
den Simulationen die Parameter in der Regel doppelt bis dreimal so schnell ein-
schwingen. Neben dem Mehraufwand durch mehr Parameter ist zusätzlich eine
Umschaltstrategie einzusetzen, da die aggregierten Anfangszustände nach Abklin-
gen der Eigenvorgänge aufgrund der fehlenden fortwährenden Anregung (Persis-
tent Excitation) nicht mehr rekonstruiert werden können.
Mit der Korrektur des Identifikationsverfahrens erzielt das Verfahren nach NA-
RENDRA und LÜDERS vergleichbare Identifikationsergebnisse wie das Verfahren
von KUDVA und KREISSELMEIER. Ersteres bietet insgesamt aber keine Vorteile,
da insbesondere die Parameter nicht mit denen der Übertragungsfunktion über-
einstimmen und ggf. umständlich umgerechnet werden müssen. Zudem haben die
im Rahmen dieser Arbeit erfolgten simulativen Untersuchungen mehrerer Syste-
me darauf hingewiesen, dass das Verfahren nach NARENDRA und LÜDERS eine
langsamere Parameterkonvergenz aufweist.
Zwischen den Ansätzen von KUDVA und KREISSELMEIER unterscheiden sich die
Verfahren nur hinsichtlich der Zustandsrekonstruktion. Der Entwurf von KREIS-
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Bild 5.13: Identifikationsergebnisse beim Beobachteransatz nach NARENDRA und
LÜDERS
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SELMEIER kommt mit weniger Differenzialgleichungen aus und schafft es ele-
gant, die Zustände aus den gefilterten Signalen zu berechnen. Das Verfahren nach
KUDVA benötigt zwar n-Differenzialgleichungen mehr als bei KREISSELMEIER,
kommt aber ohne eine umständliche Berechnung der Transformationsmatrizen
aus. Ferner ist es nach Meinung des Autors für die meisten Regelungstechniker
sehr viel intuitiver, den adaptiven Beobachter in der Beobachternormalform zu
entwerfen.
Das Verfahren nach KREISSELMEIER zeigt ein besseres Konvergenzverhalten als
der adaptive Beobachter nach KUDVA. Das liegt an der zusätzlichen Beobach-
terdynamik, die der Beobachter nach KUDVA hat und die durch die anfänglich
falschen Parameterrekonstruktionen negativ beeinflusst wird.
5.3 Verbundbeobachter
Während beim adaptiven Beobachter im vorherigen Abschnitt die Parameterbe-
stimmung per Ein- und Ausgangsidentifikation erfolgt und die Zustandsrekon-
struktion darauf aufbauend mit Hilfe des Gewissheitsprinzips geschieht, besteht
die Idee des Verbundbeobachters darin, dass die unbekannten Parameter als neue
Zustände aufgefasst werden, um die der Zustandsvektor erweitert wird (siehe Ab-
schnitt 2.4.3 auf S. 40). Da hier ausschließlich zeitinvariante Systeme betrachtet
werden, sind die Parameter konstant. In Analogie zur Rekonstruktion von Störsi-
gnalen werden konstante Signale, oder hier konstante Parameter, durch Einfachin-
Ansatz ohne AW
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(b) Zustandsfehler x˜2
Bild 5.14: Zustandsfehler beim adaptiven Beobachter nach NARENDRA und LÜ-
DERS
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tegratoren modelliert. Das System
Σsys : x˙ = f(x, u, θ), x(0) = x0 (5.49a)
y = h(x, u, θ) (5.49b)
hat somit nach Erweiterung die für den Verbundbeobachterentwurf benötigte Sys-
temdarstellung
Σsys :
[
x˙
θ˙
]
=
[
f(x, u, θ)
0l
]
,
[
x(0)
θ(0)
]
=
[
x0
θ0
]
(5.50a)
y = h(x, u, θ). (5.50b)
Im folgenden Beispiel wird die prinzipielle Vorgehensweise für den Entwurf ei-
nes Verbundbeobachters aufgezeigt. Hierfür wird ein Zustandsraummodell für eine
Schwingung erstellt, bei dem die Frequenz den unbekannten Parameter darstellt.
Beispiel 5.6. Frequenzbestimmung mittels Verbundbeobachter
Für die Schwingungsrekonstruktion wird ein Verbundbeobachter hergeleitet. Die
Zustandsraumdarstellung lautet
Σsys : x˙ =
[
0 −ω
ω 0
]
x, x(0) =
[
A sinϕ
Aω cosϕ
]
(5.51a)
y =
[
1 0
]
x. (5.51b)
ω wird als konstant angenommen und ergänzt als dritter Zustand x3 = ω mit
x˙3 = 0 das Modell
Σ¯sys : x˙ =

 x2x3−x1x3
0

 , x(0) = x0 (5.52a)
y = x1. (5.52b)
Die Beobachtbarkeitsmatrix und ihre Inverse lauten
Q =

 1 0 00 x3 x2
−x23 0 −2x1x3

 und Q−1 = 1
2x1x23

 2x1x23 0 0x2x23 2x1x3 x2
x33 0 −x3

 .
(5.53)
Solange der Wert der Determinante −2x1x23 6= 0 bleibt, ist das System beobacht-
bar. Die Beobachtbarkeit geht also verloren, sobald die Schwingung den Wert 0
annimmt. Simulative Untersuchungen haben gezeigt, dass der Verlust der Beob-
achtbarkeit immer zu Peaks im Verlauf führt und in dem speziellen Fall eine Fre-
quenzrekonstruktion unmöglich macht. Auswege bieten neben adaptiven Zugän-
gen [149, 150] auch nichtlineare Zugänge wie [45]. 
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Nichtlineare Kopplungen zwischen Parameter und Zustand werden also bewusst
zugelassen. Die Zugänge für die hier vorliegende Problemstellung basieren des-
halb auch auf Entwurfsmethoden für nichtlineare Systeme. Die dort verwendeten
Linearisierungstechniken werden bereits in Abschnitt 3.3 vorgestellt.
Für Ingenieure, die mit den Entwurfsmethoden für nichtlineare Beobachter und
Regler gut vertraut sind, ist der Verbundbeobachteransatz für die gleichzeitige
Rekonstruktion von Parametern und Zuständen einfacher und intuitiver als die
adaptiven Beobachteransätze. Dagegen werden Ingenieure, die ihren fachlichen
Hintergrund im Bereich der Modellbildung haben, die adaptiven Beobachter
verwenden. Dann bleibt bei linearen Systemen trotz der multiplikativen Kopplung
zwischen Parametern und Zuständen durch die Entkopplung in Identifikation und
Zustandsrekonstruktion viel von der linearen Systemtheorie erhalten, was Stabi-
litätsbetrachtungen wesentlich vereinfacht. Der Verbundbeobachter unterscheidet
sich nach Bild 2.7b vom adaptiven Beobachter dahingehend, dass Zustands- und
Parameterrekonstruktion hier direkt voneinander abhängen (Definition 2.6).
Als Anwendungen für die Verbundbeobachter seien Asynchronmaschinen [69,70],
flexible Greifer [337] und die Reibkoeffizientenschätzung [104] genannt.
Ein Sonderfall der Verbundbeobachter tritt auf, wenn das System parameterlinear
in den unbekannten Parametern θ ist und inA, b, c, d durchweg bekannte konstante
Werte stehen. Zu der Modellklasse
Σsys : x˙ = Ax+ F (x, u) θ + bu, x(0) = x0 (5.54a)
y = cTx+ hT (x, u) θ + du (5.54b)
existiert eine Blockmatrixdarstellung[
x˙
θ˙
]
=
[
A F (x, u)
0p×n 0p×p
] [
x
θ
]
+
[
b
0p
]
u,
[
x(0)
θ(0)
]
=
[
x0
θ0
]
(5.55a)
y =
[
cT hT (x, u)
] [ x
θ
]
+ du. (5.55b)
Die Blockmatrixdarstellung erlaubt einen vereinfachten Beobachterentwurf z. B.
mit dem Erweiterten LUENBERGER-Beobachterentwurf aus Abschnitt 3.3
Aobs =
[
A+ (θˆ ⊗ In)
∂vecF
∂xT (xˆ, u) F (xˆ, u)
0p×n 0p×p
]
(5.56a)
cTobs =
[
cT + θˆT
∂h
∂xT
(xˆ, u), hT (xˆ, u)
]
(5.56b)
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[
˙ˆx
˙ˆ
θ
]
=
[
A F (xˆ, u)
0p×n 0p×p
] [
xˆ
θˆ
]
+
[
b
0p
]
u
− kAcker(xˆ, θˆ)
(
cT xˆ+ hT (xˆ, u)θˆ + du− y
) (5.56c)
mit kTAcker(xˆ, θˆ) über fortwährende Verwendung der ACKERMANN-Formel derart,
dass die Pole stabil bei λdesign liegen. Die Korrekturverstärkung zeigt zudem
deutlich die für Verbundbeobachter typische Rückwirkung der Zustandsrekon-
struktion auf die Parameterrekonstruktion. Damit wird der Stabilitätsbeweis in der
Regel komplizierter, wenn nicht unmöglich. Im Gegensatz dazu haben adaptive
Beobachter oft den Vorteil, dass getrennte Stabilitätsbetrachtungen zwischen
Parametern und Zuständen möglich sind.
Ein weiterer Sonderfall des Verbundbeobachters stellt der Parameterbeobachter
dar. Bei ihm sind alle Zustände bekannt und die Parameter unbekannt. Insofern
kann der Parameterbeobachter auch als Identifizierer betrachtet werden. Die ein-
fachere Struktur des Parameterbeobachters bringt beim Stabilitätsbeweis einige
Vorteile. Im nächsten Abschnitt wird deshalb erklärt, wie das Stabilitätsproblem
durch Einsatz einer LYAPUNOV-Funktion gelöst werden kann.
5.3.1 Parameterbeobachter als Spezialfall
Unter einem Parameterbeobachter wird ein Beobachter für ein System verstanden,
dessen Zustände bekannt sind und der für die Parameterrekonstruktion entworfen
wird. Für das in x und θ affine System der Modellklasse
x˙ = Ax+ F θ + bu, x(0) = x0 (5.57a)
y = x x ∈ Rn vollständig messbar (5.57b)
lautet der Parameterbeobachter
ξ˙ = −K
(
Fξ +
(
A+ FK
)
y + bu
)
, ξ(0) = θˆ0 −Ky0 (5.58a)
θˆ = ξ +Ky. (5.58b)
Die Grundlage für den hier vorgestellten Beobachter aus [104] bildet ein reduzier-
ter Beobachter nach CUMMING aus Abschnitt 3.2.2, bei dem in Gleichung (3.38)
für ζ1 = x, ζ2 = θ, A¯11 = A, A¯12 = F verwendet und die Matrizen A¯21, A¯22 und
T auf Null gesetzt werden. Ferner wird ein System ohne Durchgriff vorausgesetzt.
Ausgehend von der Modellklasse (5.57) schlägt [104] eine Erweiterung auf die
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Modellklasse
x˙ = F (x, u)θ + g(x, u), x(0) = x0 (5.59a)
y = x x ∈ Rn vollständig messbar (5.59b)
vor und entwickelt den Parameterbeobachter
ξ˙ = −Φ(y)
(
F (y, u)θˆ + g(y, u)
)
, ξ(0) = θˆ0 − φ(y0) (5.60a)
θˆ = φ(x) + ξ (5.60b)
mit φ als beliebiger nichtlinearer Funktion6 und Φ(x) = ∂φ(x)
∂xT
∣∣∣
x=y
. Um Parame-
terkonvergenz sicherzustellen, ist die Transformation φ(x) konstruktiv mit Hilfe
einer LYAPUNOV-Funktion zu entwerfen. Für die einfache LYAPUNOV-Funktion
V (θ˜) = 12‖θ˜‖
2
2 ergibt sich aus
V˙ (θ˜) = θ˜T ˙˜θ
= θ˜T
˙ˆ
θ wegen θ˙ = 0p
= θ˜T
(
Φ(x)x˙ + ξ˙
)
= −θ˜T Φ(x)F (y, u)︸ ︷︷ ︸
:=L(t)
θ˜ ≤ θ˜TLinf θ˜ < 0 ∀t ≥ 0, ∀θ˜ ∈ R
l\{0l} (5.61)
eine Bedingung an die JACOBI-Matrix von φ(x). Die strenge Bedingung nach
positiver Definitheit von Linf lässt sich vielfach auf positive Semidefinitheit ab-
schwächen, ohne dass dabei die globale Konvergenz verloren gehen muss. So ist
eine endliche Anzahl semidefiniterL(ti) in der Regel unproblematisch. Auch kann
das LASALLE-Theorem (z. B. [184, Kap. 4.2]) herangezogen werden, um bei Se-
midefinitheit unter Zusatzannahmen auf globale Stabilität zu schließen.
Da Φ(x) so gewählt werden kann, dass L(t) positiv semidefinit ist, ist die Bedin-
gung für fortwährende Anregung (Persistent Excitation) erfüllt [162].
Die Definitheit an L(t) kann erreicht werden, wenn
Φ(x) = FT (y, u)W
∣∣
y=x
, W ≻ 0l×l (5.62)
gewählt wird.
Ein Beispiel zur Anwendung des Verfahrens findet sich in [104]. Hier wird darauf
6In seiner Arbeit beschreibt FRIEDLAND den Fall, dass die Zustandstransformation φ(x) auf
φ(x, u) erweitert wird. Da dann für den Beobachter aber u˙ benötigt wird, reduzieren sich die Anwen-
dungen auf Zustandsregler, bei denen u˙ durch Ableiten des Reglergesetzes u = k(x) und Substitution
der Systemdifferenzialgleichung ersetzt werden kann.
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verzichtet, weil im Abschnitt 5.4 das Vorgehen im Rahmen eines vergleichenden
Beispiels erläutert wird, in dem dieser Ansatz mit adaptiven Beobachtern und Ver-
bundbeobachtern verglichen wird. Ausgehend vom Parameterbeobachter wird im
nächsten Abschnitt die Annahme abgeschwächt, dass alle Zustandsgrößen mess-
bar sind. Somit müssen sowohl Zustände als auch Parameter rekonstruiert werden,
wodurch ein Verbundbeobachter entsteht.
5.3.2 Verbundbeobachter nach FRIEDLAND
Die nachfolgenden Betrachtungen beziehen sich auf die Modellklasse
x˙ = A(θ)x + bu, x(0) = x0 (5.63a)
y = cTx (5.63b)
mit der affinen FunktionA(θ). Wegen der IdentitätA(θ)x = A0x+F (x)θ entsteht
eine zu
x˙ = F (x)θ +A0x+ bu, x(0) = x0 (5.64a)
y = cTx (5.64b)
ähnliche Struktur. Ohne größere Probleme kann der Fall einbezogen werden, dass
b kein konstanter Vektor, sondern auch eine affine Funktion b(θb) in unbekannten
Parametern θb ist. Dann ändert sich lediglich der Term F (x)θ in F (x, u)θext. Al-
ternativ kann die Behandlung von b(θb) separat erfolgen, da u vollständig messbar
ist. Der Einfachheit halber wird sich aber auf (5.64) beschränkt.
In Modifikation zu (5.60) bezeichnet
˙ˆx = A(θˆ)xˆ+ bu− k(cT xˆ− y), xˆ(0) = xˆ0 (5.65a)
ξ˙ = −Φ(xˆ)
(
F (xˆ)θˆ +A0xˆ+ bu
)
, ξ(0) = θˆ0 − φ(xˆ0) (5.65b)
θˆ = φ(xˆ) + ξ (5.65c)
den sogenannten Verbundbeobachter nach FRIEDLAND. Losgelöst von einer stren-
gen Konvergenzbetrachtung (siehe [104]) muss A(θˆ) − kcT für alle θˆ HURWITZ-
stabil sein und die Transformation φ(x) entsprechend der Empfehlung des vorhe-
rigen Abschnitts gewählt werden. Formal ist die geforderte HURWITZ-Stabilität
nicht hinreichend, da A(θˆ) zeitvariant ist. Wenn allerdings die zeitlichen Ände-
rungen von θˆ relativ langsam eingestellt werden, greifen Theoreme [120], die
bei zeitvarianten Systemen mit langsam veränderlichen Parametern aus der punkt-
weisen HURWITZ-Stabilität global asymptotische Stabilität schließen lassen. Al-
ternativ kann statt des LUENBERGER-Korrekturterms auch ein KALMAN-BUCY-
Beobachter für xˆ oder ein zeitvarianter LUENBERGER-Korrekturterm verwendet
werden, um der Zeitvarianz durch A(θˆ) gerecht zu werden.
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5.4 Vergleichendes Beispiel zu adaptiven und
Verbundbeobachtern
Im Folgenden wird an einem Beispiel der prinzipielle Entwurf von adaptiven und
Verbundbeobachtern gezeigt. Es stellt dabei eine Fortsetzung des Beispiels 5.3 dar.
Hier werden die Simulationsergebnisse aller vorgestellten Verfahren von adaptiven
und Verbundbeobachtern gezeigt und diskutiert.
In vielen Fällen kann es in der Praxis vorkommen, dass weniger als n+m unbe-
kannte Parameter zu schätzen sind. Wenn es nur wenige unbekannte Größen gibt,
kann es mitunter aufwändig sein, das System auf eine der Normalformen der vor-
angegangenen Abschnitte zu transformieren. Das ist insbesondere auch dann nicht
sinnvoll, wenn entweder nach der Transformation keine physikalische Interpretier-
barkeit der Parameter gegeben ist oder wenn ein Parameter durch Transformation
in mehreren Parametern der Normalform auftaucht, diese dann als unabhängig be-
trachtet werden und die algebraische Zwangsbedingung nicht berücksichtigt wird.
Insbesondere bei letzterem Fall ist ein angepasstes Identifikationsverfahren in Ver-
bindung mit zeitvariantem Beobachterentwurf sinnvoll. Beispiel 5.3 zeigte die
prinzipielle Vorgehensweise auf und wird im Beispiel 5.4 verwendet, um die Un-
terschiede zwischen einem um ein Identifikationsverfahren erweiterten herkömm-
lichen zeitvarianten LUENBERGER- und KALMAN-BUCY-Beobachteransatz, ei-
nem normalformbasierten adaptiven Beobachter nach KUDVA und den vorgestell-
ten Verbundbeobachtern aufzuzeigen. Die Ersatzsignale werden mit Zustandsva-
riablenfiltern realisiert, die die Werte λ0 = 6 und λ1 = 5 haben. Auf die aus
Vollständigkeitsgründen eigentlich notwendige Nennung der Parameterdifferenzi-
algleichung und deren Startwerte bei den adaptiven Beobachteransätzen wird im
Folgenden verzichtet und auf Beispiel 5.3 verwiesen.
Beispiel 5.7. Vergleich von adaptiven Beobachtern und Verbundbeobachtern
Für die Simulation wird ein Verlauf von a wie folgt angenommen
a =
{
2 für t ∈ [0, 20] ∪ [40, 60]
4 sonst.
(5.66)
In der Simulation wird ohne Fallunterscheidung mit a = 3+sgn
(
sin
(
pi
20 t
))
gear-
beitet. Das System hat den Anfangswert xT = [5, 4]. Als Anfangswert xˆ1,0 kann
wegen der speziellen Struktur der korrekte Anfangswert y(0) gewählt werden. In
den Simulationen wird aber der Wert xˆ1,0 = 10 verwendet, um die Leistungsfä-
higkeit der Ansätze besser zu demonstrieren. Darüber hinaus wird mit xˆ2,0 = 20
gearbeitet.
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1. Adaptiver Beobachter mit zeitvariantem LUENBERGER-Ansatz
Der zeitvariante LUENBERGER-Ansatz basiert auf der Idee, dass die Pole
der Beobachterdifferenzialgleichung konstant gewählt werden. Die Verstär-
kungsfaktoren werden also in Abhängigkeit von aˆ mittels ACKERMANN-
Formel so bestimmt, dass das Gesamtsystem mit Polen bei −2 und −3 zeit-
invariant ist. Der Beobachter lautet
Σobs : ˙ˆx =
[
−3 1
1 −aˆ
]
xˆ+
[
0
1
]
u− k(aˆ)
([
1 0
]
xˆ− y
) (5.67a)
y =
[
1 0
]
xˆ (5.67b)
mit xˆ(0) = xˆ0 zuzüglich Gl. (5.24).
2. Adaptiver Beobachter mit BNF-Transformation
Die Ähnlichkeitstransformation T (a) =
[
1 0
a 1
]
transformiert das System
(5.18) auf
Σ¯sys : ˙¯x =
[
−(3 + a) 1
−(3a− 1) 0
]
x¯+
[
0
1
]
u, x¯(0) = T−1x0 (5.68a)
y =
[
1 0
]
x¯. (5.68b)
Hier wird ersichtlich, dass der unbekannte Parameter a durch Transforma-
tion an zwei Stellen auftaucht. Dadurch wird die Notwendigkeit des ange-
passten Identifikationsverfahrens deutlich, damit nicht mit zwei unbekann-
ten Parametern gearbeitet wird, die als unabhängig voneinander angenom-
men werden, es aber nicht sind. Der Beobachter nach KUDVA lautet somit
Σobs : ξ˙ =
[
0 1
0 0
]
ξ −
[
3 + aˆ
3aˆ− 1
]
y +
[
0
1
]
u+ k
([
1 0
]
xˆ− y
)
(5.69a)
xˆ =
[
1 0
−aˆ 1
]
ξ (5.69b)
mit ξ(0) = T−1(aˆ0)xˆ0 zuzüglich Gl. (5.24) und mit Wahl von k =
[
5
6
]
.
3. Adaptiver KALMAN-BUCY-Beobachter
Der adaptive KALMAN-BUCY-Beobachter unterscheidet sich vom adapti-
ven Beobachter mit zeitvariantem LUENBERGER-Ansatz wie in Kapitel 3
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beschrieben nur durch die Wahl des Verstärkungsvektors k. Der Beobach-
teransatz lautet somit
Σobs : ˙ˆx =
[
−3 1
1 −aˆ
]
xˆ+
[
0
1
]
u− rP
[
1
0
] ([
1 0
]
xˆ− y
) (5.70a)
P˙ =
[
−3 1
1 −aˆ
]
P+P
[
−3 1
1 −aˆ
]
+Q−rP
[
1
0
][
1 0
]
P (5.70b)
mit xˆ(0) = xˆ0 und P (0) = P0 zuzüglich Gl. (5.24) und mit Wahl der
Designparameter von r = 6 23 , Q = 7 · I2, P0 = 02×2.
4. Erweiterter LUENBERGER-Verbundbeobachter
Der unbekannte Parameter a wird als dritte Zustandskomponente x3 einge-
führt
Σsys : x˙ =

−3x1 + x2x1 − x2x3
0


︸ ︷︷ ︸
:=f(x)
+

 01
0

u, x(0) = x0 (5.71a)
y =
[
1 0 0
]
x. (5.71b)
Die formale TAYLOR-Linearisierung bzgl. der Beobachtertrajektorie ergibt
∆x˙ =

−3 1 01 −xˆ3 −xˆ2
0 0 0


︸ ︷︷ ︸
:=A
(
xˆ(t)
)
∆x+

 01
0

∆u, ∆x(0) = ∆x0 (5.72a)
∆y =
[
1 0 0
]
∆x. (5.72b)
Der Beobachter lautet dann
Σobs : ˙ˆx =

−3xˆ1 + xˆ2xˆ1 − xˆ2xˆ3
0


︸ ︷︷ ︸
:=f(xˆ)
+

 01
0

u− k(xˆ3) ([ 1 0 0 ] xˆ− y) ,
(5.73a)
y =
[
1 0 0
]
xˆ (5.73b)
mit xˆ(0) = xˆ0, wobei k(xˆ3) mittels ACKERMANN-Formel für A
(
xˆ(t)
)
und
c bestimmt wird und die Pole auf −5,−6 und −7 gelegt werden.
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5. Erweiterter KALMAN-BUCY-Verbundbeobachter
Σobs : ˙ˆx =

−3xˆ1 + xˆ2xˆ1 − xˆ2xˆ3
0

+

 01
0

 u− rP

 10
0

([ 1 0 0 ] xˆ− y) ,
(5.74a)
P˙ = A
(
xˆ(t)
)
P + PA
(
xˆ(t)
)T
+Q− rP

 10
0

 [ 1 0 0 ]P,
(5.74b)
mit xˆ(0) = xˆ0, P (0) = 03×3 und Wahl von Q = 7 · I3 und r = 6 23 .
6. Entwurf eines Verbundbeobachters nach FRIEDLAND
Das System
Σsys : x˙ =
[
−3 1
1 −a
]
x+
[
0
1
]
u, x(0) = x0 (5.75a)
y =
[
1 0
]
x (5.75b)
lautet umgeschrieben
Σsys : x˙ =
[
0
−x2
]
︸ ︷︷ ︸
:=F (x)
a+
[
−3 1
1 0
]
︸ ︷︷ ︸
:=A0
x+
[
0
1
]
u, x(0) = x0 (5.76a)
y =
[
1 0
]
x. (5.76b)
Mit der Wahl von
Φ(x) = FT (x)ka =
[
0 −kax2
] (5.77)
ergibt sich
φ(x) = − 12kax
2
2. (5.78)
Der Beobachteransatz lautet somit
Σobs : ˙ˆx =
[
−3 1
1 12kaxˆ
2
2 − ξ
]
xˆ+
[
0
1
]
u− kx
([
1 0
]
xˆ− y
)
, (5.79a)
˙ˆ
ξ =
[
0 kaxˆ2
]([ 0
−xˆ2
](
1
2kaxˆ
2
2+ξ
)
+
[
−3 1
1 0
]
xˆ+
[
0
1
]
u
)
, (5.79b)
aˆ = − 12kaxˆ
2
2 + ξ (5.79c)
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mit xˆ(0) = xˆ0 und ξ(0) = θˆ0+ 12kaxˆ
2
2,0. In der konkreten Realisierung kön-
nen die Matrizenoperationen in (5.79b) vorab ausgewertet werden. Die Si-
mulationsergebnisse sind in den Bildern 5.15 gezeigt und werden im nächs-
ten Abschnitt diskutiert.
In den Bildern 5.15 werden die Simulationsergebnisse dargestellt. Allen adapti-
ven Ansätzen liegt das gleiche Identifikationsverfahren zugrunde (mit Berücksich-
tigung der Anfangswerte). Sämtliche Verfahren zeigen sowohl in Zuständen als
auch im unbekannten Parameter ein gutes Einschwingverhalten, dabei weist der
Verbundbeobachter das beste Konvergenzverhalten auf. Auffällig ist, dass je nach
Richtung des Sprungs des Parameters das Verfahren nach FRIEDLAND ein an-
deres Konvergenzverhalten aufweist und insbesondere in einem Fall kein expo-
nentielles Einschwingen hat, sondern Schwingungen deutlich sichtbar sind. Die
Gründe hierfür konnten trotz einiger Überlegungen nicht abschließend geklärt
werden. Wenig nachvollziehbar ist auch, warum der Erweiterte KALMAN-BUCY-
Verbundbeobachter ein verhältnismäßig langsames transientes Verhalten gegen-
über dem adaptiven KALMAN-BUCY-Beobachter erkennen lässt, obwohl die De-
signparameter gleich gewählt sind. 
Das fünfte Kapitel beschäftigte sich mit Beobachtern mit unbekannten Parametern.
Zur gleichzeitigen Rekonstruktion von Parametern und Zuständen bieten sich ad-
aptive Beobachter und Verbundbeobachter an.
In Abschnitt 5.1 wurde auf die Parameteridentifikationsverfahren eingegangen, die
die Grundlage für die adaptiven Beobachter in Abschnitt 5.2 bilden. Dabei behan-
delte Abschnitt 5.1 die Ableitungsbildung von Signalen, die für die Parameteriden-
tifikation notwendig ist. Darüber hinaus wurden die gängigen Identifikationsansät-
ze vorgestellt, miteinander verglichen und um die Berücksichtigung unbekannter
Anfangswerte erweitert. Ferner wurden etliche Hinweise für die Wahl der Design-
parameter und die Formulierung des Identifikationsansatzes gegeben.
Abschnitt 5.2 verglich die bekannten adaptiven Beobachteransätze für lineare Sys-
teme. Dabei stellt nach Ansicht des Autors der Ansatz nach KREISSELMEIER die
beste Wahl dar. Er besitzt die besten Konvergenzeigenschaften und die rekonstru-
ierten Parameter müssen nicht zwischen Beobachter und Übertragungsfunktion
umgerechnet werden, wie es bei dem Ansatz von NARENDRA und LÜDERS der
Fall ist. Die Berücksichtigung der aggregierten Anfangswerte erwies sich im Ent-
wurf aufgrund der besseren Konvergenzrate als vorteilhaft. Auf die dadurch auf-
tretenden asymptotischen numerischen Probleme wurde hingewiesen und ein Lö-
sungsweg aufgezeigt.
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Bild 5.15: Simulationsergebnisse für adaptive Beobachter und Verbundbeobachter
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Abschnitt 5.3 beschäftigte sich mit Verbundbeobachtern, die Parameter als neue
Zustandsgrößen auffassen und somit die Zustandsdifferenzialgleichung erweitern.
Die dann selbst für lineare Systeme entstehenden nichtlinearen (multiplikativen)
Kopplungen zwischen Parametern (neuen Zuständen) und den Systemzuständen
müssen mit Entwurfsmethoden für Beobachter nichtlinearer Systemen behandelt
werden.
Abschnitt 5.4 verglich anhand eines Beispiels die adaptiven Beobachter mit den
Verbundbeobachtern.
6 Zusammenfassung
Das Ziel der vorliegenden Arbeit besteht darin, das Potenzial von Erweiterungs-
möglichkeiten für Beobachter zu sondieren und Lösungen für die Fälle aufzuzei-
gen, in denen die üblichen Voraussetzungen wie Beobachtbarkeit, bekannte Para-
meter und vollständige Messbarkeit von Ein- und Ausgangssignalen verletzt sind.
Um dieses Ziel zu erreichen, wurden folgende Teilziele formuliert:
• Die Vielzahl an Publikationen wird aggregiert und als Überblick präsentiert.
Eine Vereinheitlichung von Schreibweisen und Begriffen wird erarbeitet.
Die gängigen Ansätze werden systematisiert und kategorisiert einschließ-
lich der nur in der Spezialliteratur bekannten, sich aber als vorteilbehaftet
erweisenden Entwurfsverfahren.
• Die Wesensunterschiede unterschiedlicher, mitunter konkurrierender Defi-
nitionen und Sätze werden gegenübergestellt und anhand von Beispielen und
Gegenbeispielen verdeutlicht.
• Die bestehenden Verfahren und Algorithmen werden erweitert, umformu-
liert und modifiziert mit dem Ziel, ihre Leistungsfähigkeit zu steigern oder
sie durch Umformulierung mathematisch neu zu interpretieren. Dabei wer-
den Unstimmigkeiten in der Literatur verbessert und Lücken in der Theorie
herausgestellt.
• Die bekannten und mitunter modifizierten Entwurfsverfahren werden an-
hand von eigens entwickelten Beispielen und Simulationsergebnissen ver-
glichen. Zusätzlich wird auf wichtige Aussagen aus der Literatur sowie auf
Besonderheiten, Grenzen und Schwierigkeiten bei der Implementierung hin-
gewiesen.
Um die genannten Ziele zu erreichen, wurde die Arbeit in folgende Kapitel unter-
teilt. Kapitel 2 führte in die Grundlagen der Beobachtertheorie ein. Im dritten Ka-
pitel wurden verschiedene Entwurfsverfahren vorgestellt. Das vierte Kapitel wid-
mete sich den Beobachtern bei unbekannten Signalen. Das fünfte Kapitel handelte
von Beobachtern mit unbekannten Parametern. Nachfolgend wird auf den Inhalt
der einzelnen Kapitel näher eingegangen und es werden die wesentlichen Ergeb-
nisse vorgestellt.
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Den Schwerpunkt des zweiten Kapitels bilden Begriffsbestimmung, Abgrenzung,
Einordnung und Motivation. Im Laufe der Entwicklung erkannte Unstimmigkeiten
auf den theoretischen Gebieten werden erläutert und zusammengeführt. Viel Auf-
wand wird in die Konstruktion möglichst einfacher Beispiele gesteckt, auch wenn
die Beispiele nicht immer direkten physikalischen Ursprung, sondern eher akade-
mischen Lehrcharakter haben. Deshalb wird die Arbeit mit einer möglichst eindeu-
tigen Begriffsdefinition begonnen. Insbesondere sind folgende wichtige Aussagen
des Grundlagenkapitels hervorzuheben:
1. Die Definitionen des Beobachterbegriffs von SONTAG und ZEITZ wer-
den dahingehend vereinheitlicht, dass in einem Input-to-State-Stability-
basierten Stabilitätsbeweis gezeigt wird, dass die von SONTAG aufgestellte
Definition die von ZEITZ einschließt. Gleichzeitig wird an den Beispielen
(2.4) und (2.5) gezeigt, dass die Umkehrung nicht gilt.
2. Das Konzept der Beobachtbarkeit wird diskutiert und eine Übersicht über
gängige Kriterien zu deren Überprüfung angegeben. Ferner wird eine um-
fangreiche Zusammenstellung artverwandter Konzepte vorgestellt.
3. Da in vielen Darstellungen eine Definition der Beobachter fehlt, wird auch
nicht streng zwischen Beobachtern, Trackern und Filtern unterschieden.
So wird das KALMAN-Filter beispielsweise oft als Beobachter bezeichnet
und eingesetzt, obwohl es auf einem stochastischen Konzept basiert. Der
Konvergenz- und Ableitungsbegriff der Analysis und damit auch die ge-
wöhnliche Differenzialgleichungsformulierung sind deshalb unzulässig und
durch die entsprechenden stochastischen Pendants zu ersetzen. Ausgehend
von der von IBRIR gewählten Bezeichnung des Ableitungs-Trackers und
dem von ILCHMANN eingeführten Tracking-Konzept für Regelungen wird
erstmals der Begriff des Trackers für Beobachterproblemstellungen mit un-
genauer Modellierung verwendet.
4. Der Begriff der Abbildungsbeobachtbarkeit wird als Pendant zum functio-
nal observer eingeführt und stellt gleichzeitig eine Erweiterung der Bedeu-
tung dar. Als functional observer werden Beobachter für Linearkombina-
tionen von Zustandsgrößen bezeichnet, während sich Abbildungsbeobach-
ter auf beliebige Abbildungen von Zustandsgrößen beziehen, die ihrerseits
beobachtbar sind, selbst wenn die vollständige Beobachtbarkeit des Systems
nicht mehr gegeben ist.
5. Die in der Literatur oft synonym verwendeten Begriffe des nichteinstellba-
ren und trivialen Beobachters werden voneinander abgegrenzt und um den
Begriff des semi-trivialen Beobachters erweitert.
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Das dritte Kapitel widmet sich den wichtigsten Entwurfsverfahren. Die Verfahren
für lineare zeitinvariante und zeitvariante Systeme werden dabei weitgehend als
bekannt vorausgesetzt, sodass speziell die Aspekte der nicht vollständigen Beob-
achtbarkeit und des Entwurfs reduzierter Beobachter betrachtet werden können.
Während im Falle der nicht vollständigen Beobachtbarkeit der Entwurf für den
beobachtbaren Systemteil erfolgt, wird beim reduzierten Beobachter die System-
ausgangsgleichung zur Reduktion der Beobachterdifferenzialgleichung eingesetzt.
Beide Konzepte finden sich im Entwurf bei Systemen mit unbekannten Eingängen
und bei Abbildungsbeobachtern wieder. Die Ergebnisse in folgenden Punkten zu-
sammengefasst.
1. In herkömmlichen Entwurfsverfahren wird die naheliegende Forderung
nach vollständiger Zustandsbeobachtbarkeit vorausgesetzt, die für die Exis-
tenz eines Beobachters aber nicht notwendig, sondern nur hinreichend ist.
Sie kann durch die schwächere Forderung nach Detektierbarkeit ersetzt wer-
den, was dann eine Modifikation der Entwurfsverfahren erfordert. Der spe-
zielle Aspekt wird für die Klasse der LTI- und LTV-Systeme in der Beweis-
führung berücksichtigt und an Beispielsystemen demonstriert.
2. Während bei einem LUENBERGER-Beobachter offensichtlich ist, dass ein
Verstärkungsvektor k = 0n (trivialer Beobachter) die Eigenwerte nicht än-
dert, wird die Umkehrung bewiesen, wonach die Forderung gleicher Eigen-
werte von Beobachter und System auf einen trivialen Beobachter führt.
3. Die Herleitungsmöglichkeiten für den KALMAN-BUCY-Beobachter werden
gegenübergestellt. In der vorliegenden Arbeit wird eine Herleitung über eine
zeitabhängige LYAPUNOV-Funktion erarbeitet, da die LYAPUNOV-Theorie
dem Ingenieur weitaus vertrauter ist als der für die anderen Herleitungen
benötigte Apparat. Im Fall von LTI-Systemen kann der KALMAN-BUCY-
Beobachter durch einen stationären KALMAN-BUCY-Beobachter ersetzt
werden. Er verliert zwar seine Optimalitätseigenschaft, ist dafür aber ein-
facher zu realisieren.
4. Bei den reduzierten Beobachtern werden die beiden bekannten Zugänge
von BURMEISTER und CUMMING gegenübergestellt und für Systeme mit
Durchgriff erweitert. Zudem wird der Beweis für den Ansatz von CUM-
MING modifiziert. Ferner wird der in der Praxis auftretende größere Einfluss
von Messstörungen auf die rekonstruierten Zustände bei reduzierten Beob-
achtern anhand von Formeln begründet.
5. Die bei den reduzierten Beobachtern gewonnenen Erkenntnisse werden bei
den Abbildungsbeobachtern angewendet. Zunächst werden Kriterien zur
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Überprüfung der Abbildungsbeobachtbarkeit vorgestellt. Ist sie gegeben,
wird durch geeignete Transformation das Problem in eine bekannte Pro-
blemstellung zurückgeführt.
Das Kapitel 3 wird um einen Abschnitt mit Entwurfsverfahren für nichtlineare
Systeme erweitert, die später bei den Verbundbeobachtern Anwendung finden.
Obwohl der Schwerpunkt der vorliegenden Dissertation auf Beobachter für linea-
re Systeme liegt, müssen auch die Beobachterverfahren für nichtlineare Systeme
diskutiert werden. Das wird mit der Tatsache begründet, dass bei unbekannten
Parametern in linearen Systemen eine multiplikative und damit nichtlineare Ver-
knüpfung zwischen Parametern und Zuständen auftritt. Die Thesen 6 – 9 fassen
die Ergebnisse hierzu zusammen.
6. Viele der nichtlinearen Beobachterentwürfe basieren auf einer Rückführung
der Entwurfsproblematik auf lineare Systeme. Hierfür bieten sich TAYLOR-
und transformationsbasierte Verfahren an. Beide werden vorgestellt und in
einem Komplexbeispiel untersucht. Eine doppelseitige tabellarische Über-
sicht ermöglicht das schnelle Erkennen der grundlegenden Unterschiede
zwischen den Entwurfsverfahren.
7. Für den Arbeitspunktbeobachter wird anhand von Beispielen verdeutlicht,
wie schwierig Konvergenzaussagen zu treffen sind. So kann ein Beobachter
divergieren, obwohl seine Anfangswerte im Einzugsbereich (für Systeman-
fangswerte) des zu beobachtenden Systems liegen, oder er kann konvergie-
ren, wenn seine Anfangswerte außerhalb des Einzugsbereichs liegen.
8. Der kaum bekannte Pseudolinearisierungs-Tracker wird näher betrachtet. Er
basiert auf einer Transformation von Ausgang und Zustand eines Systems
in neue Koordinaten mit dem Ziel, dass das gleiche LTI-System für alle
Ruhelagen entsteht. Im Falle des hier betrachteten Beispiels erweist er sich
als vorteilhaft, da er mit vergleichsweise wenig Aufwand entworfen wer-
den kann. Im Vergleich zu arbeitspunktbasierenden Konzepten hat er den
Vorteil, dass er eine ganze Ruhelagenmannigfaltigkeit berücksichtigt und
oft einfacher als der Erweiterte LUENBERGER-Beobachter nach ZEITZ oder
der Beobachter mit Erweiterter Linearisierung entworfen werden kann.
9. Der ebenfalls wenig bekannte optimierungsbasierte Beobachter wird vorge-
stellt. Der Ansatz zeichnet sich durch eine einfache Korrekturtermberech-
nung aus, wobei der Korrekturterm nur mittels Gradientenbildung des Be-
obachterfehlers berechnet wird und ohne umfangreiche Matrizenrechnung
auskommt. Allerdings ist mitunter die Modellklasse, auf die der Ansatz an-
gewendet werden kann, eingeschränkt und viele Fragen sind noch offen,
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insbesondere die der Praktikabilität der Ableitungsbildung des Beobachter-
fehlers.
Das vierte Kapitel widmet sich der Frage, wie mit unbekannten Signalen umgegan-
gen werden kann, die auf die Systemdifferenzial- und/oder die Ausgangsgleichung
wirken. Unterschieden wird zwischen Beobachtern, bei denen die Zustandsrekon-
struktion erfolgen soll, selbst wenn nicht alle Signale messbar sind (Beobachter
mit unbekannten Signalen), und Beobachter für unbekannte Signale (auch Stör-
größenbeobachter genannt), die das Störsignal durch ein Signalmodell rekonstru-
ieren und anschließend eliminieren. Als wichtige Aussagen des vierten Kapitels
sind herauszuheben:
1. Die in der Literatur bisher bekannte Herangehensweise, Systeme mit unbe-
kannten Signalen in Systemdifferenzial- und Ausgangsgleichung ganzheit-
lich zu behandeln, wird durch ein zweistufiges Verfahren ersetzt. Durch eine
geeignete Transformation gelingt es für Systeme, die der Klasse der UIO-
Beobachter genügen, die unbekannten Signale in der Ausgangsgleichung
für die neuen Messgrößen so zu gestalten, sodass sie keinen Einfluss mehr
auf die Systemdifferenzialgleichung haben. Somit können alle weiteren Be-
trachtungen auf den Fall reduziert werden, dass nur unbekannte Eingänge
auf das System wirken.
2. Die bisher veröffentlichten Arbeiten zu Beobachtern bei unbekannten Si-
gnalen sind durch einen umfänglichen Gebrauch matrixalgebraischer Um-
formulierungen gekennzeichnet, die deren systemtheoretische Natur in den
Hintergrund treten lassen. Durch Verwendung spezieller schiefer Projektio-
nen gelingt nicht nur eine kompakte Darstellung, sondern eine geometrische
Interpretation der Entwurfsverfahren.
3. Bei Störgrößenbeobachtern wird häufig die Kritik geäußert, dass bei unex-
akter Modellierung des Signaltyps (da unbekannt bzw. unvorhersagbar) das
Ziel der Beobachtbarkeit nicht zu erreichen sei. Diesem Einwand wird mit
simulativen Untersuchungen begegnet, an denen belegt wird, dass in vielen
Fällen eine signifikante Robustheit des Signalbeobachters gegenüber mo-
dellfremden Signalen auftritt.
4. Mittels Deskriptorsystemdarstellung wird die Ableitungsbildung als Beob-
achteransatz umformuliert, sodass Beobachter auch zur Rekonstruktion von
Ableitungen herangezogen werden können. Ein Beispiel aus dem Automo-
bilbereich veranschaulicht, dass andere Ableitungen als die Zeitableitung
mit einem zeitvarianten Beobachteransatz rekonstruiert werden können.
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5. Anwendung finden die Störgrößenbeobachter z. B. in der Regelung mit Stör-
größenaufschaltung. Die drei Konzepte
• modellfreie Regelung,
• nichtlinearitätskompensierende Zustandsregelung und
• aktive Störunterdrückungsregelung
gehen noch einen Schritt weiter, indem sie zusätzliche Teile des Systems als
Störsignal auffassen. In der vorliegenden Arbeit wird erstmals gezeigt, dass
die drei genannten Konzepte auf den gleichen Grundideen basieren und sich
letztendlich nur hinsichtlich der eingesetzten Beobachter bzw. Identifizierer
unterscheiden.
Dem Problem der unbekannten Parameter kann durch ein zweistufiges Verfahren
aus Vorabidentifikation und Beobachterentwurf begegnet werden. Diverse Driften,
Alterung oder Einflüsse verringern die Qualität des identifizierten Modells, sodass
es sich als Vorteil erweist, die Identifikation und den Beobachterentwurf zeitgleich
auszuführen. Folgende Ergebnisse des fünften Kapitels sind herauszustellen:
1. Zur zeitgleichen Lösung des Identifikations- und Beobachterproblems bie-
ten sich adaptive Beobachter und Verbundbeobachter an. Während beim ad-
aptiven Beobachter keine Rückwirkung der Zustandsrekonstruktion auf die
Parameterrekonstruktion erfolgt, da hierfür nur Ein- und Ausgangssignale
verwendet werden, wird beim Verbundbeobachter der Zustandsvektor um
die Parameter erweitert.
2. Ein adaptiver Beobachter besteht aus einem Identifizierer und einem Beob-
achter. Die in der Arbeit verwendeten Identifizierer basieren auf Differenzi-
algleichungen und nicht – wie sonst oft üblich – auf zeitdiskreten Zugängen.
3. Da sich die Parameteridentifikation für adaptive Beobachter auf die Diffe-
renzialgleichung bezieht, muss das Problem der Ableitungsbildung gelöst
werden. Sowohl aus numerischer als auch aus praktischer Sicht (Rausch-
verstärkung) werden nicht die Ableitungen direkt, sondern Ersatzsignale für
die Ableitungen verwendet. Sie lassen sich durch spezielle Tiefpassfilterung
erzeugen. Die Bildung der Ersatzsignale unterscheidet sich letztendlich nur
durch Wahl der Tiefpassfilter und deren Anordnung. Zustandsvariablenfilter,
POISSON-Filterketten und die parallelen Filter von NARENDRA und LÜ-
DERS werden vorgestellt, in Zustandsraumdarstellung formuliert und an ei-
nem Beispiel diskutiert.
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4. Unabhängig von der Wahl der Ersatzsignalbildung unterscheiden sich die
Identifikationsverfahren bezüglich des zugrunde gelegten Gütekriteriums. In
einer Übersicht werden die Gütekriterien und die daraus resultierenden Pa-
rameterdifferenzialgleichungen angegeben. Besonderer Wert wird auf das
Erscheinen der Anfangswerte der Parameterdifferenzialgleichung im Güte-
kriterium gelegt, da dies in der Literatur oft übersehen wird.
5. Der Vergleich der Identifikationsverfahren in mehreren Beispielen zeigt,
dass das integrale Least-Squares-Verfahren mit Vergessenheitsfaktor gegen-
über dem instantanen Gradientenabstiegsverfahren zu bevorzugen ist. Hier-
für spricht nicht nur die schnellere Konvergenz, sondern auch die bessere
Einstellbarkeit. Hinweise zur Wahl der sogenannten Startmatrix P0 werden
ebenfalls gegeben und am Beispiel belegt.
6. Die im Rahmen der adaptiven Beobachter formulierten Identifikationsansät-
ze berücksichtigen lediglich Anfangswerte, die identisch Null sind. Das hat
den Vorteil, dass weniger Parameter rekonstruiert werden müssen und damit
weniger Differenzialgleichungen zu lösen sind. Der Vorteil wird aber durch
eine langsamere Parameterkonvergenz und damit letztendlich langsamere
Zustandsrekonstruktion erkauft. In der Arbeit wird gezeigt, wie durch ag-
gregierte Anfangswerte der Nachteil umgangen werden kann. Auf die dann
auftretenden asymptotischen numerischen Probleme wird hingewiesen, wo-
bei sie sich aber durch einen Umschaltmechanismus nach Einschwingen der
Tiefpassfilter für die Ersatzsignale lösen lassen.
7. Es wird unterschieden zwischen normalformbasierten adaptiven Beobach-
tern und solchen, die nicht auf einer Normalform basieren. Für letztere wird
ein Vorgehen entwickelt, das einen zeitvarianten Beobachterentwurf mit ei-
nem unter Umständen modifizierten Identifikationsansatz verbindet.
8. Es wird gezeigt, dass der adaptive Beobachter von KREISSELMEIER zur
Klasse der nichteinstellbaren Beobachter gehört, da die Zustandsrekonstruk-
tion direkt aus den Ersatzsignalen erfolgt. Der für adaptive Beobachter typi-
sche Beobachterteil entfällt hier. Der adaptive Beobachter nach KUDVA hat
die klassische Struktur und baut auf Beobachternormalform auf, erzielt aber
eine schlechtere Konvergenz als der Ansatz von KREISSELMEIER.
9. Der Beobachter nach KREISSELMEIER stellt nach Ansicht des Autors die
beste Wahl für den adaptiven Beobachter dar. Er besitzt die besten Kon-
vergenzeigenschaften und die rekonstruierten Parameter müssen nicht wie
bei dem Ansatz von NARENDRA und LÜDERS zwischen Beobachter und
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Übertragungsfunktion umgerechnet werden. Die Berücksichtigung der ag-
gregierten Anfangswerte erweisen sich im Entwurf aufgrund der besseren
Konvergenzrate als vorteilhaft.
10. Verbundbeobachter fassen die Parameter als neue Zustandsgrößen auf und
erweitern somit die Zustandsdifferenzialgleichung. Die dann selbst für li-
neare Systeme nichtlinearen (multiplikativen) Kopplungen zwischen Para-
metern (neuen Zuständen) und den Systemzuständen müssen mit Entwurfs-
methoden für Beobachter nichtlinearer Systemen behandelt werden. Stabili-
tätsaussagen und Nachweise sind für Verbundbeobachter fast ausschließlich
lokaler Natur. In der praktischen Anwendung sind die Einzugsbereiche auf-
grund der moderaten nichtlinearen multiplikativen Kopplungen in der Regel
relativ groß. Insgesamt sind Stabilitätsbeweise für Verbundbeobachter kom-
plizierter und umfangreicher als für adaptive Beobachter, da eine Rückwir-
kung der Zustandsrekonstruktion auf die Parameterrekonstruktion besteht.
11. Die vielversprechenden Methoden aus Kapitel 3 werden für ein Beispiel
implementiert, sodass ein Vergleich zwischen Verbundbeobachtern und ad-
aptiven Beobachtern gezogen werden kann. Es zeigt sich ein nahezu gleich-
wertiges Verhalten.
Die erhaltenen Ergebnisse motivieren zur Fortführung der Forschung bei Beobach-
tern mit unbekannten Parametern und unbekannten Signalen. Erste Erfahrungen
des Autors, die in der Zeit der Fertigstellung der Arbeit beim Weltmarktführer der
Umformtechnik gemacht wurden, bestätigen beim Einsatz bei Servopressen die
in der Arbeit propagierten Potenziale der Beobachterverfahren und Anwendungs-
möglichkeiten der Theorie. Hierbei werden folgende Richtungen vorgeschlagen:
• Für die Stabilität des erweiterten KALMAN-BUCY-Beobachters sind weitere
wissenschaftliche Untersuchungen erforderlich. Diese Sicht stützt ein For-
schungsantrag der niederländischen Forschungsgesellschaft TNO aus dem
Jahr 2011 [252].
• Bei den Entwurfsverfahren Pseudolinearisierung und optimierungsbasierter
Beobachter für die Klasse der nichtlinearen Systeme erscheinen nach An-
sicht des Autors die Möglichkeiten noch nicht ausgeschöpft. Hier kann der
vermehrte praktische Einsatz der Methode helfen, sie weiter zu etablieren.
• Bei den Konzepten modellfreie Regelung, nichtlinearitätskompensierende
Zustandsregelung und aktive Störunterdrückungsregelung fehlt eine konsis-
tente Theorie, mit der die Ideen untermauert werden können. Außerdem sind
keine Kriterien dafür bekannt, wann ein klassischer Ansatz der adaptiven
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oder robusten Regelung oder ein ADRC- bzw. modellfreier Regelungsan-
satz auszuwählen sind. Ferner sind Fragen bezüglich des Stabilitätsverhal-
tens des Reglers und des Konvergenzverhaltens des erweiterten Zustandsbe-
obachters offen.
• Die Identifikationsverfahren für Parameter sind in der Literatur seit mehre-
ren Jahrzehnten bekannt. Leider existieren kaum Arbeiten, die die Imple-
mentierung aus praktischer Perspektive betrachten. Hier sind weitere Ar-
beiten notwendig, um die Vielzahl der Einstellparameter zu systematisieren
und für den Ingenieur zugänglich zu machen.
• Mit den Zugängen von BASTIN und GEVERS [20] und von MARINO und
TOMEI [215] existieren adaptive Beobachter für nichtlineare Systemklas-
sen. Sie sind aber nur für spezielle Systemklassen gültig. Der Autor sieht
hier – wie auch bei den Verbundbeobachtern – noch Verbesserungsmöglich-
keiten. Ebenso ist die Übertragung der Zugänge auf weitere Systemklassen
möglich.
Die Arbeit verdeutlicht die große Aktualität des bereits in der Einleitung erwähn-
ten Zitats von LUENBERGER „Almost any system is an observer“ von 1971. Die
Beobachtertheorie wird für Systeme mit unbekannten Signalen oder unbekannten
Parametern durch zahlreiche praktische Probleme und viele Detailverbesserungen
weiterentwickelt. Dadurch wird ein Einsatzspektrum geschaffen, das vielseitiger
als der bisherige Stand der Forschung ist. 50 Jahre nach der ersten Veröffentli-
chung zur Beobachtertheorie bietet die Thematik auch in Zukunft viel Potenzial
für theoretische und praxisorientierte Forschung.

Anhang
Matlab-Befehle
Transformation für KALMAN-Zerlegung
Der Matlab-Befehl minreal liefert ein Minimalsystem von Σ, welches die Di-
mension nmin hat, und eine orthogonale Transformationsmatrix T , mit der über
Σ¯ =
(
TAT T , TB,CT T , D
)
die KALMAN-Zerlegung berechnet werden kann,
deren Zustandsraumdarstellung durch
Σ¯sys :


˙¯xbs
˙¯xnbs
˙¯xnbns
˙¯xbns

 =


A¯11 0 0 A¯14
A¯21 A¯22 A¯23 A¯24
0 0 A¯33 A¯34
0 0 0 A¯44




x¯bs
x¯nbs
x¯nbns
x¯bns

+


B¯1
B¯2
0
0

u,


x¯bs(0)
x¯nbs(0)
x¯nbns(0)
x¯bns(0)

 =


x¯bs,0
x¯nbs,0
x¯nbns,0
x¯bns,0


y =
[
C¯1 0 0 C¯4
]


x¯bs
x¯nbs
x¯nbns
x¯bns


mit x¯bs ∈ Rnmin , x¯nbs ∈ Rns−nmin , x¯bns ∈ Rnb−nmin und x¯nbns ∈
Rn−nmin−nnbs−nbns gegeben ist. Hierbei ist ns der Rang der Steuerbarkeits- und
nb der der Beobachtbarkeitsmatrix.
Um eine Umordnung der beobachtbaren und nichtbeobachtbaren Teilsysteme zu
vermeiden, empfiehlt sich im Fall des Beobachterentwurfs den minreal-Befehl
auf das System Σ = (A, In, C, 0p×n) anzuwenden. Durch die Wahl B = In
entstehen keine nichtsteuerbaren Teilsysteme. In den Beispielen 2.6 und 4.1 wird
die beschriebene KALMAN-Zerlegungstechnik zum Entwurf eines Beobachters bei
unbekanntem Eingang benötigt. Bedingt durch die zur Unterdrückung des unbe-
kannten Eingangs erforderlichen Projektionen treten im transformierten Zustands-
raum nämlich häufig detektierbare, aber nichtbeobachtbare Systeme auf.
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Bestimmung der Verstärkungsmatrix K
In Matlab gibt es zur Berechnung der Polvorgabe neben dem Befehl acker, der
auf SISO-Systeme beschränkt ist und für schwach steuerbare bzw. beobachtbare
Systeme i. S. v. EISING [75] ab einer Größenordnung von 5 numerische Proble-
me bereitet, noch den Befehl place, der sich für Mehrgrößensysteme eignet und
darüber hinaus eine größere numerische Stabilität aufweist. Ist das System nicht-
beobachtbar, versagen die genannten Matlab-Befehle. Im Falle von detektierbaren
Systemen sind deshalb die Matrizen A¯T11 und C¯T1 zu verwenden.
Ähnlichkeitstransformationen
Matlab-Befehl: ss2ss(sys,T)
Basisvektoren des Nichtbeobachtbarkeitsraums:N = null(obsv(A, C))′
Bildraum der Beobachtbarkeitsmatrix: orth(obsv(A, C)′)).
LYAPUNOV-Gleichungen
Der entsprechende Matlab-Befehl lautet T := lyap(F,−A,HC).
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