Some of the first attempts at using visualization methods to aid decisions in design and optimization are found in [1] . More recent advances in computer visualization and Virtual Reality (VR) [2] [3] [4] are allowing designers and scientists to interact and manipulate vast amounts of data. Until these innovations, computers were solely relied on to interpret results and compute answers based on programs written. It is now possible to interact with these large datasets even while they are being used in running analyses [5] [6] [7] [8] [9] [10] [11] . Users have the ability to compress large amounts of data into a visual format, to investigate trends and relationships that could not be seen otherwise, and then make informed decisions regarding a product or process design.
As our ability to generate more and more data for increasingly large engineering models improves, the need for methods for managing that data becomes greater. Information management from a decision-making perspective involves being able to capture and represent significant information to a designer so that they can make effective and efficient decisions. However, most visualization techniques used in engineering, such as graphs and charts, are limited to twodimensional representations and at most three-dimensional representations. In this paper, we present a new visualization technique to capture and represent engineering information in a multidimensional context. The new technique, Cloud Visualization, is based upon representing sets of points as clouds in both the design and performance spaces. The technique is applicable to both single and multiobjective optimization problems and the relevant issues with each type of problem are discussed. A multiobjective case study is presented to demonstrate the application and usefulness of the Cloud Visualization techniques.
Commercial companies such as Raytheon [12] and Boeing [3] , among others, have attempted to improve their own design processes by taking advantage of Virtual Reality and Scientific Visualization.
Virtual Reality and Scientific Visualization offer methods and concepts to produce graphical representations (pictures, graphs, etc.) of complex data. The enormous computing power readily available today has made these technologies more and more useful in recent years. Tools and techniques based on these technologies are being developed that can further improve the efficiency and accuracy of the solutions to these complex designs. However, there is still a need for process improvement and multidimensional data representation, as well as for better incorporation of heuristics and design knowledge. One approach is through the implementation of Computational Steering concepts. Computational Steering [7] [8] [9] [10] is the implementation of Virtual Reality and Scientific Visualization
Motivation
Engineers are increasingly able to generate more and more data for large system models, and as a result, the need for methods for managing and visualizing that data becomes greater. From a design perspective, large-scale analysis can result in a huge number of potential design configurations existing in complicated multi-dimensional spaces. This information could be presented to a designer as page after page of printed data. However, it is very difficult to make sense of large data structures in print form.
The second subcategory contains non-ABV methods that do not require a topographical representation of the problem, such as tabular data, 2D plots, parallel coordinate based, and physical programming based methods. The method presented here, Cloud Visualization, is a category 2b visualization method meaning that it is a Non-ABV method that does not begin with a topographical view of the design space. Readers interested in more detailed discussion of the advantages and disadvantages of ABV and non-ABV are directed to [11] for more information.
into a process or analysis, so as to give a researcher or practitioner the ability to view how a solution procedure is progressing. The researcher has the ability to alter parameters while the analysis is running to interactively "steer" it to a solution. This ability to interact visually with design and optimization processes has the potential to benefit decision making greatly, as estimations indicate that approximately 70% of a humans attention is dedicated to visual input [13] . To this end, visualization can and should be considered a solution tool rather than simply a way to present results [14] .
The visualization procedure discussed in this paper is focused primarily on optimization problems, both single and multiple objective. There are various challenges in both types of problems that visualization techniques can be used to solve and in the next section, some of these general challenges of engineering optimization are presented.
Computational steering is the paradigm adopted in this work, as the focus of this paper is on presenting an approach to representing multidimensional design optimization problems to facilitate the decision making and steering capabilities of a designer.
The techniques presented in this paper are applicable to both single and multiobjective optimization problems.
Because of the significant dependence that engineers have on visual cues and information representation, it seems sensible to provide visually enhanced design steering and optimization methodologies. Easily interpreted visual cues such as color, shape, relative size, etc. can be used effectively to convey trends or large amounts of perhaps imprecise information quickly. They can also be used to add dimension to data beyond the three spatial dimensions. In this paper, some of these cues are integrated into a visualization framework, which acts as the designer interface while single or multiobjective optimization techniques operate at a lower, processing level. This framework not only provides insight into the nature of the problem and the optimization algorithm, but also helps prevent wasted analysis and supplies the designer with an opportunity to interact with the analysis.
Engineering Optimization Challenges
In this section, both single objective and multiobjective decision problems are discussed. It is these types of problems that are the focus of the visualization approaches presented in this paper.
Single Objective Design Problems
Single objective problems are defined by a single measure of performance that may be a single criteria or a combination of many. The challenges in single objective optimization involve primarily being able to find and represent solutions to the problem. First, finding the globally optimal solution and being able to verify the level of optimality is a challenging task. Second, for effective decision-making, areas with equivalent locally optimal solutions may exist and must be found. Third, being able to represent multivariable space effectively in order to support the first and second challenges is paramount. Each of these challenges can be influenced and supported by visualization techniques coupled with numerical techniques.
Real-time visualization methods can be classified into two general categories: Artifact-Based Visualization (ABV) schemes and Non-Artifact-Based Visualization (Non-ABV) schemes [11] . Artifact-based schemes are those that are typically imposed on a physical object with a prescribed geometry, such as representing the stress in a beam by color contours imposed on the beams geometry. Non-Artifact-based schemes are those that are not constrained by a physical geometry such as visualization of process optimizations.
Multi-Objective Design Problems
Many designers concede that there is typically more than one criterion that must be considered when choosing a design configuration. Often, a large system is decomposed into smaller subsystems each having its own set of objectives, constraints, and parameters. The performance of the final design is a function of the performances of the individual subsystems. It then becomes necessary to consider the tradeoffs that occur in a multi-objective design problem.
Non-ABV can also be further divided into two subcategories [11] . The first includes those methods that are based on a topographical view of the design space whereby a fit is made to the performance objectives based on the results of many a priori system evaluations. The results are usually viewed as contour plots. As pointed out in [11] , approaches of this type require that system evaluations be performed before the optimization begins in order to create the contours, they do not accommodate multi-dimensional data very well, and the representation may not be meaningful due to inadequacy of the system model and/or approximations used to generate the contour plots.
The objectives in a multi-objective problem may relate differently to one another. Two objectives may be in competition, meaning that improvement of one typically comes at the expense of the other. Objectives may also be in cooperation with each other, meaning that improvement of one typically accompanies improvement of the other. In this case, there is a single superior design and tradeoffs are not necessary. The third possibility is that there is no relationship, as is the case if the objectives have no variables in common.
The case in which objectives are in competition with one another is the most interesting. This situation gives rise to the concept of Pareto optimality. For such problems, the goodness of a design is a function of its Pareto dominance. A point, ' x , is Pareto dominant if and only if there is no feasible design variable vector, x , for which:
where n is the number of objectives to be minimized.
There are three primary challenges in multiobjective design problems. First, the generation of the Pareto set is a challenging problem [15] [16] . Second, selecting a solution from among a Pareto set is a task made more challenging with the existence of distinct and dynamic preferences among designers [17] . These preferences are typically centered on the system objectives (how the system performs). However, in order to actually produce a system that behaves in a desired way, values for design variables must be chosen. The third challenge deals with the relationship between the objectives and design variables. The task of mapping a chosen Pareto solution into a set of design variable values is a one-to-many mapping problem that can be extremely challenging [18] . The trade-offs that result between competing objectives are very difficult to perceive from printed data. Visual aids can greatly improve a designer's understanding of the relationships developing among the objectives and between the objectives and design variables. The solution of these challenges can be facilitated using effective visualization technologies and tools and is the focus of this paper.
In the next section, the foundations for the visualization techniques and technologies that are utilized to help meet these computational steering challenges in both single and multiobjective optimization problems are presented.
Background
Cloud Visualization is a means by which a designer can view all previously generated design information in both the design space and the performance space simultaneously. Its implementation resembles that of the Visiview method developed in [19] with some significant differences. The design space is defined by the design variables of the problem while the performance space is defined by the performance objectives. The two spaces are displayed in separate windows that can be linked. Some general information regarding Cloud Visualization is presented in the next section. Then in the following sections, specific details for both single and multiple objectives optimization implementations are discussed.
General Implementation
All the graphics presented in this paper were created using openGL and implemented on a machine with a 600 MHz Pentium 3 processor.
Design information is presented as a cloud of design points plotted along three or less axes that represent either design variables or objective functions. The cloud is presented in different colors to reflect the properties of certain portions. The data represented may be single or multi-objective.
Use of Color
The use of color in visualization techniques can be very effective, but it can also be overwhelming, decreasing the effectiveness of the presentation and the value of the information [20] . The use of color in visualization should not create "graphical puzzles" for which the user is trying to remember what the color representations imply instead of interpreting the information in the chart or graph and making a rational decision [21] . Further, too many colors can only confuse users and the simple use of gray scales can often be more effective than elaborate color schemes [21] .
To this end, two color schemes are available in Cloud Visualization, depending upon what type of decision is to be made. The first colors the designs in a rainbow according to their goodness such that the best design(s) are red and the worst are violet. Determination of a designs' goodness is discussed in Sections 2.1 and 2.2. All infeasible designs appear in gray. This scheme allows the user to quickly follow the progression of color to good areas of the space.
For some datasets, particularly in multi-dimensional spaces, these trends do not appear in a sensible order when looking at only 3 dimensions (at-a-time). Therefore, the second color scheme colors infeasible designs gray, feasible designs green, and the best design(s) red. In the case of multi-objective optimization, yellow is used for points that are distinct Pareto points. To compute distinct Pareto points, the design space is divided into a hyper-grid. A distinct point is one that exists alone in a grid location (see [22] for more details). An example of each color scheme is provided in Figure 1 , which represents a multi-objective problem for which the lower right corner of the space is the desirable region.
The color schemes enable a designer to focus in on favorably colored areas of the spaces. In order to isolate desired regions, the user can select individual points or groups of points that will then be displayed by themselves. When selecting a group of points, the user has the option to rescale them in color with respect to each other to further focus in on good areas of the space. This can be done in a window showing the design variable space or performance space and the color will be updated in all associated windows. An example of this capability is presented in Figure 2 .
Figure 2: Images representing color rescaling
The figure on the top shows all feasible points developed at some point during the solution of a single objective design problem. The best points are red and it is clear where the desirable region of the space is. However, there are clearly a large number of designs in that region and the colors are too similar to distinguish them from one another. Therefore, in the image on the bottom, only the points in the desired region are selected and they have been rescaled in color relative to one another. The user can now further focus in on the good region of the space by applying some of the interactive capabilities described in the following and making further selections.
Interactive Capabilities
To further aid exploration, the user can dynamically rotate the spaces around all three spatial axes, translate the spaces along all three axes, and zoom into any area of the spaces while in any orientation. Additionally, the designer can invoke cutting planes and view 2-D cross sections of the cloud to aid in point selection as shown in Figure 3 .
Figure 3: Images demonstrating cutting planes
Finally, the user can select groups of points with different attributes from pop-up menus for viewing. The different groups available for viewing depend on the type of optimization and are discussed in detail in further sections. As an example, the user could select to see only the feasible points and then all infeasible points would be hidden.
Design Steering
As described in the motivation section, it is desirable to interact with an optimization tool as it is running. The current implementation of Cloud Visualization does allow for some relatively simple interactions. While in the design space, the user can choose to relocate a point by dragging it to a new location. The point is not re-evaluated immediately but instead is colored black and labeled invalid. Upon re-entering the optimization run, the point is re-evaluated and considered in its new location. While in either space, the user can select groups of points and label them desirable or undesirable. This capability is especially useful when using methods like
Mapping Between Spaces Genetic Algorithms in which large groups of points are considered simultaneously. In this case, upon returning to the optimization, the points can be given special consideration depending on whether they are labeled desirable or undesirable. Figure 4 shows a capture of the design points at some time during the run of a multi-objective genetic algorithm (MOGA). The user has selected the cyan points as undesirable and upon returning to the algorithm, they will be removed from the population allowing the remaining points to continue.
In order to be an effective optimization tool, Cloud Visualization must address the issue of mapping points between the performance and design space. For a given set of equations describing a system, there is a one-to-one mapping from the design space into the performance space. That is, given some set of design parameters, the performance can be singularly determined according to the objective functions. The opposite is not necessarily true, meaning that given some performance level, there may be many design configurations that will suffice. Mathematically speaking, there are typically more variables (design parameters) than equations (objective functions) in a design problem. Consider this analogy: given some automobile design, the top speed can be singularly determined for that design based on engine horse power, drag coefficient, etc. However, given a desired speed, there may be many automobile designs capable of achieving it. Figure 6 demonstrates this discrepancy where the mapping from the design space to the performance space is one-to-one, while the mapping from the performance space to the design space is a one-to-many. Previous work to solve this problem was effective for two objective problems, but extension to multiple objectives is provided in Cloud Visualization.
Figure 4: Selection of points for design steering in Cloud Visualization
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Handling Multiple Dimensions
In the case of more than three design variables or objective functions, a single point in a 3D space might be selected that actually represents multiple unique designs. In this case, another window is created with three or less new design variables or objective functions (depending on how many remain unused) while all previously used variables or functions are held constant in the new window. The initial window is the parent of the resulting window. The points in the parent window are then locked and cannot be changed unless the child window is destroyed. The windows can be cascaded out until all the variables or objectives are represented on a plot as demonstrated in Figure 5 .
Figure 6: Mapping between design and performance spaces
In Cloud Visualization, if a point is selected in the performance space for which multiple associated design configurations have been found, all associated design points are displayed in any associated design space using the database of points visited during the MOGA population generation. If a hypothetical point is selected in the performance space (not a point on the screen, but a point in space), then Cloud Visualization enacts a scheme to find all possible design points with the objective function values of the selected point. An optimization problem is formulated for doing the mapping. The problem is stated as shown in Equation (2). 
Multiple Objective Problems
Cloud Visualization treats data from multi-objective problems very similarly to that of single objective problems because single objective optimization is simply a special case of multiobjective optimization where n, the number of objective functions, is equal to 1. Therefore, the rainbow color scheme is implemented as follows by Cloud Visualization for multiobjective problems.
Where n is the number of objective functions in the original problem formulation, l is the number of equality constraints in the original problem formulation, m is the number of inequality constraints in the original problem formulation, and ndv is the number of design variables. The best designs (Pareto optimal) are identified and labeled level 1 solutions. Then, from the remaining points, those that are non-dominated are labeled level 2. This continues until all design points are accounted for. Color is then assigned according to a designs level such that level 1 designs are pure red, highest level designs are pure violet, and all other designs are scaled by level according to the rainbow. This gives a designer an idea of the quality of a design point relative to the Pareto points.
Regarding selection of groups for display, there are more groups available for viewing in multi-objective problems. They are:
1. All Points. In this section, the general implementation characteristics of Cloud Visualization are discussed. In the next sections, specific details pertaining to single and multiple objective problems are discussed further. 
Single Objective Problems
A distinct Pareto point, as defined in [22] and in Section 3.1, is one that is not too close to another in the performance space. The threshold for "too close" is user defined.
Recall that for a single objective problem, goodness is typically determined by the objective function value. In this case, the rainbow color scheme is applied by coloring the best point(s) pure red, the worst point(s) pure violet, and scaling the remaining points according to their objective function value (disregarding infeasible points, which are gray). The Blocked Color scheme colors infeasible points gray, and feasible points green with the exception of the best point(s) which is/are red.
With the two available color schemes, the user can watch as the non-dominated frontier develops and quickly make assertions on the optimization based on trends and relationships that appear. Good visualization of multiobjective performance data is very helpful when considering the trade-offs occurring between objectives. Cloud Visualization can help a designer consider the effects and sacrifices of changing performance values while considering design variable information at the same time. In the next section an example is used to demonstrate some of the capabilities of Cloud Visualization when applied to a design optimization problem.
As mentioned previously, the user can select groups of points for viewing. In the case of a single objective problem, the user can choose to see any of the following groups.
1. All Points. 2. Feasible Points Only. 3. Infeasible Points Only.
Case Study -Vibrating Platform
The vibrating platform problem is a 2 objective optimization problem adapted from a problem presented in [23] . With color schemes and optimality filters (creating the groups listed above), an effective means of navigating through large amounts of data quickly to find the best design(s) or regions of good performance with the different color schemes is provided. When utilized during a running analysis, this information can be used by a designer to guide the optimization process as demonstrated in Section 4.
Problem Description
This is a composite beam consisting of 5 total layers that are symmetrical about the centerline. A diagram of the platform is provided in Figure 7 . 
ρ, E, and C represent the density, modulus of elasticity, and cost per unit volume respectively for each material as indicated in Table 1 .
Design Variables:
There are 5 sizing design variables as shown in Figure 7 . They are the length and width of the beam, and the distances from the centerline to the outer edge of each layer. There are also 3 combinatorial variables that are the materials used for each of the layers. There are 3 potential material selections for each layer of the beam. The relevant properties of each material are provided in Table 1 .
Constraints:
There are 3 inequality constraints posed in the original problem used to limit:
1. the mass of the beam; 2. the thickness of layer 2; and 3. the thickness of layer 3. Material Density (ρ) (kg/m 3 )
Modulus ( Finally, the original problem specification states that the materials used for each of the layers must be mutually exclusive (the same material may not be used for more than one layer at a time) but no concession was made for this in the problem formulation. Therefore, three more constraints are added to enforce this stipulation. This requirement will be forgone for any layer having zero thickness. These three constraints will be posed as not-equality constraints. The term "not-equality" constraints refers to a constraint, as shown in Equations 12-14, that cannot equal a certain value. This type of constraint, being the opposite of an equality constraint, is therefore termed a not-equality constraint.
There are side constraints on each of the sizing design variables and they are given in Table 2 . The formulation for each constraint is provided in Equations 7 through 14. They are given in the same order in which they are discussed previously.
Objectives:
The two objectives are to maximize the fundamental frequency (Hz) of the beam and to minimize the cost of material. The formulations are provided in Equations 3 through 6. 
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The final tally on the adapted problem is:
• 2 objective functions;
• 8 design variables; and • 8 constraints (5 inequality, 3 not-equality).
Results
The following results were gathered by running multiple separate multi-objective genetic algorithms on the previous problem simultaneously in conjunction with cloud visualization.
Solution Methodology
Because the layer materials must be mutually exclusive for a design to be feasible, multi-objective genetic algorithms are used to solve the problem. Each was constrained to one of the 6 portions of the design space containing potentially feasible points (those for which the layer materials are mutually exclusive). Each algorithm was run 30 generations at a time and then the user was given a choice of continuing with the optimization, visualizing the current data, discontinuing some MOGAs, or ending the optimization. From within Cloud Visualization, the user is able to view some or all of the individual populations individually. Note that it is possible for the user to view the optimization at any interval. Thirty generations are chosen somewhat arbitrarily. A designer could choose to visualize after each generation and have the display continuously updated.
Based on the data shown in the Figure 8 , it was decided to discontinue the designs that appear in cyan in Figure 9 . In the upcoming section, the captures of the performance spaces display the two objectives versus one another and the desirable region is the lower right corner. The captures of the design space will be limited to those containing the 3 layerthickness sizing variables along the three axes for brevity. Figure 8 shows the designs present in all populations after 60 generations. The performance space is on the bottom and the design space is on the top. Cloud Visualization colors the designs with respect to all other designs being displayed.
Solution Process
Following this, another 60 generations were run with the remaining points. The discontinuation of points in the previous visualization caused the extinction of the fourth MOGA. This means that the resulting population was too small to sustain itself. A population is too small to sustain itself if, according to the crossover rate, no children will be produced. In this case, the remaining members of the extinct MOGA are given an opportunity to join another MOGA's population. The resulting data from the next 60 generations of the remaining MOGAs is shown in Figure 10 .
Based on the captures in Figure 10 , some additional discontinuations were decided on as shown by the cyan points in Figure 11 . These designs were discontinued because in the performance space, they were clearly not close to the efficient frontier and were dominated by other better designs. Other results using a single MOGA required over 33,000 evaluations to achieve a similar nondominated frontier. Continuing as above, the final Pareto set is shown in Figure  12 . Only two MOGAs remain at this point and together they contain the entire non-dominated frontier which may or may not be the true Pareto frontier.
While the focus of this paper is not on benchmarking the MOGA that was developed (see [24] for a thorough discussion of the MOGA and its effectiveness), the focus was on presenting the visualization tools that are coupled with the MOGA to provide engineers and decision makers with effective information regarding their design system. While it is difficult to benchmark visualization tools, the decision maker will have the final say as to what kind of tool is useful and effective. While providing the decision maker with 138 Pareto points efficiently, he/she must still decide on one of these points to produce/manufacture. This is a non-trivial problem and one that requires assessment of a decision maker(s) preferences and utilities towards risk. While beyond the scope of this paper, current research is investigating this natural evolution of this work. 
Conclusions
Cloud Visualization posses many attributes that are desirable for a design visualization package. It can accommodate large amounts of data since each design appears as a single point on the screen (the size of the point can be adjusted for easy viewing). It also accommodates multidimensional data through the use of cascading windows. Dependent variables can be compared with one another by investigating the performance space. Correlations between independent and dependent variables can be seen by using the two spaces Copyright ©2002 by ASME simultaneously. The user interface is provided through pop-up menus and is simple to use for anyone with basic computer skills.
The user is able to interact with the data using the interactive capabilities discussed in Section 3.1. Furthermore, the user can customize the output to his/her preferences by selecting which variables lie along which axes, selecting which type of points are displayed (feasible, infeasible, Pareto, etc.), by specifying which spaces are viewed at a given time, and by choosing the color scheme. The developments of this paper can be applied to both single and multiple objective problems, providing decision makers with an effective interactive presentation of design information in multiple dimensions and across both design and performance spaces simultaneously. This breadth of information has the potential to make decision making before, during, and after optimization processes as well as optimization processes themselves more efficient and effective.
