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Abstract
We consider a family of multivariate trace inequalities recently derived by Sutter,
Berta and Tomamichel. These inequalities generalize the Golden-Thompson inequality
and Lieb’s three-matrix inequality to an arbitrary number of matrices in a way that
features complex matrix powers. We show that their inequalities can be rewritten
as an n-matrix generalization of Lieb’s original three-matrix inequality. The complex
matrix powers are replaced by resolvents and appropriate maximally entangled states.
We expect that the technically advantageous properties of resolvents, in particular for
perturbation theory, can be of use in applications of the n-matrix inequalities, e.g., for
analyzing the rotated Petz recovery map in quantum information theory.
1 Introduction and main result
Arguably the most famous trace inequality is the Golden-Thompson inequality [3, 14],
which asserts that for all positive definite matrices A1 and A2,
Tr[exp(logA1 + logA2)] ≤ Tr[A1A2]. (1.1)
In 1973, Lieb proved a generalization of (1.1) to three positive definite matrices A1,
A2 and A3, namely,
Tr[exp(logA1 + logA2 + logA3)] ≤ Tr[A3TA−1
2
(A1)]. (1.2)
The right-hand side features TX(Y ), the Fre´chet derivative of the matrix logarithm
TX(Y ) :=
d
dr
∣∣∣
r=0
log(X + rY ) =
∫ ∞
0
1
X + τ
Y
1
X + τ
dτ, (1.3)
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where X and Y are positive definite matrices. Here and in the following, we write τ
for τI, where I is an identity matrix of the appropriate dimension. The expression
TX(Y ) can be understood as a non-commutative analog of X
−1Y . Lieb’s three-matrix
inequality (1.2) has numerous applications, in particular to entropy inequalities in
quantum information theory.
In 2016, Sutter, Berta and Tomamichel [11] generalized Lieb’s three-matrix inequal-
ity to the following multivariate trace inequality :
Tr
[
exp
(
n∑
k=1
logAk
)]
≤
∫
R
Tr[AnA
1+it
2
n−1 . . . A
1+it
2
2 A1A
1−it
2
2 . . . A
1−it
2
n−1 ]β(t)dt. (1.4)
Here A1, . . . , An are positive definite matrices and
β(t) :=
pi
2
(1 + cosh(pit))−1 (1.5)
is an explicit probability density function. The proof of (1.4) is based on powerful
complex interpolation techniques. (In fact, these techniques yield a stronger inequality,
namely an n-matrix version of the Araki-Lieb-Thirring inequality for Schatten norms
[11]; see also [5]. The derivation of the n-matrix inequality (1.4) is discussed following
Corollary 3.3 in [11].)
The n = 4 version of (1.4) has applications to recoverability questions in quantum
information theory, which we will discuss later on. We mention that there exist other
multivariate trace inequalities generalizing the Golden-Thompson inequality, in partic-
ular one proved by Hansen [4], and we refer to [11] for a summary of the pertinent
literature.
Given these results, it is natural to relate the (a priori rather different looking)
inequalities (1.2) and (1.4) for n = 3. In this vein, [11] observed that∫
R
A
1+it
2
2 A1A
1−it
2
2 β(t)dt = TA−1
2
(A1). (1.6)
By diagonalizing A2, this is seen to be equivalent to the equality
√
xy
∫
(y/x)it/2β(t)dt =∫∞
0 (x+ τ)
−1(y + τ)−1dτ , which holds for all real numbers x, y > 0. The identity (1.6)
implies that when n = 3, inequality (1.4) is the same as Lieb’s three-matrix inequality
(1.2) since ∫
R
Tr[A3A
1+it
2
2 A1A
1−it
2
2 ]β(t)dt = Tr[A3TA−1
2
(A1)]. (1.7)
1.1 The main result
The main result, Theorem 1.1 below, shows how to generalize the form of Lieb’s three-
matrix inequality (1.2) to n matrices.
The generalization is derived from the n-matrix inequality (1.4), by appropriately
rewriting its right-hand side. Specifically, we observe that the identity (1.7) can be
generalized to nmatrices by introducing a suitable, non-trivial tensor product structure
(Lemma 2.1).
In preparation for the main result, Theorem 1.1, we introduce some notation:
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• Given x ∈ R, we write ⌈x⌉ for the smallest positive integer greater or equal to x.
Note that this means ⌈0⌉ = 1.
• We write {αk}k≥2 for the Thue-Morse sequence. The Thue-Morse sequence is a
{0, 1}-valued sequence which can be defined as the substitution sequence associ-
ated to the substitution rules 0→ 01 and 1→ 10, with initial value 0.
We use the following equivalent definition: We set αj+2 := βj (j ≥ 0), where the
sequence {βj}j≥0 is inductively defined by the relations
β0 = 0, β2j = βj , β2j+1 = 1− βj . (1.8)
E.g., the first four elements of the Thue-Morse sequence are (α2, α3, α4, α5) =
(0, 1, 1, 0).
• Let H be a d-dimensional Hilbert space, with a fixed orthonormal basis {|l〉}dl=1.
Given m ≥ 1, we write |Ωm〉 for the maximally entangled state on H⊗m ⊗H⊗m
associated to this basis, i.e.,
|Ωm〉 :=
d∑
l1,...,lm=1
|l1 ⊗ . . .⊗ lm〉 ⊗ |l1 ⊗ . . .⊗ lm〉.
We emphasize that |Ωm〉 is not normalized, i.e., ‖Ωm‖ = dm/2 6= 1. We denote
the corresponding (also non-normalized) projector by
Pm = |Ωm〉〈Ωm|.
We refer e.g. to [15, 17] for background on maximally entangled states. (We
emphasize that we use a different normalization convention, however.)
• We write Ak for the complex conjugate of the positive definite matrix Ak. By
definition, the complex conjugate is taken with respect to the fixed {|l〉}l basis
from above. (We mention the fact that the matrix Ak is still positive definite and
that Ak = A
T
k .)
We write C for the complex conjugation operator in the {|l〉}l basis. For any
matrix X on H, it holds that
CαkXCαk :=
{
X, if αk = 0,
X, if αk = 1.
(1.9)
Our main result is the following alternative, equivalent form of the multivariate
trace inequality (1.4) from [11]. We recall the definitions (1.3) of TX(Y ) and (1.5) of
β(t).
Theorem 1.1. Let n ≥ 3 and let A1, . . . , An be positive definite matrices on a finite-
dimensional Hilbert space H. Set n′ := ⌈log2(n − 2)⌉ and ρ = 2⌈log2(n−2)⌉ − (n − 2).
We have the inequality
TrH
[
exp
(
n∑
k=1
logAk
)]
≤Tr
H⊗2n
′

P2n′−1T⊗n−1
k=2
CαkA−1
k
Cαk⊗I⊗ρH

A1 ⊗An ⊗ n
′−2⊗
j=0
P2j



 .
(1.10)
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We may write out the matrix TX(Y ) appearing in (1.10) as an integral by using
(1.3). When we do so, (1.10) reads
TrH
[
exp
(
n∑
k=1
logAk
)]
≤
∫ ∞
0
Tr
H⊗2n
′
[
P2n′−1
(
1⊗n−1
k=2 C
αkA−1k C
αk + τ
⊗ I⊗ρH
)

A1 ⊗An ⊗ n
′−2⊗
j=0
P2j


(
1⊗n−1
k=2 C
αkA−1k C
αk + τ
⊗ I⊗ρH
)
 dτ.
Remark 1.2. (i) The identity matrix I⊗ρH is present for dimensional reasons. We note
that ρ = 0 iff n− 2 = 2m for some integer m.
(ii) We recall that the first four elements of the Thue-Morse sequence {αk}k≥2 are
(0, 1, 1, 0). Therefore, we have
5⊗
k=2
CαkXkC
αk = X2 ⊗X3 ⊗X4 ⊗X5,
and this already suffices for many cases of interest.
(iii) If n = 3, then (1.10) is just Lieb’s three-matrix inequality (1.2). Indeed, in this
case we have n′ = ⌈0⌉ = 1 per our convention and (1.10) says
TrH[log(A1+logA2+logA3)] ≤ TrH⊗2
[
P1TA2⊗IH(A1 ⊗A3)
]
= TrH[A3TA2(A1)].
The second equality is an elementary property of the maximally entangled state;
its general form is recalled in (1.12) below.
(iv) If n = 4, then n′ = 1 and (1.10) gives the new inequality
TrH[exp(logA1 + logA2 + logA3 + logA4)] ≤ TrH⊗2
[
P1T(A2⊗A3)−1(A1 ⊗A4)
]
,
(1.11)
where P1 =
∑
l,m |l⊗ l〉〈m⊗m|. The n = 4 case is particularly relevant as it can
be applied to recoverability questions in quantum information theory [11]. We
explore the potential usefulness of the new formulation (1.11) in this context at
the end of the introduction.
(v) Our proof of Theorem 1.1 relies on the n-matrix inequality (1.4) as input. Specifi-
cally, Theorem 1.1 is proved by showing that the right-hand side of the inequality
(1.4) can be rewritten as the right-hand side of (1.10), up to a permutation of
the Ak (Lemma 2.1).
The maximally entangled states arise via the following elementary property: For
any two self-adjoint matrices X and Y on H⊗m, we have
TrH⊗m[XY ] = TrH⊗2m [Pm(X ⊗ Y T )] = TrH⊗2m [Pm(X ⊗ Y )]. (1.12)
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The basic idea of the proof of Lemma 2.1 is to use this identity iteratively on the
right-hand side of (1.4), splitting in half the set of matrices A2, . . . , An−1 that
come with a complex power at every iteration step. The iteration stops after
n′ steps, when one obtains an expression that can be rewritten via (1.6). At
every step, the Hilbert space is tensored with itself as in (1.12), and this is what
produces the projections P2j in (1.10).
(vi) By (1.3), we can rewrite the right-hand side of (1.10) in terms of the Fre´chet
derivative of a matrix logarithm. Then, (1.10) reads
TrH
[
exp
(
n∑
k=1
logAk
)]
≤ d
dr
∣∣∣
r=0
Tr
H⊗2n
′

Pn′−1 exp

− logA+ log

A+ rA1 ⊗An ⊗ n
′−2⊗
j=0
P2j





 ,
where we abbreviated A := ⊗n−1k=2 CαkA−1k Cαk ⊗ I⊗ρH . By using homogeneity as
in Lemma 5 of [8], we see that this inequality is related to the concavity of the
homogeneous trace function
K 7→ Tr
H⊗2n
′ [Pn′−1 exp(− logA+ logK)]
near the matrix K = A. In particular, a direct proof of the concavity of this
trace function would yield a new, direct proof of Theorem 1.1 that does not rely
on (1.4).
1.2 A related inequality
Notice that the right-hand side in (1.10) is of the general form Tr[PTX(Y )] for any
n, where P is a non-negative definite matrix and X and Y are appropriate positive
definite matrices. Therefore, for any n, it can be estimated from below via Lieb’s
original three-matrix inequality (1.7), up to an approximation argument to make P
strictly positive definite. This procedure yields a different inequality than (1.10) which
we state in Proposition 1.3 below, in the case n = 4. (The result generalizes to higher
n.)
The obtained inequality (1.13) appears to be weaker than the four-matrix inequality
(1.11), but its proof only requires Lieb’s three-matrix inequality (1.2) as input.
Proposition 1.3. Let A1, A2, A3 and A4 be positive definite matrices on a d-dimensional
Hilbert space H. Then we have
d exp
(
1
d
Tr[logA1 + logA2 + logA3 + logA4]
)
≤ TrH⊗2
[
P1T(A2⊗A3)−1(A1 ⊗A4)
]
.
(1.13)
The statement and proof of Proposition 1.3 generalize to other values of n > 4.
Remark 1.4. (i) The right-hand side in (1.13) can alternatively be expressed in terms
of complex matrix powers by using (2.2).
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(ii) While the appearance of the dimension d on the left-hand side of (1.13) may
appear unpleasant at first sight, it actually makes the expression (1.13) grow
only linearly in d when evaluated on Ak = IH, as opposed to exponentially. The
expression Tr[exp(
∑
k logAk)] shows the same linear growth in d in that case.
Motivated by partition functions in statistical mechanics, we say that the left-
hand side in (1.13) has the “thermodynamically correct scaling”. (This property is
lost for other inequalities which exchange trace and exponential, as is exemplified
by the Peierls-Bogolubov inequality.)
1.3 Discussion
The main purpose of Theorem 1.1 is to provide an n-matrix generalization of Lieb’s
original three-matrix inequality (1.2).
Given that this generalization is equivalent to (and derived from) the n-matrix
inequality of Sutter, Berta and Tomamichel (1.4), one may ask if the alternative for-
mulation (1.10) affords any advantages as compared to the original (1.4).
The clear advantage of (1.10) is the absence of complex matrix powers. We find
this aesthetically pleasing, since one is bounding a manifestly real-valued quantity
Tr[exp(
∑
k logAk)]. More importantly, the complex matrix powers are replaced by
resolvents (e.g. A2 appears as (A
−1
2 ⊗B + τ)−1, where τ > 0 and B is independent of
A2), and these have several technical advantages for analysis, as we recall below.
A disadvantage of (1.10) is the tensor product structure, which increases in complex-
ity with n. However, for small n, the tensor product structure is still quite manageable;
see e.g. the case n = 4 in (1.11).
We recall two of the technical advantages of resolvents:
1. Resolvents are well-suited for performing perturbation theory, since the perturba-
tion series has an explicit and simple form at every finite order. In particular,
the Fre´chet derivative of a resolvent can be computed explicitly.
2. The commutator with a resolvent can be written in a simple form.
Let us explain the potential usefulness of the latter fact further. In short, it allows
to compare the n-matrix inequality (1.4) to variants in which the matrices Ak have
been reordered, e.g. to remove the complex powers. More precisely, one can bound the
difference between the right-hand side in (1.4) and related expressions without complex
powers explicitly in terms of the commutators between the different Ak. As an example
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for this, we take n = 3 for simplicity and rewrite the difference
A1A2 −
∫
R
A
1+it
2
2 A1A
1−it
2
2 β(t)dt
=
∫ ∞
0
(
A1
(
1
A−12 + τ
)2
− 1
A−12 + τ
A1
1
A−12 + τ
)
dτ
=
∫ ∞
0
[
A1,
1
A−12 + τ
]
1
A−12 + τ
dτ
=
∫ ∞
0
1
A−12 + τ
A−12 [A1, A2]A
−1
2
(
1
A−12 + τ
)2
dτ.
Note that the last expression is linear in the commutator [A1, A2].
The above-mentioned technical advantages of (1.10) are only meaningful in the
context of applications of the n-matrix inequalities (1.4) and (1.10). Here we discuss
as an example the application of the four-matrix inequality to quantum information
theory.
Motivated by previous results in this direction, [1, 2, 12, 13, 16] and especially [6],
[11] used their new four-matrix inequality to derive a strengthened data processing
inequality, with a remainder term that involves the measured relative entropy of an
appropriately “rotated” Petz recovery channel, called R below.
From these papers, the rotated Petz recovery channel has emerged as a natural
variant of the original Petz recovery channel [9].
To see how Theorem 1.1 can be useful in this context, we simply replace the appli-
cation of the four-matrix inequality (1.4) in eq. (54) of [11] with the new formulation
(1.11). (Equivalently, we can apply (2.2) to the result of Theorem 4.1 in [11].) In this
way, we find the following alternative to the strengthened data processing inequality
from [11]. Using the notation from [11], we have
D(ρAB‖σAB)−D(ρA‖σA)
≥DM(ρAB‖RσAB ,TrB (ρA))
= sup
ωAB>0
{
TrHAB [ρAB log ωAB] + 1− TrH⊗2AB [P1TσA⊗IB⊗σAB−1(ρA ⊗ IB ⊗ ωAB))]
}
(1.14)
The equality provides a tool to perform analysis on the rotated Petz channelRσAB ,TrB (ρA)
by using (1.3) and the properties of resolvents mentioned above. For example, one can
investigate
1. the change of the performance of the rotated Petz recovery channel under a
perturbation of the involved states, say σAB → σ˜AB, and
2. the difference between the rotated Petz recovery channel and the original Petz
recovery channel, i.e., the effect of removing the complex powers.
Note that after performing analysis with resolvents, one can return to the formulation
used in [11] via (2.2) and more generally Lemma 2.1.
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To summarize this example, we hope that the alternative way to write the strength-
ened data processing inequality (1.14) can be of value in analyzing the rotated Petz
recovery channel, which has recently emerged as an important object in quantum in-
formation theory.
2 Proofs
2.1 Proof of the main result, Theorem 1.1
The proof of Theorem 1.1 is based on the following key lemma. For its statement, we
recall the notation introduced before and within Theorem 1.1.
Lemma 2.1. Let n ≥ 3. There exists a permutation pi of {2, . . . , n−1} such that the fol-
lowing holds. Let X1, . . . ,Xn be non-negative definite matrices on a finite-dimensional
Hilbert space H. Then we have
TrH
[
XnX
1+it
2
n−1 . . . X
1+it
2
2 X1X
1−it
2
2 . . . X
1−it
2
n−1
]
=Tr
H⊗2n
′

P2n′−1

(n−1⊗
k=2
CαkXpi(k)C
αk
) 1+it
2
⊗ IH⊗ρ



X1 ⊗Xn ⊗ n
′−2⊗
j=0
P2j




(
n−1⊗
k=2
CαkXpi(k)C
αk
) 1−it
2
⊗ IH⊗ρ




(2.1)
for every t ∈ R.
Remark 2.2. The permutation pi is explicit, but of no further interest to us. Here we
just mention that pi = id when n = 4, i.e.,∫
R
Tr[A4A
1+it
2
3 A
1+it
2
2 A1A
1−it
2
2 A
1−it
2
3 ]β(t)dt = TrH⊗2
[
P1T(A2⊗A3)−1(A1 ⊗A4)
]
, (2.2)
and pi 6= id when n > 4.
We will prove Lemma 2.1 below, by induction. Assuming that it holds, we can give
the
Proof of Theorem 1.1. Fix n ≥ 3 and let pi be the corresponding permutation from
Lemma 2.1. The idea is to apply the inequality (1.4) from [11] to a reordered collection
of {Ak}, namely to
Xk :=
{
Ak, if k = 1 or k = n,
Api−1(k), if 2 ≤ k ≤ n− 1.
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We first apply (1.4) and then Lemma 2.1 to find
Tr
[
exp
(
n∑
k=1
logAk
)]
= Tr
[
exp
(
n∑
k=1
logXk
)]
≤
∫
R
Tr[XnX
1+it
2
n−1 . . . X
1+it
2
2 X1X
1−it
2
2 . . . X
1−it
2
n−1 ]β(t)dt
=
∫
R
Tr
H⊗2n
′

P2n′−1

(n−1⊗
k=2
CαkAkC
αk
) 1+it
2
⊗ IH⊗ρ



A1 ⊗An ⊗ n
′−2⊗
j=0
P2j




(
n−1⊗
k=2
CαkAkC
αk
) 1−it
2
⊗ IH⊗ρ



 β(t)dt.
In the last step, we used the equality Xpi(k) = Ak for 2 ≤ k ≤ n− 1. Theorem 1.1 now
follows from the general fact that Y
1±it
2 ⊗ I = (Y ⊗ I) 1±it2 , where Y is any positive
matrix, and the equality (1.7).
It remains to give the
Proof of Lemma 2.1. Step 1. We first show that it suffices to prove the claim for all n
of the form n = 2N + 2 for some N ≥ 0 (i.e., those with ρ = 0).
Suppose that the claim holds for all n of the form n = 2N + 2. Consider any
n0 not of this form, i.e., any n0 satisfying 2
N0 < n0 − 2 < 2N0+1 for some N0 ≥ 0.
Since the claim holds for n = 2N0+1 + 2, we get a corresponding permutation pi of
{2, . . . , 2N0+1 + 1}. We choose matrices {Yk}2N0+1+2k=1 as follows
Yk :=


X1, if k = 1,
Xn0 , if k = 2
N0+1 + 2,
Xk, if 2 ≤ pi(k) ≤ n0 − 1,
IH, if n0 + 1 ≤ pi(k) ≤ 2N0+1 + 1.
By assumption, we have the analogue of (2.1) for the {Yk}. Using n′ = N0 + 1, this
means
Tr[Y2N0+1+2Y
1+it
2
2N0+1+1
. . . Y
1+it
2
2 Y1Y
1−it
2
2 . . . Y
1−it
2
2N0+1+1
]
=Tr
H⊗2
N0+1

P2N0

2N0+1+1⊗
k=2
CαkYpi(k)C
αk


1+it
2

Y1 ⊗ Y2N0+2 ⊗
N0−1⊗
j=0
P2j



2N0+1+1⊗
k=2
CαkYpi(k)C
αk


1−it
2

 .
Thanks to the definitions of the {Yk} and ρ = 2N0+1−n0+2, this is simply the claimed
equation (2.1) for the {Xk}n0k=1 and an appropriate permutation. This concludes step 1.
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Step 2. It remains to prove Lemma 2.1 for all n of the form n = 2N + 2. To this
end, we perform an induction in N .
The induction base corresponds to N = 0, or n = 3. It follows by combining the
identity (1.6), which was already proved in [11], with the equality in Remark 1.2 (iii).
We come to the induction step. Fix N ≥ 0. We assume that Lemma 2.1 holds for
n = 2N + 2, on all finite-dimensional Hilbert spaces and for all choices of orthonormal
bases defining a maximally entangled state. We fix an arbitrary finite-dimensional
Hilbert space H and an orthonormal basis {|l〉}. We want to show that Lemma 2.1
holds for n0 = 2
N+1 + 2 on this Hilbert space.
By cyclicity of the trace and the key property (1.12) of maximally entangled states,
we have for every t ∈ R,
TrH[Xn0X
1+it
2
n0−1
. . . X
1+it
2
2 X1X
1−it
2
2 . . . X
1−it
2
n0−1
]
=TrH⊗2
[
P1
(
X
1+it
2
n0
2
. . . X
1+it
2
2 X1X
1−it
2
2 . . . X
1−it
2
n0
2
⊗X
1−it
2
n0
2
+1
. . . X
1−it
2
n0−1
Xn0X
1+it
2
n0−1
. . . X
1+it
2
n0
2
+1
)]
.
Using the fact that X
1±it
2
k = Xk
1∓it
2 , as well as some general rules for tensor products
of matrices, we can rewrite this expression as follows:
TrH⊗2
[
P1
(
X
1+it
2
n0
2
. . . X
1+it
2
2 X1X
1−it
2
2 . . . X
1−it
2
n0
2
⊗X
1−it
2
n0
2
+1
. . . X
1−it
2
n0−1
Xn0X
1+it
2
n0−1
. . . X
1+it
2
n0
2
+1
)]
=TrH⊗2
[
P1
(
X
1+it
2
n0
2
⊗Xn0
2
+1
1+it
2
)
. . .
(
X
1+it
2
2 ⊗Xn0−1
1+it
2
)(
X1 ⊗Xn0
)
(
X
1−it
2
2 ⊗Xn0−1
1−it
2
)
. . .
(
X
1−it
2
n0
2
⊗Xn0
2
+1
1−it
2
)]
.
=TrH⊗2
[
P1
(
Xn0
2
⊗Xn0
2
+1
) 1+it
2
. . .
(
X2 ⊗Xn0−1
) 1+it
2
(
X1 ⊗Xn0
)
(
X2 ⊗Xn0−1
) 1−it
2
. . .
(
Xn0
2
⊗Xn0
2
+1
) 1−it
2
]
.
Now we are in a position to apply the induction hypothesis for n = 2N+2 = n0/2+1 on
the finite-dimensional Hilbert space H⊗2 equipped with the orthonormal basis {|l⊗l′〉}.
We define
Zk := Xk ⊗Xn0+1−k, 1 ≤ k ≤ n0/2. (2.3)
We set n′0 := ⌈log2(n0 − 2)⌉ = N + 1. The induction hypothesis yields a permutation,
call it σ, of {2, . . . , n0/2} such that
TrH[Xn0X
1+it
2
n0−1
. . . X
1+it
2
2 X1X
1−it
2
2 . . . X
1−it
2
n0−1
]
=TrH⊗2
[
P1Z
1+it
2
n0
2
. . . Z
1+it
2
2 Z1Z
1−it
2
2 . . . Z
1−it
2
n0
2
]
=Tr
H⊗2
n′
0

P
2n
′
0
−1

n0/2⊗
l=2
CαlZσ(l)C
αl


1+it
2

Z1 ⊗ P1 ⊗
n′
0
−2⊗
j=1
P2j



n0/2⊗
l=2
CαlZσ(l)C
αl


1−it
2

 .
(2.4)
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To arrive at the last line, we used that we can identify the (non-normalized) projectors
P2j ({|l ⊗ l′〉}) = P2j+1({|l〉}) (where we added the dependence of the projector on the
underlying basis in parentheses for emphasis). This observation allows us to replace all
the projectors arising via the induction hypothesis, which are associated to the basis
{|l ⊗ l′〉}, so that (2.4) only features projectors associated to the basis {|l〉}. We also
used n′ = N = n′0 − 1 and the fact that P1 = P1, which holds because complex conju-
gation is defined in the eigenbasis of P1.
Given (2.4), the claim (2.1) will follow once we prove
Lemma 2.3. There exists a permutation pi of {2, . . . , n0 − 1} such that
n0/2⊗
l=2
CαlZσ(l)C
αl =
n0−1⊗
k=2
CαkXpi(k)C
αk . (2.5)
We now prove this lemma. For convenience, we rewrite the claim (2.5) in terms of
the shifted Thue-Morse sequence βj := αj+2 (j ≥ 0) and the shifted permutations σ˜
and p˜i defined by
σ˜(j) := σ(j + 2), p˜i(j) := pi(j + 2).
Using these definitions and recalling (2.3), we can write the claim (2.5) as
n0/2−2⊗
j=0
Cβj(Xσ˜(j) ⊗Xn0+1−σ˜(j))Cβj =
n0−3⊗
m=0
CβmXp˜i(m)C
βm, (2.6)
for an appropriately chosen bijection p˜i : {0, . . . , n0 − 3} → {2, . . . , n0 − 1}.
We recall that σ˜ is a bijection onto {2, . . . , n0/2}. We see that each Xk from the
set {Xk}n0−1k=2 appears precisely once on both sides of (2.6). Hence, we can simply read
off the appropriate definition of p˜i (and therefore of pi) from (2.6). That is, we take
p˜i(m) :=
{
σ˜
(
m
2
)
, if m is even,
n0 + 1− σ˜
(
m−1
2
)
, if m is odd.
With this definition, the claim (2.6) is equivalent to
n0/2−2⊗
j=0
Cβj(Xσ˜(j)⊗Xn0+1−σ˜(j))Cβj =
n0/2−2⊗
j=0
(
Cβ2jXσ˜(j)C
β2j ⊗ Cβ2j+1Xn0+1−σ˜(j)Cβ2j+1
)
We can now conclude this equality from the relation (1.8), observing in particular that
it yields
Cβ2j+1Xn0+1−σ˜(j)C
β2j+1 = C1−βjXn0+1−σ˜(j)C
1−βj = CβjXn0+1−σ˜(j)C
βj .
This proves Lemma 2.3 and thus finishes step 2 of the proof of Lemma 2.1.
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2.2 Proof of Proposition 1.3
We begin from the right-hand side of (1.13). We introduce the normalized projectors
P˜1 := d
−1P1, P˜
⊥
1 := IH⊗2 − P˜1,
which are true projection operators in the sense that their eigenvalues are zero and
one. We approximate P˜1 by the strictly positive definite matrix
P˜δ := P˜1 + δIH⊗2 , 0 < δ < 1.
After implementing the approximation, we can apply Lieb’s three-matrix inequality
(1.2) to get
TrH⊗2
[
P1T(A2⊗A3)−1(A1 ⊗A4)
]
=dTrH⊗2
[
P˜1T(A2⊗A3)−1(A1 ⊗A4)
]
= d lim
δ→0
TrH⊗2
[
P˜δT(A2⊗A3)−1(A1 ⊗A4)
]
≥d lim inf
δ→0
TrH⊗2
[
exp
(
log P˜δ + log(A2 ⊗A3) + log(A1 ⊗A4)
)]
By the spectral theorem,
log P˜δ = log(1 + δ)P˜1 + log(δ)P˜
⊥
1 ≥ log(δ)P˜⊥1 .
Thus, after changing variables to t := − log δ, we get
d lim inf
δ→0
Tr[exp
(
log P˜δ + log(A2 ⊗A3) + log(A1 ⊗A4)
)
]
≥d lim inf
t→∞
Tr[exp
(
−tP˜⊥1 + log(A2 ⊗A3) + log(A1 ⊗A4)
)
].
(2.7)
The right-hand side can be computed explicitly via the following lemma. The lemma
can be seen as an asymptotic (and therefore much simpler) version of Stahl’s formula,
derived in his proof of the BMV conjecture [10].
Lemma 2.4. Let A be a self-adjoint matrix and let P be a projection so that kerP =
span{v} for a normalized vector v. Then
lim
t→∞
Tr[exp(A− tP )] = exp〈v,Av〉.
Before we prove the lemma, we observe that it yields Proposition 1.3. Indeed, we
apply the lemma to the right-hand side in (2.7) and note that ker P˜⊥1 = span{|Ω1〉}.
Since ‖Ω1‖ =
√
d, we obtain
TrH⊗2
[
P1T(A2⊗A3)−1(A1 ⊗A4)
]
≥d lim inf
t→∞
Tr[exp
(
−tP˜⊥1 + log(A2 ⊗A3) + log(A1 ⊗A4)
)
]
=d exp
(
1
d
〈Ω1,
(
(log(A2 ⊗A3) + log(A1 ⊗A4)
)
Ω1〉
)
=d exp
(
1
d
Tr[logA1 + logA2 + logA3 + logA4]
)
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In the last step, we used the elementary property (1.12) of the maximally entangled
state Ω1. This proves Proposition 1.3, assuming the validity of Lemma 2.4.
It remains to give the
Proof of Lemma 2.4. Fix m ≥ 1, a self-adjoint matrix A and a projector P acting
on Cm, so that kerP = span{v} for a normalized vector v. We are interested in the
eigenvalues of A− tP for large t > 0, call them λ1(t), . . . , λm(t). We rewrite the matrix
as
A− tP = t(−P + t−1A),
and we let µ1(t), . . . , µm(t) denote the eigenvalues of (−P+t−1A) so that λj(t) = tµj(t).
This places the problem in the setting of standard analytic perturbation theory, with
t−1 being the small parameter. Using the results from chapter 7 (§ 2), of Kato’s
book [7], it is straightforward to compute the eigenvalues µj(t) to lowest order in t
−1.
(Here we use our assumption that kerP is one-dimensional, as it essentially reduces
the problem to non-degenerate perturbation theory.)
Using λj(t) = tµj(t), we obtain, up to relabeling of the eigenvalues,
λ1(t) = 〈v,Av〉 + o(1), λj(t) = −t+ o(t), (j = 2, . . . ,m).
Therefore, as t→∞,
Tr[exp(A− tP )] =
m∑
j=1
eλj(t) = eλ1(t) + o(1) = e〈v,Av〉 + o(1).
This proves Lemma 2.4 and thus also Proposition 1.3
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