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Salah   s atu   metode   prediks i  s truktur   s ekunder   RNA 
(ribonucleic acid) adalah SCFG (stochastic context free 
grammar) . Na mun SCFG me miliki ketegantungan yang tinggi 
terhadap    grammar.    Gra mmar   yang    kurang    baik   a kan 
berdampak   buruk  terhadap   performans i  prediks i.   Ha l  ini 
menyebabkan   has il  prediks i  menjadi  t idak  optima l.   Oleh 
karena    itu,   penelitian    in i   berfokus    dala m   perancangan 
probabilitas   s etiap   production   rules   dari  grammar   untuk 
men ingkatkan  nilai  sensitivity  dari  grammar  Wats on  Crick 
yang biasa digunakan dalam SCFG. Untuk mencapai nilai 
sensitivity yang lebih baik ma ka da la m penelitian in i dibangun 
s ebuah  s istem  menggunakan   grammatical   evolution   untuk 
mendapatkan     probabilitas     s etiap    production    rule    dari 
grammar. Penelitian ini berhas il meningkat kan nilai sensitivity 
grammar.  Da ri  has il  pengujian  d idapatkan  nilai  sensitivity 
s ebes ar 0,32-0,42. 
 
Keywords:   prediksi,   struktur   sek under   R NA,   SCF G, 
Grammatical Evolution , nilai sensitivity 
 
I.      PENDAHULUAN 
 
Ribonucleic  Acid atau yang s ering dis ebut dengan RNA s 
ecara hirarki dapat dibagi ke dala m t iga level s truktural ya itu s 
truktur prime r, s truktur s ekunder dan s truktur ters ier. Pred iks i s 
truktur s ekunder RNA  dari s truktur prime rnya yang berupa 
urutan   nukleatida   s angat   dibutuhkan   oleh   para   ilmu wan 
biologi untuk mengetahui interaks i antar makro mole kul pada 
RNA.   Hal   ini   dikarenakan    dengan   mengetahui   s truktur s 
ekunder  s uatu   RNA,  fungs ionalitas   RNA   ters ebut   dapat 
diketahui s ehingga para ilmu wan b iologi dapat menggunakan 
informas i  ters ebut  s ebagai  acuan  dala m perancangan  obat - 
obatan. 
Beberapa  metode  untuk  me mp rediks i  s truktur  s ekunder 
RNA   pun   bermunculan   s eperti   Bayesian   Algorithm   [14], 
Conditional Random Fields [8] dan beberapa metode 
perbaikannya  s eperti Chain Graph Model  [10], Segmentation 
CRF  [9]  s erta  Hidden-Unit  CRF  [11].  Sela in  itu  terdapat 
beberapa metode la innya s eperti pengunaan  Neural Network 
yang    dikomb inas ikan    dengan    Hidden    Mark ov    Model 
[12][5][2]. 
Salah s atu metode yang lazim d igunakan ialah Stochastic 
Contex-Free  Grammar  atau  yang  s eringkali  dis ebut  dengan 
SCFG. Pene lit ian terakh ir mengenai SCFG ada lah me laku kan 
percobaan  untuk  mendapatkan  probabilitas  dari s erangka ian 
grammar  dengan  mela kukan  evolus i dari es timas i fre kuens i 
bas a yang  berpas angan dan  tidak berpas angan  dalam  RNA. 
Sela in itu, kita dapat menggunakan algorit ma evolus i lainnya s 
eperti   Grammatical   Evolution   (GE)   untuk   mendapatkan 
probabilitas    untuk   s etiap    production    rule    dari   s ebuah 
grammar. 
Tujuan dari penelitian ini adalah me mbangun s uatu modul 
yang dapat me mberikan  probabilitas  untuk s etiap  production 
rule   dari  grammar   Wats on,  dimana   probabilitas   ters ebut 
me rupakan   probabilitas   yang   me mbuat   grammar   Wats on 
Cric k   me miliki   sensitivity   yang   cukup   baik.   Modul   ini 
dibangun menggunakan Grammatical Evolution dan SCFG. 
Grammatical  Evolution  akan  me mbangkit kan  grammar 
Wats on Crick dengan me mungkin kan ke munculan production 
rules  yang  berulang.  Ke munculan  s uatu  production   rules\ 
akan dihitung s ebagai peluang digunakannya  production rules 
pada s aat pengimple mentas ian SCFG. 
 
 
II.      PENELITIAN TERKAIT 
 
Stochastic  Contex-Free  Grammar  atau  yang  s eringkali 
dis ebut   dengan   SCFG.   SCFG   diimp le mentas ikan   dala m 
prediks i       s truktur       s ekunder       RNA       [1,4,6,7],ka rena 
ke ma mpuannya mengikuti aturan s ebuah grammar yang telah 
ditentukan  s ebelumnya  untuk dapat me mpred iks ikan s truktur s 
ekunder  dari  RNA.  Sa mpai  s aat  ini  grammar  yang  lazim 
digunakan  ialah  grammar  Wats on Cric k dengan probabilitas 
grammar    yang    terdis tribus i   uniform.    Na mun,   gra mmar 
ters ebut  belum  dapat  dikatakan  me muas kan  karena  SCFG 
yang    menggunakan     grammar    ters ebut    me miliki    n ilai 
sensitivity dan specificity yang mas ih relat if rendah. Sehingga 
dewas a   ini,   penelitian    mengenai   SCFG   be rfokus   pada 
bagaimana caranya mene mu kan probabilitas yang tepat untuk s 
etiap    production    rule    dari   s uatu    grammar.    Hal    ini 
dikarena kan  probabilitas   yang  berbeda  akan  menghas ilkan s 
truktur s ekunder yang berbeda. 
 
III.     MET ODE 
 
A.  Stochastic Context Free Grammar (SCFG) 
 
Suatu Stochastic Context Free Grammar (SCFG) dapat 
dinotas ikan dengan G yang  me miliki  4 Tuple  (N,  V, P, S), 
terdiri   dari   variabe l   non -termina l   s eju mlah    N,   variabel 
terminal  s ejumlah   V,  aturan  produks i  dengan  probabilitas
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penurunannya  s ejumlah  P  dan  dimula i  dari  variabe l  non - 
terminal  S[18].  Setiap  aturan  produks i  dapat  merubah  s atu 
variabel  non-terminal  dengan  s tring  non -termina l  dan  atau 
terminal lainnya [8]. Berikut merupakan contoh dari stochastic 
contex free grammar : 
 
N->a (0.25)           N->u (0.25) 
N->c (0.25)           N->g (0.25) 
S->SN (0.5)          S->NN (0.2) 
S->SS (0.3) 
 
Gambar 1 Con toh Stoch asti c Context Free Grammar 
 
Grammar d iatas  merupakan  s alah s atu contoh  grammar 
s ederhana  rule  production   S→SN   me miliki  peluang  50% 
untuk  terjadi,  aturan  S→SS  me miliki  pe luang  ke munculan 
hanya s ebes ar 30%. Pe luang muncul dari s tring s eperti berikut 
S≈      SN      ≈      SNN      ≈      NNNN      ≈      aaaa      adalah 
1x0.5x0.5x0.2x0.25x0.25x0.25x0.25= 0.0009765625 
 
 
 
Gambar III S truktu r Tree dengan parsin g probabili ty 0.0009765625 
 
s edangkan  untuk  s truktur  berikut  S≈  SS  ≈  NNNN  ≈  aaaa 
me miliki peluang ke munculan 1x0.3x0.2x0.2x0.25x0.25x0.25 
x0.25=0.000046875. 
 
 
 
Gambar 3 S truk tu r Tree dengan parsing probabili ty 0.000046875 . 
 
Dengan demikian  untuk mendapatkan  s tring yang s ama, 
kita dapat me miliki ke mungkinan parsing tree yang berbeda. 
Dengan demikian,  kita bis a mendapatkan  most lik ely parsing 
tree dengan mencari pe luang ke munculannya. 
SCFG berfungs i untuk menentukan  aturan  trans formas i, 
probabilitas s uatu aturan produks i digunakan s erta me meta kan 
has il penurunan menjadi s uatu s truktur. 
 
B.  Cock e Younger Kasami (CYK) 
Algorithm 
 
Algorit ma  CYK  me rupakan  algorit ma  yang  dic iptakan 
oleh Coc ke Younger dan Kas a mi[18].  CYK merupakan s uatu 
algorit ma yang digunakan  untuk pars ing s truktur dari s ebuah 
s ebuah   sequence.   Apabila   kita   me miliki   s uatu   sequence 
berupa accgagcg dengan grammar s epert berikut: 
 
N->a (0.35)           N->u (0.35) 
N->c (0.10)           N->g (0.10) 
S->SN (0.5)          S->NN (0.25) 
 
Gambar 4 Con toh Grammar yan g digun akan dalam CYK 
 
Algorit ma  CYK menghas ilkan s uatu matriks  3 
dimens i    dimana    dimens i    perta ma    dan    kedua 
me rupakan  panjang   sequence  dan  dimens i  ket iga 
me rupakan ju mlah variabel terminal. Untuk sequence 
diatas didapatlah matriks s ebagai berikut : 
 
Tabel 1 Pl ane 0 pada matriks 3 dimensi 
 
P lane 
0 
i 
1 
i2                       i3 
                             
0.061       0.0030 
25            62 
0.005       
2.50E- 
04 
0.005       
5.00E- 
04 
0.02       0.0035 
 
0.061       0.0061 
25            25 
0.02         0.001 
0.005           0 
0              0 
i4                   i5                   i6                   i7                   i8 
j1 
j2 
j3 
j4 
j5 
j6 
j7 
j8 
0 
 
0 
 
0 
 
0 
 
0 
0 
0 
0 
1.53       1.53       2.68       2.68       1.34 
E-04      E-05      E-06      E-07      E-08 
2.50       4.38       4.38       2.19          
0 
E-05      E-06      E-07      E-08 
8.75       8.75       4.38 
E-05      E-06      E-07         
0            0
 
3.50       1.75          
0            0            0 
E-04      E-05 
3.06 
E-04         
0            0            0            0
 
0            0            0            0            0 
0            0            0            0            0 
0            0            0            0            0 
 
Tabel 2 Pl ane 1 pada matriks 3 dimensi 
 
P lane 
1 
 
i1 
 
  i2       i3        i4       i5       i6       i7   
0     0     0     0     0     0 
0     0     0     0     0     0 
0     0     0     0     0     0 
0     0     0     0     0     0 
0     0     0     0     0     0 
0     0     0     0     0     0 
0     0     0     0     0     0 
0     0     0     0     0     0 
 
i8 
j1 
j2 
j3 
j4 
j5 
j6 
j7 
j8 
0.35 
0.1 
0.1 
0.2 
0.35 
0.2 
0.1 
0.2 
0 
0 
0 
0 
0 
0 
0 
0 
Tabel-tabel ters ebut akan di terje mahkan menjadi parsing 
tree s perti berikut ini : 
 
 
 
Gambar 5 Parse Tree sequen ce accgagcg 
 
C.  Grammatical Evolution 
 
Conor   Ryan,   Michae l   O’Neill   dan   J J   Collins [16 ]. 
Algorit ma  ini d igunakan  untuk me mbangun  s uatu  rule  atau
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fungs i. GE me rupakan s alah s atu Algoritma  Evolus i s ehingga 
pros es nya   pun    mirip    dengan    Algoritma    Genetika .    GE 
menggunakan   repres entas i  integer   dan   repres entas i  biner 
untuk  merepres entas ikan  individunya.  Ketika  menggunakan 
repres entas i   biner,    s etiap    8   bit    kode    biner    ters ebut 
diterje mah kan men jadi s uatu bilangan integer da la m rentang 0 
–  128  s ehingga  repres entas i integer  lebih  s ering  digunakan 
dala m  GE.  Sa lah  s atu  keunggulan  GE  ada lah  penggunaan 
Backus Naur Form (BNF) untuk menginterpretas ikan indiv idu 
men jadi s ebuah aturan atau fungs i tertentu. 
Backus  Naur  Form  (BNF)  merupakan  penotas ian  dari 
s ebuah grammar, dimana grammar ters ebut terdiri dari tuple 
{N, T, S, P}. N me rupakan himpunan s imbol non terminal, T 
me rupakan  himpunan  s imbol  termina l,  S  merupakan   start 
symbol dan P  merupakan  production  rules yang me meta kan 
ele men N menjad i e le men e le men T. 
 
IV.     PEMBAHASAN 
 
A.  Imple mentas i 
 
Pros es   ini  dila kukan   untuk   mendapatkan   s erangkaian 
probabilitas grammar yang beragam. Seca ra garis bes ar pros es 
ini   mendekodekan   ar ray   beris i   integer   menjadi   s ebuah 
grammar.   Ke mudian,   grammar-grammar   ters ebut  dihitung 
 
V.     HASIL PENGUJIAN 
 
Berikut   me rupakan   has il  dari   ketiga   pengujian   dala m 
penelitian ini: 
 
A.  Analisis Hasil Pengujian Probabilitas Crossover dan 
Probabilitas Mutasi 
 
Subbab ini menyajikan s ejumlah grafik untuk me maparkan 
analis is  pengaruh  probabilitas  mutas i (p m) dan  probabilitas 
cross over  (pc),  s eperti  yang  s udah  dijelas kan  da la m  bab 
s ebelumnya, terdapat s embilan  s ke ma  pengujian  probabilitas 
mutas i  dan   probabilitas   cros s over  yang   terdiri   dari   t iga 
ko mbinas i pobabilitas  tinggi (0.8) , probabilitas  s edang (0.5) 
dan   probabilitas   rendah   (0.2).   Be rikut   me rupakan   has il 
pengukuran   pengaruh  probabilitas   mutas i  dan  probabilitas 
cross over: 
 
Hasil Pengujian  Probabilitas  Mutasi dan 
Probabilitas Crossover Terhadap Data Training 
 
0 .3 7 0 0 
0 .3 6 0 0 
0 .3 5 0 0 
0 .3 4 0 0 
0 .3 3 0 0 
0 .3 2 0 0 
0 .3 1 0 0 
0 .3 0 0 0 
0 .2 9 0 0
frekuens i  ke munculannya   dan  dievaluas i  berdas arkan  nilai 
sensitivitynya  dimana  s uatu  grammar  me miliki  nilai  fitness 
yang baik apabila n ila i sensitivitynya s emakin mendekat i s atu. 
0 .2 8 0 0  
 
 
 
 
Variasi pc dan pm 
Be st Fitne ss 
 
Ave rage
 
 
Gambar 6 Hasil Pengu jian Probabili tas Mutasi dan Probabili tas 
Crossove r 
 
 
 
 
 
 
Gambar 6 Flowch art Grammatical Evolu tion 
 
Dimana   perhitungan   s ens itivity   dan   s pecificity   ada lah 
s ebagai berikut : 
 
 
 
 
 
 
 
 
 
 
B.  Sk enario Pengujian 
 
Pengujian  pada  penelitian  dibagi  kedala m tiga  s kenario 
utama  yaitu  pengujian  probabilitas   mutas i  dan  crossover  , 
pengujian    ju mlah    generas i   dan    u kuran    populas i   s erta 
pengujian probabilitas grammar yang dihas ilkan oleh GE. 
Berdas arkan  has il  pengujian,  dilihat  dari  rata -rata  nilai 
fitness    dan    best    fitness-nya    dapat    dis impulkan    bahwa 
ko mbinas i   probabilitas    crossover    0.8    dan    probabilitas 
mutas i0.2  menghas ilkan probabilitas  untuk s etiap  production 
rules dala m grammar Wats on Crick yang me mbuat grammar 
me miliki nilai fitness terbaik. 
Dala m  kondis i ters ebut, pros es  crossover  s angat  s ering 
terjadi  s edangkan  pros es  mutas in ya  jarang  terjadi.  Dengan 
demikian   indiv idu-individu    yang   berada   dala m   populas i 
me rupakan   indiv idu -indiv idu   yang   me rupakan   anak   dari 
orangtua yang unggul dari generas i s ebelumnya. 
Oleh   karena   itu,  pc   0.8   dan   p m  0.2  d ipilih   untuk 
digunakan    dalam    s kenario    b erikutnya    karena     ma mpu 
menghas ilkan     individu     dengan     nilai     fitness     terbaik 
dibandingkan dengan kondis i la innya. 
 
B.  Analisis Hasil Pengujian Jumlah Generasi dan Uk uran 
Populasi 
Subbab     ini     menyajikan     s eju mlah     grafik     untuk 
me maparkan  ana lis is  pengaruh  ukuran  populas i dan  ju mlah 
generas i,    s eperti    yang    s udah     dijelas kan     dala m    bab 
s ebelumnya,   terdapat   dua   s kema   pengujian   yaitu   ket ika 
populas i berukuran 50 dan me miliki generas i s eju mlah 50 juga s 
erta  poulas i berukuran  25  dan  me miliki generas i s eju mlah
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100. Berikut  me rupakan has il pengukuran populas i berukuran 
25 dan generas i s ejumlah 100: 
 
Hasil Pengujian  Jumlah Generasi dan Ukuran 
Populasi Terhadap  Data Training 
 
0.36000 
 
0.35800 
 
0.35600 
 
0.35400 
Be s t Fitne s s 
lipofe ru m,      Bacillus      subtilis ,      Bo mby x     Mory      dan 
Caenorhabditis  elegans . Berikut me rupakan has il pengukuran 
sensitivity  grammar tanpa learning dan dua grammar terbaik 
has il s kenario s ebelu mnya: 
 
 
Hasil Pengujian  Dua Grammar Terbaik dan 
Grammar Asli Terhadap Data Testing 
 
0.5 
0.4 
0.3
0.35200 
 
0.35000 
 
 
25 : 100       50 : 50        100 : 25 
Pe rbandingan  Jumlah Ge ne rasi dan U kuran  Populasi 
0.2 
0.1 
0 
 
 
 
Asterina 
amure nsis 
 
 
 
Azospirillum 
lipofe rum 
 
 
 
Bacillus 
subtilis 
 
 
 
Bombyx 
mory 
Tanpa Le arning 
 
Grammar 1 
 
Grammar 2
 
Gambar 7 Hasil Pengu jian Jumlah Generasi dan Ukuran Populasi 
 
Dari has il pengujian, ketika perbandingan ju mlah generas i 
dan ukuran populas inya 25: 100 didapat nilai  fitness s ebes ar 
0.3546  s edangkan   ketika   perbandingannya   menjadi  50:50 
didapat    nilai    fitness    s ebes ar   0.3532   s edangkan    ketika 
perbandingannya menjadi 100:25 didapat nilai fitness s ebes ar 
0.3594. 
Dari   ketiga   pengukuran   terlihat   bahwa   nila i   fitness 
tertinggi  yaitu  0.3594.  Best  Fitness  didapat  ketika  ju mlah 
generas inya  lebih  banyak  dan  ukuran  populas i  yang  lebih s 
edikit. Seh ingga dis impulkan bahwa peningkatan nilai fitness 
dapat  dilakukan  dengan  mena mbah  ju mlah  generas i  dala m 
pros es Grammatical Evolution. 
Dari   s kenario    in i   didapat   grammar   terba ik   s eperti 
dibawah in i : 
spesies yang terdapat dalam  data testing 
 
Gambar 8 Hasil Pengu jian Jumlah Generasi dan Ukuran Populasi 
 
Dari g rafik diatas terlihat bahwa grammar- grammar  has il 
GE  s eringka li   me miliki  n ila i   sensitivity   yang   lebih   baik 
daripada  grammar  tanpa  learning.  Mes kipun  pada  s pes ies 
Azos pirillu m lipoferu m, gra mmar  tanpa  learning  lebih  baik 
daripada    grammar    has il    GE,    tapi    s ecara    kes eluruhan 
grammar-gramar  terba ik has il  GE  me miliki nila i sensitivity 
yang lebih baik daripada nila i sensitivity grammar yang tidak 
me la lui pros es learning. Ha l ini akan te rlihat leb ih jelas pada 
Ga mbar 9 Pe rbandingan Nilai Rata-Rata Sens itiv ity Gra mmar 
Terbaik  dan  Gra mmar yang  Tidak Me la lui Pros es  Learning 
berikut ini :
Tabel 1 Best Grammar 1 Perbandingan  Nilai Rata-Rata  Sensitivity
S->SS:0.1 
S->CH:0.1 
S->GD:0.2 
S->AV:0.1 
S->UB:0.1 
H->SG:1.0 
D->SC:1.0 
V->SU:1.0 
B->SA:1.0 
S->c:0.1 
S->g:0.1 
S->a:0.1 
S->u:0.1 
C->c:1.0 
G->g:1.0 
A->a:1.0 
U->u:1.0 
 
 
0.325 
0.32 
0.315 
0.31 
0.305 
0.3 
0.295 
Grammar Terbaik dan Grammar Asli  
 
 
 
 
 
 
 
Se nsitivity
 
Tabel 2 Best Grammar 2 
0.29
S->SS:0.1 6 
S->CH:0.083 
S->GD:0.25 
S->AV:0.083 
S->UB:0.083 
H->SG:1.0 
S->c:0.083 
S->g:0.083 
S->a:0.083 
S->u:0.083 
C->c:1.0 
G->g:1.0 
0.285 
0.28 
0.275 
0.27 
 
 
 
 
Tanpa Le arning          Grammar 1             Grammar 2
D->SC:1.0 
V->SU:1.0 
B->SA:1.0 
A->a:1.0 
U->u:1.0 
Gambar 9 Pe rban dingan  Nilai Rata-Rata Sensiti vi ty Grammar Te rbaik 
dan Grammar yan g Ti dak Melalui Proses Learning
 
Kedua grammar te rs ebut akan digunakan dalam s kenario 
berikutnya untuk diukur dan dianalis is performans inya. 
 
C.  Analisis Hasil Pengujian Grammar Terbaik 
Subbab     ini     menyajikan     s ejumlah     grafik     untuk 
me maparkan   analis is   performans i   grammar   dibandingkan 
dengan   grammar   yang   tidak   mela lui   tahapan    learning. 
Pengujian  dila kukan  te rhadap  data  testing  yang  terdiri dari 
lima    s pes ies    yaitu:    As terina    amurens is ,    Azos pirillu m 
 
Dengan  demikian  dapat  dis impulkan  bahwa  pros es  GE 
berhas il   untuk    mendapatkan    probabilitas    untuk    s etiap 
production  rule  dari grammar  Wats on, dimana  probabilitas 
ters ebut   merupakan   probabilitas   yang   me mbuat   grammar 
Wats on Crick  me miliki  sensitivity  yang cukup baik.  Hal  ini 
dikarena kan  grammar   yang  dihas ilkan   GE  me miliki  n ilai 
sensitivity  yang  s ecara  kes eluruhan  lebih  baik  dibandingkan 
dengan  grammar   Watson   Crick  yang   me mili ki  dis tribus i 
probabilitas s ecara uniform.
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Na mun  untuk  menila i  performans i  s is tem  ini  dengan 
s is tem prediks i  s truktur  s ekunder  RNA  la in  yang  berbas is 
SCFG  juga,  berikut   in i  dis ajikannlah   kurva   ROC   untuk 
me mbandingkan   performans i  s is tem  pada   tugas   akhir  in i 
dengan s is tem la innya : 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Gambar 10 ROC Curve 
 
Kurva   ROC  d iatas   menggambarkan   performans i  dari s 
is tem-s is tem lain  yang  berbas is  SCFG.  Dari  kurva  terlihat 
bahwa s istem tugas akhir ini (d irepres entas ikan oleh X) mas ih 
kurang  baik  d ika renakan  terletak  d i  daerah  dibawah  ku rva 
s edangkan  banyak  s istem  yang  performans inya   mendekati 
kurva. Mes kipun telah berhas il men ingkatkan n ila i sensitivity 
grammar Wats on Crick na mun tugas  akhir in i mas ih belu m 
bis a dikatakan baik untuk diimp le mentas ikan di dunia nyata. 
 
VI.     SIMP ULAN DAN SARAN 
 
Berdas arkan   has il   pen gujian   dapat   dis impulkan   bahwa 
probabilitas  mutas i dan crossover yang ideal untuk kas us ini 
adalah  0.8  dan  0.2.  Probabilitas  crossover  dan  probabilitas 
mutas i  ters ebut  menghas ilkan  indiv idu  dengan  nilai  fitness 
terbaik yaitu s ebes ar 0.3594.Individu  terba ik dihas ilkan  juga 
oleh  ju mlah  generas i  terbanyak  dan  ukuran  populas i  yang 
kecil  yaitu  100  dan  25.  Grammar  yang  didapat  dari  GE 
terbukti   leb ih   baik   dari   grammar   Wats on   Cric k   yang 
probabilitas nya   terdis tribus i  s ecara   uniform.   Tu juan   dari 
penelitian    in i,   untuk   mengimple mentas ikan   Grammatical 
Evolution    untuk    menghas ilkan    probabilitas    dari    s etiap 
production rules dala m grammar Wats on Cric k telah tercapai. 
Na mun,   n ila i-n ila i   probabilitas    ters ebut    belum   ma mpu 
mengoptimalkan   grammar  Wats on  Cric k  untuk  digunakan 
dala m  prediks i  s truktur  s ekunder  RNA.  Menginga t  mas ih 
banyak s is tem yang mendekati kurva ROC. 
Dari has il eva luas i dari penelitian  in i,  terdapat  beberapa 
s aran   untuk   mengembangkan    penelit ian   s ini   perta ma   : 
mengubah  s kema evaluas i ind ividu yang me mpert imbangkan 
nila i specificity-nya juga. Dengan demikian, d iharapkan s is tem 
ini  dapat  menghas ilkan  grammar  yang  me miliki  sensitivity 
dan  specificity  yang  s ama-s ama  mendekati  nila i  1.  Kedua, 
dis arankan juga untuk mengembangkan penelitian  in i dengan 
me la kukan   learning   atau   training   berdas arkan   informas i 
s tatis tik s trukturnya. Ha l in i d iharapkan  dapat  meningkat kan 
nila i  sensitivity   s ekaligus   specificity   dari  prediks i  s truktur 
s ekunder      RNA.Se lain      itu,      dis arankan      juga      untuk 
menge mbangkan     metode    lainnya    diluar    SCFG    untuk 
me mbangun s is tem prediks i s truktur s ekunder RNA. 
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