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Resume { L'implementation de l'algorithme MAP(ou BCJR, APP,...) requiert une memoire de sauvegarde des probabilites qui
peut e^tre de taille importante. Des procedes de turbo decodage utilisant peu de memoire, tout en gardant de bons pouvoirs de
correction, ont ete denis. Ces derniers ont ete valides par simulation (C, VHDL). Les structures suggerees orent au concepteur
un panorama de solutions techniques pour implementer un turbo decodeur a partir de l'algorithme SUB-MAP.
Abstract { The implementation of the algorithm MAP (or BCJR, APP,...) requires a backup memory of probabilities which
can be of signicant size. Processes of turbo decoding using little memory, while keeping good capacities of correction, were
dened. These latters were validated by simulation (C, VHDL). The suggested structures oer to the designer a panorama of
technical solutions to implement a turbo decoder from the algorithm SUB-MAP.
Introduction
Les turbo codes [1] sont construits soit a partir de la con-
catenation parallele de deux codes convolutifs systema-
tiques et recursifs, avec un entrelacement non uniforme,
soit a partir de deux codes en blocs lineaires selon le
principe des codes produits [2]. Les turbo codes convolu-
tifs font l'objet de cet article. Le decodage de ces codes ne-
cessite un algorithme fournissant des decisions ponderees.
Un turbo decodeur a sorties ponderees utilisant le SOVA
(Soft Output Viterbi Algorithm) a ete deja realise [3]. Il
peut e^tre egalement implemente a partir de l'algorithme
MAP (Maximum a Posteriori) [4] moyennant quelques
simplications. Pour diminuer la complexite de cet al-
gorithme, une approximation dite SUB-MAP [5], un peu
moins performante, peut lui e^tre substituee. Des architec-
tures de decodage minimisant la taille de la memoire des
metriques, independamment de la rapidite du decodage,
sont detaillees dans ce document.
1 Description de l'algorithme SUB-
MAP
L'algorithme SUB-MAP (ou encore Dual Viterbi Algo-
rithm) met en oeuvre des additions, des comparaisons
et des selections en chacun des noeuds du treillis dans
les deux sens de progression denommes \aller" et \re-
tour" (Fig.1). Les valeurs cumulees (metriques au sens
de Viterbi) calculees en chacun de ces noeuds dans l'un
des sens sont memorisees an qu'a l'etape suivante, dans
l'autre sens, des decisions puissent e^tre prises sur l'ensem-
ble des traitements du bloc. Soit M
a
k
(m) la metrique cal-
culee dans le sens \aller" pour un etat m et un temps
discret k et M
r
k
(m), la metrique calculee dans le sens \re-





































represente la metrique de transition au temps discret
k, m l'etat courant, m
0
l'etat precedent, i le bit concerne
(0 ou 1) et les grandeurs M les metriques cumulees.
Le logarithme du rapport de vraisemblance LLR (Loga-





































Soit un bloc de longueur N a decoder selon l'algorithme
SUB-MAP deni ci-dessus. Les metriques cumulees aux
noeuds du treillis sont initialisees de maniere equiprobable
lorsque l'etat de depart du treillis n'est pas connu (l'etat
de depart est connu au moins dans un sens). Pour prendre
les decisions sur l'ensemble du bloc, on doit memoriser les
metriques cumulees minimales au cours du premier traite-
ment choisi (\retour" ou \aller").
0 1 2 k N-1 N
Traitement retour
Traitement aller
Fig. 1: Operations sur une trame de taille N
Cette memorisation est dans la suite eectuee lors du
traitement \retour" an de pouvoir prendre les decisions
dans l'ordre normal des donnees (sens \aller"). Pour cha-


















).  est la me-
moire du code et la quantite 2

represente le nombre de
noeuds ou encore la hauteur du treillis. Seules les valeurs
minimales aux noeuds du treillis sont conservees a savoir
2

metriques. Les trames de donnees dans l'ordre na-
turel et dans l'ordre entrelace sont concatenees en une
nouvelle trame de longueur double sur laquelle sont ef-
fectues les traitements. L'etat nal du treillis lors du de-
codage de la trame de donnees dans l'ordre naturel corres-
pond a celui de depart lors du decodage de la trame de
donnees dans l'ordre entrelace (auto-concatenation). La
taille de memoire necessaire pour une trame de longueur
N recue est alors C = N:2
+1
:q, q etant le nombre de
bits de quantication des metriques. Pour une hauteur de
treillis l = 2

= 16 et une longueur de trame N = 2000,
on obtient une capacite memoire de l'ordre de 640 Kbits
pour des metriques quantiees sur 10 bits. Dans la plu-
part des cas, il est necessaire de reduire cette memoire.
Les paragraphes suivants fournissent quelques solutions de
reduction de memoire applicables quels que soient le nom-
bre et l'organisation des unites de calcul ACS (Addition-
Comparaison-Selection) utilisees.
2 Reduction de la memoire par pre-
traitement sur le bloc entier
Un moyen pour reduire la taille de la memoire consiste a
faire preceder le premier traitement (\retour") d'un traite-
ment d'initialisation R0 dans le me^me sens. La trame
des donnees a decoder est constituee du bloc de donnees
recues de taille N suivie de celui de ces me^mes donnees
dans l'ordre entrelace egalement de taille N . Soit L un
diviseur de 2 N : 2 N = pL. Les traitements \retour"










etant eectues successivement sur des blocs de L donnees
(indices (k  1)L a kL  1), la capacite de memoire neces-





Les sous-traitements \aller" et \retour" sont realises soit
alternativement avec un seul processeur ACS (R0 suivi de









multanement avec deux processeurs ACS (R0 suivi de R1,











). L'utilisation de deux unites ACS donne un decodeur
plus rapide et reduit legerement la capacite de memoire
necessaire.
Pendant R0, on memorise periodiquement (periode L) les
metriques cumulees minimales en chaque noeud du treillis
(ceci est symbolise par les petits rectangles sur le par-
cours de R0 sur Fig.2). Cela necessite une memoire de
capacite C
2
= (p   2):2

:q. Elles serviront de metriques
d'initialisation pour les sous-traitements \retour" qui sui-
vront au cours de la me^me iteration. Ainsi, le traite-
ment \retour" est eectue sur des fene^tres successives de











Fig. 2: Traitements sans modication du SUB-MAP
taille L tout en connaissant l'etat de depart de chaque
sous-traitement. L'utilisation d'un seul processeur ACS
implique la sauvegarde successive des 2

metriques cal-
culees sur la derniere donnee de l'intervalle de taille L,
au cours des sous-traitements \aller", an d'assurer la
continuite de l'ensemble du traitement eectue dans ce
sens. La capacite totale requise pour le cas ci-dessus est
C = (p+ L   1):2

:q contre C = (p + L  2):2

:q lorsque
deux processeurs sont utilises. Ces valeurs sont minimales
pour p = L =
p
N , ce qui, comparees a la capacite trouvee
au paragraphe 1, donne une reduction dans un rapport de
l'ordre de
p
N=2 qui peut e^tre tres important.
3 Reduction de la memoire par pre-
traitement sur une fene^tre
Cette solution, fournie par [6], est basee sur la propriete
de convergence du treillis [7]. Les traitements \retour"
et \aller" sont, comme au paragraphe 2, eectues succes-
sivement sur des intervalles de L donnees. Les valeurs
d'initialisation des sous-traitements \retour" ne sont plus
issues d'un pre-traitement sur l'ensemble du bloc. Dans
ce cas, on fait preceder chaque sous-traitement \retour"
d'un pre-traitement sur un bloc de nL donnees. Ceci re-
vient a faire des traitements \retour" successifs, initialises
de maniere uniforme, sur une fene^tre de (1 + n)L don-
nees decalee a chaque fois de L donnees suivant le sens
\aller". Les metriques calculees dans le sens \retour" sur
les nL dernieres donnees des intervalles servent unique-
ment a assurer une certaine convergence du treillis. Plus
n est grand, plus les calculs eectues sur les L premieres
donnees sont precis. Les metriques cumulees minimales
provenant de ces derniers calculs seront sauvegardees en
vue de la prise de decision lors du sous-traitement \aller"
sur le me^me bloc de L donnees. La capacite totale requise
est alors C = L:2

:q.
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2N
Fig. 3: Traitements sur des fene^tres (n = 2)
Les n derniers sous-traitements \retour" sont eectues sur
des blocs proportionnels au nombre de donnees restant a
traiter.
Cette solution reduit fortement la memoire mais perd en
rapidite. De bonnes performances impliquent des traite-
ments sur une fene^tre de donnees assez importante. Sa
mise en oeuvre avec un nombre de processeurs ACS in-
ferieur a (n+1) introduit une memoire supplementaire de
2

:q. L'utilisation de (n + 1) processeurs ACS, tres cou^-
teuse en surface, permet de contourner le probleme de la
rapidite du decodage.
4 Solution intermediaire
Cette solution derive de [6] et utilise la memorisationperio-
dique. Elle necessite de ce fait plus de memoire que la
solution precedemment decrite, mais seulement deux pro-
cesseurs ACS pour rendre le decodage plus rapide. La me-
moire est organisee de la me^me maniere qu'au paragraphe
2 ; la capacite totale necessaire est C = (p + L   1):2

:q
pour la solution avec un processeur ACS et C = (p +
L   2):2

:q pour celle avec deux processeurs. Les sous-
traitements \retour" sont eectues successivement sur des
blocs de L donnees et les metriques cumulees qui y sont





:q). Chaque sous-traitement \retour"
est suivi d'un traitement \aller" sur le me^me bloc de don-
nees.
Au cours de la premiere iteration, ces sous-traitements
\retour" sont initialises de maniere uniforme et arbitraire
(l'etat de depart n'etant pas connu).












Fig. 4: Structure intermediaire
Les 2

metriques minimales calculees sur la premiere don-
nee de l'intervalle de taille L dans chacun des sous-traite-
ments \retour" sont conservees ; ceci necessite une ca-
pacite C
2
= (p   2):2

:q. Elles serviront de metriques
d'initialisation pour ces traitements a partir de la seconde
iteration (les metriques calculees pendant le traitementR
k
servant a l'initialisation de R
k 1
a l'iteration suivante).
Cette methode est la plus ecace et aussi la plus rapide
car elle ne fait intervenir ni de traitement d'initialisation
ni de traitement forcant la convergence du treillis.
5 Simulations et resultats
Les gures 5 et 6 presentent les resultats des simulations
pour un code a seize etats utilisant les generateurs 37
(recursivite), 25 (parite). Ce code est poinconne (une re-




longueur de la trame de donnees est N = 680. Le de-
codage des donnees se fait dans l'ordre naturel et dans
l'ordre entrelace. La longueur eective de la trame de-
codee est alors M = 1360 avec p = 85 et L = 16. Les
informations extrinseques calculees sur les donnees dans
l'ordre entrelace sont utilisees lors des calculs sur les don-
nees dans l'ordre naturel. L'inverse est vrai.
La gure 5 donne les courbes de taux d'erreurs en fonc-
tion du rapport signal a bruit du MAP, du SOVA, du
SUB-MAP, de la solution intermediaire (\SI"), et de la
solution avec pre-traitement sur une fene^tre (n = 2 pour
\PF 48" et n = 4 pour \PF 80"). Le nombre d'iterations
maximal est xe a 7 et un critere d'arre^t base sur la com-
paraison a un minimumdes decisions ponderees est utilise.
Fig. 5: Courbes de taux d'erreurs binaires en fonction du
rapport signal a bruit
A partir de ces courbes, on peut noter que le SUB-MAP
ainsi que les diverses solutions derivees donnent de meilleu-
res performances que le SOVA. Mais contrairement aux at-
tentes, les deux dernieres solutions derivees du SUB-MAP
donnent de meilleurs resultats que ce dernier. Ces perfor-
mances se rapprochent de celles du MAP pour les forts
rapports signal a bruit. La solution proposee au para-
graphe 3 donne de bons resultats des n = 2. L'amelioration
de ces resultats est negligeable pour un n superieur 2. Une
taille de fene^tre de donnees egale 3L sura pour realiser
cette solution.
La solution intermediaire, quant a elle, donne des resultats
assez proche de ceux de la solution precedente. Ses per-
formances deviennent meilleures pour des rapports signal
a bruit superieurs a 2 db.
Pour mieux qualier les ecarts de performance entre le
SUB-MAP et la solution intermediaire, leur evolution au
fur et a mesure des iterations a ete etudiee. Les dierentes
courbes de taux d'erreurs suivant le nombre d'iterations
eectue sont donnees par la gure 6 (Sx pour le SUB-
MAP et Ix pour la solution intermediaire, x etant le nom-
bre d'iterations). Aucun critere d'arre^t n'est utilise dans
ce cas, le processus de turbo decodage est arre^te une fois
le nombre d'iterations xe atteint. On remarque qu'a la
premiere iteration les courbes des deux architectures sont




Evolution de la courbe du taux d'erreurs de la solution
intermediaire suivant les iterations
En se rapportant a ces resultats, la solution decrite au
paragraphe 4 donne tout au moins pour les caracteris-
tiques de turbo code utilise dans ces tests, de meilleures
performances comparee au SUB-MAP (avec ou sans reor-
ganisation de la memoire n'inuant pas sur les resultats).
Elle semble e^tre la meilleure alternative pour la realisa-
tion de circuit turbo decodeur. Elle propose le meilleur
compromis reduction de la memoire, rapidite et encombre-
ment, tout en garantissant de tres bonnes performances.
Conclusion
Les methodes de memorisation qui ont ete presentees dans
ce document, conduisent a une forte reduction de la me-
moire necessaire a la mise en oeuvre de l'algorithmeMAP
ou SUB-MAP. Elles ont notamment permis la realisation
d'un turbo decodeur sur un circuit prediuse program-
mable.
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