Abstract. The first part is about primary decomposition. After reviewing the basic definitions, we survey the compatibility, independence, and linear growth properties that have been known. Then, we prove the linear growth property of primary decomposition for a new family of modules.
Introduction
Throughout this paper, all rings are assumed to be commutative with one; and they are not necessarily Noetherian unless we state so explicitly.
Sections 1-5 are dedicated to the theory of primary decomposition. In its classic form, it states that every ideal in a Noetherian ring can be expressed as an intersection of finitely many primary ideals. Later, the theory of primary decomposition was developed for modules. In particular, if a module is Noetherian, then every submodule is decomposable.
Although the primary decompositions are not unique in general, there are certain uniqueness properties governing the primary decompositions.
In Section 1, basic definitions and properties in the theory of primary decomposition are reviewed. In Section 2, we go over the compatibility property, which says that primary components from different primary decompositions of a fixed submodule can be put together and the resulting intersection is still a primary decomposition of the submodule. Maximal primary components are studied in Section 3. In Section 4, the linear growth property of primary decomposition is reviewed. We establish the linear growth property for a new family of modules in Section 5.
In Sections 6-11, we study the secondary representation theory. This can be viewed as a dual of the primary decomposition theory. In this theory, a module is representable if it can be expressed as a finite sum of secondary submodules. It turns out that every Artinian module has a secondary representation.
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Many of the results in the theory of secondary representation have their dual forms in the theory of primary decomposition. Because of this, one often draws inspiration from one theory and then applies it to the other. In this note, the theory of secondary representation is presented in a way that would make the duality between the two theories evident.
In Section 6, we go over the fundamentals of the theory of secondary representation. In the subsequent sections, we study and prove the compatibility, minimal components, independence, and linear growth properties of secondary representation. In Section 8, we discuss a result of Sharp [Sh2] that makes the classic Matlis duality applicable to Artinian modules even if the ring is not Noetherian. This allows us to establish results on secondary representation by reducing them to the dual results in the theory of primary decomposition.
Many of the results in Sections 7-11 were obtained in [Yao3] .
Primary decomposition
In this section, we give a brief introduction to the notions of associated prime and primary decomposition. Systematic treatments of primary decomposition can be found in many textbooks, for example, [AM] , [Bo] , [Ei] or [Mat] .
Let R be a ring (not necessarily Noetherian) and M an R-module. We say that a prime ideal P ∈ Spec(R) is associated to M if there exists x ∈ M such that (0 : R x) = P . The set of all primes associated to M is denoted Ass R (M ), or simply Ass(M ) when R is understood from the context.
Following [AM] , we say that a prime ideal P ∈ Spec(R) belongs to M if there exists x ∈ M such that (0 : R x) = P . (In fact, the terminology "P belongs to 0 in M " was used in [AM] .) The set of all primes belonging to M is denoted Ass R (M ), or simply Ass (M ) when R is understood from the context.
We say that M is coprimary (over R) if, for every r ∈ R, either r is M -regular (i.e., (0 : M r) = 0) or r ∈ Ann(M ). (Under this definition, 0 is a coprimary module.) It turns out that, if M = 0 is coprimary and if we let P = Ann(M ), then P ∈ Spec(R); in this case, we say M is P -coprimary. (This definition recovers the definition of primary ideals in that an ideal Q is P -primary (in R) if and only if R/Q is P -coprimary as an R-module. ) We also define Ass R (M ) := {P ∈ Spec(R) | ∃K ⊆ M, K is P -coprimary}; or, equivalently, Ass R (M ) := {P ∈ Spec(R) | ∃ x ∈ M, R/(0 : R x) is P -coprimary}. This notion Ass and the notion Att (to be defined in §6) are dual to each other.
Quite generally, if M is P -coprimary, then Ass R (M ) = {P } = Ass (M ). For R-modules Q ⊆ M , we say that Q is (P -)primary if M/Q is (P -)coprimary. For R-modules N M , we say that N is decomposable in M (over R) if there exist R-submodules Q i that are P i -primary in M , for i = 1, . . . , s, such that
This intersection is called a primary decomposition of N in M (over R). One can always convert a primary decomposition to a minimal one in the sense that P i = P j for all i = j and N = ∩ i =k Q i for every k = 1, . . . , s. So from now on, as a general rule, all primary decompositions are assumed to be minimal unless stated otherwise explicitly.
For every R-module M , we agree that M is decomposable in M with M = M being the unique primary decomposition of M in M .
Given R-modules N ⊆ M , N is decomposable in M if and only if 0 is decomposable in M/N ; and the primary decompositions of N in M are in one-to-one correspondence with the primary decompositions of 0 in M/N .
Similarly, let N ⊆ M be R-modules and let I be an ideal of R such that I ⊆ Ann(M ), so that N ⊆ M can be naturally viewed as modules over R/I. Then N is decomposable in M as R-modules if and only if N is decomposable in M as (R/I)-modules.
Next, we list some properties of primary decomposition. We need to introduce some notation that will be used in the sequel: Given an R-module M , we use Min(M ) to denote the set of all the minimal primes over Ann(M ). For a multiplicative subset U ⊆ R, we use M [U −1 ] to denote the module of fractions after inverting all the elements in U , so that
Theorem 1.1. Let N ⊆ M be R-modules and suppose N = Q 1 ∩ · · · ∩ Q s is a (minimal) primary decomposition of N in M in which Q i is P i -primary.
(1) We have {P 1 , . . . , P s } = Ass R (M/N ) = Ass R (M/N ), which is independent of the particular (minimal) primary decompositions in M . (1') We have Min(M/N ) ⊆ {P 1 , . . . , P s }. In fact, Min(M/N ) equals the set of the minimal members of {P 1 , . . . , P s } (under inclusion).
(5') For any non-empty subset I of R,
Remark 1.2. In [Bo, Chapter IV] , the notion of primary decomposition is generalized to weak primary decomposition. (This was simply called primary decomposition in [Bo] . We add the word "weak" into the terminology in order to distinguish it from the notion of (ordinary) primary decomposition.) For an R-module M and P ∈ Spec(R), we say that P is weakly associated to M if P is minimal over the ideal Ann R (x) (i.e., P ∈ Min(Rx)) for some x ∈ M . Denote by Ass f ( R M ), or simply Ass f (M ), the set of all the prime ideals weakly associated to M (cf. [Bo, page 289, Chapter IV, §1,
We say that M is weakly coprimary if, for all r ∈ R, either (0 : M r) = 0 or ∪ n 0 (0 : M r n ) = M . If M = 0 is coprimary, it follows that {r ∈ R | (0 : M r) = 0} =: P is prime, and we say that M is weakly P -coprimary. It turns out that M is weakly P -coprimary if and only if Ass f (M ) = {P }. See [Bo, page 292, Chapter IV, §2, Exercises 11, 12].
Given R-modules Q ⊆ M , we say that Q is weakly P -primary in M if M/Q is weakly P -coprimary, i.e., Ass f (M/Q) = {P }. Now, for N ⊆ M , we say that N is weakly decomposable in M if there exist weakly P i -primary submodules
If such decompositions exist, we can make them minimal. Weak primary decompositions enjoy many of the properties of primary decompositions; see [Bo, page 294, Chapter IV, §2, Exercise 20] and Theorem 1.3 below. Conversely, if Q is P -primary in M then Q is weakly P -primary in M ; thus every primary decomposition is a weak primary decomposition.
In [St] , some of the basic properties of Ass f and weak primary decomposition were worked out in detail via elementary techniques.
We state the following weak-primary-decomposition analogue of Theorem 1.1. Theorem 1.3. Suppose N = Q 1 ∩ · · · ∩ Q s is a minimal weak primary decomposition of N in M , in which Q i is weakly P i -primary.
(1) We have {P 1 , . . . , P s } = Ass (M/N ) = Ass (M/N ) = Ass f (M/N ), which is independent of the particular (minimal) primary decompositions in M .
It is well-known that if 0 → M 1 → M 2 → M 3 is an exact sequence of R-modules then Ass(M 1 ) ⊆ Ass(M 2 ) ⊆ Ass(M 1 ) ∪ Ass(M 3 ); and Ass(⊕ i∈∆ K i ) = ∪ i∈∆ Ass(K i ) for any family {K i } i∈∆ of R-modules. The analogue also holds if we replace Ass with Ass , Ass or Ass f . (See [Bo, page 289, Ch IV, §1, Ex 17(c)] for the Ass f -analogue.) Here we present the Ass -analogue, as it will be referred to in the proof of Lemma 2.2.
Moreover, Ass (⊕ i∈∆ K i ) = ∪ i∈∆ Ass (K i ) for any family {K i } i∈∆ of R-modules.
Proof. We sketch a proof of the first claim. Without loss of generality, assume
for some x ∈ M 2 . If there exists r ∈ R \ P such that rx ∈ M 1 , then it is straightforward to see that P = (0 : R rx) and hence P ∈ Ass (M 1 ). If rx / ∈ M 1 for all r ∈ R \ P , then it follows that P = (0 : R x), where x = x + M 1 ∈ M 2 /M 1 , and hence P ∈ Ass (M 2 /M 1 .
The second claim follows from the first when ∆ is finite. In the general case, it is easy to see Ass (⊕ i∈∆ K i ) ⊇ ∪ i∈∆ Ass (K i ). Conversely, if P ∈ Ass (⊕ i∈∆ K i ), then there exists a finite subset ∆ ⊆ ∆ such that P ∈ Ass (⊕ i∈∆ K i ). It then follows that P ∈ ∪ i∈∆ Ass (K i ) ⊆ ∪ i∈∆ Ass (K i ).
We end this section with some basic facts concerning various kinds of associated prime ideals as well as decomposability. Let M be an R-module. It is clear that
Consequently, as there is the Zariski topology on Spec(R), all the others are topological (sub)spaces. Quite generally, for any subset X of Spec(R), the Zariski topology on Spec(R) induces a topological structure on X in such a way that the closed sets of X are of the form V X (I) := {P ∈ X | P ⊇ I} with I ⊆ R.
If R is Noetherian or M is Noetherian over R, then Ass R (M ) = Ass R (M ) = Ass (M ) = Ass f (M ), and Ass
If N ⊆ M are R-modules such that the quotient M/N is Noetherian over R, then N is decomposable in M . This is a classic result due to E. Noether.
There are more definitions of associated primes in the literature. See a list of these definitions in [Sw2, Remark 3.11].
Compatibility of primary components
Throughout this section, let R be a (not necessarily Noetherian) ring and let N ⊆ M be R-modules such that N is decomposable in M .
Notation 2.1. Let X ⊆ Ass (M/N ). Say X = {P 1 , . . . , P r } ⊆ {P 1 , . . . , P r , . . . , P s } = Ass (M/N ).
( Note that, for P ∈ Ass (M/N ), the P -primary components are not necessarily unique in general (cf. Corollary 3.4). The compatibility property (see Theorem 2.3) says that if one takes a P -primary component of N ⊆ M for each P ∈ Ass (M/N ) (from possibly different decompositions), then they are "compatible" in the sense that their intersection is exactly N , thus producing a primary decomposition of N in M . This was proved in [Yao1] and [Yao2] ( 
As noted in [Yao1, Remark 1.2], the compatibility property is also shared by weak primary decompositions (cf. Remark 1.2). In fact, the analogues of Lemmas 1.4, 2.2 and Theorem 2.3 hold after every Ass is replaced with Ass f , "decomposable" with "weakly decomposable", and after Λ X (N ⊆ M ) is interpreted accordingly. In [St] , Stalvey presented a detailed proof of the compatibility for weak primary decomposition, following the proof given in [Yao1, Theorem 1.1].
Maximal primary components, independence
In this section, let N ⊆ M be R-modules such that N is decomposable in M and X ⊆ Ass (M/N ). Note that Ass (M/N ) is a topological space in Zariski topology. In case (R, m) is local, maximal m-primary components were studied in [HRS] . In [Yao2, Theorem 1.3], maximal X-primary components of N ⊆ M were studied for general X ⊆ Ass(M/N ). This is stated below. Theorem 3.3. Let N ⊆ M be R-modules such that M/N is Noetherian over R, and X ⊆ Ass(M/N ). Say X = {P 1 , P 2 , . . . , P r } and set
Consequently, we also have the following: (
Proof. This follows from Theorem 3.3; or see the proof of [Yao2, Corollary 1.5].
Remark 3.5. As above, assume that M/N is Noetherian over R. By Theorem 3.4, there are infinitely many P -primary components of N in M if P ∈ Ass(M/N ) is an embedded prime.
Linear growth of primary components
Swanson showed the following linear growth property concerning the primary decompositions of I n in R:
. Let R be a Noetherian ring and I an ideal of R. Then there exists k ∈ N := {0, 1, 2, . . . } such that, for every n ∈ N, there exists a primary decomposition (of I n in R)
This was later generalized to any Noetherian R-module M together with several ideals in [Sh5] via a study of injective modules. The same result was also later obtained in [Yao1, Yao2] via different methods. In [Yao2] , this kind of property was also proved for families of Tor and Ext modules. (See Theorem 4.4 for the precise statements.)
Inspired by the above, we formulate the following definition of the linear growth property of primary decomposition.
Definition 4.2. Given a family F = {M a | a = (a 1 , a 2 , . . . , a r ) ∈ N r } consisting of R-modules, we say F satisfies the linear growth property of primary decomposition (over R) if there exists k ∈ N such that, for every a = (a 1 , a 2 , . . . , a r ) ∈ N r such that M a = 0, there exists a primary decomposition of 0 in M a ,
, where |a| = a 1 + · · · + a r . When the above occurs, we refer to k as a slope of F. (Clearly, if k is a slope of F, then all the integers greater than k are also slopes of F.)
The linear growth property is a measure of the 'sizes' of the primary components as a ∈ N r varies. Roughly speaking, it says that there are primary decompositions in which the primary components are "not too small".
Next, we set up some notation, which will also be used in §5 and §11.
Notation 4.3. Let R be a ring, I i , J j ideals of R and X i , Y j indeterminates, for i ∈ {1, . . . , s} and j ∈ {1, . . . , t} with s and t positive integers.
(1) By m ∈ Z s , we mean m : We list some results on the linear growth property, including [Sw1] , as follows:
Theorem 4.4. Let A be a Noetherian ring, M a finitely generated A-module, R an A-algebra, N a Noetherian R-module, and J 1 , . . . , J t ideals of R. Then each of the following families of R-modules has the linear growth property for primary decomposition (over R):
Note that, in Theorem 4.4, N is a finitely generated module over R/ Ann R (N ), which is a Noetherian A-algebra. Also note that each of (3) and (4) recovers (1) as a special case. In fact, both (3) and (4) are direct consequences of the following:
. Let A be a ring and R an A-algebra. Let N be any Noetherian R-module, J 1 , . . . , J t fixed ideals of R, and c ∈ Z. Fix any complex
of finitely generated flat A-modules. For any n ∈ N t , denote
and
the c-th cohomology and homology of the respective complexes. Then the family {E n | n ∈ N t } and the family {T n | n ∈ N t }, both consisting of finitely generated Rmodules, satisfy the linear growth property of primary decomposition over R.
Proof. This was essentially proved in [Yao2, Theorem 3.2]: By replacing R with R/ Ann R (N ), we may assume R is Noetherian. Then, for each i, F i ⊗ A R is flat and finitely presented over R. Hence F • ⊗ A R is a complex of finitely generated projective modules over R. By Hom-⊗ adjointness and associativity of tensor,
Now [Yao2, Theorem 3.2] applies, which completes the proof. Theorem 4.5 will be used to prove the linear growth property of primary decompositions for Tor
. We end this section with an easy fact concerning the linear growth property of primary decomposition.
Lemma 4.6. Let h : A → R be a ring homomorphism, {M n | n ∈ N t } a family of R-modules, {K n | n ∈ N t } a family of A-modules such that K n ⊆ M n as A-modules for all n ∈ N t , and U a multiplicative subset of R. If {M n | n ∈ N t } satisfies the linear growth property of primary decomposition over R with a slope k, then {K n | n ∈ N t } and {M n [U −1 ] | n ∈ N t } satisfy the linear growth property of primary decomposition over A and R[U −1 ] respectively with the same slope k.
Proof. This follows (almost immediately) from Theorem 1.1 (3)(4).
Linear growth of Tor
Assume that R is a Noetherian ring, I 1 , . . . , I s , J 1 , . . . , J t are ideals of R, M and N are finitely generated R-modules, and c ∈ Z. For all m ∈ N s and all n ∈ N t , denote (cf. Notation 4.3)
, the author asked whether the family T (m,n) or E (m,n) could satisfy the linear growth property of primary decomposition. Although this is still open for
.6), we are going to establish this for
In fact, it is a corollary of the following theorem.
Theorem 5.1. Let R be a ring, A and B flat R-algebras such that A, B and A ⊗ R B are all Noetherian rings. Let A and B be homomorphic images (i.e., quotient rings) of A and B respectively, M a finitely generated A -module, I 1 , . . . , I s ideals of A , N a finitely generated B -module, and J 1 , . . . , J t ideals of B . Fix any c ∈ Z.
Then the family Tor
satisfies the linear growth property of primary decomposition over (the Noetherian ring) A ⊗ R B .
Proof. It suffices to prove the linear growth property over A ⊗ R B, which maps onto A ⊗ R B . Thus, without loss of generality, we may assume A = A and B = B .
There exists g ∈ N, large enough, such that
in which x ik ∈ A and y jk ∈ B for all i ∈ {1, . . . , s}, all j ∈ {1, . . . , t} and all k ∈ {1, . . . , g}. (We pick a uniform g only to make the notation simpler.) Define the following (Z s -graded) rings and module (cf. Notation 4.3):
in which X ik and X i are (independent) variables. Both A and A are naturally rings via the polynomial operations, and M is naturally an A-module, which is finitely generated. Moreover, we make all of them Z s -graded by assigning degrees as follows (cf. Notation 4.3):
Under the gradings, M is a graded A-module. There is a surjective homogeneous A-algebra homomorphism φ : A A determined by
This makes M a finitely generated graded module over A . (Clearly, both A and A are finitely generated A-algebras and hence Noetherian.) Similarly, we define the following Z t -graded rings and module (cf. Notation 4.3):
with Y jk and Y j variables and with the gradings given by (cf. Notation 4.3)
There is a surjective homogeneous B-algebra homomorphism ψ : B B given by
This makes N a finitely generated graded module over B, since N is (naturally) a finitely generated graded module over B. (Clearly, both B and B are finitely generated B-algebras and hence Noetherian.) We now consider C := A ⊗ R B and C := A ⊗ R B, which are clearly Noetherian (since they are finitely generated algebras over A ⊗ R B). In the sequel, we use [−] h to denote the h-th homogeneous component of a graded module. (For example, [A ] α stands for the homogeneous component of A of degree α with the understanding that α = (α 1 , . . . , α s ) ∈ Z s , since A is Z s -graded.) Keeping this in mind, we observe that both C and C are naturally Z s+t -graded rings with
Moreover, the surjective homogeneous R-algebra homomorphisms φ : A A and ψ : B B induce an surjective homogeneous R-algebra homomorphism
Write down graded free resolutions of M over A and of N over B respectively by (free) modules of finite ranks (over A and over B respectively)
has the linear growth property of primary decomposition over C = A ⊗ R B.
We are going to show that the above linear growth property implies the linear growth property of Tor
are annihilated by Ker(φ ⊗ ψ); so, naturally, they are all graded modules over C = A ⊗ R B. (This follows directly from how M, N , F • and G • are constructed: Multiplication by every element in Ker(φ) (resp. Ker(ψ)) is homotopic to 0 on F • (resp. G • ); and Ker(φ ⊗ ψ) is generated by Ker(φ) and Ker(ψ) since both φ and ψ are surjec-
has the linear growth property of primary decomposition over C.
Secondly, for every m ∈ N s and n ∈ N t , there is a canonical homogeneous isomorphism of (A ⊗ R B)-complexes
Therefore, for each (α, β) ∈ Z s × Z t , there is an isomorphism between the following
Thirdly, observe that X i is regular on both M and A for every i ∈ {1, . . . , s} while Y j is regular on both N and B for every j ∈ {1, . . . , t}. Thus X m is regular on both M and A while Y n is regular on both N and B for every m ∈ N s and n ∈ N t . Consequently,
is a graded free resolution of
Moreover, by the construction of A and B, all of their homogeneous components are free A-modules and free B-modules respectively; so they are all flat R-modules. It follows that all of the homogeneous components of
are free A-modules and free B-modules respectively and hence flat over R, for all m ∈ N s and n ∈ N t . In light of this, statements (a) and (b) above imply the following (for all m ∈ N s , n ∈ N t , α ∈ Z s and β ∈ Z t ):
In particular, for α = 0 ∈ Z s and β = 0 ∈ Z t , we have (for all m ∈ N s and n ∈ N t )
, which is a Z s+t -graded module, in terms of its homogeneous components.
Combining the three paragraphs above, we obtain the following isomorphisms over A ⊗ R B:
the linear growth property of primary decomposition over the graded ring C with
up to isomorphism. Finally, by Lemma 4.6, the family
satisfies the linear growth of primary decomposition over A ⊗ R B.
In fact, the proof of Theorem 5.1 implies the following (apparently) stronger result concerning infinitely many families and a uniform slope (cf. Definition 4.2).
Theorem 5.2. Keep the notation and the assumptions in Theorem 5.1.
Then there exists k such that for all (α, β) ∈ Z s × Z t , the family
satisfies the linear growth property of primary decomposition over A ⊗ R B with the uniform slope k. More explicitly, for every (α, β) ∈ Z s+t and (m, n) ∈ N s+t such that Tor
with Q α,β,m,n,i being P α,β,m,n,i -primary in Tor R c
Proof. As seen in the proof of Theorem 5.1, for all (m, n) ∈ N s × N t and for all (α, β) ∈ Z s × Z t , we have
C. By Lemma 4.6, all the families T (α,β) , (α, β) ∈ Z s × Z t , satisfy the linear growth property of primary decomposition over A ⊗ R B with the same slope k.
Remark 5.3. Recall that an R-algebra S is said to be essentially of finite type over R if
with T a finitely generated R-algebra and U a multiplicative subset of T . We remark that Theorems 5.1 and 5.2 apply when A and B are essentially of finite type over R. This is because one can then let A and B be of the form T [U −1 ] with T being a polynomial ring over R (hence flat over R) with finitely many variables. In fact, if s = 0, we can relax the condition on A and M by assuming that A is any R-algebra such that A ⊗ R B is Noetherian and M is any finitely generated A-module, while the other assumptions remain the same. The proof is similar, but we construct G • only. By Theorem 4.5, the family
n ∈ N t has linear growth property of primary decomposition over A ⊗ R B. The rest follows in a similar way, by considering the homogeneous components graded by Z t . It might be helpful to note the natural homogeneous (A ⊗ R B)-isomorphisms
As promised, we state the following corollary (when A = R = B).
Corollary 5.5. Let R be a Noetherian ring, M and N finitely generated R-modules, I 1 , . . . , I s , J 1 , . . . , J t ideals of R, and c ∈ Z.
satisfies the linear growth property of primary decomposition over R.
More generally, the families Tor 
Secondary representation
Secondary representations were first studied by I. G. Macdonald [Mac] and D. Kirby [Ki] . The theory can be viewed as a dual of the theory of primary decomposition. (See Theorem 8.2 and Observation 8.4 for example, where this duality is demonstrated explicitly.) For this reason, it was called coprimary decomposition in [Ki] . Systematic treatment of secondary representation can be found in many sources, for example, see [Ki] , [Mac] , [Mat] , and [Sh1] as well as many other papers authored or co-authored by R. Y. Sharp.
Assume that R is a ring (not necessarily Noetherian) and M is an R-module. In this section, we briefly review some of the basic definitions and properties.
We say that M is secondary if, for all r ∈ R, either rM = M or r ∈ Ann(M ). (Note that, under this definition, 0 is a secondary module.) If M = 0 is secondary, then P := Ann(M ) is a prime ideal; and we say M is P -secondary in this case.
It is easy to see that if M is P -secondary then, for any multiplicatively closed subset U of R and any finitely generated ideal I of R, we have
For a general R-module M and a prime ideal P , we say that P is attached to M if there is an R-submodule N of M such that M/N is P -secondary, that is, a homomorphic image of M is P -secondary. The set of all the primes attached to M is denoted Att R (M ), or simply Att(M ) if R is understood. (Note that Att and Ass are dual to each other.)
As Att(M ) ⊆ Spec(R), there is a topology on Att(M ) that is induced by the Zariski topology on Spec(R).
If M is P -secondary, then Att(M ) = {P }. If M is an Artinian R-module, then M is P -secondary ⇐⇒ Att(M ) = {P }, and M = 0 ⇐⇒ Att(M ) = ∅.
Example 6.1. Let (R, m) be any Noetherian local domain, not necessarily complete. Then E R (R/m), the injective hull of the residue field R/m, is 0-secondary; so that Att R (E R (R/m)) = {0}. Note that E R (R/m) is Artinian, and the zero ideal 0 is not the maximal ideal m if dim(R) > 0. (However, Ass R (E R (R/m)) = {m}.)
We also note that R/m is both m-secondary and m-coprimary as an R-module with Att R (R/m) = {m} = Ass R (R/m).
For an R-module M = 0, we say M is representable (over R) if there exist submodules Q i that are P i -secondary, for i = 1, . . . , s, such that
This summation is called a secondary representation of M . One can always convert a secondary representation to a minimal one in the sense that P i = P j for all i = j and M = i =k Q i for every k = 1, . . . , s. So from now on and as a general rule, all secondary representations are assumed to be minimal unless stated otherwise explicitly.
By convention, the zero R-module 0 is representable with 0 = 0 being the unique secondary representation.
For concrete examples of secondary representation, see Examples 9.4 and 9.5. Here is a theorem on the existence of secondary representation, cf. [Mac] .
Theorem 6.2. Every Artinian R-module is representable (over R).
For any R-module M and any ideal I ⊆ Ann(M ), the following is clear: M is representable over R if and only if M is representable over R/I.
Next, we state some useful results about secondary representations; compare with Theorem 1.1. We do not need to assume M is Artinian in Theorem 6.3, as long as M is representable. In case U = R \ P with P ∈ Spec(R), we write
Theorem 6.3 (Cf. [Mac] ; compare with Theorem 1.1). Let M = Q 1 + · · · + Q s be a (minimal) secondary representation of an R-module M in which Q i is P i -secondary for each i = 1, . . . , s. Then the following hold (1) {P 1 , . . . , P s } = Att(M ), which is independent of the particular (minimal) secondary representation (cf. [Mac, Theorem 2.2]). (1') We have Min(M ) ⊆ {P 1 , . . . , P s }. In fact, Min(M ) consists of the minimal members of {P 1 , . . . , P s } (under inclusion) precisely. (2) If P i is minimal in Att(M ) (i.e., P i ∈ Min(M )), then Q i = M P i . See (4). (3) Let h : A → R be a ring homomorphism, so that M is naturally an A-module.
Let K be an A-submodule of M (e.g., 
Very much like Ass(−) (as well as Ass , Ass and Ass f ), the sets of attached primes are relatively well-behaved with exact sequences, as stated in the following well-known lemma. This will be referred to in the proof of Lemma 7.2.
Lemma 6.4 (Compare with Lemma 1.4). Let
. . , K n with n ∈ N.
Compatibility of secondary components
Throughout this section, we assume that R is a (not necessarily Noetherian) ring and M a (not necessarily Artinian) R-module. The reader should observe the similarity (or rather, "duality") between this section and §2.
The results in this section were obtained in [Yao3] .
Notation 7.1. Let M be a representable R-module and X ⊆ Att(M ). Say X = {P 1 , . . . , P r } ⊆ {P 1 , . . . , P r , . . . , P s } = Att(M ).
(1) If M = Q 1 +· · ·+Q r +· · ·+Q s is a secondary representation of M with Q i being P i -secondary, then we say Q = Q 1 + · · · + Q r is an X-secondary component (or a secondary component over X) of M . If X = ∅, then we agree that 0 is the only ∅-secondary component. Proof. Say X = {P 1 , . . . , P r } ⊆ {P 1 , . . . , P r , P r+1 , . . . , P s } = Att(M ).
(1) ⇒ (2): Condition (1) means that there is a secondary representation M = Q 1 + · · · + Q r + · · · + Q s with Q i being P i -secondary such that Q = Q 1 + · · · + Q r . Then evidently Att(Q) ⊆ X (since they are equal, see Theorem 6.3 (1)). Also, we have an R-linear isomorphism 
which is necessarily a (minimal) secondary representation of M . This implies that Q = Q 1 + · · · + Q r is an X-secondary component of M , i.e., Q ∈ Λ * X (M ). As a consequence, we establish the following 'compatibility' property of secondary representation, as follows. (5) Let φ : R → R be the natural ring homomorphism. (6) Let φ * : Spec( R) → Spec(R) denote the induced continuous map, that is, φ * (P ) = φ −1 (P ) for all P ∈ Spec( R).
, let E R (R/m) denote the injective hull of R/m over R (which is canonically isomorphic to its injective hull over R m ). (9) Let E := m E R (R/m), which is injective over R. Let us recall the classic Matlis duality (over a Noetherian complete semi-local ring) and some consequences.
Theorem 8.2 (Matlis duality). Let R be a Noetherian semi-local ring that is complete (with respect to its Jacobson radical) and M be an R-module that is Artinian or
If {N i } i∈∆ is a family of (possibly infinitely many) R-submodules of M , then
(4) For any R-submodule Q of M and P ∈ Spec(R), Q is P -secondary if and only if D(Q) is P -coprimary if and only if D(M/Q) is P -primary in D(M ). (4') For any submodule Q of M and P ∈ Spec(R), Q is P -primary in M if and 
(4') This can be proved in a similar way. (This also follows from (4) in light of the duality results (1) and (2).)
Finally, (5), (5') and (6) all follow from (1), (2), (3), (4) and (4') directly.
Let R be a general commutative ring (not necessarily Noetherian). Since M is Artinian, we see that M = ⊕ m∈MSpec(R) Γ m (M ) and Γ m (M ) = 0 for all but finitely many m. For each m ∈ MSpec(R), Γ m (M ) = M m is naturally a module over R m . Thus M can be naturally viewed as a module over R (via component-wise scalar multiplications). If we compose this derived R-module structure of M with φ, we recover the original R-module structure of M . Moreover, for a subset N of M , it is straightforward to see that
So M must be Artinian over R, since M is Artinian over R. To study the R-module structure of M , one approach would be to study its R-module structure.
Let us study Ann R (M ), the annihilator of M over R. By the above, we see that
Thus M is naturally an Artinian module over the following quotient ring
.
As Γ m (M ) = 0 for all but finitely many m,
is naturally an Artinian module over
So we study Γ m i (M ) over
Artinian over the quasi-local ring
; moreover, if we compose this module structure with the natural map R → R m i , we recover the original R-module structure of Γ m i (M ). Therefore, to study the secondary representations of an Artinian R-module M , it (usually) suffices to study them over R (as secondary representations behave well under scalar restriction, see Theorem 6.3 (3)). Then it suffices to regard M as an (Artinian) module over
The following theorem of R. Y. Sharp verifies that each of the rings
is actually Noetherian. In the sequel, we say a ring is local if it is Noetherian with a unique maximal ideal. We say a ring is semi-local if it is Noetherian with finitely many maximal ideals.
Theorem 8.3 ([Sh2]
). Let M be an Artinian R-module as above. Then for each m ∈ MSpec(R),
is (either the zero ring or) a local (Noetherian) ring that is complete with respect to its maximal ideal. Therefore
is a complete semilocal (Noetherian) ring (i.e., a direct product of finitely many complete local rings).
Since each
is complete local (Noetherian), the classic Matlis duality (Theorem 8.2) applies. It then follows that the functor D(−), which is defined over R, enjoys many of the properties of the classic Matlis duality, even though R may not be Noetherian. Consequently, secondary representations of Artinian R-modules are in one-to-one correspondence with primary decompositions of Noetherian R-modules.
(This is demonstrated in Observation 8.4 next.)
The following observations would show how the classic Matlis duality is applied, thanks to Theorem 8.3. This duality allows us to make a connection between the theory of secondary representation and the theory of primary decomposition.
Observation 8.4. Let R be a ring and M be an Artinian R-module. Keep all the above notation in this section. By abuse of notation, we may use "=" to denote natural isomorphisms. To further simplify the notation, let
with I := Ann R (M ) and I m := Ann Rm (Γ m (M )). Then M is an Artinian T -module; and Theorem 8.3 says that T is a complete semi-local (Noetherian) ring. We make the following observations (many of them obvious):
(1) Although D(M ) is defined as Hom R (M, E) over R, D(M ) is the same as taking the Matlis dual over the complete semi-local ring T , and it is also the same as taking the Matlis dual of each Γ m i (M ) individually over the complete local ring T m i and then taking their direct sum. This is because, by Hom-⊗ adjointness, 
(Indeed, the above equations and equivalences hold over T (cf. Theorem 8.2); hence they also hold over R.) 
Note that an R-submodule of M is the same as an R-submodule of M . (Again, the reader please be reminded that, by abuse of notation, we used "=" to denote natural isomorphisms in the above statements.)
In light of the above, we will frequently employ the following strategy in the remaining sections: To study the secondary representations of a given Artinian R-module M , we instead study the secondary representations of M over R or, equivalently, over the complete semi-local ring T = R Ann R (M )
. Applying Matlis duality D(−), we obtain a Noetherian module D(M ) (over the complete semi-local ring T ). If we can show (or if we already know) certain properties of the primary decompositions of D(M ), then, after applying Matlis duality D(−) again, we get corresponding properties of the secondary representations for D(D(M )) = M (over the complete semi-local ring T ). This in turn should reveal properties of secondary representation of the original Artinian R-module M that we intend to study (via the map R → R → T ).
Next, we state a lemma concerning relations between the secondary representations of M as an R-module and the secondary representations of M as an R-module. To avoid confusion, we may use R M to indicate that the R-module structure of M is being considered; similarly, R M indicates the R-module structure.
Lemma 8.5. Let R be a ring and M an Artinian R-module. Then the following hold:
Proof. Say Att R (M ) = {p 1 , . . . , p s }. By Theorem 6.3 (3'), we may write Att
. This verifies the claim for X = {p i }. The general claim follows, cf. Theorem 7.3 (1).
(2) Let M = i Q i be any secondary representation of M over R with Q i being the p i -secondary component, so that
which is a not necessarily minimal secondary representation of M over R. We claim that, if we make ( †) minimal, then Q i,j must be redundant for all j > k(i). (Here is why: Suppose, for some j > k(i), Q i,j remains in the minimized form of the above summation ( †). Then we must have P i,j ∈ Att R (M ), cf. Theorem 6.3 (1). Because j > k(i), we must have
, which is a contradiction.) Thus, we can throw out all the components Q i,j with j > k(i), so that we get
But this implies Att R (M ) ⊆ {P i,j | 1 i s; 1 j k(i)}, which forces k(i) = n(i) for all i in light of Theorem 6.3 (1). Consequently, ( ‡) must be a minimal secondary representation of M over R. Therefore, for each i = 1, . . . , s, we see
This verifies the claim for X = {p i }. The general claim follows, cf. Theorem 7.3 (1).
(3) This follows from (1) and (2).
Thus, when we study the minimal secondary components of an Artinian R-module, it suffices to do so over R, where Matlis duality applies.
We will frequently use Matlis duality to go between secondary representations of Artinian R-modules and primary decompositions of Noetherian R-modules. Most of the results in the following sections were obtained in [Yao3] .
Independence
Let R be a ring and M be a representable R-module. Note that Att(M ) is finite, and Att(M ) is a topological space because of the Zariski topology on Spec(R). As in Naturally, we ask the following question. The following example provides a negative answer to Question 9.2. (The ring in the example, i.e., Z, is actually Noetherian.) Example 9.4. Let R = Z and let p = q be primes.
) is the injective hull of Z/(p).) It is not hard to verify that the above direct sum is actually the unique secondary representation of M and Att R (M ) = {(0), (q)}. In particular, the secondary representation of M is independent over {(q)}, but {(q)} is not open in Att R (M ).
One might wonder whether the converse of Theorem 9.3 holds. It turns out that it fails, as shown in the following example.
Example 9.5. Let (R, m) be a Noetherian local ring that satisfies all the following conditions in relation with its completion R:
• There exist incomparable prime ideals P 1 , P 2 ∈ Spec( R) such that
It follows that {P 2 } is an open subset of {P 1 , P 2 }.
• There are infinitely many (distinct) R-submodules
, n 1, such that R Kn are p 2 -coprimary. (Thus, K n are ideals of R, containing P 1 .) (Such a ring exists. For example, let R :
, P 1 := (X −e Y +1) R and P 2 := Z R. Then p 1 = 0 ZR = p 2 ; and
are p 2 -coprimary as R-modules for all n 1. Note that K n K n+1 , since
It is straightforward to see that both
are (minimal) primary decompositions of 0 in
over R. Let E be the injective hull of residue field R/m, and let M := (0 : E P 1 ) ⊕ (0 : E P 2 ).
Applying Matlis duality Hom R (−, E) to the above primary decompositions, we see that both
and M = (0 : E P 1 ) ⊕ 0 + (0 : E K n ) ⊕ (0 : E P 2 ) , n 1, are (minimal) secondary representations of M over R. In the above, 0 ⊕ (0 : E P 2 ) and (0 : E K n ) ⊕ (0 : E P 2 ), n 1, give rise to infinitely many (distinct) p 2 -secondary components of R M . Note that M is Artinian over R and over R, and the above secondary representations (over R) show that Att R (M ) = {p 1 , p 2 }. It is also easy to 
Minimal secondary components
Let M be an Artinian R-module. Using the notation introduced in Section 8, we present the following theorem about minimal secondary components. (The result was first obtained in [Yao3] .) Theorem 10.1. Let M be an Artinian R-module and X ⊆ Att R (M ). Say X = {P 1 , . . . , P r }. Then the following hold Proof.
(1) and (1'): A direct proof will be given in Remark 10.2. But here we present a proof by the duality method described in §8. For (1'), the first equality follows from Lemma 8.5 (3). To show the second equality, we regard M as an R-module. Then by Observation 8.4, it suffice to show
But this holds by the virtue of Theorem 3.3 (1). Then (1) follows from (1'). We show Λ
• *
• * P i (M ), 1 i r by induction on |X|, the cardinality of X. If |X| = 1, there is nothing to prove. Assuming the containment holds for |X| = r − 1, we show the containment for X = {P 1 , P 2 , . . . , P r }. After rearrangement if necessary, we may assume that P r ⊆ P i for 1 i r − 1. Set U = R \ ∪ 
Hence we can derive a secondary representation Q = r i=1 Q i by putting together r−1 i=1 Q i and any secondary representation of (Q ∩ Q r ) (and then make it minimal). In this derived secondary representation Q = r i=1 Q i , the P r -secondary component, Q r , must come from the P r -secondary component of (Q ∩ Q r ), hence is contained in Q ∩Q r . Since Q r ∈ Λ * Pr (Q ) and Q ∈ Λ * X (M ), we see Q r ∈ Λ * Pr (M ) (by compatibility, for example). This forces Q r = Q r since Q r is already a minimal P r -secondary component of M . Hence Q ⊇ Q r = Q r , which gives
Therefore Q = Q , and the proof is complete.
Finally, the first equality of (1') was done in Lemma 8.5 (3); and the last equality follows from (1) applied to M as an Artinian module over R.
Because of Theorem 10.1, we can fine-tune Theorem 9.3 as follows.
Theorem 10.3. Let M be an Artinian R-module and X ⊆ Att R (M ). Consider the following statements:
(1) X is open in Att R (M ).
(1') φ there exists k ∈ N such that, for every a = (a 1 , . . . , a r ) ∈ N r such that M a = 0, there exists a secondary representation of M a M a = Q a,1 + · · · + Q a,s(a) (with Q a,i being P a,i -secondary) such that Q a,i ⊆ 0 : Ma (P a,i ) k|a| for all i = 1, . . . , s(a), where |a| = a 1 + · · · + a r . When the above occurs, we refer to k as a slope of F.
Lemma 11.2. Let h : A → R be a ring homomorphism, {M n | n ∈ N t } a family of R-modules, {K n | n ∈ N t } a family of A-modules such that K n ⊆ M n as A-modules for all n ∈ N t . If {M n | n ∈ N t } satisfies the linear growth property of secondary representation over R with a slope k, then {M n /K n | n ∈ N t } satisfies the linear growth property of secondary representation over A with the same slope k.
