We consider an infinite-dimensional Ornstein-Uhlenbeck process on the spatial domain ]0, 1[ d driven by an additive nuclear or space-time white noise, and we study the approximation of this process at a fixed point in time. We determine the order of the minimal errors as well as asymptotically optimal algorithms, both of which depend on the spatial dimension d and on the decay of the eigenvalues of the driving Wiener process W in the case of nuclear noise. In particular, the optimal order is achieved by employing drift-implicit Euler schemes with non-uniform time discretizations, while uniform time discretizations turn out to be suboptimal in general. By means of non-asymptotic error bounds and by simulation experiments we show that the asymptotic results are predictive for the actual errors already for time discretizations with a small number of points.
Introduction
Numerical algorithms for the pathwise approximation of stochastic ordinary or stochastic partial differential equations have to discretize the driving Brownian motion W in a suitable way. To this end the vast majority of algorithms uses a so-called uniform time discretization, i.e., a finite number of scalar components of W are evaluated equidistantly with a common step-size.
Non-uniform discretizations for stochastic partial differential equations have been constructed and analyzed only recently, see [8, 9, 11] . The authors consider stochastic heat equations, and they show in particular that suitable non-uniform discretizations are superior to all uniform ones.
In the present paper we consider as a model problem a linear stochastic heat equation on the spatial domain ]0, 1[ d , driven by an additive nuclear or spacetime white noise, so that the solution is given as an infinite-dimensional OrnsteinUhlenbeck process, see Section 2. We study algorithms that approximate the mild solution of the equation at a fixed point in time, based on at most N evaluations of the underlying scalar Brownian motions, see Section 3. In Section 4 we determine the order of the corresponding minimal errors in terms of N as well as asymptotically optimal algorithms, both of which depend on the spatial dimension d and on the decay of the eigenvalues of the driving Wiener process W in the case of nuclear noise. For d = 1 and space-time white noise the results were already established in [11] .
In most contributions to pathwise approximation of stochastic ordinary or stochastic partial differential equations the asymptotic behaviour of average errors is studied, and optimality of algorithms is understood accordingly. For any kind of asymptotic error analysis the question arises whether the results are relevant in computational practice, which in the present context means relevant for moderate size discretizations. Since explicit error bounds are usually not available, one often employs numerical experiments to gain further insight and in particular to compare different algorithms. For stochastic differential equations this is commonly done either by inspecting the performance of algorithms for (a small number of) individual realizations or by (large scale) Monte Carlo experiments, which provide estimates for the average errors of algorithms.
In the present paper we can avoid to use Monte Carlo simulations for estimation of errors; instead we use explicit error formulas, which are available for the model problem of an infinite-dimensional Ornstein-Uhlenbeck process. In this way we can numerically compute the average error of specific algorithms up to any accuracy, see Section 5.1. It turns out that the asymptotic results are predictive for the actual errors already for small size discretizations, and consequently the superiority of non-uniform time discretizations is clearly visible in computational practice. These findings also hold true for individual realizations, as shown by numerical experiments in Section 5.2.
For stochastic ordinary differential equations non-uniform time discretizations have been analyzed for the first time by [4] , who study regular sequences of discretizations for approximation of scalar equations. These discretizations are defined as quantiles of a common density, and the authors show how to optimally choose the density depending on the drift and diffusion coefficients of the equation. Uni-form discretizations, which constitute a special case thereof, usually turn out to be suboptimal. For stochastic ordinary differential equations driven by additive fractional noise optimal regular sequences of discretizations are determined by [12] . We add that non-uniform time discretizations are also employed for approximation of stochastic integrals, see [1, 2] , as well as for the construction of quadrature formulas for stochastic ordinary differential equations, see [5] .
Regular sequences do not permit to adjust the discretization to an individual trajectory, which is the aim of any kind of adaptive step-size control. Several heuristics are investigated in the literature for this purpose, but here we only refer to [3, 6, 7] , who determine optimal step-size controls for (systems of) stochastic ordinary differential equations. In particular these step-size controls outperform any regular sequence of designs for generic equations.
For stochastic ordinary differential equations the advantages of non-uniform time discretization by means of regular sequences or adaptive step-size control are present on the level of asymptotic constants. For stochastic heat equations nonuniform discretizations outperform the uniform ones even with respect to the order of convergence.
The Model Equation
As a model problem we consider the stochastic heat equation
with additive noise on the Hilbert space
Here ∆ denotes the Laplace operator with Dirichlet boundary conditions, and ξ ∈ H is a deterministic initial value. We consider nuclear as well as space-time white noise, i.e., for the covariance Q : H → H of the (cylindrical) Brownian motion W we either suppose that Q is a trace class operator or that Q = id. In the sequel these cases are called (TC) and (ID), respectively. For (TC) we assume that the normalized eigenfunctions
of ∆ are also eigenfunctions of Q with corresponding eigenvalues
In the (ID) case we put γ = 0. Hence the smoothness of the noise and the smoothness of the solution X, too, is controlled by γ, with larger values of γ leading to higher smoothness. Note that
defines an independent family of standard one-dimensional Brownian motions. The mild solution X of equation (2.1) is given by 6) where the real-valued processes Y i are independent Ornstein-Uhlenbeck processes satisfying
with
The Computational Problem
Fix T > 0. We study the approximation of X(T ) on the basis of evaluations of finitely many scalar Brownian motions β i at a finite number of points in ]0, T ]. The selection and evaluation of the scalar Brownian motions β i is specified by a non-empty finite set
of integers, and nodes
for every i ∈ I. Every Brownian motion β i with i ∈ I is evaluated at the corresponding nodes t ℓ,i , and the total number of evaluations is given by
An approximation X(T ) to X(T ) is specified by
where
is any measurable mapping and I = {i 1 , . . . , i k }, and the error of X(T ) is defined by Obviously it suffices to consider approximations X(T ) of the form
with any choice of measurable mappings φ i : R ν i → R. Furthermore, the best choice of φ i is the conditional expectation of Y i (T ), but still we will also consider general purpose methods for solving stochastic differential equations, instead.
The main issue for the approximation of X(T ) is the choice of the time discretization. A uniform time discretization of (β i ) i∈N is defined by
and
for i ∈ I and ℓ = 1, . . . , n with any choice of I ⊂ N d and n ∈ N. More generally, one may still want to evaluate the Brownian motions β i with i ∈ I equidistantly but with a step-size depending on i. These so-called equidistant time discretizations are defined by
for i ∈ I and ℓ = 1, . . . , ν i with any choice of I ⊂ N d and ν ∈ N I . Finally, one could avoid any a priori restriction when looking for a good time discretization.
To investigate the latter case we study the N th minimal error
in the class X * N of all algorithms (3.5) that use at most a total of N evaluations of the scalar Brownian motions β i , i.e., 
of methods X(T ) ∈ X * N that use a uniform or equidistant discretization, resp., is canonical.
Clearly,
and a comparison of minimal errors reveals, for instance, whether non-equidistant discretizations are superior to equidistant ones. Furthermore, the notion of optimality of algorithms is based on minimal errors: X(T ) ∈ X * n is optimal if e( X(T )) = e * N . We add that minimal errors are the key quantities to determine the complexity of numerical problems, see, e.g., [13, 14, 15] for results and references. A survey on minimal errors for strong and weak approximation of stochastic ordinary differential equations is given by [10] .
Asymptotic Results
As a rule, and in particular for stochastic heat equations, only the asymptotic behavior of the minimal errors is known, and the analogue holds true with respect to optimal algorithms. In the sequel we consider asymptotic optimality in the weak sense, and we write
We introduce a sequence of algorithms X * N (T ) with N ∈ N as follows. First of all we define
Furthermore the nodes t ℓ,i are given by
and we combine this time discretization with a drift-implicit Euler scheme to approximate the solution Y i (T ) of (2.7) at time t = T . Thus the approximation Y i (T ) is given by
as an approximation to X(T ). It is easily verified that |ν| 1 N , which implies X * N (T ) ∈ X * c·N for some constant c > 0 that only depends on d and γ. We determine the asymptotic behavior of the N th minimal errors, and we show in particular that the sequence of algorithms X * N (T ) is asymptotically optimal provided that ξ is sufficiently smooth. In the (TC) case,
in both cases.
Proof. For every approximation X(T ) of the form (3.5) with time discretization of (β i ) i∈N d partially specified by arbitrarily chosen I and ν we have 10) and equality holds if
According to Lemma 1 and Lemma 2 in [11] ,
2 is weakly equivalent to the value a N of the minimization problem
for I ⊂ N d and ν ∈ N I satisfying the constraint
In the (TC) case we let b N denote the square of the right-hand side in (4.8), while
Elementary calculus shows that a N b N . Furthermore F (I, ν) b N is easily verified for I and ν given by (4.1) and (4.2), respectively. Now we derive an upper bound for the error of X * N (T ). Clearly,
holds for the drift-implicit Euler scheme with time discretization given by (4.3), see Lemma 3 in [11] . By assumption ξ, h i
F (I, ν) b N with I and ν given by (4.1) and (4.2), respectively.
Remark 4.1. For a fixed index i ∈ N d and every choice of ν i the nodes t ℓ,i given by (4.3) are ℓ/ν i -quantiles w.r.t. a fixed probability density. Sequences of discretizations of this kind are called regular. For the approximation of stochastic differential equations regular sequences of discretizations have first been used by [4] . See, e.g., [14] for further results and references.
In order to construct asymptotically optimal algorithms in the subclasses X equi N and X uni N we proceed as follows. For N ∈ N the time discretizations are given by
together with
(4.18) and
respectively. As previously we combine these discretizations with a drift-implicit Euler scheme to obtain approximations X In the (TC) case, Proof. According to Lemma 1 and Lemma 2 in [11] ,
As in the proof of Theorem 4.1 we conclude that (e equi N ) 2 is weakly equivalent to the value a N of the minimization problem Next, we derive an upper bound for the error of X equi N (T ). We have 
dX(t) = ∆X(t) dt + B(t, X(t)) dW (t),
X(0) = ξ (4.33) on spaces H = L 2 (]0, 1[ d ) w.r.
t. to the error criterion
The latter takes into account the quality of an approximation X on the whole time interval [0, T ]. We add that (2.1) corresponds to (4.33) with B(t, x) = id. We briefly survey results that hold under suitable assumptions on the noise, the initial value ξ, and the operator-valued mapping B, see [8, 9] . These findings significantly differ from the results on approximation of X at the single point T .
For equations with space-time white noise as well as nuclear noise approximations based on equidistant discretizations turn out to be asymptotically optimal, i.e., e N ≍ e . On the other hand, for equations with nuclear noise uniform discretizations are suboptimal, asymptotically, at least for the specific equation (4.33) with B(t, x) = id.
Non-Asymptotic Results and Numerical Experiments
This section is devoted to a non-asymptotic comparison of the algorithms X ⋄ N (T ) with ⋄ ∈ { * , equi, uni}.
(5.1)
The corresponding number of evaluations of scalar Brownian motions is denoted by C ⋄ N , and this quantity will serve as a basis for the comparison. Recall that
where I and ν are given by (4.1) and (4.2) for ⋄ = * , by (4.17) and (4.18) for ⋄ = equi, and by (4.17) and (4.19) for ⋄ = uni. By construction, we only have
N ≍ N , which does not suffice for the purpose of this section. Throughout this section we assume that
Furthermore we associate colors as follows: green corresponds to ⋄ = * , i.e., to asymptotically optimal algorithms, blue corresponds to ⋄ = equi, i.e., to asymptotically optimal algorithms in the subclasses X equi N , and red corresponds to ⋄ = uni, i.e., to asymptotically optimal algorithms in the subclasses X uni N . 
Non-Asymptotic Error Bounds
First we study the error Figures 8-11 . Furthermore, the values of the L 2 -distance
are given. We stress, however, that these subspaces are not selected arbitrarily, but in an asymptotically optimal way for uniform, equidistant and general time discretization. In other words, one is forced to compute approximations in comparatively low-dimensional spaces as long 
as one decides to discretize in a uniform or equidistant way. For illustration we (partially) present the time discretizations that have been used in the computations in Figure 8 
In particular, β 21 , . . . , β 65 are only evaluated at t 1,i = 1. For β 1 the nodes are given in Table 2 .
The discretization used by X equi 64 (1) and X uni 118 (1) are completely specified by the number of nodes given in Tables 3 and 4 , respectively.
Finally, let X uni k,n (1) denote the algorithm that uses a uniform discretization of the Brownian motions β 1 , . . . , β k with a common step-size 1/n together with a drift-implicit Euler scheme. According to Theorem 4.2, the asymptotically optimal choice of k and n is given by k = ⌊N 1/3 ⌋ and n = ⌈N Clearly, the superiority of X * N (1) to algorithms using a uniform or equidistant discretization, both, in an asymptotic and non-asymptotic sense, increases strongly with increasing accuracy demands.
Appendix
An Upper Bound for the Drift-Implicit Euler Scheme Fix y 0 ∈ R, µ ≥ 1, as well as a standard one-dimensional Brownian motion β, and consider the Ornstein-Uhlenbeck process given by 
Fix ν ∈ N and let Y (T ) denote the drift-implicit Euler approximation to Y (T ) based on the equidistant nodes t ℓ = ℓ/ν · T , i.e.,
We provide an upper bound for the mean squared error of Y (T ).
Lemma 6.1.
Proof. Define an auxiliary approximation Y (T ) to Y (T ) by
Due to Lemma 2 in [11] , 5) so that it remains to verify
Put µ = µ · T as well as s ℓ = ℓ/ν and
for ℓ = 0, . . . , ν. First we assume µ/ν ≤ 1. Clearly,
for x ≥ 0 as well as
This implies
as well as
for ℓ ∈ {0, . . . , ν − 1}. Hence
(6.14)
Next, we consider the case µ/ν > 1. Then
Furthermore, We provide upper and lower bounds for B(K) in the cases d = 1 and d = 2. Put 
