This paper summarizes the results of a signal taxonomy study of gamma ray burster (GRB) data acquired with sensors on board the Pioneer-Venus Orbiter (PVO) spacecraft.
INTRODUCTION
GRE events produce large fluxes of gamma rays with durations of seconds to minutes. To date, no optical, radio, or infrared source has been unequivocally associated with a GRE event, and few GRE events have ever been observed to repeat. The true nature of GRBs is still unknown, and several competing theories exist.la.3 A fundamental point of contention among such theories is the true location and spatial distribution of GREs. Are the sources of the GRE events located in our own galaxy, the Milky Way, other galaxies, or both? The primary purpose of this particular project is to use ANNs to perform signal taxonomy on the GRE database to determine if unique classes or types of GREs exist. If different types of GREs are discovered in the database, the differences may correlate with their position or source characteristics.
The data used in this study consist of time histories (amplitude vs time) for 99 of the brightest GREs collected by the gamma ray detector on board the Pioneer-Venus Orbiter (PVO) spacecraft. Launched in 1978, this spacecraft orbited Venus and successfully collected omnidirectional gamma ray amplitude data on GREs for a number of years. Spectral information in four different energy bands was also obtained. Several examples of GRE time histories are shown in The remainder of this paper will describe the feature extraction and signal taxonomy procedures used to analyze the database. Results of these algorithms will also be presented along with some speculations as to the meaning of the results.
FEATURE EXTRACTION
The first step in any signal taxonomy task is to identify a set of signal characteristics, or features, that will be used to characterize the signal data. Selection of these features is quite important since the overall performance of the signal taxonomy algorithm depends heavily on which features are used. To provide the most taxonomic information, the features should correlate to some physical characteristic of the signal source. Additionally, if the signal taxonomy procedure is to be able to distinguish between different types of signals, then the features selected should exhibit good dynamic range across the database.
In the current work, GRB categorization, we have at least theoretical models for the production of GRBs. This allows us to initially identify characteristics of the GRBs that relate directly to the physical processes that are hypothesized to generate GRBs. Beyond this a priori knowledge, there are many other analysis procedures that generate features that may be useful for GRB categorization (cepstrum analysis, wavelet transform analysis, etc.). However, if one of these techniques provides good categorization, then one is faced with having to determine how that derived feature correlates with the physical characteristics of the signal sources.
In conjunction with Mike Meier, Ed Fenimore, Cheng Ho, and Richard Epstein from the Astronomy and Astrophysics Group at Los Alamos National Laboratory, a group of GRE features to be used for the taxonomy were fomiulated. These features are listed in Table 1 , and when they are computed for each of the GRB in the database, the collection of features represents the 26-dimensional feature space within which the signal taxonomy neural network will operate. Most of these features can be associated directly with some characteristic of the GRB, such as duration, peak count rate, and gamma ray spectrum hardness. On the other hand, a number of the features, such as the number of zero crossings in the wavelet transform and the fractal dimension of each signal, probably cannot be easily related to the physical mechanism that produces the GRB, but do provide a good characterization of the overall appearance of the GRB.
It should also be noted here that not all of these selected features will necessarily provide optimum separability of the signal categories. Part of the signal taxonomy procedure is to identify which of the selected features are most important in the categorization process. As a check on the dynamic range of each of these parameters over the GRB database, histograms for each were generated, some of which are displayed in Figures 5-8. In the histograms, we primarily look for the features that exhibit good dynamic range across the database of signals. Almost all the selected features exhibit relatively good dynamic range across the signal database. In addition, two-dimensional "slices" of the 26-dimensional data space occupied by the GRB data were generated to allow a quick search for obvious correlations between features and obvious clustering. Examples of these plots are shown in Figures 9-12. Such plots are generally not useful in and of themselves, since true correlations may exist between more than two features. However, they can provide some insight into the intrinsic structure of the feature space, which aids in identifying features for analysis by the taxonomy network. 3. GRB TAXONOMIC ANALYSIS Figure 13 shows the network used to perform the taxonomy analysis of the GRB data. This network is similar to that described by Pao' with the exception that additional utilities have been added to assess the separability of the extracted classes. The purpose of this network is to use the selected feature set and group signals with like characteristics together. At the start, the first signal seen by the network is assumed to represent the first class, or type, of GRB. Then, subsequent signals are presented to the network and compared with the first prototype. If the next signal is sufficiently similar in characteristics to the first signal, then that signal is added to the first class. If the second signal is sufficiently different from the first, then that signal is used to start a second class, or prototype. Processing continues in this fashion throughout the data set. Each time a signal is presented to the network, it is either added to an existing class or is used to start a new class.
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The resolution of this taxonomy network is tuned via the vigilance (vigil) parameter. The vigilance parameter is basically a threshold or measure of how similar two signals have to be before they are considered to be of a similar type. With the vigilance parameter set relatively low (numerically small), many classes possibly containing only one signal per class may be formed. At the other extreme, with the vigilance parameter set relatively high (numerically large), all the signals may be placed in a single category. In the particular network used for the GRE taxonomy, the optimum value of the vigilance parameter is determined by making multiple (10-20) taxonomy runs, each with a different value for the vigilance. The best value is then determined by interpreting several separability measures that provide a numerical description of how separated the classes are in N-dimensional space. Often, as the vigilance parameter is changed from small to large values (or vice versa), maxima in the separability measures occur that determine that value of the vigilance that produces the maximum separability between classes.
As mentioned earlier, one must decide which parameters to use for the taxonomy, realizing that not all the parameters, and not all combinations of parameters, will necessarily provide good separability among the classes. Since we have established a total of 26 parameters for the GRE data, and this allows for more than 250 parameter combinations to be tested, we selected a limited number of parameter combinations to test. Initially, we performed an analysis with all 26 parameters to determine the dynamic range of each parameter across the entire data set. This allowed us to rank each parameter according to its displayed dynamic range. These ranks are listed in Table 1 . Parameters that exhibited a large dynamic range were assigned a rank of 3 since they are typically best for signal taxonomy. Those parameters that exhibited the smallest dynamic range were assigned the lowest rank of 1 since they essentially have the same value for all the signal data and hence provide little or no differentiation between signal types. A ranking of 2 represents "moderate" dynamic range.
Once the initial analysis was completed and rankings were assigned, four subsets of the 26-parameter set were analyzed. Each of those subsets, and the results from the taxonomy analysis, are described below. This set consisted of the nine parameters that exhibited the poorest dynamic range across the GRB data set. As a result, we did not expect to see particularly good separability. This run produced an optimal value for the vigilance parameter of 0.65, which generated three main classes with an average normalized transformed distance (ANTD) of 0.976. Since the ANTD can take values between 0 (no separability) and 2.00 (maximum separability), the results from this run represent a moderate level of separability between the three identified classes.
3.2. Parameter set #2 -all parameters with a ranking of 3
This subset of parameters consisted of the four parameters that exhibited the largest dynamic ranges. As a result, one might expect to see good separability here, but only if the classes actually occupy significantly different regions of parameter space. In this case, the taxonomy network identified an optimal vigilance parameter of 0.60, which produced three main classes with a separability of 0.853. Again, this value for AN1D represents moderate separability. However, these classes must significantly overlap in this particular four feature space across their dynamic ranges so that separability is not as high as one might expect.
3.3. Parameter set #3 -all parameters with a ranking of 2 or 3
Since the separability was not all that good in the previous taxonomy runs, the next parameter set chosen incorporated all "2" and "3" ranked parameters. This produced a 17-parameter subset that identified an optimal value of 1.30 for the vigilance parameter. This in turn generated two main classes with one less populated class. The ANTD in this case was 1.21, which is relatively good separability. As a result, we took the analysis of this parameter set one step further and used the taxonomy results to further refine the selection of parameters. To do this, we calculated the standard deviation of each parameter over the class centroids determined by the taxonomy network We then kept those parameters that exhibited relatively large standard deviations (0.25-0.35 compared with 0.04-0.12) and again performed the signal taxonomy with those parameters. As a result, 9 of the original 17 parameters (3, 4, 14, 18, 19, 20, 21, 22, 26) were used to reanalyze the GRB database. In this case, the best separability (AN11)=l.23) was obtained for a vigilance value, which produced one main class with a smaller, less populated class.
In general, all of these results so far seem to indicate an intrinsic dimensionality of two or three for the GRB database. In particular, the last parameter subset tested seems to imply a single large or bifurcated category (classes 1 and 2 below) of GRB containing roughly 90% of the GRB database, with a much smaller category (class 3 below) of GRB containing about 8%-9% of the database. The parameter centroid values for each of the classes are listed in Table 2 with the population of each class listed in parentheses next to the class title. 3.4. All the "physics" parameters selected by SST-9
In the course of performing the previous taxonomy runs, a subset of parameters was selected that provided us with relatively good separability. A closer examination of the particular parameters selected, however, will reveal that the majority of the selected parameters are based on some "shape" characteristic of the GRB signals (primarily wavelet transform zero-crossings and cepstrum slope). As a result, we decided to run the taxonomy analysis once again, only this time using the 14 "physics-based" parameters provided by the Los Alamos National Laboratory scientists based on their knowledge of GRB data. Here again, the taxonomy routine identified an optimal separability for two main clusters with one smaller cluster. The parameter centroid values for each of the classes are listed in Table 3 
SUMMARY
Using the GRB database from the PVO, we identified a total of 26 signal characteristics that were used with a neural network-based signal taxonomy program. This program used the identified signal characteristics and searched for correlations among the signals contained in the database.
The self-organizing neural network used in this analysis has revealed an intrinsic dimensionality of 2 or 3 in the database. That is, it appears as though 2 or 3 distinct types of GRE may exist. In particular, two of the classes contained roughly 90% of the signals in the database of GRB signals. These two classes are similar in characteristics but are still sufficiently distinct to form separate categories. The third class of GRB is dcfmitely distinct from the first two.
At this time, we cannot know what this apparent class distinction means. Each GRB class may represent a different fonnation mechanism, or they may represent modifications of a common mechanism. Additional data along with spatial distribution information on each of the identified classes will help to answer this question. Such data are now available from the Gamma Ray Observatory (GRO) being flown by NASA. The gamma ray instrument on board the GRO is considerably more sensitive than that on the PVO and provides directional information, whereas the PVO provided relatively none. The GRO will thus provide critical information on the intensity and spatial distribution of GRE events.
Coupled with our current results from this current analysis, the GRO data may provide the best opportunity yet to determine the true nature of GRE events.
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