Low-rank approximations which are computed from selected rows and columns of a given data matrix have attracted considerable attention lately. They have been proposed as an alternative to the SVD because they naturally lead to interpretable decompositions which was shown to be successful in application such as fraud detection, fMRI segmentation, and collaborative filtering. The CUR decomposition of large matrices, for example, samples rows and columns according to a probability distribution that depends on the Euclidean norm of rows or columns or on other measures of statistical leverage. At the same time, there are various deterministic approaches that do not resort to sampling and were found to often yield factorization of superior quality with respect to reconstruction accuracy. However, these are hardly applicable to large matrices as they typically suffer from high computational costs. Consequently, many practitioners in the field of data mining have abandon deterministic approaches in favor of randomized ones when dealing with today's large-scale data sets. In this paper, we empirically disprove this prejudice. We do so by introducing a novel, linear-time, deterministic CUR approach that adopts the recently introduced Simplex Volume Maximization approach for column selection. The latter has already been proven to be successful for NMF-like decompositions of matrices of billions of entries. Our exhaustive empirical study on more than 30 synthetic and real-world data sets demonstrates that it is also beneficial for CUR-like decompositions. Compared to other deterministic CUR-like methods, it provides comparable reconstruction quality but operates much faster so that it easily scales to matrices of billions of elements. Compared to sampling-based methods, it provides competitive reconstruction quality while staying in the same run-time complexity class.
Introduction
Low-rank approximations of data matrices are an important tool in data mining. They allow for embedding high dimensional data in lower dimensional spaces and can therefore mitigate effects due to noise, uncover latent relations, or facilitate further processing. These properties have been proven successful in applications areas such as bio-informatics, computer vision, text processing, recommender systems, social network analysis, among others. A well known low-rank approximation approach consists in truncating the Singular Value Decomposition (SVD), which expresses the data in terms of linear combinations of the top singular vectors. While these basis vectors are optimal in a statistical sense, the SVD has been criticized for it is less faithful to the nature of the data at hand. For instance, if the data are sparse the compressed representations are usually dense which leads to inefficient representations. Or, if the data consists entirely of non-negative vectors, there is no guarantee for an SVD-based low-dimensional embedding to maintain non-negativity. Nevertheless, data analysts often tend to assign a "physical" meaning to the resulting singular components. Such reification, however, must be based on an intimate knowledge of the application domain and cannot be justified from mathematics.
A way of circumventing these problems consists in computing low-rank approximations from selected rows and columns of a data matrix [15] . Corresponding approaches yield interpretable results because they embed the data in lower dimensional spaces whose basis vectors correspond to actual data points. They are guaranteed to preserve properties such as sparseness or nonnegativity and enjoy increasing popularity in the data mining community [3, 11, 12, 17, 21, 22, 26, 28] where they have been applied to fraud detection, fMRI segmentation, collaborative filtering, and co-clustering.
The idea of selecting suitable rows and columns for low-rank matrix approximations has a venerable history in linear algebra [5] . Recent deterministic algorithms include a quasi-Gram-Schmidt method [1] , the CGR decomposition [15] , or a greedy, SVD-based method [7] . Unfortunately, current deterministic approaches quickly become infeasible if there are a very large number of data points. When dealing with today's large-scale data sets, many data mining practitioners therefore often abandon deterministic approaches and resort to randomized approaches. However, huge data such as collections of online books at Amazon TM , image repositories at Flickr TM or Google TM , or personal health records [16, 19, 23, 24, 29] are becoming ever more common and thus pose a challenge to research on interpretable matrix factorization.
Informed sampling strategies mark a middle ground. Approaches that rely on probability distributions which depend on the statistical leverage, i.e. the top-k singular subspace of a matrix [22] , or the Euclidean norm of rows and columns [9, 26] were introduced under the name CUR decomposition. As the CUR decomposition relies on informed row-and column-sampling strategies, it can scale to large data but only if statistical leverage is consider for k being rather small since the CUR algorithm involves computing the SVD of a matrix. In order to balance the tradeoff between computation time and approximation accuracy, the work in [4] recently proposed a hybrid approach where candidate columns are sampled from a data matrix and a deterministic algorithm is applied to finalize the selection of basis vectors for low-rank approximation. While this guarantees applicability to large matrices, the resulting factorizations often are of lower quality than those of recent deterministic methods [7] .
Contribution Our main contribution in this pa
per is to demonstrate that deterministic CUR-like approaches can scale well, too, and therefore provide an alternative to sampling-based matrix factorization techniques. We introduce an algorithm for large-scale deterministic CUR (LS-DCUR) that is almost as efficient as norm-based sampling methods and as accurate as most recent deterministic techniques. To best of our knowledge, it is the first deterministic approach to row-or column selection that scales well to matrices of billions of entries.
Considerable speed up is due to incorporating a recent deterministic column selection approach called Simplex Volume Maximization [27, 28] . Similar to previous work [7, 15] , Simplex Volume Maximization casts the optimization problem that governs row-and column selection as a volume maximization problem. In contrast to previous work, our approach does not require projections of the top-k singular vectors or other equally demanding intermediate computations. Instead, Simplex Volume Maximization applies techniques from the field of distance geometry [2] and relies on iterative distance computations only.
Properties of LS-DCUR
Computing the LS-DCUR decomposition of a given data matrix requires efforts that are only linear in the number n of data; as the algorithm mainly consists of distance computations and linear passes over the data, the effort for computing k basis vectors is O(kn) where k n. As LS-DCUR is deterministic, it will always produce the same set of basis vectors for a fixed k and a given data matrix.
Other favorable properties of LS-DCUR become apparent from comparisons to related methods. For example, sampling based on the Euclidean-norm of column vectors is not applicable to data matrices whose columns are of unit norm as the corresponding probability distribution would be uniform. Methods based on the statistical leverage are applicable to unit-norm columns but do not scale well to matrices of many columns. LS-DCUR, however, applies to unit-norm columns and scales to very large matrices. Moreover, LS-DCUR is suitable for parallelization on distributed file systems such as the MapReduce framework [8] . As it only requires computing the distance to latest selected row or column, it is straightforward to implement the algorithm in a distributed manner such that it becomes possible to handle data matrices that exceed the storage capabilities of a single hard disk. While this is also true for methods relying on norm-based sampling, it becomes obviously more involved if these methods require computing the top-k singular vectors of a data matrix.
Empirical Evaluation
In order to empirically validate the proposed approach to a deterministic CUR decomposition, we experiment with more than 30 synthetic and real-world matrices covering a wide range of mid-and large-scale as well as dense and sparse matrices. It shows that the proposed selection strategy achieves: (a) reconstruction accuracies similar to the most recent deterministic methods [7] when applied to small-or mid-size matrices, (b) significantly higher reconstruction accuracies than random selection strategies when applied to for large matrices, (c) run-time characteristics similar to the fastest possible random selection strategies. These benefits also become visible in an ongoing investigation of an approximation of co-clustering, i.e. the simultaneous clustering of columns and rows of a matrix. Initial results on the 20 Newsgroup data set, which consists of 100 words across 16, 242 documents in four categories, are promising. LS-DCUR achieved a document categorization accuracy of 0.58 ± 0.05 averaged over 10 reruns of the information-theoretic coclustering method, while a randomized approach with 100 random restarts reached 0.45 ± 0.03.
Algorithm 1: Main steps of CGR/CUR
Input: Matrix X ∈ R m×n , integer c, r Select c columns from X and construct 1 C ∈ R m×c ; Select r columns from X T and construct
Moore-Penrose generalized inverse of the matrices C and R; Return C ∈ R m×c , U ∈ R c×r , R ∈ R r×n 4
Overview
We proceed as follows: in the next section we review the CUR decomposition and deterministic selection methods. Then, Sec. 3 introduces our novel approach to large-scale deterministic CUR and Sec. 4 discusses details as to its properties. In Sec. 5, we present our experimental evaluation. Before concluding, we discuss application scenarios and explain when and why the suggest algorithm is particularly useful and actually outperforms existing methods.
CUR Decomposition
The CUR decomposition attempts to select a number of rows and columns from a real valued m × n matrix X such that it can be accurately approximated as a weighted product of the rows and columns. That is, if C m×c is a matrix of c columns selected from X, R r×n is a matrix of r rows selected from X, and U c×r is c × r matrix of weights, then, X = CU R is a CUR approximation to X. In order to determine suitable factor matrices C and R, one commonly seeks to minimize the residual X − CU R . The weighting matrix U can be computed as C + XR + where C + and R + denote the pseudo-inverse of C and R, respectively. Algorithm 1 summarizes the main steps of traditional CUR; for this paper, the two selection steps are of primary interest.
Minimizing the residual X−CU R is, alas, a nontrivial problem. It is a special case of the column subset selection problem (CSSP) where one seeks to select a set of columns from a matrix which capture as much information as possible and accurately approximate the original matrix [4] . Most deterministic selection methods applicable to CUR decompositions originate from considering the CSSP. A simple solution would be to consider all possible combinations of columns and choose the combination that leads to the most accurate approximation. However, this would lead to combinatorial explosion and it is obvious that brute force approaches like this do not apply to large data sets.
Algorithm 2: CUR with importance sampling based on the Euclidean-norm of columns (rows sampling works accordingly).
Return W ∈ R m×k 5 2.1 Importance Sampling (CUR-SL/CUR-L2) One way of avoiding combinatorial explosion is to consider randomized selections of rows and columns. A corresponding, popular selection method for CUR decomposition applies importance sampling. That is, one computes an importance score for each column (or row) and samples columns (or rows) according to their distribution of scores. Two scores are commonly used, one is based on the Euclidean norm of row or column vectors (CUR-L2), the other is based on the statistical leverage (CUR-SL).
Norm-based scores, for instance for column X t of matrix X are given by
i,j ; the corresponding algorithm is summarized in Alg. 2. Various extensions to this method have been proposed. For example, the approach in [26] further reduces computation times by avoiding to repeatedly sample the same row (or column).
Scores based on statistical leverage, say of columns, require to compute the top-k left singular vectors V k×n of X. Then, the statistical leverage score π t for a particular column X t is computed by summing over the rows of the singular vectors, i.e.
The π t form a probability distribution over the set of columns where columns that capture more dominant parts of the spectrum of X are assigned a higher probabilities [22] .
Randomized approaches are easy to implement and have been shown to work well in many practical applications. However, they also suffer from various shortcomings. On the one hand, norm-based importance scores cannot be applied to matrices of normalized rows or columns as score distributions would become uniform. In addition, they do not necessarily provide sufficient coverage of the data space because a corresponding criterion is not build into the selection process. On the other hand, methods based on the statistical leverage do not scale well to very large matrices because computing their top-k singular vectors scales quadratically with k and linearly with the dimensions of rows and columns and special care has to be taken e.g. when scaling them Figure 1 : Often, deterministic methods iteratively select data points or matrix columns in a Gram-Schmidt like manner. (a) the first selected sample has the highest norm; (b) the second selected sample is maximal among the data projected onto the subspace perpendicular to the already selected sample.
to massive graphs [18] . Most importantly, the resulting approximation accuracy often proves to be inferior to deterministic methods [7] .
Deterministic Selection (DCUR)
Recent years have seen an increased interest in deterministic selection strategies for the column subset selection problem (CSSP) and many different methods have been proposed [4] . They were shown to work well for smaller data sets where they often outperform randomized selection strategies [7] . Due to their computational complexity, however, they do not apply to large matrices.
At this point, it is worthwhile to point out certain geometric properties of the column subset selection problem. It was shown that an appropriate way of finding a good subset for the CSSP consists in selecting a number of columns such that their volume is maximal. This criterion is also referred to as maximum volume (Max-Vol) criterion [6, 13, 14] . Consequently, a good subset is one that maximizes the volume of the parallelepiped, i.e. the value of the determinant, spanned by the selected columns. In other words, given an m × n matrix X, we may select k of its columns such that the volume V ol(C) = |det C| is maximized, where the m×k matrix C m×k contains the selected columns. Thus, instead of minimizing a norm to accomplish suitable CUR decompositions, we may just as well seek a selection of k columns or rows such that the corresponding volumes |det C| and |det R| are maximal.
The Max-Vol problem is provably NP-hard [6] . Therefore, approaches other than greedy (or deterministic) algorithms quickly become infeasible. Yet, as we shall see, considering the Max-Vol problem allows us to employ a highly efficient deterministic selection method that was recently derived from principles of distance geometry. In the following, we review this algorithm, show how to adapt it to the problem of CUR decompositions, and relate it to a recent deterministic method introduced in [7] to which we will refer to as Greedy in the following.
Large-scale Deterministic CUR (LS-DCUR)
The basic idea of many greedy deterministic selection strategies such as the one in [7] is to iteratively select rows or columns such that they minimizes the residual after projection onto subspaces orthogonal to already selected prototypes (see Fig. 1 ). In the following, we introduce an efficient approximation to deterministic, projective selection methods. The rather expensive projection step can be efficiently dealt with if the Max-Vol criterion is considered in the context of distance geometry [2] . To this end, we transfer the Max-Vol criterion from maximizing the volume of a parallelepiped to maximizing the volume of a simplex. This allows us to adapt a recent efficient algorithm for simplex volume maximization [28] to matrix factorization based on selections of rows and columns.
For a subset C of k columns from X, let ∆(C) denote the k-dimensional simplex formed by the columns in C, the volume of the simplex is given by Vol(∆(C)) = , 0) ) is proportional to the volume |det C| of the corresponding k-parallelepiped. Thus, transferring the maximum volume problem to simplices introduces an alternative objective function that is well-grounded in distance geometry. Seen from this point of view, the volume of the k-simplex is
Here, det A is the the Cayley-Menger determinant [2] given by
. . . 0 where d 2 i,j is the squared distance between vertices or columns i and j of C and ||c i || 2 denotes the squared Euclidean norm of the i-th selected column.
Next, we will see that, since this distance geometric formulation is entirely based on vector norms and edge lengths, it allows for an efficient, greedy selection algorithm.
Finding a globally optimal subset C that maximizes Eq. (3.1) requires the computation of all pairwise distances among the columns in X. For large data sets, this is ill-advised as it requires efforts of O(n 2 ) where n is the number of data samples. Eq. (3.1) allows us to devise an iterative, approximative procedure with efforts of O(kn) which determines a set of k basis vectors that maximize the volume of the simplex. Given a simplex S consisting of k − 1 vertices, we seek a new vertex
2 . If a number of vertices has already been acquired in a sequential manner, the following theorem can be proven assuming that the vertices are equidistant: Theorem 1. ( [28] ) Let S be an (n − 1)-simplex. Suppose its vertices w 1 , . . . , w n are equidistant and that this distance is a. Also, suppose the distances between vertex w n+1 and the other vertices to be {d i,n+1 , . . . , d n,n+1 }, then the volume of S is determined by
From this, an iterative update procedure can be derived similar to the one in [28] . Note that, in contrast to [28] , we are considering CUR decompositions, so that we have to maximize the matrix volume Vol(∆(C, 0)) 2 k instead of the simplex volume Vol(∆(C)) 2 k . Furthermore, without loss of generality, we set d
we are only interested in finding the maximum rather than the exact value. This modification only impacts
changes the considered distances but does not alter the algorithm. We arrive at
Note that Theorem 1 assumes equidistant edge lengths a between the first k vertices. Generally, this is however not the case. The use of logarithmic scales considerably reduces the error introduced by this assumption as it effectively maps large distances to similar values and, in addition, provides numerically more stable implementations. Theorem 1, Eq. (3.2), and Eq (3.1) lead to Alg. 3. For the case of n = 1, i.e. for the first row or column to select, this basically yields the Euclidean norm v π = arg max k (log(d(0, c k ) )) = arg max k ||c k || where d(0, c k ) denotes the distance of c k to the origin. We note that the pairwise distances computed in earlier iterations can be reused in later steps. For retrieving k latent components, we need to compute the distance to all data samples exactly k times. The distances are computed with respect to the last selected basis vector. Large-scale Deterministic CUR (LS-DCUR) is more efficient than other deterministic methods as it supersedes the need for expensive projections of the data. Nevertheless, it aims for solutions that are similar to the Greedy algorithm as projections and orthogonality constraints are implicit parts of the distance geometric objective function. We also note that we introduced a small δ by assuming equidistant edge-length. As our experiments will show, this hardly impact the performance of our algorithm; on the contrary, it proves to be competitive in terms of approximation accuracy but is typically orders of magnitudes faster. Fig. 2 provides an illustrative example of how LS-DCUR determines a vertex m + 1 that maximizes the simplex volume given that m vertices have already been found.
Properties of LS-DCUR
In the following, we examine the proposed deterministic CUR approach more closely and compare its behavior to other deterministic or importance sampling methods.
Computational Complexity
Similar to other deterministic methods, the LS-DCUR algorithm is of linear time complexity. However, LS-DCUR avoids expensive projections or SVD computations and is therefore even faster than its competitors. For each selected column W * ,i we have to compute the distance d(W * ,i−1 , v j ), v j ∈ X only once. If we assume k basis vectors, this translates to O(kn). For k n, this results in linear time complexity O(n). The three simple additive operations in lines 12-14 of Alg. 3 do not majorize computation times for large n and conventional distance metrics. Moreover, computing distances of sparse vectors, for instance when decomposing sparse graphs, is very fast since this only scales with the number of nonzero entries rather than with the dimension of the data. Considering that CUR is often applied to sparse matrices, because, in contrast to the SVD, it preserves sparsity, this is an important aspect. For example, distance computations for the large graphs considered in our experiments did require only fractions of a second.
Traditional importance sampling procedures based on the Euclidean norm, too, can be efficiently implemented and only require m + n computations of norms for a matrix X m×n . However, it should be noted that in this case the arguably most expensive step of the CUR decomposition as outlined in Alg. 1 is the computation of the matrix U = C + XR + , since it involves two pseudo-inverses C + and R + . If the SVD is applied in this step, one ends up with a complexity of O(min(nk 2 , k 2 n)) for a matrix C m×k , R k×n . This cost can easily outweigh the costs for selecting rows and columns and also explains why LS-DCUR is in practice only slightly slower than random sampling. Compared to methods based on statistical leverage, it can be easily seen that these scale quadratically with k because computing statistical leverage score requires knowledge as to the top-k singular vectors. Especially for large data, where a possibly large number k of rows or columns are to be selected, the computational costs increase dramatically.
Selections
Importance sampling yields rows and columns that exhibit a large vector norm or have a high statistical leverage. LS-DCUR yields rows and columns that have (1) a large norm, (2) large pairwise distances, and that (3) are (almost) orthogonal. Similar to other deterministic strategies, the selected rows and columns are ordered. The implicit selection criteria (large norm, large distance, orthogonality) have two interesting implications: first, the risk of multiple selections of the same sample is negligible. Thereby, similar to CMD [26] , we reduce the size of the matrices C, R and decrease computation times for U (note that most available implementations of CUR already incorporate this step as did we in our experiments). Second, selection methods that apply importance sampling based on Euclidean are not applicable to matrices that consist of unit-norm vectors such as, for example, normalized Histograms. For LS-DCUR, this is only an issue for the first selected row or column, as later selections do not depend on the norm but rather on pairwise distances.
Interpretability and Data-space Coverage
As selections made by random and deterministic approaches always correspond to actual data samples, they are easier to interpret as, for example, SVD decompositions [22] . Additionally, for the deterministic case, the resulting selections are often polar opposites. Unlike in importance sampling, where selected vectors may be rather similar, this further increases interpretability as it accommodates human cognition. By focusing on extreme opposites, we enlarge the margin of what we know and in turn our chance to separate things. Similar to deterministic methods that aim for approximations of the top-k singular vectors, we also obtain a potentially better coverage of the complete data space.
Parallelization
The strictly sequential nature of LS-DCUR makes it well suited for very large data since it admits for parallelization. For example, using the MapReduce framework [8] on a distributed file system, the algorithm scales almost linearly with the number of nodes. Adapting the algorithm to a distributed file system is trivial as most computation time is spent on distance computations which are easy to parallelize. Note that in order to provide a fair comparison of methods, we did not use our own MapReduce implementation or any other form of parallelized processing in the experimental section. 
Experiments
Our intention in this section is to investigate the following questions pertaining to LS-DCUR factorizations:
Q1 How does the presented large-scale deterministic CUR approach compare to the most recent deterministic methods for small/mid-size matrices?
Q2 How does the presented selection scheme compare to importance sampling methods for large matrices?
Ideally, for small to mid-size matrices, LS-DCUR would show an accuracy comparable to recent deterministic methods and comparable run-time performance but higher accuracy than importance sampling methods. We compare LS-DCUR against CUR-L2 (Euclidean-norm based selection), CUR-SL (statistical leverage based selection), and Greedy (a recent deterministic selection method that was shown to exceed various other methods [7] ). To provide a fair comparison, we incorporate several extensions into the importance sampling based methods: both CUR-L2 and CUR-SL use the extensions proposed for CMD [26] and, in both cases, we sample exactly the same number of unique rows and columns as in the case of LS-DCUR and Greedy (double selections do not count as a selected row or column). For methods requiring computation of the top-k singular vectors (CUR-SL, Greedy), we specify a reasonable k. As setting it to the actual number of sampled rows and columns is not advisable, we follow the suggestion of [22] and over-sampled k; various experimental runs show that setting k to ≈ 4 5 of the number of row and column samples provides a convenient tradeoff between run-time performance and approximation accuracy; note that LS-DCUR does not require any additional parameters apart from the number of desired rows and columns. All tested methods were carefully implemented in Python/Numpy taking advantage of standard Lapack/Blas routines and the Arpack library as a sparse-eigenvalue solver. All experiments were carried out on a standard desktop computer using a single core and we refrained from using the aforementioned parallelized implementation of LS-DCUR for fair comparison 1 . In every experiment, we compute the relative error and computation time in seconds. Specifically, let the sum of squared errors be defined as SSE = i,j (X i,j − CU R i,j )
2 . The relative SSE is then defined as relative SSE = SSE/ i,j X 2 i,j . The computation time includes the selection process as well as the computation of the matrix U since it is an integral part of a CUR decompositions an in any case is needed for computing the error (this includes computation of the pseudo-inverse matrices C + , R + ). Computation of U usually majorizes the computation time for all methods compared here. Note that, unlike e.g. in [26] , in order to provide a fair comparison we do not compute the space requirements as we made sure that each method selects the same number of unique rows and columns. This actually favors randomized methods and has to be enforced for CUR-L2 and CUR-SL.
Accuracies and processing times for the randomized approaches are averaged over 3 runs for very large matrices (more than 50, 000 rows or columns), and 10 runs for smaller matrices (up to 50, 000 rows or columns). For very large matrices, we decided to skip Greedy and CUR-SL as the selection of only a few row or columns 1 The source code used in our experiments has been made available at http://code.google.com/p/pymf/.
was already too time consuming. Note that the experimental design actually favors CUR-L2/CUR-SL. Realworld applications of importance sampling based CUR decompositions often require to sub-sample row and columns several times in order to achieve a sufficient performance. The methodology in [11] follows this strategy for co-clustering large-scale matrices, and [7] incorporates the increased runtime for sampling methods into their comparison of various methods. Thus, for any serious practical application, the computation time for CUR-L2/CUR-SL can be much higher than the numbers reported in the following.
We considered various standard synthetic-and realworld data sets, consisting of both dense and sparse matrices of various sizes. Specifically, w.r.t question Q1, we considered the task of image compression using a standard benchmark image and three standard synthetic matrices (see e.g. [7, 25] ). The first matrix is a 1000 × 1000 matrix with random values sampled from a standard normal distribution with zero mean and unit variance (labeled standard normal ). The second matrix is a 200 × 200 matrix and presents a smooth function where each entry x i,j = 1/(i s + j s ) 1 s with s = 2 (labeled smooth). The third matrix is is a 500 × 500 scaled random matrix, with each element sampled from a random unit variance and zero mean distribution and scaled by (20 ) i n where is the machine precision (labeled scaled ). Addressing question Q2 is the primary scope of this paper. Here, we consider several real-world data sets. The first collection consists of publicly available real- Figure 5 : Results on sparse, real-world graphs. The goal is to achieve a high accuracy (good approximation), and low computation times (computation time uses a logarithmic-scale on the y-axis). Each plot varies the number of selected rows/columns from 100 to 1000, results for the randomized methods CUR-L2, and CUR-SL are averaged over 10 (3 for the larger graphs) runs. Overall, LS-DCUR compares favorably to both methods in terms of accuracy and runtime, especially considering that it is a deterministic approach that does not rely on sampling.
world large-scale graphs 2 , represented as sparse adjacency matrices. The smallest graph (Collaboration net. of Arxiv General Relativity) has 5.242 nodes and 28.980 edges whereas the largest graph (Amazon product copurchasing network from June 1) has 403, 394 nodes and 3, 387, 388 edges. To demonstrate the principal suitability of LS-DCUR for processing very large, dense matrices, we consider a data set of 80 million Google TM images [29] . Viewing each image (represented as a vector of gist descriptors) as a column, this results in a gigantic matrix containing 3072 · 10 7 elements. Figure 4 presents further results for all four considered data sets for varying choices of parameters. It can be seen that deterministic methods outperform randomized approaches with respect to reconstruction accuracy. In terms of runtime performance, CUR-L2 is usually faster than the other methods. Due to the small size of the considered matrices, the mandatory computation of the top-k singular vectors for CUR-SL and Greedy only slightly lowers the (overall convenient) runtime performance. Nevertheless, most of the time, LS-DCUR outperforms Greedy, and CUR-SL with respect to computation time. To summarize, these results empirically validate that, with respect to accuracy, LS-DCUR comes close to the performance of Greedy when decomposing smaller, dense matrices. At the same time, it requires significantly lower computational costs.
Results Q2 (Large Matrices):
Our experimental results are summarized in Fig. 5 of a very large number of extremely sparse rows and columns and there are only very few rows and columns with actual content. For example, for the Email-EU graph, about 1000 columns account for 75% of the total content of the 265,214 columns. Obviously, these kind of structures are extremely well suited to CUR-L2 as the selection probability for the vast majority of rows and columns is ≈ 0. Finally, we investigated the scalability of LS-DCUR to the gigantic matrix of 384 × 80.000.000 elements containing 80 million images. Here, we only explored the runtime performance of the selection of LS-DCUR. On a single core standard desktop computer, it took about 4 hours to extract a single row or column sample. On a 32 node Hadoop cluster, however, it took only 6 minutes to select one particular row or column.
Discussion
Summarizing our results, an extensive empirical evaluation showed that LS-DCUR can outperform standard importance sampling methods such as CUR-L2 or CUR-SL on large, real-world matrices. Gain in performance was observed for both reconstruction accuracy and runtime. Note that due to the anticipated excessive computational costs and long runtime for the large matrices considered to answer question Q2, we did not compare to other deterministic methods. Nevertheless, we should point out that, for Table 2 : Average differences of the relative accuracy and computation time in seconds measured between LS-DCUR and CUR-L2, CUR-SL. Negative values for the accuracy indicate a better reconstruction for LS-DCUR, positives values for runtime indicate a faster processing for LS-DCUR. Significant differences (paired t-test at p = 0.05) are indicated using a bullet •; insignificant ones are shown using a circle •.
the small-scale matrices considered in our experiments, the deterministic Greedy algorithm we considered in answering question Q1 provides a slightly higher accuracy than LS-DCUR. However, this is well in line with the goals of the introduced LS-DCUR algorithm which primarily targets very large matrices. Compared to sampling approaches, the rapid selection and high reconstruction accuracy of the LS-DCUR algorithm make it a good candidate for smaller matrices, too.
Our experiments also demonstrated that deterministic and sampling-based selections of rows and columns might be useful for different situations. For example, when selecting only a small amount of rows and columns from a very large sparse matrix, importance sampling shows a similar or sometimes higher accuracy than LS-DCUR. We attribute this to fact that the probability for picking orthogonal vectors increases with the size of the matrix and the degree of sparsity. In situation like these, one therefore does not explicitly need to enforce orthogonality or, for the case of LS-DCUR, large pairwise distances, since they will result implicitly.
Conclusion
As very large data matrices have become a commodity in scientific and economic applications alike, there is an increasing demand for low-rank approximations techniques that cope with massive data sets. Recent interpretable approaches that select rows and columns are either deterministic and apply only to smaller matrices or follow a randomized selection procedure and scale to larger matrices. In this paper, we showed that deterministic approaches, too, can scale to huge data matrices. We adopted a selection method that is based on principles from distance geometry and introduced the first deterministic selection method that scales well to matrices with billions of entries. Our extensive empirical evaluation revealed that the resulting Large-scale Deterministic CUR approach essentially combines the benefits of existing deterministic and randomized CUR approaches: it yields deterministic selections of rows and columns and provides high reconstruction accuracies at low computational costs. Thus, LS-DCUR should be of considerable interest to the data mining practitioner.
There are several interesting directions for future work. A straight forward speed-up of the proposed algorithm would result from using approximate distances which would no longer require access to all matrix entries. With respect to practical applications, we are currently adopting LS-DCUR to co-clustering problems [11] . Employing LS-DCUR within challenging applications such as segmentation of fMRI data or topic models for text collections with billions of data points are other promising scenarios. Already, we recently applied deterministic column selection to the problem of identifying relevant patterns in massive, hyper-spectral, high-dimensional sensor readings for plant phenotyping [10, 20] . Here a good selection after only a single run is crucial because reconstruction can take several days; the data matrix considered in [20] consists of more than 12 billion entries and is still growing. Therefore, a purely random selection is not an option. Finally, it is interesting to adopt LS-CUR to multi-view data and to data streams as well as to develop hybrid CUR approaches based on LS-DCUR.
