In this paper, we consider the problem of building models that have high sentiment classification accuracy across domains. For that purpose, we present and evaluate three new algorithms based on multi-view learning using both high-level and low-level views. Our experimental results present accuracy levels of 80% with two views, combining SVM classifiers over high-level features and unigrams compared to 77.1% for the state-of-the-art SAR algorithm [7] .
Introduction
Over the past few years, there has been an increasing number of publications focused on the classification of sentiment in texts. However, as stated in [1, 6, 2, 4] , most research have focused on the construction of models within particular domains and have shown difficulties to cross thematic spheres. Within this context, three main approaches have been tackled. The first one is to train a classifier on a domain-mixed set of data as in [1, 4] . The second solution is to propose high-level features, which do not depend so much on topics such as part-of-speech statistics or other semantic resources as in [6, 8] . In this case, high level representations do not reflect the topic of the document, but rather the text genre. The third solution is to propose multiview learning algorithms. The basic idea is to train at least two classifiers on one source domain and then update the set of labeled examples with new examples from a target domain when both classifiers agree on the class of the unlabeled examples. This process is then iterated until convergence. Within this context, [7] proposed a new algorithm for probabilistic multi-view learning, which uses the idea of stochastic agreement between views as regularization, called Stochastic Agreement Regularization (SAR). In parallel, [11] proposed a multi-view learning approach to improve the classification accuracy of polarity identification of Chinese product reviews based on translated English reviews. For that purpose, they use the co-training algorithm [3] with an agreement constraint combined with two SVM classifiers. In this paper, we propose to compare the SAR algorithm [7] with the co-training algorithm strategy constrained by agreement (i.e. a multi-view learning paradigm) as in [11] . Within this context, we propose three multi-view learning algorithms, which best one presents accuracy levels across domains of 80% compared to 77.1% for the SAR.
Characterizing Subjectivity
In many works [10] , low-level features (e.g. unigrams and bigrams) have been used to characterize subjectivity. In order to cross domains, [8] proposed to use high-level features, which are statistically relevant for sentiment classification. For that purpose, we used their 7 best features: proportions of affective words, semantically oriented adjectives, dynamic adjectives, conjecture verbs, marvel verbs, see verbs and the level of abstraction of nouns. For the unigram model, we used TF.IDF weights for all the lemmas withdrawing stop words. In all our experiments, one view is based on high-level features while the second view is based on low-level features, in particular unigrams as experiments with bigrams did not evidenced improved results.
Subjective/Objective Text Data Sets
To perform our experiments, we used three manually annotated standard corpora and built one larger corpus based on Web resources, which texts were automatically annotated as objective or subjective so that manual work was leveraged. The first data set is based on the MultiPerspective Question Answering (MPQA) Opinion Corpus 1 . Following the idea of [9] who propose to classify texts based only on their subjective/objective parts, we built a corpus of 100 objective (resp. subjective) texts by randomly selecting sentences containing only subjective or objective phrases. The second corpus (RIMDB) is the subjectivity data set v1.0 2 , which contains 5000 subjective and 5000 objective sentences collected from movie reviews data [9] . Similarly to the MPQA corpus, we built a corpus of 100 objective (resp. subjective) texts by randomly selecting only subjective or objective sentences. The third corpus (CHES) was developed by [5] who manually annotated a data set of objective and subjective documents 3 from newspapers. However, the MPQA, RIMDB and CHES are small collections of subjectivity labeled documents. Moreover, their construction is labor intensive as they have to be manually tagged by domain experts. To avoid this problem, we propose to compare Wikipedia and Weblogs texts to reference objective and subjective corpora and show that Wikipedia texts (resp. Weblogs) are representative of objectivity (resp. subjectivity) based on language modeling.
For that purpose, we downloaded part of the static Wikipedia dump archive 4 and automatically crawled Weblogs from different domains to gather two huge collections of texts. We then built two language models from these two data sets. So, our experiment aims at showing that the subjective part of the RIMDB 5 should be more probable than the objective part for the subjective language model (i.e. Weblogs), and vice and versa. This probability is transformed into perplexity (Px) and entropy (H) measures within the CMU-Toolkit 6 . The results are given in Table 1 for a trigram language model. To summarize the results, the trained model Wikipedia shows lower perplexity and entropy for the objective sentences than for the subjective sentences. The opposite happens when using the trained model Weblogs. As a consequence, our assumptions are confirmed as objective (resp. subjective) sentences are intrinsically closer to the Wikipedia (resp. Weblogs) model than subjective (resp. objective) ones. Based on this analysis, we are able to automatically build a subjective/objective data set of learning examples based on common sense judgments. For this study, we built the fourth corpus (WBLOG) by randomly selecting 100 objective and 100 subjective texts, respectively from all Wikipedia texts and all Weblogs.
at learning a compromise model of different views. A classical semi-supervised algorithm is the well-known cotraining algorithm [3] . [11] proposed a slight modification of the co-training algorithm by introducing an agreement constraint, which can be thought as a way of providing a multi-view learning approach. Within this context, new labeled examples are included in the set of labeled examples if all classifiers agree on their labels. As such, all classifiers tend to converge to a compromise learner. This is the definition of the multi-view paradigm. Different works have been proposed following this approach, but SAR [7] is certainly the best reference up-to-date for sentiment classification. [7] proposed the Stochastic Agreement Regularization (SAR) algorithm to deal with polarity cross-domain classification. In particular, SAR models a probabilistic agreement framework based on minimizing the Bhattacharyya distance between models trained using two different views. It regularizes the models from each view by constraining the amount by which it allows them to disagree on unlabeled instances from a theoretical model. Their co-regularized objective, which has to be minimized, is defined in Equation 1 where L i for i = 1..2 are the standard regularized loglikelihood losses of the probabilistic models p 1 and
The SAR Algorithm
is the expected Bhattacharyya distance between the predictions of both models on the unlabeled data, and c is the weighting constant of the agreement.
(1)
Merged Agreement Algorithms
In this section, we propose three algorithms based on the well-known co-training by introducing different agreement constraints. On the one hand, we know that high-level features provide strong opinion evidence across domains [8] . On the other hand, word-based models show remarkable results for in-domain classification tasks [9] . As a consequence, we expect that agreement between low-level classifiers and high-level classifiers may allow to self-adapt to new domains.
The MAA and BMAA Algorithms
The Merged Agreement Algorithm (MAA) is an adaptation of the algorithm proposed in [11] . It is based on the cotraining algorithm with agreement, but instead of just taking into account unlabeled examples with similar predictions from both classifiers to update the set of labeled examples such as in [11] , we impose that only the examples with highest confidence upon agreement are added to the labeled list. Basically, the MAA takes two main inputs: a set of labeled examples from one domain (L), the source domain, and a set of unlabeled examples from another domain (U ), the target domain. After training on L, both classifiers classify unlabeled documents from U . If both classifiers agree on their predictions, the unlabeled documents are added to an agree list for each classifier with the categorization label and the classification confidence. Finally, the P positive (subjective) and N negative (objective) documents with higher confidence values are transferred from the U to L.
It is important to point at the fact that the MAA algorithm may produce unbalanced data sets. Indeed, from both agree lists, we may update the labeled list with more positive examples than negative ones and vice and versa as classifiers may agree more on one class than another. As a consequence, we propose to modify the MAA algorithm so that it balances the parameter values P and N at each iteration. So, if the number of predicted subjective or objective documents is equal to 0, it is used as a stopping criterion. Otherwise, the minimum number of positive or negative new labeled examples is chosen to update L. We call this method the Balanced Merged Agreement Algorithm (BMAA), our second algorithm proposal.
The BMAADR Algorithm
With the MAA and the BMAA, the most confidently predicted P and N examples are selected to update L. However, we may update L with a positive example from one classifier H1, which agrees on the classification of the second classifier H2 but where the difference between each confidence is high. As a consequence, we may update L with examples where only one of the classifiers is very confident about the classification although they agree on the classification. The idea of this proposal is to measure an "average" confidence value for all examples for which there is agreement between classifiers so that the highest "on average" new labeled examples are added to L. For that purpose, after each classification on U , both agree lists are sorted by decreasing classification confidence. So, each document is located at one position in each agree list and we reckon a new position, which is the average of the positions of the document d in both lists. Finally, we sort the documents according to their new position and the best P positive and N negative examples are added to L keeping balance between data sets. This method is described in Algorithm 1 and called the Balanced Merged Agreement Algorithm Using Documents Rank (BMAADR).
Experiments and Results
In this section, we present the results obtained by using the multi-view learning techniques combining high-level and low-level features. First, we will present the results ob- L ← L ∪ {Balanced P positive and N negative examples with the lower rank from topAgreeList} 21: end for tained by the SAR algorithm, which will form the baseline and then compare these results with those obtained with the proposed MAA, BMAA and BMAADR algorithms. All experiments are performed on a leave-one-out 5 cross validation basis with SVM classifiers. In particular, we use the SVMlight package 7 for classification and the MontyTagger of the MontyLingua package 8 for part-of-speech tagging. To perform the experiments with SAR, we used two views generated from a random split of unigrams together with maximum entropy classifiers with a unit variance Gaussian prior. Indeed, the actual implementation of SAR does not allow to test it with different views but only with random subsets of views. To perform the experiments for MAA, BMAA and BMAADR algorithms, the first view is based on the seven high-level features expressed in section 2 and the second view, with the set of unigrams. As a consequence, we expect that the low-level classifier will gain from the agreements with the high-level classifier and will self-adapt to different new domains. The results are presented in Table 2 . In order to test models across domains, we propose to train different models based on only one do-main at each time and test the resulting unigram classifier over all other domains together. So, each percentage in Table 2 can be expressed as the average results over all data sets. As results differ at each iteration of the algorithm, we found important to illustrate the behavior of each classifier in Figure 1 in terms of accuracy along the different iterations. The MAA classifier improves its accuracy just in the first few iterations and then starts to loose in accuracy. This is mainly due to the fact that the unbalanced labeled examples impair the performance. In this case, the average accuracy across domains reaches 75.6% in the best case, which is worse than the SAR best performance of 77.1%. However, the BMAA and BMAADR show a different behavior as their accuracy decreases slightly between the sixth and eighth iterations and then remains almost constant for both classifiers. As such, they benefit of the agreement of both classifiers in the first iterations. The best accuracy is obtained by the BMAADR algorithm, which reaches an average accuracy of 80%, which outperforms SAR. Moreover, we see that automatically building a labeled data set, such as the WBLOG, can lead to interesting results as it shows the second best performance. The obtained results also show that SAR performs better in the cases of exclusively objective and subjective data sets (RIMDB and MPQA), while in the case of the other two data sets annotated at document level, the best classification accuracies are obtained by the BMAADR. As a consequence, we can say that the BMAADR algorithm is the best performing algorithm for real-world texts situations. 
Conclusions
In this paper, we proposed to use a multi-view approach to address the problem of cross-domain sentiment classification. For that purpose, we presented three different algorithms based on an adaptation of the co-training by introducing different agreement constraints following the idea of [11] . The results showed the effectiveness of the proposed approach by combining high-level and low-level features as two different views. In particular, the best results showed accuracy of 80% across domains with BMAADR compared to 77.1% for SAR, the reference in the field.
