In this paper some new concepts of dependence are introduced that generalize the concepts of positive and negative association. The new concepts of dependence are linked to the multivariate s-increasing convex order Mesfioui (2010, 2013)). Furthermore, a Kolmogorov-type inequality and a Hàjek-Rènyi inequality are proven that lead to an asymptotic result for these new random objects.
Introduction
Stochastic orders between random vectors have been studied extensively by various authors exactly because of their wide range of applications in several fields of probability and statistics. Some stochastic orders can be defined by reference to some class of measurable functions. Consider two n-dimensional random vectors X and Y. The random vector X is said to be smaller than the random vector Y in the * ordering associated to the class U
[n] * of real-valued functions defined on (a subset of) the n-dimensional real space R n if
E[g(X)] ≤ E[g(Y)] for all g ∈ U
[n] * .
Some of the most celebrated stochastic orders are the ones that involve convex functions. For example, in the case where U
[1] * includes convex functions, (1) defines the univariate convex order while if U
[n] * includes multivariate convex functions then the multivariate convex order is defined.
The directionally convex order can be defined in a similar way. Multivariate extensions involving convex functions can also be found in Denuit et al (1999) , Mesfioui (2010, 2013) while recently Sordo (2016) introduced a multivariate extension of the increasing convex order that can be used in the case where the components of the random vectors that are involved are heterogeneous. For an interested reader we refer the books of Shaked and Shanthikumar (2007) and Müller and Stoyan (2002) .
Let s = (s 1 , s 2 , . . . , s n ) be a vector of non-negative integers and S ⊆ R n . Let U s−icx (S ) be the class of all functions g : S → R such that 
where k i = 0, 1, . . . , s i , i = 1, 2, . . . , n, k 1 + k 2 + • • • + k n ≥ 1.
Consider two n-dimensional random vectors (X 1 , . . . , X n ) and (Y 1 , . . . , Y n ) valued in S . Denuit and Mesfioui (2010) introduced the concept of the s-increasing convex order as follows: For this new stochastic order Denuit and Mesfioui (2010) provided the following result (Property
2

ACCEPTED MANUSCRIPT ACCEPTED MANUSCRIPT
6.1(i)).
Lemma 2 Let (X 1 , . . . , X n ) and (Y 1 , . . . , Y n ) be nonnegative random variables. Then
for any non-negative function Ψ in U s−icx . In particular,
Denuit and Mesfioui (2013) generalized the above comparison for vectors of partial sums.
where
It is of interest to study whether the results of Mesfioui (2010, 2013) 
for any two componentwise nondecreasing functions f, g provided that the covariance is defined.
An infinite collection is associated if every finite subcollection is associated.
Definition 5 A finite collection of random variables X 1 , . . . , X n is said to be negatively associated The last decades the notions of positive and negative association have been studied extensively by many researchers and among the various results obtained for these concepts are several generalized notions of dependence. Newman and Wright (1982) introduced the concept of demimartingales in order to provide a much more general class than positively associated random variables.
The definition of demimartingales is given below.
Definition 6
Let {S n , n ≥ 1} be a collection of random variables defined on a probability space (Ω, A, P). The sequence {S n , n ≥ 1} is called a demimartingale if for every componentwise nondecreasing function f and for j > i 
If moreover (4) is valid for any nonnegative componentwise nondecreasing function f , then {S n , n ≥
1} is called a N-demisupermartingale.
Results related to demimartingales and N-demimartingales can be found in the monograph of Prakasa Rao (2012) .
In this paper we provide the definitions of two new concepts of dependence similar in structure as the concepts of demimartingales and N-demimartingales. Firstly, we introduce the concept of a sequence that is said to have strong N-demimartingale differences.
Definition 8
Let {S n , n ∈ N} be a sequence of random variables with S 0 ≡ 0. If for any f and g componentwise nondecreasing functions
the sequence {S n , n ∈ N} is said to have strong N-demimartingale differences.
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The above definition is closely related to the concept of negative association. Let {X n , n ∈ N} be a sequence of NA random variables and let {S n , n ∈ N} be the sequence of their partial sums, i.e. S n = n i=1 X i , for n ∈ N. Because of the negative association property we have that
This latter inequality proves that the sequence of partial sums of NA random variables has strong N-demimartingale differences.
Furthermore, it is trivial to verify that the random variables X 1 and X 2 are NA if and only if X 1 and X 1 + X 2 have strong N-demimartingale differences.
However, it is crucial to verify that the class of random variables that have the property of strong N-demimartingale differences does not include only the sequence of partial sums of negatively associated random variables but it is actually a wider class of random variables. This is proven via the counterexample that follows.
Example 9
Let X 1 , X 2 , X 3 and X 4 be random variables with joint probability mass function P defined as
It can be proven that {S 1 , S 2 , S 3 , S 4 } satisfy (5) since for any f and g componentwise nondecreasing functions the following relations are valid
and
It can also be proven that for
the covariance
The latter inequality proves that {X 1 , X 2 , X 3 , X 4 } are not negatively associated.
Similar to the concept of sequences having strong N-demimartingale differences we can provide the definition of a sequence that is said to have strong demimartingale differences.
Definition 10
the sequence {S n , n ∈ N} is said to have strong demimartingale differences.
Let {X n , n ∈ N} be a sequence of associated random variables and let {S n , n ∈ N} be the sequence of their partial sums, i.e.
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proving that the sequence of partial sums of associated random variables satisfies (9).
Next we provide an example of a sequence that is said to have strong N-demimartingale differences. 
Example 11
proving that {X n , n ∈ N} forms a sequence that is said to have strong N-demimartingale differences.
In the case where the random variables X i 's are positively correlated then it is known that they are also positively associated. In this example it has been proven that it is also a sequence that is said to have strong N-demimartingale differences. The purpose of this paper is to prove that a vector of random variables that are said to have strong N-demimartingale differences (strong demimartingale differences) is smaller (larger) than the vector of their independent duplicates with respect to the multivariate s-increasing convex order. As a direct consequence this kind of stochastic ordering can also be obtained for negatively/positively associated random variables as well. The desired result is obtained as a direct application of a much more general comparison inequality proven in Section 2. Furthermore in Section 3, the comparison inequality is utilized to provide useful probability inequalities such as a Kolmogorov-type inequality, a Hàjek-Rènyi type inequality and a strong law for random variables that are said to have strong N-demimartingale differences.
Comparison inequalities for moments of functions of random variables
The two results that follow are instrumental for the proof of the main result of this section. 
Remark 16
Recall that a function f : R n → R is considered to be a componentwise convex function if it is convex in each variable. Assume that g : 
for every componentwise convex function g such that its right derivative with respect to the i-th component, is componentwise nondecreasing for all i = 1, 2, . . . , n.
Proof. The proof is inspired by Christofides and Vaggelatou (2004) . Without loss of generality we assume that X 1 , . . . , X n and X * 1 , . . . , X * n are independent. First, it needs to be proven that
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For any x, x 0 ∈ R and for every componentwise convex function g we can write
where h n is the right derivative of g with respect to the last variable. Since the equality stated above is valid for all real numbers, it follows that
By taking expectations on both sides we have that
where the third equality follows by the independence of X * n and X 1 , . . . , X n−1 and the fourth by the fact that X n = st X * n .
Observe that for all values of t, I(S n − S n−1 > t) is a nondecreasing function of S n − S n−1 and
by assumption h n (S 1 , . . . , S n−1 − S n−2 , t) is a componentwise nondecreasing function of S 1 , S 2 − S 1 , . . . , S n−1 − S n−2 . Therefore by the definition of {S n , n ∈ N} Cov(I(S n − S n−1 > t), h n (S 1 , . . . , S n−1 − S n−2 , t)) ≤ 0.
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This last inequality yields (12) .
The proof of (11) follows by induction. For n = 2 we have that
] because of (12).
Next, assume that the statement is true for n − 1. Then for n-dimensional random vectors we have
where the fourth equality follows from the independence of X * n and X 1 , . . . , X n−1 and the last equality follows by (12) .
Next, we provide the comparison inequality for a sequence of random variables that is said to have strong demimartingale differences. The proof follows by applying the same steps as in the proof of Theorem 17 and therefore is omitted for brevity.
Theorem 18 Let {S n , n ∈ N} be a sequence of random variables that have strong demimartingale differences and let X i = S i − S i−1 . Let X * i be independent random variables such that
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component is componentwise nondecreasing for all i = 1, 2, . . . , n.
A connection to the multivariate s-increasing convex order
The results provided in Theorems 17 and 18 allow us to give an answer to the question stated earlier
i.e. whether s-increasing convex order can be obtained for random variables that are somehow dependent.
Henceforth, following the notation of Denuit and Mesfioui (2013) , for all vectors s = (s 1 , s 2 , . . . , s n ) of non-negative integers define
Theorem 19 Let {S n , n ∈ N}, {X n , n ∈ N} and {X * n , n ∈ N} be as stated in Theorem 17 and let
Then for all vectors s = (s 1 , s 2 , . . . , s n ) where s i ≥ 2 for all i = 1, 2, . . . , n 1.
2.
3. In the case of nonnegative random variables,
4.
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Proof. Note that Theorem 17 was proven for any componentwise convex function g such that its right derivative with respect to the i-th component is componentwise nondecreasing for all i = 1, 2, . . . , n. It is essential to mention that the result is valid for functions that are not necessarily differentiable. In the case where the function g satisfies condition (2) for s i ≥ 2, then it is considered to be componentwise convex and its derivatives are componentwise nondecreasing functions.
Therefore, the assumptions of Theorem 17 are satisfied and the proof of (14) follows directly from Theorem 17.
The fact that the s-icx order is closed under marginalization leads to (15) . The validity of (16) follows by Lemma 2 (Property (6.1i) of Denuit and Mesfioui (2010)). Finally, (17) follows by applying the result of Lemma 2 (Proposition (3.1) of Denuit and Mesfioui (2013)).
In the case of sequences that are said to have strong demimartingale differences a similar theorem can be obtained with the reversed inequalities.
Theorem 20 Let {S n , n ∈ N}, {X n , n ∈ N} and {X * n , n ∈ N} be as stated in Theorem 18 and let
In the case of nonnegative random variables,
S k k i=1 s i −icx S k for k = 1, 2, . . . , n, 4. (S 1 , . . . , S n ) Σ(s)−icx ( S 1 , . . . , S n ).
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Remark 21 It is worth mentioning that the results of Theorems 19 and 20 can lead to similar
inequalities for negatively and positively associated random variables respectively.
Some results on dependent random variables
Even though the motivation for this research work was to provide a connection between the new concepts of dependence and the multivariate s-increasing convex order, the comparison inequality that was proven in Section 2, allows us to obtain some very useful probability inequalities. Firstly, let's state as a remark an observation that is instrumental for the rest of the paper.
Remark 22 Theorem 17 is valid for every function g that is componentwise convex and its right derivative with respect to the any of its component is a componentwise nondecreasing function.
The function
satisfies both conditions.
Two useful functions that also posses the desired properties (see the Appendix for the proofs)
are
A direct consequence of Theorem 17 and of the remark stated above is the result that follows.
Theorem 23 Let {S n , n ∈ N} be a sequence of random variables that have strong N-demimartingale differences and let X i = S i − S i−1 . Let X * i be independent random variables such that
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for every f increasing convex function.
Proof. By using Remark 22 and the fact that f is an increasing convex function, the functions
x i satisfy the conditions of Theorem 17 and therefore inequalities (18) and (19) follow directly from (11) .
The fact that the sequence of partial sums of NA random variables satisfies (5) leads to the corollaries that follow.
Corollary 24 Let {X n , n ∈ N} be a sequence of NA random variables and let X * i be independent random variables such that X i = st X *
for every componentwise convex function g such that its right derivative with respect to the i-th component is componentwise nondecreasing for all i = 1, 2, . . . , n.
Corollary 25 Let {X n , n ∈ N} be a sequence of NA random variables and let X * i be independent random variables such that X i = st X *
Remark 26 Observe that (21) is in full agreement with inequality (1.3) presented in Shao (2000).
Theorem 17 is instrumental for proving the Kolmogorov-type inequality that follows.
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Corollary 27 Let S n , X n and X * n be as stated in Theorem 17 with E(X i ) = 0 and EX
Proof.
where the third inequality follows by applying the result of Theorem 17 for the function g(x 1 , . . . , x n ) = max 1≤k≤n (x 1 + • • • + x k ) 2 and the fourth inequality by Doob's inequality for martingales.
The Kolmogorov-type inequality is the key result for obtaining the Hàjek-Rènyi inequalities for random variables that are said to have strong N-demimartingale differences. The proof can be obtained by applying standard arguments (see for example Chen et al.(1999) ) and therefore is omitted for brevity.
Corollary 28 Let S n and X n be as stated in Theorem 17 with EX 2 i < ∞ for all i ∈ N and let {b n , n ∈ N} be a nondecreasing sequence of positive real numbers. Then
and 
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Since the concept of positive association is closely related to the concept of sequences with strong demimartingale differences we can easily obtain the results that follow by applying the result of Theorem 18. for every f increasing convex function.
Corollary 32
