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Аннотация
Данная работа посвящена проблеме устойчивости малого периодического решения нор-
мальной автономной системы обыкновенных дифференциальных уравнений. При иссле-
довании устойчивости периодического решения автономной системы естественно анали-
зировать локальную динамику пересечений возмущенных траекторий с ортогональными
сечениями соответствующего цикла. Путем введения специальной системы координат, в
которой одна из осей направлена по касательной к траектории периодического решения,
задача об орбитальной устойчивости периодического решения сводится к задаче об устой-
чивости по Ляпунову нулевого решения вспомогательной системы с периодической по 𝑡
правой частью. Для вспомогательной системы, размерность которой на единицу меньше
размерности исходной системы, в линейном приближении вопрос об устойчивости нуле-
вого решения сводится к оценке мультипликаторов матрицы монодромии. Таким обра-
зом, по теореме Андронова — Витта реализуется классический подход к исследованию ор-
битальной устойчивости периодического решения. При этом имеет место некритический
случай орбитальной устойчивости. Такой подход традиционно используется и в услови-
ях бифуркации типа Хопфа для систем с параметром. В данной работе для автономной
системы с параметром получены условия бифуркации малого решения, период которого
близок к периоду решений соответствующей линейной однородной системы. Сформули-
ровано определение свойства орбитальной устойчивости по параметру, согласно которому
возмущенные правые полутраектории сколь угодно близки к исследуемому циклу не толь-
ко за счет малости возмущений начальных значений, но и за счет малости параметра. При
этом использована идея ослабления требований определения устойчивости ляпуновского
типа, предложенная М.М. Хапаевым. Свойство орбитальной устойчивости по парамет-
ру может иметь место и при наличии орбитальной неустойчивости исследуемого цикла
в классическом смысле. Для исследования орбитальной устойчивости малого периодиче-
ского решения по параметру использовано нелинейное приближение упомянутой выше
вспомогательной системы возмущенных движений.
Ключевые слова: качественная теория, автономная система дифференциальных урав-
нений, периодическое решение, орбитальная устойчивость, малый параметр, устойчивость
по параметру, оператор монодромии.
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Abstract
This work is devoted to the problem of stability of a small periodic solution of a normal
Autonomous system of ordinary differential equations. It is natural to analyze the local dynamics
of intersections of perturbed trajectories with orthogonal sections of the corresponding cycle
when studying the stability of the periodic solution of an Autonomous system. The problem of
orbital stability of the periodic solution is reduced to the problem of Lyapunov stability of the
zero solution of an auxiliary system with a periodic 𝑡 right-hand side by introducing a special
coordinate system in which one of the axes is directed tangentially to the trajectory of the
periodic solution. For an auxiliary system whose dimension is one less than the dimension of
the original system, in a linear approximation, the question of the stability of the zero solution
is reduced to an estimate of the multipliers of the monodromy matrix. Thus, according to the
Andronov — Witt theorem, the classical approach to the study of the orbital stability of the
periodic solution is realized. There is a non-critical case of orbital stability. This approach is
traditionally used in Hopf-type bifurcation for systems with a parameter. In this paper, for
an autonomous system with a parameter, the bifurcation conditions of a small solution whose
period is close to the solution period of the corresponding linear homogeneous system are
obtained. The determination of the orbital stability property by the parameter is formulated.
According to this condition, the perturbed right half-vectors are arbitrarily close to the studied
cycle not only due to the smallness of the initial values perturbations, but also due to the
smallness of the parameter. In this case, the idea of weakening the requirements for determining
the stability of the Lyapunov type, proposed by M. M. Khapaev, is used. The property of orbital
stability with respect to the parameter can also take place in the presence of orbital instability
of the studied cycle in the classical sense. A nonlinear approximation of the above-mentioned
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auxiliary system of perturbed motions is used to study the orbital stability of a small periodic
solution with respect to the parameter.
Keywords: qualitative theory, autonomous system of differential equations, periodic solution,
orbital stability, small parameter, parameter stability, monodromy operator.
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1. Введение
При исследовании устойчивости периодического решения автономной системы дифферен-
циальных уравнений естественно возникает вопрос о близости к соответствующему циклу
возмущенных траекторий. Чтобы обнаружить свойство орбитальной асимптотической устой-
чивости периодического решения традиционно рассматривается соответствующая система в
вариациях, для которой устанавливаются оценки мультипликаторов и применяется теорема
Андронова — Витта. Такой же подход характерен и для бифуркации типа Хопфа в системах
с малым параметром. При таком подходе имеют место некритические случаи орбитальной
устойчивости, так как используются свойства линейного приближения системы возмущенных
движений [1, 2, 3, 4, 5, 6].
В данной работе определим новое свойство орбитальной устойчивости. Исследование этого
свойства проведем по нелинейному приближению системы возмущенных движений.
Покажем целесообразность ослабления требований определения орбитальной устойчивости
для систем с параметром. Рассмотрим уравнение для траекторий на полярной плоскости
𝑑𝜌
𝑑𝜙
= 𝜌(𝜇− 𝜌)(3𝜇− 𝜌),
в котором 𝜇 ≥ 0 — малый параметр. При 𝜇 > 0 это уравнение имеет два орбитально асимп-
тотически устойчивых цикла 𝜌 = 𝜇, 𝜌 = 3𝜇, которые ограничивают область отталкивания
неустойчивого цикла 𝜌 = 2𝜇. Эту ситуацию можно расценивать иначе — цикл 𝜌 = 2𝜇 имеет
“кольцевую”область устойчивости, то есть возмущенные траектории остаются в сколь угодно
малой окрестности цикла 𝜌 = 2𝜇 не только за счет малости возмущений начальных значе-
ний, но также и за счет малости параметра 𝜇. При этом с практической точки зрения цикл
𝜌 = 2𝜇 может рассматриваться в качестве устойчивой орбиты. Для формального описания
свойства устойчивости малого цикла в случаях такого рода используем идею “устойчивости
по параметру” [7].
При наличии у нулевого решения свойства устойчивости по параметру возмущенные дви-
жения сколь угодно близки к нулевому решению, если достаточно малы начальные значения
возмущенных решений и параметр изучаемой системы дифференциальных уравнений. При
этом нулевое решение может быть неустойчиво по Ляпунову. Свойство устойчивости по пара-
метру исследовалось на основе комбинации метода функций Ляпунова и метода усреднения
(основные результаты представлены в монографии [7]), а также на основе оценки нелинейного
приближения оператора монодромии для систем с периодической по независимой переменной
правой частью [8].
Рассмотрим систему уравнений вида
?˙? = 𝐴𝑦 + 𝑓(𝑦, 𝜇), (1)
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в которой 𝑦 ∈ R𝑛+1, 𝜇 ∈ R𝑚 — малый параметр, функция 𝑓(𝑦, 𝜇) достаточно гладко зависит
от своих переменных в окрестности точки (0𝑛+1, 0𝑚),
𝑓 (0𝑛+1, 𝜇) ≡ 0𝑛+1, 𝑓 ′𝑦 (0𝑛+1, 0𝑚) ≡ 0(𝑛+1)(𝑛+1).
Здесь и далее 0𝑚 —𝑚-мерный вектор, 0𝑚𝑙 —𝑚×𝑙-матрица. Будем предполагать, что линейное
приближение ?˙? = 𝐴𝑦, соответствующее системе (1), при 𝜇 = 0𝑚 имеет по крайней мере одно
𝜔0-периодическое решение.
Определение 1. Будем говорить, что 𝜔-периодическое решение 𝑦(𝑡, 𝛼, 𝜇), 𝑦(0, 𝛼, 𝜇) = 𝛼
системы (1) является малым, если для величин 𝛼, 𝜇, 𝜔 существует совместная парамет-
ризация вида
𝑎 = 𝑎(𝛼) = 𝛼(𝑎0 + ?¯?(𝛼)), 𝑎0 ̸= 0𝑛+1, lim
𝛼→0
?¯?(𝛼) = 0𝑛+1;
𝜇 = 𝜇(𝛼) = 𝛼(𝜇0 + ?¯?(𝛼)), 𝜇0 ̸= 0𝑚, lim
𝛼→0
?¯?(𝛼) = 0𝑚;
𝜔 = 𝜔(𝛼), lim
𝛼→0
𝜔(𝛼) = 𝜔0.
(2)
Ясно, что в условиях определения 1 для системы (1) имеет место бифуркация периодиче-
ского решения от нулевого.
Решение, удовлетворяющее определению 1, далее будем называть решением вида (2).
Рассмотрим траекторию 𝑇 =
{︀
𝑦 ∈ R𝑛+1 : 𝑦 = 𝑦(𝑡, 𝑎, 𝜇), 𝑡 ∈ [0, 𝜔]}︀ малого периодического
решения вида (2) и ее 𝜀-окрестность 𝑈(𝑇, 𝜀).
Для исследования устойчивости решения вида (2) системы (1) введем 𝛼 в качестве малого
параметра в правую часть системы (1). Поэтому целесообразно сформулировать следующее
определение.
Определение 2. Малое 𝜔-периодическое решение вида (2) системы (1) орбитально 𝛼-
устойчиво, если для сколь угодно малого 𝜀 > 0 существует такое значение 𝛿 > 0, что при
всех величинах 𝑎1, 𝛼, удовлетворяющих условиям 𝑎1 ∈ 𝑈(𝑇, 𝜀), 𝛼 < 𝛿, и при всех 𝑡 > 0 имеет
место включение 𝑦(𝑡, 𝑎1, 𝜇(𝛼)) ∈ 𝑈(𝑇, 𝜀).
Заметим, что малое орбитально устойчивое решение обладает свойством устойчивости по
определению 2. Однако свойство орбитальной 𝛼-устойчивости может иметь место и для орби-
тально неустойчивого решения.
Задача. Для системы (1) найти условия бифуркации 𝜔-периодического решения вида (2),
устойчивого по определению 2.
2. Условия бифуркации периодического решения
Для определения зависимости периода решения от начального значения и от параметра
выполним в системе (1) замену независимой переменной 𝑡 = (1 + 𝜆)𝜏 , где 𝜆 — малый пара-
метр [9]. Получим систему вида
𝑑𝑣
𝑑𝜏
= 𝐴𝑣 + 𝜆𝐴𝑣 + (1 + 𝜆)𝑓(𝑣, 𝜇). (3)
Допустим, 𝑦(𝑡, 𝑎, 𝜇) — 𝜔-периодическое решение системы (1), то есть
?˙?(𝑡, 𝑎, 𝜇) ≡ 𝑔(𝑦(𝑡, 𝑎, 𝜇), 𝜇)
при 𝑡 ∈ [0, 𝜔]. Умножив тождество на 𝑑𝜏
𝑑𝜏
, имеем
𝑑𝑦((1 + 𝜆)𝜏, 𝑎, 𝜇)
𝑑𝜏
· 𝑑𝜏
𝑑𝑡
≡ 𝑑𝑦((1 + 𝜆)𝜏, 𝑎, 𝜇)
𝑑𝜏
· 1
1 + 𝜆
≡ 𝑔(𝑦((1 + 𝜆)𝜏, 𝑎, 𝜇), 𝜇),
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при 𝜏 ∈
[︂
0,
𝜔
1 + 𝜆
]︂
, где 𝑔(𝑦, 𝜇) = 𝐴𝑦 + 𝑓(𝑦, 𝜇). Следовательно,
𝜔
1 + 𝜆
-периодическая функция
𝑣(𝜏, 𝑎, 𝜆, 𝜇) = 𝑦((1+𝜆)𝜏, 𝑎, 𝜇) является решением системы (3). Так как проведенные вычисления
можно обратить, то в силу автономности систем (1) и (3) справедливо следующее утверждение.
Лемма 1. Система (1) имеет решение 𝑦(𝑡, 𝑎, 𝜇) с периодом 𝜔 = (1+𝜆)𝜔0 тогда и только
тогда, когда система (3) имеет 𝜔0-периодическое решение 𝑣(𝜏, 𝑎, 𝜆, 𝜇), 𝑣(0, 𝑎, 𝜆, 𝜇) = 𝑎.
Чтобы установить условия существования периодического решения системы (3) применим
результаты работ [10, 11]. Пусть 𝑋(𝜏) = exp(𝜏𝐴). Решение системы (3) удовлетворяет инте-
гральному уравнению
𝑣(𝜏, 𝑎, 𝜆, 𝜇) = 𝑋(𝜏)𝑎+𝜆𝑋(𝜏)
𝜏∫︁
0
𝑋(−𝑠)𝐴𝑣(𝑠, 𝑎, 𝜆, 𝜇)𝑑𝑠+(1+𝜆)𝑋(𝜏)
𝜏∫︁
0
𝑋(−𝑠)𝑓(𝑣(𝑠, 𝑎, 𝜆, 𝜇), 𝜇)𝑑𝑠.
Так как матрицы 𝑋(𝜏), 𝑋(−𝜏), 𝐴 коммутируют, то 𝑋(𝜏)
𝜏∫︀
0
𝑋(−𝑠)𝐴𝑋(𝑠)𝑑𝑠 = 𝜏𝑋(𝜏)𝐴. Учиты-
вая локальную гладкость 𝑓(𝑦, 𝜇), оператор монодромии (оператор сдвига на период по траек-
ториям) системы (3) можно представить в виде
𝑣(𝜔0, 𝑎, 𝜆, 𝜇) = 𝑋𝑎+ 𝑞(𝑎, 𝜆, 𝜇) + 𝜓(𝑎, 𝜆, 𝜇), (4)
в котором 𝑋 = 𝑋(𝜔0) — матрица монодромии, 𝑞(𝑎, 𝜆, 𝜇) = 𝜔0𝜆𝑋𝐴𝑎+𝑝(𝑎, 𝜇) — первое нелиней-
ное однородное приближение оператора монодромии. Векторная форма 𝑝(𝑎, 𝜇) порядка 𝑘 > 1
и функция 𝜓(𝑎, 𝜆, 𝜇) удовлетворяют условиям:
𝑝(𝑎, 𝜇) + 𝑝(𝑎, 𝜇) = 𝑋
𝜔0∫︁
0
𝑋(−𝑠)𝑓(𝑋(−𝑠)𝑎, 𝜇)𝑑𝑠,
𝑝(𝛼𝑎, 𝛼𝜇) = 𝛼𝑘𝑝(𝑎, 𝜇), lim
𝛼→0
𝛼−𝑘 ‖𝑝(𝛼𝑎, 𝛼𝜇)‖ ≡ 0,
𝜓(𝑎, 𝜆, 𝜇) = 𝜆𝑋
𝜔0∫︁
0
𝑋(−𝑠)𝐴𝑣(𝑠, 𝑎, 𝜆, 𝜇)𝑑𝑠+ (1 + 𝜆)𝑋
𝜔0∫︁
0
𝑋(−𝑠)𝑓(𝑣(𝑠, 𝑎, 𝜆, 𝜇), 𝜇)𝑑𝑠− 𝑞(𝑎, 𝜆, 𝜇),
lim
𝛼→0
𝛼−𝑘
⃦⃦⃦
𝜓(𝛼𝑎, 𝛼𝑘−1𝜆, 𝛼𝜇)
⃦⃦⃦
≡ 0,
Из условия (4) следует, что 𝑣(𝜏, 𝑎, 𝜆, 𝜇)— 𝜔0-периодическое решение системы (3) тогда и только
тогда, когда величины 𝑎, 𝜆, 𝜇 удовлетворяют бифуркационному уравнению
[𝑋 − 𝐸𝑛+1] 𝑎+ 𝑞(𝑎, 𝜆, 𝜇) + 𝜓(𝑎, 𝜆, 𝜇) = 0𝑛+1. (5)
Здесь и далее 𝐸𝑠 — 𝑠× 𝑠-матрица.
Так как по условию система ?˙? = 𝐴𝑦 имеет 𝜔0-периодическое решение, то справедливо
равенство
det (𝑋 − 𝐸𝑛+1) = 0. (6)
Допустим, 𝑟 = dim {ker [𝑋 − 𝐸𝑛+1]} при условии (6). Для линейной системы [𝑋 − 𝐸𝑛+1] 𝑎 =
= 0𝑛+1 вычислим фундаментальную (𝑛+ 1)× 𝑟-матрицу решений 𝐾. Выполним подстановку
𝑎 = 𝐾ℎ, в которой ℎ ∈ R𝑟 —произвольный вектор. Тогда уравнение (5) примет вид
𝑞(𝐾ℎ, 𝜆, 𝜇) + 𝜓(𝐾ℎ, 𝜆, 𝜇) = 0𝑛+1. (7)
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Допустим, 𝑟 +𝑚 ≥ 𝑛 и существуют значения 𝑎0 = 𝐾ℎ0 ̸= 0𝑛+1, 𝜆0, 𝜇0 ̸= 0𝑚, удовлетворя-
ющие условиям
𝑞(𝑎0, 𝜆0, 𝜇0) = 0𝑛+1, (8)
rang𝑄 = 𝑛+ 1, (9)
в которых
𝑄 =
𝜕𝑞(𝐾ℎ0, 𝜆0, 𝜇0)
𝜕(ℎ, 𝜆, 𝜇)
= [[𝜔0𝜆0𝑋𝐴+ 𝑝′𝑎(𝑎0, 𝜇0)]𝐾 𝜔0𝑋𝐴𝑎0 𝑝′𝜇(𝑎0, 𝜇0)]−
(𝑛+ 1)× (𝑟 +𝑚+ 1)-матрица.
В работе [11] доказано, что условия (6) и (8) необходимы для бифуркации малого перио-
дического решения системы (3).
Теорема 1. Если выполняются условия (6), (8), (9), то система (1) имеет малое ре-
шение вида (2) с периодом 𝜔 = (1 + 𝜆)𝜔0, 𝜆 = 𝛼𝑘−1(𝜆0 + ?¯?(𝛼)), lim
𝛼→0
?¯?(𝛼) = 0.
Доказательство. Подставим в уравнение (7) величины ℎ = 𝛼(ℎ0 + ℎ¯), 𝜆 = 𝛼𝑘−1(𝜆0 + ?¯?),
𝜇 = 𝛼(𝜇0+ ?¯?), 𝛼 > 0. Обозначим 𝑢 = colon(ℎ¯, ?¯?, ?¯?) По условию (8) уравнение (7) преобразуется
к виду 𝛼𝑘𝑄𝑢+𝜙(𝛼, 𝑢) = 0𝑛+1. С учетом равенства (9) выберем разложение 𝑄𝑢 = 𝑄1𝑢1+𝑄2𝑢2,
в котором 𝑄1 — (𝑛+1)×(𝑛+1)-матрица, составленная из линейно независимых столбцов мат-
рицы 𝑄, матрица 𝑄2 составлена из остальных столбцов матрицы 𝑄, векторы 𝑢1, 𝑢2 составлены
из компонент вектора 𝑢 с номерами, соответствующими номерам указанных столбцов,
𝜙(𝛼, 𝑢) = 𝜓(𝐾ℎ, 𝜆, 𝜇)− 𝛼𝑘𝑞(𝐾(ℎ0 + ℎ¯), 𝜆0 + ?¯?, 𝜇0 + ?¯?).
Допустим, 𝑢2 = 0𝑛+1−𝑟−𝑚. Разделим преобразованное уравнение на 𝛼𝑘. Так как
lim
𝛼→0
𝛼−𝑘
⃦⃦⃦
𝜓(𝛼𝑎, 𝛼𝑘−1𝜆, 𝛼𝜇)
⃦⃦⃦
≡ 0,
то в силу условия (8) функцию 𝜙(𝛼, 𝑢1) = 𝛼−𝑘𝜙(𝛼, 𝑢) при 𝛼 → 0 можно доопределить:
𝜙(0, 0𝑛+1) = 0𝑛+1, 𝜙′𝑢1(0, 0𝑛+1) = 0(𝑛+1)(𝑛+1). Итак, уравнение (7) преобразовано в уравне-
ние, связывающее вектор 𝑢1 с параметром 𝛼,
𝐹 (𝛼, 𝑢1) = 𝑄1𝑢1 + 𝜙(𝛼, 𝑢1) = 0𝑛+1. (10)
Так как выполняются условия 𝐹 (0, 0𝑛+1) = 0𝑛+1, 𝐹 ′𝑢1(0, 0𝑛+1) = det𝑄1 ̸= 0, то уравне-
ние (10) определяет неявную функцию 𝑢1(𝛼) при 𝛼 ∈ [0,Δ), где Δ — некоторое достаточ-
но малое число, lim
𝛼→0
𝑢1(𝛼) = 0𝑛+1. Перейдем к исходным переменным и получим величины
ℎ = ℎ(𝛼) = 𝛼𝑘+1(𝜆0 + ℎ¯(𝛼)), 𝜆 = 𝜆(𝛼) = 𝛼(ℎ0 + ?¯?(𝛼)), 𝜇 = 𝜇(𝛼) = 𝛼(𝜇0 + ?¯?(𝛼)), которые
удовлетворяют уравнению (7) при 𝛼 ∈ [0,Δ). При этом величины 𝑎 = 𝑎(𝛼) = 𝐾ℎ(𝛼), 𝜆 = 𝜆(𝛼),
𝜇 = 𝜇(𝛼) удовлетворяют уравнению (5) при 𝛼 ∈ [0,Δ), то есть определяют малое 𝜔0-пери-
одическое решение 𝑣 = 𝑣(𝜏, 𝛼) = 𝑣(𝜏, 𝑎(𝛼), 𝜆(𝛼), 𝜇(𝛼)) системы (3). Тогда в силу леммы 1
система (1) имеет решение вида (2) с периодом 𝜔 = (1 + 𝜆(𝛼))𝜔0. Теорема 1 доказана.
3. Построение специальной системы координат в окрестности
траектории малого периодического решения
В силу леммы 1 траектория периодического решения вида (2) и траектория соответствую-
щего решения 𝑣 = 𝑣(𝜏, 𝛼) системы (3) совпадают, отличаясь лишь способом параметризации.
Поэтому справедливо следующее утверждение.
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Лемма 2. Решение вида (2) системы (1) орбитально 𝛼-устойчиво тогда и только тогда,
когда соответствующее малое 𝜔0-периодическое решение 𝑣 = 𝑣(𝜏, 𝛼) системы (3) орбитально
𝛼-устойчиво.
Для исследования малого периодического решения в условиях теоремы 1 на устойчивость
по определению 2 выполним в окрестности траектории этого решения преобразование пере-
менных [12].
Зададим подвижную ортогональную плоскость 𝜋𝜏 к траектории периодического решения
𝑣 системы (3) как множество векторов 𝑣, удовлетворяющих условию
𝜋𝜏 : (𝑣 − 𝑣)𝑇 𝑣1 = 0, (11)
в котором 𝑣1 =
𝑑𝑣1
𝑑𝜏
—направляющий вектор к траектории решения 𝑣 в данный момент.
В систему (3) введем параметр 𝛼, который по теореме 1 согласует начальное значение ма-
лого периодического решения с параметрами системы, выбрав 𝜆 = 𝜆(𝛼), 𝜇 = 𝜇(𝛼), и получим
систему
𝑑𝑣
𝑑𝜏
= 𝑓(𝑣, 𝛼) = 𝐴𝑣 + 𝜆(𝛼)𝐴𝑣 + (1 + 𝜆(𝛼))𝑓(𝑣, 𝜇(𝛼)). (12)
Рассмотрим в начальный момент плоскость 𝜋0. В малой окрестности начального значения
периодического решения 𝑣 = 𝑣(𝜏, 𝛼) системы (3) произвольно выберем начальное значение
𝑎 = 𝑣(0, 𝑎, 𝜆(𝛼), 𝜀(𝛼)) возмущенного решения 𝑣(𝜏, 𝑎, 𝜆(𝛼), 𝜀(𝛼)). Допустим, 𝜃 = 𝜃(𝜏, 𝑎)—момент
первого пересечения траектории возмущенного решения с плоскостью 𝜋𝜏 . Тогда
𝑧 = 𝑧(𝜏, 𝑎, 𝛼) = 𝑣(𝜃, 𝑎, 𝛼)− 𝑣(𝜃, 𝑎, 𝛼) ∈ 𝜋𝜏 .
При этом 𝑧𝑇 𝑣1 = 0 по условию (11).
Составим систему дифференциальных уравнений для переменной 𝑧. С этой целью вычис-
лим
𝑑𝑧
𝑑𝜏
=
𝑑𝑣
𝑑𝜃
· 𝑑𝜃
𝑑𝜏
− 𝑣1. (13)
В силу равенства (11) справедливо соотношение(︂
𝑑𝑧
𝑑𝜏
)︂𝑇
𝑣1 = 𝑧
𝑇 𝑣2, (14)
в котором 𝑣2 =
𝑣1
𝑑𝜏
. Учтем, что функция 𝑣(𝜃, 𝑎, 𝛼) = 𝑧(𝜏, 𝑎, 𝛼) + 𝑣(𝜏, 𝛼) удовлетворяет систе-
ме (12), то есть
𝑑𝑣(𝜃, 𝑎, 𝛼)
𝑑𝜃
≡ 𝑓(𝑧(𝜏, 𝑎, 𝛼) + 𝑣(𝜏, 𝛼), 𝛼).
Поэтому скалярно умножив равенство (13) на 𝑣1, в силу равенства (14) получим соотношение(︁
𝑓(𝑧 + 𝑣, 𝛼)
)︁𝑇
𝑣1
𝑑𝜃
𝑑𝜏
− 𝑣21 + 𝑧𝑇 𝑣2 = 0, (15)
где 𝑣21 = (𝑣1)
𝑇 𝑣1. Итак, с помощью равенств (13) и (15) получим систему уравнений
𝑑𝑧
𝑑𝜏
=
˜˜
𝑓(𝑧, 𝛼) = 𝑤(𝑧, 𝛼)𝑓(𝑧 + 𝑣, 𝛼)− 𝑣1, (16)
в которой 𝑤(𝑧, 𝛼) =
𝑣21 − 𝑧𝑇 𝑣2(︁
𝑓(𝑧 + 𝑣, 𝛼)
)︁𝑇
𝑣1
. Так как 𝜔0-периодическое решение 𝑣 = 𝑣(𝜏, 𝛼) систе-
мы (3) при малых 𝛼 > 0 имеет вид
𝑣 = 𝛼(𝑋(𝜏)𝑎0 + 𝜂(𝜏, 𝛼)),
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𝜂(𝜏, 𝛼) = 𝛼−1𝑋(𝜏)
𝜏∫︁
0
𝑋(−𝑠)(𝜆(𝛼)𝐴𝑣 + (1 + 𝜆(𝛼))𝑓(𝑣, 𝜇(𝛼)))𝑑𝑠, lim
𝛼→0
‖𝜂(𝜏, 𝛼)‖ ≡ 0,
то справедливо равенство
𝑤(𝑧, 𝛼) =
𝑣21
𝛼
− 𝑧𝑇
(︂
𝐴2𝑋(𝜏)𝑎0 +
𝑑2𝜂(𝜏, 𝛼)
𝑑𝜏2
)︂
(𝐴𝑧 + 𝑓(𝑧, 𝛼))𝑇
(︂
𝐴𝑋(𝜏)𝑎0 +
𝑑𝜂(𝜏, 𝛼)
𝑑𝜏
)︂ .
Чтобы определить локальную структуру правой части системы (16) в окрестности нулевого
решения, введем систему координат на плоскости 𝜋𝜏 .
Допустим, в системе (1) при 𝜇 = 0𝑚 матрица линейного приближения имеет блочно-
диагональную форму
𝐴 = diag(𝐴1, 𝐴2), (17)
где 𝐴2 — 𝑙 × 𝑙-матрица в жордановой нормальной форме, имеющая только нулевые или чи-
сто мнимые ±𝑖𝛽 собственные значения, для которых выполняется условие 𝛽
2𝜋/𝜔0
∈ N, 𝑙 ≤ 𝑟,
причем 𝐴𝑇2 = −𝐴2, exp(𝜔0𝐴2) = 𝐸𝑙, 𝐴22 — диагональная матрица. В силу равенства (17) по
условиям теоремы 1 направление бифуркации периодического решения в фазовом простран-
стве определяется вектором вида 𝑎0 = (0, . . . , 0, 𝑐𝑛+1), 𝑐𝑛+1 ∈ R𝑙. Без ограничения общности
рассуждений будем предполагать, что
⃦⃦
𝑐𝑛+1
⃦⃦
2
= 1 (здесь и далее ‖*‖2 — евклидова норма).
Для траектории периодического решения 𝑣 = 𝑣(𝜏, 𝛼) выберем нормированный направляю-
щий вектор касательной
𝑏𝑛+1(𝜏, 𝛼) =
𝑑𝑣
𝑑𝜏⃦⃦⃦⃦
𝑑𝑣
𝑑𝜏
⃦⃦⃦⃦
2
= ?¯?𝑛+1(𝜏) + 𝜆𝑛+1(𝜏, 𝛼),
в котором
?¯?𝑛+1(𝜏) =
(︀
0𝑛+1−𝑙, 𝑃 (𝜏)𝑐𝑛+1
)︀
, 𝑃 (𝜏) = 𝜔−10 𝐴2𝑋2(𝜏), 𝑋2(𝜏) = exp(𝜏𝐴2),
lim
𝛼→0
‖𝜆𝑛+1(𝜏, 𝛼)‖ ≡ 0. При этом вектор 𝑏𝑛+1(𝜏, 𝛼) — нормаль к плоскости 𝜋𝜏 . Выберем век-
торы 𝑐𝑛+𝑗 ∈ R𝑙, 𝑗 = 2, 𝑙, образующие вместе с вектором 𝑐𝑛+1 ортонормированную систему.
В силу условия (17) справедливы равенства 𝑃 𝑇 (𝜏)𝑃 (𝜏) ≡ 𝐸, ‖𝑃 (𝜏)‖2 ≡ 1. Поэтому векто-
ры ?¯?𝑛+𝑗(𝜏) = (0𝑛+1, 𝑃 (𝜏)𝑐𝑛+𝑗), 𝑗 = 1, 𝑙, при любом 𝜏 тождественно образуют ортонормиро-
ванную систему. Из столбцов 𝑐𝑛+𝑗 , 𝑗 = 1, 𝑙, составим ортогональную 𝑙 × 𝑙-матрицу 𝐶. Та-
ким образом, построена ортогональная матрица 𝐵 = 𝐵(𝜏, 𝛼) = ?¯?(𝜏) + Λ(𝜏, 𝛼), в которой
?¯?(𝜏) = diag(𝐸𝑛+1−𝑙, 𝑃 (𝜏)𝐶), матрица Λ(𝜏, 𝛼) содержит последний столбец 𝜆𝑛+1(𝜏, 𝛼) и удовле-
творяет условию lim
𝛼→0
‖Λ(𝜏, 𝛼)‖ ≡ 0.
Выполним замену переменной 𝑧 = 𝐵?¯? в системе (16). Учитывая ортогональность матрицы
𝐵, получим𝐵−1 = 𝐵𝑇 (𝜏). Продифференцируем равенство ?¯? = 𝐵𝑇 𝑧 и преобразуем систему (16)
к виду
𝑑?¯?
𝑑𝜏
= 𝐵𝑇
˜˜
𝑓(𝐵?¯?, 𝛼) +
[︂
𝑑𝐵
𝑑𝜏
]︂𝑇
𝐵?¯? = 𝑔(𝜏, ?¯?, 𝛼). (18)
При 𝛼 = 0 справедливо равенство[︂
𝑑?¯?(𝜏)
𝑑𝜏
]︂𝑇
?¯?(𝜏) = diag
[︃
0𝑛+1−𝑙,
(︂
𝑑𝑃 (𝜏)
𝑑𝜏
𝐶
)︂𝑇]︃
diag(𝐸𝑛+1−𝑙, 𝑃 (𝜏)𝐶).
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Так как 𝐴2𝑋2(𝜏) = 𝑋2(𝜏)𝐴2, то 𝑃 𝑇
𝑑𝑃 (𝜏)
𝑑𝜏
= −𝐴2. Следовательно,
[︂
𝑑𝐵
𝑑𝜏
]︂𝑇
𝐵 = diag(0𝑛+1−𝑙,−𝐶𝑇𝐴2𝐶) + Λ˜(𝜏, 𝛼), lim
𝛼→0
⃦⃦⃦
Λ˜(𝜏, 𝛼)
⃦⃦⃦
≡ 0.
Так как lim
𝛼→0
‖𝑣‖ ≡ 0, то lim
𝛼→0
⃦⃦⃦⃦
𝑣21
𝛼
⃦⃦⃦⃦
≡ 0. По условию (17) справедливо равенство
(︀
?¯??¯?
)︀𝑇 [︀
𝐴𝑇 +𝐴
]︀
𝐴𝑋(𝜏)𝑎0 = 0𝑛+1.
Поэтому, доопределив функцию 𝑤(𝑧, 𝛼) из системы (16) при 𝛼→ 0 по непрерывности, получим
равенство
𝑤(𝐵(𝜏, 0)?¯?, 0) =
− (︀?¯??¯?)︀𝑇 𝐴2𝑋(𝜏)𝑎0(︀
𝐴?¯??¯?+ 𝑓(?¯??¯?, 0)
)︀𝑇
𝐴𝑋(𝜏)𝑎0
= .
=
(︁
?¯?𝑇 ?¯?𝑇𝐴𝑇 +
(︀
𝑓(?¯??¯?, 0)
)︀𝑇)︁
𝐴𝑋(𝜏)𝑎0(︀
𝐴?¯??¯?+ 𝑓(?¯??¯?, 0)
)︀𝑇
𝐴𝑋(𝜏)𝑎0
−
(︁(︀
?¯??¯?
)︀𝑇 [︀
𝐴𝑇 +𝐴
]︀
+
(︀
𝑓(?¯??¯?, 0)
)︀𝑇)︁
𝐴𝑋(𝜏)𝑎0(︀
𝐴?¯??¯?+ 𝑓(?¯??¯?, 0)
)︀𝑇
𝐴𝑋(𝜏)𝑎0
=
= 1−
(︀
𝑓(?¯??¯?, 0)
)︀𝑇
𝐴𝑋(𝜏)𝑎0(︀
𝐴?¯??¯?+ 𝑓(?¯??¯?, 0)
)︀𝑇
𝐴𝑋(𝜏)𝑎0
.
Следовательно, в окрестности точки ?¯? = 0𝑛+1 имеет место разложение
𝑤(𝐵(𝜏, 0)?¯?, 0) = 1− ?¯?(𝜏, ?¯?) + ?˜?(𝜏, ?¯?), (19)
в котором ?¯?(𝜏, ?¯?) =
(︀
𝑓(?¯??¯?, 0)
)︀𝑇
𝐴𝑋(𝜏)𝑎0(︀
𝐴?¯??¯?
)︀𝑇
𝐴𝑋(𝜏)𝑎0
, функция ?˜?(𝜏, ?¯?) удовлетворяет условию
lim
𝛾→0
‖?˜?(𝜏, 𝛾?¯?)‖
‖?¯?(𝜏, 𝛾?¯?)‖ ≡ 0.
С учетом равенства (19) правая часть системы (18) при 𝛼 = 0 имеет вид
𝑔(𝜏, ?¯?, 0) = ?¯?𝑇𝑤(?¯??¯?, 0)
(︀
𝐴?¯??¯?+ 𝑓(?¯??¯?, 0𝑚)
)︀
+
[︂
𝑑?¯?
𝑑𝜏
]︂𝑇
?¯??¯? = 𝐷?¯?+ 𝜙(𝜏, ?¯?) + 𝜙(𝜏, ?¯?),
где ?¯? = ?¯?𝑇𝐴?¯? +
[︂
𝑑?¯?
𝑑𝜏
]︂𝑇
?¯? = diag(𝐴1, 0𝑙𝑙), 𝜙(𝜏, ?¯?) = ?¯?𝑇 (𝑓(?¯??¯?, 0𝑚) − ?¯?(𝜏, ?¯?)𝐴?¯??¯?), функция
𝜙(𝜏, ?¯?) удовлетворяет условию lim
𝛾→0
‖𝜙(𝜏, 𝛾?¯?)‖
‖𝜙(𝜏, 𝛾?¯?)‖ ≡ 0.
Итак, в окрестности начала координат при малом значении параметра система (18) имеет
вид
𝑑𝑥
𝑑𝜏
= 𝑔(𝜏, ?¯?, 𝛼) = ?¯??¯?+ 𝜙(𝜏, ?¯?) + 𝜙(𝜏, ?¯?) + ˜˜𝜙(𝜏, ?¯?, 𝛼), (20)
𝑔(𝜏, 0𝑛+1, 𝛼) ≡ 0𝑛+1, lim
𝛼→0
⃦⃦
˜˜𝜙(𝜏, ?¯?, 𝛼)
⃦⃦ ≡ 0. Множество Π = {?¯? = (𝑥, 0)} в силу проведенных
преобразований инвариантно для системы (20) [12]. В системе выберем ?¯? = (𝑥, 0), исключим
последнее уравнение и получим систему с 𝜔0-периодической по 𝜏 правой частью вида
𝑑𝑥
𝑑𝜏
= 𝑔(𝜏, 𝑥, 𝛼) = 𝐷𝑥+ 𝜙(𝜏, 𝑥) + 𝜙1(𝜏, 𝑥) + 𝜙2(𝜏, 𝑥, 𝛼), (21)
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в которой 𝑔(𝜏, 𝑥, 𝛼) = ?¯?𝑛+1𝑔(𝜏, (𝑥, 0), 𝛼), 𝑛 × (𝑛 + 1)-матрица ?¯?𝑛+1 получена из 𝐸𝑛+1 вычер-
киванием последней строки, 𝑔(𝜏, 0𝑛, 𝛼) ≡ 0𝑛, 𝐷 = diag(𝐴1, 0(𝑙−1)(𝑙−1)), 𝜙(𝜏, 𝑥) = ?¯?𝑛+1𝜙(𝜏, (𝑥, 0),
функции 𝜙1(𝜏, 𝑥), 𝜙2(𝜏, 𝑥, 𝛼) удовлетворяют условиям
lim
𝛾→0
‖𝜙1(𝜏, 𝛾𝑥)‖
‖𝜙(𝜏, 𝛾𝑥)‖ ≡ 0, lim𝛼→0 ‖𝜙2(𝜏, 𝑥, 𝛼)‖ ≡ 0.
Для решения 𝑥 = 0𝑛 системы (21) используем определение устойчивости по параметру [8,
13].
Определение 3. Решение 𝑥 = 0𝑛 системы вида (21) 𝛼-устойчиво, если для лю-
бого 𝜀 > 0 существует такое 𝛿 > 0 , что для любого решения 𝑥(𝜏, 𝑏, 𝛼) из условий
𝑥(0, 𝑏, 𝛼) = 𝑏 ∈ 𝑈(0𝑛, 𝛿) и 𝛼 < 𝛿 при всех 𝜏 > 0 следует справедливость неравенства
‖𝑥(𝜏, 𝑏, 𝛼)‖ ≤ 𝜀.
В силу преобразований, проведенных при построении системы (21), справедливо следую-
щее утверждение, которое по способу доказательства аналогично теореме 25 [12].
Лемма 3. Малое периодическое решение 𝑣 системы (3) орбитально 𝛼-устойчиво тогда
и только тогда, когда решение 𝑥 = 0𝑛 системы (21) 𝛼-устойчиво.
4. Достаточный признак орбитальной 𝛼-устойчивости малого пе-
риодического решения
Для применения леммы 3 исследуем локальную структуру оператора монодромии систе-
мы (21).
При 𝛼 = 0 линейное приближение
𝑑𝑥
𝑑𝜏
= 𝐷𝑥 системы (21) имеет фундаментальную матрицу
𝑌 (𝜏) = diag(exp(𝜏𝐴1), 𝐸𝑙−1). Выделим первое однородное нелинейное приближение от фазовой
переменной для оператора монодромии системы (21). В силу гладкости функции 𝜙(𝜏, 𝑥) полу-
чим разложение 𝑌
𝜔0∫︀
0
𝑌 (−𝑠)𝜙(𝑠, 𝑌 (𝑠)𝑏)𝑑𝑠 = 𝑢(𝑏)+ ?¯?(𝑏), в котором 𝑌 = 𝑌 (𝜔0), 𝑢(𝛾𝑏) = 𝛾𝑘𝑢(𝑏) —
матрица монодромии системы (21) при 𝛼 = 0, функция 𝑢(𝑏) однородна, 𝑢(𝛾𝑏) = 𝛾𝑘𝑢(𝑏), функ-
ция ?¯?(𝑏) удовлетворяет условию lim
𝛾→0
𝛾−𝑘 ‖?¯?(𝛾𝑏)‖ ≡ 0. При этом правый оператор монодромии
системы (21) имеет вид
𝑥(𝜔0, 𝑏, 𝛼) = 𝑌 𝑏+ 𝑢(𝑏) + ?˜?(𝑏, 𝑎) + ˜˜𝑢(𝑏, 𝑎), (22)
где функции ?˜?(𝑏, 𝑎), ˜˜𝑢(𝑏, 𝑎) удовлетворяют условиям
?˜?(𝑏, 𝑎) + ˜˜𝑢(𝑏, 𝑎) = 𝑌
𝜔0∫︁
0
𝑌 (−𝑠)(𝜙(𝑠, 𝑥(𝑠, 𝑏, 𝛼)) + 𝜙1(𝑠, 𝑥(𝑠, 𝑏, 𝛼)) + 𝜙2(𝑠, 𝑥(𝑠, 𝑏, 𝛼)))𝑑𝑠− 𝑢(𝑏),
lim
𝛾→0
𝛾−𝑘 ‖?˜?(𝛾𝑏, 𝛼)‖ ≡ 0, lim
𝛼→0
‖?˜?(𝑏, 𝛼)‖ ≡ 0.
По формуле Эйлера для однородной функции построим разложение
𝑢(𝑏) = 𝑈(𝑏)𝑏, 𝑈(𝑏) =
1
𝑘
𝜕𝑢(𝑏)
𝜕𝑏
.
Применим к системе (21) результаты работ [8, 11, 13].
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Теорема 2. Если
1) справедливо равенство (17);
2) выполняются условия теоремы 1, в которых
𝑎0 = (0, . . . , 0, 𝑐
(𝑛+1)), 𝑐(𝑛+1) ∈ R𝑙,
⃦⃦⃦
𝑐(𝑛+1)
⃦⃦⃦
2
= 1;
3) для любого 𝜆: ‖𝜆‖ = 1 и достаточно малого 𝛾 > 0 справедлива оценка
‖𝑌 + 𝛾𝑈(𝜆)‖ ≤ 1− 𝜎𝛾, 𝜎 > 0,
то в системе (1) имеет место бифуркация орбитально 𝛼-устойчивого решения вида (2) с
периодом 𝜔 = (1 + 𝜆)𝜔0, 𝜆 = 𝛼
𝑘−1(𝜆0 + ?¯?(𝛼)), lim
𝛼→0
?¯?(𝛼)) = 0.
Доказательство. По условиям 1), 2) в системе (1) имеет место бифуркация малого пе-
риодического решения вида (2). В силу леммы 3 сведем исследование устойчивости этого
решения по определению 3 к локальной оценке нормы оператора монодромии системы (21).
С этой целью вначале установим вспомогательные утверждения.
1. Нулевое решение системы (21) 𝛼-устойчиво тогда и только тогда, когда для любого 𝜀 > 0
существует 𝛿 > 0, при котором из неравенств ‖𝑏‖ < 𝛿, 𝛼 < 𝛿 следует, что значение 𝑥(𝑠𝜔0, 𝑏, 𝛼)
определено при всех 𝑠 ∈ N и справедлива оценка ‖𝑥(𝑠𝜔0, 𝑏, 𝛼)‖ < 𝛿.
Действительно, необходимость данного утверждения очевидна, если в определении 3 взять
𝜏 = 𝑠𝜔 . Установим достаточность. В силу локальной продолжаемости решений системы (21)
число 𝛿 можно считать таким, что любое решение 𝑥(𝜏, 𝑥(𝑠𝜔0, 𝑏, 𝛼), 𝛼) для каждого 𝑠 ∈ N
определено при 𝜏 ∈ [0, 𝜔0], если ‖𝑥(𝑠𝜔0, 𝑏, 𝛼)‖ < 𝜀, то есть продолжаемо вправо от момента 𝑠𝜔0.
Значит, в условиях утверждения из пункта 1 любое решение 𝑥(𝜏, 𝑏, 𝛼) нелокально продолжаемо
вправо. В силу непрерывной зависимости решений системы (21) от начальных значений и
параметров можно считать, что 𝛿 < 𝜀 и ‖𝑥(𝜏, 𝑏, 𝛼)‖ < 𝜀 при любых 𝜏 ∈ [0, 𝜔0), если ‖𝑏‖ < 𝛿,
𝛼 < 𝛿. Следовательно, по групповому свойству решений для произвольного 𝜏 = 𝑠𝜔0 + 𝜉,
𝑠 =
[︂
𝜏
𝜔0
]︂
, при ‖𝑏‖ < 𝛿, 𝛼 < 𝛿 получим оценку ‖𝑥(𝜏, 𝑏, 𝛼)‖ = ‖𝑥(𝜉, 𝑥(𝑠𝜔0, 𝑏, 𝛼), 𝛼)‖ < 0. То есть
нулевое решение системы (21) устойчиво по определению 3.
2. Если для любого 𝛿1 > 0 существует такое 𝛿2 > 0, что при ‖𝑏‖ < 𝛿1, 𝛼 < 𝛿2 справедлива
оценка ‖𝑥(𝜔0, 𝑏, 𝛼)‖ < ‖𝑏‖, то нулевое решение 𝛼-устойчиво.
Действительно, произвольно выберем 𝜀 > 0. При 𝛿1 = 𝜀 подберем значение 𝛿2. Получим,
что для любого 𝜀 > 0 существует 𝛿 = min{𝛿1, 𝛿2} , для которого из неравенств ‖𝑏‖ < 𝛿1, 𝛼 < 𝛿2
следует, что ‖𝑥(𝜔0, 𝑏, 𝛼)‖ < 𝜀. Тогда по индукции устанавливается, что значение 𝑥(𝑠𝜔0, 𝑏, 𝛼)
определено при всех 𝑠 ∈ N и справедлива оценка ‖𝑥(𝑠𝜔0, 𝑏, 𝛼)‖ < 𝜀. То есть на основе утвер-
ждения из пункта 1 нулевое решение устойчиво по определению 3.
3. Далее в доказательстве используем достаточное условие устойчивости из пункта 2.
Равенство (22) запишем в виде
𝑥(𝜔0, 𝑏, 𝛼) = [𝑌 + 𝑈(𝑏) +𝐺(𝛼, 𝑏) + 𝑉 (𝛼, 𝑏)]𝑏, (23)
в котором матрицы 𝐺(𝛼, 𝑏), 𝑉 (𝛼, 𝑏) удовлетворяют условиям
𝐺(𝛼, 𝑏)𝑏 = ˜˜𝑢(𝑏, 𝑎), 𝑉 (𝛼, 𝑏) = ?˜?(𝑏, 𝑎), lim
𝛽→0
𝛽1−𝑘‖𝐺(𝛼, 𝛽𝑏)‖ ≡ 0, 𝑉 (0, 𝑏) ≡ 0𝑛𝑛.
В равенство (23) подставим 𝑏 = 𝛽𝜆, ‖𝜆‖ = 1 . Выберем число 𝛿1 > 0 так, чтобы при всех 𝛽:
𝛽 < 𝛿1 и 𝛼: 𝛼 < 𝛿1 выполнялось неравенство ‖𝐺(𝛼, 𝛽𝜆)‖ ≤ 𝛽
𝑘−1𝑏2
4
. Существует 𝛿2: 0 < 𝛿2 ≤ 𝛿1,
для которого из условия 𝛼 < 𝛿2 при всех 𝛽:
𝛿1
2
≤ 𝛽 < 𝛿1 верна оценка ‖𝑉 (𝛼, 𝛽𝜆)‖ ≤ 𝛽
𝑘−1𝑏2
4
.
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Без ограничения общности ‖𝑌 + 𝑈(𝑏) +𝐺(𝛼, 𝑏) + 𝑉 (𝛼, 𝑏)‖ < 2, если 𝛼 < 𝛿2 и 𝛽 < 𝛿1
2
, при этом
‖𝑥(𝜔0, 𝑏, 𝛼)‖ ≤ 2‖𝑏‖ < 𝛿1. Если же 𝛼 < 𝛿2 и 𝛿1
2
< 𝛽 < 𝛿1, то
‖𝑥(𝜔0, 𝑏, 𝛼)‖ ≤
(︂
1− 𝛽
𝑘−1𝑏2
2
)︂
‖𝑏‖ < 𝛿1.
Итак, произвольно выбрав 𝜀 > 0, получим, что ‖𝑥(𝜔0, 𝑏, 𝛼)‖ < 𝜀 для всех 𝑏: ‖𝑏‖ < 𝛿 = min{𝜀, 𝛿1}
и 𝛼 < 𝛿2. Тогда в силу утверждения из пункта 3 нулевое решение системы (23) устойчиво по
определению 3. Итак, по леммам 2 и 3 малое периодическое решение вида (2) системы (1)
устойчиво по определению 2. Теорема 2 доказана.
5. Заключение
Итак, для автономной системы вида (1), имеющей при нулевом значении параметра крити-
ческую матрицу линейного приближения (17), по свойствам первого нелинейного приближе-
ния оператора монодромии установлены условия бифуркации малого периодического решения
вида (2), которое обладает свойством орбитальной 𝛼-устойчивости по определению 2.
Заметим, что при условии 3) теоремы 2 нулевое решение системы (21) асимптотически
устойчиво [14].
Действительно, при 𝛼 = 0 в силу леммы 9.2 из монографии [15] задача об асимптоти-
ческой устойчивости нулевого решения системы (21) сводится к задаче об асимптотической
устойчивости нулевого решения системы в конечных разностях
𝑏𝑗+1 = [𝑌 + 𝑈(𝑏𝑗) +𝐺(0, 𝑏𝑗)]𝑏𝑗 , (24)
Так как lim
𝛼→0
𝛾1−𝑘‖𝐺(0, 𝛾𝑏)‖ = 0, то существует такое 𝛿0 > 0, что ‖𝐺(0, 𝑏)‖ < 12𝜎‖𝑏‖𝑘−1 при
всех 𝑏: ‖𝑏‖ < 𝛿0. Тогда из равенства (24) по условию 3) теоремы 2 получим оценку
𝑏𝑗+1 = [𝑌 + 𝑈(𝑏𝑗) +𝐺(0, 𝑏𝑗)]𝑏𝑗 , (25)
Выберем тождественную последовательность функций 𝑉𝑗(𝑏) ≡ ‖𝑏‖. Для любого члена этой
последовательности и для любого малого 𝑏 по свойствам нормы выполняются условия
𝑎1(‖𝑏‖) = ‖𝑏‖
2
≤ 𝑉𝑗(𝑏) ≤ 𝑎2(‖𝑏‖) = 2‖𝑏‖,
⃒⃒⃒
𝑉𝑗(𝑏)− 𝑉𝑗(?˜?)
⃒⃒⃒
≤ ‖𝑏− ?˜?‖.
Кроме того, из оценки (25) при всех малых 𝑏 справедливо неравенство
‖𝑏𝑗+1‖ − ‖𝑏𝑗‖ < −1
2
‖𝑏𝑗‖𝑘 < −𝑎3 (‖𝑏𝑗+1‖) = −1
2
𝜎‖𝑏𝑗+1‖𝑘.
Так как функции 𝑎1(·), 𝑎2(·), 𝑎3(·) — функции класса Хана, то в силу предложения 2 из
работы [16] нулевое решение системы (21) асимптотически устойчиво.
То есть в условиях теоремы 2 рассмотрен некритический случай устойчивости по определе-
нию 3. При этом для орбитальной 𝛼-устойчивости малого периодического решения оказывает-
ся достаточно учесть только его направление бифуркации 𝑎0 в фазовом пространстве. В кри-
тических случаях орбитальной 𝛼-устойчивости для оператора монодромии системы (21) тре-
буется дополнительно использовать свойства нелинейного приближения по аргументу (𝑏, 𝛼),
учитывая направление бифуркации 𝜇0 периодического решения в пространстве параметров.
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