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Abstract. The empirical evidence suggests that stock returns in the emerging technology environment exhibit high stock return 
volatility. The fundamental aim of the article is to investigate the dynamic, time series properties of the correlations between 
daily log returns and magnitude of the volatility transmissions from the emerging technologies environment to the Spanish 
banking sector, the Spanish market portfolio and the finance industry in the EU area. Using daily log returns for the performance 
variables and an equally weighted index was constructed as proxy to represent the emerging technology phenomena covering a 
period from the 7th of July of 2015 to the 20th of September of 2019. The study applies generalized autoregressive conditional 
heteroskedasticity GARCH followed by the diagonal BEKK approach. One key finding is that the emerging technology envi-
ronment is important in capturing volatility of Spanish banking sector, the Spanish market portfolio and the finance industry in 
the EU area through significant volatility clustering, volatility spillover and volatility persistence.  Results exhibit very large 
GARCH and relatively low ARCH effects indicating a long persistence of resulting shocks over volatility. Broadly, the Spanish 
banking sector seems to be the most exposed to volatility spillover. Nevertheless, it is the finance industry across the EU which 
is more affected by the volatility persistence from emerging technology shocks in terms of volatility and cross – volatility point 
of view.  Additionally, high volatility periods provide insights about an increased integration and volatility spillover. From an 
investor perspective, one important implication is that adding stocks from different emerging technologies to a portfolio does 
not necessarily lead to risk reduction. 







Since the crisis in 2008, the financial industry has 
been exponentially reaching for innovation to increase 
stability, improve quality of services and to rebuild trust, 
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suggesting that the demand of innovation is driven by 
the financial stability. Besides, works from a different 
perspective have assumed that the New Economy, or the 
‘information age’, has affected the stability of the mar-
ket valuation process, and in so, doing increased 
volatility across stock markets [15,46]. This article [15] 
indicates that the increases generalized volatility might 
be due to new technologies, especially those related to 
the ‘IT ’revolution. 
In this context “emerging technologies” can be ab-
sorbed under the framework of the possibility to lead a 
dramatic change and impact on socio-economic systems 
[67]and this context is extensively connected to innova-
tion management [28]. 
Additionally, since stock prices are expected to re-
flect expectations about future profits [59,53], it makes 
sense that expectations about the outcome of a techno-
logical innovation also will be reflected by the stock 
prices and its return volatility. 
Previous empirical work has focused on studying the 
relationship of technological innovation and stock 
prices over the industry life cycle and the linkage be-
tween market value, profits and patents as proxy for in-
novation. Despite the recognized importance of emerg-
ing technologies phenomena in descriptive literature, 
there have been surprisingly few empirical studies. This 
investigation provides several contemporaneous exten-
sions. 
The goal of this work is to empirically analyze the 
dynamic, time series properties of the correlations be-
tween daily log returns and magnitude of the volatility 
transmissions due to emerging technology to the to the 
Spanish banking sector, the Spanish market portfolio 
and the finance industry in the EU area as the perfor-
mance variables. 
First, we investigate the link between changes in 
emerging technologies and market proxies at mean and 
volatility terms. The Generalized autoregressive condi-
tional heteroskedasticity GARCH methodology is used 
followed by a diagonal BEKK approach.  
Second, we investigate the link between the emerging 
technologies for to the Spanish banking sector, the 
Spanish market portfolio and the finance industry in the 
EU area. 
Finally, we expect that volatility of the performance 
variable should be affected by emerging technology 
phenomena as an uncertain investment. By reason, since 
volatility is commonly perceived as a proxy for uncer-
tainty [59] and innovation is a perfect example of true 
Knightian uncertainty [48], we interpret the relationship 
between the emerging technologies under the innova-
tion context and volatility [55]. 
Furthermore, we suggest that our results are useful for 
researchers studying the emerging technology phenom-
ena and implications for market evolution and partici-
pants and what does suggest for the current regularity 
framework.  
From the investor’s perspective, insights from the 
risk -return trade-off will be provided through the 
emerging technology -return trade-off since innovation 
is used as a sound proxy for risk. 
Besides, the exploring feature of this work is aligned 
with the suggestions raised by some experts [75,41,76], 
stating that more experiments are needed to understand 
the phenomena of the emerging technologies [32,70,24] 
and possible novel viable approaches for financial regu-
lation. 
The remainder of the article is structured as follows. 
Section 2 reviews the literature on the theoretical as well 
as the empirical association between technology and 
emerging technology and finance industry.  
Section 3 describes the data set. Section 4 presents the 
empirical results and section 5 develops the conclusion 
and provides certain directions for future research. 
2. Literature Review 
A new wave of innovation and changes can be ob-
served. Over the last two decades, the financial industry 
and particularly the banking sector, have been signifi-
cantly affected by rapid and intense progress in infor-
mation and communication technology (ICT) 
[63,64,14] or in other words, highly exposed to techno-
logical innovation.  
Technological change is viewed as endogenous and 
persistence by endogenous growth models in [65,50]. 
However, in most orthodox macroeconomic models, 
technological change is introduced as an exogenous sto-
chastic shock [17]. In order to provide a notion, as 
quoted by Freeman and colleagues [36] growth on tech-
nical innovation resembles better to a series of explo-
sions rather than a gentle and incessant transformation.  
Recent literature is focusing on the impact of the tech-
nological change and innovation on stock return volatil-
ity in order to better understand the IT Revolution or 
New Economy phenomena.  
The rational expectation hypothesis states that the 
current price of a stock is equal to the rational expecta-
tions as identically to optimal forecast (the best guess of 
the future) using all available information [58]. Since 
stock prices are expected to reflect expectations about 
(discounted) future profits, it makes sense that expecta-
tions about the outcome of a technological innovation to 
also be reflected by the stock prices [59,53].  
Widely used under a similar approach by the litera-
ture to investigate the role of technological change and 
stock prices and returns, is the efficient market hypoth-
esis, which assumes that the price traded in the market 
reflects all available information stated by Fama [35,52] 
and hence, the real firm’s innovation potential. The ef-
ficient market hypothesis is associated extensively with 
the idea of a "random walk." Financial markets use often 
random walk to model fat tail distributions like those in 
the high frequency data. In the present context, heavy 
tails are increasingly related to innovation dynamics and 
evidence to lumpy growth [31] suggesting the absence 
of a solely rational expectation. Additionally, heavy tails 
indicated the occurrence of extreme events due to 
greater market opportunities for innovation dynamic [8]. 
Persistence (i.e. correlation) over time from innova-
tion dynamics is also recognized by the literature as a 
distinct feature [51,1,18]. Technologies mature with 
time [23] and firms which have invested in innovation 
in the past are more likely to innovate in the future due 
to the perceived positive feedback [25] This endogenous 
and procyclical movement of adoption is consistent with 
the cyclical patterns of diffusion. Since diffusion of new 
technologies takes time, the cyclical response to news 
shock is highly persistent [27]. Numerical experiment 
and time series approaches provide the tools to study 
implications for the entrance of new technologies to the 
stock markets [42,61]. 
Uncertainty and risk have been widely adopted. In 
any case, in the frame of this paper the interplay between 
them is strictly conceptually so that the frame of mind 
can be further nuanced.  
Commonly, uncertainty is defined as the situation 
with unknown information about the environment [56] 
and risk derives from uncertainty by the intention to 
quantify. In other words, in this sense conceptually risk 
can be considered as a proxy for uncertainty. Innovation 
is an uncertain process where the outcomes are uncer-
tain as well.  This premise is not new and was already 
recognized by Frank Knight [48] and Keynes [47], as 
stated in Mazzucato’s study [53]. Both economists used 
the concept of technological innovation as an example 
of true uncertainty. Based on this assumption, empirical 
works show that technology changes and period of tech-
nological changes lead to increased uncertainty and 
therefore to increased stock return volatility [69,15,53]. 
Technological innovations play a major role in explain-
ing the long-term volatility observed in stock markets 
[42]. Excess volatility peaks precisely during periods as-
sociated to uncertainty [69], such as radical technologi-
cal changes and therefore the fundamental information 
is less useful for making prediction about future values 
[72]. This entails to less information available and leads 
the market trend to be driven by other speculative inves-
tors heading them to “follow the crowd” instead of using 
their own fundamental data. This phenomenon is also 
known as “herd effect” and over-reaction [16]. 
In addition, the asymmetric information problem is 
studied within the innovation process context. All type 
of projects and certainly the ones related to new tech-
nology can generate a greater degree of asymmetric in-
formation, since managers have more knowledge about 
the state of the outcome compared to the outside [11]; 
as a result, stock return volatility increases. Especially 
high-tech firms suffer under the asymmetric information 
problem [39,38,40,9]. To offset the lack of information, 
high- tech firms organize conference calls and provide 
additional information about financial conditions to the 
public [71]. 
Another body of literature is the firm’s approach level 
on high tech firms or frontier technologies firms in this 
frame of reference, which exhibit unjustifiably high 
stock return and volatility [60,38,68]. Evidence exists 
that return volatility is 2.21 percent higher for R&D in-
tense firms compared to no R&D investing firms [19] 
and that the beta is twice higher for companies with in-
tensive R&D investment [49]. This makes sense in order 
to compensate the additional risk due to intensive R&D 
exposure leading to a significant premium [74]. 
To briefly recapitulate the goal of this article, we in-
tend to empirically analyze the dynamic, time series 
properties of the correlations between daily log returns 
and the magnitude of the volatility transmissions from 
the emerging technologies to the representative indexes 
for the Spanish banking sector, the overall Spanish mar-
ket and the finance industry in the EU area level.   
As highlighted by Demirel and Mazzucato [29], new 
researches must focus on understating time series be-
haviors of innovation performance as well as consider-
ing the heterogeneous nature of technological innova-
tion and performance variables. 
To summarize, it is reasonable to explore the impact 
of emerging technologies on the Spanish banking sector, 
the Spanish market portfolio and the finance industry in 
the EU area volatility using a time series approach, 
given the volatility interpretation for innovation and dy-
namic processes under uncertainty and evaluating this 
relationship from the defined perspectives. 
3. Data and Methodology 
Since profits and growth rates are mainly used as ref-
erence for economic performance, then industry specific 
and a general market performance can be extrapolated 
through stock prices and financial market proxies’ in 
levels and returns. 
 
3.1. Data 
3.1.1. Dependent performance variables 
This study utilizes a constructed BANK index 
(BANK) as proxy for the Spanish banking sector, the 
IBEX35 (IBEX) index as proxy for the overall Spanish 
market performance and the MSCI Europe Finance in-
dex (MSCI_EUR_FIN) as proxies for the financial in-
dustry in the Europe Area.  
BANK is a reconstructed index that was calculated as 
proxy for the banking sector in Spain selecting the most 
representatives’ Spanish banks in terms of Market Cap, 
and these are Banco de Sabadell, S.A. (SAB.MC), 
Banco Bilbao Vizcaya Argentaria, S.A. (BBVA.MC),  
Bankia, S.A. (BKIA.MC), Bankinter, S.A. (BKT.MC), 
CaixaBank, S.A. (CABK.MC) and Banco Santander, 
S.A. (SAN.MC). The expected price is calculated as a 
weighted sum of the individual assets' prices [66].  
Information for the construction of the BANK index 
and IBEX was obtained from yahoo finance webpage. 
Information for the MSCI_EUR_FIN was retrieved 
from Investing webpage. 
3.1.2. Independent variables 
An equally weighted index was constructed denomi-
nates as TECH index which contains the ROBO Global 
Robotics & Automation Index ETF (ROBO)2 and First 
Trust NASDAQ Cybersecurity ETF (CIBR)3 as proxy 
to represent the emerging technology phenomena. In or-
der to capture aside the emerging technology phenom-
ena, associated risks and cyber risk awareness should 
also be tackled since Cybersecurity concerns financial 
institutions and can threaten the stability of financial 
markets [43]. Weighting the CIBR ETF and the ROBO 
ETF would provide additional deepness that contributes.   
As Credit default swap (CDS), the ITRAXX Europe 
index4 was selected as independent variable to expose 
the model against economic performance [3,4,7]. Infor-
mation was obtained from Bloomberg.  
The indices have been selected based on the com-
pleteness of data covering a sample period is from 8 July 
2015 to 20 September 2019.  
Daily data utilized is in the form of log returns on the 
price indices, the returns are in US dollars as calculated 
by the following formula:  
 
 
2   Robo Global Robotics & Automation Index ETF is an ex-
change-traded fund incorporated in the USA. The ETF seeks to track 
the performance of the ROBO Global Robotics and Automation Index 
(https://www.bloomberg.com/quote/ROBO:US). 
3 First Trust Nasdaq Cybersecurity ETF tracks the Nasdaq CTA 
Cybersecurity Index. The Index is designed to track the performance 
𝑟𝑡 = 𝑙𝑛 (
𝑃𝑡
𝑃𝑡−1
)                                                   (1) 
 
Information for the exchange rate USD vs EUR was 
obtained from Macrotrend webpage. 
 
3.2. Methodology 
The first methodology an GARCH modeling in order 
to determine volatility clustering. The ARCH model 
was the first of the GARCH family introduced by Engle 
in 1982. Furthermore, many extensions were developed 
such as the GARCH, EGARCH, IGARCH among oth-
ers, these models being highly useful to estimate vola-
tility. 
The second stage evaluates the contagion of volatility 
between the dependent variables or proxies for the fi-
nance industry and the emerging technologies, through 
a multivariate GARCH as diagonal BEKK, to verify the 
results. 
3.2.1. ARMA 
The ARMA (autoregressive and moving average) 
stands for stationary structure and time discrete stochas-
tic approach. This structure is useful to identify effects 
of the past of the series themselves as well as the MA 
effect that identifies signals send by the error term. We 
can represent an ARMA(p,q) model as: 
 
𝑌𝑡 =  𝛼𝑜 + 𝛼1𝑌𝑡−1 + 𝛼2𝑌𝑡−2 + ⋯ + 𝛼𝑝𝑌𝑡−𝑝 +
𝛽1𝑒𝑡−1+𝛽2𝑒𝑡−2 + … +  𝛽𝑞𝑒𝑡−𝑞 + 𝑒𝑡                    (2) 
 
where (𝑒𝑡) = 0; 𝑉𝑎𝑟(𝑒𝑡) = 𝜎
2; 𝐶𝑜𝑣(𝑒𝑡 , 𝑒𝑡−ℎ) = 0 ∀ℎ ≠
0, p is number of lags of the dependent variable and q 
the number of lags of the error term. 
3.2.2. ARCH 
Autoregressive conditional heteroskedastic (ARCH) 
introduced by Engel [33] has become a useful model to 
explain the behavior of asset return volatility over time, 
where the conditional variance can be represented as: 
 
of companies engaged in the Cyber security segment of the technology 
and industrial sectors (https://www.bloomberg.com/quote/CIBR:US). 
4 The ITRAXX Europe index that contains 125 equally weighted 
European names selected by a dealer poll based on CDS volume 
traded over the previous six months. (https://ihsmarkit.com/prod-
ucts/markit-itraxx.html) 
𝑉𝑎𝑟𝑒𝑡 ≡ 𝜎𝑡








where q refers to the lag order of the squared error 
term include in the model. Under the consideration of 
the present analysis, in order to test the existence of an 
ARCH structure, the following set of the hypothesis will 
be tested: 
𝐻0: 𝜃1 = 𝜃2 = ⋯ =  𝜃𝑞 = 0 
𝐻1: 𝐴𝑡 𝑙𝑒𝑎𝑠𝑡 𝑜𝑛𝑒 𝜃 ≠ 0 
If the null hypothesis is rejected, this would imply 
that there is a structure for the volatility of the log price 
return. On the other hand, if the null is not rejected, that 
would imply stability for the volatility of the log prices 
returns. 
3.2.3. GARCH 
Bollerslev [12] introduced the generalized ARCH 
(GARCH) model, an extension of the ARCH model. 
The conditional variance, in function of its own lags, is 
given by: 
𝑉𝑎𝑟𝑒𝑡 ≡ 𝜎𝑡












where 𝜃0 > 0 and GARCH(p,q) is covariance station-
ary only if ∑ 𝜃i
𝑞
𝑖=1 + ∑ 𝜋𝑗  
𝑝
𝑗=1 < 1. It is important to no-
tice that this is the structures used to model the volatility 
cluster once the dynamic of the variables was modelled 
with an ARMA structure. 
3.2.4. Diagonal BEKK 
The second stage evaluate the contagion of volatility 
between the dependent variables or proxies for the fi-
nance industry and the emerging technologies through 
the GARCH multivariate model.  
Among the different possible specifications for the 
model, the BEKK specification, developed by Baba, 
Engle, Kraft and Kroner, which can be found in the 
study by Engle and Kroner [34] seems to fit best the 
multivariate extension of univariate GARCH for this 
purpose[20,21,22]. 




′ + 𝐵𝑄𝑡−1𝐵′ (xx)      (5) 
 
where A, and B are N x N matrices of parameter W is 
an upper triangular matrix of parameters. The Diagonal 




+ 𝑑𝑖𝑎𝑔 (𝑏)′𝑄𝑡−1𝑑𝑖𝑎𝑔(𝑏) 
 
 
   (6) 
 
𝐻𝑡 = 𝑊




Aiming to reduce the number of parameters in the 
BEKK model, it is possible to apply a BEKK diagonal 
model, in which the matrices 𝐴 and B are diagonal. By 
reducing the number of parameters estimated by the 
model and since it is one of the most used in the litera-
ture for contagion overflow volatility [73] the diagonal 
BEKK specification was the application selected for this 
analysis. 
McAleer [57] proved that the Quasi-Maximum Like-
lihood Estimators (QMLE) of the parameters of the di-
agonal or scalar BEKK models were consistent and as-
ymptotically normal, so that standard statistical infer-
ence for testing hypotheses is valid. 
4. Empirical Results 
4.1. Data Preliminaries 
Descriptive statistics for each log return between 7 
July 2015 and 20 September 2019 are reported in Table 
6 in the Appendix. Plots of daily prices and log returns 
for each variable are illustrated in Figure 1 and Figure 2. 
All return series display volatility clustering and lever-
age effects, making ARCH models applicable. 
4.1.1. Levels 
From Figure 1, where the involved series as repre-
sented at levels, we can observe similar trends or an as-
sociation between BANK, IBEX and MSCI_EU_FIN. 
On the other hand, the CIBR Index and the Robo Index 
seems to follow and incremental trend.  
 
 
Fig. 1. BANK, IBEX, MSCI_EU_FIN, CDS, ROBO, CIBR at levels 
in the period 7 July 2015 to 20 September 2019. 
4.1.2. Logarithmic Returns 
From Figure 2, where the involved series are repre-
sented by logarithmic return level, two volatility clusters 
can be observed commonly during the period 2015 – 
2016 and 2018 – 2019. Interestingly we can appreciate 
that during the first period, the most immediate im-
pacted variable are MSCI_EU_FIN and IBEX and a 
lagged impacted over BANK. On the other hand, TECH 
is the most impacted varietal form the second volatility 
period. From Figure 2, we can observe volatility cluster-
ing specially during the 2015–2016 period for 
MSCI_EU_FIN. Interestingly all series retrieve an out-
lier during 2016 which can be linked to the  rise of po-
litical risk driven by nationalism in 2016 around Europe 
as for example the Catalonian independence movement, 
the Brexit announcement among other events. 
 
Fig. 2. Logarithmic returns of BANK, IBEX35, MSCI_EU_FIN and 
TECH in the period 8 July 2015 to 20 September 2019. 
The logarithmic returns stay around zero as we can 
observe from Figure 2. The largest negative mean return 
(-0.0483%) is for BANK whereas the IBEX has the low-
est negative mean return (−0.0111%). The kurtosis val-
ues of all index’s returns are higher than three, thus the 
returns distribution could be fat-tailed. As the skewness 
values are negative, the skewness values are the asym-
metric tail. Since the Jacque-Bera results are statistically 
significant and reject the null hypothesis of a normal dis-
tribution for all indices returns.  
Nonetheless, our analysis is robust as models are usu-
ally robust as well in non-normal cases. 
The correlation among the variables in its logarithmic 
return expression is reported in Table 7 in the Appendix. 
IBEX and MSCI_EUR_FIN have high correlations 
around 0.7900. Interestingly our depended variables in-
dicate differentiated correlation with TECH. Highest 
correlation between MSCI_EU_FIN and TECH with 
0.52 and lowest with BANK with TECH at 0.0995. 
4.2. Unit Root Test 
We determined whether the analyzed series are sta-
tionary, employing the Augmented Dickey-Fuller 
(ADF) test, proposed by Dickey and Fuller [30] and the 
Phillips-Perron (PP) test, developed by Perron [62]. A 
stationary time series is mean-reverting and has a finite 
variance that guarantees that the process will never drift 
too far away from the mean.  
Table 1 shows the results of the ADF test and PP test 
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unit root is rejected for all the variables at 90%, 95% and 
99% of confidence, which implies that the logarithmic 
returns of prices levels are stationary. 
 
Table 1 
Null hypothesis: Log return of indices 
Variable Augmented Dickey-




BANK -26.05192 ***(0.0000) -110.2503***(0.0001) 
IBEX -32.22969 ***(0.0000) -32.43474***(0.0000) 
MSCI_EU_FIN -30.82986***(0.0000) -30.77527***(0.0000) 
TECH -31.33133***(0.0000) -31.33320***(0.0000) 
CDS -30.28771***(0.0000) -30.25784***(0.0000) 
Source: Eviews 10 University Version. 
Notes: *significant at level of 10%, **significant at level of 5%, *** 
significant at level of 1%. 
 
Once we have determined that the variables are sta-
tionary, it is necessary to model their stochastic dynam-
ics through ARMA structures. The results of modelling 
the stochastic dynamics of the different log returns 
through ARMA structures are presented in the follow-
ing section. 
4.3. ARCH GARCH 
As indicated in the methodology GARCH model are 
estimated in order to capture volatility clustering among 
the performance variables for banking (BANK), overall 
Spanish market (IBEX) and finance industry in Europe 
(MSCI_EU_FIN) respectively as dependent variable 
from emerging technologies (TECH).  In order to fulfill 
structure for the mean equation, CDS spread independ-
ent variable were included as proxy for economic per-
formance. The results are represented in Table 2. 
4.3.1. Mean Equation 
First step is the mean equation model the coefficient 
for of TECH impacting on BANK is a positive signifi-
cant 0.7560, for IBEX is positive significant 0.2347 and 
for MSCI_EU_FIN is 0.2498, indicating that there is a 
generalized positive impact from TECH on the perfor-
mance variables all significant at 99% confidence. Nev-
ertheless, it is interesting that coefficient of BANK is 
much higher, indicating that the Spanish banking sector 
is more impacted by the emerging technologies than the 
Spanish market as an overall. The associated coefficient 
of the CDS spread, widely used as an economic control 
variable, is slightly negative for all of the three cases and 
shows to be consistent with the literature [26,5,10] since 
CDS market seems to lead the stock market [6]. 
4.3.2. Variance Equation 
For the performance variables BANK, IBEX and 
MSCI_EU_FIN, presence of ARCH and GARCH ef-
fects are identified and in accordance with the literature 
[27,15,59].  A large sum of these coefficients implies 
that a large positive or a large negative logarithmic re-
turn will lead future forecasts of the variance to be high 
for a protracted period. The individual conditional vari-
ance coefficients are also as one would expect. The var-
iance intercept is very small, own-volatility spillovers 
(ARCH effects) are relatively low while the coefficients 
on the lagged conditional variance or ‘GARCH term’ 
are large and significant at 99% confidence. The ARCH 
effect is higher for IBEX (0.1614) followed by 
MSCI_EU_FIN (0.1340) and for IBEX (0.147482) than 
for BANK (0.083350). 
The GARCH coefficients suggest a positive impact 
from the volatility of TECH on the performance varia-
bles. The lagged own-volatility persistence (GARCH 
effects) is BANK (0.8144), IBEX (0.7477) and 
MSCI_EU_FIN (0.8173). These results suggest that 
BANK, IBEX and MSCI_EU_FIN derive their volatil-
ity persistence more from themselves. In other words, 
the large values GARCH effect for BANK, IBEX and 
MSCI_EU_FIN mean that large changes in the volatility 
will affect future volatility, and that volatilizes for a long 
period of time since the decay is slower. IBEX, com-
pared to BANK and MSCI_EU_FIN, has a lower 
GARCH coefficient; in other words, the Spanish bank-
ing sector and the finance industry within the EU area 
will revert to equilibrium relatively slowly in the long 
run due to a shock in its volatilities perceived by a shock 
coming from emerging technology environment. On the 
other hand, IBEX can decay faster to its mean, which 
has interesting implication for an investor perspective. 
From the investor’s perspective and in this context, this 
suggests what was expected regarding risk reduction 
purpose; an overall market indexes would be more rec-
ommended due to its diversified portfolio nature across 
industries. Moreover, the own volatility persistence 
effects for the performance variables modeled are within 
a tight range. 
Additionally, the long-run average variance per day 
implied by the models are 0.0067 for BANK, 8.8552E-
05 for IBEX and 9.8194E-05 for MSCI_EU_FIN. This 
corresponds to a total volatility per day is 8.20% for 
BANK, 0.99% for IBEX and 0.99% for MSCI_EU_FIN. 
 
Table 2 
Model results for the estimated GARCH model for BANK, IBEX, 
MSCI_EU_FIN 
  BANK IBEX MSCI_EU_FIN 
  Coefficient  Coefficient  Coefficient  
(p-value) (p-value) (p-value) 
ARMA Model 
Intercept     






TECH(-1)  - 0.148736 
(0.0000)*** 
- 











AR(2)  -0.378099 
(0.0000)*** 
  
AR(3)  -0.296768 
(0.0000)*** 
  
AR(4)  -0.129661 
(0.0000)*** 
  
R  0.295545 0.378976 0.469274 
Variance equation 




















 1216.256 3556.996 3598.450 
Akaike  -2.248150 -6.592379 -6.666884 
Schwarz  -2.206425 -6.559998 -6.643772 
Hanna 
Quinn 
 -2.232347 -6.580116 -6.658132 






Source: Eviews 10 University Version. 
Notes: *significant at level of 10%, **significant at level of 5%, *** 
significant at level of 1%. 
4.3.3. Diagonal BEKK 
The analysis of volatility series and volatility spillo-
vers (contagion effect) in the context of the diagonal 
BEKK model is performed using the behavior of the 
conditional variance, conditional covariance and espe-
cially the conditional correlation. 
This then provides us with estimates of the dynamic, 
also denominated time-varying co-movements between 
logarithmic returns of the variables.  
Table 8, 9 and 10 in Appendix reports the estimates 
of the Mean Equation and Diagonal BEKK. 
 
Table 3 
Model results for the estimated diagonal BEKK for BANK in the pe-
























Source: Eviews 10 University Version. 
Notes: *significant at level of 10%, **significant at level of 5%, *** 
significant at level of 1%. 
Notes: GARCH = M + A1*e t-1* e t-1’*A1 + B1*GARCH t-1B1, where 
M is an undefined matrix and A1 and B1 are diagonal matrices. 
GARCH (BANK) = M(1,1) + A1(1,1)
 2* (e BANK t-1)
2 + B1(1,1) 2 
*GARCH BANK t-1 
GARCH (TECH) = M(2,2) + A1(2,2)
 2 *(e TECH t-1)
2 + B1(2,2)2 
*GARCH TECH t-1 
COV (BANK, TECH) = M(1,2) + A1(1,1)*A1(2,2)* (e BANK t-1)* (e TECH 
t-1)+ B1(1,1)*B1(2,2)* (BANK, TECH) t-1 
Table 4 
Model results for the estimated diagonal BEKK for IBEX in the pe-

























Source: Eviews 10 University Version. 
Notes: *significant at level of 10%, **significant at level of 5%, *** 
significant at level of 1%. 
Notes: GARCH = M + A1*e t-1* e t-1’*A1 + B1*GARCH t-1B1, where 
M is an undefined matrix and A1 and B1 are diagonal matrices. 
GARCH (IBEX) = M(1,1) + A1(1,1)
 2* (e IBEX t-1)
2 + B1(1,1) 2 
*GARCH IBEX t-1 
GARCH (TECH) = M(2,2) + A1(2,2)
 2 *(e TECH t-1)
2 + B1(2,2)2 
*GARCH TECH t-1 
COV (IBEX, TECH) = M(1,2) + A1(1,1)*A1(2,2)* (e IBEX t-1)* (e TECH 
t-1)+ B1(1,1)*B1(2,2)* (IBEX, TECH) t-1 
Table 5 
Model results for the estimated diagonal BEKK for MSCI_EU_FIN 
























Source: Eviews 10 University Version. 
Notes: *significant at level of 10%, **significant at level of 5%, *** 
significant at level of 1%. 
Notes: GARCH = M + A1*e t-1* e t-1’*A1 + B1*GARCH t-1B1, where 
M is an undefined matrix and A1 and B1 are diagonal matrices. 
GARCH (MSCI_EUROPE_FIN) = M(1,1) + A1(1,1)
 2* (e MSCI_EU-
ROPE_FIN t-1)
2 + B1(1,1) 2 *GARCH MSCI_EU_FIN t-1 
GARCH (TECH) = M(2,2) + A1(2,2)
 2 *(e TECH t-1)
2 + B1(2,2)2 
*GARCH TECH t-1 
COV (MSCI_EU_FIN, TECH) = M(1,2) + A1(1,1)*A1(2,2)* (e 
MSCI_EU_FIN t-1)* (e TECH t-1)+ B1(1,1)*B1(2,2)* (MSCI_EU_FIN, TECH) 
t-1 
Wald Test is performed for the coefficient associated 
to TECH, in order to test the null hypothesis, which 
states that mean spillovers from TECH equal zero. The 
null can be rejected for all associated coefficient for the 
three models. In the context of the diagonal BEKK 
model, the analysis of the conditional covariance and 
conditional correlation between two or more assets ef-
fectively allows the evaluation of the contagion effect. 
Conditional variance-covariance equations effec-
tively capture the volatility and cross volatility because 
most coefficients are statistically significant (see Table 
6 in the Appendix). The conditional variances-covari-
ances implied by the Diagonal BEKK Specification are 
presented below. 
 
h BANK t= 0.0009+0.0791e BANK t-1









h BANK, TECH t = 8.5635e-05 + 0.11015e BANK t-1 e 
TECH t-1 +0.7968 h BANK, TECH t-1 
 
(10) 
h IBEX t= 1.4779e-05+0.1355 e IBEX t-1








h IBEX, TECH t = 3.5962e-05 + 0.0880e IBEX t-1 e 
TECH t-1 +0.8200 h IBEX, TECH t-1 
 
  (13) 
h MSCI_EU_FIN t= 5.2551-06+0.1052e 
MSCI_EU_FIN t-1









h MSCI_EU_FIN, TECH t = 1.17321e-06+ 0.1055e 
MSCI_EU_FIN t-1 e TECH t-1 +0.8623 h 




From these empirical results we conclude a strong ev-
idence of GARCH effect and the presence of a weaker 
ARCH effect, results that are in line with the previous 
methodology applied.  
Results of conditional mean return show a statisti-
cally significant covariation in shocks, which depends 
more on its lags than on past errors. Consequently, the 
shocks for the Spanish banking sector, Spanish market 
and MSCI_EU_FIN are influenced by past information.  
These coefficients show the volatility persistence for 
each dependent variable in terms of its own past errors. 
Equations show a statistically significant covariation in 
shocks, which depends more on its lags than on past er-
rors.  
In terms of cross-volatility spillover (ARCH) is less 
then cross-volatility persistence (GARCH) and in lines 
with the results obtained with the previous methodology. 
TECH have the greatest ARCH effect for BANK 
(0.1101) followed by IBEX (0.0880) and 
MSCI_EU_FIN (0.1055), even though the coefficient is 
relatively close. 
Cross-volatility persistence as past volatility shocks 
in TECH have large effects on the future volatility of 
MSCI_EU_FIN (0.8623) followed by IBEX (0.8200) 
and BANK (0.7968); nevertheless, for BANK the asso-
ciated coefficient is lower. 
It is an important finding here that although cross-vol-
atility spillover and cross-volatility persistence are rela-
tively close across the three performance variables.   
The plots for the conditional variances-covariances 
estimated by the Diagonal BEKK Model are illustrated 
in Figure 3, Figure 4 and Figure 5. They suggest that the 
movements display an extremely volatile trend for the 
study period.  
Moreover, from Figure 6 we can observe that the con-
ditional correlations show sharp increases at some point 
during 2015-2016 and period during 2018-2019 for each 
pair of variables. Known exogenous factors have shown 
to be the root causes. The first period of high volatility 
is related to political risk driven by nationalism in 2016 
around Europe. The highest peak was experienced by 
IBEX and MSCI_EU_FIN during the first period of 
high volatility with a conditional correlation of 0.8107 
and 0.9370 respectively, as maximum values presented 
over the entire studied period. BANK experienced a 
maximum conditional correlation of 0.6730. The results 
are aligned with political risk across Europe as the 
caused uncertainty with continuously cause high insta-
bility in key financial markets. The second period of 
high volatility be investor to weight the prospect of 
global trade tensions and excessive debt.  
This provides evidence that the linkages between ex-
amined dependent variables with the emerging technol-
ogy phenomena highly integrated and that volatility 
spillovers rise during period of high volatility. 
The Ljung-Box Q statistics show no evidence of au-
tocorrelation in the standardized residuals (see Table 11, 
Table 12 and Table 13 in Appendix). It can be concluded 
that the conditional mean return equations are correctly 
specified with the diagonal BEKK GARCH model. 
 
 
Fig. 3. Variance and Conditional Covariance for logarithmic returns 




Fig. 4. Variance and Conditional Covariance for logarithmic 
returns for IBEX and TECH in the period 8 July 2015 to 20 
September 2019. 
 
Fig. 5. Variance and Conditional Covariance for logarithmic returns 
for MSCI_EU_FIN and TECH in the period 8 July 2015 to 20 Sep-
tember 2019. 
 
Fig. 6. Conditional Correlation of the logarithmic returns of BANK 
and TECH, IBEX and TECH and MSCI_EU_FIN and TECH in the 
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This article investigates the dynamic, time series 
properties of the correlations, volatility cluster, spillover 
and persistence for daily log returns as for three perfor-
mance variables and emerging technology phenomena 
with the objective to study the impact on Spanish bank-
ing sector (BANK), the Spanish market portfolio 
(IBEX) and the finance industry in the European Union 
Area (MSCI_EUR_FIN). An equally weighted index 
was constructed as proxy to represent the emerging 
technology phenomena using the ROBO Global Robot-
ics & Automation Index ETF (ROBO) and First Trust 
NASDAQ Cybersecurity ETF (CIBR).  Credit default 
swap (CDS) as proxy was incorporated to control for the 
economy-wide risk. The indices have been selected 
based on the completeness of data covering a sample pe-
riod from 7 July 2015 to 20 September 2019. Daily log 
returns were calculated. The generalized autoregressive 
conditional heteroskedasticity GARCH methodology 
was applied followed by a diagonal BEKK approach. 
Descriptive statistics of our series showed stationary na-
ture as confirmed by the Dickey and Fuller [30], and the 
Phillips-Perron test [62] which implies that the logarith-
mic returns of prices levels are stationary. Also, volatil-
ity clustering where identified. In this sense the pro-
posed methodologies seems to fit most for this purpose. 
Broadly, the results confirm that emerging technol-
ogy environment is important in capturing the level of 
risk for the three performance variables return and vol-
atility context.  The results of the estimated models 
within the mentioned methodologies are in line.   
Resulting from the first methodology applied, the as-
sociated coefficient for the emerging technology is pos-
itive and statistically significant for all three perfor-
mance variables. The magnitude indicates that the Span-
ish banking sector (BANK) is much more impacted by 
the emerging technologies (TECH) than the Spanish 
market as an overall (IBEX). These results suggest that 
an increase in log returns of the Spanish banking sector 
is significantly associates with the performance of 
emerging technology phenomena.  
The variance equation provide insight about the vol-
atility dynamics. The ARCH effect is relatively low 
compared to GARCH for the performance variables, in-
dicating that they will recover its equilibrium volatility 
level slowly after a shock from emerging technology en-
vironment was perceived. However, the ARCH is 
slightly higher for Spanish market index, suggesting that 
they decay faster to its equilibrium volatility level com-
pared to the Spanish banking sector and the finance in-
dustry in the EU area. 
In the context of the diagonal BEKK model, the anal-
ysis of the conditional covariance and conditional cor-
relation between two or more variables effectively al-
lows the evaluation of the contagion effect. In term of 
cross volatility conditions, the ARCH effect is relatively 
low compared to GARCH, tough a slow decay and slow 
regression toward the mean is perceived. The results in-
dicate that contagion from the emerging technology en-
vironment (TECH) to the performance variable exists 
through cross-volatilities spillover and cross-volatilities 
persistence. The contagion of shocks emitted from the 
technology phenomena are relatively similar among the 
performance variables, being the Spanish banking sec-
tor slightly more impacted, regardless with the ability to 
revert faster to its cross-volatilities equilibrium com-
pared to the other performance variables. The Spanish 
banking sector and the finance industry at regional EU 
level will revert to its cross-volatilities equilibrium rel-
atively slowly given a shock coming from emerging 
technology environment (TECH). Shock from emerging 
technology will most persist at the finance industry at 
EU area level. These results provide interesting implica-
tion for an investor perspective and confirms the need to 
further explore the impact of emerging technologies in 
different sectors and industries. 
Additionally, two volatility clustering periods where 
identified withing an sharp increase in conditional vari-
ance-covariance estimated by the diagonal BEKK 
model. This provides evidence that the linkages between 
examined performance variables with the emerging 
technology phenomena is highly integrated and that vol-
atility spillovers rise during period of high volatility.  
One important implication of this study is that adding 
stocks from the performance variables will not diversify 
necessarily the portfolio risk away. Investors must di-
versify their portfolios towards different risk profile 
components. The results also evidence that for risk re-
duction purpose an overall market standpoint would be 
more recommended due to is diversified portfolio nature 
across industries.  
The work reviews in this article provide results on 
correlations, volatility spillover and persistence effects 
between emerging technologies and performance varia-
bles that must be considered. Sector, industry and mar-
ket specific features must be contemplated and can re-
sult in heterogeneous insights about the relationship be-
tween emerging technology phenomena and perfor-
mance variables. 
The need to understand the time series behavior is 
highlighted at this stage and opens a key area for future 
research as a feature of persistence and diffusion nature 
of innovation and emerging technology context. This, in 
fact, implies that more work needs to be delimited by 
the gap between the concept of risk and uncertainty in 
order to apply more suitable numerical approaches. 
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Descriptive statistics of the logarithmic returns of BANK, IBEX, 






 Mean -0.000483 -0.000111 -0.000157 0.000348 
 Median -1.49E-05 0.000299  0.000000 0.001019 
 Maximum  0.591772  0.049841  0.047936 0.047870 
 Minimum -0.679932 -0.155674 -0.135393 -0.053353 
 Std. Dev. 0.094927  0.012035  0.012951 0.010755 
 Skewness -0.150312 -2.036759 -1.262044 -0.636995 
 Kurtosis  9.158410  29.12856  16.13983  5.418643 
 Jarque-Bera 1707.570  31410.02  8041.256 335.6571 
 Probability 0.000000 0.000000  0.000000 0.000000 
 Sum -0.520426 -0.119318 -0.168939 0.374945 
 Sum Sq. Dev. 9.704950 0.156003  0.180635 0.124572 
 Observations  1078  1078  1078  1078 
 
Table 7 
Correlation analysis of the logarithmic returns of BANK, IBEX, 
MSCI_EUR_FIN and TECH in the period 8 July 2015 to 20 Septem-
ber 2019 
 BANK IBEX 
MSCI_EU_
FIN TECH 
BANK  1.000000  0.183201 0.163659 0.099557 
IBEX_  0.183201  1.000000 0.790043 0.469432 
MSCI_EU_FIN  0.163659  0.790043 1.000000 0.521006 
TECH  0.099557  0.469432 0.521006 1.000000 
 
Table 8 



















































Source: Eviews 10 University Version. 
Notes: *significant at level of 10%, **significant at level of 5%, *** 
significant at level of 1%. 
Notes: BANK t = TECH t-1 ++CDS t-1 + BANK t -1 + BANK t -2 + BANK 
t -3 + BANK t -4 
TECH t = C 
Table 9 
Report the estimates of the Mean Equation and Diagonal BEKK for 
IBEX 





































Source: Eviews 10 University Version. 
Notes: *significant at level of 10%, **significant at level of 5%, *** 
significant at level of 1%. 
Notes: IBEX t = TECH t-1 + TECH t-2 + CDS t-1 + IBEX t-1 ; TECH t = C 
Table 10 




























Source: Eviews 10 University Version. 
Notes: *significant at level of 10%, **significant at level of 5%, *** 
significant at level of 1%. 
Notes: MSCI_EU_FIN t = TECH t-1 + CDS t-1 ; TECH t = C 
 
Table 11 
Portmanteau Test using Standard Residual Diagonal BEKK for 
BANK 
Lags Q-Stat Prob. Adj Q-Stat Prob. df 
      
      1  2.841841  0.5846  2.844489  0.5842 4 
2  9.816734  0.2781  9.832395  0.2770 8 
3  17.64521  0.1269  17.68280  0.1257 12 
4  19.89488  0.2250  19.94088  0.2229 16 
5  24.11002  0.2376  24.17573  0.2348 20 
6  29.04144  0.2186  29.13486  0.2151 24 
7  29.27136  0.3989  29.36629  0.3941 28 
8  33.41052  0.3986  33.53651  0.3927 32 
9  40.30240  0.2857  40.48663  0.2789 36 
10  46.58130  0.2199  46.82454  0.2127 40 
11  48.27149  0.3043  48.53222  0.2953 44 
12  50.38766  0.3792  50.67231  0.3686 48 
      
      
1 Null hypothesis: No residual autocorrelation up to lag h  
2 Orthogonalization: Cholesky (Lutkepohl) 
 
Table 12 
Portmanteau Test using Standard Residual Diagonal BEKK for 
IBEX 
 
Lags Q-Stat Prob. Adj Q-Stat Prob. df 
      
      1  4.938825  0.2936  4.943419  0.2932 4 
2  7.094931  0.5264  7.103540  0.5255 8 
3  12.75354  0.3872  12.77798  0.3854 12 
4  14.34874  0.5728  14.37912  0.5705 16 
5  19.96216  0.4603  20.01875  0.4568 20 
6  23.17875  0.5093  23.25338  0.5049 24 
7  23.50290  0.7075  23.57965  0.7035 28 
8  29.08135  0.6150  29.19988  0.6090 32 
9  34.28518  0.5503  34.44760  0.5425 36 
10  36.96452  0.6077  37.15208  0.5992 40 
11  41.61325  0.5744  41.84883  0.5642 44 
12  44.54866  0.6151  44.81734  0.6040 48 
      
      
      
1 Null hypothesis: No residual autocorrelation up to lag h  







Portmanteau Test using Standard Residual Diagonal BEKK for 
MSCI_EU_FIN 
Lags Q-Stat Prob. Adj Q-Stat Prob. df 
      
      1  7.572840  0.1085  7.579878  0.1082 4 
2  9.241557  0.3223  9.251700  0.3215 8 
3  15.91077  0.1954  15.93955  0.1940 12 
4  19.02444  0.2674  19.06482  0.2653 16 
5  21.99958  0.3405  22.05384  0.3376 20 
6  26.88934  0.3096  26.97099  0.3058 24 
7  28.04596  0.4620  28.13518  0.4573 28 
8  29.67689  0.5846  29.77831  0.5794 32 
9  36.31979  0.4538  36.47719  0.4465 36 
10  37.63378  0.5773  37.80349  0.5696 40 
11  43.07817  0.5110  43.30406  0.5013 44 
12  45.30336  0.5840  45.55433  0.5736 48 
      
1 Null hypothesis: No residual autocorrelation up to lag h  
2 Orthogonalization: Cholesky (Lutkepohl) 
