Abstract -The customer load profile clustering method is used to make the TDLP (Typical Daily Load Profile) to estimate the quarter hourly load profile of non-AMR (Automatic Meter Reading) customers. This study examines how the repeated clustering method improves the ability to discriminate among the TDLPs of each cluster. The k-means algorithm is a well-known clustering technology in data mining. Repeated clustering groups the cluster into sub-clusters with the k-means algorithm and chooses the sub-cluster that has the maximum average error and repeats clustering until the final cluster count is satisfied.
Introduction
The load analysis of the distribution line of the electric power system is one of the necessary technologies to operate the distribution line efficiently. To analyze the load of a distribution line every 15 minutes, the 15-minute load values of circuits or sections in the distribution line must be collected. In the past, the 15-minutes load values were measured in the substation, and saved to the SOMAS (Substation Operating results MAnagement System), and used to analyze the load of distribution lines. The power quality monitoring system is researched to analyze, diagnose, and improve the power quality of potential risk facilities or area [1] . However, to analyze the load of all the sections, installation of the automatic metering units in all facilities along the entire distribution line is required. Unfortunately, it is hard to achieve due to the installation cost.
Load analysis using the virtual load profile (VLP) has been studied as an alternative [2] . VLP is generated by assigning the monthly usage of a non-automatic meter reading (non-AMR) customer to the real load profile (RLP) of an automatic meter reading (AMR) customer that has a similar load pattern. The load of the section can be analyzed by combining all the RLPs of AMR customers and VLPs of non-AMR customers of that section [3] .
By using RLPs and VLPs, a stable operation of the distribution line is provided in the field through management and automation of the distribution network [4, 5] , prediction of old facilities, load forecasting [6, 7] , and market price forecasting [8] . To generate the VLP of a non-AMR customer, it is necessary to obtain the typical load profile (TLP). TLP is an average load profile (ALP) of a group of customers who have similar load patterns. VLP is calculated by assigning the monthly energy usage of a non-AMR customer into TLP which is similar with the non-AMR customer's load pattern [9] . Fig. 1 shows the example of load analysis using the RLP, TLP, and VLP. Distribution line S has customers C1, C2, and C3. C1 and C2 are AMR customer, then have RLPs. C3 is non-AMR customer, and then has no RLP. Thus, the load profile (LP) of distribution line S is unpredictable. However, if the VLP of C3 is estimated by using TLPs and classification algorithm, the LP of distribution line S is estimated by summing up the RLPs of C1 and C2, and VLP of C3. Therefore, improvement of accuracy of VLP is to be a major factor of distribution analysis performance.
Fig. 1. Example of load analysis using RLP and VLP
To increase the accuracy of VLP of a non-AMR customer, it is important to select the most suitable TLP for the customer. The studies [2, 7] , and [8] use error distance to evaluate the performance of TLP. The error distance is calculated by Euclidean distance between TLP of each cluster and RLP of the customer included in each cluster. The main purpose of this method is to minimize the total average error distance by minimizing the error distance of each cluster. However, this method has a weakness in discriminating ability. If data set has large amount of LPs with similar load pattern, many TLPs with similar pattern will be generated and it will be hard to choose the TLP related with non-AMR customer.
Discrimination of load curves of TLPs is an important factor when choosing the TLP. In this study, the repeated clustering is proposed to increase the discriminating ability of TLPs. This method groups entire data set into small number of n sub-clusters with k-means clustering and chooses the sub-cluster that has the largest average error distance, and groups the sub-cluster into n sub-clusters with k-means clustering, repeatedly. This method has the advantage of improving the discriminating ability of TLPs by generating the various load patterns of TLPs.
This paper is organized as follows: an introduction is shown in Section 1. In Section 2, the basic approach of customer clustering using 15-minute RLP of an AMR customer is presented and in Section 3, the process of repeated clustering, proposed in this paper is explained. Section 4 presents the experimental result analysis. Statistics of error distance is analyzed among hierarchical, k-means, FCM (Fuzzy C-Means), and repeated clustering. Similarity is analyzed between k-means clustering and repeated clustering using the RLPs of 3183 AMR customers. Classification accuracy is analyzed for four kinds of clustering algorithm. Section 5 is the conclusion.
Customer Clustering using RLP
The basic approach of customer clustering is using the kmeans algorithm with 15-minute RLP of an AMR customer. The k-means algorithm is one of the clustering methods grouping adjacent data in a specific area and classifying them into several groups. Assuming that data is a dot on a vector space, it minimizes the degree of variance of groups by classifying the dots in each group to minimize the Euclidean distance to the group where a customer belongs compared to the Euclidean distance to the central value of other groups [10] . Fig. 2 shows the example of clustering 3 groups with the RLP of 14 AMR customers. Fig. 2(a) is a clustering result using the k-means algorithm, and Fig. 2(b) is the method proposed in this paper. In the case of the k-means algorithm, its goal is to minimize the error distance between the center node and each RLP. The center node in each cluster is an ALP of RLPs that were grouped in each cluster. In Fig. 2(a) , customers A1 ~ A7, A8 ~ A11, and A12 ~ A14 are clustered in each cluster. A1 has a different load pattern compared with A2 ~ A7, but is clustered in C1, because it has less error distance than when making A1 into another cluster. Therefore, Fig. 2 (a) has a minimum error distance, but discriminating ability is low. In Fig. 2(b) , customer A1 has its own cluster C'1 to improve the discriminating ability, but error distance is increased.
The main purpose of customer clustering is generating clusters and TLPs using the clustering algorithm, and classifying non-AMR customers into clusters and generating the VLP by assigning energy usage into classified TLP. In the case of (a), C2 and C3 have similar load patterns, so it is hard to decide whether to assign a non-AMR customer into C2 or C3. However, in the case of (b), A1 can be easily classified into C'1, A2 ~ A7 into C'2, and A8 ~ A14 into C'3. Therefore, it is efficient to increase the discrimination of TLP to improve the classification performance; though it increases the error distance of clustering results.
Fig. 2. Example of clustering with RLPs of AMR customers

Process of Repeated Clustering
This section describes the process of repeated clustering proposed in this paper; pre-processing, normalization and repeated clustering. The pre-processing process removes empty data or noises from collected AMR data and the normalization process helps the pattern comparison and analysis procedures between RLPs and VLPs by scaling the maximum value of the RLPs of each AMR customers to 1. The repeated clustering process groups the data set into several sub-clusters and chooses a suitable sub-cluster and groups the sub-cluster into several sub-clusters. The choosing and grouping of the sub-cluster are repeated until the sub-cluster count is satisfied the final cluster count. Fig. 3 shows the clustering step; data collecting, preprocessing and normalization, and clustering. Daily LP of AMR customer ( ) of every 15 minutes energy usage ( ) is as follows: (1) In the data collecting step, daily LP data is collected from AMR customers. In the pre-processing step, daily LP data is filtered and those with missing data or outlier values are eliminated. In the normalization step, LP data is normalized to reduce the maximum load value to 1. This normalization method helps the clustering algorithm to group the cluster easier by reducing the scale. A normalized daily LP is as follows: (2) (3) Fig. 3 . Example of data collecting, pre-processing and normalization, and clustering
Pre-processing and normalization
Repeated Clustering
Final cluster count, sub-cluster division count, and minimum customer count per cluster is needed to perform the repeated clustering; final cluster count is the number of clusters in this algorithm; sub-cluster division count is the number of sub-clusters that repeated clustering groups the source cluster into target sub-clusters; minimum customer count is the number of customers that allows clustering of the source cluster, if it has more customers in it. After sub-clustering, the current cluster count is compared with the final cluster count to determine whether repeated clustering will be continued or not. If the current cluster count is smaller than the final cluster count, it selects cluster that has more customers than the minimum customer count and also has the largest average error. The selected cluster is clustered into sub-clusters using the kmeans algorithm. The repeated clustering is finished when the current cluster count equals the final cluster count. By this algorithm TLPs of all clusters are finally decided.
Experimental Result Analysis
Clustering result
3183 AMR data of high-voltage customers in KEPCO, Korea are collected to compare the proposed algorithm and the k-means algorithm. Fig. 5 shows an example of the proposed repeated clustering process with a final cluster count of 12, sub-cluster division count of 3, and minimum customer count of cluster as 100. 3183 daily ALPs are clustered into 3 sub-clusters with the k-means algorithm. The first 3 clusters have 3.00, 4.72, and 7.94 AED (Average Error Distance) in the first step. 7.94 AED cluster is selected to group into 3 clusters, then 5 clusters are generated in the second step; 3.00, 4.72, 4.67, 4.86, and 6.20 AED. In the third step, 6.20 AED cluster is selected, and grouped into 3 clusters. Clustering is repeated until the sixth step, and finally, 12 clusters and daily TLPs are generated. To compare the statistics of error distance, the hierarchical, k-means, FCM, and repeated clustering method are experimented. Table 1 shows the cluster count and the sum, the mean, the standard deviation, and the variance of the error distances between RLPs and TLPs for four kinds of clustering method. As the cluster count increase, the error distance between RLPs and TLPs are decrease because the RLP's candidates for the TLP are increased, and thus statistics of the error distance and discriminating ability of TLPs are increased. When the cluster count is fixed, the k-means clustering is better to minimize the sum and the means of error distance because k-means uses an error distance for an objective function. The repeated clustering has an object to generate the various patterns of TLP, and thus has better standard deviation and variance of error distance. The standard deviation shows how much dispersed from the average. The proposed clustering method has lower standard deviation and variance than the k-means clustering. The lower standard deviation and variance are decreased, the more RLPs are closely clustered into TLPs and the higher discriminating ability is increased. Table 1 shows that repeated clustering has less performance in AED than k-means clustering. However, the main goal of this study is the discrimination improvement of TLP by taking the risk of AED increase.
Discrimination analysis using cosine similarity
In this study, the cosine similarity is used to analyze the similarity among TLPs. The cosine similarity is a measure of similarity between two vectors of n dimensions by finding the cosine of the angle between them. The cosine similarity ranges from -1 meaning exactly opposite, to 1 meaning exactly the same, with 0 usually indicating independence, and in-between values indicating intermediate similarity [11] . Given two vector of TLPs, C1(C1 1 , C1 2 , …, C1 96 ) and C2(C2 1 , C2 2 , …, C2 96 ), the cosine similarity of C1 and C2 is represented as (8) Fig. 7 shows the cosine similarity among TLPs for each clustering methods that grouped 3183 AMR data into 12 clusters. The diagonal values represent the cosine similarity between TLP itself, trivially 1. The left-down triangular values represent the cosine similarity between two TPLs for k-means clustering. The right-top triangular values represent for the repeated clustering. The minimum and maximum cosine similarity values are indicated by bold font and bold box. It is difficult to find the most and the worst similar load patterns with the eyes in Fig. 6 , and therefore it is needed to calculate the cosine similarity to evaluate the discriminating ability of each TLP and it is shown in Fig. 7 . In case of the k-means clustering, TLP 3 and TLP 12 have the most similar load patterns as cosine similarity 0.99. TLP 6 and TLP 7 have the most different load patterns as cosine similarity 0.34. The hypothesis testing method [12] , one of the statistical inference theories, is used to prove that the repeated clustering allows more discrimination than the k-means clustering.
• Null hypothesis H0: the cosine similarity of the repeated clustering(μ) is equal to the cosine similarity of the k-means clustering(μ 0 ) (μ = μ 0 ) • Alternative hypothesis H1: the cosine similarity of the repeated clustering(μ) is smaller than the cosine similarity of the k-means clustering(μ 0 ) (μ < μ 0 )
The Mann-Whitney test [12] , one of the best-known non-parametric tests, is used because the cosine similarity data of experimental testing results is not a normal distribution. The experimental result is calculated by changing the cluster count from 8 to 20 and the results are shown in Table 2 . For cluster counts from 8 to 20, the cosine similarity of the repeated clustering is smaller than the k-means clustering. The p-value is smaller than 0.05, and thus, the null hypothesis is rejected and the alternative hypothesis is accepted. The repeated clustering, proposed in this paper, improves the accuracy of VLP classification of non-AMR customers by increasing the discriminating ability of TLP. This method will contribute the load analysis performance of distribution line which is used TLPs and VLPs. Classification accuracies of the hierarchical, k-means, FCM, and repeated clustering are calculated to show up the improvement of classification accuracy. The PNN (Probability Neural Network) classification algorithm [13] with 10-fold cross validation is used to calculate the average accuracy of classification. The 3183 AMR data is partitioned into 10 folds, and each fold have 318 AMR data. Of the 10 folds, a single fold is retained as the validation data for testing the model, and the remaining 9 folds are used as training data. The cross-validation process is then repeated 10 times, with each of the 10 folds used exactly once as the validation data. Table 3 shows that classification accuracy of the repeated clustering is improved 5% than the k-means clustering. This means that the VLP estimation error of non-AMR customers is reduced by 5%. Therefore, the load analysis performance of distribution line is improved by using the repeated clustering. 
Conclusion
This study proposes the repeated clustering method to increase the discrimination of the typical load profile of each cluster. The repeated clustering groups the cluster into sub-clusters and chooses the cluster that has the maximum average error and repeats clustering until the final cluster count is satisfied.
The average daily load profiles of 3183 customers are used to compare the similarity between the k-means clustering method and repeated clustering method. ALPs are grouped into 20 clusters by each clustering method. The cosine similarities among TLPs of each cluster are calculated and the Mann-Whitney hypothesis testing is used to prove that the discrimination of TLPs is improved. The PNN classification algorithm is used to show that the classification accuracy of VLP of non-AMR customers is increased by increasing the discriminating ability of TLP.
Future studies should examine ways to enhance repeated clustering to determine the optimal sub-cluster division count and minimum customer count automatically and without user interaction. When the proposed method is applied to the load analysis of a distribution line, pattern discrimination of the TLP curve will be increased and performance of load analysis will be improved.
