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We present a general approach to speed up the adiabatic process without adding the traditional
counterdiabatic driving (CD) Hamiltonian. The strategy is to design an easy-to-get intermediate
Hamiltonian to connect the original Hamiltonian and final transitionless Hamiltonian. With final
transitionless Hamiltonian, the same target can be achieved as in the adiabatic process governed
by the original Hamiltonian, but in a shorter time. We apply the present approach to a three-level
system, and the result shows that the final transitionless Hamiltonian usually has the same structure
as the original Hamiltonian but with different time-dependent coefficients, allowing speedup to be
achieved in a much easier way compared to previous methods.
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I. INTRODUCTION
Coherent control of the quantum state is a criti-
cal element for various quantum technologies such as
high-precision measurement [1], coherent manipulation of
atom and molecular systems [2], and quantum informa-
tion processing [3, 4]. Approaches usually used to realize
coherent control, however, are subject to some deficien-
cies. For example, the coherent Rabi oscillation approach
is fast but very sensitive to parameter fluctuations. On
the contrary, adiabatic approach (including its variances)
is insensitive to the noises of the applied drivings, but the
adiabatic condition requires a long time. In recent years,
various versions of the approach named “shortcuts to adi-
abaticity” (STA) [5–8] have been proposed to speed up
the adiabatic process while hold the advantages of robust-
ness against parameter fluctuations by relaxing the adia-
batic requirements, including, e.g., transitionless driving
algorithm (TDA) [9–14], inverse engineering based on in-
variants [15–17], and so on [18–22]. The basic idea of
these methods is to design a specific supplementary driv-
ing to eliminate the undesired non-adiabatic transitions
which practically exist in the original adiabatic process.
With this, one can remove the relevant adiabatic condi-
tion, and thus the transitionless evolution of the instan-
taneous eigenvectors could be driven fast.
However, the designed supplementary Hamiltonian
(the CD Hamiltonian) usually introduces some undesired
off-diagonal terms to the original Hamiltonian which
might cause problems in realizing the completed Hamil-
tonian in practice. For instance, in a recent experimental
realization of speeding up a stimulated Raman adiabatic
passage (STIRAP) with cold atoms [23], these undesired
terms are suppressed by reducing the dynamics of a three-
level system to that of a two-level system under the large
detuning condition, which limits the operation time. To
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overcome the problem caused by the CD Hamiltonian,
several ingenious methods have been proposed in recent
years [8, 15–17, 22, 32]. Generally speaking, the basic
idea of the previous approaches is constructing another
path for the system so that one can drive the system to
evolve along the new path to attain the same target state
as the desired adiabatic path. The condition is that the
new path should be ensured to coincide with the desired
adiabatic path at the initial time (ti) and the final time
(tf ). Specifically, the new paths are: (i) the eigenvec-
tors of the invariant operators, (ii) the eigenvectors of
the nth iteration Hamiltonian, (iii) the dressed states,
in approaches of: (i) invariants-based shortcuts [15, 16],
(ii) multiple Schro¨dinger pictures [8], (iii) dressed-states-
based shortcuts [22], respectively. This idea would be
very promising in speeding up an adiabatic process with-
out undesired couplings if one can find out the suitable
new paths for the system. The main drawback of these
approaches is the requirement of dynamical symmetry for
the original Hamiltonian so far as the status. It is still a
problem to deal with a Hamiltonian that does not satisfy
special dynamical symmetry.
Note that a set of suitable new paths always exist
no matter the original Hamiltonian satisfies special dy-
namical symmetry or not. The problem is how to find
them out. In this paper, we will present a simple and
straightforward way to find the suitable new paths by
constructing an easy-to-get intermediate Hamiltonian.
Now that the undesired off-diagonal terms are brought
in by the supplementary Hamiltonian, why not we cre-
ate some imaginary terms in the original Hamiltonian
to counteract the undesired off-diagonal terms? Follow-
ing this idea, we assume the intermediate Hamiltonian
H˜0(t) is formed by the original Hamiltonian H0(t) and
the CD Hamiltonian Hcd(t) with a simple relationship,
i.e., H˜0(t) = λ(t)H0(t)−κ(t)Hcd(t), where λ(t) and κ(t)
are two operators which are used to correct the nonzero
matrix elements in H0(t) and Hcd(t). Then, by intro-
ducing suitable additional control fields, it is possible
to design an evolution exactly following the eigenvectors
2of the intermediate Hamiltonian. The additional con-
trol fields will counteract undesired off-diagonal terms
by appropriately choosing λ(t) and κ(t). The eigenvec-
tors of H˜0(t) should be ensured to coincide with the
eigenvectors of H0(t) at the initial time (ti) and the
final time (tf ) in order to reproduce the same final
state as an adiabatic process governed by H0(t), that
is λ(ti)H0(ti) ∝ H0(ti), λ(tf )H0(tf ) ∝ H0(tf ), and
κ(ti)Hcd(ti) ≃ κ(tf )Hcd(tf ) ≃ 0.
In fact, the previous speedup schemes by using in-
variants [15, 16], dressed states [22], and multiple
Schro¨dinger pictures [8] can be consider as recovered from
the present approach with different choices of λ(t) and
κ(t). For example, when we suitably choose λ(t) and κ(t)
so that the final transitionless Hamiltonian H˜(t) has the
same structure as the original Hamiltonian H0(t) and the
eigenenergies of the intermediate Hamiltonian are time-
independent, the intermediate H˜0(t) can be regarded as
an invariant of the system. Which means the speedup
schemes based on invariants are actually special cases of
the present approach.
II. REVIEW OF THE TRANSITIONLESS
DRIVING ALGORITHM AND THE GENERAL
PROBLEM
The transitionless driving algorithm (TDA) shows that
by adding a specific supplementary Hamiltonian to the
original Hamiltonian, the system’s dynamics governed
by the completed Hamiltonian will behave ideally adi-
abatically along the eigenvectors of the original Hamilto-
nian. Considering an arbitrary time-dependent Hamilto-
nian H0(t) satisfying H0(t)|φn(t)〉 = En(t)|φn(t)〉, where
|φn(t)〉 and En(t) are the instantaneous eigenvectors and
eigenenergies, respectively. Under the adiabatic approx-
imation, the state of the system at the time t can be
written as |ψ(t)〉 = eiβn(t)|φn(t)〉, where the adiabatic
phase, with dynamical and geometric parts, is (the over-
dot means time derivative)
βn(t) = − 1
~
∫ t
0
dt′En(t′) + i
∫ t
0
dt′〈φn(t′)|φ˙n(t′)〉, (1)
Then, defining a time-dependent unitary evolution U =∑
n e
iβn |φn(t)〉〈φn(0)| which must obey i~U˙ = H(t)U ,
the transitionless Hamiltonian H(t) to drive the system
exactly along the adiabatic paths of H0(t) will be con-
structed as H(t) = H0(t) +Hcd(t), where
Hcd(t) = i~
∑
n
(|φ˙n〉〈φn| − 〈φn|φ˙n〉|φn〉〈φn|). (2)
Here all kets are time-dependent. However, limited by
the experimental technique, it has been pointed out
that such a transitionless Hamiltonian is usually hard
to implement because of some undesired terms intro-
duced by i~
∑
n |φ˙n〉〈φn|. The second term in Hcd(t)
only affects the phase and is in fact irrelevant to the
following discussion, so we ignore this term and assume
Hcd(t) = i~
∑
n |φ˙n〉〈φn|.
Taking a three-level Λ-type system with an excited
state |2〉 = [0, 1, 0]t and two ground states |1〉 = [1, 0, 0]t
and |3〉 = [0, 0, 1]t (superscript t denotes the trans-
pose) as an example, the Hamiltonian describing a STI-
RAP with resonant pump pulse Ωp and Stokes pulse
Ωs, under the rotating wave approximation, is H0(t) =
~Ωp|2〉〈1|+~Ωs|2〉〈3|+H.c.. The corresponding instanta-
neous eigenvectors, with eigenenergies E0 = 0 and E± =
±~Ω0 (Ω0 =
√
Ω2p +Ω
2
s), are |φ0(t)〉 = cos θ|1〉 − sin θ|3〉
and |φ±(t)〉 = 1√2 (sin θ|1〉 ± |2〉 + cos θ|3〉), respectively,
where θ = arctan (Ωp/Ωs). Under the adiabatic condi-
tion |θ˙| ≪ |Ω0|, perfect population transfer between the
ground states |1〉 and |3〉 can be achieved by adiabati-
cally following |φ0(t)〉 with the counterintuitive pulse or-
der. To speed up such a process, according to TDA [10],
an auxiliary driving, Hcd(t) = i~θ˙|1〉〈3| + H.c., should
be added to the original Hamiltonian H0(t). That is, a
resonant field with a specified phase connecting states
|1〉 and |3〉 should be applied. While, realizing such a
1-3 transition without causing other problems is still a
challenge. Firstly, the transition between |1〉 and |3〉 is
usually electric-dipole forbidden. Secondly, in some sys-
tems, i.e., cold atom systems, though one can use a mi-
crowave pulse to drive the transition between states |1〉
and |3〉, the scheme is still hard to realize because it is
very sensitive to the phase error of the 1-3 pulse [5, 23].
III. DESIGNING THE INTERMEDIATE
HAMILTONIAN
Here, we would like to note that by adding the CD
Hamiltonian, the dimensionN of the system has not been
changed, so we can actually use the eigenvectors {|φn(t)〉}
of the original Hamiltonian H0(t) to express another
set of orthogonal complete basis {|φ˜n(t)〉} as |φ˜n(t)〉 =∑
m Cn,m(t)|φm(t)〉, where Cn,m(t) is a time-dependent
coefficient satisfying
∑
k C
∗
n,k(t)Cm,k(t) = δnm. The
time-dependent coefficients {Cn,m(t)} can be used to
form a unitary matrix C, in which the matrix element
in the nth row and mth column is Cn,m.
Consider a special case that {|φ˜n(t)〉} are the eigen-
vectors of Hamiltonian H˜0(t) with eigenenergies E˜n(t),
respectively, we might as well write H˜0(t) as H˜0(t) =∑
n E˜n(t)|φ˜n(t)〉〈φ˜n(t)|. In this way, if the unitary ma-
trix C is so special that H0(t) and H˜0(t) satisfies
H0(t) = H˜0(t) + H˜cd(t),
H˜cd(t) = i~
∑
n
| ˙˜φn(t)〉〈φ˜n(t)|, (3)
3leading to
∑
n
En|φn〉〈φn| =
∑
n,m,k
E˜nCn,m|φm〉〈φk|C
∗
n,k
+ i~(C˙n,m|φm〉+Cn,m|φ˙m〉)C
∗
n,k〈φk|.(4)
The parameters should satisfy
Elδkl =
∑
n
(E˜nCn,kC
∗
n,l + i~C˙n,kC
∗
n,l
+ i~
∑
m
Cn,mC
∗
n,l〈φk|φ˙m〉). (5)
In fact, the idea of treating {|φ˜n(t)〉} as the eigenvec-
tors of H˜0(t) is highly consistent with the previous ap-
proaches [8, 15, 22, 24]. For example, {|φ˜n(t)〉} can be
understood as the dressed states mentioned in Ref. [22].
Nevertheless, directly solving Eq. (5) is really an out-
standing challenge. One can find that to satisfy the con-
dition given by Eq. (5), the unitary matrix C usually has
a rigid relationship with the original Hamiltonian H0(t)
[8, 15, 22, 24]. So directly finding solutions for Eq. (4)
is really a challenge and seeking other ways to overcome
the problem caused by the CD Hamiltonian is necessary.
Here, we would like to reemphasize the purpose of find-
ing new paths for the system to evolve along with is to
overcome the problem caused by the undesired couplings
in the CD Hamiltonian. To realize this purpose, there
are in fact two ways:
(i) Under the precondition that the transitionless
Hamiltonian H0(t) is given with some kind of dynamical
symmetry, we can directly solve Eq. (5) with a specific
unitary matrix C like the previous works [8, 15, 22, 24].
(ii) We can use a relatively simple unitary matrix C
and orthogonal complete basis {|φn(t)〉} to construct a
new transitionless Hamiltonian H˜(t) in form of the right
hand side of Eq. (4). Then we impose the undesired
couplings in H˜(t) to be inoperative (zero) in order to
deduce the related parameters. In other words, we can
only focus on how to eliminate the undesired couplings
in the right hand side of Eq. (4). Choosing suitable
parameters, H˜(t) has the same structure with H0(t).
Following the second idea, we write down all the matrix
elements in the right hand side of Eq. (4) as
Fl,r = 〈µl|[
∑
n,m,k
E˜nCn,m|φm〉〈φk|C∗n,k + i~(C˙n,m|φm〉
+Cn,m|φ˙m〉)C∗n,k〈φk|]|µr〉, (6)
where l, r = 1, 2, · · · , N and {|µl〉} are the time-
independent bare states of the system. Consider a gen-
eral case that the undesired couplings exist when l = α
and r = β, we have
Fα,β =
∑
n,m,k
E˜nCn,mφm,αφ
∗
k,βC
∗
n,k
+ i~(C˙n,mφm,α + Cn,mφ˙m,α)C
∗
n,kφ
∗
k,β , (7)
leading to
Re(Fα,β) =Re(Fβ,α) = 0,
Im(Fα,β) =− Im(Fβ,α) = 0, (8)
where φn,b (b = α, β) means the bth element in the
nth eigenvector |φn(t)〉. Here we would like to dis-
cuss a special case that Cn,m = δnm corresponding to
|φ˜n(t)〉 = |φn(t)〉. Noting that the undesired coupling
is brought in by the CD Hamiltonian, which means∑
nEnφn,αφ
∗
n,β = 0. In this case, we can find if we
change En(t) to E˜n(t), the imaginary part of the first
term in the right hand side of Eq. (7),
∑
n E˜nφn,αφ
∗
n,β ,
always vanish. While, the imaginary part of the second
term in the right hand side of Eq. (7),
∑
n i~φ˙n,αφ
∗
n,β ,
is usually nonzero. That is, there is usually no solu-
tion for Eq. (8) in case of Cn,m = δnm. Therefore, in
order to ensure Eq. (8) mathematically solvable, we as-
sume the first term in the right hand side of Eq. (7)∑
n,m,k E˜nCn,mφm,αφ
∗
k,βC
∗
n,k has a special relationship
with
∑
n i~φ˙n,αφ
∗
n,β that∑
n,m,k
E˜nCn,mφm,αφ
∗
k,βC
∗
n,k = −κα,β
∑
n
i~φ˙n,αφ
∗
n,β ,
(9)
or we can express this relationship as
〈µα|H˜0(t)|µβ〉 = −i~κα,β〈µα|Hcd(t)|µβ〉, (10)
where κα,β are time-dependent functions should be suit-
ably chosen according to Eq. (8). In this way, the
problem of the undesired matrix elements is resolved.
Now we should focus on the other matrix elements. Un-
der the premise that structure of the new transitionless
Hamiltonian H˜(t) is similar to the original Hamiltonian
H0(t), it would be much better if the matrix elements
Fl,r (l, r 6= α, β) satisfy∑
n,m,k
E˜nCn,mφm,lφ
∗
k,rC
∗
n,k = λl,r
∑
n
Enφn,lφn,r, (11)
which corresponds to
〈µl|H˜0(t)|µr〉 = λl,r〈µl|H0(t)|µr〉, (12)
where λl,r are also time-dependent functions. Then, in
order to coincide {|φ˜n(t)〉} with {|φn(t)〉} at the initial
time (ti) and the final time (tf ), λl,r and κα,β should be
suitably chosen to satisfy C(ti) = C(tf ) = I (I is the
identity matrix). Thus, all of the matrix elements for the
new transitionless Hamiltonian H˜(t) have been suitably
chosen, and for the sake of convenience, we might write
the Hamiltonian H˜0(t) as
H˜0(t) = λ(t)H0(t)− κ(t)Hcd(t). (13)
according to Eqs. (9) and (11), where λ(t) and κ(t)
are two operators which are used to correct the nonzero
4matrix elements in H0(t) and Hcd(t). Then, one can
drive the system to evolve exactly along the eigenvector
|φ˜n(t)〉 with Hamiltonian
H˜(t) =H˜0(t) + H˜cd(t),
H˜cd(t) =i~
∑
n
| ˙˜φn(t)〉〈φ˜n(t)|. (14)
IV. APPLICATION EXAMPLE FOR A STIRAP
HAMILTONIAN WITH OFF-RESONANT
DRIVING FIELDS
We apply our general approach to a three-level Λ-type
system with an excited state |2〉 and two ground states |1〉
and |3〉 which are off-resonantly driven by two classical
pulses. The original Hamiltonian within the rotating-
wave approximation (RWA) reads
H0(t) =
~
2

 0 Ωp(t) 0Ωp(t) 2∆(t) Ωs(t)
0 Ωs(t) 0

 , (15)
where Ωp(t), Ωs(t), and ∆(t) are the pump pulse, Stokes
pulse, and detuning, respectively. When the detuning
is nonzero but is not large, there are still no effective
ways to construct shortcuts for this system without the
undesired 1-3 pulse. The previous works focus on the res-
onant or large detuning case [8, 15, 22, 23]. For resonant
driving, the system evolution is subject to experimental
imperfections. Therefore, a slightly detuned driving con-
figuration may be a better choice to realize the desired
speedup dynamics in practice.
We will show in the following how we can use the
present approach to construct shortcuts for this off-
resonant system without the undesired 1-3 pulse. The
corresponding eigenvectors for the original Hamilto-
nian H0(t) are |φ0(t)〉 = cos θ|1〉 − sin θ|3〉, |φ+(t)〉 =
sin θ sinϕ|1〉 + cosϕ|2〉 + cos θ sinϕ|3〉, and |φ−(t)〉 =
sin θ cosϕ|1〉 − sinϕ|2〉 + cos θ cosϕ|3〉, with eigenener-
gies E0(t) = 0, E+(t) = ~Ξ0 cos
2 ϕ, and E−(t) =
−~Ξ0 sin2 ϕ, where Ξ0 =
√
Ω20 +∆
2(t). The parame-
ters θ and ϕ are defined by tan θ = Ωp(t)/Ωs(t) and
tan 2ϕ = Ω0/∆(t), respectively. The CD Hamiltonian
for the present system is
Hcd(t) = i~

 0 ϕ˙ sin θ θ˙−ϕ˙ sin θ 0 −ϕ˙ cos θ
−θ˙ ϕ˙ cos θ 0

 . (16)
Then, according to Eq. (13), we have
λ(t)H0(t) =
~
2


0 λpΩp(t) 0
λpΩp(t) 2λd∆(t) λsΩs(t)
0 λsΩs(t) 0

 ,
κ(t)Hcd(t) = i~


0 κpϕ˙ sin θ κaθ˙
−κpϕ˙ sin θ 0 −κsϕ˙ cos θ
−κaθ˙ κsϕ˙ cos θ 0

 ,(17)
with λp,(s,d) and κp,(s,a) being time-dependent real co-
efficients. To satisfy the condition λ(ti) ≃ λ(tf ) ≃const
and κ(ti)Hcd(ti) ≃ κ(tf )Hcd(tf ) ≃ 0, we may choose a
simple set of λp,(s,d) and κp,(s,a) as
λpΞ0 = λsΞ0 = Ξ˜0 cos γ,
λdΞ0 = Ξ˜0 cos 2γ/(cos
2 γ),
κpϕ˙ = Ξ˜0 cot θ tan γ cos 2ϕ,
κsϕ˙ = −Ξ˜0 tan θ tan γ cos 2ϕ,
κaθ˙ = Ξ˜0 sin γ sin 2ϕ/2, (18)
where Ξ˜0 is an energy parameter related to the eigenen-
ergies of the original Hamiltonian and γ is to be chosen
to satisfy γ(ti) = γ(tf ) = 0. With this, the eigenvectors
of the intermediate Hamiltonian are
|φ˜0(t)〉 =

 cos θ cos γ−i sin γ
− sin θ cos γ

 ,
|φ˜+(t)〉 =

 sin θ sinϕ− i cos θ cosϕ sin γcosϕ cos γ
cos θ sinϕ+ i sin θ cosϕ sin γ

 ,
|φ˜−(t)〉 =

 sin θ cosϕ+ i cos θ sinϕ sin γ− sinϕ cos γ
cos θ cosϕ− i sin θ sinϕ sin γ

 , (19)
with the eigenenergies E˜0(t) = ~Ξ˜0(sin
4 ϕ −
cos4 ϕ) tan2 γ, E˜+(t) = ~Ξ˜0 cos
2 ϕ, and E˜−(t) =
−~Ξ˜0 sin2 ϕ, respectively. Then, we have (α = 1, β = 3)
F1,3 = θ˙ + iϕ˙ sin γ cos 2θ − Ξ˜0 sin γ sin 2ϕ/2. (20)
Obviously, when ϕ˙ = 0 and Ξ˜0 = 2θ˙/(sin γ sin 2ϕ), the
condition F1,3 = 0 is satisfied and the undesired 1-3 pulse
is no longer required. The final transitionless Hamilto-
nian reads
H˜(t) =
~
2


0 Ω˜p(t)e
iϑp(t) 0
Ω˜p(t)e
−iϑp(t) 2∆˜(t) Ω˜s(t)e
−iϑs(t)
0 Ω˜s(t)e
iϑs(t) 0

 ,(21)
where the Rabi frequencies Ω˜p,(s)(t), phase shifts
ϑp,(s)(t) and detuning ∆˜(t) for the final transitionless
Hamiltonian are
Ω˜p(t) = [(Ξ˜0 cos γ sin θ sin 2ϕ+ γ˙ cos θ)
2
+(2Ξ˜0 tan γ cos θ cos 2ϕ)
2]1/2,
Ω˜s(t) = [(Ξ˜0 cos γ cos θ sin 2ϕ− γ˙ sin θ)2
+(2Ξ˜0 tan γ sin θ cos 2ϕ)
2]1/2,
ϑp(t) = arctan
(
2Ξ˜0 tan γ cos θ cos 2ϕ
Ξ˜0 cos γ sin θ sin 2ϕ+ γ˙ cos θ
)
,
ϑs(t) = arctan
(
2Ξ˜0 tan γ sin θ cos 2ϕ
Ξ˜0 cos γ cos θ sin 2ϕ− γ˙ sin θ
)
,
5∆˜(t) = Ξ˜0 cos 2γ cos 2ϕ/ cos
2 γ, (22)
respectively. Here we focus on the discussion for the
Rabi frequencies Ω˜p(t) and Ω˜s(t). We can in fact write
Ω˜p,(s)(t) as
Ω˜p(t) = Ω˜0 sin θ˜, Ω˜s(t) = Ω˜0 cos θ˜, (23)
where the modified pulses’ amplitude and angle are
Ω˜0 =
√
(Ξ˜0 cos γ sin 2ϕ)2 + (2Ξ˜0 tan γ cos 2ϕ)2 + γ˙2,
θ˜ = arctan
[√
(Ξ˜0 cos γ sin θ sin 2ϕ+ γ˙ cos θ)2 + (2Ξ˜0 tan γ cos θ cos 2ϕ)2
(Ξ˜0 cos γ cos θ sin 2ϕ− γ˙ sin θ)2 + (2Ξ˜0 tan γ sin θ cos 2ϕ)2
]
. (24)
We consider a special case that the detuning ∆(t) is so small that ϕ⇒ π/4. Then, we have
Ω˜0 ≈
√
(Ξ˜0 cos γ)2 + γ˙2, θ˜ ≈ θ + arctan[γ˙/(Ξ˜0 cos γ)]. (25)
Then according to Ξ˜0 = 2θ˙/(sin γ sin 2ϕ), we can set
γ = arctan [θ˙/
√
(λpΩp)2 + (λsΩs)2], Ξ˜0 cos γ ≈ 2
√
(λpΩp)2 + (λsΩs)2. (26)
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FIG. 1: (a) The relationship between the dimensionless pa-
rameter T Ω˜0 and τ . The maximum value for T Ω˜0 is when
t = 0, and T Ω˜max0 observably decreases with the increasing of
τ as shown in the figure. (b) The relationship between the di-
mensionless parameter T Ω˜0 and τc. The maximum value for
T Ω˜0 is when t = ±T/2, and T Ω˜
max
0 also decreases with the
increasing of τc as shown in the figure. We choose τc = 0.3T
and τ = 0.12T in plotting Figs. 1 (a) and (b), respectively.
Other parameters are γ0 = 0.1 and ϕ = π/5.
We find, Eq. (24) can be further written as
Ω˜0 ≈
√
4λ2pΩ
2
p + 4λ
2
sΩ
2
s + γ˙
2,
θ˜ ≈ θ + arctan[γ˙/(2
√
λ2pΩ
2
p + λ
2
sΩ
2
s)]. (27)
This is just the result of the previous approach in Ref.
[22].
In order to design a reference process to obtain the
target state |3〉 from the initial state |1〉 through the evo-
lution path |φ˜0(t)〉, we can accordingly set the boundary
condition as θ(ti) = 0, θ(tf ) = π/2 and γ(ti) = γ(tf ) =
0. Therefore, we consider the optimal STIRAP pulses
discussed in Ref. [25],
Ω0 = χe
−(t/T0)2n , θ =
π
2(1 + e−t/τ )
, (28)
with χ being the peak of the pulses. To satisfy the
boundaries θ(ti) = 0 and θ(tf ) = π/2, τ should satisfies
0 < τ ≤ 0.12T (T = tf − ti is the total operation time
and θ(ti) ≈ 0.07π when τ = 0.12T ). For the angle γ, the
boundaries are γ(ti) = γ(tf ) = 0 and γ˙(ti) = γ˙(tf ) = 0
to simulate the modified pulses with a finite duration.
The simplest choice for γ can be Gaussian function that
γ = πγ0 · exp(−t2/τ2c ), (29)
with 0 < γ0 < 0.5 and 0.2T < τc < 0.3T . Then we have
θ˙ =
π
2
· e
−t/τ
τ(1 + e−t/τ )2
, γ˙ = −2πγ0t
τ2c
e−t
2/τ2c . (30)
To analyze total interaction time for a scheme, in gen-
eral, the dimensionless parameter T Ω˜max0 (Ω˜
max
0 is the
maximum value of Ω˜0) is a common measurement scale.
Beware that Ω˜max0 is usually a little larger than the max-
imum value for Ω˜p,(s)(t), the total interaction time mea-
sured by the T Ω˜max0 is in fact a little larger than the
real one. While, T Ω˜max0 would help a lot for quantita-
tive analysis in the total interaction time, so, we tend
to use T Ω˜max0 as a measurement scale for the total in-
teraction time in the following discussion. Then, with θ
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FIG. 2: (a) The total pulse area A given by Eqs. (23) and
(32) versus the parameters γ0 and ϕ. (b) T Ω˜
max
0 versus the
parameters γ0 and ϕ, where Ω˜
max
0 means the maximal value
for the modified pulse amplitude Ω˜0. Other parameters are
τ = 0.115T and τc = 0.3T .
and γ given in Eqs. (28) and (29), we find, within the
selectable range for the parameters, T Ω˜max0 is in inverse
proportion to τ and τc. Numerical simulation as shown
in Fig. 1 which displays the relationship between T Ω˜0
and τ [see Fig. 1 (a)], the relationship between T Ω˜0 and
τc [see Fig. 1 (b)], also verifies this point. That is, τ and
τc should be chosen the larger the better to shorten the
interaction time. Therefore, we might choose the largest
τ = 0.115T and τc = 0.3T for the preliminary discus-
sion of the approach. To analyze the energy cost of the
process, we define the total pulse area for the process as
A =
∫ +∞
−∞
dt
√
Ω˜2p(t) + Ω˜
2
s(t). (31)
For the pulses in Eq. (23), the total pulse area is
A =
∫ +∞
−∞
dtΩ˜0(t). (32)
Fig. 2 (a) shows the total pulse area A versus γ0 and ϕ.
As we can find, more energy should be cost with both
the decreasing of ϕ (corresponding to the increasing of
the detuning) and the decreasing of γ0 (corresponding to
the decreasing of the excited-state population) as shown
in the figure. In Fig. 2 (b), we plot the dimensionless
parameter T Ω˜max0 versus γ0 and ϕ. Obviously, the total
interaction time increases with the increasing of detuning
as shown in Fig. 2 (b). The deviation from the complete
population transfer displayed in Fig. 3 (the upper frame)
with a logarithmic scale shows the high efficiency for the
present approach. We obtain the transfer with an ac-
curacy to about four digits for areas are: (i) 2.9π when
ϕ = π/4 (the resonant case), (ii) 4.9π when ϕ = π/5
(the small detuning case), (iii) 7.9π when ϕ = 10 (large
detuning case), respectively. The corresponding total in-
teraction time as shown in the middle frame in Fig. 3 are:
(i) T Ω˜max0 = 11.5 when A = 2.9π for the resonant case,
(ii) T Ω˜max0 = 19.5 when A = 4.9π for the small detuning
case, (iii) T Ω˜max0 = 34 when A = 7.9π for the large de-
tuning case. It is known that in the Λ-type system, the
use of two successive π pulses, respectively, for the pump
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FIG. 3: Upper frame: Logarithmic scale of the deviation
from the complete population transfer with different choices
for the parameter ϕ. Middle frame: The corresponding di-
mensionless parameter T Ω˜max0 for the speedup process. Lower
frame: The relationship between the parameter γ0 (corre-
sponding to the maximal population for the excited state |2〉)
and the total pulse area A. Other parameters are τ = 0.115T ,
τc = 0.3T according to the requirement of less energy cost.
and Stokes fields, or of two overlapping fields corresponds
both to A = 2π [26], and the minimum area in a Λ-type
system for a population transfer from |1〉 to |3〉 is √3π
[27]. The total pulse area A in the present approach as
shown in Figs. 2 and 3, is small enough to verify the state
transfer is sped up. Then, in the lower frame in Fig. 3,
we give the relationship between the parameter γ0 and A.
Clearly from the figure, γ0 generally decreases with the
increasing of A, which means, an increasing in the pop-
ulation of intermediate state is unavoidable if one wants
to save energy to drive the system to the target state.
This result can be understood by, the intermediate state
links the whole system together just like brittle strings;
the evolution of the system is interdictory without the
participation of these intermediate states. By increasing
the populations of intermediate states in a certain period
of time, just like broadening the path for the transition
between the initial state and the target state in a certain
period of time, the evolution could be much faster.
Then, with parameters {γ0 = 0.1, τ = 0.115T, τc =
0.3T, ϕ = π/5} (choosing γ0 = 0.1 for a less excited-state
population), we show the modified pulses Ω˜p,(s)(t) and
detuning ∆˜(t) in Fig. 4 (a). The maximal amplitude
for the pulses in this case Ω˜max0 ≈ 16/T with pulse area
A ≈ 4.1π. The dynamics governed by the final transi-
tionless Hamiltonian H˜(t) (with τ ≈ 0.115T ) versus time
is shown in Fig. 4 (b). For comparison, with the same
parameters for the pulses and detuning, we accordingly
plot the original parameters for the original Hamiltonian
H0(t) and the time evolution of the system in Figs. 5
(a) and (b), respectively. We choose Ω0 = 16/T in plot-
ting Fig. 5. The total pulse area A corresponding to
Fig. 5 is A = ∫ +∞−∞ dtΩ0 = 5.09π. The comparison be-
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the off-resonant Λ-type system with the original Hamiltonian
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The modified pulse amplitude Ω˜0 is in fact independent to the
original pulse amplitude Ω0 according to Eq. (15). So, for a
fair comparison, we choose a relatively larger Ω0 = 16/T in
plotting Fig. 4.
tween Fig. 4 (b) and Fig. 5 (b) shows, within a specified
total evolution time T , the final transitionless Hamilto-
nian H˜(t) allows a near-perfect population transfer (with
P3 ≈ 0.997) from |1〉 to |3〉 while the original Hamilto-
nian H0(t) fails. In fact, to satisfy the adiabatic condi-
tion θ˙ ≪ |Ξ0 sin2 ϕ/ cosϕ| < |Ξ0 cos2 ϕ/ sinϕ| (assuming
0 < ϕ < π/4) for the original Hamiltonian H0(t), with
the θ given in Eq. (28) and ϕ = π/5, Ω0 should be at
least 30/T to ensure (Ξ0 sin
2 ϕ)/(θ˙ cosϕ) ≥ 5.
We know that the Vitanov pulses were originally de-
rived in order to get an ultra-high and robust fidelity in
an adiabatic process [25, 28]. To check the robustness
against noise after the correction to the pulses, we define
a parameter with noise as
GF = G+G ·̟, (33)
where G = Ω˜0, θ˜, ∆˜(t), and −0.1 < ̟ < 0.1 is a random
number. This allows one to model instantaneous fluctu-
ations of the detunings and of the pulse shapes. We can
find from Fig. 6 (a) that when such a noise is consid-
ered, the shapes for Ω˜p,(s) and ∆˜(t) have been destroyed
seriously. However, a nearly perfect population transfer
(with the final population for |3〉 is P3(tf ) ≈ 0.993) still
can be achieved as shown in Fig. 6 (b). Which means
the present approach with modified Vitanov pulses is still
robust against instantaneous fluctuations on the param-
eters. The main decoherence effect in the population
transfer is due to the spontaneous emission from the ex-
cited state |2〉. The total spontaneous emission from the
excited state, is generally decided by two factors: the
total interaction time and the average population of the
excited state. According to Eq. (19), the population for
the excited state |2〉 is P2 = sin2 γ. The average popula-
tion of the excited state is thus given as
P 2 =
1
γmax − γmin
∫ γmax
γmin
sin2 γdγ, (34)
where γmax is the maximum value and γmin is the min-
imum value for γ, respectively. With γ given inform of
Eq. (29), we have γmax = γ0π, γmin = 0, and
P 2 =
1
2
− sin(2γ0π)
4γ0π
. (35)
We use a function ǫ = Γa · P 2 · (T Ω˜max0 ) (Γa can be re-
garded as the average loss rate of the excited state which
relates to the spontaneous emission) to describe the prob-
ability of loss of the excited state. Beware that ǫ is not
limited by 1, so, in general, we can not directly treat it as
the fidelity error caused by spontaneous emission. When
τ = 0.115T and τc = 0.3T , we find
Ω˜max0 = Ω˜0|t=0 =
π
τ
√
cot2 (πγ0) +
4 cot2 2ϕ
cos2(πγ0)
. (36)
According to Eqs. (35) and (36), we have ∂∂ϕǫ < 0
(0 < ϕ < π/4) and ∂∂γ0 ǫ < 0 (0.05 < γ0 < 0.3). ǫ is in
inverse proportion to both γ0 and ϕ. Fig. 7 which shows
ǫ versus γ0 and ϕ also verifies this point. This result
means, a large γ0 which significantly shortens the interac-
tion time and reduces the total pulse area, however, fails
to restrain the influence of spontaneous emission. This is
because when the interaction time is short enough, fur-
ther reducing the interaction time can not counteract the
negative effect caused by the excited-state population P2.
When the interaction time is short enough, reducing the
excited-state population is more important to restrain
the influence of spontaneous emission. One of the effec-
tive ways to reduce the excited-state population, as we
know, is increasing the detuning. Nevertheless, increas-
ing the detuning will inevitably increase the total inter-
action time. This is why a large detuning also fails to
restrain the influence of spontaneous emission as shown
in Fig. 7. Therefore, taking the requirements of short
interaction time, less energy cost, and robustness against
spontaneous emission all into account, an off-resonant
system with small detuning might the best choice to re-
alize the speedup STIRAP in practice. In the follow-
ing, we would like to numerically show the influence of
spontaneous emission on the fidelity of population trans-
fer under Markov approximation with Lindblad equation
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FIG. 6: (a) The shapes for the modified pulses and detuning
when instantaneous fluctuations are taken into consideration
according to Eq. (33). (b) The population transfer with the
fluctuation-included parameters. Shown in the figure, even
when the shapes for the modified pulses and detuning are
destroyed seriously, a nearly perfect population transfer (with
P3 ≈ 0.993) still can be achieved. Which verifies that the
scheme is robust against the instantaneous fluctuations on
the parameters.
[29]
dρ
dt
=
1
i~
[H˜, ρ] +
∑
n=1,3
Γn[S
−
n ρS
+
n −
1
2
(S+n S
−
n ρ+ ρS
+
n S
−
n )],
(37)
where ρ is the density matrix, S−n = |n〉〈2|, and S+n =
(S−n )
† are the so-called Lindblad operators, Γn is the
spontaneous emission rate from the excited state |2〉 to
the ground state |n〉. We plot the fidelity of the popu-
lation transfer with considering the small detuning case
(choosing ϕ = π/5) versus Γn in Fig. 8. The sponta-
neous emission from the excited state |2〉 to the ground
state |1〉 affects the fidelity more seriously than that to
the ground state |3〉 as shown in the figure. According to
the result, we verify that the population transfer is ro-
bust against spontaneous emission since it is still about
85% even when Γ1 = Γ3 = 0.5Ω˜
max
0 . Here we can find
an interesting phenomenon from the figure that when Γ1
is relatively large (Γ1 > 0.2Ω
max
0 ), spontaneous emission
from the excited state |2〉 to the ground state |3〉 be-
comes a favourable factor in obtaining a high fidelity of
the scheme. The reason behind this phenomenon is be-
cause the state |3〉 is just the target state, so spontaneous
emission from the excited state |2〉 to the ground state
|3〉 indeed increases the fidelity.
Our scheme can be realized with the setup of Ref.
[30], where a solid-state Λ system is hosted by a single
nitrogen-vacancy centre in diamond at low temperature,
and the shapes and phases of the driving pulses can be
modulated by electrooptic modulators. With a single
tunable laser (637.2nm), the maximal amplitude of the
modified pulses can be chosen as Ω˜0 = 2π × 171MHz
(under the RWA), the corresponding operation time is
T ≈ 14ns which is smaller than the life time for the
|A2〉 = |2〉 spin-orbit excited state at temperature 5.5K.
This result is very close to that in Ref. [30] with resonant
driving system, and it is much better than that (maximal
amplitude of the modified pulses is Ω˜0 ≈ 6× 2πMHz and
operation time T = 0.4ms) in Ref. [23] with highly de-
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(Ω˜max0 · T ) for analyzing the influence of spontaneous emis-
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FIG. 8: The fidelity defined by |〈3|ρ(tf )|3〉|
2 for the pop-
ulation transfer versus Γ1 and Γ3 in an off-resonant system
with small detuning. Parameters are chosen as τ = 0.115T ,
τc = 0.3T , γ0 = 0.1, and ϕ = π/5. In this case, the interaction
time T ≈ 16/Ω˜max0 , the total pulse area A ≈ 4.1π.
tuned pulses. Ref. [30] also reports the relaxation rates
Γ1/2π = 4.3MHz and Γ3/2π = 8.5MHz for decay of the
excited |A2〉 level into the |1〉 and |3〉 ground states, re-
spectively. With the experimental data, we can find the
fidelity of the population transfer is 97.48%.
V. CONCLUSION
We have shown that the intermediate Hamiltonian
could be directly designed by using the original Hamil-
tonian and the CD Hamiltonian. With the help of the
easy-to-get intermediate Hamiltonian, we have presented
a general approach to remove the adiabatic condition to
speed up the corresponding population transfer process
without adding the traditional CD Hamiltonian. Our
method is significantly different from that of Ref. [22],
where the important intermediate Hamiltonian is con-
9structed with some specified dressed states. The present
approach is physically transparent and extremely flexi-
ble. We further show with the help of the intermediate
Hamiltonian, speedup scheme can be realized even with-
out breaking down the structure of the original Hamilto-
nian, which is important in view of experiment.
Further applications or extensions of this approach
could be in fields such as shortcuts to non-Hermitian
quantum adiabatic computation [31–33], dissipative mas-
ter equations [34, 35], or more complicated systems [36–
38].
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