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We theoretically investigate a periodically driven semimetal based on a square lattice. The possi-
bility of engineering both Floquet Topological Insulator featuring Floquet edge states and Floquet
higher order topological insulating phase, accommodating topological corner modes has been demon-
strated starting from the semimetal phase, based on Floquet Hamiltonian picture. Topological phase
transition takes place in the bulk quasi-energy spectrum with the variation of the drive amplitude
where Chern number changes sign from +1 to −1. This can be attributed to broken time-reversal
invariance (T ) due to circularly polarized light. When the discrete four-fold rotational symmetry
(C4) is also broken by adding a Wilson mass term along with broken T , higher order topological
insulator (HOTI), hosting in-gap modes at all the corners, can be realized. The Floquet quadrupolar
moment, calculated with the Floquet states, exhibits a quantized value of 0.5 (modulo 1) identify-
ing the HOTI phase. We also show the emergence of the dressed corner modes at quasi-energy ω/2
(remnants of zero modes in the quasi-static high frequency limit), where ω is the driving frequency,
in the intermediate frequency regime.
I. INTRODUCTION
Investigation of topological phases of matter1–7 has
been at the heart of quantum condensed matter physics
for more than a decade from both theoretical and ex-
perimental perspective. A wide class of systems hosting
topological phases have been discovered, including the Z2
topological insulator (TI)8,9, Weyl semimetal10–12, Dirac
semimetal13 and the topological superconductors14,15.
The fascinating fact about TIs are the emergence of a
robust (d − 1) dimensional boundary states from d di-
mensional insulating bulk which is the outcome of bulk-
boundary correspondence.
Very recently, the advent of the higher order topolog-
ical insulators (HOTI)16–20 has attracted immense in-
terest in the modern condensed matter physics commu-
nity. In contrast to the prevailing topological insula-
tors (TIs), in an n-th order TI both the d dimensional
bulk and (d − 1) dimensional boundary remain gapped,
whereas, the (d− n) dimensional boundary exhibit gap-
less modes; where n is the order of the HOTI. In this lan-
guage, conventional TIs are called first order TI. Thus,
in three dimensions (3D), one can realize second order
TI (SOTI) with gapless states located at the one dimen-
sional (1D) hinges and third order TI with gapless zero
dimensional (0D) corner states. Similarly, in two dimen-
sions (2D), SOTI exhibits gapless 0D corner modes while
the edges remain gapped. These (d − n) dimensional
boundary states emerge as quantization of n-th order
electric multipole16,17 moment with evanescing lower mo-
ments. Hence, the materials we may have so far identi-
fied as trivial due to the absence of (d − 1) dimensional
boundary states, may turn out to be HOTI21. Following
the increasing interest on HOTI, few intriguing models
have been proposed so far based on Kagome lattice22,
transition metal dichalcogenides (XTe2, X=Mo,W)
23,24,
SnTe18 etc. In 2D, SOTIs supporting zero dimensional
corner modes have been experimentally realized in acous-
tic material based on kagome lattice25, photonic crys-
tals26,27, ferromagnetic resonance28 and electrical cir-
cuits29,30 setup.
Engineering of periodically driven Floquet topological
insulators out of a trivial system is a field of interest of its
own31–33. In this direction, realization of Floquet HOTI
has been investigated from different perspectives in re-
cent literature34–44. Among them, Floquet HOTI phase,
hosting 0D Floquet corner modes, has been studied on
quantum spin hall system under a quantum quench45
with a C4 and T breaking mass term. In Ref. [38], Huang
and Liu have proposed a binary drive while the Hamil-
tonian, in one step of the drive, accommodates corner
modes in the static case. Vega et.al. in Ref. [41] have
studied a driven model with mirror symmetries that can
harbor Floquet topological quadrupole phases and they
have used a two step drive protocol to obtain higher order
topological insulating phases. On the other hand, Ref.
[44] has reported a theoretical proposal for construct-
ing static and Floquet SOTI by stacking 1D topological
phases and coupling them with dimerized hopping ampli-
tude (coupled wire construction). Therefore it is natural
to ask whether such higher order phase hosting static as
well as Floquet corner modes can also be obtained by pe-
riodically driving a semimetallic phase based on a model
system where the drive is an external irradiation with
circular polarized nature. It can also be an interesting
fact to investigate whether one can realize first order TI
phase as an intermediate phase before turning up to a
HOTI phase. Moreover, the nature and stability of such
phases with the enhancement of the driving strength of
the external irradiation is worth to explore.
Motivated by the above-mentioned questions, in this
work, we consider a two dimensional semimetal in pres-
ence of external irradiation. We show that the semimetal
becomes Floquet topological insulator (FTI), character-
ized by quantized non-zero Chern number, under the in-
fluence of external irradiation for e.g. circularly polar-
ized light which breaks time-reversal symmetry T . We
derive the quasi-static Floquet Hamiltonian employing
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2Brillouin-Wigner (BW) perturbation theory46,47. The
sharp transition of the Chern number48 from +1 to −1
takes place with a concomitant band gap closing in the
bulk of the quasi energy spectrum. In the non-irradiated
case, breaking the crystalline C4 symmetry by adding a
mass perturbation, we show that the system becomes a
static SOTI having in-gap corner modes while the bulk
and the edges remain gapped. This static SOTI phase is
identified by vanishing dipole moment and a half-integer
quadrupole moment Q
(0)
xy = 0.5 (modulo 1). As a result
of the periodic drive on the SOTI phase, one can real-
ize a Floquet second order topological insulator (FSOTI)
phase where the Floquet corner modes are found to be
pristine at all four corners of our system. Numerically
computed Floquet quadrupole moment Qxy also turns
out to be half-integer value (modulo 1) for the driven
case. We also show the emergence of the dressed corner
modes at finite quasi-energy ω/2 (origin shifted by ω/2),
where ω is the driving frequency. These modes manifest
the quasi-equilibrium nature of the FHOTI phase.
The remainder of the paper is organized as follows.
In Sec. II, we describe the model Hamiltonian for our
setup, the driving protocol and formalism and present a
brief outline of the derivation of the effective Hamiltonian
in the high frequency regime. The results are presented
in Sec. III where we discuss the static semimetal Hamil-
tonian, the first order FTI and then both static SOTI
and FSOTI phases in high frequency as well as in the in-
termediate frequency regime. Finally, we summarize our
results and conclude in Sec. IV.
II. MODEL AND METHOD
A. Static Hamiltonian
We begin with a 2D square lattice which describes a
semimetal, for which the Hamiltonian reads
HSM =
∑
j,k
[
c†j,kTxcj+1,k + c
†
j,kTycj,k+1 + h.c.
]
, (1)
with
Tx =
it1
2
Γ1 +
t2
2
Γ3 ,
Ty =
it1
2
Γ2 +
t2
2
Γ3 . (2)
Here, t1, t2 are the amplitudes of nearest-
neighbour hopping, cj,k is a four component spinor
{A↑, B↑, A↓, B↓}T where A, B are the orbitals and i, j
run along x and y-directions respectively. The mutually
anti-commuting hermitian Γ matrices are: Γ1 = σ3τ1,
Γ2 = σ0τ2, Γ3 = σ0τ3. Two sets of Pauli matrices τ and
σ respectively indicate the orbital and spin degrees of
freedom of the system.
B. Driving protocol and Formalism
The schematic of our geometry in the presence of
external irradiation is demonstrated in Fig. 1. We
consider circularly polarized light of the form A(t) =
A(cos(ωt), sin(ωt)) and the beam spot is much larger
than the system in order to get rid of any spatial depen-
dency. The purpose of choosing circularly polarised light
instead of linearly polarised light is to break the time re-
versal symmetry and enabling us to explore non-trivial
topological phases47,49,50. We begin with a time peri-
odic Hamiltonian H(t + T ) = H(t) given by its Fourier
components as
Hn =
∫ T
0
dt
T
H(t)einωt , (3)
where T = 2pi/ω is the period of the drive. In the
frequency domain, the time independent infinite dimen-
sional Hamiltonian can be written in the extended Flo-
quet basis as51
HF =

.
H0 − 2ω H1 H2 .
H−1 H0 − ω H1 H2 .
H−2 H−1 H0 H1 H2 .
. H−2 H−1 H0 + ω H1 H2 .
. H−2 H−1 H0 + 2ω H1 H2 .
.

(4)
where, Hn’s are defined in Eq. (3). The effect of the pe-
riodic drive is taken into account by considering a Peierls
phase substitution in the hopping elements as
Tx → Txe−iA cos(ωt) ,
Ty → Tye−iA sin(ωt) . (5)
3C. Effective Hamiltonian in high frequency limit :
Brillouin-Wigner perturbation expansion
To begin with, we use Brillouin-Wigner (BW) per-
turbation theory46 to obtain the effective Hamiltonian
for the periodically driven system in the high-frequency
limit i.e., frequency is large compared to the bandwidth
(ω  t). Following Mikami et al. 46, the effective Hamil-
tonian can be obtained in powers of 1/ω using the BW
perturbation theory. Although we consider here, terms
only up to the order of 1/ω for simplicity, it is important
to note that the essential physics can be extracted cur-
tailing the Hamiltonian up to 1/ω in the high frequency
limit as higher order terms in the 1/ω expansion are van-
ishingly small. The effective Hamiltonian can be written
as
HBW =
∞∑
r=0
H(r)BW , (6)
with
H(0)BW = H0 ,
H(1)BW =
∑
n 6=0
H−nHn
nω
,
H(2)BW = O
( 1
ω2
)
. (7)
The zeroth order Hamiltonian H0 contains terms as the
unperturbed one, but with modulated hopping ampli-
tudes whereas, the term with O(1/ω) manifests hopping
elements originating due to the effect of irradiation in the
high frequency limit46,47,49.
z
y
x
FIG. 1. (Color online)Schematics of our square lattice geome-
try is shown in the presence of external irradiation. Here, the
magenta (light grey) solid circles represent a square lattice
and the blue (dark grey) helix denotes the external circularly
polarized light modeled as a vector potential A(t).
Using BW expansion, we compute the effective Floquet
Hamiltonian for the semimetal in presence of the drive
which is given by Eq.(6), where
H(0)BW =
∑
j,k
[
c†j,kT1cj+1,k + c
†
j,kT2cj,k+1 + h.c.
]
,
H(1)BW =
∑
j,k
c†j,kMcj,k +
∑
j,k
[
c†j,kT3cj+1,k+1 + c
†
j,kT4cj+2,k + c
†
j,kT5cj,k+2 + c
†
j,kT6cj−1,k+1 + h.c.
]
, (8)
with
M = J2
(
t21 + t
2
2
)
σ0τ0 ,
T1 =
J0(A)
2
(
it1σ3τ1 + t2σ0τ3
)
,
T2 =
J0(A)
2
(
it1σ0τ2 + t2σ0τ3
)
,
T3 = Jc1t
2
2σ0τ0 + Js1
(
t21σ3τ3 + it1t2σ3τ2 + it1t2σ0τ1
)
,
T4 = J1
(
t22 − t21
)
σ0τ0 ,
T5 = J1
(
t22 − t21
)
σ0τ0 ,
T6 = Jc2t
2
2σ0τ0 − Js2
(
t21σ3τ3 + it1t2σ3τ2 − it1t2σ0τ1
)
, (9)
where,
J1 =
∑
n 6=0
(−1)nJ 2n (A)
4nω
, Jc1 =
∑
n 6=0
(−1)nJ 2n (A) cos
(
npi
2
)
2nω
, Js1 =
∑
n 6=0
(−1)nJ 2n (A) sin
(
npi
2
)
2nω
J2 =
∑
n 6=0
J 2n (A)
nω
, Jc2 =
∑
n 6=0
J 2n (A) cos
(
npi
2
)
2nω
, Js2 =
∑
n 6=0
J 2n (A) sin
(
npi
2
)
2nω
.
Here, Jn is the Bessel function of first kind and A is the amplitude of the drive.
4From Eq.(1), it is evident that only nearest neighbor
hoppings are present in the static Hamiltonian describing
a semimetal. Here T1 and T2 are the renormalized am-
plitudes of such hoppings. On the other hand, T3, T4, T5
and T6 are the newly generated next nearest neighbour
hoppings in different directions. Such long-range hop-
ping generation by the periodic drive is found earlier as
well in the other systems47,52. We have shown all these
hoppings schematically in Fig. 2 for our system.
It is worth to mention here that the irradiation effect in
the high frequency limit can also be taken into account by
using other perturbation expansion methods i.e., Flo-
quet Magnus53,54, van Vleck perturbation theory51. Flo-
quet Magnus expansion harbors unwanted driving phase
dependence as a result of which the effective Hamiltonian
also contains the driving phase. On the other hand, it
is much more complicated to write higher order terms in
van Vleck perturbative expansion series.
FIG. 2. (Color online) Directions of newly generated effective
hoppings are depicted by different arrows in the square lattice
system. Here, T1 and T2 represent the renormalized nearest-
neighbour hopping elements, whereas T3, T4, T5 and T6 denote
the drive induced next nearest neighbour hoppings in different
directions within the square lattice.
III. RESULTS
In this section, we present our results involving static
phases as well as Floquet phases. Starting from the static
semimetal phase, we discuss the FTI and then analyze
both static and Floquet SOTI. At first we discuss the
high frequency limit and finally, we show the appearence
of dressed corner modes in the Floquet SOTI phase con-
sidering intermediate frequency regime. We have consid-
ered both t1, t2 = 1 for all our numerical results and all
the parameters having the dimension of energy are scaled
with respect to the hopping strength. For all the results
shown below, in the high frequency limit, we have chosen
ω = 10.
A. Trivial static semimetal without drive
The bulk band structure of the static Hamiltonian
given by Eq.(1) is shown in Fig. 3(a) and the corre-
sponding total density of states (DOS) is presented in
Fig. 3(b). As we see from Fig. 3(a), the conduction and
valence band meet at four points in the first Brillouin
zone : Γ = (0, 0), X = (0, pi), Y = (pi, 0) and S = (pi, pi),
describing a semimetallic behavior. The low energy spec-
trum at those four points exhibits a massless Dirac like
dispersion. Therefore, this phase corresponds to a trivial
semimetal with Chern number zero. The DOS plot re-
sembles similar to that of graphene55 as it is vanishingly
small near the zero of the Fermi energy (Dirac point in
case of graphene) and scales linearly around it.
0.0
 0.5
 1
-2  0  2
FIG. 3. (Color online) (a) Bulk band spectrum for the static
semimetal phase is shown. (b) Total DOS of the semimetal
phase is demonstrated.
B. First order topological insulator with drive
We now demonstrate the outcome of the external irra-
diation on the semimetal Hamiltonian (Eq.(1)). As the
circularly polarized light breaks time-reversal symmetry
T in the semimetal phase, it becomes an FTI with chiral
edge states in presence of the external irradiation. In the
high frequency regime, the effective Floquet Hamiltonian
in the presence of the external drive is given by Eq.(8).
1. Band topology
In presence of the external drive, the band topology
of the system exhibits very intriguing behavior. To un-
derstand this, we explore the bulk quasi-energy spectrum
along the high symmetry line: Γ−X−S−Y −Γ for three
different values of driving amplitude A. They are illus-
trated in Fig. 4[(a),(b),(c)]. A finite bandgap is present
in bulk quasi-energy spectrum for A = 3.0 as shown in
Fig. 4(a), while the bandgap closes at A = 3.35 (see
Fig. 4(b)). The bandgap again starts to reopen which
is depicted in Fig. 4(c) for A = 3.8. The value of A
at which the bulk bandgap closes, Chern number (Cn)
changes sign (see text for discussion). The band inver-
sion process, with the rise of the strength of the external
5drive, can be understood as a Floquet topological phase
transition in the bulk quasi-energy spectrum. Similar
band inversion again takes place near A = 7.3 (not shown
here) where Cn changes sign (see Fig 4(d)).
2. Chern number and edge modes
To identify the Floquet topological phase transition,
we calculate the Chern number Cn of the bulk band fol-
lowing Ref. [48]. The Chern number of the upper and
lower band is shown as a function of driving amplitude
A in Fig. 4(d). As the periodic drive is turned on (A 6= 0),
due to broken T , we see a sudden jump of Cn from 0 to 1
for the upper band and 0 to −1 for the lower band where
the system becomes an FTI with counter propagating
dispersive edge modes. We present the band structure in
a y-directed slab geometry in Fig. 4(e) where the edge
modes are visible for A = 1.0. Similar edge modes have
been found in the case of graphene which becomes an
FTI in presence of external periodic drive49,50.
The first jump of Cn for the upper band (lower band)
from +1 to −1 (−1 to +1) takes place for A = 3.35
where the band inversion occurs. Similar Floquet topo-
logical phase transition also occurs for higher values of
A (A = 7.3), as can be seen from Fig. 4(d), which again
brings the concomitant band inversion. Note that, the
value of Cn is ill-defined near the points A = 2.4 and 5.5
where the Hamiltonian itself is vanishingly small due to
the vanishing of Bessel function J046. Those points are
marked by red dots in Fig. 4(d). This behavior persists
even one takes into consideration the higher order terms
in 1/ω46.
C. Higher order topological phase with high
frequency drive
We now move to the main part of the paper where
we describe the appearance of the HOTI phase. We
add a Wilson mass term of the form18,37,45,56 HB =
∆[cos kx − cos ky]σ1τ1 with the initial Hamiltonian HSM
given by Eq.(1). HB breaks both C4 rotational symmetry
and T but preserves the combined symmetry operation
C4T . We note that {HSM , HB} = 0. HB changes sign
under C4 rotation. Effective 1D Dirac equation for the
edge(s) of the system contains a mass term that changes
sign across the corner57,58 and thus the presence of four
corner modes is ensured by a generalized Jackiw-Rebbi
index theorem59. A static second order topological insu-
lator accommodating in-gap corner modes at all the four
corners can thus be realized in the square lattice sys-
tem. Similar mass term has been used recently to obtain
higher order topological phases in various models18,45,56.
In this subsection, we present our results for circularly
polarized light with high frequency. In presence of the
irradiation, the effective Floquet Hamiltonian is given by
Eq.(6) and Eq.(8) including the new terms arising due to
the C4 symmetry breaking mass perturbation. Different
hopping amplitudes in Eq.(9) are now modified by the
mass parameter ∆ and given by,
M = J2
(
t21 + t
2
2 + ∆
2
)
σ0τ0 ,
T1 =
J0(A)
2
(
it1σ3τ1 + t2σ0τ3 + ∆σ1τ1
)
,
T2 =
J0(A)
2
(
it1σ0τ2 + t2σ0τ3 −∆σ1τ1
)
,
T3 = Jc1
(
t22 −∆2
)
σ0τ0 + Js1
(
t21σ3τ3 + it1t2σ3τ2 + it1t2σ0τ1 + 2t2∆σ1τ2 + it1∆σ2τ0 − it1∆σ1τ3
)
,
T4 = J1
(
t22 − t21 + ∆2
)
σ0τ0 ,
T5 = J1
(
t22 − t21 + ∆2
)
σ0τ0 ,
T6 = Jc2
(
t22 −∆2
)
σ0τ0 − Js2
(
t21σ3τ3 + it1t2σ3τ2 − it1t2σ0τ1 − 2t2∆σ1τ2 + it1∆σ2τ0 + it1∆σ1τ3
)
. (10)
where different parameters have their usual meaning as
defined earlier.
1. Quadrupole moment
To establish the HOTI phase in our model we first
investigate the topological invariant. From the exist-
ing literature16,17, it is established that SOTIs are dis-
tinguished by vanishing dipole moment but exhibit-
ing quantized quadrupole moment Qxy = 0.5 (modulo
1)45,56,60,61. Here we present the brief outline on how to
calculate quadropolar moment numerically for the HOTI
phase. The macroscopic quadrupole moment for a crystal
obeying periodic boundary condition is defined as follow-
ing60,61 :
Q(0)xy =
1
2pi
Im[ln 〈Ψ0| e2pii
∑
r qˆxy(r) |Ψ0〉] , (11)
Here, qˆxy(r) =
xy
L2 nˆ(r) is the microscopic quadrupole mo-
ment at a lattice site r with respect to x = y = 0, while L
6-1
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FIG. 4. (Color online) Panel (a),(b),(c): Bulk band structure is shown along the Γ−X−S−Y −Γ line, indicating the presence
of a bulk bandgap, gap closing and reopening for A = 3, 3.35, 3.8 respectively. (d): Chern number is shown as a function of
driving the amplitude, A. Unphysical points where the Hamiltonian vanishes are indicated by red dots. (e): Band structure
for a y-directed slab with counter propagating dispersive Floquet edge modes is presented for A = 1.0 and Nx = 100. Floquet
edge modes around ky = 0 are marked by the red circle.
is the lattice size and |Ψ0〉 is a many-body ground state
which can be defined using the occupied states through
the Slater determinant62.
To evaluate the quadrupole moment using Eq.(11), we
construct a N ×No dimensional matrix U by a column-
wise marshaling of No eigenvectors according to their en-
ergy. Here N is the total number of states while No is
the number of occupied states. Afterward, we formulate
another matrix operator W :
Wiα,j = exp
[
i
2pi
L2
f(xiα, yiα)
]
Uiα,j , (12)
Here, α includes both the orbial and spin index. We
consider f(xiα, yiα) = xiαyiα. Therefore, Q
(0)
xy , defined
in Eq.(11), can be recasted into the following form using
the above mentioned matrices as
Q(0)xy =
1
2pi
Im [Tr ln
(U†W)] . (13)
We obtain the value of quadrupole moment only up
to modulo 1 and now on we omit the term “modulo 1”
but whenever we present the value of the quadrupole
moment, we intend it as modulo 1. We compute Q
(0)
xy
when C4 is broken along with T where the concomitant
topological static corner modes arise in the system. We
find that Q
(0)
xy is always quantized with the value of 0.5
(within numerical accuracy) for our system is in second
order topological insulating phase.
With the inclusion of the external periodic drive, we
now compute the Floquet quadropole moment which is
given by45,56,60,61 Qxy = Q
(0)
xy − Qaxy; where Qaxy =
1
2
∑
iα
1
L2 f(xiα, yiα) is the value of Qxy in the atomic
limit. To numerically evaluate the quadropole moment
Qxy from the Floquet Hamiltonian given by Eq.(8) along
with the new hopping parameters (see Eq.(10)), we use
the same prescription mentioned above. We find that
Qxy is always quantized having a value of 0.5 for any
nonzero value of A except when J0(A) becomes zero
which in turn makes the Hamiltonian vanishingly small
and thus making the numerical evaluation of Qxy ill-
defined.
Note that, as the drive is turned on, an onsite poten-
tial term is generated which is given by M in the effective
Floquet Hamiltonian in Eq.(8). This term indicates the
shifting of the band spectra in the quasi-energy space.
The effect of the drive generated onsite potential can al-
ways be nullified by implementing an extra suitable gate
voltage connected to the 2D system. We have neglected
this term in our calculation for simplicity and a better
understanding of the engineering of the Floquet HOTI
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FIG. 5. (Color online) (a) The eigenvalue spectrum is shown as a function of the number of eigenstates where the red point
indicates the zero energy states while the blue line denotes the quasi-energy bulk. Four in-gap zero energy states (corner modes)
are illustrated by four red dots in the inset. (b) The four corner modes are manifested via LDOS for A 6= 0 at E = 0.
phase. The latter has also been reported very recently
via the application of quench45.
2. Floquet corner modes
The static SOTI phase hosts in gap corner modes16,17.
Similarly, the FSOTI is characterized by the appearance
of Floquet corner modes38,41,44. The signature of these
zero energy corner modes appears in the local density of
states (LDOS). The LDOS as a function of energy E at
i-th site of a lattice is defined as
ρi(E) =
∑
λ
|〈i|nλ〉|2δ(E − λ) , (14)
where, |i〉 and |nλ〉 are the eigenstates of the Hamilto-
nian. To probe the zero energy corner the modes we
have calculated LDOS at E = 0. The Floquet corner
modes that arise in our square lattice system with the
periodic drive (A 6= 0) and C4 symmetry breaking term,
are shown in Fig. 5(b), where the LDOS is depicted along
two spatial directions (Lx, Ly) of the sample. One can
observe that the corner modes are almost (due to finite
system size) localized at the four corners of the system.
In Fig. 5(a), we have shown the eigenvalue spectrum of
the Floquet Hamiltonian. The in-gap corner modes (at
zero energy) are shown by the red dot while the blue line
indicates the continuum bulk. Four corner modes, all
of which are at zero energy, are depicted in the inset of
Fig. 5(a). We emphasize the fact that the 0D Floquet
corner modes are robust against the high frequency drive
and are pinned at zero energy. In case of Floquet cor-
ner mode, we have calculated the quadrupole moment,
Qxy using the eigenstates of the Hamiltonian in Eq.(10)
and Qxy always remain at 0.5 irrespective of the driv-
ing strength A. Although in this frequency domain, one
cannot distinguish between the static and Floquet corner
modes, while the later arises due to the virtual photon
transitions between the highest Floquet sub-bands.
D. Higher order topological phase with
intermediate frequency drive
To incorporate the real photon transitions between dif-
ferent Floquet sub-bands, in this subsection, we consider
the intermediate frequency regime and obtain the cor-
ner modes termed as dressed corner modes. As it is a
formidable task to diagonalise an infinite dimensional
Floquet Hamiltonian given in Eq.(4), we truncate the
Hamiltonian upto four Floquet-zone sector i.e., we re-
strict ourselves to m = 0, 1, 2, 3 subspace42,43. This trun-
cation of the infinite dimensional Hamiltonian is familiar
in the context of intermediate frequency42,49,50. The re-
duced Floquet Hamiltonian reads
8H˜F =

H0 − 7ω2 H1 H2 H3 0 0 0H−1 H0 − 5ω2 H1 H2 H3 0 0H−2 H−1 H0 − 3ω2 H1 H2 H3 0H−3 H−2 H−1 H0 − ω2 H1 H2 H3
0 H−3 H−2 H−1 H0 + ω2 H1 H2
0 0 H−3 H−2 H−1 H0 + 3ω2 H1
0 0 0 H−3 H−2 H−1 H0 + 5ω2

+
ω
2
I (15)
where,
H0 =
∑
j,k
[
c†j,kT1cj+1,k + c†j,kT2cj,k+1 + h.c.
]
,
H1 =
∑
j,k
[
c†j,kT3cj+1,k + c†j,kT4cj,k+1 + h.c.
]
,
H2 =
∑
j,k
[
c†j,kT5cj+1,k + c†j,kT6cj,k+1 + h.c.
]
,
H3 =
∑
j,k
[
c†j,kT7cj+1,k + c†j,kT8cj,k+1 + h.c.
]
, (16)
with
T1 = J0(A)
2
(
it1σ3τ1 + t2σ0τ3 + ∆σ1τ1
)
,
T2 = J0(A)
2
(
it1σ0τ2 + t2σ0τ3 −∆σ1τ1
)
,
T3 = J1(A)
2
(
t1σ3τ1 − it2σ0τ3 − i∆σ1τ1
)
,
T4 = J1(A)
2
(
it1σ0τ2 + t2σ0τ3 −∆σ1τ1
)
,
T5 = J2(A)
2
(− it1σ3τ1 − t2σ0τ3 −∆σ1τ1) ,
T6 = J2(A)
2
(
it1σ0τ2 + t2σ0τ3 −∆σ1τ1
)
,
T7 = J3(A)
2
(− t1σ3τ1 + it2σ0τ3 + i∆σ1τ1) ,
T8 = J3(A)
2
(
it1σ0τ2 + t2σ0τ3 −∆σ1τ1
)
. (17)
Here, I is an identity matrix in the Floquet subspace
basis. The last term in Eq.(15) shifts the origin of energy
by ω/2 and have been neglected for our calculation42,43.
We present our numerical results for this frequency
regime in Fig. 6. The quasienergy spectrum, around ω/2,
obtained from the exact diagonalization of the Hamilto-
nian, given in Eq.(15), is presented in Fig. 6(a) where one
can note the presence of four zero energy modes exactly
at the energy ω/2. The signature of these dressed cor-
ner modes at quasienergy ω/2 are depicted in Fig. 6(b)
via the LDOS. The latter is plotted along two spatial di-
rections (Lx, Ly) of the system. Here, also the corner
modes are almost localized at the four corners of the sys-
tem. Note that, the dressed corner modes appearing at
quasi-energy ω/2 are actually the remnants of zero en-
rgy modes as we have neglected the last term in Eq.(15)
which shifts the origin of energy from 0 to ω/2.
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FIG. 6. (Color online) (a) The quasienergy spectrum (where
origin is shifted by ω/2) is shown as a function of the number
of eigenstates . (b) The four corner modes are manifested via
LDOS for A 6= 0 at m = ω/2. Here, we have chosen A = 0.5
and ω = 3.0.
The quadrupole moment for the mth Floquet zone can
be defined as
Q(0)xy,m =
1
2pi
Im[ln 〈Ψ0,m| e2pii
∑
r qˆxy(r) |Ψ0,m〉] . (18)
Here, we construct |Ψ0,m〉 using the occupied states of
mth Floquet zone. Similarly, Eq.(12) in this case becomes
Wiα,j,m = exp
[
i
2pi
L2
f(xiα, yiα)
]
Uiα,j,m , (19)
where, Um is constructed using the states of mth Floquet
subspace. Hence, Q
(0)
xy,m takes the form
Q(0)xy,m =
1
2pi
Im [Tr ln
(U†mWm)] . (20)
Therefore, we calculate the quadrupole moment for the
mth Floquet zone as Qxy,m = Q
(0)
xy,m−Qaxy. We find that
Qxy,m is always having a quantized value of 0.5 for all
the Floquet zone i.e., m = 0, 1, 2, 3, corroborating the
presence of dressed corner modes shifted at quasi-energy
ω/2.
IV. SUMMARY AND CONCLUSIONS
To summarize, in this article, we have explored the
possibility of obtaining both conventional topological in-
sulator (first order) and higher order topological insula-
tor (second order) starting from a 2D trivial semimetal
model via Floquet engineering. We have first formulated
9the Floquet Hamiltonian using Brillouin-Wigner pertur-
bation expansion in the high frequency limit (ω  t1, t2)
and truncated after 1/ω order. The higher order terms
give rise to smaller contributions. As the periodic drive
is turned on (circularly polarized light in our case), the
time reversal symmetry being broken due to the cir-
cular nature of the polarized light and the system be-
comes an FTI accommodating two counter-propagating
edge modes. This topological phase transition is identi-
fied by the abrupt change of the Chern number of the
quasi-energy bands. With the enhancement of the driv-
ing strength, we observe another topological phase tran-
sition near A = 3.35 which occurs with concomitant band
gap closing in the bulk. This Floquet topological phase
transition from semimetal to FTI is similar to the well
known Floquet topological insulator formation by driving
pristine Graphene49,50.
As the crystalline C4 symmetry is broken in the square
lattice system by adding a Wilson mass term, we re-
alize a static second order topological insulating phase
hosting corner modes at the four corners. These in-gap
corner modes are demonstrated by both the eigenvalue
spectrum as well as LDOS. The static HOTI phase is
identified by quantized quadrupolar moment Q
(0)
xy which
always exhibits the value of 0.5. We numerically com-
pute Q
(0)
xy which comes out to be 0.5 within numerical
accuracy for our model as soon as the Wilson mass term
is added to the Hamiltonian i.e., C4 is broken along with
T . When the external drive is turned on, the system
becomes Floquet HOTI accommodating Floquet corner
modes. For the high frequency drive, we evaluate the Flo-
quet quadrupole moment Qxy which still comes out to be
the same quantized value 0.5 for any strength of the driv-
ing amplitude A and consequently Floquet corner modes
appear localized at the four corners of the system. We il-
lustrate these corner modes in the LDOS behavior. How-
ever, in this frequency regime, it is not apparent to dis-
tinguish between the static and dressed corner modes by
changing the strength of drive. Therefore, we also explore
the HOTI phase in the intermediate frequency regime by
truncating the full Floquet Hamiltonian in the subspace
of four Floquet sub-bands: m = 0, 1, 2, 3 and thus taking
into consideration real photon transitions within the sub-
bands. We emphasize the appearance of dressed corner
modes at quasi-energy ω/2 (due to origin shift from zero)
from the quasi-energy spectra as well as via calculating
LDOS.
In case of high frequency approximation, the Floquet
edge and corner modes that appear in respective first
order TI and SOTI phase of our model system are still
quasi-static as we have formulated our problem based on
the effective Hamiltonian picture in that limit. In this
limit, only the virtual photon transition has been taken
into account. Technically, the full Floquet Hamiltonian
in the extended Sambe space is projected back to the
zero photon subspace using a high-frequency expansion
based on the BW perturbation theory46. Thus, although,
the obtained zero energy corner modes in presence of the
drive might push one to think that the circular polar-
ized light being a kind of perturbation against which the
system is robust; we would like to emphasize that the
new corner modes are not the same as that of static;
rather they are quasi-static Floquet corner mode due to
virtual photon transition. In contrary, in case of inter-
mediate frequency regime, real photon transition within
the Floquet sub-bands are taken into consideration and
as a result, one can realize the dressed corner modes at
quasi-energy ω/2 (shifted from zero) of the drive.
Throughout our calculations, we have treated our
square lattice model to be disorder free and at zero tem-
perature. Although, this might not be the case in a
practical situation. Nevertheless, corner modes should
be persistent in the presence of weak disorder and at fi-
nite temperature with the disorder and temperature scale
being smaller than the bulk bandgap of the system. How-
ever, the effect of strong disorder with its strength being
comparable to the bandwidth and in the presence of ex-
ternal irradiation can be very interesting and is beyond
the scope of the present work.
The other models41,44 that have been studied so far,
need either pi flux dimerized square lattice with inho-
mogeneous hopping amplitudes or 1D array of topologi-
cal insulators (for e.g. Su-Schrieffer-Heeger (SSH) model
realized in Polyacetylene) tunnel coupled to each other
to realize Floquet higher order topological phases. These
models may be more challenging to engineer from experi-
mental point of view due to the requirement of several pa-
rameters and coupling of nanowire/Polyacetylene chains.
On the other hand, our starting model is a square lattice
with homogeneous nearest-neighbour hoppings and such
system can possibly be realized in cold atomic systems
compared to the others.
As far as practical realization of HOTI is concerned,
2D SOTI has recently been realized in kagome lattice
using acoustic measurements25, in photonic crystals set
up with near field scanning measurement technique26,27
and in electrical circuits setup using spectroscopic mea-
surements29,30. Our 2D model, therefore, may also be
possible to engineer either in such systems or in cold
atomic systems and can be a platform to understand
and discover the Floquet higher order topological phases
and Floquet corner modes using local measurements
(e.g. scanning tunneling microscope (STM)) in presence
of periodic drive with circular polarization.
ACKNOWLEDGMENTS
We acknowledge Adhip Agarwala and Tanay Nag for
helpful discussions. We acknowledge SAMKHYA: High
Performance Computing Facility provided by Institute of
Physics, Bhubaneswar, for our numerical computation.
10
∗ arnob@iopb.res.in
† ganeshpaul@iopb.res.in
‡ arijit@iopb.res.in
1 M. Z. Hasan and C. L. Kane, Rev. Mod. Phys. 82, 3045
(2010).
2 X.-L. Qi and S.-C. Zhang, Rev. Mod. Phys. 83, 1057
(2011).
3 C. L. Kane and E. J. Mele, Phys. Rev. Lett. 95, 226801
(2005).
4 B. A. Bernevig, T. L. Hughes, and S.-C. Zhang, Science
314, 1757 (2006).
5 M. Ko¨nig, S. Wiedmann, C. Bru¨ne, A. Roth, H. Buhmann,
L. W. Molenkamp, X.-L. Qi, and S.-C. Zhang, Science
318, 766 (2007).
6 D. Hsieh, D. Qian, L. Wray, Y. Xia, Y. S. Hor, R. J. Cava,
and M. Z. Hasan, Nature 452, 970 (2008).
7 Y. Chen, J. G. Analytis, J.-H. Chu, Z. Liu, S.-K. Mo, X.-L.
Qi, H. Zhang, D. Lu, X. Dai, Z. Fang, et al., Science 325,
178 (2009).
8 L. Fu, C. L. Kane, and E. J. Mele, Phys. Rev. Lett. 98,
106803 (2007).
9 L. Fu, Phys. Rev. Lett. 106, 106802 (2011).
10 X. Wan, A. M. Turner, A. Vishwanath, and S. Y.
Savrasov, Phys. Rev. B 83, 205101 (2011).
11 A. Burkov and L. Balents, Phys. Rev. Lett. 107, 127205
(2011).
12 N. Armitage, E. Mele, and A. Vishwanath, Rev. Mod.
Phys. 90, 015001 (2018).
13 S. M. Young, S. Zaheer, J. C. Teo, C. L. Kane, E. J. Mele,
and A. M. Rappe, Phys. Rev. Lett. 108, 140405 (2012).
14 M. Sato and Y. Ando, Rep. Prog. Phys. 80, 076501 (2017).
15 G. C. Paul, A. Saha, and S. Das, Phys. Rev. B 97, 205446
(2018).
16 W. A. Benalcazar, B. A. Bernevig, and T. L. Hughes,
Science 357, 61 (2017).
17 W. A. Benalcazar, B. A. Bernevig, and T. L. Hughes,
Phys. Rev. B 96, 245115 (2017).
18 F. Schindler, A. M. Cook, M. G. Vergniory, Z. Wang, S. S.
Parkin, B. A. Bernevig, and T. Neupert, Science adv. 4,
eaat0346 (2018).
19 J. Langbehn, Y. Peng, L. Trifunovic, F. von Oppen, and
P. W. Brouwer, Phys. Rev. Lett. 119, 246401 (2017).
20 R.-J. Slager, L. Rademaker, J. Zaanen, and L. Balents,
Phys. Rev. B 92, 085126 (2015).
21 M. Ezawa, Phys. Rev. B 98, 045125 (2018).
22 M. Ezawa, Phys. Rev. Lett. 120, 026801 (2018).
23 Z. Wang, B. J. Wieder, J. Li, B. Yan, and B. A. Bernevig,
Phys. Rev. Lett. 123, 186401 (2019).
24 M. Ezawa, Sci. Rep. 9, 5286 (2019).
25 H. Xue, Y. Yang, F. Gao, Y. Chong, and B. Zhang, Nat.
Mater. 18, 108 (2019).
26 X.-D. Chen, W.-M. Deng, F.-L. Shi, F.-L. Zhao, M. Chen,
and J.-W. Dong, Phys. Rev. Lett. 122, 233902 (2019).
27 B.-Y. Xie, G.-X. Su, H.-F. Wang, H. Su, X.-P. Shen,
P. Zhan, M.-H. Lu, Z.-L. Wang, and Y.-F. Chen, Phys.
Rev. Lett. 122, 233903 (2019).
28 K. Plekhanov, M. Thakurathi, D. Loss, and J. Klinovaja,
Phys. Rev. Research 1, 032013 (2019).
29 C. W. Peterson, W. A. Benalcazar, T. L. Hughes, and
G. Bahl, Nature 555, 346 EP (2018).
30 S. Imhof, C. Berger, F. Bayer, J. Brehm, L. W.
Molenkamp, T. Kiessling, F. Schindler, C. H. Lee, M. Gre-
iter, T. Neupert, and R. Thomale, Nat. Phys. 14, 925
(2018).
31 N. H. Lindner, G. Refael, and V. Galitski, Nat. Phys. 7,
490 (2011).
32 M. S. Rudner, N. H. Lindner, E. Berg, and M. Levin,
Phys. Rev. X 3, 031005 (2013).
33 M. S. Rudner and N. H. Lindner, arXiv:1909.02008.
34 Y. Tanaka, R. Takahashi, and S. Murakami, Phys. Rev.
B 101, 115120 (2020).
35 P. Szumniak, D. Loss, and J. Klinovaja, arXiv:1910.05090.
36 X.-W. Luo and C. Zhang, Phys. Rev. Lett. 123, 073601
(2019).
37 R. Seshadri, A. Dutta, and D. Sen, Phys. Rev. B 100,
115403 (2019).
38 B. Huang and W. V. Liu, arXiv:1811.00555.
39 H. Hu, B. Huang, E. Zhao, and W. V. Liu, Phys. Rev.
Lett. 124, 057001 (2020).
40 S. Franca, J. van den Brink, and I. Fulga, Phys. Rev. B
98, 201114 (2018).
41 M. Rodriguez-Vega, A. Kumar, and B. Seradjeh, Phys.
Rev. B 100, 085138 (2019).
42 Y. Peng and G. Refael, Phys. Rev. Lett. 123, 016806
(2019).
43 S. Chaudhary, A. Haim, Y. Peng, and G. Refael,
arXiv:1911.07892.
44 R. W. Bomantara, L. Zhou, J. Pan, and J. Gong, Phys.
Rev. B 99, 045441 (2019).
45 T. Nag, V. Juricˇic´, and B. Roy, Phys. Rev. Research 1,
032045 (2019).
46 T. Mikami, S. Kitamura, K. Yasuda, N. Tsuji, T. Oka,
and H. Aoki, Phys. Rev. B 93, 144307 (2016).
47 P. Mohan, R. Saxena, A. Kundu, and S. Rao, Phys. Rev.
B 94, 235419 (2016).
48 T. Fukui, Y. Hatsugai, and H. Suzuki, J. Phys. Soc. Jpn.
74, 1674 (2005).
49 G. Usaj, P. M. Perez-Piskunow, L. F. Torres, and C. A.
Balseiro, Phys. Rev. B 90, 115423 (2014).
50 P. Perez-Piskunow, G. Usaj, C. Balseiro, and L. F. Torres,
Phys. Rev. B 89, 121401 (2014).
51 A. Eckardt and E. Anisimovas, New J. Phys. 17, 093039
(2015).
52 Q.-J. Tong, J.-H. An, J. Gong, H.-G. Luo, and C. H. Oh,
Phys. Rev. B 87, 201109 (2013).
53 F. Casas, J. Oteo, and J. Ros, J. Phys. A: Math. Gen. 34,
3379 (2001).
54 S. Blanes, F. Casas, J. Oteo, and J. Ros, Phys. Rep. 470,
151 (2009).
55 A. C. Neto, F. Guinea, N. M. Peres, K. S. Novoselov, and
A. K. Geim, Rev. Mod. Phys. 81, 109 (2009).
56 A. Agarwala, V. Juricˇic´, and B. Roy, Phys. Rev. Research
2, 012067 (2020).
57 Z. Yan, F. Song, and Z. Wang, Phys. Rev. Lett. 121,
096803 (2018).
58 Q. Wang, C.-C. Liu, Y.-M. Lu, and F. Zhang, Phys. Rev.
Lett. 121, 186801 (2018).
59 R. Jackiw and C. Rebbi, Phys. Rev. D 13, 3398 (1976).
60 W. A. Wheeler, L. K. Wagner, and T. L. Hughes, Phys.
Rev. B 100, 245135 (2019).
11
61 B. Kang, K. Shiozaki, and G. Y. Cho, Phys. Rev. B 100,
245134 (2019).
62 R. Resta, Phys. Rev. Lett. 80, 1800 (1998).
