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Denne oppgaven tar sikte på å analysere hvordan et utvalg sosiale nettverkstjenester håndterer 
risiko i sine tjenester med hensyn til mindreårige under fanen ”selvregulering”. For å 
undersøke dette har jeg gjort en policy-evaluerende innholdsanalyse av de fem mest populære 
sosiale nettverkstjenestene blant ungdom i Norge. Ved å bruke et kvalitativt design har jeg 
avdekket hvilke målsettinger tjenestene streber etter og hvilke virkemidler som brukes for å 
nå de samme målene. Analysen viser at tjenestene ønsker å forplikte seg til vel kjente 
mediepolitiske verdier, som anerkjenner både mindreåriges ytrings- og deltakelsesfrihet og 
behov for beskyttelse fra skadelig innhold og bruk. Virkemidlene som benyttes for å håndtere 
risiko er basert på et distribuert ansvar mellom tjeneste og bruker. Den enkelte bruker 
myndiggjøres gjennom bevisstgjøring og verktøy for å tilpasse egne brukeropplevelser. 
Brukeren settes tilsynelatende i stand til å kunne ta gode, informerte og egne valg, men er 
fortsatt underlagt tjenestenes definisjonsmakt. Jeg argumenterer også for at medieteknologi 
setter tjenestene ut av stand til å kunne takle ansvaret på egenhånd, og at “selvet” i 




This thesis examines how social networking services on the Internet manage risk related to 
childrens use of their services as a consequence of the tendency towards industry self-
regulation. The research is based on a policy-evaluative document analysis, investigating the 
five most popular social networking services among adolescents in Norway. Using a 
qualitative approach, the thesis identifies and analyzes the services’ key objectives regarding 
risk management and the instruments used to achieve these objectives.  The analysis shows 
that the services want to commit to well established political and media values, recognizing 
both the minor's freedom of expression and participation and the need to protect them from 
potentially harmful content and use. The instruments used to manage risk is based on a 
distributed responsibility between the service and the user. The individual is empowered 
through awareness campaigns and a variety of tools to customize their user experiences, 
which seemlingly make users able to make good, informed and own choices. I argue that 
media technology itself make the services unable to cope with the responsibility on their own, 
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Denne oppgaven handler om regulering på internett. Den tar sikte på å analysere hvordan et 
utvalg sosiale nettverkstjenester håndterer risiko i sine tjenester under fanen ”selvregulering”. 
Regulering i mediesektoren handler generelt om organisering og virkemidler for å nå 
mediepolitiske målsettinger. Tradisjonelt har beskyttelse av barn og unge mot skadelig 
innhold i mediene vært et prioritert og overordnet mål, der farer som ble knyttet til 
mindreårige har utløst krav om politisk handling i form av reguleringstiltak som begrenser 
eller fjerner trusselen (Staksrud, 2013a, s. 1). Selvregulering innebærer at den viktige 
samfunnsoppgaven med å beskytte mindreårige fra skadelig innhold og bruk nå i stor grad er 
redelegert til private tjenesteleverandører på internett, som må sette denne oppgaven helt i 
forkant av sitt samfunnsansvar (Ságvári & Máder, 2013, s. 153). 
Med dette utgangspunktet skal oppgaven undersøke hvordan et utvalg sosiale 
nettverkstjenester håndterer risiko på sine tjenester med spesielt fokus på mindreårige 
brukere. For å undersøke dette vil jeg gjøre en policy-evaluerende innholdsanalyse av de fem 
mest populære sosiale nettverkstjenestene blant norsk ungdom. De fem tjenestene er 
Facebook, YouTube, Snapchat, Instagram og Skype (Medietilsynet, 2014), og skal 
undersøkes på grunn av deres signifikans i ungdomskulturen og dominans i markedet for 
øvrig. Dette arbeidet innebærer en gjennomgang av dokumenter som angår tjenestenes 
selvregulerende praksis og organisering, og inkluderer å identifisere målsettinger og 
virkemidler som tas i bruk for å håndtere risiko som truer målene. For å få et bedre grep om 
risikohåndteringen, skal jeg også undersøke de fem tjenestenes risikosituasjon ved å se 
konkret på hva tjenestene definerer som risiko, hva som er brudd på deres vilkår og 
retningslinjer og hvilke egenskaper de tillemper risikoen. Dermed gjøres risikobegrepet til et 
bindeledd mellom mål og virkemidlermidler og et helt sentralt element i å forstå 
risikohåndtering. Med dette tar oppgaven sikte på å tydeliggjøre sammenhengen mellom mål, 
risiko og tiltak. Dette innebærer dermed å analysere hvilke normative mål tjenestene 
etterstreber, hvilke risikoer som truer disse målene og hvilke virkemidler som tas i bruk for å 
regulere risikoen. Analysen vil også struktureres etter samme logikk. Oppgaven tar i bruk en 
kvalitativ tilnærming for å kunne gå i dybden og gi en rik beskrivelse av fenomenet, og 
dermed trekke frem tendenser og gi en helhetlig illustrasjon på moderne risikohåndtering i et 
utvalg sosiale nettverkstjenester. 
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I forlengelsen av dette er det et bærende premiss i oppgaven at informasjons- og 
kommunikasjonsteknologi (IKT) påvirker rammebetingelsene for selvregulerende praksis. 
Teknologi står frem som den fremste driveren for omveltninger i medielandskapet, som fører 
med seg både nye muligheter og risiko for individet og samfunnet som sådan. Etter hvert som 
internett har blitt en viktig kommunikasjonsplattform for ungdom, blir medieteknologien 
tilsvarende linket til en rekke farer. Selv om farene ikke nødvendigvis er nye eller ukjente, 
kan de være fremmede i et medieperspektiv. Spesielt gjelder dette utfordringer som knyttes til 
de digitale medienes sosiale og interaktive karakter, der unge mennesker settes i en posisjon 
der de selv ikke lenger bare er potensielle ofre for potensielt skadelig innhold, men også utsatt 
for kontakt fra personer med dårlige motiver eller selv er potensielle gjerningsmenn. 
Risikoene er dermed tett knyttet til ungdommens nye rolle i mediene, og kan skape behov for 
nye tilnærminger for å håndtere risiko. Denne oppgaven er derfor basert på et teoretisk 
rammeverk som tillemper den teknologiske utviklingen og den regulative omskoleringen stor 
vekt i henhold til beskyttelse av barn i relasjon til medier.  
Problemområdene undersøkes innenfor rammene av en medievitenskapelig tilnærming, og 
berører fagfelt som barn og unges mediebruk, egenskaper ved nettmediert kommunikasjon, 
medieregulering samt perspektiver på barn og unges rettigheter i mediene. Spesielt interessant 
er det å undersøke hvordan aspekter ved IKT påvirker og utfordrer disse feltene. 
1.1 Problemstillinger og operasjonalisering 
Dette utgangspunktet gir anledning til å formulere følgende overordnede problemstilling: 
Hvordan håndterer sosiale nettverkstjenester risiko med hensyn til mindreårige? 
I oppgaven inkluderer håndteringsbegrepet tre elementer, som er mål, risiko og virkemidler. 
For å utforske tjenestenes strategier for å håndtere risiko ønsker jeg altså å tydeliggjøre 
sammenhengen mellom nettopp mål, risiko og tiltak. Problemstillingen kan derfor 
operasjonaliseres i tre spørsmål: 
  1. Hvilke målsettinger etterstreber de sosiale nettverkstjenestene? 
  2. Hvordan karakteriserer sosiale nettverkstjenester risiko? 
  3. Hvilke virkemidler bruker de sosiale nettverkstjenestene for å begrense risiko? 
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For det første vil jeg gjøre rede for tjenestenes normative mål. Perspektivet er ment å avdekke 
viktig tankegods som ligger bak tjenestenes helhetlige strategier for å håndtere risiko. Spesielt 
viktig er det å kartlegge hvorledes hensynet til mindreårige fremkommer av målsettingene. 
Deretter vil jeg finne ut hvilke risikoer de sosiale nettverkstjenestene identifiserer som truende 
i henhold til målene og hvilke karakteristikker de tillempes. Dernest vil jeg finne ut hvilke 
virkemidler tjenestene tar i bruk for å forebygge og begrense risiko. Tilslutt ønsker jeg å 
trekke frem de mest fremtredende funnene i analysen og drøfte dets teoretiske implikasjoner.  
Problemstillingene vil bli forsøkt besvart gjennom en dokumentanalyse av selvregulerende 
”koder” av fem sosiale nettverkstjenester. Dette dreier seg hovedsakelig om dokumenter som 
omhandler tjenestenes forhold til brukeren og regler tjenestene selv retter seg etter for å 
håndtere risiko, et forhold som nå styres gjennom vilkår, koder, normer, standarder, 
retningslinjer og lignende (Livingstone, 2011, s. 10). En vanlig termonologi for dette området 
er såkalt ”myk regulering” (soft regulation/ soft law), som innebærer regulering etter normer 
fremfor lov (Möller & Richter, 2013, s. 35) og er mer fleksibel, mindre forpliktende, mindre 
presis og mindre sentralisert enn tradisjonelle former for tolkning og håndheving (”hard law”) 
(Bradshaw & Harris, 2013). Myk regulering er helt sentralt i selvregulerende virke, og er i 
kombinasjon med tradisjonell lov og rett en moderne oppfatning av såkalt ”Internet 
Governance” og reguleringens økologi (Tambini, Leonardi, & Marsden, 2008, s. 29).  
Oppgaven vil basere seg på et teoretisk rammeverk med inspirasjon fra primært to områder: 
utviklinger innen IKT med spesielt fokus på internettets og sosiale nettverkstjenesters 
kommunikative egenskaper og endringer i medie- og nettregulering som følge av et nytt 
medielandskap. Disse perspektivene er valgt på grunn av sin innflytelse på moderne 
risikohåndtering, og er derfor ment å styre analysen og diskusjonen av empirien som kommer 
frem gjennom dokumentanalysen.  
1.1.1 Teoretisk rammeverk og begreper 
Det nye medielandskapet er som kjent preget av en rekke forandringer som følge av 
teknologiske, samfunnsmessige og kulturelle krefter. Denne oppgaven basererer seg først og 
fremst  på en overordnet idé om at medieteknologien påvirker og utfordrer 
rammebetingelsene for mediepolitisk og regulativ praksis, og vil gjennomsyre 
argumentasjonen gjennom studien. På et overordnet plan tillegges fokuset i denne oppgaven 
på egenskaper ved nettbasert kommunikasjon, karakteristikker ved sosiale nettverkstjenester 
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og delekultur, og utviklinger innen medie- og nettregulering. Hensikten er å redegjøre for hva 
som kjennetegner de nye mediene og hvilke utfordringer det skaper i henhold til risiko og 
regulering av risiko. For det første skiller nettbasert kommunikasjon og digitalisering seg fra 
tradisjonelle medier. Teoretikere som Ess (Ess, 2009), boyd (boyd d. , 2007) og O’Reilly 
(O’Reilly, 2005) understøtter dette gjennom nøkkeltendenser som konvergens, global 
kommunikasjon og web 2.0. Poenget blant teoretikerne er at de samme egenskapene som 
skaper nye muligheter også medfører nye vilkår for risiko og derfor nye utfordringer. I 
forlengelsen av dette bidrar karakteristikker ved sosiale nettverkstjenester og delekultur både 
til en rekke nye muligheter og risiko, der den deltakende arkitekturen og brukergenerert 
innhold gjør at flere kan ytre seg mer direkte, uredigert og uten forhåndskontroll eller 
”portvakter”. Flere teoretikere kategoriserer sosiale nettverkstjenester etter orientering og 
formål (Kaplan & Haenlein, 2010; Brandtzæg & Heim, 2008), og undertreker deres evne til å 
skape, dele og distribuere innhold og sette brukeren i sentrum for egne opplevelser 
(Brandtzæg, 2012; Jenkins, 2006; Storsul, Arnseth, Bucher, Enli, Hontvedt, & Kløvstad, 
2008). Dette understreker både sosiale nettverkstjenesters positive attributter, eksempelvis 
muligheten til selvutfoldelse, omgjengelighet og engasjement, men samtidig også et 
heterogent sett farer. At risiko og muligheter er tett knyttet sammen vil prege diskusjonen av 
tjenestenes risikohåndteringspraksis.  
Det nye medielandskapet fører i det hele tatt med seg en rekke utfordringer for aktører som 
sitter på oppgaven å avveie motstridende idealer opp imot hverandre og beskytte de unges 
demokratiske rettigheter og beskyttelsesrettigheter (De forente nasjoner, 1989). Flere peker på 
en utvikling der ansvar forskyves fra tradisjonelle autoriteter til industrien og ikke-statlige 
organisasjoner (NGO) (Staksrud, 2013a) der den offentlige reaksjonen på risiko og moralsk 
panikk nå ”privatiseres” (Livingstone, 2009, s. 179) og blir et individuelt snarere enn et 
samfunnsmessig problem (Harden, 2000, s. 46) på linje med Beck og Beck-Gernsheims teori 
om individualisering (Beck & Beck-Gernsheim, 2001). Dette fører til en situasjon der 
utfordringer nå må håndteres av ungdom selv eller foreldre. Redegjøreslen av medie- og 
nettregulering er viktig å forstå i henhold til drøftingen av tjenestenes organisering knyttet til 
håndtering av risiko.  
Risiko og “nettrisiko” er et helt sentrale begreper i oppgaven. I denne oppgaven forstås 
risikobegrepet, parallelt med Staksrud (2013), som muligheten for tap eller skade, og noe som 
skaper eller antyder en trussel – med andre ord: en kilde til fare (Staksrud, 2013a, s. 51). Dette 
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”noe” som skaper eller antyder fare i denne studien er ungdoms bruk av internett og sosiale 
medier. Studien tar utgangspunkt i en klassifisering av nettrisiko utarbeidet av 
forskningsprosjektet EU Kids Online som kategoriserer risiko på to måter. For det første 
kategoriseres det gjennom type bidrag fra barnet: innholdsrisiko (content risk) der barnet er 
mottaker; kontaktrisiko (contact risk) der barnet er potensielt offer i situasjonen; og 
oppførselsrisiko (conduct risk) der barnet selv er aktør (Livingstone & Haddon, 2009, s. 8).  
For det andre skilles det mellom type risiko, som er kommersiell risiko, aggresjonsrelatert 
risiko, seksuelt relatert risiko og holdninger og verdier. I denne oppgaven er det de tre 
sistnevnte som vil stå i fokus, ettersom tjenestene selv er kommersielle selskaper og dermed 
selv har potensial til å skape kommersiell risiko.  
Ungdom er også et sentralt begrep. FNs barnekonvensjon (UN Convention on the Rights of 
the Child) definerer barn som alle under 18 år (De forente nasjoner, 1989). Definisjonen egner 
seg imidlertid ikke som forskningsoperasjonalisering. Siden alle tjenestene i analysen har en 
aldersgrense på 13 år, vil ungdomsbegrepet i denne oppgaven omfatte ungdom i alderen 13-
18 år. Grunnen til dette er at de sosiale nettverkstjenestene er underlagt COPPA, en 
amerikansk føderal lov som forbyr innsamling av personlig informasjon av personer under 13 
år, og setter derfor dette som aldersgrense. Nærstående begreper som barn, unge og 
mindreårige vil bli brukt synonymt med ungdomsbegrepet etter samme orientering.  
Når det gjelder regulering er oppgavens fokus på den reguleringen som omhandler forhold 
mellom tjeneste og bruker, altså forhold som styrer denne relasjonen samt verdisett, regler og 
prosedyrer tjenestene retter seg etter for å regulere seg selv. Dette er forhold som tjenestene 
forventer av brukeren og motsatt ved bruk av tjenestene, og inkluderer plikter og rettigheter, 
beskyttelse, personvern og så videre. Med andre ord ligger ikke oppgavens fokus på tekniske 
eller arkitekturmessige forhold, men heller på forhold som har samfunns- og 
markedsorienterte verdier og interesser som utgangspunkt. Helt sentralt er utgangspunktet om 
at barn har en rekke rettigheter knyttet til mediebruk. Fokuset ligger derfor i stor grad på 
hvilke industridrevne virkemidler som tas i bruk for styre slike forhold.  
1.1.2 Analytisk tilnærming 
Et nytt medielandskap medfører et større fokus på selvregulering i nettindustrien og 
impliserer såkalt ”myk” regulering, altså regulering etter atferdsnormer, retningslinjer, 
standarder og så videre. Oppgaven er inspirert av en metodologi som i tidligere studier er 
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brukt til å analysere selvregulerende atferdsnormer (Codes of Conduct) i mediesektoren, på 
både medieindustrien i stort og på individuelle medieselskaper. Den analytiske tilnærmingen 
er kjent som en ”4C-” eller ”5C-approach”, der de fire og fem C’ene generelt refererer til 
passende og tilstrekkelig regulering basert på Constitution (retningslinjer selskapene følger), 
Coverage (for hvem retningslinjene gjelder), Content (klare definisjoner av innhold som er 
brudd på retningslinjene), Compliance (etterlevelse, håndhevelse og sanskjonering av brudd 
på retningslinjene) og Communication (forholdet mellom selskapene og brukere av deres 
tjenester). Ifølge Tambini, Leonardi og Marsden er studier av slike ”koder” (fra nå: 
atferdsnormer) en god måte å avdekke hvilke regler og hvilket ansvar aktører hevder de 
ønsker å forplikte seg til. Dette forutsetter at atferdsnormene er utarbeidet av de som også står 
som ansvarlige for brudd på de samme kodene (Tambini, Leonardi, & Marsden, 2008, s. 50). 
Videre kan variablene i denne analysetilnærmingen gi ”troverdige, objektive indikatorer på 
mønstre og utvikling av selvreguleringsmekanismer” (Tambini, Leonardi, & Marsden, 2008, 
s. 51). Før er dette rammeverket for eksempel benyttet i studier av foreldrekontroll i TV-
kringkasting (Price & Verhulst, 2002), innholdsregulering på internett (Price & Verhulst, 
2005) og studier av tjenesteleverandører av internett (Internet Service Providers), videospill 
og trykte avismedier  (Tambini, Leonardi, & Marsden, 2008). Rammeverket er imidlertid ikke 
før benyttet til å undersøke sosiale nettverkstjenester. Av denne grunn baseres analysen på et 
felksibelt design som dels setter temaene i dokumentene i sentrum og dels baserer seg på 
analytiske beskrivelser (Grønmo, 2010, s. 129). I tillegg er oppgaven inspirert av 
tilnærmingsmåter innen medievitenskapen for å evaluere mediepolitiske målsettinger på egne 
premisser, såkalt ”policy-evaluerende analyse”. Ifølge Syvertsen innebærer dette en 
gjennomgang av dokumenter for å identifisere eksplisitte målsettinger for et spesifikt område, 
for deretter å analysere i hvilken grad organiseringen av området og valget av virkemidler 
korresponderer med målsettingene (Syvertsen, 2004, ss. 52-53). 
  Tilnærmingene vil brukes for å finne ut hvordan sosiale nettverkstjenester håndterer 
risiko, men variablene krever visse modifikasjoner. De er først og fremst brukt til å bygge et 
strukturelt opplegg for oppgaven. Analysen vil struktureres i tråd med de operasjonaliserte 
problemstillingene, altså overordnet i tjenestenes normative målsettinger, identifikasjon av 
risiko og virkemidler for å regulere risiko. I oppgaven brukes altså de analytiske 
tilnærmingene til å kartlegge parametere i de utvalge sosiale nettverkstjenestenes 
selvreguleringspraksis innad de tre analysedelene, der de også knyttes til konsepter i det 
teoretiske rammeverket som beskrevet ovenfor. Analysen struktureres på denne måten fordi 
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det betraktes som en hensiktsmessig måte å kartlegge helheten i risikohåndteringsprosessene 
blant tjenestene. Konseptene i det teoretiske rammeverket brukes for å kunne dra veksler på 
hvorvidt prosessene reflekterer utfordringene som kommer som følge av teknologiske og 
regulative utviklinger, noe som kan gi indikatorer på om selvreguleringen korresponderer og 
dermed legitimerer en slik regulativ tilnærming. Analysetilnærmingen kan imidlertid ikke 
fastslå atferdsnormenes effektivitet eller bærekraftighet (Tambini, Leonardi, & Marsden, 
2008, s. 51), og det gjelder også denne oppgaven. Fordi oppgaven har en kvalitativ 
tilnærming, vil analysen være illustrerende og til dels komparativ, men ikke uttømmende.  
Videre baserer den analytiske fremgangsmåten seg i stor grad på Sigurd Grønmos 
betraktninger rundt analyse av kvalitative data, som innebærer at datainnsamlingen foregår 
parallelt med dataanalysen (Grønmo, 2010, s. 245). Datainnsamling og analyse blir gjort 
gjennom flere steg, der dokumentene blir gjennomlest flere ganger med forskjellige formål til 
ulike faser. På denne måten dannes begreper og kategorier etter hvert som følge av hvor 
relevante de er for problemstillingene, og er gjort for å best mulig ivareta validitet (Gentikow, 
2005, s. 59). I tråd med dette benyttes en såkalt temasentrert analysetilinærming, som 
innebærer å dekontekstualisere data som fremkommer gjennom innholdsanalysen av 
dokumentene og rekontekstualiserer data inn i tematiske kategorier. Formålet med oppgaven 
er å illustrere tendenser i sosiale nettverkstjenesters risikohåndtering, og derfor anses det som 
hensiktsmessig å basere analysen på funn fremfor analyseenheter (men fortsatt underlagt den 
overordende tredelte strukturen). Temaene vil være i fokus i analysen (Thaagard, 2006, s. 
153), ikke dokumentene som studeres. For Thaagard innebærer dette å sammenligne 
informasjonen fra ulike kilder ved å organisere teksten inn i beskrivende matriser for deretter 
å studere sammenhenger mellom kategoriene dataen er inndelt i (Thaagard, 2006, s. 153).  
1.2 Disposisjon 
Oppgaven starter med et kapittel som redegjør for teoretiske perspektiver (kapittel 2). Her vil 
jeg først presentere relevant diskurs og forskning på barn og unges bruksmønstre. Dette er 
ment å gi viktige innspill til drøftelsen av empirien, først og fremst til å vurdere legitimiteten 
til virkemidlene som tjenestene setter inn for å begrense risiko. Deretter vil jeg presentere 
perspektiver som angår egenskaper ved nettbasert kommunikasjon og sosiale 
nettverkstjenester. Disse perspektivene er ment å redegjøre for relevante konsepter som har 
innflytelse på hvorledes kommunikasjon foregår og hvilke utfordringer det fører med seg for 
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tjenestene i deres arbeid med å håndtere risiko. Tilslutt vil kapittelet ta for seg utviklinger 
innen mediepolitikk- og regulering. Her vil det gjøres rede for overgangen fra tradisjonell 
regulering til situasjonen vi er i per i dag, der tendenser som selvregulering og individets nye 
rolle i mediene vil være fremtredende.  
  Kapittel 3 vil ta for seg oppgavens forskningsopplegg. Her vil jeg presentere 
oppgavens overordnede design, gjøre rede for de metodiske valgene jeg har foretatt i 
innsamlings- og analyseprosessen, hvilke utfordringer som oppstod underveis samt 
kvalitetsmessige betraktninger.  
  Dernest vil jeg fokusere på oppgavens forskningsspørsmål. Analysekapittlene vil 
separeres i tre deler i tråd med de operasjonaliserte problemstillingene, der jeg vil presentere 
og analysere de sosiale nettverkstjenestenes mål, risikosituasjon og virkemidler. Strukturen 
dedikerer ett kapittel til hver av disse, henholdsvis kapittel 4, 5 og 6.  
  I kapittel 7 vil jeg foreta en overordnet diskusjon av funnene. Her vil jeg trekke frem 







2 Teoretiske perspektiver 
I dette kapittelet vil jeg presentere utvalgt teori som er relevant for oppgavens tema og 
problemstillinger. Teorien som fremkommer av dette kapittelet vil være gjenstand for 
drøftelse opp i mot de empiriske funnene i analysen. Kapittelet har derfor først og fremst til 
hensikt å støtte opp under  oppgavens gjennomsyrende argument om at IKT påvirker og 
utfordrer rammebetingelsene for å håndtere risiko i de nye omgivelsene.  
Fremveksten av internett og digitale medier er det fremste eksemplet på teknologi som har 
krevd utvikling av nye løsninger for å kunne forvalte mulighetene og utfordringene som 
oppstår i kjølvannet av den nye teknologien. Med utgangspunkt i forandringer i 
medielandskapet, vil jeg begynne med å kartlegge mønstre i ungdoms mediebruk ved å se på 
tidligere forskning på feltet. Deretter vil jeg forsøke å redegjøre hvorledes nye medier skiller 
seg fra tradisjonelle medier ved å se på sentrale karakteristikker av nettbasert kommunikasjon, 
og hvordan sosiale nettverkstjenester fasiliterer for en rekke muligheter og risiko som ikke er 
kjent i tidligere medier. I tråd med dette vil det i denne delen argumenteres for at endringer i 
medielandskapet fører med seg en rekke utfordringer for de som besitter oppgaven å håndtere 
risiko i de nye mediene. Teorikapittelet vil med dette også redegjøre for de mest fremtredende 
utviklingene innen medieregulering samt teknologiens implikasjoner for selvregulerende 
aktører på internett. 
2.1 Kartlegging av barn og unges bruksmønstre 
Å forstå ungdom og hva de gjør på nett er et viktig utgangspunkt i oppgaven. Dette 
delkapittelet forsøker å gi innblikk i sentrale diskusjoner og redegjøre for forskning på barn 
og unges mediebruk. Delkapittelets startpunkt er et mediehistorisk perspektiv, som 
introduserer begrepene ”moralsk panikk” og ”mediepanikk” og tar for seg hvordan moderne 
samfunn fra starten av det 20. århundret til i dag ofte har debattert risiko relatert til barn og 
unges mediebruk på en emosjonell og irrasjonell måte (Drotner, 1992; Drotner, 1999a; 
Drotner, 1999b). Dernest vil jeg redegjøre for tidligere forskning på feltet som benyttes for å 
gi et oppdatert og nyansert bilde på ungdoms medieerfaringer og bruksmønstre på internett og 
sosiale nettverkstjenester.  
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Diskursen rundt unge mennesker og medier vært preget av en dikotomi mellom en 
pessimistisk og en optimistisk tilnærming (Staksrud & Kirksæther, 2013, s. 147; Drotner, 
1999b, s. 21; Buckingham, 2008, s. 13; Drotner, 1999a, s. 596), eller ”Technology good”, 
fordi mediene har viktige fordeler og ”Technology bad” fordi mediene truer samfunnets 
moralske fundament, spesielt moralen hos unge mennesker (Ess, 2009, s. 7). Dikotomien 
gjelder også i et mediehistorisk perspektiv. Alle nye medier har gjennom historien vært 
knyttet til en eller flere farer for samfunnet, og svært ofte knyttet til negative konsekvenser for 
de unge (Staksrud, 2013b, s. 34). Den dikotomiske fremstillingen av de unges mediebruk er 
også i stor grad til stede i dagens mediediskurser (Drotner & Livingstone, 2008, ss. 2-3). Den 
negative siden i debattene blir gjerne koblet til begreper som moralsk panikk eller 
mediepanikk. Dette innebærer ofte en emosjonell og irrasjonell respons på ny medieteknologi, 
og frykten kobles gjerne til de unges bruk av medier. Panikkene representerer dermed en 
dobbel utfordring da frykten for konsekvenser og potensielle skadevirkninger kombineres 
med frykten for at en ikke helt vet hva barna driver med (Staksrud & Kirksæther, 2013, ss. 
146-147). Både forandring og frykt for forandring er begge kjente karakteristikker ved 
moderniteten, og Drotner argumenterer i tråd med dette at panikkene er et gjennomgripende 
trekk ved moderniteten. Gjennom historien har beskyttelse av sårbare grupper i samfunnet 
mot potensielt skadelig innhold vært en prioritert oppgave for politikere og lovgivere. Selv 
om det finnes forskjeller i hva slags innhold som betraktes som skadelig varierer på tvers av 
nasjoner og kulturer, er det som oftest en klar konsensus rundt nødvendigheten av å beskytte 
de mindreårige i et samfunn. Når ny risiko oppstår og frykten i samfunnet øker, vil 
etterspørselen etter handling fra myndighetene tradisjonelt resultere i ny eller sterkere 
regulering av mediene (Livingstone, 2009, s. 152). Ut ifra denne logikken kan mediepanikk 
advare om politisk handling. 
Debatter rundt medierisikoer har ofte vært relatert til moralsk sensitive spørsmål som 
pornografi, vold eller hatefulle ytringer. I det 20. århundret har alt fra tegneseriehefter til TV, 
film, musikk og videospill blitt beskyldt for å være leverandør av umoral, uanstendighet og 
andre negative verdier sett i forhold til hva som har vært regnet som et normativt riktig og 
”godt samfunn”. Nå ser vi de samme debattene rundt IKT. Som i tilfellet med tidligere 
medier, er digitale medier nå ansett for å være ansvarlig for en lang liste sosiale onder for de 
unge i samfunnet (Buckingham, 2008, s. 13). På mange måter kan en si at tidligere 
bekymringer over medier er med å sette presedens for samtidens bekymringer over internett. I 
denne diskusjonen må heller ikke alle mulighetene internett fører med seg glemmes. 
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Muligheter for barn og unge på nettet er viden kjent å omfatte et heterogent sett 
medieerfaringer som knyttes til alt fra læring til kommunikasjon, deltakelse, kreativitet, 
selvutfoldelse og underholdning (Livingstone & Helsper, 2010, s. 2). Utfordringer knyttet til 
internett har siden sin inntreden i seg selv vært kilde til mange av vår tids store dilemmaer: 
Hindrer tradisjonell regulering av internett fri utveksling av ideer og teknologisk, sosial og 
økonomisk vekst? Eller bør internett reguleres før det forvandles til en arena med fri flyt av 
pornografi, vold, hat, rasisme, narkotika og piratkopiering? Vi ser at barn og unge plasseres i 
sentrum av mange debatter rundt internett. Dette har ikke minst bidratt til å gjøre forskning på 
barn og medier til et attraktivt og viktig forskningsfelt. I det følgende vil jeg presentere funn i 
tidligere undersøkelser som omhandler ungdoms bruk av internett og sosiale medier. 
2.1.1 Nye medier… 
Barn og unge lever i dag i et samfunn som er mettet med medier, og tilgangen til ny teknologi 
ser ut til å spre seg ekstra fort i ungdomsgenerasjonen (Tønnessen, 2007, s. 16). Det er de 
unge som bruker internett mest av alle. Medietilsynets Barn og Medierundersøkelse for 2014 
viser at 82 prosent av barn i alderen 12-14 år og 88 prosent av barn i alderen 15-16 år bruker 
internett daglig (Medietilsynet, 2014, s. 46). Det er ikke uten grunn at når vi snakker om barn 
og unge i dag, snakker vi gjerne om en særegen generasjon, en ”digital generation” 
(Buckingham, 2008), ”net generation” (Tapscott, 1998), ”millenials” (Pedró, 2007), ”experts” 
og ”digital natives” (Prensky, 2001) eller generasjon.com (Tønnessen, 2007). Felles for 
begrepene er at det ligger til grunn en forståelse om at de unge i samfunnet bruker digitale 
medier i stor grad, både i større grad enn andre generasjoner i samtiden og i langt større grad 
enn jevnaldrende i tidligere generasjoner. I tillegg kan en argumentere for at barn og unge i 
dag skiller seg ut fra tidligere generasjoner fordi de er utstyrt med en annen medieteknologi 
som oppfordrer til bruk som ikke er kjent for voksne. Sosiale nettverkstjenester er et godt 
eksempel på dette, der Barn og Medierundersøkelsen viser at 68 prosent av barn i alderen 12-
14 bruker slike tjenester “ofte” eller “av og til”, og tilsvarende tall for barn i alderen 15-16 år 
er 91 prosent (Medietilsynet, 2014, s. 50). De fem mest populære sosiale nettverkstjenestene 
blant 9-16 åringer i Norge er Facebook, YouTube, Snapchat, Instagram og Skype, og er 
oppgavens analysegrunnlag. Gutter er i noe større grad på tjenester som Facebook og 
YouTube mens jenter bruker mer tid på bildedelingstjenester som Instagram og Snapchat. 
Samme undersøkelse viser også at ni av ti norske ungdom mellom 15 og 16 år laster opp 
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bilder på internett. 72 prosent laster opp video (Medietilsynet, 2014, s. 51). Delingsvilligheten 
blant norsk ungdom på sosialenettverkstjenester kan dermed sies å være høy.  
Norge inngår også i prosjektet EU Kids Online, en europeisk undersøkelse av mer enn 25 000 
barn i 33 europeiske land. I EU Kids Online, som er verdens største forskningsprosjekt på 
barn og meder, skiller norske barn og unge seg ut på en rekke måter i forhold til andre land i 
Europa. Barn i Norge og Norden er generelt svært erfarne internettbrukere. Norske barn i 
alderen 9-16 år kategoriseres som et såkalte ”supported risky explorers” (EU Kids Online, 
2014b) som betyr at foreldrene har en tilnærming til barn som lar de få lov til å utforske og 
utvikle seg mer på nett enn barn i andre europeiske land. Høy nettbruk forbindes generelt med 
gode ferdigheter og god digital kompetanse, som igjen gjenspeiler evnen til å forholde seg til 
og bruke digitale verktøy på en trygg, kritisk, veldreid og kreativ måte. Samtidig ligger de 
over det europeiske gjennomsnittet i ferdigheter på nett, og drar derfor i større grad enn andre 
barn på kontinentet nytte av mulighetene internett gir. Ferdigheter inkluderer for eksempel å 
kunne endre personverninnstillinger, lage bokmerker, blokkere uønsket innhold eller kritisk 
vurdere innhold (EU Kids Online, 2011). Samtidig viser Medietilsynets Barn- og 
medierundersøkelse at tre av fire ungdom i alderen 15-16 år har vært inne og endret 
personverninnstillingene sine på Facebook (Medietilsynet, 2014, s. 54). Norske barn er også 
på topp i Europa med hensyn til å ha tilgang til internett gjennom håndholdt teknologi. Den 
store tilgangen og bruken av internett medvirker imidlertid til at norske barn og ungdom anses 
for å være i høyrisikosonen. 
2.1.2 … ny risiko? 
Norske barn og ungdom er dermed gjenstand for et paradoks. De unge i samfunnet betraktes 
både som kompetente brukere av digitale teknologier samtidig som de står overfor risikoer 
som finnes på nett (Livingstone & Helsper, 2010, s. 2). Likeså er det slik at selv om de unge 
gjerne anses å være kunnskapsrike nettbrukere, er de ofte fremstilt som en sårbar gruppe i 
møte med risikoene som finnes på nett (Staksrud & Livingstone, 2009). En vanlig oppfatning 
er nemlig at barn og unges bruk av nettbaserte tjenester forbindes med risiko. Høy mediebruk 
antyder høy eksponering for risiko, som betyr at det er en positiv korrelasjon mellom 
muligheter og risiko. Jo flere muligheter ungdom benytter seg av på nett dess mer risiko blir 
ungdom utsatt for (Staksrud & Livingstone, 2009; Livingstone & Helsper, 2010, s. 15). 
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Undersøkselsene som gjøres i norsk eller europeisk målestokk gjør det mulig å avdekke 
hvilke risikoforhold barn og unge står overfor ved bruk av sosiale nettverkstjenester. EU Kids 
Online undersøkelsen har stilt spørsmål rundt en rekke risiko forbundet med internett, som 
inkluderer pornografi, mobbing, motta meldinger med seksuelt innhold, nettkontakt med 
fremmede, fysiske møter med kontakter fra nettet, potensielt skadelig brukergenerert innhold, 
og misbruk av personlig informasjon. Noen nøkkelfunn i undersøkelsen fra 2014 er at det er 
mest vanlig blant europeiske barn og unge i alderen 11-16 å komme i kontakt med noen de 
ikke kjenner på nettet, etterfulgt av å se seksuelle bilder/ pornografri og motta seksuelle 
meldinger, sistnevnte typisk i land som kategoriseres som ”supported risky explorers”. 
Dernest kommer risiko relatert til brukergenerert innhold, slik som hatefullt innhold, innhold 
knyttet til proanorexia, og nettsider som diskuterer bruk av narkotika, selvskading og 
selvmord. Også nettmobbing er rapportert av et lite mindretall (8 prosent) av 14-16-åringer, 
og er den risikoen flest oppgir at fører til skade i form av å bli ganske eller svært opprørt når 
de mottar ekle eller sårende meldinger (EU Kids Online, 2014a, ss. 16-17). Til 
sammenligning rapporteres lite skade som følge av kontakt med fremmede på nett (EU Kids 
Online, 2014a, s. 16). Skade regnes å være den tydeligste konsekvensen av eksponering for 
risiko. Interessant er det også at så lite som én av sju av de som oppgir at de har blitt opprørt 
velger å benytte rapporteringsfunksjoner (EU Kids Online, 2014a, s. 29). Selv om 
nettaktiviteter verken er positive eller negative per se, betraktes enkelte opplevelser på nett, 
slik som mobbing, som mer sannsynlig å kunne resultere i skade (Mascheroni & Cuman, 
2014, s. 24). I et intervju sier Staksrud at Norge ligger høyt på statistikken over digital 
mobbing sammenlignet med andre land (Smaadal, 2015, s. 11). Et nøkkelfunn i EU Kids 
Online er imidlertid at risiko ikke nødvendigvis leder til skade (EU Kids Online, 2014a, s. 9; 
Mascheroni & Cuman, 2014, s. 24; Livingstone, Haddon, Görzig, & Ólafsson, 2011, s. 6; 
Staksrud, 2013a, s. 58; Staksrud & Livingstone, 2009). Barn og unge selv er mest bekymret 
over innhold som pornografi og (realistisk) vold, og de knytter gjerne dette til 
videodistribusjonssider (EU Kids Online, 2014a, s. 13). Flere av risikoene kan utvilsomt 
tilknyttes sosiale nettverkstjenester.  
Å dele informasjon viser seg å være viktig for ungdom. Mange barn og unge har et stort 
oppmerksomhets- og dokumentasjonsbehov og de tar ofte bilder av hendelser i sitt eget liv. 
Dette synes også å gjelde utfordrende bilder av seg selv for deretter å distribuere bildene til 
andre. Framveksten av delingstjenester som Facebook, Instagram, Snapchat og andre, har ført 
til en svært brukervennlig og rask vei fra bilder og video er tatt til dette kan gjøres 
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tilgjengeligfor andre. Det framkommer i Medietilsynets undersøkelse at 7 prosent av ungdom 
i alderen 13–16 år har sendt nakenbilder av seg selv via mobil eller internett i 2014, og en 
fjerdedel oppgir at de har videresendt slike bilder uten samtykke (Medietilsynet, 2014, s. 59).     
 Ellers knyttes ubehagelige opplevelser blant norske barn (9-16 år) på TV, film eller internett 
til innhold som viser seksuelle overgrep (32 prosent), sykdom og lidelse blant dyr (30 
prosent), mennesker som lider (29 prosent), mobbing (29 prosent) og ulykker/dødsfall (27 
prosent) (Medietilsynet, 2014, s. 61). Undersøkelsen viser at 37 prosent av norske barn i 
alderen 15-16 år har lagt merke til at noen har vært slemme med eller mobbet noen på 
internett eller mobil (Medietilsynet, 2014, s. 63). Tilsvarende oppgir 11 prosent av barn i 
samme alder at de har opplevd at noen har vært slemme eller mobbet dem via internett eller 
mobil, 10 prosent har opplevd å ha blitt truet og 18 prosent at noen har lagt ut bilder av dem 
som har gjort dem trist eller sint (Medietilsynet, 2014, s. 64).  
2.1.3 Risiko og muligheter 
Som det fremkommer av forskning og diskusjon på feltet, er risiko og muligheter tett knyttet 
sammen når det gjelder barn og unges bruk av internett. Ettersom norsk ungdom er blant 
Europas mest aktive på nett, er de blant de som har mest digitale ferdigheter og kan dra fordel 
av mulighetene. De er av samme grunn også mest utsatt for risiko. Dermed krever høy 
nettbruk en god og tilstrekkelig håndtering av risiko. Fordi de som opplever risiko på nett 
også opplever mange av mulighetene som finnes der, kan forsøk på å redusere nettrisiko 
dermed begrense mulighetene som finnes (Staksrud & Livingstone, 2009; Livingstone, 2009, 
s. 155; de Haan, 2009, s. 189). Dette gjør risikohåndtering til en krevende oppgave, der 
ansvarshavere for beskyttelse av mindreårige på internett og sosiale nettverkstjenester er nødt 
til å gjøre avveininger for både å kunne ivareta deres muligheter og samtidig beskytte de fra 
risiko som kan føre til skade. Samtidig argumenteres det også for at diskusjoner rundt risiko 
på nett ikke bare bør handle om hvor, hvordan og hvor ofte ungdom blir eksponert for risiko 
og hvorvidt de tar skade, men også hvordan de takler slike erfaringer. Ikke minst gjelder dette 
fordi de i stor grad selv styrer informasjon om seg selv og håndterer egen selvrepresentasjon 
på nett. 
Staksrud og Livingstone antyder at det er flere risikoer forbundet med at barn ikke bruker 
internett, for eksempel at barn ikke får anledning til å prøve (og feile) seg frem, og dermed 
ikke klarer å oppøve seg en god digital kompetanse (Staksrud & Livingstone, 2009). Ifølge 
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Livingstone og Haddon er en trygg barndom uten eksponering for risiko uoppnåelig, men 
erkjenner samtidig at en tryggere barndom er gjennomførbar (Livingstone & Haddon, 2009, s. 
2; Livingstone, 2009, s. 155). Pessimismen og ambivalensen som er innebygd i moralsk 
panikk rundt internett korresponderer dårlig med samfunnets idealistiske og optimistiske 
holdning til modernitetens fremskritt (Drotner & Livingstone, 2008, s. 3) slik internett og 
sosiale nettverkstjenester representerer. Forslag om å trekke ut kontakten (Staksrud, 2013b) 
eller ”teknologisk fiks” (Hannemyr, 2005, s. 111) er for enkle og for kortsiktige løsninger på 
en komplekst utfordring. Av denne grunn spørres det på den ene siden hvordan aktører på 
internett kan legge opp til og oppmuntre barn og unge til å få mest mulig ut av de muligheter 
som finnes på nett, og på den annen side spørsmål om risikohåndtering på tjenester der 
deltakelsen utilsiktet øker risikofaren unge møter i sitt daglige liv. EU Kids Online gir i denne 
sammenheng noen klare råd overfor industrien som oppgavens analyseobjekter er del av. 
Dette inkluderer eksempelvis inkorporering av “safety-by-design”, brukervennlig 
sikkerhetsinformasjon, funksjoner og verktøy for å tilpasse brukeropplevelser og effektive 
aldersgrenser- og verifiseringer (EU Kids Online, 2014a, s. 34).  
Oppgaven tar for seg et felt mange nok vil oppfatte som viktig. Barn og unge har alltid blitt 
knyttet til risiko ved mediebruk, og internett har potensial til å øke risikoomfanget. Likevel 
kan feltet fremstå som uoversiktlig. Selv om mange har en viss idé om hvilke risikoer vi står 
overfor ved bruk av internett og hva slags virkemidler sosiale nettverkstjenester bruker for å 
regulere risiko, mangler det viten for systematisk og rik beskrivelse av fenomenet. Det er 
dette gapet problemformuleringene ønsker å dekke. På tross av at beskyttelse av mindreårige 
på internett vies stadig større oppmerksomhet i samfunnsdebatten, hersker det mye usikkerhet 
rundt hva den nye generasjonen medieteknologi egentlig innebærer. Et godt sted å begynne er 
å undersøke de digitale mediene og den nye mediebruken mer grunnleggende. 
2.2 Karakteristikk av kommunikasjon på nett 
Denne oppgaven tar utgangspunkt i at IKT påvirker og utfordrer mediereguleringen på andre 
måter enn før. Utifra dette er det et naturlig premiss i oppgaven at kommunikasjon via 
internett generelt og sosiale nettverkstjenester spesielt har noen karakteristiske trekk 
sammenlignet med tradisjonelle medier. Den teknologiske utviklingen utfordrer av denne 
grunn samfunnet på en rekke områder, og skaper stadig nye spørsmål som samfunnet er nødt 
til å forholde seg til. Ikke minst gjelder dette utfordringer knyttet til mindreåriges bruk av den 
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nye teknologien. Dette delkapittelet tar opp sentrale teoretiske perspektiver rundt 
karakteristikker ved nettbasert kommunikasjon i sosiale nettverkstjenester.  
En måte å betrakte de nye mediene på utover moralsk panikk er å undersøke de nye mediene 
mer grunnleggende. Hva nytt tilfører de kommunikasjon? Selv om sosiale nettverkstjenester 
på mange måter deler likhetstrekk med tidligere medier, er et viktig spørsmål om de nye 
mediene representerer radikalt nye former for medieerfaringer og risikoer for den 
oppvoksende generasjon. Det kan derfor være fruktbart å gjøre rede for de viktigste 
karakteristikkene ved de nye mediene. De første årene etter internett ble en del av folks 
hverdag handlet internett mye om innhold. Derfor var også de tidligste bekymringene rundt 
barns bruk av internett knyttet til innholdet (Staksrud, 2013b, s. 29), spesielt med tanke på sex 
og vold i form av pornografi og vold i digitale spill (Ess, 2009, s. 7). Utviklingen av internett 
har imidlertid galoppert siden den gang. Petter Bae Brandtzægs definisjon er et godt 
utgangspunkt for å introdusere internettets kompleksitet og mangefasetterte natur: 
”The Internet can be described as a widespread information infrastructure – a collection of technologies, 
communities, content, and services, which has not only led to the increasing fragmentation of the 
Internet as a new media platform, but also to an increasingly fragmented user population and diverse 
user behaviour” (Brandtzæg, 2012, s. 25).  
Definisjonen viser til internettets brede omfang som ny plattform for kommunikasjon, og 
beskriver nettets potensial til å inkludere en rekke nye egenskaper og skiftende mediebruk. 
Charles Ess setter opp tre karakteristiske, men ikke utømmende, kjennetegn ved digitale 
medier som gjør at de skiller seg fra tidligere medier og umedierte offentligheter: hvordan 
digitale medier fremmer konvergens, den digitale informasjonens evne til å spre seg raskt fra 
et sted til et annet og digitale medier som global kommunikasjon (Ess, 2009, ss. 8-9). Når 
forskjellige former for informasjon (tekst, bilder, video, osv.) tar digital form, kalles dette 
konvergens. Konvergens, eller konvergenskultur, har for medier sitt opphav fra Henry 
Jenkins, som bruker begrepet for å forklare innholdsflyt på tvers av flere plattformer, 
samarbeidet mellom ulike medieindustrier og publikums vandringsmønster i søken etter nye 
medieerfaringer (Jenkins, 2006, s. 2). Dette særtrekket kan sees i nesten enhver nettside eller 
en smarttelefon. En smarttelefon er for eksempel ikke lenger bare i stand til telefonsamtaler 
og SMS, men kan også håndtere de fleste typer digital tekster, utstyrt med kamera og 
lydopptaker og kan kobles til internett. Det samme kan skje med risiko, og for Ess er 
nøkkelpoenget ved konvergens at det som en gang var et forskjellig sett med etiske 
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utfordringer konvergerer i tråd med de nye mediene, noe som skaper nye kombinasjoner av 
etiske problemstillinger vi ikke har sett før (Ess, 2009, s. 11). Digital informasjon har også 
evne til sømløst og ubrutt lagres, kopieres og tilgjengeliggjøres i tillegg til å distribueres 
momentant og globalt i datasystemer på en enkel og effektiv måte.  
Noe overlappende er medieforskeren danah boyd’s fire egenskaper hun tillemper 
kommunikasjon på sosiale nettsamfunn. Disse fire karakteristikkene er vedvarenhet, 
søkbarhet, reproduserbarhet og usynlige tilskuere (egne oversettelser) (boyd d. , 2007, s. 9). 
Egenskapene påvirker både informasjonens potensielle publikum og i hvilken sammenheng 
de mottas. De fire egenskapene er tett knyttet sammen. Med vedvarenhet mener boyd 
kommunikasjonens evne til å lagres for ettertiden. Brukeres handlinger i sosiale medier er 
som regel mindre flyktig enn i det virkelige liv (Lüders, 2011, s. 455). Når informasjon 
digitaliseres, forvandles uttrykk og identiteter til tekst. Dermed gjør den seg søkbar slik at 
andre brukere kan finne den igjen med hjelp av søkemotorer og andre verktøy. Søkbarheten er 
ifølge boyd den eneste egenskapen som er ny som følge av internett, mens nettsamfunn bare 
forstørrer potensialet til de andre egenskapene (boyd d. , 2007, ss. 8-9). At informasjon kan 
reproduseres innebærer at innhold som tekst, bilder eller video kan bli kopiert, manipulert og 
flyttet til andre steder på internett. Dette kan gjøre det vanskelig å skille originalen fra kopien. 
Tilslutt innebærer usynlige tilskuere at informasjon i digitale medier ofte medfører redusert 
kontroll over hvem som har tilgang til det man legger ut. boyd poengterer at nettsamfunn kan 
bestå av alle mennesker på tvers av tid og rom, fordi publikum er mindre begrenset av 
geografisk og tidsmessig samlokalisering enn en umediert offentlighet (boyd d. , 2007, s. 9; 
Lüders, 2008, s. 105; Ess, 2009, s. 12).  
Det har også skjedd store forandringer ved nettkommunikasjon siden det kom en gang tidlig 
på 90-tallet. Andrea Millwood Hargrave og Sonia Livingstone (2009) presenterer en 
kartlegging av Web 1.0 og Web 2.0 i 2007 for å illustrere utviklingen av nettkommunikasjon 
(Tabell 1). Tabellen egner seg til å vise de viktigste forskjellene på internett før og nå. Det 
som en gang handlet om et sted der brukerne hentet innhold, handler internett nå like mye om 
det å selv produsere innhold sammen med å interagere og kommunisere med andre. Tim 
O’Reilly (2005) er mannen som gav opphav til Web 2.0-begrepet, som generelt benyttes om 




Tabell 1: Presentasjon av forskjeller mellom Web 1.0 og Web 2.0 
 




Seperate Media Converging Media 
Static Interactive  
       (Hargrave & Livingstone, 2009, s. 149) 
I motsetning til sin forgjenger er Web 2.0 mer åpen og tillater større valgfrihet for brukerne, 
og er i stor grad basert på brukerdeltakelse og brukergenerert innhold (O’Reilly, 2005). 
Egenskapene ved Web 2.0 er derfor instrumentelt i sosiale nettverkstjenester. Sentralt i 
medieutviklingen de siste årene er nemlig at brukerne, og i stor grad unge brukere, selv 
skaper, deler og distribuerer innhold. Den nye mediebruken er preget av interaksjon mellom 
brukere, og bruken er derfor i stor grad sosial og deltakende. Det følgende underkapitelet 
beskriver dette nærmere.  
2.2.1 Sosiale nettverkstjenester og nettverkskultur 
Fremveksten av sosiale nettverkstjenester har bidratt til å realisere nettets potensial som 
kommunikasjonsmedium. Sosiale nettverkstjenester er myntet på egenskapene ved nettbasert 
kommunikasjon. Ifølge Andreas Kaplan og Michael Haenlein, bygger tjenestene på de to 
begrepene Web 2.0 og brukergenerert innhold (User Generated Content). Her representerer 
begrepet Web 2.0 et ideologisk og teknologisk fundament, og brukergenerert innhold 
representerer summen av alle slags måter folk benytter seg av sosiale medier på. Sosiale 
nettverkstjenester defineres dermed som en gruppe internett-baserte applikasjoner som bygger 
på det ideologiske og teknologiske grunnlaget til Web 2.0, og tillater skapelse og utveksling 
av brukergenerert innhold (Kaplan & Haenlein, 2010, s. 60).  
En rekke forsøk er blitt gjort i å definere sosiale medier. En av de aller mest kjente 
definisjonene er utarbeidet av boyd og Ellison, der sosiale nettverkstjenester defineres som: 
[...] A web-based service that allows individuals to (1) construct a public or a semi-public profile within 
a bounded system, (2) articulate a list of other users with whom they share a connection, and (3) view 
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and traverse their list of connections and those made by others within the system (boyd & Ellison, 2007, 
s. 211). 
De fleste av nettjenestene er utpreget sosiale og legger til rette for at brukerne kan synliggjøre 
og vise frem sine sosiale nettverk (boyd & Ellison, 2007). Sosiale nettverkstjenester 
organiseres rundt individets sosiale nettverk, hvor han eller hun kan skape og dele innhold om 
seg selv (Brandtzæg, 2012, s. 30). Brukerne bygger nettverk ved å melde seg inn i grupper 
eller fortelle hvem de er venner med. De kan sende hverandre beskjeder, vise fram bilder og 
videoer til vennene sine, og fortelle om hva de gjør i øyeblikket. Det som ifølge boyd og 
Ellison gjør sosiale nettverk unike er altså ikke at de lar enkeltpersoner møte fremmede, men 
heller at de gjør det mulig for brukere å artikulere og synliggjøre sine sosiale nettverk. Selv 
om dette kan resultere i forbindelser mellom personer som ellers ikke ville skjedd, skjer 
”nettverking” ofte mellom latente bånd som kjenner hverandre fra den virkelige verden 
(Lüders, 2011, s. 453; Peter, Valkenburg, & Fluckiger, 2009, s. 83; boyd & Ellison, 2007, s. 
211).  
Det kan videre skilles mellom ulike typer sosiale medier. Kaplan og Haenlein skiller sosiale 
nettverkstjenester utifra spesifikke karakteristikker, slik som samarbeidsprosjekter (Wiki’er 
osv.), blogger, nettsamfunn (Facebook osv.), nettsamfunn basert på innhold (YouTube osv.), 
virtuelle spillverdener (World of Warcraft osv.), og virtuelle sosiale verdener (SecondLife 
osv.) (egne oversettelser). Forskjellene på de sosiale mediene tar utgangspunkt i sosial 
tilstedeværelse og selvrepresentasjon, og graderes fra lav til høy (Kaplan & Haenlein, 2010, s. 
62). Oppgavens analyseobjekter faller innenfor de to kategoriene nettsamfunn, der forskjellen 
mellom de vil ligge i både mengden sosiale tilstedeværelse selvrepresantasjon (Kaplan & 
Haenlein, 2010, s. 62). Nettsamfunn som Facebook, Instagram, Skype og Snapchat vil i større 
grad, men ikke nødvendigvis, reflektere en brukers selvrepresentasjon enn nettsamfunn basert 
på innhold slik som YouTube, som i større grad baserer seg på deling av innhold fremfor 
nødvendigvis å representere ens identitet. I forlengelsen av dette presenterer også Brandtzæg 
og Heim (2008) fem kategorier sosiale medier, som inkluderer personorienterte samfunn 
(som har personer og sosial interaksjon i fokus), profesjonelle samfunn (med fokus på 
business og profesjonelle kontakter), medieorienterte samfunn (distribusjon og konsum av 
brukerskapt multimedialt innhold), virtuelle verdener (typisk i form av 3D spill) og mobile 
samfunn (sosiale medier som om gjør det mulig å kommunisere med andre som ikke er 
fastbundet til sted) (Brandtzæg & Heim, 2008, s. 2). De fem sosiale nettverkstjenestene som 
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er gjenstand for oppgavens analyse, Facebook, YouTube, Snapchat, Instagram og Skype, kan 
falle inn under flere av kategoriene. I det følgende vil det gis en kort presentasjon av disse. 
Facebook  
Facebook er den mest populære sosiale nettverkstjenesten på verdensbasis. En kan 
kommunisere på Facebook ved å legge ut bilder, video, lenker eller sende direktemeldinger.  
Facebook baserer seg på multimedia og multiplattform, og omfatter en rekke applikasjoner og 
funksjoner. Bruk av tjenester som Facebook som verktøy for sosialisering og nettverking er 
derfor bare en del av medienes potensielle bruksområde, og kan av denne grunn beskrives 
som en ”all-in-one-soloution” (Brandtzæg, 2012, s. 31). Facebook vil kanskje først og fremst 
kunne defineres som et personorientert nettsamfunn, men kan også falle inn under 
definisjonen som profesjonelt-, medieorientert- eller mobilt samfunn.  
YouTube 
YouTube (Google) er en videodistribusjonsside, og er verdens største nettsted for opplastning, 
visning og deling av videoklipp. Nettstedet kan derfor lett tillempes karakteristikk som et 
innholds- eller medieorientert nettsamfunn. Men også YouTube har flere komponenter som 
kjennetegner sosiale nettverkstjenester, først og fremst brukerprofiler men også muligheten til 
å kommunisere med andre brukere. Derfor kan også YouTube kategoriseres under andre typer 
orienteringer.  
Snapchat 
Snapchat er en bildedistribueringsapplikasjon for smarttelefoner, og kan best plasseres inn 
under definisjonen av mobile- eller personorienterte samfunn. Tjenesten skiller seg fra de 
andre sosiale mediene ved å tilgjengeliggjøre innhold for et utvalg mottakere i et bestemt 
antall sekunder. Premisset er at meldinger slettes fra tjenestens servere med en gang Snapchat 
registrerer at mottakere har sett meldingen. Tjenesten er profil- og nettverksbasert, og det er 
brukeren selv som bestemmer hvem som er mottaker og hvor lenge mottakeren får se 
innholdet. Ettersom kommunikasjonen på tjenesten er flyktig, utfordrer de derfor boyd’s 
karakteristikker ved internettbasert innhold om vedvarenhet, søkbarhet, reproduserbarhet og 
usynlige tilskuere. En konsekvens av dette kan være at det gir brukere en falsk følelse av 
trygghet, all den tid det finnes en rekke måter å omgå tjenestens sikkerhetssystemer.  
Instagram 
Instagram (Facebook) er en bilde- og videodistribusjonstjeneste for smarttelefoner. Tjenesten 
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er profilbasert, og brukere av nettsamfunnet kommuniserer med hverandre ved å dele innhold, 
følge andre personer, ”like”, kommentere på andre brukeres bilder og videoklipp eller sende 
direktemeldinger. Tjenesten kan lett tilordnes under både innholds-, medieorienterte-, 
personorienterte- eller mobile samfunn.  
Skype 
Skype (Microsoft) er en profilorientert tjeneste som baserer seg på video- og lydsamtaler. 
Brukere kan også kommunisere via tekst, videomeldinger, dele filer og opprette 
konferansesamtaler. Tjenesten kan brukes på en rekke enheter, og kan tilskrives både en 
person- og mobilorientert tilnevning.  
I løpet av relativt kort tid har slike nettsamfunn blitt viktige sosiale arenaer for ungdomskultur 
å utfolde seg i. Undersøkelser viser at de alle er instrumentelle norsk ungdoms sosiale liv.  
Barn og unges bruk av nye medier har generelt langt større signifikans enn tradisjonelle 
audiovisuelle medier (Drotner & Livingstone, 2008, s. 2). Det kanskje mest sentrale med de 
sosiale mediene er at brukerne, og i stor grad de unge, inngår i sosiale fellesskap på nett der 
de selv skaper, deler og distribuerer innhold. Web 2.0, brukerskapt innhold og plattformer 
som sosiale nettverkstjenester har skapt en situasjon der brukeren selv er satt i sentrum for 
egne medieerfaringer. Mediene, slik vi tradisjonelt har vært vant til å tenke på dem, er ikke 
lenger noe vi bare får noe av, men også noe vi leverer til (Staksrud, 2013b, s. 30). I 
undersøkelsen Nye nettfenomener. Staten og delekulturen trekkes det frem at brukerne av 
sosiale medier nå er med å bidra til å skape, utvikle og vedlikeholde mediene (Storsul, 
Arnseth, Bucher, Enli, Hontvedt, & Kløvstad, 2008, s. 6). Mulighetene er mange, og brukerne 
bidrar selv til å utvikle nettsamfunnene ved å bruke dem på nye måter (Storsul, Arnseth, 
Bucher, Enli, Hontvedt, & Kløvstad, 2008, s. 9). Dette har skapt en deltakerkultur, et fenomen 
som står i kontrast til eldre forestillinger om publikum som passive (Jenkins, 2006, s. 3). Det 
er brukerne selv som skaper innhold i de sosiale nettverkstedene, og er derfor de som gir 
mediene mening. Dette krever både tilstedeværelse og villighet til å dele informasjon blant 
brukere. Dette gir både ungdom muligheter og utfordringer. Det er ikke uvanlig at nye medier 
tas i bruk på andre måter enn den opprinnelige intensjonen. Ifølge Tønnessen har vi flere 
ganger opp gjennom mediehistorien sett at nye medier tas i bruk på andre måter og fyller 
andre funksjoner enn tiltenkt (Tønnessen, 2007, s. 17). Den utbredte bruken av nettsamfunn, 
sammen med relativ autonomi fra foreldrekontroll, utgjør viktige forutsetninger for ungdoms 
konstruksjon av identitet, deres utvikling av nettverk og utforskning av offentlig-private 
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grenser for selvet. Det synes at det å skape innhold og danne nettverk for mange blir er en 
måte å styre ens identitet, livsstil og sine sosiale relasjoner (Livingstone, 2008, s. 4). For 
Peter, Valkenburg og Fluckiger representerer identitetskonstruksjon, nye typer vennskap og 
privatliv ikke bare bekymringer over den nye teknologien, men er viktige aspekter for å 
forklare ungdoms bruk av nettsamfunn (Peter, Valkenburg, & Fluckiger, 2009, s. 85). 
Optimistiske forestillinger understreker de sosiale nettverkstjenestenes nye muligheter for 
selvutfoldelse, omgjengelighet, samfunnsengasjement, kreativitet og kompetanse 
(Livingstone, 2008, s. 4). 
Ifølge Marika Lüders står vi med tanke på sosiale nettverkstjenester overfor et dilemma med 
to ufordelaktige alternativer: enten å beskytte eget privatliv ved å unngå å benytte slike 
tjenester, på tross av potensielt uønskede personlige og sosiale konsekvenser. Motsatt kan vi 
velge å være tilstede på nettet og dermed sette eget personvern i fare (Lüders, 2008, ss. 104-
105; Lüders, 2011, s. 459). Hun peker imidlertid på flere strategier for trygg deltakelse i 
mellom disse polene, og inkluderer ingen tilstedeværelse, kontrollert tilstedeværelse og 
bevisst åpen tilstedeværelse. Lüders tillemper ordet ”kontroll” som nøkkelen i å styre egen 
presentasjon, eksponering og arkivering av personlig informasjon. Strategiene er gradert i 
henhold til hvor offentlig en ønsker å være på nett og hvor høyt prissatt ønsket om personvern 
er. Forskning viser at norske barn og ungdom ønsker å være tilstede på nett, og ifølge 
Staksrud er norske barn også noen av de mest sosiale på nettet (Staksrud, 2013b, s. 30). Også 
europeiske foreldre synes å anerkjenne barnas villighet til å dele personopplysninger og annen 
informasjon på internett. I EU Kids Online II fra 2011 svarte 95 prosent av foreldrene i 
undersøkelsen at de trodde barna deres la ut personlig informasjon på internett (Livingstone, 
Haddon, Görzig, & Ólafsson, 2011, s. 34). Verdiene av tilstedeværelse på nettet kan dermed 
sies å veie høyt, i enkelte tilfeller kanskje på bekostning av risikoer rundt antatte trusler mot 
personvernet. Utviklingen indikerer at grensene for hva som er offentlig og hva som er privat 
er i endring. At en betydelig del blant unge velger å bruke egne liv og egne erfaringer som 
materiale for å skape offentlig tilgjengelig informasjon skaper bekymring hos mange.  
Det er også en viktig tendens at mediebruken i stadig større grad privatiseres. Livingstone 
utarbeidet begreper som  ”bedroom culture” eller soveromskultur og ”Living togheter 
separately” tidlig på 200-tallet der hun beskriver en utvikling fra mediekonsum i stuer til 
soverom (Livingstone, 2002, s. 136) der familiemedlemmer, inkludert ungdom, gjør stadig 
mer individuelle valg men samtidig i sosial relasjon til omverdenen (Livingstone, 2002, s. 
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158). Hjemmet, og i neste instans barnerommet, som en gang ble betraktet som et trygt sted å 
vokse opp og som la til rette for fysisk og moralsk beskyttelse fra omverdenen (Harden, 2000, 
s. 47), ble satt under press av et internett som gav tilgang til en helt ny verden parallelt med 
den virkelige. Med tanke på ungdom viser dette en utvikling der ungdom kan innrette seg for 
å skape arenaer der ungdomskultur kan utfolde seg fritt uten voksen overvåkning eller 
foreldrekontroll. I sin tur vil smarttelefonen være en forlengelse av denne råderetten og et 
supplement til mediebruken. De fleste norske ungdommer (95 prosent) i alderen 15-16 år 
besitter en privat smarttelefon (Medietilsynet, 2014, s. 27), som ikke minst muliggjør direkte 
tilgang til diverse bilde- og videodistribusjonstjenester og sosiale nettverkstjenester.  
2.2.2 Hva er egentlig nettrisiko? 
Teorikapittelet hittil er en foranledning til å ta opp igjen oppgavens sentrale teoretiske 
utgangspunkt, nemlig at IKT påvirker og utfordrer rammebetingelsene for reguleringspraksis. 
Den tar videre utgangspunkt i at nettbasert kommunikasjonen har implikasjoner for risikoens 
natur. Men hva er egentlig nettrisiko? Som vi har sett, medfører utvikling av IKT mange 
muligheter som skiller de nye mediene fra tradisjonelle. Internett utvider og stimulerer 
ungdomskulturen, og har potensial til å fremme ytringsfriheten og måter å kommunisere på. 
På grunn av internett kan en ytring fremsettes på flere måter, for eksempel gjennom tekst, 
tale, bilder, lyd eller video, og på flere plattformer – uansett hvor en befinner seg. Internettets 
teknologiske arkitektur gjør at informasjonen strømmer friere enn i massemedier (Liestøl & 
Rasmussen, 2007, s. 123). De digitale mediene ekskluderer svært få, og gjør det lettere å spre, 
mangfoldiggjøre, lagre og sammenkoble informasjon, samtidig som de åpner for interaksjon 
brukere imellom. Sosiale nettverkstjenester er et helt sentralt verktøy for å benytte disse 
mulighetene. Det er imidlertid likefullt tilfellet at de samme egenskapene fører til utfordringer 
for de som har ansvaret for å håndtere risiko. Som med alle nye teknologier kan også sosiale 
nettverkstjenester på internett også misbrukes. 
Internett og de sosiale nettverkstjenestene representerer ikke en verden separert fra den 
virkelige. De praksiser som finnes innen sosiale nettverk, sosiale hierarkier eller sosiale 
fiendtligheter i virkeligheten blir vanligvis reprodusert eller forsterket på nett, hevdes det. 
Tilsvarende legger juridiske rammer opp til at det som er ulovlig eller regulert offline også er 
ulovlig og bør reguleres på nett, skjønt aktiviteter på nettet ofte synes å være mer 
problematisk å håndheve. Aktiviteter og strukturer på nett og i den virkelige verden har 
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dermed gjensidig innflytelse på hverandre, ikke minst fordi aktørene er de samme i begge 
(Livingstone & Haddon, 2009, s. 6). 
Mange vil hevde at internett kan gi risikoer kjent fra tradisjonelle medier gode vilkår samtidig 
som de er kilde til helt nye. Som regel er nettrisiko imidlertid bare tradisjonelle risikoer i ny 
drakt, mediert av internett. Få risikoer er som følge av internett helt nye (Staksrud, 2013a, s. 
60). Selv om risikoer ved tidlige medier som TV, videospill eller tegneserier også kan sies å 
gjelde for internett, kan det likevel argumenteres for at risiko på nett er langt mer 
tilgjengelige, mangfoldige, permanente og privatiserte (Livingstone, 2011, s. 2), er uavhengig 
av tid og sted, og kan lett unnslippe nasjonale systemer for barnevelferd og lov (Livingstone 
& Haddon, 2009, s. 2). En rekke forsøk er blitt gjort i å definere risikoene som finnes på nett, 
der risiko generelt inkluderer et heterogent sett av tilsiktede og utilsiktede opplevelser som 
øker sannsynligheten for skade. I dokumentet Safer Social Networking Principles for the EU 
utarbeidet av EU-kommisjonen faller potensiell risiko innenfor fire kategorier: ulovlig innhold 
(“Illegal Content”), slik som bilder av barnemisbruk eller ulovlige, hatefulle ytringer, 
aldersupassende innhold (“Age-inappropriate Content”), som for eksempel pornografi, vold 
eller annet innhold ment for et voksent publikum som ikke passer seg for mindreårige, kontakt 
(”Contact”), som knyttes til upassende kontakt fra voksne rettet mot mindreårige med seksuell 
interesse eller oppfordringer, og oppførsel (“Conduct”), som er knyttet til hvordan 
mindreårige selv oppfører seg på nettet, og kan inkludere mobbing eller trakassering (spre 
rykter, utestenging osv.) og annen potensiell risikofylt atferd (avsløre personlig informasjon, 
legge ut seksuelt utfordrende bilder, lyve om alder, arrangere møter med ukjente osv.) (EU 
Commission, 2009, s. 3). I tråd med dette har forskernettverket EU Kids Online over flere år 
kartlagt barn og unges bruk av internett. I den forbindelse har det blitt utviklet en 
klassifisering av risiko som EU-kommisjonens kategorisering bygger på. Det har ført til 
utarbeidelsen av typologien i Tabell 2.  
Tabellen kategoriserer risiko på to måter. For det første kategoriseres det gjennom type bidrag 
fra barnet: innholdsrisiko (content risk) der barnet er en mottaker; kontaktrisiko (contact risk) 
der barnet er en deltaker i situasjonen; og oppførselsrisiko (conduct risk) der barnet selv er 
aktør (Livingstone & Haddon, 2009, s. 8; Hasebrink, Livingstone, & Haddon, 2009).  For det 
andre skilles det mellom type risiko, som er aggresjonsrelatert risiko, seksuelt relatert risiko 
og risiko knyttet til holdninger og verdier (NB: kommersiell risiko er fjernet fra den 
opprinnelige typologien da denne risikokategorien utgår i oppgaven).  
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Tabell 2: En typologi av muligheter og risiko på internett 
 
 Content: 
child as recipient 
Contact: 
child as participant 
Conduct: 






Contact with others 







Global information Exchange among 
interest groups 
Concrete forms of 
civic engagement 
Creativity Diversity of 
resources 
Being invited/ 














Aggresive Violent/ gruesome/ 
hateful content 
Being bullied, 
harassed or stalked 










Values Racist, biased info/ 




Providing advice e.g. 
suicide/ pro-anorexia 
 
For ordens skyld er også muligheter inkludert i tabellen. Tidligere i oppgaven ble det etablert 
at risiko og muligheter er tett knyttet sammen. Politikken og arbeidet som utgjør reguleringen 
i de nye mediene må derfor intergrere de to snarere enn å behandle de separat (Livingstone, 
2009; Livingstone, 2011, s. 2). Dette reiser også spørsmål om hva ungdom selv mener er 
risikabel nettbruk, til hvilken grad de ønsker å sette seg selv i fare og hvordan de håndterer 
risiko. Et viktig poeng er også at barn, voksne og selvregulerende aktører ikke nødvendigvis 
betrakter det samme som risiko (eller muligheter). Risiko og muligheter omtales ofte separert 
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selv om de to gjerne er tett knyttet sammen, ikke minst fordi det voksne anser som risiko 
anser barn ofte som en mulighet og visa versa (Livingstone & Haddon, 2009, s. 4). 
2.3 Utviklinger i medie- og nettregulering 
”Mediepolitikken er det området der samfunnet intervenerer i mediesystemet for å stimulere 
medienes positive funksjoner og hindre de negative” (Syvertsen, 2004, s. 13). Mediepolitiske 
mål inkluderer beskyttelse av mindreåriges rettigheter. Med utgangspunkt i ytringsfrihet er 
beskyttelse av barn et av relativt få legitime grunnlag for å begrense innhold, tilgang til 
innhold og atferd på nett. Tanker om at barn er sårbare og uskyldige, at de er vår fremtid og 
”vår viktigste ressurs” legitimerer restriksjoner på mediebruk. Legitimisering og moralisering 
er uløselig knyttet sammen, og alt kan rettferdiggjøres gjennom barndomsretorikk (Staksrud 
& Kirksæther, 2013, s. 148). Historisk sett har medieregulering vært et nasjonalt anliggende. I 
Norge har regulering med hensyn til mindreårige tradisjonelt blitt praktisert gjennom tiltak 
som vanskiller (for eksempel pålegger EU-regler tv-selskaper å ikke sende programmer som 
ikke egner seg for barn før klokken ni om kvelden (Enli, Moe, Sundet, & Syvertsen, 2010, s. 
185)), aldersgrenser og forhåndssensur. At alle, inkludert barn og unge, nå kan skape og 
distribuere innhold gjennom diverse IKT-systemer skaper en ny situasjon for de som regulerer 
mediene. Av samme grunn er barn og unge fortsatt i en sentral posisjon i mange av de 
mediepolitiske debattene og avveiningene som gjøres i henhold til kommunikasjon på 
internett. Utfordringer knyttet til mediebruk blir trukket inn i samtidens debatter om 
regulering av både de nye mediene og styring av den oppvoksende generasjon, der det høyt 
prissatte ønsket om å beskytte barn fra skade vanskelig balanseres mot både ytringsfrihet og 
samtidig de unges egne rettigheter til å delta, uttrykke seg, søke informasjon og til og med å ta 
risiko (Hargrave & Livingstone, 2009, s. 26). 
FNs barnekonvensjon beskytter barns rettigheter. Konvensjonen omfatter blant annet retten til 
å få tilgang til varer, tjenester og ressurser, deltakelsesrettigheter som gir barn rett til å bli 
respektert som aktive medlemmer av sine familier, sine fellesskap og sine samfunn og 
samtidig beskyttelsesrettigheter fra for eksempel omsorgssvikt, overgrep, utnytting og 
diskriminering. Med tanke på kommunikasjon er retten til ytringsfrihet og informasjon, tanker 
og meninger (artikkel 12, 13, 14), retten til organisasjonsfrihet og deltakelse (artikkel 15) og 
retten til privatliv (artikkel 16) særdeles viktige (De forente nasjoner, 1989). Barn har derfor 
både sterke deltakelsesrettigheter og beskyttelsesrettigheter, som i utgangspunktet er 
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uavhengig av medieteknologi. Konvensjonen representerer i så måte ikke bare to forskjellige 
men også to motstridende idealer som skaper behov for avveininger. Når en snakker om en 
balansert regulativ tilnærming med tanke på barn er begge idealene helt sentrale, og det er 
ikke hensiktsmessig å separere de to. Derfor vil oppgaven, i tråd med Livingstone 
(Livingstone, 2011, s. 3), fokusere både på fem sosiale nettverkstjenesters arbeid med å 
maksimere ungdoms friheter på nett og deres arbeid med å minimere eksponering for risiko.  
Barn og unges rettigheter er dermed tett knyttet til reguleringen, som stadig utfordres i takt 
med det nye medielandskapet. Medieregulering er tett knyttet til mediepolitikk. Des 
Freedman definerer mediepolitikk som et forsøk på å oppnå økonomiske, politiske og 
kulturelle målsettinger relatert til demokratiske verdier (Freedman, 2008, s. 10). Der 
politikken beskriver mediesfæren myndighetene jobber etter, er regulering mer et verktøy for 
å realisere denne sfæren. Regulering defineres som et instrument staten bruker for å føre 
tilsyn, kontrollere eller begrense virksomheten til ikke-statlige aktører i mediebransjen i 
samsvar med politikken (Freedman, 2008, s. 12). På grunn av et nytt medielanskap fører 
utviklingen til maktskifter fra nasjonalstaten mot både supra- og subnasjonal organisering og 
ikke-statlige former for styring av mediene. Dette krever en utvidet og mer generell definisjon 
av styringsbegrepet, som i forbindelse med internett gjerne omtales som Internet Governance. 
Begrepet refererer til totalsummen av formelle og uformelle, nasjonale og internasjonale, 
sentraliserte og desentraliserte mekanismer som har som mål å organisere mediesystemer i 
henhold til vedtak gjennom mediepolitiske debatter (Freedman, 2008, s. 13). Syvertsen mener 
begrepet i tillegg antyder en historisk utvikling  fra tradisjonell statsstyring (“government”) til 
en mer diversifisert og fragmentert reguleringsform der markedsstyring, styring gjennom 
nettverk og selvregulering spiller en viktigere rolle (Syvertsen, 2004, s. 16).  
Moderne medieregulering er i høyeste grad knyttet til ”governance”-begrepet, og er i tråd med 
det nye medielandskapet generelt et felt i endring. Syvertsen identifiserer fire typer 
reguleringsregimer som er sentrale i forhold til måten mediene reguleres på, og som fortsatt er 
relevante konsepter. Den første er kulturpolitisk regulering, som innebærer at mediene 
betraktes som en del av den politiske og kulturelle offentlighet, og forankrer mediepolitikken i 
en kulturpolitisk forståelse og understreker det offentliges ansvar for å opprettholde et 
mediesystem som fyller viktige samfunnsfunksjoner. Den andre er næringspolitikk, der 
mediene forstås som bedrifter og publikum som forbrukere. Denne formen for regulering har 
som mål å skape rammebetingelser som kan sikre økonomisk vekst og langsiktig 
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verdiskapning. Syvertsens tredje reguleringsregime er forbrukerregulering, som har til 
hensikt å beskytte publikum mot skadelige eller uønskede budskap, produkter eller 
markedsføring. Her betraktes mediene til dels som tjenester og dels som buskap som kan ha 
skadelige virkninger. Den fjerde type regulering er konkurranseregulering, som har som mål 
å sørge for et fritt marked og sikre at det ikke dannes monopoler eller annen markedssvikt 
(Syvertsen, 2004, ss. 17-21). Reguleringsregimene er imidlertid rendyrkede idealtyper, og er 
derfor ikke gjensidig utelukkende (Syvertsen, 2004, s. 17).  
2.3.1 Selvregulering på internett 
Med dette utgangspunktet er det spesielt to utviklinger innen medie og nettregulering som er 
relevant for oppgaven. Utgangspunktet viser til tendenser som fører til endrede maktforhold 
og forskyvning mellom reguleringtyper, som kan synes i forholdet mellom nasjonale og 
internasjonale myndigheter og i forholdet mellom kulturpolitiske og økonomiske 
perspektiver. I tråd med et medielandskap i endring har det skjedd forandringer i statens rolle 
og funksjon. Mens tradisjonell, statlig regulering innebærer at myndighetene iverksetter tiltak 
for å treffe sin ønskede mediepolitikk, er nå store deler av denne suvereniteten overgitt til 
overnasjonale systemer. Norsk regulering er som en konsekvens av dette sterkt knyttet til EU, 
og har sluttet seg til unionens handlingsplaner. Selvregulering er ett av virkemidlene i den 
europeiske strategien for å skape et bedre internett for barn på det grunnlag at industrien kan 
lage egne systemer de kan forholde seg til for raskt å håndtere sikkerhetsutfordringer (EU 
Commission, 2015), og industriens fleksibilitet og evne til å tritt med den teknologiske 
utviklingen er et mye brukt argument i denne sammenheng (Livingstone, 2011, s. 11; 
Bradshaw & Harris, 2013). At sosiale nettverkstjenester regulerer egne tjenester, stiller ifølge 
Livingstone imidlertid også spørsmål rundt legitimitet, autoritet, ansvarlighet og effektivitet 
rundt strategiene (Livingstone, 2011, s. 4). Teoretikere som Baldwin, Scott og Hood var også 
tidlig ute med å kritisere private aktørers selvregulerende koder på internett. Deres argument 
bygget på at reguleringsformen representerer en lovløs sfære på grunn av manglende 
sanksjoner på overholdelsesbrudd fra brukernes side (Baldwin, Scott, & Hood, 1998, s. 3). 
Land i Europa har tradisjonelt vært preget av en kulturpolitisk tilnærming til reguleringen av 
mediene, og gjennomgående vært regnet som viktigere enn den økonomiske (Syvertsen, 2004, 
s. 17). Syvertsen hevder  imidlertid at utviklinger som deregulering, privatisering, konvergens 
og globalisering har gitt opphav til mer markedsstyrte reguleringsformer (Syvertsen, 2004, s. 
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137). Dette betyr ikke at mediene reguleres mindre, men heller at tidligere reguleringsformer 
erstattes av nye. På denne måten skjer det en re-regulering (Freedman, 2008, s. 49). Re-
reguleringen representerer et ideologisk skifte, der mediene reguleres etter mer neo-
liberalistiske forutsetninger om fritt marked, individuelle rettigheter, personlige valg og 
mindre offentlige styringsapparater (Freedman, 2008, s. 36). En kan også kalle dette for 
redelegering av makt fra politiske myndigheter til private aktører (Hannemyr, 2005, s. 146), 
som fører til endrede forhold mellom reguleringsregime og enkeltindivid. Staksrud hevder at 
overgangen fra statlige, regulatoriske institusjoner til selvregulering i mediebransjen 
innebærer et skifte for brukeren fra å være en borger med sikrede borgerrettigheter til heller å 
være en forbruker med et noe annerledes sett med forbrukerrettigheter (Staksrud, 2013a, ss. 
152-153). Staksrud mener dette innebærer at den enkeltes rettigheter, inkludert mindreåriges 
rettigheter, ikke er knyttet til ens statsborgerskap, men heller til produktet. Dersom en ikke er 
i stand eller villig til å inngå inngå avtale med produktet, har man ingen rettigheter (Staksrud, 
2013a, s. 154). Forbrukerrettigheter er generelt myntet på prinsipper som forbrukertrygghet, 
kunnskap om forbrukerrettighetene, rett til sikkerhet, til å bli informert, til valgfrihet, til å bli 
hørt og til å klage (EU Commission, 2015).  
Det har likeså skjedd et skifte i de europeiske velferdsstatene i hvordan barn og unge 
beskyttes mot farlig innhold på nett (Staksrud, 2013a; Staksrud & Livingstone, 2009). Drotner 
argumenter for at panikkdiskursene har endret form med årene, der den tidligere pessimistiske 
elitismen og paternalistiske kontrollen, tiltakene og sensuren er byttet ut med en mer liberal 
og tolerant holdning og en ”optimistisk pluralisme” (Drotner, 1999a, s. 609). Staksrud hevder 
at det har gått fra regulering i form av sensur, aldersklassifisering og restriksjoner på 
tilgangen til innhold til en situasjon der mye av ansvaret er flyttet over på industrien og 
NGO’er samtidig som barn er veldig mye i sin egen rett når de benytter internett og sosiale 
nettverkstjenester. Håndtering av utfordringer på internett ”privatiseres” og beveger seg både 
mot foreldre og barn selv, som veiledes snarere enn reguleres med hjelp av holdnings- og 
utdannelsesinitiativ fra ulike medierådgivende organer, statlige institusjoner, frivillige 
organisasjoner og industriell selvregulering (Staksrud, 2013a, s. 151). Staksrud argumenterer 
for at dette representerer en utvikling av negative rettigheter, altså retten til å ikke bli 
forhindret eller begrenset til å handle på visse måter. Isteden gjør de tidligere krav om til 
individuelle valg som den enkelte kan velge å gripe eller avvise, altså en utvikling av positive 
rettigheter (Staksrud, 2013a, s. 149). Kommersielle krefter som er leverandører av sosiale 
nettverkstjenester støtter en neoliberal tilnærming og en rettighetsbasert kritikk av statlig 
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innblanding. Deres argument bygger på at medieforbruket nå er et avgjørende element av 
ungdommelig fritidspraksis, og ønsker derfor ytterligere individualisering av samfunnet (Beck 
& Beck-Gernsheim, 2001), der barndom og ungdom i økende grad preges av horisontale, 
jevnaldernettverk fremfor tradisjonelle hierarkier og autoriteter (Drotner & Livingstone, 2008, 
s. 3). Barn og ungdom er en attraktiv målgruppe for kommersielle selskaper tatt i betraktning 
deres mediekonsum og bemyndiget ikke bare i form av disponibel inntekt, men også i form av 
personlige valg og autonomi (Drotner & Livingstone, 2008, s. 3). Dette perspektivet utfordrer 
etableringer om de unge som sårbar gruppe samtidig som det setter ungdom i forkant av 
utviklingen.  
Internett har ifølge Tambini, Leonardi og Marsden alltid vært selvregulert i større eller mindre 
grad (Tambini, Leonardi, & Marsden, 2008). John Palfrey identifiserer utviklingen av 
nettregulering i forskjellige faser, fra starten av 90-tallet med svak eller ingen regulering og 
statlig kontroll til gradvis en mer sofistikert regulering med kontrolltiltak i form av 
registrering, lisensiering og identitetskrav. Ifølge Palfrey er vi nå inne i en fjerde fase, kalt 
”Access Contested”, som i motsetning til tidligere perioder vektlegger regulering gjennom 
medieselskaper. Dette innebærer at selskapene nå har ansvar for å regulere individers atferd 
på nett. Perioden innebærer at medieselskaper implementerer strategier for å takle utbredelsen 
av regulering og ansvar (Palfrey, 2010, ss. 15-16). De sosiale nettverkstjenestene har dermed 
ansvar for å håndtere møtet mellom samfunnet og internett som inkluderer beskyttelse av barn 
og unges rettigheter når de bruker deres tjenester.  
Men også selvregulering må betraktes som en idealtype som ikke kan realiseres fullt ut. 
Syvertsen beskriver flere mellomformer mellom regulering med ”top-down”-tilnærming og 
selvregulering, kanskje best kjent som som samregulering (“co-regulation”). Dette betyr at 
man til en viss grad lar industrien styre selv, men at myndigheter eller underorganer kan sette 
enkelte krav eller ratifisere selskapenes regler for å sikre at de handler i tråd med for eksempel 
mindreåriges interesser. Med andre ord, dersom ikke selvreguleringen klarer å håndtere risiko 
tilstrekkelig, griper nasjonale og supranasjonale myndigheter inn (Staksrud, 2013a, s. 157), 
skjønt selv/co-regulering fortsatt er å foretrekke (Staksrud, 2013a, s. 153). EU søker å 
regulere risiko på internett gjennom EU-kommisjonens Safer Internet Programme. Dette har 
utartet seg i en rekke arbeider, inkludert et samarbeid mellom EU-kommisjonen, leverandører 
av sosiale nettverkstjenester og NGO’er i å utarbeide 7 prinsipper for tryggere 
medieerfaringer for mindreårige i sosiale nettverkstjenester. Prinsippene er verktøy industrien 
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kan velge å implementere, men som er sterkt anbefalt. Disse prinsippene inkluderer 
bevissttgjøring, som innebærer å gi mindreårige, foreldre og lærere informasjon om sikkerhet 
og akseptabel bruk samt informasjon om verktøy en kan benytte for å oppnå dette; 
alderstilpassede tjenester innebærer å ta i bruk en rekke verktøy for at tjenestene egner seg 
for et mindreårig publikum; myndiggjøre brukeren med verktøy handler om å tilby verktøy og 
teknologi for å hjelpe barn og unge i å håndtere sine egne erfaringer på tjenestene, spesielt 
med hensyn til upassende eller uønsket innhold eller oppførsel; rapporteringsverktøy, som er 
brukervennlige mekanismer for å å rapportere oppførsel eller innhold som bryter tjenestenes 
vilkår; respondere på varsler, som innebærer å reagere på varsler om ulovlig innhold eller 
oppførsel; oppfordre og muliggjøre håndtering av personlig informasjon slik at brukerne selv 
kan gjøre gode valg med tanke på sitt personvern; og at tjenestene vurderer egne prosedyrer 
for å gjennomgå ulovlig eller forbudt innhold eller oppførsel i tråd med nye farer som kan 
oppstå (egne oversettelser) (EU Commission, 2009, ss. 6-9). Det tas høyde for at enkelte 
prinsipper ikke passer alle, og det er opp til tjenestene selv å bedømme om eller i hvor stor 
grad dokumentets konkrete anbefalinger skal gjelde (EU Commission, 2009, s. 1). I en 
rapport fra 2010 kommer det imidlertid frem nokså store variasjoner i graden av suksessfull 
implementering av prinsippene hos 20 sosiale nettverkstjenester (Lobe & Staksrud, 2010).  
2.3.2 Regulering gjennom atferdsnormer 
Innledningsvis i oppgaven gjorde jeg i korthet rede for begrepet ”myk regulering”. Internet 
Governance oppnås ved å regulere etter kombinasjonen av ”harde” og ”myke” lover 
(Bradshaw & Harris, 2013; Tambini, Leonardi, & Marsden, 2008, s. 29), der sistnevnte 
innebærer å regulere etter atferdsnormer. I videre forstand innebærer denne formen for 
regulering å utarbeide koder som er kompitable med internett og ikke skader dets muligheter 
og potensial som globalt medium, til fri og dynamisk kommunikasjon uten inngrep fra 
myndigheter samt åpenhet og transparentitet (Möller & Richter, 2013, s. 35). De sosiale 
nettverkstjenestene som er gjenstand for analyse i denne oppgaven reguelerer etter 
atferdsnormer og vilkår, og besitter makten til å treffe beslutninger på bakgrunn av disse. I 
videre forstand betyr dette at selvregulerende praksis styres gjennom vilkår, koder, normer, 




Tendenser som selvregulering og co-regulering betyr at det nå i stor grad er nettindustrien 
selv som har ansvaret for å beskytte brukere på sine tjenester, inkludert mindreårige, og har 
som følge av dette måttet flyttet denne oppgaven helt i forkant av sitt samfunnsansvar – sitt 
Corporate Social Responsibility (Ságvári & Máder, 2013, s. 153). Hosting av 
kommunikasjonsplattformer og behandling av informasjon av mange mennesker krever en 
høy grad av ansvar fra leverandørenes side, og står nå overfor store utfordringer som berører 
menneskerettigheter – ytringsfrihet, forsamlingsfrihet, personvern og beskyttelse av 
mindreårige. Ansvar og tillit gjøres til et helt sentrale begreper i de nye regulative 
omgivelsene, ikke minst fordi det er i industriens interesse å beskytte sine brukere. Ansvar er 
en av de viktigste verdiene i moderniteten, ifølge Staksrud (Staksrud, 2013a, s. 161). Uansett 
hva et medieselskaps overordnede mål måtte være, eksempelvis antakelsen om at enhver 
kommersiell mediebedrift tar avgjørelser for å maksimere profitt (Doyle, 2013, s. 5), bør 
strategien også inneholde ansvars- og tillitsdimensjonen. Ságvári og Máder argumenterer for 
at spørsmålet om tillit blir et overordnet tema og en avgjørende strategi fordi tap av selskapers 
omdømme lett fører med seg tap for virksomheten eller økte kostnader i å gjennopprette 
troverdighet. De bruker sosiale nettverkstjenester som et eksempel på tillit mellom tjeneste og 
bruker der sistnevnte må stole på at personlig informasjon forvaltes etter lovnader i 
kontrakter. ”På internett er tillit enda mer grunnleggende enn begrepet er i tradisjonell, 
”offline” næringsvirksomhet, ettersom flere og flere biter av våre personlige data blir lagret i 
skyen” (egen oversettelse) (Ságvári & Máder, 2013, ss. 159-160).  
Et poeng fremhevet av Livingstone er at når industrien regulerer, gjør de dette ut fra 
egeninteresser som å beskytte tjenestenes integritet, oppnå tillit fra kundebasen og styrke 
merkevaren heller enn å regulere i offentlighetens eller barnas interesse, skjønt slike interesser 
ikke trenger å være inkompatible (Livingstone, 2011, s. 9). I tråd med dette kan selskaper som 
tar en ledende posisjon i å utvikle og tilby verktøy for bedret sikkerhet eller effektivt formidle 
kunnskap om risiko og trygg bruk bygge opp brukernes tillit og villighet til å bruke tjenestene. 
Dette er også de to kategoriene tiltak Ságvári og Máder deler sikkerhetspolicy opp i, og 
industrien kan være del av begge. På den ene siden kan de bidra med utdannings- og 
holdningsskapende arbeid, som innebærer å formidle potensielle trusler og farer som følger av 
mindreåriges aktiviteter på nett til barn og unge selv eller til interessenter som foreldre, lærere 
og andre omsorgspersoner. På den andre siden kan de utvikle og implementere verktøy og 
innstillingsmuligheter basert på standarisert eller egenrådig IT-sikkerhet. Slike industri- og 
teknologidrevne løsninger kan, likt med EU kommisjonens prinsipper, inkludere muligheter 
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til håndtere ulovlig eller upassende innhold, foreldrekontrollverktøy, rapporteringsverktøy for 
misbruk eller prosedyrer for å følge opp rapporter og fjerne trusler. De praktiske utfallene kan 
forekomme som hjelpetelefoner (”hotlines”) eller hjelpesentre, passordbeskyttelse, 
bevisstgjøring gjennom pop-up-vinduer, fjerning og blokkering av innhold eller verktøy for å 
tilpasse personvern (Ságvári & Máder, 2013, ss. 166-167). 
2.4 Oppsummering 
I dette kapittelet har jeg sett på hvilke teoretiske perspektiver som ligger til grunn for 
oppgaven. Kapittelet har til hensikt å støtte opp under  oppgavens gjennomsyrende argument 
om at IKT påvirker og utfordrer rammebetingelsene for å håndtere risiko i de nye 
omgivelsene, inkludert sosiale nettverkstjenester. I denne sammenheng er det gjort rede for 
noen av de mest fremtredende karakteristikkene ved nettbasert kommunikasjon og sosiale 
nettverkstjenester. Kapittelet har også gjort rede for overgangen fra tradisjonell regulering til 
styring basert på mer selv- og samreguleringsformer. Dette innebærer at private aktører på 
internett, slik som sosiale nettverkstjenestene i oppgavens analyse, nå besitter ansvaret for å 
beskytte mindreårige brukere fra potensielt skadelig innhold og bruk. Barn og unges 
bruksmønstre er ment å kunne tegne et bilde av akkurat hvilke utfordringer de sosiale 




3 Metodisk tilnærming 
Formålet med dette kapittelet er å redegjøre for metodiske valg som er blitt gjort for å svare 
på studiens problemstilling:  
  Hvordan håndterer sosiale nettverkstjenester risiko med hensyn til mindreårige?  
Den overordnede problemstillingen er videre operasjonalisert i følgende tre spørsmål: 
  1. Hvilke målsettinger etterstreber de sosiale nettverkstjenestene? 
  2. Hvordan karakteriserer sosiale nettverkstjenester risiko? 
  3. Hvilke virkemidler bruker de sosiale nettverkstjenestene for å begrense risiko? 
Oppgavens overordnede problemstilling og operasjonalisering har veiledet dets 
forskningsdesign. De metodiske valgene som er foretatt har til hensikt å belyse oppgavens 
problemstillinger på en best mulig måte innenfor oppgavens tematikk og de rammene og 
begrensningene en masteroppgave setter. 
  “Metoder er fremgangsmåter for å finne gode svar”, heter det (Østbye, Helland, 
Knapskog, Larsen, & Moe, Metodebok for mediefag, 2013, s. 15). Ulike metodiske 
fremgangsmåter kan belyse forskjellige aspekter ved et fenomen, og derfor er det relevant å 
overveie valgene som tas underveis og vurdere hvorvidt de er i stand til å svare på 
problemstillingen (Gentikow, 2005, s. 33). Denne oppgaven er basert på en rekke dokumenter 
fremlagt av de fem mest populære sosiale nettverkstjenestene blant norsk ungdom per 2014 
(Facebook, YouTube, Snapchat, Instagram og Skype) som angår tjenestenes selvregulerende 
organisering og praksis. Dokumentene er gjennomgått i persioden 10. august til 13. oktober 
2015. For å belyse problemstillingene gjør jeg i oppgaven en policy-evaluerende 
innholdsanalyse av dokumentene i den hensikt å kartlegge sentrale parametere i henhold til 
tjenestenes (mediepolitiske) målsettinger, risikosituasjon og virkemidler for begrense risiko 
og nå målsettingene. En policy-evaluerende innholdsanalyse av dokumenter er valgt fordi den 
er ansett som egnet til å avdekke hvilke atferdsnormer tjenestene streber etter og hvilket 
ansvar de forplikter seg til, samtidig som tilnærmingen kan gi indikatorer på mønstre og 
utviklinger innen selvreguleringspraksis (Tambini, Leonardi, & Marsden, 2008, ss. 50-51). 
Dessuten argumenterer Syvertsen for at den analytiske tilnærmingen gir foranledning til å 
kunne diskutere hvorvidt de uttrykte målsettingene korresponderer med virkemidlene 
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tjenestene bruker for minimalisere risiko (Syvertsen, 2004, ss. 52-53).  
  Oppgaven baserer seg på et kvalitativt forskningsdesign. Jeg finner en slik tilnærming 
godt egnet til å gå i dybden, avdekke flest mulig egenskaper og nyanser rundt fenomenet og 
dermed komme frem til en helhetlig forståelse av moderne risikohåndtering og 
selvregulerende praksis i sosiale nettverkstjenester. Det følgende kapittelet gjør grundigere 
rede for oppgavens valg av metodiske opplegg. 
3.1 Kvalitativt design 
Et forskningsdesign refererer til summen av metodevalg en foretar seg og kan defineres som 
et gjennomarbeidet opplegg for gjennomføringen av et forskningsprosjekt (Østbye, Helland, 
Knapskog, Larsen, & Moe, 2013, s. 265). På et overordnet plan er denne oppgaven altså 
basert på et kvalitativt forskningsopplegg, som grunnes i ønsket om å oppnå en bedre 
forståelse av selvregulering i sosiale nettverkstjenester. Kvalitetsbegrepet handler nettopp om 
karakteren eller egenskaper ved noe, og den kvalitative forskningens formål er nettopp å 
klargjøre fenomeners karakter eller egenskaper (Widerberg, 2001, s. 15). Ifølge Sigmund 
Grønmo kjennetegnes den kvalitative metoden av å være et fleskibelt forskningsopplegg som 
har som mål å gi svar på problemstillingene gjennom analytiske beskrivelser (Grønmo, 2010, 
s. 129). At beskrivelsene er analytiske innebærer at de blir systematisert i forhold til 
veldefinerte begreper, kategorier eller teorier. Fleksibilitet innebærer at det metodiske 
opplegget kan endres underveis i datainnsamlingen, slik at det kan tilpasses etterhvert som 
undersøkelsen pågår. Innledningsvis gjorde jeg rede for at den analytiske tilnærmingen i 
oppgaven er inspirert av en 5C/policy-evaluerende fremgangsmåte. Å undersøke hvordan 
sosiale nettverksteder håndterer risiko på sine tjenester er et komplekst fenomen som må 
forstås i kontekst. Samtidig som oppgaven har et avklart fokus der valg er gjort med tanke på 
tematikk og utvelging av dokumenter, krever oppgavens problemstillinger innsikt i mange 
innholdselementer og forhold.  Fordi tilnærmingene ikke har vært benyttet til å evaluere 
sosiale nettverkstjenester før, ser jeg det som nødvendig å basere oppgaven på nettopp 
fleksibilitet og analytiske beskrivelser. På denne måten kan jeg lete etter og analysere allerede 
definerte variabler som kom frem av 5C-tilnærmingen og konsepter kartlagt i oppgavens 
teorikapittel, samtidig som oppgaven er nødt til å være fleksibel for andre elementer som er 
viktige og interessante for å kunne svare på problemstillingene. Forskningsdesignet er med 
dette fleksibelt nok til å både kunne kategorisere, registrere og sortere data i dokumentene ut i 
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fra egne formaliserte opplegg og er åpen for alle slags relevante forhold og endringer 
underveis. Tilnærmingen er likeså eksplorerende (Gentikow, 2005, s. 39) etter ønske om å 
oppnå kunnskap en ikke (nødvendigvis) vet så mye om. På samme grunnlag er den kvalitative 
metodens styrke å studere fenomener som er utilgjengelige for andre metoder (Silverman, 
2011, s. 17; Østbye, Helland, Knapskog, Larsen, & Moe, 2013, s. 103). Oppgaven har ikke 
som mål å generere funn som er statistisk generaliserbare, men heller å kunne si noe om 
tendenser i sosiale nettverkstjenesters risikohåndteringsprosesser. Funnene kan med dette 
heller bidra til å utvikle nye teorier og hypoteser som senere kan utprøves i kvantitative 
opplegg.  
3.1.1 Om aktørene: utvalg og avgrensing 
I denne oppgaven har jeg valgt å fokusere på i fem sosiale nettverkstjenester, som er 
Facebook, YouTube, Snapchat, Instagram og Skype. De fem tjenestene er valgt ut ifra sin 
popularitet blant norsk ungdom og dermed sin signifikans i den norske ungdomskulturen. 
Tjenestene er myntet på den nye medieteknologien og dets egenskaper, og det er rimelig å 
anta at tjenestene påvirkes av både mulighetene og risikoen som følger av det. Ikke minst er 
tjenestene alle viktige aktører og pådrivere i et nytt og annerledes medielandskap samtidig 
som de opererer innenfor samme sektor og har forholdsvis like brukersegmenter. Likevel kom 
det frem av teorikapittelet enkelte forskjeller tjenestene imellom. Fremtredende er forskjellene 
I fokusmessig orienteering, hvorledes kommunikasjon foregår, hva slags medieerfaringer de 
tilrettelegger for, mengden tilstedeværelse og sosial representasjon. Dette kan i sin tur ha 
implikasjoner for strategier de har utarbeidet i henhold til risikohåndtering. Denne oppgaven 
baserer utvalget aktører på at interne forskjeller på tvers av de fem sosiale nettverkstjenestene 
rettferdiggjør å begrense seg til én type tjenester på internett fremfor å analysere andre slags 
tjenester i tillegg ( for eksempel ISP, digitale spill, strømmetjenester osv). Dette gir 
muligheter til å kunne gjøre en grundig analyse av de mest fremtredende tendensene i 
selvregulerende praksis, samtidig som en analyse av fem aktører også gir foranledning til å 
foreta komparative sammenligninger og dermed kunne presentere likheter og forskjeller. 
Likeså er valget av fem sosiale nettverkstjenester ment å hindre “drukningsproblemer”, da 
hver av tjenestene formidler risikohåndtering og andre forhold som er relevant for oppgaven i 
opptil flere ulike dokumenter (se Vedlegg 1: Oversikt over dokumenter). 
  Jeg anser dette utvalget som hensiktsmessig ettersom det finnes et enormt univers 
potensielle (og relevante) tjenester som følge av den digitale utviklingen, og det er en 
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utfordring i seg selv rettferdiggjøre andre enheter. Samtidig bortfaller muligheten til å kunne 
trekke veksler på komparative funn på tvers av tjenestekategorier, og få et enda bredere 
innblikk i selvregulering på internett som sådan.  
Oppgavens metodiske tilnærming setter temaene i dokumentene i sentrum, der målet er å 
redegjøre for hvordan tjenestene håndterer møtet mellom (for)brukerne og internett samt 
atferdsnormer de retter seg etter for å håndtere risiko. Ifølge Alvesson og Sköldberg går den 
kvalitative metoden gjerne ut i fra studiesubjektenes perspektiv (Alvesson & Sköldberg, 1994, 
s. 10). Derfor er det viktig å gjøre seg noen refleksjoner over studieobjektenes egenskaper. I 
det følgende vil jeg redegjøre for dokumentene som benyttes i analysen. 
3.1.2 Om dokumentene, kildekritikk og kontekstuelle vurderinger 
 Trine Syvertsen betegner dokumentanalyse som en systematisk analyse av skrevne eller 
audiovisuelle beretninger som ikke er produsert eller generert av forskeren selv (Syvertsen, 
1998, s. 5). Hun fremhever en rekke måter å kategorisere dokumenter på, som for denne 
oppgavens del kan inkludere skrevne, publiserte, offentlige, institusjonelle, utadrettede og 
samtidige dokumenter (Syvertsen, 1998, s. 7) som alle kan gå under fellesbetegnelsen 
offentlige dokumenter. Dokumentene som er benyttet i analysen er tekstbaserte, skrevet i 
norsk eller engelsk språk. Dokumentene har globalt nedslagsfelt (de samme reglene gjelder 
stort sett overalt uavhengig av hvor en befinner seg i verden), enn med noe språklige 
forskjeller. Mange av dokumentene har nokså lik utforming og innhold på tvers av tjenestene, 
men det er flere tilfeller på store forskjeller i mengde informasjon, presentasjon og 
fokusområder i dokumentene. Materialet er hentet fra de fem utvalgte sosiale 
nettverkstjenestenes egne nettsider og er valgt ut til analyse fordi de er vurdert å inneholde 
relevant informasjon om hvordan virksomhetene forholder seg til og håndterer risiko.  
Det må understrekes, i tråd med en kvalitativ tilnærming, at samplingen av aktører og dermed 
dokumenter er gjort målrettet fremfor gjennom tilfeldige utvalgsmetoder. Dette kalles gjerne 
strategisk utvelging, og innebærer at en på forhånd må vurdere hvilke kilder en tror gir mest 
informasjon (Østbye, Helland, Knapskog, Larsen, & Moe, 2013, s. 49). Utvalgsmetoden er 
imidlertid ikke problemfri, og en utfordring som oppstod i denne studien var at jeg måtte 
gjennomgå en stor mengde dokumenter for å fastslå relevans før jeg kunne påbegynne selve 
analysen. I denne oppgaven vektlegges kvalitet fremfor kvantitet, og derfor er ikke målet å 
generalisere gjennom et stort tallmateriale (representativ utvelging) men snarere å bli 
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tilstrekkelig “mettet” med informasjon om emnet slik at det gir en forståelse av fenomenets 
helhet i kontekst. 
Dokumentanalyse er særlig viktig når en søker informasjon om senderorganisasjonene innen 
mediepolitikk (Østbye, Helland, Knapskog, Larsen, & Hallvard, 2013, s. 263), slik oppgavens 
fem undersøkelsesobjekter som følge av økt selvregulering i mediene nå representerer. Av 
denne grunn har både kildekritikk og kontekstuelle vurderinger vært avgjørende 
kvalitetsmessige kriterer i oppgavens dokumentanalyse. For Grønmo er kildenes 
tilgjengelighet, relevans, autensitet og troverdighet viktige kildekritiske vurderinger, og 
tekstenes representativitet og mening i forhold til konteksten er viktige kontekstuelle 
vurderinger (Grønmo, 2010, s. 190). Denne oppgaven bygger som sådan både på 
dokumentenes faktiske budskap og dets opphavssituasjon i relasjon til budskapet. Dette 
medfører på den ene siden ønsket om å avdekke saksforhold om tjenestenes selvregulerende 
forhold i henhold til målsettinger, risikosituasjon og virkemidler, og på den annen side 
klargjøre dokumentenes hensikt og kontekstuelle status.  
  Dokumentene som oppgaven benytter ligger tilgjengelig og oppdaterte på tjenestenes 
egne hjemmesider på internett, noe som eliminerte utfordringer knyttet til tilgang på 
datamaterialet. Dokumentene er videre skrevet av selskapene selv eller representanter for 
selskapene – og representerer dermed selskapenes kollektive minne (Syvertsen, 1998, s. 5). At 
dokumentene hentes fra tjenestenes egne sider, bekrefter i stor grad dokumentenes autensitet. 
Dokumentene omhandler i all hovedsak forholdet mellom tjenesten og brukeren av tjenesten, 
og beskriver kort sagt hva tjenestene forventer seg av brukeren og motsatt. Dokumentene 
beskriver også hvilke atferdsnormer tjenestene retter seg etter og hvilket ansvar de selv påtar 
seg. Dokumentene som denne studien baserer seg på er altså først og fremst rettet mot 
forbrukerne og beskriver forholdet de to imellom, enten dette er i form av ulike typer 
kontrakter (dokumenter som angår vilkår, plikter og rettigheter) eller informasjon om 
forventede beslutninger med tanke på risiko og potensielt skadelig mediebruk (dokumenter 
som angår nettsamfunnenes standarder, retningslinjer osv) eller andre forhold. Alle kan lese 
dokumentene, men den intenderte målgruppen kan virke styrende for dokumentenes 
utforming (Syvertsen, 1998, s. 17). Syvertsen advarer imidlertid om at selv om dokumentene 
kan gi viktige innblikk i regler, rutiner og måloppnåelse, kan de først og fremst være viktige 
kilder til selvpresentasjon (Syvertsen, 1998, s. 16) all den tid dokumentene også kan brukes til 
å framstille seg i et positivt lys overfor andre. Oppgaven hviler seg av denne grunn dermed 
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tungt på at analysen av dokumentene skjer på de fem tjenestenes egne premisser, noe som 
krever at jeg som forsker gjennomgår, velger ut og fortolker tekstene med et kritisk blikk. 
En annen utfordring med analyse av slike dokumenter kan være at de kun forholder seg til 
tjenestenes beskrivelser, holdninger og argumenter som kommer frem eksplisitt. Derfor vil 
det for oppgaven nødvendigvis ikke først og fremst være interessant hvorvidt en 
selvframstilling er “sann” eller ikke, men hvilke verdier virksomhetene knytter seg opp mot i 
slike framstillinger, hvordan de legitimerer sine privilegier og hvilke mål de hevder at de 
søker å oppfylle (Syvertsen, 1998, s. 16). Dessuten må det understrekes at det å undersøke 
tjenestene på egne premisser kan gi gode beskrivelser av deres helhetlige policy, og kan 
illustrere nærheten mellom mål og midler (Syvertsen, 2004, s. 53). Imidlertid vil dette gjøre 
oppgavens analysetilnærming ute av stand til å kunne stadfeste risikohåndteringens 
effektivitet og bærekraftighet. Det må også nevnes at tjenestene sannsynligvis også har en 
rekke interne rutiner angående risikohåndtering som av diverse grunner er hemmeligholdt og 
dermed ikke er tilgjengelig for analytisk granskning.  
Dokumentanalyse har flere fordeler. I et forskningsperspektiv er offentlige dokumenter 
produsert under “naturlige” forhold i betydningen at dette er data som ikke er 
forskningsgenerert. Dokumenter har ifølge Syvertsen den fordel at man kan se bort fra 
fenomener som intervju- og observasjonseffekter, som betyr at forskeren ikke selv påvirker 
det materialet som samles inn (Syvertsen, 1998, s. 8). Tekstene endres ikke som følge av 
analyse (Grønmo, 2010, s. 192), noe som også er tilfellet i denne studien. Det er også rimelig 
å anta at dokumentene oppgaven analyserer er utarbeidet med omtrent samme formål og 
benytter stort sette samme begrepssett og konsepter. Dette kan i sin tur gi analysen 
sammenligningsgrunnlag til å finne mønstre og karakteristikker på tvers av tjenestene. Egne 
perspektiver kan imidlertid være avgjørende, da forsker gjerne kan påvirke utvelging og 
fortolkning av tekstene. Grønmo mener dette kan innebære at relevante tekster eller data står i 
fare for å bli oversett, eller at tolkningsmuligheter ikke blir oppdaget fordi de er på utsiden av 
forskerens perspektiver (Grønmo, 2010, s. 192). 
  Syvertsen sier dokumentanalyser ofte er en uryddig og lite kronologisk prosess som 
lett kan preges av kaos (Syvertsen, 1998, s. 25). I denne studien har det vært en utfordring at 
forskningsstadiene gjerne går over i hverandre, at ideer som til å begynne med virket 
formålstjenlige ble dårligere etterhvert som dokumentene ble gjennomgått, begreper og 
kategorier som jeg i utgangspunktet baserte analysen på virket å ikke være tilstrekkelig gode 
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nok og store deler av datamaterialet som ble samlet inn viste seg å ikke kunne brukes for å 
svare på problemstillingene. 
3.1.3 Innholdsanalyse av dokumenter 
Sigmund Grønmo skriver i boken Samfunnsvitenskapelige metoder at kvalitativ 
innholdsanalyse bygger på systematisk gjennomgang av dokumenter med sikte på 
kategorisering av innholdet og registrering av data som er relevante for problemstillingen 
(Grønmo, 2010, s. 187). Mesteparten av arbeidet i analysen dreier seg om innsamling, 
utvelging og gjennomgang av relevante dokumenter, og gjennom kritisk gjennomlesning 
velge ut den mest relevante informasjonen i henhold til problemstillingen. For å være i stand 
til å tolke og analysere dokumentene på en så systematisk måte som mulig har jeg gjennom 
prosessen identifisert sentrale elementer i tjenestenes selvregulerende praksis og utarbeidet 
analyseskjemaer med standardiserte kategorier for analyse. Kategoriene ble til dels utformet 
ut fra oppgavens problemstillinger og teoretiske grunnlag og til dels utarbeidet med 
utgangspunkt i dokumentene selv. For at dette skulle være mulig, ble innholdsanalysen gjort 
gjennom flere steg med forskjellig fokus. Oppgavens analyse var derfor en meget 
tidskrevende prosess. Analysen er inspirert av Grønmos betraktninger rundt analyse av 
kvalitative data. Grønmo peker på at datainnsamling i kvalitative innholdsanalyser foregår 
parallelt med dataanalysen. Data blir vanligvis analysert etter hvert som de samles inn 
(Grønmo, 2010, s. 245), og en kan si at metodens mangel på regler gjør prosessen refleksiv 
(Gentikow, 2005, s. 54). Datainnsamlingen og analysen i oppgaven er resultat av flere 
gjennomlesninger og koding, men kan oppsummeres i en trestegs analyse med forskjellige 
formål til de ulike fasene. I første steg leste jeg gjennom dokumentene i den hensikt å danne 
et helhetsinntrykk av hva som kunne være formålstjenlig å kategorisere i henhold til de tre 
operasjonaliserte problemstillingene (mål, risiko, virkemidler) og variablene i 5C-
tilnærmingen. Dette dannet grunnlaget for enkle kodeskjemaer som kunne kategorisere 
sentrale innholdselementer, noe Grønmo kaller åpen koding (Grønmo, 2010, s. 247). Tidlig 
koding av en rekke begreper og konsepter skaper et mer forenklet datamateriale, og 
abstraksjonsnivået kunne heves etterhvert. Etter flere gjennomganger og refleksjon av 
tekstene, kunne innsikten lettere øke forståelsen av materialet som helhet og krevde samtidig 
mer systematikk. Det første steget hjelper med å forenkle et stort og omfattende materiale og 
har gjort den videre analysen mer overkommelig.  
  I andre steg kunne jeg gå dypere inn på de enkelte problemstillingene og studere 
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viktige kategorier og konsepter mer nøye. Dokumentene ble i dette steget gjennomgått med 
utgangspunkt i et relativt utviklet begreps- og kategoriapparat sammenlignet med analysens 
startfase, men med fortsatt mulighet for å kode andre og nye komponenter. Samtidig var dette 
steget også preget av erstatting og supplering av kategorier og begreper som kom frem 
tidligere i prosessen. Dette har sin fordel i at det kan føre frem til mer relevante svar, og førte 
også til utarbeidelsen av et mer komplett analyseskjema (Vedlegg 2). På denne måten har den 
kvalitative metodens fleksibilitet vist seg hensiktsmessig, ettersom analyseskjemaet både 
reflekterer problemstillingen og kategorier som gjenspeiler dokumentene på tjenestenes egne 
premisser.  
  Ut i fra oppgavens overordnede problemstilling ønsker jeg å tydeliggjøre 
sammenhengen mellom tjenestenes mål, risiko og virkemidler i de fem tjenestenes 
selvregulerende virke. Det er bare på denne måten jeg kan drøfte hvorvidt målene 
korresponderer med virkemidlene, og hvordan risikosituasjonen påvirker rammebetingelsene 
for den selvregulerende praksisen og organiseringen i sin helhet. Det er i denne prosessen 
viktig å være klar over at når utsnitt av tekster trekkes ut og sammenlignes så blir de tatt ut av 
sin opprinnelige kontekst, og det er derfor viktig å sette det inn i den sammenhengen teksten i 
utgangspunktet var en del av (Thagaard, 1998, s. 153). Det tredje analysesteget åpnet for å 
bruke den opparbeidede og systematiske kunnskapen om mål, risiko og virkemidler og knytte 
disse sammen og dermed få en mer helhetlig forståelse av tjenestenes risikohåndtering. På 
denne måten kunne jeg avdekke generelle og fremtredende karakteristikker i datamaterialet, 
som innebærer forståelse av empirien på tvers av aktørene, dokumentene og de tre 
underordnede problemstillingene. Det siste analysesteget kommer først og fremst til uttrykk i 
oppgavens overgripende diskusjon og konklusjon (Kapittel 7).  
3.2 Kvalitetsmessige betraktninger 
Jeg har allerede vært inne på at kvalitetsmessige spørsmål rundt dokumenter går mye på 
kildekritikk og kontekstuelle vurderinger. Her skal jeg gjøre rede for oppgavens 
kvalitetsmessige betraktninger i lys av begreper som reliabilitet, validitet, og 
generaliserbarhet. Spørsmål rundt kvalitetsmessige mål i forskning som validitet, reliabilitet 
og generaliserbarhet er omstridte i forbindelse med kvalitative metoder (Gentikow, 2005, s. 
56). Opprinnelig er de tilknyttet kvantitative metodeopplegg, og lar seg ikke uten videre 
overføre til kvalitative studier. I denne oppgaven vil jeg bruke de samme begrepene under det 
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premisset at de kan rekonseptualiseres (Kvale & Brinkmann, 2009, s. 245; Gentikow, 2005, s. 
57) og dermed ha forskjellig innhold og betydning i kvalitative og kvantitative studier 
(Østbye, Helland, Knapskog, Larsen, & Moe, 2013, s. 25). Utgangspunktet er videre at 
kvalitative metoder kan oppnå gyldig og troverdig kunnskap fordi de har potensial til å 
produsere kunnskap der andre metoder sannsynligvis kommer til kort. Oppgavens kvalitative 
opplegg er designet ut i fra dets evne til å gå i dybden og gi et rikt og helhetlig bilde av 
fenomenet som studeres. Metodens eksplorerende og fleksible natur må anses som 
kvalitetsmessige kriterier ettersom denne tilnærmingen sannsynligvis har kommet frem til 
ellers vanskelig tilgjengelig kunnskap.  
Relibilitet har med forskningsresultatenes konsistens og troverdighet å gjøre (Kvale & 
Brinkmann, 2010, s. 250). En må kunne stole på både datamaterialet og resultatene som 
fremkommer i analysen, det skal ikke forekomme feil i målingen eller undersøkelsen, den må 
ende opp i holdbare konklusjoner og ikke preges av vilkårlige valg eller subjektive meninger 
eller holdninger hos forskeren. En kan til en viss grad måle reliabiliteten gjennom å teste 
intrasubjektiviteten ved at samme forsker undersøker samme fenomen flere ganger, eller mer 
ideelt, at forskjellige forskere utfører samme undersøkelse. Jeg har etter beste evne forsøkt å 
ivareta reliabiliteten ved å ha gjennomgått dokumentene en rekke ganger for å velge ut det 
som er mest relevant i henhold til problemstillingen. Det er ifølge Gentikow opp til dette 
punktet reliabilitetskravet gjelder for kvalitativ forskning (Gentikow, 2005, s. 58). 
Utfordringen ligger mest i de kvalitative studienes etterprøvbarhet, ettersom reliabilitet ofte er 
knyttet til spørsmålet om hvorvidt funnene er reproduserbare i en annen tid og av andre 
forskere. Et slikt krav kan vanskelig oppfylles (Gentikow, 2005, s. 58), og dette gjelder også i 
min undersøkelse. Min måte å forsøke å oppnå mest mulig gyldig og troverdig kunnskap på er 
at jeg har prøvd å ha et bevisst forhold til egne prosedyrer og fremgangsmåter i 
datainnsamlingen, analysen og tolkningen av materialet, og etter beste evne formulert dette i 
for eksempel analyseskjemaer (Vedlegg 2). Robert K. Yin Sier at målet med reliabilitet er å 
“minimalisere feil og bias i en studie” og at en måte å sikre reliabiliteten på er “å ta så mange 
operasjonelle steg som mulig” (Yin, 2008, s. 49). Jeg har forsøkt å vise min tankegang i 
undersøkelsen ved å redegjøre for mine metodiske valg og tydeliggjøre funnene som er 
ervervet gjennom innholdsanalysen. Når det kommer til studiens etterprøvbarhet erkjenner jeg 
at min rolle som forsker spiller er helt sentral og toneangivende i både innsamlings- og 
fortolkningsprosessen til at den nøyaktig samme kunnskapen kan produseres på nytt, noe som 
er lite fordelaktig med tanke på studiens kvalitet. 
43 
 
Validitet kan ikke oppnås dersom ikke også reliabilitet kan konstateres (Gentikow, 2005, s. 
59). Validitetsbegrepet har i samfunnsvitenskapen dreid seg om hvorvidt metoden undersøker 
det den faktisk skal undersøke, og i hvilken grad observasjonene faktisk reflekterer over de 
fenomener og variabler som er av interesse. Med en slik åpen betraktning av validitet kan 
kvalitativ forskning lede til valid kunnskap (Kvale & Brinkmann, 2009, s. 246). Metoden i 
min undersøkelse er valgt av nettopp denne grunnen. Mitt mål i oppgaven er å finne ut 
hvordan sosiale nettverkstjenester på internett håndterer risiko gjennom å se på policy-
dokumenter for å kunne kartlegge karakteristikker av risiko, tiltak og normative mål. 
Dokumentene går på brukernes forhold til tjenestene, og beskriver beslutningsprosesser og 
beslutningsgrunnlag i henhold til potensielt skadelig innhold og medieerfaringer. Arbeidet 
dreier seg om å vurdere i hvilken grad observasjonene faktisk reflekterer fenomenet jeg 
studerer og hvorvidt de kan knyttes til problemstillingene. Gjennom fasene i 
datainnsamlingen og analysen har jeg kunnet se de analytiske funnene mot rådataen som kom 
frem under koding, slik at jeg hele tiden kunne se om disse reflekterte oppgavens 
fokusområder. Fasene gav etterhvert mer og mer treffende kategorier og begreper, og dermed 
mer og mer relevante funn som kunne føre til sammenligninger og tolkninger på tvers av 
materialet og knyttes til problemstillingene. Den kvalitative metodens fleksibilitet og 
refleksivitet dannet en slags kjede av stadig mer gyldige funn etterhvert i prosessen, og 
indikerer hvorvidt dataen støtter opp under fenomenet jeg undersøkte og til slutt 
konklusjonene jeg kunne gjøre. Validitetsbegrepet i min oppgave refererer dermed til den 
fortolkende fremgangsmåten som karakteriserer kvalitativ metode (Gentikow, 2005, s. 59). 
Siden oppgaven baserer seg på subjektiv fortolkning og et målrettet og relativt begrenset 
datamateriale er heller ikke generalisering lett overførbart slik begrepet brukes i kvantitative 
studier. I kvantitativ forskning er generaliserbarhet fra et utvalg til en større gruppe knyttet til 
to forhold, som er antallet enheter og fremgangsmåten for å finne hvem som skal være med i 
utvalget (Østbye, Helland, Knapskog, Larsen, & Moe, 2013, s. 29). For at et 
generaliseringsbegrep skal være aktuelt i denne undersøkelsen, er begrepet nødt til å 
rekonseptualiseres. Gentikow skriver om generalisering i kvalitative studier som en  vurdering 
av hvorvidt et funn i én studie kan overføres til en annen situasjon. (Gentikow, 2005, s. 61). 
Hun knytter dette til begrepet overførbarhet¸ et begrep Tove Thagaard benytter, som 
innebærer “en referanse til om tolkninger som er basert på en enkelt undersøkelse også kan 
gjelde i andre sammenhenger” (Thagaard, 1998, s. 20). Med slike rekonseptualiseringer til 
grunn kan dermed oppgaven si noe om risikohåndtering på internett mer generelt eller noe om 
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samfunnsmessig utvikling på reguleringsfeltet. Selv om oppgaven fokuserer på et lite utvalg 
sosiale nettverkstjenester, kan det være grunnlag for at analysen kan avdekke mer generell 
innsikt rundt selvregulering i sosiale nettverkstjenester og nettindustrien mer generelt. 
Facebook, YouTube, Snapchat, Instagram og Skype er alle blant de fremste globale aktørene 
på internett. Tjenestene kan av denne grunn anses som foregangstjenester i sektoren de 
opererer i, inkludert utforming av policy og organisering av risikohåndteringspraksis. Kvale 
og Brinkmann mener at søken etter universelle funn i kvalitative metoder kan erstattes av et 
fokus på funnenes heterogenitet og kontekstualitet, altså et skifte fra generalisering til 
kontekstualisering (Kvale & Brinkmann, 2009, s. 261). Siden det opprinnelige målet med 
analysen er å finne relevant informasjon og forenkle data ut i fra dokumentene, altså tas ut av 
sin opprinnelige kontekst, er det først og fremst meningen å sette det tilbake i sammenheng. 
Likevel kan det være interessant å se muligheten i å overføre funnene til andre, lignende 
kontekster.  
3.3 Oppsummering 
Jeg har i dette kapittelet redgjort for de metodiske valgene som ligger til grunn for oppgaven. 
Dette innebærer en redegjørelse av studiens forskningsdesign, begrunnelser for utvalg og 
begrensninger av aktører og dokumenter, hvordan det empiriske materialet har blitt samlet 
inn, fremgangsmåten i innholdsanalysen samt kvalitetsmessige betraktninger. De følgende tre 











4 Normative målsettinger 
Dette kapittlet innleder oppgavens analyse som del av en helhet som tar sikte på å svare på 
oppgavens overordnede problemstilling: 
  ”Hvordan håndterer sosiale nettverksteder risiko med tanke på mindreårige?” 
For å svare på den overordnede problemstillingen, er analysen tredelt i henhold til oppgavens 
operasjonalisering: normative mål (kapittel 4), karakteristikk av risiko (kapittel 5) og 
regulering av risiko (kapittel 6). Dernest følger et diskusjons- og konklusjonskapittel som 
drøfter funnene opp i mot teori og implikasjoner (kapittel 7). Strukturen i analysen har 
følgende logikk: for å undersøke hvordan sosiale nettverksteder håndterer risiko på sine 
tjenester, vil jeg tydeliggjøre sammenhengen mellom mål, risiko og tiltak. Derfor vil jeg først 
finne ut hvilke mål tjenestene etterstreber og hva slags avveininger som gjøres med tanke på 
mindreåriges rettigheter. Neste kapittel utforsker hvilke risikoer de sosiale nettverkstjenestene 
identifiserer og hva slags karakteristikker de tillempes. Dernest vil jeg finne ut hvilke industri-
drevne virkemidler tjenestene tar i bruk for å forebygge og begrense risiko. Tilslutt ønsker jeg 
å dra ut de mest fremtredende elemenetene fra analysekapitlene og drøfte de i sin helhet opp i 
mot oppgavens overordnede problemstilling. Derfor vil jeg i dette kapittelet presentere, som 
overskriften påpeker, studiens første operasjonaliserte problemstilling: 
  ”Hvilke målsettinger etterstreber de sosiale nettverkstjenestene?” 
For å undersøke hvordan de utvalgte sosiale nettverkstjenestene håndterer risiko vil jeg først 
ta for meg hvilket verdigrunnlag tjenestene regulerer etter. På denne måten kan jeg bruke 
funnene i analysen til å trekke veksler på hva som er regnet å være et “godt” nettsamfunn. 
Dette gjøres på et overordnet nivå, og tar sikte på å redegjøre for forholdet mellom tjeneste og 
bruker med ansvarsdelegeringen som følger av det, identifisere mål, hva inngrep og 
restriskjoner på innhold og bruk av tjenestene begrunnes i, og hvilke avveininger som må 
gjøres i henhold til å oppfylle forskjellige interesser. De normative målene betraktes som 
viktige fordi tjenestenes overordnede mål er vurdert å være en del av en helhetlig strategi og 
en del av institusjonelle forhold blant tjenestene, og gir derfor kontekstuelle utgangspunkt for 
videre drøfting. Analysen viser at tjenestene er nødt til å foreta avveininger mellom ulike 
interesser. I tillegg viser analysen at barndomsargumentet er tilstedeværende og angivelig 
vektangivende i tjenestenes vurdering av risiko og prioritering i arbeidet med å håndtere den. 
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4.1 Forholdet tjeneste-bruker 
Selvregulering og såkalt “myk” regulering innebærer at aktører i nettindustrien retter seg etter 
visse normative målsettinger. Før jeg gjør rede for disse standpunktene ønsker jeg først å 
klargjøre dokumentenes hensikt i henhold til konteksten. Dokumentene styrer tjenestenes 
forhold til sine brukere gjennom forskjellige atferdsnormer, og det er i denne 
kommunikasjonen tjenestenes mål, atferdsnormer og ansvar fremgår. Dekapittelet vil gjøre 
rede for dokumentenes opphavssituasjon i henhold til budskapet, og inkluderer hvordan 
tjenestene formidler viktige forhold overfor sine brukere, hvilket ansvar tjenestene påtar seg å 
gjøre og hva tjenestene forventer av brukere. Ansvar og tillit står dermed frem som sentrale 
begreper i dette forholdet. Forholdet tjeneste-bruker kommer frem gjennom primært tre typer 
dokumenter, som er vilkår, retningslinjer og retningslinjer for personvern. Dokumenter som 
angår vilkår og retningslinjer ligger oppgaven nærmest å gjøre rede for. 
For førstnevnte bruker tjenestene uttrykk som “vilkår”, “betingelser for bruk”, “plikter og 
rettigheter” og “tjenesteavtale”. Dokumentene representerer brukerens juridiske kontrakt med 
de respektive tjenestene, og er de viktigste dokumentene som styrer forholdet de imellom. 
Generelt beskriver disse dokumentene regler enhver bruker forplikter seg til å overholde og 
hvilke fullmakter de overgir tjenestene. Vilkårene krever samtykke før en kan bruke 
tjenestene, som betyr at anledningen vilkårene formidles til brukere i er før bruk av tjenesten, 
som regel ved registrering. Dokumentene finnes imidlertid også offentlig tilgjengelig til 
enhver tid på tjenestenes nettsider. Vilkårene inneholder ulike normative forbehold, der saker 
som sikkerhet, krav til bruker, brukeransvar, tjenestenes ansvar og fraskrivelse av ansvar, 
personvern,  rettigheter knyttet til eget og andres innhold samt definsjoner og avklaringer er 
fremtredende blant alle tjenestene. For denne oppgaven er det punktene om sikkerhet, 
brukerkrav- og ansvar samt tjenestenes eget ansvar som er mest relevant. Punktene som angår 
sikkerhet i vilkårene er som regel klare og tydelige formuleringer på innhold og atferd som 
ikke er tillatt, altså forpliktelser som brukeren må avstå fra å gjøre. Dette fremkommer som 
regel i listepunkter i formatet “du skal ikke…”. Et eksempel på dette kan finnes i Microsofts’ 
tjenesteavtale (Skype), som oppgir “du skal ikke bruke tjenesten til å dele upassende innhold, 
for eksempel nakenhet, brutalitet, pornografi, eksplisitt vold eller kriminell aktivitet”.  Videre 
inneholder vilkårene enkelte minstekrav til brukeren, der det vanligste blant tjenestene er 
alder. Dette kommer frem hos alle tjenestene. Det finnes imidlertid visse enkeltstående 
tilfeller til krav, der eksempelvis Facebook skriver at dømte seksualforbrytere ikke skal få 
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bruke tjenesten. I tilfellet Snapchat oppgir de som eneste tjeneste at brukere i alderen 13-17 år 
som registrerer seg samtykker i at foreldre eller verger har gått gjennom og akseptert 
tjenestens vilkår. For alle tjenestene kommer det klart frem hvilket ansvar tjenestene har ved 
brudd på vilkårene, og beskriver hvordan de håndhever reglene gjennom prosedyrer for 
handling og sanksjoner. Dette indikerer hvorledes ansvar distribueres mellom tjeneste og 
bruker i de sosiale nettverkstjenestene i analysen.  
  En annnen observasjon er at flere av tjenestene oppgir at vilkårene kan bli endret, noe 
som medfører at brukerne på nytt må akseptere vilkårene. Snapchat skriver for eksempel at 
“[…] reglene vil endre og utvikle seg sammen med brukerfellesskapet” (egen oversettelse) og 
YouTube oppgir at de “[…] forbeholder seg retten til å foreta endringer i Vilkårene fra tid til 
annen, for eksempel for å reflektere endringer i loven, regulatoriske endringer eller endringer i 
funksjonaliteten som tilbys gjennom Tjenesten”. Selv om formuleringene er generelle, kan 
dette demonstrere selvreguleringens fleksible natur. På denne måten kan brukere velge om de 
fortsatt ønsker å bruke tjenesten, slik de ved første gangs registrering kunne velge å samtykke 
eller ikke samtykke og dermed få lov eller ikke få lov til å bruke tjenestene, helt i tråd med 
forbrukerrettigheter.  
Generelt er formålet med tjenestenes retningslinjer eller standarder å hjelpe brukere med å 
forstå hva slags innhold og atferd som er tillatt og ikke eller hva tjenestene forventer av 
brukeren og motsatt. Henholdsvis Facebook og YouTube skriver at formålet med sine 
retningslinjer er: 
”[…] å hjelpe med å forstå hvilke typer deling som er tillatt på Facebook, og hvilke typer innhold  som 
kan bli rapportert og fjernet” (Facebook, nettsamfunnets standarder). 
”[…] fornuftige regler som hjelper deg med å unngå problemer. Ta dem på alvor, og følg dem. Ikke se  
etter smutthull eller sett advokaten din på saken for å omgå retningslinjene. Alt vi ber om, er at du setter 
deg inn i dem og forsøker å respektere tanken som ligger bak” (YouTube, Retningslinjer for brukere). 
Dokumentene beskriver generelt prinsipper, prosedyrer og praksis tjenestene etterfølger for å 
realisere ønskede målsettinger. Retningslinjene er derfor viktige dokumenter for å klargjøre 
hvilket ansvar tjenestene påtar seg og hvilke prosedyrer de retter seg etter for å håndheve 
ansvaret. Dette fremkommer først og fremst som oppfølging av brudd på retningslinjene eller 
vilkårene, for eksempel i form av å fjerne innhold, sanksjonere brukere gjennom sperring av 
hele eller deler av tjenestene eller deaktivere brukerkonto for vedkommende. Det mest 
fremtredende i dokumentene er likevel lister, kategoriseringer eller andre beskrivelser av 
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ulovlig eller uønsket innhold og bruk av tjenestene, som går mer eller mindre detaljert inn på 
spesifikke risikoer og risikoklassifiseringer som bryter med retningslinjene. Retningslinjene 
blant tjenestene bærer i de fleste tilfeller preg av å beskrive grenseoverskridninger for 
akseptabel bruk – med andre ord risikoenes ytterpunkter - og kan dermed mer presist kunne 
beskrives som sådan. Et vilkårlig eksempel på dette er Instagrams beskrivelse av nakenhet: 
“[...] av en rekke grunner tillater vi ikke nakenhet på Instagram. Dette omfatter bilder, videoer og en del  
digitalt opprettet innhold som viser seksuell omgang, kjønnsorganer og nærbilder av helt nakne 
rumpeballer [...] men bilder av arr etter mastektomi og ammende kvinner er tillatt”.  
Dokumentene er på denne måten også rettledende overfor brukeren om hva som er tillatt og 
ikke tillatt bruk, og ved å formidle risikoene i form av ytterpunkter eller overskridninger 
definerer tjenestene “rammer” som brukerne må forholde seg til. I sin tur kan dette gi brukere 
et tydelig forventningsgrunnlag for beslutninger. I tilfellet Instagrams beskrivelse av nakenhet 
illustreres det også med konkrete eksempler som gjør det lett for brukeren å forstå akkurat hva 
en kan legge ut innenfor kategorien “nakenhet”. Derfor er kommunikasjonen mellom tjeneste 
og bruker viktig, og kan i tråd med Livingstone være avgjørende for brukerens mulighet til å 
registrere seg i de tjenester som etter eget forgodbefinnende best balanserer muligheter og 
risiko (Livingstone, 2011, s. 9). Åpne, reliable og transparente prosesser er noe tjenestene 
ifølge seg selv etterstreber. For eksempel Facebook og Microsoft (Skype) er blant tjenestene 
som direkte støtter opp under dette:  
“Facebook skal gjøre informasjon om tjenestens formål, planer, retningslinjer og drift offentlig  
tilgjengelig. Facebook skal ha en prosess bestående av kunngjøring og kommentarer for å fremme 
åpenhet rundt, og oppfordre til kommentarer på, våre forslag til endring av disse prinsippene eller 
pliktene og rettighetene” (Facebook). 
“Vi bruker et lettfattelig språk slik at vilkårene for bruk og Microsofts personvernerklæring skal være 
enklere å forstå. Vi […] fjerner overflødig tekst og forenkler informasjonsstrukturen, men vi gir deg 
fortsatt tjenestespesifikke opplysninger, slik at du kan ta gjennomtenkte valg om hvordan du vil bruke 
tjenestene” (Microsoft). 
4.1.1 Kort om distribuert ansvar 
Som det har kommet frem i kapittelet hittil, legger tjenestene opp til et distribuert ansvar 
mellom tjeneste og bruker. Dette er en viktig del av forholdet mellom tjeneste og bruker. Som 
vi har sett stiller tjenestene gjennom vilkår, retningslinjer og andre dokumenter på den ene 
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siden en rekke krav til brukeren og til hva brukeren skal avstå fra å gjøre på tjenestene. På den 
andre siden formidler tjenestene et egetansvar om å følge opp og håndheve atferdsnormene 
som kommer frem i de samme dokumentene. Denne ansvarstodelingen kan videre 
understøttes av å se på semiotikken ved gjennomlesing av dokumentene. Her finner en 
eksempelvis gjennomgående bruk av uttrykk som “[…] vi er alle en viktig del av dette 
samfunnet”, “[…] sikkerhet krever en samordnet innsats av alle”, “ansvarlighetskultur” eller 
“vår del – din del”. Dette er en første, og muligens den mest overordnede, indikasjonen på 
dokumentenes budskap for å styre hvorledes de sosiale nettverkstjenestene “takler” ansvar 
som følge av selvregulering. Ansvarsdimensjonen er derfor sentral i dette forholdet, og begge 
partene er sentrale i arbeidet med å oppnå de normative målsettingene som presenteres og 
drøftes i kommende delkapittel. 
4.2 Fremstilling av målene 
I dette delkapittelet vil jeg gjøre rede for tjenestenes overordnede normative idealer og 
målsettinger. Idealene antas å ligge bak og legitimere tiltak som settes inn for å regulere risiko 
som truer målene, og derfor er denne redegjørelsen viktig for oppgaven. Analysen viser at 
dette på den ene siden dreier seg om verdier tjenestene retter seg etter for å være 
mulighetsrike nettsamfunn, og på den annen side verdier knyttet til brukernes sikkerhet og 
vel. Som forventet innebærer dette en avveining mellom interesser. I analysen skiller jeg de to 
sidene ved å tilnevne de som positive hensyn og negative hensyn, der førstnevnte innebærer 
tjenestenes muligheter og sistnevnte innebærer begrensninger i disse mulighetene.  
Tjenestene konstituerer sine ideelle standpunkter overfor brukere og offentligheten i en rekke 
dokumenter med forskjellige formål. Idealene som fremkommer i analysen er brede og 
prinsipielle mål, men først og fremst fremstilt som kommunikative muligheter eller potensial. 
Tjenestenes beskrivelser av positive hensyn understøtter de mange optimistiske forestillinger 
som finnes ved bruk av internett. En første observasjon viser at dette hensynet preges av 
argumentasjon for tjenestenes muligheter for global kommunikasjon med potensial til å binde 
verden sammen. For eksempel bruker tjenestene uttrykk som “[…] med Skype kan hele 
verden kommunisere”, “[…] YouTube er et forum hvor folk over hele verden kan dele 
informasjon, kommunisere med og inspirere hverandre” eller “[…] gi folk muligheten til å 
dele informasjon og gjøre verden mer åpen og tilgjengelig”. En naturlig konsekvens av at 
tjenestene representerer plattformer med global utstrekning og signifikans uttrykkes først og 
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fremst gjennom mangfoldet i brukermassen som følger av det. Internettets egenskap som 
global kommunikasjon, slik teoretikere som Ess fremhever, blir derfor først og fremst 
tillempet en positiv verdi. For eksempel Facebook omtaler mangfold som et mål i seg selv. I 
Facebooks prinsipper står det oppført i prinsipp #10 at ” […] tjenesten skal overgå 
geografiske og nasjonale grenser og være tilgjengelig for alle personer i hele verden”. I 
tilfellet med Facebooks prinsipper er disse utarbeidet som et grunnlag for brukerens plikter 
og rettigheter og etter målet om å gjøre verden nettopp til ”et mer åpent og oversiktlig sted” 
og ”[…] skape større forståelse og mer kommunikasjon”. I tilfellet Facebook formulerer 
tjensten totalt ti prinsipper som ligner på demokratiske grunnsetninger slik vestlige 
velferdsstater kjenner dem. Dette inkluderer eksempelvis frihet til å dele og kommunisere 
(prinsipp #1), fri flyt av informasjon (prinsipp #3), grunnleggende likhet (prinsipp #4) og 
gjennomskuelige prosesser (prinsipp #9). Det heter at prinsippene kun lar seg begrense av 
lovgiving, teknologi og utviklingen av sosiale normer, som betyr at Facebook gjør 
avveininger mellom ytringer og andre interesser. 
I tillegg tillemper tjenestene seg selv egenskaper som knyttes til en rekke kollektive 
fellesinteresser og individuelle muligheter. Skype fremhever eksempelvis kollektive 
muligheter som “samarbeid på et nytt nivå” eller “samle familie og venner på ett sted for å 
dele siste nytt”. Videre kan det også observeres et fokus på mer individuelle muligheter (som 
også demonstrerer behovet for å avveie interesser, se neste avsnitt):  
”[…] accommodate the broadest range of self expression, while giving Snapchatters a safe and  
enjoyable experience” (Snapchat, Community Guidelines). 
“[…] Instagram skal være et trygt og sikkert sted å få inspirasjon og uttrykke seg” (Instagram,  
Retningslinjer for nettsamfunnet). 
“Våre standarder har som mål å finne en middelvei som gir folk muligheten til å uttrykke seg, samtidig  
som vi fremmer et trygt sted der alle føler seg velkommen” (Facebook, Nettsamfunnets standarder). 
Mer generelt bruker tjenestene begreper som promoterer visse verdier for å skape ønsket 
sfære, og refererer til et heterogent sett muligheter slik som å “oppdage”, “få inspirasjon”, 
“skape”, “være kreativ”, “dele” eller “uttrykke seg”. Dette kan tyde på at tjenestene ønsker å 
få frem den nye generasjonen mediebruk i sin omtale av positive hensyn. På denne måten 
knytter tjenestene også kommunikasjonens egenskaper til noe positivt både for sender og 
mottaker av informasjon. Mulighetene korresponderer likeså godt overens med de 
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optimistiske forestillingene ved bruk av internett og sosiale medier som ble gjort rede for i 
teorien, der tjenestene generelt fremhever at tilstedeværelse på sine tjenester har en positiv 
verdi for brukeren ved kunne tilby  muligheter som er direkte myntet på karakteristikker ved 
web 2.0, sosiale medier og deltakerkultur. Samlet sett er fremstillingene mer eller mindre 
betinget flere av egenskapene ved nettbasert kommunikasjon i sosiale nettverkstjenester, og 
knyttes opp til mangfoldige muligheter blant tjenestene. I tråd med et nytt og stadig skiftende 
medielandskap, finnes det også eksempler på at tjenestene fremstiller seg som nyskapende og 
innovative. I tilfellet Google (YouTube) kobles dette aspektet med ansvar:  
“Vi hos Google jobber med ideer og produkter som ofte tøyer grensene for eksisterende teknologi. 
Siden vi er et selskap som tar ansvar, legger vi stor vekt på at innovasjon skal være balansert med riktig 
nivå for personvern og sikkerhet for våre brukere. “ 
Et annet poeng som kan tolkes ut i fra målsettingene er at når de fremstilles som potensielle 
muligheter, ligger de tettere til tjenestenes deskriptive virkelighet, altså tjenestenes faktiske 
potensial som kommunikasjonsmidler. På denne måten kan brukere lettere relatere seg til de 
normative målsetningene tjenestene hevder de streber etter.  
Det fremkommer av dokumentene også en rekke negative hensyn. De negative hensynene 
sirkluerer rundt begreper som “sikkerhet”, “trygghet”, “respekt”, “høflighet” og “livskvalitet”, 
og fremstår som overordnede interesser og mål sammen med de positive hensynene. 
Begrepene knyttes til ytterpunktene og overskridningene av vilkårene og retningslinjene 
beskrevet i forrige kapittel, der de negative hensynene etterleves ved å håndtere og håndheve 
slikt innhold og atferd.  Flere steder i tjenestenes fremstilling av disse finner man 
interesseformuleringer som å “ivareta sikkerheten din”, “skape et trygt og åpent miljø for 
alle” eller “høflighet overfor et mangfoldig nettsamfunn”. De opplistede hensynene på den 
negative siden omfatter mer generelt å beskytte individuell og offentlig sikkerhet, forebygge 
uorden og umoral og sikre respekt og høflighet overfor en mangfoldig brukermasse. For 
eksempel Facebook baserer seg i denne sammenheng på enkelte prinsipper, som innebærer å 
“ivareta sikkerheten din ved reell risiko for fysisk skade eller trusler mot den offentlige 
sikkerheten”, “oppfordre til høflig atferd” og “anerkjenne kulturelt mangfold”. Av denne 
grunn kan positive og negative hensyn derfor stå i et motsetningsforhold. For eksempel 
fremkommer det av eksemplene i forrige avsnitt en balansegang mellom selvutfoldelse mot 
trygghet og hyggelige opplevelser på tjenesten. Ikke minst er interessen i en mangfoldig 
brukermasse sammen med nasjonale og kulturelle anliggender også knyttet til negative 
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hensyn blant tjenestene fordi forskjellige brukere har forskjellige interesser og sensitive 
utgangspunkt og dermed forskjellige behov for beskyttelse.  
4.2.1 Avveining av idealer 
De idealistiske fremstillingene og mer konkrete interessene har gitt innblikk i hvilket 
tankegods og verdisett som ligger til grunn for målene som etterstrebes blant tjenestene. Det 
kommer også frem at målene kan representere interessekonflikter.  
Tabell 3: Overordnede avveininger 
 Positive hensyn Negative hensyn 
Facebook ”Gjøre verden mer åpen og oversiktlig”  
”Skape større forståelse og mer 
kommunikasjon”  
”Dele historier, se verden gjennom andres 
øyne, holde kontakten med venner, knytte 
forbindelser til gode formål”  
”Uttrykke seg” 
”Lovgivning, teknologi, sosiale normer” 
”Følelse av trygghet” 
”Ivaretakelse av offentlig og individuell 
sikkerhet” 
”Høflighet med hensyn til behov, sikkerhet 
og interesser til et mangfoldig nettsamfunn” 
YouTube ”[…] gjør at milliarder av mennesker kan 
oppdage, se på og dele originale videoer” 
”[…] forum hvor folk over hele verden kan 
dele informasjon, kommunisere og inspirere 
hverandre” 
”[…]distribusjonsplattform for skapere av 
originalinnhold og for store og små 
annonsører” 
”Trygghet og moro for alle YouTube-
brukere” 
”Respekt for YouTube-fellesskapet” 
Snapchat Selvutfoldelse (self-expression) Sikkerhet og hygge (enjoyability) 
Instagram ”Et sted for inspirasjon og mulighet til å 
uttrykke seg” 
”Åpent miljø” 
”Trygghet og sikkerhet for alle” 
”[…] egnet et mangfoldig publikum” 
”Respekt overfor Instagram-samfunnet” 
Lover og regler 
Skype ”Med skype kan hele verden kommunisere” 
”Gjøre det mulig for enda flere mennesker å 
holde kontakten på flere måter som 
omformer og forbedrer livene deres” 
Lover og forskrifter 
”Beskytte det som er viktig for deg” 
”Sikkerhet for deg og andre på nett” 
”Omdømmet ditt” 
 
Nøkkelen til god risikohåndtering med tanke på mediebruk er en balansegang mellom 
maksimering av frihet mot minimalisering av risiko. Slike avveininger er tatt i betraktning av 
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de sosiale nettverkstjenestene i analysen, og kommer frem i Tabell 3. Tabellen viser en slags 
overordnet interessekatalog over tjenestenes positive hensyn og negative hensyn - dets 
“motinteresser” – som fremkommer i dokumentene. 
Interessekatalogen utgjør kjerneverdier i risikohåndteringen for tjenestene, og de to sidene 
representerer holdepunkter for to tilsynelatende motstridende interesser som ønskes å 
balanseres. På den ene siden står eksempelvis ønsket om “selvutfoldelse”, “fri 
kommunikasjon” og “åpenhet” frem som idealer tjenestene streber etter. Disse er som vi har 
sett imidlertid ikke de eneste idealene, for like påtrengende er begrensninger i disse 
mulighetene. Under “Negative hensyn” er det listet opp en rekke andre hensyn tjenestene 
oppgir at de ønsker å ivareta. Dette inkluderer ønsket om beskyttelse av brukere slik som 
“trygghet” og “sikkerhet” og i begreper som går mer på brukernes vel slik som “respekt”, 
“høflighet” og “hygge”, og henviser gjerne til interessene til fellesskapet eller mangfoldet. 
Det er de negative hensynene som for tjenestene legitimierer restriksjoner på bruk av 
tjenestene.  
Selv om de to sidene ikke nødvendigvis trenger å stå i et konkurranseforhold eller er 
uforenlige, kan de komme i konflikt med hverandre og på den måte føre til at ingen av 
hensynene kan realiseres fullt ut. Tjenestenes normative mål, slik de selv beskriver 
hensynene, vil realistisk sett kunne tolkes å ligge et sted i dette krysningspunktet. En kan med 
dette utgangspunktet dermed si at interesseavveiningen minner mye om slik man kjenner den 
i tradisjonell mediepolitikk, der rettigheter som ytrings-, deltakelses- og informasjonsfrihet 
balanseres mot interessen i beskyttelse. Mer konkret kan det spores at tjenestene fremstiller 
seg på en måte der de på den ene siden ønsker å være mellomtjener for viktige 
samfunnsfunksjoner slik kulturpolitisk regulering typisk idealiserer sammen med individuelle 
muligheter, men blander seg forøvrig og naturlig nok ikke inn i hva slags innhold og bruk 
tjenestene bør brukes til. Tjenestene definerer kun rammene for tillatt og ikke tillatt bruk, men 
det er brukerne som gir tjenestene mening, helt i tråd med det ideologiske fundamentet 
tjenestene er bygget på. Samtidig fremhever tjenestene interessen i å beskytte brukere mot 
skadelige budskap etter en mer forbrukerorientert regulering. Dette kan være bevisste 
strategier, all den tid tjenestene ønsker å relatere seg til verdisett de fleste vil kjenne seg igjen 
i og som mange nok ønsker skal være del av en trygg og mulighetsrik opplevelse. I 
forlengelsen av dette viser uttykk som “åpenhet”, “global kommunikasjon” og “effektivitet” 
til kjerneverdier ved internett, som også kan være viktige verdier for mange. Et viktig 
54 
 
kildekritisk poeng Syvertsen advarer om i denne sammenheng er at dokumentene bør anses 
som kilder til selvrepresentasjon og derfor at tjenestene kan bruke dokumentene til å 
fremstille seg i positive lys overfor brukere og offentligheten (Syvertsen, 1998, s. 16). 
Det fremkommer videre at enkelte av tjenestene ønsker å være på den trygge siden når de 
vurderer potensielt skadelig innhold og bruk: 
“[…] For å kunne behandle folk rettferdig og svare raskt på rapporter er det avgjørende at vi har  
retningslinjer som våre team anvender på en ensartet måte når de gjennomgår innhold, uansett hvor i 
verden de er. Som følge av dette kan retningslinjene våre noen ganger være litt mer stivbente enn vi 
ønsker og begrense innhold som deles av legitime grunner.” (Facebook) 
Av samme grunn erkjenner for eksempel Facebook, Instagram og YouTube at en del bruk kan 
oppleves som urovekkende, men ikke bryter standardene. Begge disse kan vitne om både 
konsekvente og effektive prosedyrer. Den overordnede interesseavveiningen kan tyde på at 
analyseobjektene er bevisst på at det å benytte seg av deres tjenester kan være en risikabel 
affære, slik Staksrud og Livingstone argumenterer for at det å benytte seg av muligheter på 
internett uløselig er sammenvevd med risiko (Staksrud og Livingstone, 2009). Likeså kan en 
hevde at et “godt” nettsamfunn må ta både positive og negative hensyn med i betraktningen 
for best å kunne treffe beslutninger som ivaretar ulike for ikke å si motstridende interesser. I 
denne avveiningen er ikke interessen i å beskytte mindreårige glemt.  
4.2.2 Mindreårige som sentrale i interesseavveininger 
Mindreårige virker å være et nokså tungtveiende hensyn blant tjenestene. Fra et normativt 
standpunkt sier dokumentene minst to viktige ting med tanke på barn. For det første forteller 
de oss at mindreårige betegnes som en helt naturlig del av brukermassen, og for det andre sier 
det noe om eksistensen av barndomsargumentet. Argumentet om at mindreårige er en gruppe i 
behov for vern går igjen hos alle tjenestene, og følger overordnet to resonnomenter. Spesielt 
Facebook, YouTube og Instagram legitimerer begrensninger på bruk og utarbeider 
rammedefinisjoner ved å henvise til mindreårige som del av tjenestenes mangfold og brede 
fellesskap, for eksempel: 
“Vi begrenser visningen av nakenhet fordi enkelte grupper i vårt globale samfunn er spesielt følsomme  
[…] spesielt på grunn av deres kulturelle bakgrunn eller alder” (Facebook) 
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“Instagram er en gjenspeiling av de mange forskjellige kulturene, aldersgruppene og livssynene i  
nettsamfunnet vårt. Vi har tenkt lenge på de ulike synspunktene som skaper et trygt og åpent miljø for 
alle” (Instagram)  
Mangfoldet viser altså til kulturell bakgrunn eller alder (Facebook), et felleskap med millioner 
av brukere (YouTube) og forskjellige kulturer, aldersgrupper eller livvsyn (Instagram). På 
bakgrunn av at slike grupper kan være sensitive eller spesielt følsomme overfor en rekke typer 
innhold eller medieerfaringer, kan potensielt skadelig innhold pålegges restriksjoner eller 
aldersgrenser. Snapchat og Skype betegner mindreårige mer som en egen gruppe brukere som 
er sårbare og må skjermes i større grad enn andre brukere. For disse fremkommer 
barndomsretorikken primært i oppfordringer mot å ikke kommunisere med mindreårige 
dersom kommunikasjonen er av potensiell skadelig art. Fjerning av innhold eller 
aldersgrenser er vanlige følger av bruk som beveger seg utenfor tjenestenes standarder, 
eventuelt med rettslige eller sosiale sanksjoner som deaktivert eller suspendert brukerkonto 
ved grovere brudd. Denne forskjellen viser at innholdsorienterte tjenester i større grad 
vektlegger potensialet for at mindreårige kan eksponeres for noe uønsket som en i mindre 
grad kan kontrollere enn i tjenester der (direkte) kommunikasjon med andre etter mer 
selvvalgt brukermasse. At mindreårige betegnes som en gruppe i behov for vern hos 
tjenestene illustrerer mer generelt at barndomsargumentet fortsatt er tilstede i det nye 
medielandskapet. En kan si at tjenestene utarbeider sine rammer og atferdsnormer utifra at 
barn og unge er en selvsagt del av brukermassen, og akkurat slik skoler og lekeplasser ideelt 
sett ikke legges i nærheten av motorveier eller tungt kriminelle strøk baserer tjenestene seg på 
å begrense de antatt mest skadelige risikoene på sine tjenester. Det sier imidlertid lite om 
hvilken vekt denne interessen skal ha eller hvilke risikoer argumentet tilknyttes. Det følgende 
kapittelet vil beskrive og drøfte dette forholdet nærmere. 
4.3 Oppsummering 
I dette kapittelet har jeg forsøkt å gjøre rede for de normative målsettingene tjenestene i 
analysen streber etter. Her kommer det frem at tjenestene på et overordnet nivå må gjøre 
avveininger mellom brukernes muligheter og brukernes sikkerhet og vel. Dette betyr at 
idealer som ytrings- og deltakelsesfrihet, åpenhet, global kommunikasjon eller muligheten til 
å uttrykke seg kan begrenses og pålegges restriksjoner for å oppnå andre mål og interesser. I 
tråd med dette viser analysen at barndomsargumentet angivielig er tilstede blant tjenestene, 
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som tillemper mindreårige vekt i denne avveiningsprosessen. I tillegg fremkommer det av 
dokumentene at forholdet mellom tjeneste og bruker er viktig for å oppnå målsettingene, og at 
ansvaret for å realisere målene baserer seg på et distribuert ansvar mellom de to.  
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5 Karakteristikk av risiko 
Dette kapittelet tar sikte på å besvare oppgavens andre operasjonaliserte problemstilling: 
  ”Hvordan karakteriserer sosiale nettverkstjenester risiko?” 
I forrige kapittel ble tjenestenes normative målsettinger kartlagt. Det kom frem at mål som 
sikkerhet og trygghet må være på plass for å oppnå ønsket mediesfære blant tjenestene. I dette 
kapittelet vil jeg forsøke å beskrive hva tjenestene selv hevder truer disse målene, som i neste 
kapittel (kapittel 6) vil aktualiseres gjennom hva slags tiltak som settes inn for å begrense 
trusler mot målene. I dette arbeidet er risikobegrepet sentralt. I denne oppgaven er risiko 
definert som muligheten for tap eller skade, og noe som skaper eller antyder en trussel. I 
forlengelsen av dette skilles det mellom risiko og katastrofe. Risiko er ikke synonymt med 
katastrofe, men snarere forventning om katastrofe. Å identifisere risiko er derfor et sentralt 
ledd i de sosiale nettverkstjenestenes prosess i å avverge katastrofer, ikke minst på grunn av 
deres mindreårige brukermasse. For å kunne etterleve egne regler og atferdsnormer er 
tjenestene nødt til å vite hva slags risiko og potensielle katastrofer de har med å gjøre. I dette 
kapittelet vil jeg derfor forsøke å kartlegge og identifisere risikoene tjenestene er bevisst på og 
hvilke risikoer som er brudd på tjenestenes retningslinjer, samt beskrive karakteristikkene de 
tillempes og redegjøre for mønstre analysematerialet. Jeg vil gjennomgående forsøke å drøfte 
risikoene som beskrives opp i mot konsepter som ble gjort rede for i teorien.  
5.1 Risikodefinisjoner og omfang 
Når det kommer til hva slags risiko tjenestene mener kan forårsake potensiell skade og 
dermed true målsettingene om brukernes sikkerhet og vel er det noen aspekter som er 
fremtredende. En første observasjon er at risikoene samlet sett utgjør et heterogent sett risiko. 
Med utgangspunkt i typologien utarbeidet gjennom EU Kids Online-forskningsnettverket og 
oppgavens operasjonalisering er disse distribuert innenfor rammene av seksuell risiko 
(nakenhet, pornografi og seksuelt ladet innhold), aggressiv risiko (voldelig, hatefullt, farlig 
innhold og mobbing og trakassering) og risiko knyttet til holdninger og verdier (selvskading). 
Risikoens heterogenitet kan påvises ved å se på forskjellige aspekter ved disse. Definisjoner 




Tabell 4: Risikodefinisjoner og omfang 
 Seksuell risiko Aggressiv risiko Risiko relatert til 
holdninger/verdier 
Facebook 
Definisjoner Nakenhet, pornografi Hat, trusler, grafiske skildringer 
av vold, mobbing og trakassering 
Selvskading 
Omfang - Eksplisitte 
bilder/detaljerte 
beskrivelser av samleie, 
kjønnsorganer, blottede 
rumper, kvinnebryst 
- seksuelle anmodninger 
-trusler om å dele intime 
bilder av andre 
- grov, sadistisk, forherligende 
skildringer av vold 
- direkte angrep på personer (rase 
etc.) 
- nedverdigelse/vanære/ “happy 
slapping”  
- utpressing/ gjentatte 
venneforespørsler, meldinger 
- promotering av/ innhold om 
selvskading, spiseforstyrrelser, 
selvmord 
- identifisering av/ angrep på 
ofre 
YouTube 
Definisjoner seksuelt eksplisitt innhold 
og pornografi 
Voldelig, eksplisitt, skadelig, 
farlig, hatefullt innhold, trusler, 
mobbing/trakassering 
Skadelig eller farlig materiale 
Omfang - Seksuelt provoserende 
innhold 
- voldelige, grafiske 
ydmykende fetisjer  
- Uønsket seksualisering, 
seksuell trakassering eller 
mobbing 
- voldelig, blodig, sjokkerende, 
oppsikts-vekkende, respektløst 
innhold 
- video som oppmuntrer 
/inspirerer til skadelig, dødelig 
handling 
- uttrykker toleranse for vold, 
fremmer hat 
- grov atferd, person-forfølgelse, 
trusler, trakassering, krenke/ 
avsløre person-opplysninger 
- publisere opptak uten samtykke 
- vulgært språk 
- instruksjonsvideoer for å 
lage bomber, kvelningsleker, 
hard bruk av narkotika 
Snapchat 
Definisjoner Pornografi, nakenhet eller 
seksuelt ladet innhold 
Fysisk farlig eller skadelige 
aktiviteter, trusler, trakassering/ 
mobbing 
Selvskading 
Omfang - nakenhet, uanstendighet, 
seksuelt ladet innhold som 
involverer mindreårige 
- forfølge andre 
- Trakassering, skape frykt, true 
eller latterliggjøre 
- Grafisk vold, vise skytevåpen 
- ta bilder/skjermdump uten 
samtykke 






Pornografi, nakenhet og 
seksuelt ladet innhold 
Vold, trusler, hatefulle ytringer Selvskading  
Omfang - Seksuell omgang, 
kjønnsorganer, helt nakne 
rumpeballer, kvinnelige 
brystvorter 
-trusler om å publisere 
intime bilder av andre 
- sexting 
- bilder/video som viser 
nakne eller delvis nakne 
barn 
- innhold med intens, grov vold, 
sadistisk vold eller forherligelse 
av vold 
- troverdige trusler, hatefulle 
ytringer (rase etc),  
- fornedrende, vanærende innhold 
- utpressing, trakassering 
- spiseforstyrrelser som 
anoreksi, bulimi, overspising 
eller ekstreme følelser, tanker 
og atferd rundt mat og vekt. 
- kutting eller andre former for 
selvskading 
- identifisering, angrep, 
latterliggjøring av ofre eller 
overlevende etter selskading 
- oppfordring/ overtaling til 
selvskading 
Skype 
Definisjoner Naknhet, pornografi Eksplisitt vold, brutalitet, 
kriminelle aktiviteter 
 
Omfang - publisere/ distribuere 
upassende, uanstendig eller 
usømmelig materiale 
- Bespottende, ærekrenkende 
materiale 
- utnytte, sjikanere, true, krenke 




I henhold til det nye medielandskapet peker en rekke teoretikere på internettets og sosiale 
nettverkstjenesters potensial til å øke risikoomfanget barn og unge står overfor. Det var også 
dette jeg forventet å finne under innholdsanalysen. For det første er ikke risikoene tjenestene 
er bevisst bare knyttet til innhold, men i høyeste grad også koblet til både kontakt og 
oppførsel. Dette er det en rekke eksempler på. Ser man på risiko i tjenestene samlet sett 
omfatter seksuell risiko nå eksempelvis brukergenerert seksuelt innhold eller “sexting”, 
seksuelle anmodninger, seksuell mobbing og trakassering, trusler om å dele intime bilder av 
andre eller “stalking”/forfølgelse. Tilsvarende kan aggressiv risiko nå eksempelvis omfatte 
brukergenerert innhold som er voldelig, hatefullt eller truende, “happy slapping”, utpressing, 
mobbing og trakassering. Risiko knyttet til holdninger og verdier kan på sin side omfatte 
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skadelig brukergenerert innhold som dokumenterer spiseforstyrrelser, kutting eller selvmord 
og oppfordringer om forskjellig typer selvskade. Risikokatalogen i tabell 4 utgjør tjenestenes 
definisjoner  på risikoenes ytterpunkter og som angår alle brukere av nettsamfunnene, altså 
det punktet der innhold blir fjernet eller bruk medfører andre sanksjoner dersom tjenestene 
blir gjort oppmerksom på dem. I henhold til 5C-rammeverket demonstrerer dette behovet for 
et utvidet omfang av “rammene” for hva som må defineres som brudd på retningslinjene som 
brukerne kan forholde seg til.  
Innholdsbegrepet kan sies å ha utvidet betydning hos tjenestene ved at det omfatter 
brukergenerert innhold. I reguleringsøyemed oppstår risiko relatert til brukergenerert innhold 
fordi lite kan begrense distribusjonen av materialet i forkant av delingen. I tabellen er risikoer 
knyttet til det utvidede innholdsbegrepet representert ved eksempelvis “sexting”, “happy 
slapping” eller dokumentasjon av spiseforstyrrelser, kutting eller selvmord. Utifra tjenestenes 
beskrivelser innbefatter innholdsbegrepet mye, og en fornuftig forståelse av begrepet må 
innebære en rekke kommunikasjonsformer, tekstyper eller sammensetning av teksttyper - og 
aller viktigst, som brukergenerert innhold. I sine begrensninger av nakenhet innbefatter 
risikobegrepet for Facebook eksempelvis “bilder, detaljerte beskrivelser og digitalt opprettet 
innhold som viser nakenhet eller seksuell aktivitet” (Nettsamfunnets standarder). Som regel 
omtaler tjenestene innhold etter hvilke medietekster som er vanligst for sitt henholdsvise 
nettsamfunn. Eksempler på dette er at YouTube som regel omtaler risiko som innhold i form 
av video, Instagram i form av bilder og video, Skype i form av telefonsamtaler, videosamtaler 
eller meldinger og Snapchat som kommunikasjon av såkalte Snaps.  
  Videre kan kontaktrisiko forekomme som seksuelle anmodninger, førfølgelse, 
mobbing eller trakassering, og atferdsrisiko også som mobbing eller trakassering, trusler eller 
oppfordringer til selvskading. Kontakt- og atferdsrisiko oppstår også fordi lite regulering kan 
begrense hvem som kommuniserer med hvem i digitale medier uten å sette store 
begrensninger på individets frihet. Flere av disse risikoene må sies å være ektefødte barn av 
det nye medielandskapet, ettersom slike risikoer er direkte myntet på web 2.0 og kunne ikke 
blitt mediert gjennom tidligere medier. Samlet sett indikerer dette at tjenestene i analysen er 
bevisst et mangfoldig og heterogent sett risiko, og formidler dette til sine brukere slik at de 
kan forholde seg til regler hva som er tillatt og ikke. Tatt i betraktning alle mulighetene 
tjenestene fremhevet i kapittel 4, kan det hevdes at det brede risikoregisteret støtter opp under 
argumentasjon om at flere muligheter fører med seg flere risikoer.  
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Selv om tabellen demonstrerer et heterogent sett risiko basert på ny teknologi, kan en likevel 
hevde at mange av risikoene kan betegnes som vel kjent risiko i et medieperspektiv. Vi har 
gjennom historien sett at alt fra medier som tegneserier til TV, film og videospill har vært 
gjenstand for frykt og panikk der både mediet selv og budskapene de leverer har vært fryktet. 
Flere av risikoene i tabell 4 er i dette perspektivet vel kjent, der først og fremst risiko relatert 
til sex, nakenhet og voldelig innhold har vært mest fremtredende i tilknytning til mindreårige. 
Dette er ikke annet enn nok et bevis på at nye medier bærer elementer av tidligere medier, og 
at risiko er gjenstand for mediehistorisk kontinuitet. De identifiserte risikoene preges dermed 
av både av tradisjonelle og nye elementer. Flere av risikoene i tabellen er dessuten begrenset i 
lov. I det norske lovverket finnes det for eksempel bestemmelser som forbyr pornografiske 
ytringer, bestemmelser for grove voldsskildringer, hatefulle ytringer rettet mot personer eller 
grupper på bakgrunn av rase, etnisitet, seksuell legning osv, forbud mot blasfemiske ytringer, 
ærekrenkelser eller trusler og ytringer som begrenses på grunn av personvern. Dette kan tyde 
på at atferdsnormene blant tjenestene i analysen synes å både gjenta og supplere gjeldende 
rett. Risikoene representerer i så måte, bevisst eller ubevisst, både ulovlig innhold og 
potensielt skadelig innhold.  
5.2 Egenskaper ved risikoen 
Som vi har sett identifiserer de sosiale nettverkstjenestene i analysen et heterogent sett risiko. 
Spesielt to risikoer knyttes ikke overraskende til mindreårige brukere blant tjenestene: sex og 
vold. Begge er vel kjent i et medieperspektiv, og har gjennom historien vært kilde til mange 
debatter. En første observasjon er at tjenestene bruker barndomsargumentet til å legitimere 
restriksjoner på denne typen innhold. Som jeg allerede har vært inne på i kapittel 4.1.2, 
grunnes argumentet i at enkelte grupper, herunder barn og unge, er sensitive for slikt innhold. 
Seksuell risiko knyttet til midreårige vies særlig oppmerksomhet. I Snapchats Community 
Guidleines kan en observere gjennomgående oppfordringer om ikke å kommunisere med 
mindreårige dersom innholdet er av seksuell eller skadelig art. Dette kan illustreres med 
eksempler som: 
”Don’t use Snapchat for any illegal shenanigans and if you’re under 18 or are Snapping with someone  
who might be: keep your clothes on!” (Community Guidelines) 




Snapchat, og til dels Skype, skiller seg ut i fra andre sosiale nettverkstjenester ved å tilby 
samtaler basert på øyeblikkskommunikasjon. Samtalene er gjerne flyktige, eller rettere sagt, 
de er ment å være flyktige. I henhold til risiko kan dette føre med seg både fordeler og 
ulemper for brukerne. I dokumentet Privacy Policy oppgir Snapchat at sletting av innhold er 
standard prosedyre, som betyr at de fleste meldinger som sendes gjennom deres tjenester 
slettes automatisk når de har blitt sett av mottakeren eller har utløpt. Under ”Message 
Deletion” i samme dokument advarer Snapchat imidlertid om muligheten for mottakere av 
meldinger om å ta en skjermdump, benytte annen bildelagringsteknologi eller simpelthen 
bruke et annet kamera for å ta et bilde av kommunikasjonen som vises på skjermen. Dette 
betyr at Snapchat ikke kan love at meldinger blir slettet, og kan tolkes som en direkte 
referanse til internettets permanente (Livingstone, 2011) og vedvarende (boyd d. , 2007) 
natur. Tjenesten oppfordrer derfor til å bruke den samme sunne fornuften som gjelder for 
internett ellers: 
  ”Don’t send messages that you wouldn’t want someone to save or share” (Snapchat, Privacy Policy). 
Instagram har omtrentlig samme formulering når det gjelder “sexting”. Skype (Microsoft), på 
sin side, problematiserer ikke kommunikasjonens flyktige potensial, men har lignende 
formulering på sunn fornuft.  
“The safest thing you can do is never share nude photos/videos—or anything else you  wouldn’t want 
other people seeing” (Instagram, Privacy and Safety Center). 
“Når du velger ut bilder og videoer du vil dele, tenk på hvordan andre kan oppfatte dem […], 
 Før du legger ut noe på nettet, tenk på hva du legger ut, hvem du deler med, og hvordan dette vil  
reflektere ditt omdømme” (Microsoft, reputation).  
I de mer innholdsorienterte nettsamfunnene kan en identifisere noen flere egenskaper ved 
risikoen. I dokumentet Teen Safety knytter YouTube både risiko relatert til sex og vold til 
ungdom. Utgangspunktet er at de samme retningslinjene som allerede er diskutert overfor 
også gjelder ungdom, altså at ”[…] filmer av dine venner, klassekamerater eller andre 
mindreårige aldri skal være seksuelt ladet, voldelig eller farlige” (YouTube, egen 
oversettelse). Men i tillegg tillemper YouTube enkelte særegenskaper ved risikoen, der de 
advarer mot fraværet av kontroll over hvem som får se det publiserte materialet, materialets 
evne til å reproduseres og den digitale informasjonens evne til å spre seg raskt utenfor 
brukerens kontroll. I tillegg bevisstgjør YouTube om kontaktrisiko, der det ligger en 
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oppfordring mot å ikke møte noen en har blitt kjent med på nettet uten å konsultere en voksen 
først (YouTube, Teen Safety). Visse særegenskaper knyttet til risiko er også mulig å 
identifisere hos de andre tjenestene, både til nakenhet og mer generelt. Følgende sitater 
illustrerer dette: 
  ” […] alt de legger ut på Internett, kan bli feiltolket eller tatt ut av sammenheng” (Facebook, Foreldre). 
 “Det er lett å bli revet med og skrive eller gjøre noe som virker hysterisk morsom akkurat da […] all  
informasjon som du publiserer – enten i kommentarer, notater eller videosamtaler – kan kopieres, limes 
og distribueres på måter som du ikke hadde tenkt” (Facebook, ungdom).  
“[…] det er viktig å tenke på hvilken virkning det ville ha på deg hvis bilder eller videoer av deg med  
nakenhet eller seksuelt innhold skulle komme på avveie. Dette kan skje ved at noen deler et bilde eller 
en video. Noen ganger gjør folk feil og deler ting de ikke burde, for eksempel for å tulle eller fordi de er 
sinte” (Instagram, hjelpesenter). 
De to sistnevnte indikerer at tjenestene er bevisst på øyeblikksdimensjonen som potensielt kan 
prege risiko. Dette innebærer faren ved å gjøre ting på tjenestene som ikke er gjennomtenkt 
fordi situasjonen i utgangspunktet ikke krever det, og fordi publisering ikke går via 
mellomledd. Analysen viser dermed at flere av egenskapene ved nettbasert kommunikasjon 
slik boyd (vedvarenhet, søkbarhet, reproduserbarhet og usynlige tilskuere) eller Ess 
(informasjonens evne til å spre seg raskt og dets globale nedslagsfelt) løfter frem nærmest 
kommer frem ordrett og andre gjennom fortolkning. Den mangfoldige og heterogene 
risikokatalogen blir altså kombinert med en rekke særegenskaper ved nettbasert 
kommunikasjon, som dermed blir avgjørende for å forstå risiko i sosiale nettverkstjenester. På 
denne måten fremstiller tjenestene seg selv som del av et internett som ikke bare byr på 
muligheter men som også byr på en rekke utfordringer. Fordi tjenestene er bevisst på at det å 
bruke sosiale nettverkstjenester kan være en risikabel affære, er dette nok en indikasjon på at 
muligheter og risiko er tett knyttet sammen og dermed nødt til å sees i sammenheng med alle 
mulighetene og positive hensynene som kom frem i kapittel 4.  
5.2.1 Alders-upassende innhold 
Alders-upassende innhold og bruk vil være de klareste indikatorene for skilnaden mellom 
ulovlig innhold og uønsket innhold i relasjon til mindreårige. Risikoer som sex og vold 
knyttes sterkest til mindreårige, og kommer kanskje klarest frem i tjenestene som setter 
aldersgrenser ved innhold. Av spesielt hensyn til barn og unge, er Facebook og YouTube 
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blant tjenestene som setter aldersgrenser på innhold som er lovlig, men som vurderes til å ikke 
egne seg for mindreårige. Av denne grunn fratar ikke de to tjenestene voksne muligheten til å 
dele eller eksponeres for slikt innhold. For Facebook gjelder dette risiko som befinner seg 
under kategorien ”høflighet”, og innbefatter nakenhet, voldelig og støtende innhold og 
hatefulle utsagn. I tilfeller hvor videoene ikke krysser grensen for ytterpunktene beskrevet 
tidligere i kapittelet, men likevel har seksuelt, voldelig eller farlig innhold, kan YouTube med 
tanke på mindreårige sette aldersgrenser slik at bare brukere over 18 kan se innholdet. for For 
YouTube gjelder dette nakenhet eller seksuelt innhold, voldelig eller eksplisitt innhold, 
vulgært språk samt skadelig og farlig innhold. Av de to er det YouTube som tydeligst 
beskriver hva som legges til grunn i vurderinger for å aldersregulere innhold. YouTube legger 
vekt på innholdsmessige faktorer (fokus på kjønnslige skildringer, seksuell betoning, 
seksuelle antydninger, positurer og språkbruk) og mer praktisk/tekniske faktorer (varighet på 
bildene, kameravinkler og fokus, bildenes tydelighet og videominiatyrbildet) for å sette 
aldersrestriksjoner på innhold som er knyttet til seksuelt innhold.  
  Videre setter YouTube spesifiserte grenser for hva som er akseptert av voldelig og 
støtende innhold og skadelig og farlig innhold med tanke på mindreårige. Som i tilfellet med 
nakenhet og seksuelt innhold, settes aldersgrenser på innhold etter en rekke innholdsmessige 
kriterier, som inkluderer hvorvidt videoen viser fysiske angrep der skaden som påføres er 
blodig, om den viser kjølvannet av en voldelig handling, hvorvidt bilder av vold eller gørr er 
det sentrale budskapet i videoen og om volden som finnes i videoen er realistisk. Samtidig 
legges det vekt på hvor lenge slike bilder vises i videoen, hvor mye bildene utgjør totalt av 
videoen, klarhet i bildene samt kameravinkel og fokus. Samlet sett kan dette indikere at 
arbeidet med å sette aldersgrenser er et nøye arbeid som krever strenge prosedyrer. 
5.2.2 Unntak fra risiko 
Dersom barndomsargumentet er en legitim grunn for å pålegge innhold restriksjoner eller 
aldersgrenser, er innhold som er lærerikt, dokumentarisk, vitenskapelig eller kunstnerisk 
generelt grunnlag for å godta innhold som overskrider eller er på kanten av tjenestenes 
definisjoner av risikoenes ytterpunkter. Slike unntak finnes i flere av tjenestene. For Facebook 
og Instagram kan dette eksemplifiseres med både seksuell og aggressiv risiko, der unntak fra 
førstnevne kan være bilder av malerier, skulpturer og annen kunst som fremstiller nakne 
figurer, kvinner som ammer barn, arr etter mastektomi samt innhold hvis formål hovedsakelig 
er undervisning, humor eller satire. For aggressiv risiko er innholdets formål viktig, slik som å 
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skape oppmerksomhet rundt hatefulle ytringer eller vektlegge innholdets nyhetsverdi. Både 
YouTube, Facebook og Instagram tillegger konteksten stor vekt og oppfordrer brukere til å 
utstyre slikt innhold med informasjon eller advarsler. Dette viser at det legges avgjørende vekt 
på sammenhengen og intensjonen voldsskildringene fremtrer i og formålet med å bruke den, 
og ikke på innholdets grovhet i seg selv. YouTube erkjenner for eksempel at deres tjeneste 
benyttes til mange forskjellige formål, og at journalister, såkalte siviljournalister (”citizen 
journalists”) eller skapere av dokumentarer bruker plattformen til å publisere voldelig eller 
støtende innhold i allmennhetens interesse, og at det derfor er uunngåelig å holde siden fri for 
oppsiktsvekkende innhold. YouTube legger derfor, som Facebook og Instagram, vekt på 
hvorvidt innhold kan balanseres mot nyhetsverdi og offentlighetens interesse. For selvskading 
gjelder som regel ikke unntak blant tjenestene for nyhetsverdi eller humor slik det gjøres for 
nakenhet og voldelig innhold. For eksempel Facebook oppgir imidlertid at de kan gjøre 
unntak for mer utdannelsesrettet informasjon om selvskading eller selvmord som ikke 
fremmer emnet på noe vis. I et rettighetsperspektiv betyr dette at tjenestenes avveininger 
mellom ytringsfrihet og beskyttelse kan influeres etter verdier som å fremme debatt og 
innhold med offentlig interesse. 
5.3 Oppsummering 
I dette kapittelet har jeg forsøkt å gi en rik beskrivelse av de sosiale nettverkstjenestenes 
definisjoner for brudd på tjenestenes vilkår og retningslinjer, hva de omfatter samt hvilke 
karakteristikker de tillemper av risiko. Analysen viser at tjenestene er bevisst på at de står opp 
i mot et heterogent og mangfoldig sett risikoer som potensielt kan skade brukere generelt eller 
mindreårige brukere spesielt. Disse risikoene bærer både elementer av tradisjon og fornyelse. 
Spesielt risiko som sex og vold knyttes som spesielt skadelig for mindreårige, der først og 
fremst de innholdsorienterte mediene kan sette aldersgrenser på alders-upassende innhold. I 
drøfingen kom jeg frem til at risikoene slik tjenestene i analysen beskriver dem i nokså høy 
grad reflekterer den nettbaserte kommunikasjonens egenskaper. Dette er funn jeg tar med meg 
inn i det følgende kapittelet, som omhandler tjenestenes tiltak mot risiko. 
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6 Regulering av risiko 
Dette kapittelet tar sikte på å svare på oppgavens tredje operasjonaliserte problemstilling: 
  “Hvilke virkemidler bruker de sosiale nettverkstjenestene for å begrense risiko?” 
Hittil i analysen har jeg forsøkt å gjøre rede for tjenestenes normative målsettinger (kapittel 4) 
og risiko som truer disse målene (kapittel 5). I dette kapittelet vil jeg utforske hva slags 
virkemidler de sosiale nettverkstjenestene setter inn for å minimalisere risiko. Analysen viser 
at tiltakene utpensler seg i tre overordnede tilnærminger til regulering: rapporteringssystemer, 
verktøy for å tilpasse personvern og erfaringer samt bevisstgjøringsstrategier. Det mest 
fremtredende ved tiltakene er at de baserer seg på et distribuert ansvar mellom tjenestene og 
brukere, der de to partene oppfyller ulike roller og er gjensidig avhengige av hverandre. I det 
følgende går jeg gjennom de tre tilnærmingene. 
6.1 Verktøy og prosedyrer ved rapportering  
I kapittel 4 ble tjenestenes ytterpunkter for risiko beskrevet. Ytterpunktene definerer rammene 
tjenestene opererer med for å kunne vurdere hva slags innhold og atferd som er tillatt på 
tjenestene og hva som ikke er det. Dokumentene som angår forholdet mellom tjeneste og 
bruker kan hevdes å være referanse for beslutningsgrunnlag som har med disse 
grenseoverskridningene å gjøre. Tjenestene baserer alle seg på rapporteringssystemer som 
innebærer å tilby brukere verktøy for å varsle tjenesten om potensielt ulovlig eller ikke-tillatt 
innhold og bruk samt reagere på slike varsler om ulovlig innhold og atferd. 
Rapporteringssystemene gjør at tjenestene igangsetter prosesser som innebærer å identifisere, 
vurdere og eventuelt iverksette tiltak mot potensielle trusler på tjenestene.  
Først og fremst oppgir flere av tjenestene at rapporteringssystemene innebærer en fase hvor 
innrapportert innhold og bruk blir vurdert i henhold til ytterpunktene som beskrevet i 
tjenestenes vilkår og retningslinjer, eksemplifisert med “vi går nøye gjennom rapporter for å 
identifisere potensielle farer” (Facebook, YouTube) eller “[…] går gjennom rapporter og 
fjerner innhold som er i strid med retningslinjene våre så fort som mulig” (Instagram). Flere 
fremhever at denne fasen skal være en rask prosess som momentant ender i eventuelle tiltak. 
Dette tyder på at tjenestene ønsker at prosedyrene rundt å vurdere innrapportert innhold skal 
være en effektiv prosess, slik også EU kommisjonens 5. prinsipp om å respondere på varsler 
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også fremhever. I forlengelsen av dette poengterer flere av tjenestene at vurderingene må 
foregå konsekvent, som vil si at prosedyrene må være klare og entydige. Av denne grunn 
oppgir blant annet Facebook og YouTube at antall rapporter eller “flagg” (YouTube) ikke 
påvirker utfallet av en avgjørelse. Innrapportert innhold eller atferd er derfor ingen garanti for 
tiltak. På denne måten kan det være enklere for brukeren å forstå og forvente et visst utfall 
med utgangspunkt i dokumentene som beskrevet tidligere. Facebook er blant tjenestene som 
sier at avgjørelser imidlertid kan bli påvirket eller endret ved at ytterligere kontekst 
forekommer i en enkelt sak, og at avgjørelser i enkelte tilfeller kan ha lokalt nedslagsfelt (se 
kapittel 6.1.1). Likeså oppgir Snapchat at brudd på reglene kan innebære minst tre ting, som 
kan være at innholdet blir fjernet, suspensjon av brukerkonto og forbud mot å bruke tjenesten 
i fremtiden. Snapchat lover imidlertid også overfor sine brukere at selv om de ønsker å 
håndheve retningslinjene konsekvent og rettferdig, etterstreber de å til slutt gjøre det de tror er 
det beste i hver enkelt situasjon etter eget forgodtbefinnende (Snapchat guidelines). Isåfall 
illustrerer slike eksempler en tendens mot fleksible tilnærminger i henhold til prosedyrer og 
håndhevelse ved innhold eller atferd som overskrider ytterpunktene, noe som skiller 
regulering via atferdsnormer fra regulering gjennom lov.  
Felles for alle tjenestene er at innhold og bruk som overskrider grensen blir sanksjonert. 
Konsekvensene av å bryte tjenestenes standarder er som regel avhengig av hvor alvorlig 
bruddet er og brukerens historikk på tjenesten. Analysen av dokumentene viser at de vanligste 
tiltakene ved grenseoverskridninger blant tjenestene er å fjerne innhold, sette aldersgrenser, 
benytte seg av advarselsystemer overfor brukere, sperre tilgang til deler eller hele tjenestene 
og forbud mot å bruke tjenesten i fremtiden. Her bruker tjenestene noe forskjellige 
tilnærminger. Skype kan for eksempel iverksette handlinger som å slutte å tilby tjenesten og 
andre Microsoft-tjenester, avslutte Skype-kontoen eller blokkere kommunikasjon via 
tjenestene dersom de finner en gyldig årsak, typisk innhold, materiale eller handlinger som 
krenker vilkårene for bruk. Facebook og YouTube er blant tjenestene som opererer med 
advarselssystemer. Dette innebærer at gjentatte eller alvorlige brudd kan føre til oppsigelse av 
brukerkonto eller begrense muligheten for å publisere innhold. For eksempel kan en bruker 
ved første brudd av retningslinjene få en advarsel, og ved flere brudd begrense muligheten til 




6.1.1 Kort om alvorlige grenseoverskridninger 
For alvorlige tilfeller, typisk reelle trusler mot fysiske personer eller offentlig sikkerhet, 
misbruk av barn eller hatefullt innhold, oppgir flere av tjenestene at de samarbeider med 
aktører med myndighet i lov, for eksempel: 
“Av hensyn til nettsamfunnets sikkerhet samarbeider vi av og til med politiet, inkludert når vi mener det  
er fare for legemsskade eller finnes en trussel mot den offentlige sikkerheten” (Instagram).  
“Vi […] samarbeider med politimyndighetene når vi mener det er en reell risiko for fysisk skade eller 
direkte trusler mot den offentlige sikkerheten” (Facebook). 
Dette vitner om at risikohåndtering i de mest alvorlige tilfellene innebærer å blande inn flere 
flere interessenter i håndhevingsprosessene. På en annen side kan dette være med å 
demonstrere nettreguleringens økologi, der tjenestene regulerer etter egne atferdsnormer opp 
til et visst punkt. Dette er likeså en av relativt få observasjoner som indikerer at myk 
regulering ikke nødvendigvis innebærer en “lovløs sfære” og lite slagkraftig tilnærming slik 
enkelte hevder. Flere tjenester oppgir videre at samarbeidet med relevante institusjoner 
strekker seg både lokalt og global for å håndtere farer og håndheve brudd. Både globale og 
kulturelle anliggender er tatt i betraktning i flere av tjenestenes koder, og manifesterer seg 
eksempelvis i å gjøre innhold utilgjengelig spesifiserte steder i verden: 
“Myndigheter ber oss enkelte ganger om å fjerne innhold som er i strid med lokal lovgivning, men som  
ikke bryter våre standarder. Hvis vi, etter å ha utført en grundig juridisk gjennomgang, avgjør at 
innholdet er ulovlig i henhold til lokal lovgivning, kan vi gjøre det utilgjengelig kun i det relevante 
landet eller området” (Facebook). 
6.1.2 Rapporteringsverktøy og sosial rapportering 
Tjenestene poengterer at de er avhengig av sine brukerne for å kunne reagere på og fjerne 
innhold eller respondere på atferd som ikke er tillatt. Dette gjør samtlige tjenester klart, 
eksempelvis og henholdsvis Facebook, YouTube og Instagram:  
 “[…] Vi er avhengig av personer som deg for å kunne gjøre dette. Hvis du ser noe på  Facebook som 
du  mener bryter vilkårene våre, ber vi deg om å rapportere det til oss” (Facebook). 
“Vi er avhengige av at YouTube-brukere rapporterer innhold de mener er upassende” (YouTube). 
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“Dersom du ser noe som du tror kan være i strid med våre retningslinjer, kan du hjelpe oss ved å bruke 
vårt innebygde rapporteringsalternativ” (Instagram). 
I denne sammenheng er også begrunnelsen for avhengigheten av brukerne viktig. Microsoft 
oppgir for eksempel:  
  “[…] vi overvåker imidlertid ikke Tjenestene og forsøker heller ikke å gjøre det”.  
Alle tjenestene har innebygde rapporteringsverktøy som brukerne kan benytte til å rapportere 
innhold eller brukere de mener bryter tjenestenes betingelser eller retningslinjer. Rapportering 
kan skje på flere måter. På Facebook, YouTube, Instagram og Skype er 
rapporteringsverktøyene kontekstuelle, det vil si at funksjonene befinner seg som valg nær 
selve innholdet eller på profilsider en bruker måtte ønske å rapportere. For eksempel på 
Instagram kan man rapportere upassende bilder, kommentarer eller brukere som man mener er 
i strid med tjenestens retningslinjer gjennom funksjoner som befinner seg under innholdet 
eller på den relevante profilen (se bilde 5.1).   
 
Bilde 5.1: Rapporteringsflyt i Instagram 







Kilde: skjermdump, instagram app 
 
Bilde 5.1 illustrerer rapporteringsflyten i Instagram. Rapporteringsfunksjonen befinner seg 
som et valg rett under bildet til høyre, altså ved innholdet (venstre bilde). Midtre bilde viser at 
Instagram tlbyr en ferdigstilt liste over årsaker til å rapportere innhold brukeren kan velge 
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mellom (Spam, Selvskading, Trakassering eller mobbing, Salg eller promotering av narkotika, 
nakenhet eller pornografi, Vold eller skading, Hatefulle ytringer eller symboler, Brudd på 
åndsverksrettigheter), noe som også er vanlig blant de andre tjenestene. Flere tilbyr i 
motsetning til Instagram også et valgalternativ “annet” for innhold eller atferd som ikke 
treffer noen av valgene i listene. Snapchat og YouTube er blant tjenestene som for eksempel 
tilbyr brukeren å skrive fritekst i rapporteringer. Bildet til høyre i Bilde 5.1 viser at 
valgalternativene i Instagram blir fulgt opp med tjenestens retningslinjer for den bestemte 
risikokategorien som velges, eksemplifisert ved “nakenhet eller pornografi”. Men felles for 
dem alle er at grenseoverskridende risiko, uansett risikokategori, skal være mulig å 
innrapportere. Dette kan tyde på at Instagram ønsker å bevisstgjøre brukeren på hvor grensen 
går for risikokategorien, og dermed gjøre brukeren i stand til å ta gode, informerte valg samt 
hindre unødige rapporteringer. Brukeren blir også gitt et valg om å blokkere brukeren. 
På Skype er rapporteringsverktøyet innebygd som et valg når man blokkerer brukere eller 
alternativt som et sentralt rapporteringssenter for Microsoft-tjenester. Flere av tjenestene har, 
som Microsoft, også sentrale rapporteringssystemer inkorporert i sine sikkerhets, 
rapporterings- eller hjelpesentre eller sentralt i menynavigeringen i mobilapplikasjonene. 
Rapporteringen har som regel uthevet funksjonalitet, der brukeren kan spesifisere nærmere 
hva vedkommende reagerer på i form av forhåndsdefinerte valg eller detaljerte beskrivelser. 
Alle oppgir også at all rapportering er konfidensiell, noe som kan tyde på at tjenestene ønsker 
å beskytte brukere eller se til at rapporteringsverktøy er et lavterskel alternativ som ikke fører 
med seg konsekvenser for den som rapporterer. 
Tjenestene fremhever ikke rapportering bare som den enkelte brukerens ansvar. Flere peker 
også på felleskapets eller nettsamfunnets ansvar. Derfor refereres det gjerne til begreper som 
“ansvarlighetskultur” og “delt ansvar” når det snakkes om sikkerhet i dokumentene. Snapchat 
skriver at “sikkerhet på Snapchat er alles ansvar” (egen oversettelse), og Facebook at 
“sikkerhet krever en samordnet innsats fra alle – enten ved å rapportere upassende oppførsel 
eller ved å sørge for at kontoen din og passordet ditt er trygt” og videre at “[…] Facebook-
samfunnet er et av de beste forsvarene mot fornærmende atferd, søppelpost og andre former 
for uønsket kontakt”. Ansvar er med andre ord et nøkkelbegrep tjenestene bruker når det 
kommer til sikkerhet og beskyttelse på tjenestene, og flere fremhever ideer om gruppe-ethos 
og følelsen av gjensidige forpliktelser. Dette kan tyde på at tjenestene gjennom 
samfunnsanalogier ønsker at brukerne vil se på seg selv som interessenter i et nettsamfunn og 
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dermed bry seg om samfunnet og individuell og kollektiv bruk som påvirker den. Slike ideer 
fremhever i seg selv en tanke om at nettsamfunnene til en viss grad kan styre seg selv, uten 
innblanding fra tjenestene for øvrig. Facebook, YouTube og Instagram oppgir at de er av den 
oppfatning at mange konflikter og misforståelser kan løses direkte brukere imellom. Dette 
synes først og fremst å gjelde i tilfeller som ikke bryter tjenestenes retningslinjer på noe vis 
men som går mer på verdier som respekt og høflighet slik de kom frem som normative 
målsettinger i kapittel 4. Facebook er blant tjenestene som introduserer verktøy for såkalt 
“sosial rapportering”, som innebærer å bruke rapporteringslenkene til å sende direktemelding 
til brukeren som publiserte innlegget det er snakk om, og be vedkommende om å fjerne 
innholdet. I forlengelsen av dette er det mulighet i tilfeller der det kan være ubehagelig å 
kontakte vedkommende, eksemplifisert av Facebook ved mobbing eller trakassering, å bruke 
rapporteringsflyten for å gi beskjed til en forelder, lærer eller annen betrodd venn. Instagram 
oppfordrer til å kontakte brukeren selv gjennom allerede eksisterende funksjoner, slik som å 
sende direktemelding eller kommentere på innholdet. I tillegg tilbyr tjenestene en rekke 
verktøy for å tilpasse egne brukeropplevelser. 
6.2 Verktøy for å tilpasse personvern og 
brukeropplevelser 
Som vi har sett tar tjenestene på seg oppgaven å fjerne og sanksjonere risiko som går over de 
etablerte rammene for hva som er tillatt. For innhold og bruk som ikke nødvendigvis bryter 
disse vilkårene og retningslinjene, men som den enkelte kan synes er upassende, tilbyr 
tjenestene en rekke verktøy for å tilpasse egne brukeropplevelser på tjenesten. Gjennom 
analysen kommer det frem en rekke verktøy og innstillinger som myndiggjør og setter i stand 
den enkelte bruker til å styre egne erfaringer på tjenestene, og det finnes enkelte tendenser der 
tjenestene fokuserer på mindreårige som en gruppe i behov for særstilte verktøy, filtere og 
standardiserte innstillinger.  
De sosiale nettverkstjenestene representerer i all hovedsak personlige medier som brukes til å 
dele innhold, kommunisere med andre og på annen måte skape tilstedeværelse. Mening 
skapes gjennom brukernes tilstedeværelse og villighet til å dele og kommunisere med 
hverandre. Men akkurat hvor offentlig en bruker ønsker å være er opp til en selv, slik EU 
kommisjonens prinsipp 6 fremhever oppfordring og muliggjøring av å håndtere personvern 
slik at brukeren kan gjøre gode valg etter eget forgodtbefinnende. Analysen avdekker at de 
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vanligste mekanismene for å tilpasse egen brukeropplevelse er å blokkere, slutte å følge eller 
skjule brukere, innlegg, sider eller applikasjoner på tjenestene. I tillegg har gjerne brukere i de 
forskjellige tjenestene mulighet til mer utstrakt håndtering av informasjon på egen profil eller 
kanal. I tråd med dette tilbyr tjenestene diverse innstillinger for å håndtere personvern og 
kontrollere opplysninger om egen person. Dette tyder helt klart på at graden av tilstedeværelse 
i sosiale nettverkstjenester slik Lüders legger det frem er opp til den enkelte bruker å 
bestemme. 
Brukere i samtlige av tjenestene i analysen kan generelt bestemme hvem innhold blir delt med 
og hva en eksponeres for av andre brukere. På Instagram kan man for eksempel “kontrollere 
synlighet” ved å gjøre innleggene private slik at bare godkjente følgere kan se dem. Dessuten 
kan man i Instagram, som i alle tjenestene, håndtere egen informasjon ved for eksempel å 
fjerne, endre eller moderere innhold samt gjennomgå eller slette historikk. Privat profil 
medfører at personlig informasjon og tilknyttet innhold som bildekart, hashtags, likerklikk, 
kommentarer og omtaler på egen profil kun vises for godkjente følgere, mens ens handlinger 
på andre brukeres innlegg synes etter vedkommendes innstillinger for synlighet. Alternativet i 
Instagram er offentlig profil, som betyr at alle kan se innlegg og informasjon på profilen. I 
Facebook kan brukere kontrollere hvem som kan se ens personlige informasjon, og tilbyr 
tiltak som publikumsvelger (velge hvem som kan se fremtidige innlegg, profil, taggete bilder 
osv), der brukeren kan velge i forhåndsdefinerte kategorier som venner, venners venner, 
offentlig og kun meg eller egendefinerte innstillinger for deling. På Facebook er alternativer 
som å slutte å følge, fjerne venner, skjule eller blokkere andre brukere valg en kan foreta for å 
kontrollere hva en blir eksponert for. Muligheten til å blokkere brukere er et alternativ i 
samtlige av tjenestene, og oppfordres til å benyttes i alt fra tilfeller som angår mobbing eller 
trakassering til tilfeller der en bare ikke vil ha noe med en annen bruker å gjøre. I tjenestene 
der direktekommunikasjon mellom brukere står som en sentral funksjon, slik som Skype, 
Snapchat og Facebook, tilbys det verktøy for å tilpasse hvem som kan søke en opp og ta 
kontakt. De begrunner gjerne verktøyene i brukerens bekymring over hvem som kan kontakte 
en selv eller familien og interessen i å bestemme over og kontrollere egen informasjon. I 
Skype kan brukeren gjøre valg i form av å kontrollere hvem som kan ta kontakt og hvem som 
kan se eller finne brukeren gjennom søk. Videre kan Skype-brukere beskytte seg mot 
uønskede telefonsamtaler eller direktemeldinger ved å bestemme om enhver eller bare 
“venner” på kontaktlisten kan ta kontakt. Tilsvarende kan brukere av Snapchat gjøre 
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endringer i personverninnstillinger for å kontrollere hvem som kan sende brukeren “Snapper” 
eller se “Stories” brukeren selv legger ut. 
Samlet sett bærer innholdsregulering dermed preg av å mer eller mindre være gjenstand for 
konsekvente valg av brukeren selv. Brukerens mulighet til å begrense hva en eksponeres for 
gjennom for eksempel blokkering av brukere og skjule innlegg eller begrense publikumet på 
egne innlegg er i tråd med det nye medielandskapet en tilstand der individet til dels kan sette 
seg selv i sentrum for og justere egne medieerfaringer. Dette kan således tolkes å støtte opp 
under overgangen fra sensur til et større fokus på sluttbrukeren (Livingstone, 2011) og kan 
klassifiseres som både negative rettigheter til å ikke bli hindret i å foreta seg noe og positive 
rettigheter til selv å kunne gjøre valg (Staksrud, 2013a). “Kontroll” gjøres derfor til et 
nøkkelbegrep blant tjenestene når det kommer til verktøy for å tilpasse innstillinger for 
eksponering av personlig informasjon og brukeropplevelser. 
Et poeng verdt å nevne i denne sammenheng er at en imidlertid sjelden kan garantere seg fra 
risikable medieerfaringer, ettersom en alltid er underlagt andre brukeres valg og beslutninger i 
cyberspace generelt (Staksrud, 2013a) og kanskje sosiale medier spesielt. I de aller fleste 
tilfeller handler verkøyene om å bemyndiggjøre brukere generelt fremfor mindreårige spesielt 
med å tilpasse personverninnstillinger og håndtere egne brukeropplevelser. 
6.2.1 Verktøy, filtre og design for å beskytte mindreårige 
Dette betyr at mindreårige brukere står i samme posisjon til å benytte verktøyene som 
beskrevet ovenfor på lik linje med resten av brukermassen. Det er imidlertid enkelte tilfeller 
der tjenestene tar ekstra steg i å beskytte mindreårige. Facebook oppgir for eksempel: 
“For mindreårige har vi tilpasset mange av våre funksjoner for å minne dem (mindreårige) på hvem de 
deler med og  for å begrense deres interaksjon med fremmede”.  
Dette inkluderer at Facebook gir mindreårige brukere eksklusiv opplæring i å dele og 
implementerer innstillinger for å hindre at sensitive opplysninger slik som deres 
kontaktinformasjon, skole og bursdag vises i diverse offentlige søkemotorer. Dette er et 
eksempel på såkalt safety-by-design, som er et konsept med formål å implementere sikkerhet 
eller “designe ut” risiko i et system. I forlengelsen av dette oppgir eksempelvis Instagram at 
innholdets lokasjonsdata er “av” som standard, fordi det anses som spesielt viktig at 
mindreårige tenker før de deler denne typen informasjon. Også på Snapchat og Skype er 
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standardinnstillingene ved registrering satt til at kun godkjente “venner” kan kommunisere 
med en, og gjelder alle brukere. Innstillingene kan imidlertid endres av bruker. Effektiviteten 
av slike konsepter regnes ideelt gjennom en balansegang mellom “over-blocking” og “under-
blocking”, altså mellom å blokkere og begrense for mye og for lite – mellom muligheter og 
risiko. I denne sammenheng erkjenner Facebook konseptets mulighet til å begrense 
mindreåriges muligheter og medieerfaringer på tjenesten: 
“Vi kan iverksette spesielle tiltak for å beskytte mindreårige (for eksempel begrense muligheten voksne  
har til å dele og kommunisere med dem) og er kjent med at dette kan gi mindreårige mer begrensede 
opplevelser på Facebook”. 
I kapittel 5 ble det gjort rede for at Facebook og YouTube er blant tjenestene som kan sette 
aldersgrenser på innhold som er lovlig, men som vurderes å ikke være egnet for mindreårige. 
Dette tiltaket kan knyttes spesielt til innhold som seksuelt, voldelig, skadelig og hatefullt 
innhold, uten at dette er en uttømmende liste. Når noe blir aldersbegrenset enten av bruker 
eller av tjenestene selv, er dette ment å hindre mindreårige brukere i å kunne se innholdet. 
Dette indikerer at også noe av ansvaret ligger på brukere som publiserer innlegg eller 
administrerer sider eller kanaler fordi vedkommende har mulighet til å begrense publikum 
gjennom innebygde verktøy. I denne sammenheng er også både Facebook og YouTube i 
større eller mindre grad basert på brukerprofiler med informasjon om alder, slik at systemene 
kan verifisere og dermed skille mindreårige fra resten av brukermassen. Dette gjør tjenestene 
til en viss grad i stand til å begrense at mindreårige eksponeres for upassende innhold, all den 
tid enkelte klarer å omgå verifiseringssperrene for slikt innhold. 
I YouTube kommer det opp et innholdsvarsel i tilfeller med aldersbegrensede videoer (Bilde 
5.2). Beskjeden om at “[…] videoen kan være upassende for enkelte brukere” viser til 
mindreårige, og voksne brukere må altså logge på for å kunne se innholdet. Aldersbegrenset 
innhold blir ekskludert fra visse brukergrupper, lister og lokasjoner. Nøkkelmekanismer 
YouTube bruker for å identifisere og begrense eksponering av potensielt upassende innhold 
for mindreårige er brukerens egne muligheter for å aldersbegrense innhold, “flagging”-
systemet og andre signaler til å identifisere og filtrere videoer på siden. YouTube tilbyr også 
et alternativ brukere selv eller omsorgspersoner kan velge å implementere i 
brukeropplevelsen. Begrenset modus (“Restricted Mode”) er et verktøy som hjelper brukeren 
å skjule potensielt støtende innhold. Modusen er basert på samme filtreringsmekanismer som 
aldersbegrenset innhold, og oppgir at verktøyet skal være tilgjengelig i alle språk. 
75 
 








Kilde: skjermdump, Youtube.com 
Samtidig erkjenner de at modusen ikke er 100 prosent sikker, og at kvalitet og kulturelle 
sensitiviteter varierer. YouTube beskriver verktøyet som en foreldrekontrollmekanisme, og er 
utviklet med det formål at brukere kan filtrere ut innhold en ikke ønsker at seg selv eller andre 
i familien eksponeres for.  
6.3 Bevisstgjøringsstrategier 
Bevisstgjøring synes å være blant de viktigste virkemidlene tjenestene tar i bruk for å 
begrense risiko. Bevisstgjøringsstrategiene tar generelt sikte på å øke brukernes forståelse og 
kunnskap om systemene og oppfordre brukere til å tilpasse eller endre sin atferd i henhold til 
mål om sikkerhet og beskyttelse. Redegjøringen for risiko og normative mål som kom frem i 
dokumentene i kapittel 4 og 5 (vilkår for bruk, retningslinjer, sikkerhet, personvern etc.) 
utpensler en rekke informasjon overfor brukeren om hva slags risiko de kan måtte forholde 
seg til på tjenestene og hvordan de best mulig kan ta forbehold. Disse dokumentene utgjør 
imidlertid bare en del av tjenestenes formidling av risiko overfor brukere, som gjennom en 
rekke tilnærminger søker å kommunisere brukerne kunnskap, verktøy og ferdigheter til å 





6.3.1 Målrettet informasjon 
En første observasjon er at tjenestene tilbyr målrettet informasjon spesielt rettet mot 
tenåringer og omsorgspersoner som foreldre og lærere. Facebook, YouTube og Microsoft har 
eksempelvis utarbeidet egne sider rettet mot ungdom som inkluderer diverse 
kunnskapsmateriell, veiledning for å ta i bruk tilgjengelige verktøy og ressurser i form av 
eksterne lenker til interesseorganisasjoner, relevante forskningsartikler, nyheter og annet de 
kan velge å benytte. Der vilkår og retningslinjer er tydelige på hva slags innhold og atferd 
som er brudd på tjenestenes, er dokumentene som er rettet mot ungdom spesielt mer utstyrt 
med generelle oppfordringer om å opptre høflig og respektfullt, tenke seg om før publisering, 
hva man ikke bør publisere, å bruke ekte identitet og oppfordringer om å benytte 
rapporteringsverktøyene. Konkrete eksempler kommer i form av “the Grandma rule” 
(YouTube) eller “Would I share this with my parents?” (Microsoft) eller analogier til 
virkeligheten som “[…] både på Internett og utenfor, er det viktig å oppføre seg som den 
personen du vil være” (Facebook). Dette tyder på at tjenestene bruker et lettfattelig språk som 
det for ungdom er lett å forstå og forholde seg til, samtidig som de unngår faguttrykk og ellers 
komplisert terminologi.  
  Samtlige av tjenestene tilbyr videre foreldre muligheten til å ta del i ungdoms 
sikkerhet på tjenestene. I dokumentene som retter seg mot foreldre fremkommer det som regel 
informasjon om tjenestenes aldersgrense sammen med generell informasjon om systemene, 
hva barn gjør på nett og hva de som foreldre kan gjøre for å bevisstgjøre tenåringene i 
familien. Dette innebærer eksempelvis oppfordringer til å ta interesse, snakke med dem om 
sosiale medier eller oppfordre til å være høflig og respektfull mot andre. De samme 
dokumentene inneholder også som regel kunnskap om verktøyene og fremgangsmåter for å 
benytte disse. Bevisstgjøring overfor lærere finnes hos tre tjenester, der oppfordringer om å 
lære studentene å være trygge på nett, være gode rollemodeller samt være bevisst på egen 
offentlig-private omgåelse med elevene fremheves. Dokumenter rettet mot omsorgspersoner 
viser også i enkelte tilfeller til mulighetene for disse til å selv ta del av nettsamfunnene, 
eksempelvis “bruke video i klasserommet” (egen oversettelse) (YouTube). 
6.3.2 Formidlingsstrategier 
Det kan observeres flere strategier tjenestene bruker for å nå frem til brukere og interessenter 
med kunnskap. For det første er diverse sikkerhets-, rapporterings- og hjelpesentre eller sider 
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dedikert til å bevisstgjøre om risikoforhold og praktiske anliggender for å styre 
brukeropplevelsene sentrale mekanismer tjenestene benytter i denne sammenheng. Sentrene 
og sidene ligger som regel lett tilgjengelig i grensesnittene på nettsidene eller 
mobilapplikasjonene. Hos tjenestene i analysen fremkommer de hos noen øverst eller nederst 
på siden og hos andre i hovedmeny eller som del av verkøy og innstillinger. Ulike sentre 
forekommer blant de innholdsorienterte tjenestene Facebook, YouTube og Instagram, og er 
gjerne samlesider eller portaler med flere av tjenestenes policy-dokumenter der brukerne kan 
navigere seg rundt via menyer, lenker og søkefunksjoner for å nå frem til relevant 
informasjon. Hos Snapchat kan en finne disse dokumentene under innstillinger, og Skype 
sender brukeren videre til en sentral portal som gjelder alle Microsofts tjenester.  
Det er imidlertid ikke alltid det er brukerne selv som må oppsøke kunnskap for å bli eksponert 
for den. For det andre finnes det nemlig tilfeller “in situ“ der bevisstgjøringen skjer 
kontekstuelt som en integrert del av brukeropplevelsen. Det vil si at ved å gjøre visse 
handlinger eller bli eksponert for et visst innhold hos enkelte tjenester medfører bevisstgjøring 
i forkant av eksponeringen. Igjen forekommerer kontekstuell bevisstgjøring i de 
innholdsorienterte tjenestene. Bilde 5.3 illustrerer dette med to eksempler: 
 











Bilde 5.3 illustrerer hvordan henholdsvis Facebook og Instagram gjør brukeren oppmerksom 
på potensielt støtende innhold i forkant av eksponering. Dette tyder på at tidspunktet, altså 
timingen av bevisstgjøringskampanjen tillegges vekt. Det kanksje aller viktigste poenget med 
bildet er likevel at eksponering for innholdet gjøres til et valg for brukeren. I venstre bilde 
advarer Facebook om at innholdet kan sjokkere, krenke eller opprøre, og lar brukeren selv 
velge å spille av videoen eller la være (Facebook spiller vanligvis av video automatisk). 
Bildet til høyre viser meldingen som kommer opp i Instagram når man søker etter “#cutting” i 
tjenestens søkefunksjon, som også gjelder en rekke andre søketermer. De samme to poengene 
er fremtredende også i dette tilfellet.  
6.4 Oppsummering 
I dette kapittelet har jeg gjort rede for virkemidlene som tjenestene i analysen setter inn for å 
minimalisere risiko og dermed best mulig nå sine normative målsettinger. Analysen viser at 
tjenestenes virkemidler overordnet kan separeres i tre tilnærminger: verktøy og prosedyrer for 
rapportering, verktøy for å tilpasse personvern og brukeropplevelser og 
bevisstgjøringsstrategier. Virkemidlene vektlegger et distribuert ansvar mellom tjeneste og 
bruker. Tjenestene setter rammer for hva som er tillatt og ikke, og etterleves primært av 
innrapporteringer fra brukerne. Videre blir brukere utstyrt med en rekke verktøy for å 
kontrollere egne brukeropplevelser og innstillinger for å håndtere eget personvern som 
brukerne selv kan velge å bruke etter eget forgodtbefinnende. Bevisstgjøringsstrategiene 
understøtter et fokus på veiledning og kunnskap som ledd i å sette brukeren i stand til å gjøre 
gode og informerte valg ved bruk av tjenestene.   
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7 Overgripende diskusjon og 
konklusjon 
Temaet i denne oppgaven er sosiale nettverkstjenesters håndtering og regulering av risiko 
med tanke på mindreårige. For å analysere dette har oppgaven tatt utgangspunkt i de fem 
viktigste sosiale nettverkstjenestene for ungdom i Norge, og analysert deres målsettinger, 
karakteristikk av risiko og virkemidler for å håndtere risiko. For å utforske denne tematikken 
har jeg gjort en policy-evaluerende innholdsanalyse av dokumenter  fremlagt av Facebook, 
YouTube, Snapchat, Instagram og Skype som angår relevante forhold i deres 
risikohåndteringsprosesser – i sine egne fremstillinger og dermed på deres egne premisser. I 
dette kapittelet ønsker jeg å dra frem de mest fremtredende elemente fra analysen. Kapittelet 
tar utgangspunkt i den analytiske tilnærmingen som er gjort rede for innledningsvis i 
oppgaven. Hensikten er å diskutere funnenes teoretiske implikasjoner, sette analysedelene 
mer i kontekst i forhold til hverandre og drøfte den overordnede problemstillingen mer i sin 
helhet:  
  Hvordan håndterer sosiale nettverkstjenester risiko med hensyn til mindreårige? 
I denne sammenheng er det også viktig å ha oppgavens tre operasjonaliserte problemstillinger 
i bakhodet: 
1. Hvilke målsettinger etterstreber de sosiale nettverkstjenestene? 
2. Hvordan karakteriserer sosiale nettverkstjenester risiko? 
3. Hvilke virkemidler bruker de sosiale nettverkstjenestene for å begrense risiko? 
7.1 Tilbake til C 
Denne oppgaven har utforsket hvordan de sosiale nettverkstjenestene håndterer risiko ved å 
analysere tjenestenes egne policy-dokumenter som brukes for å kommunisere overfor brukere 
og offentligheten hvordan de regulerer seg selv. Å studere selvregulerende ”koder” er en god 
måte å avdekke hvilke regler og hvilket ansvar aktører hevder de ønsker å forplikte seg til, 
heter det (Tambini, Leonardi, & Marsden, 2008, s. 51). I denne sammenheng ble det gjort 
rede for en analytisk tilnærming, en såkalt “5C-approach”, som denne oppgaven er inspirert 
av. Dette inkluderer retningslinjer tjenestene følger (Constitution), for hvem retningslinjene 
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gjelder (Coverage), klare definisjoner av innhold som er brudd på retningslinjene (Content), 
etterlevelse, håndhevelse og sanskjonering av brudd på retningslinjene (Compliance) og 
forholdet mellom selskapene og brukere av deres tjenester (Communication). I denne 
oppgaven har tilnærmingen egnet seg til å illustrere indikatorer og mønstre i et mindre utvalg 
selvregulerende aktører. Samtidig har den avdekket noen sentrale problemområder. 
7.1.1 Verdigrunnlag og avveininger 
En fordel med denne tilnærmingen er at enkelte av disse variablene har vist seg å komme 
nokså direkte frem i dokumentene, andre gjennom fortolkning. Informasjonen som 
fremkommer i dokumentene kan betraktes som tjenestenes utad- og formålsrettede 
virksomhet. En første observasjon som fremkommer av funnene er at målene generelt er 
bemerkelsesverdig like på tvers av tjenestene. Dette er interessant gitt at tjenestene er globale 
aktører og at målene dermed vil ha bredt nedslagsfelt. Funnet kan indikere en slags konsensus 
i bransjen angående hvilke verdier som er verdt å overholde. Utifra funnene er det naturlig å si 
at reglene tjenestene retter seg etter er formulert som ulike hensyn som må ivaretas for å 
oppnå ønsket sfære. Analysen viser at tjenestene overordnet streber etter to fundamentalt 
ulike hensynskategorier. På den ene siden dreier det seg om rettighetsnære verdier som 
ytrings- og kommunikasjonsfrihet, kjerneverdier ved internett som åpenhet og globalitet, og 
mer konkrete individuelle og kollektive muligheter slik som å “oppdage”, “skape”, “uttrykke 
seg” og “dele”. På den andre siden blir mål om sikkerhet, høflighet, respekt og generell 
velferd for brukerne fremhevet. Disse er tilnevnt henholdsvis positive og negative hensyn i 
oppgaven. Dette kan tyde på at tjenestene ønsker å knytte seg til vel kjente verdier. Den 
viktigste forskjellen mellom de to er at de positive hensynene handler om å ivareta tjenestenes 
kapisitet og potensial som kommunikasjonsmidler, mens de negative hensynene handler om å 
begrense den samme kapasiteten og potensialet. Det er rimelig å anta at de to 
hensynskategoriene i mange tilfeller står i motsetning til hverandre.  
Når oppgaven tar sikte på å finne ut hvordan sosiale nettverkstjenester håndterer risiko står 
derfor avveiningen mellom muligheter og risiko frem som et fremtredende element. Akkurat 
som mediepolitikken handler om å stimulere medienes positive funksjoner og hindre de 
negative og akkurat som etterlevelse av barns fundamentale rettigheter til både ytrings- og 
deltakelsesrettigheter og beskyttelsesrettigheter, gjør de fem sosiale nettverkstjenestene i 
analysen avveininger mellom ulike idealer og interesser. Samtlige tjenester erkjenner med 
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dette nødvendigheten i å ivareta både positive og negative hensyn, enten det gjelder å 
balansere individets muligheter til å uttrykke seg mot interessen i sikkerhet eller interessen i et 
globalt og mangfoldig nettsamfunn mot interessen i å  ivareta sensitiviten i samme mangfold. 
En naturlig konklusjon er derfor at et “godt” nettsamfunn for tjenestene innebærer å ta begge 
hensynskategoriene med i betraktningen i selvregulerende organisering, og at den ønskede 
sfæren tjeneste etterstreber naturligvis ligge i dette krysningspunktet. Dermed vil 
risikohåndtering for tjenestene også reelt sett handle om å minimalisere risiko fremfor å være 
i stand til å utslette den helt.    
I henhold til den overordnede problemstillingen indikerer balansegangen en viktig tendens 
innen selvregulering. Myk regulering handler nettopp om å utarbeide regler som ikke skader 
internettets muligheter og potensial (Möller & Richter, 2013, s. 35). Når tjenestene binder 
sine normative mål mot både rettighetsnære verdier som ytringsfrihet og deltakelsesfrihet og 
kjerneverdier ved internett som åpenhet og globalitet, signaliserer dette et ønske og en 
forpliktelse til å videreføre verdier kjent fra mediepolitikk i tradisjonelle medier samtidig som 
de ønsker å forvalte internettets mer særegne kapasitet. Dette vil derfor nødvendigvis medføre 
en forpliktelse til å handle i offentlighetens interesse. Likefullt kan en hevde at mye står på 
spill ettersom det er kommersielle selskaper som styrer balansegangen av høyt prissatte 
idealer og interesser, en bekymring som går igjen hos en rekke teoretikere (Livingstone, 2011; 
Staksrud, 2013a; Rønning, 2009). Imidlertid begrenses oppgavens metodologi seg til 
tjenestenes egne fremstillinger, og kan verken fastslå verdienes praktiske eller faktiske 
effektivitet (Tambini, Leonardi, & Marsden, 2008) eller bærekraftighet (Rasmussen, 2007). 
På den annen side kommer det klart frem at beskyttelse av mindreårige brukere mot potensielt 
skadelig innhold og bruk er en sentral del av samfunnsansvaret tjenestene påtar seg. Dette 
åpner for at forutsetningene for frihetene kan innskrenkes, og det er åpenbart at tjenestenes 
ønske om mangfold styrer utformingen av rammene for hva som ikke er tillatt innhold og 
bruk. Generelt viser Facebook, YouTube og Instagram til sensitiviteten i en mangfoldig 
brukermasse i form av kulturell bakgrunn, livssyn eller alder, som legitimerer restriksjoner på 
bruk. Likeså hevder både Snapchat og Skype at upassende eller ulovlig kommunikasjon som 
involverer mindreårige kan bli sanksjonert. Fordi tjenestenes betingelser og retningslinjer har 
internasjonalt slagfelt kan dette by på utfordringer i avveiningene, noe enkelte av tjenestene 




7.1.2 Innhold, kontakt, oppførsel   
Analysen av målsettingene har vist seg å være viktige funn fordi de indikerer hvilke mål 
tjenestene hevder de jobber etter, og fordi det kan fortelle noe om hva slags tankegods som 
influerer deres strategier og organisering for å oppnå ønsket mediesfære. Det kan imidlertid 
herske tvil om hvordan slike generelle målsettinger kan omsettes til handling i konkrete 
situasjoner for tjenestene. I denne sammenheng spør oppgaven derfor hva som truer disse 
målene (Kapittel 5), og aktualiseres gjennom redegjørelsen av de tre risikokategoriene 
seksuell risiko, aggressiv risiko og risiko knyttet til holdninger og verdier. Flere av 
dokumentene i analysen har til hovedhensikt å informere brukeren om hva som ikke er tillatt 
på tjenestene. Her er tjenestene som regel ganske tydelige på å definere uønsket innhold og 
atferd innenfor risikokategoriene, og kommer frem i måten de formulerer risiko i form av 
yttergrenser eller overskridninger. Som vi har sett er barndomsargumentet en betydelig faktor 
når det gjelder utarbeidelsen av atferdsnormer og definere rammene for tillatt bruk. Det aller 
mest fremtredende poenget i henhold til disse rammene er at risikoen får utvidet omfang som 
konsekvens av det teknologiske fundamentet tjenestene er myntet på. Av risikokatalogen 
presentert i kapittel 5.1 kan det observeres at de tre risikokategoriene forekommer som 
innhold, kontakt- og atferdsrisiko. Analysen viser med dette at tjenestene er bevisst et 
heterogent og mangfoldig sett farer, noe som utvilsomt kan knyttes til utvikling innen IKT. 
Dette utvider også rammene for hva som defineres som brudd. I sin tur utvider dette rammene 
for hva tjenestene må håndtere for å oppnå sine målsettinger, samtidig som det utvider 
omfanget av hva som kan bli fjernet eller sanksjonert. I sin ytterste konsekvens innebærer 
dette en forholdsvis innskrenking av negative rettigheter sett opp i mot mulighetene.  
7.1.3 Etterlevelse av brudd 
Vilkårene og retningslinjene virker altså å være nokså tydelige og konsekvente. Dette betyr at 
dokumentene som er formidlet overfor brukeren og opplysninger om brukeren forøvrig 
anvendes som grunnlag for å treffe beslutninger. Dokumentene kan som sådan antyde 
forventningsmakt, ettersom makt utøves nettopp for å treffe beslutninger (Schartum & 
Bygrave, 2011, s. 35). Tjenestenes egetansvar og plikter kommer tydeligst frem i måten 
dokumentene beskriver handlinger og prosedyrer for å håndheve brudd på nettsamfunnenes 
respektive vilkår og retningslinjer. Dokumentene viser at etterlevelsen av brudd skjer i form 
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av en rekke sanksjoner. Tjenestene oppgir også at de samarbeider med lovmyndigheter og 
tredjeparter slik som NGO, som regel ved alvorlige tilfeller.  
Det er grunn til å tro at den tydelige og konsekvente håndhevingen er problematisk. Flere av 
tjenestene fremhever et ønske om effektivitet i prosedyrene for å fjerne materiale som 
overskrider atferdsnormene. Derfor kan tjenestene “[…] begrense innhold som deles av 
legitime grunner” (Facebook), eller motsatt, at alvorlig og ulovlig virksomhet ikke blir fulgt 
opp av rett myndighet. Samtidig har samtlige av tjenestene punkter i vilkårene der de 
forbeholder seg retten til å utøve beslutninger etter eget skjønn, for eksempel  “[…] når som 
helst å nekte en bruker tilgang til tjenesten, uansett årsak” (Instagram). Dette åpner for at 
tjenestene kan gjøre ytterligere innsenvering av rammene for ytringsfrihet og beskyttelse, 
sistnevnte nødvendigvis sterkere enn minstekravene som fremkommer av FNs 
barnekonvensjon (De forente nasjoner, 1989). Dette kan ha implikasjoner for barns 
rettigheter, der for drastiske virkemidler mot risiko kan ramme mindreåriges ytrings- og 
deltakelsesrettigheter, samtidig som for lite beskyttelsestiltak kan sette barn og unge i fare. I 
så måte ligner utfordringene tjenestene står overfor på overgripende spørsmål ved internett: til 
hvilken grad bør internettet reguleres før det blir konterproduktivt, ineffektivt eller neglisjerer 
menneskerettigheter? Spørsmålet om etterlevelse av brudd på vilkår og retningslinjer blir 
derfor et spørsmål om kvalitet på risikohåndteringen, der spørsmålet viser til en rettferdig 
balansegang av muligheter og risiko og hvorvidt tjenestene er i stand til å takle risikoens 
mangefasetterte natur. Kvalitetsspørsmålet kan også i stor grad knyttes til tillitsdimensjonen, 
der enkelte peker på at brukernes tillit til et selskap påvirker dets omdømme og økonomi 
(Ságvári & Máder, 2013). Jeg vil argumentere for at spørsmålet kan problematiseres 
ytterligere fordi distribusjonen av potensielt skadelig innhold strømmer friere enn i 
tradisjonelle medier, fordi lite kan sette grenser for hvem som kan kommunisere med 
hverandre og fordi teknologien setter enhver i stand til å bidra til risikofylte medieerfaringer. 
7.2 Korresponderer mål og midler? 
En policy-evaluerende analyse innebærer ifølge Syvertsen å identifisere eksplisitte 
målsettinger for et spesifikt område, for deretter å analysere i hvilken grad organiseringen av 
området og valget av virkemidler korresponderer med målsettingene (Syvertsen, 2004, ss. 52-
53). Diskusjonen hittil har vist hva slags målsettinger tjenestene ønsker å forplikte seg til, og 
hvilke rammer de forholder seg til i henhold til hva som er tillatt og ikke tillatt bruk. 
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Tjenestenes policy tilsier at interessene i den negative hensynskategorien, som i stor grad er 
grunnet i barndomsretorikk, fungerer som intensjonale ledestjerner for å legitimere en rekke 
virkemidler og teknikker for å begrense ulovlig og potensielt skadelig bruk. En vel så viktig 
faktor som tjenestenes egetansvar er brukernes ansvar. Analysen viser en klar tendens om at 
tjenestene baserer seg på en todelt ansvarsfordeling distribuert mellom tjenestene selv og sine 
brukere for å kunne oppnå målsettingene. Virkemidlene som ble presentert i kapittel 6 kan 
hevdes å være fremtredende markører på dette. 
Virkemidlene kan overordnet separeres i tre tilnærminger for å oppnå målene i den negative 
hensynskategorien: verktøy og prosedyrer for rapportering, verktøy for å tilpasse personvern 
og brukeropplevelser og bevisstgjøringsstrategier. Samregulering pålegger aktører å fjerne og 
melde fra om ulovlig innhold og aktivitet til relevante nasjonale eller internasjonale 
institusjoner. I tråd med dette kommer det frem av dokumentene at tjenestene fjerner innhold 
og sanksjonerer bruk som er brudd på vilkår og retningslinjer, som typisk skjer i form av 
suspensjon av brukerkonto, forbud mot videre bruk, aldersgrenser eller advarselssystemer. 
Samtlige tjenester har i tråd med dette implementerte, og i enkelte tilfeller eksterne, 
rapporteringsfunksjoner. Tjenestene er imidlertid avhengig av at brukere benytter seg av 
funksjonen for å kunne etterleve brudd og dermed håndheve egne rammer, noe som 
fremkommer av gjennomgående oppfordringer til bruke funksjonene, veiledning og 
bevisstgjøring om funksjonene samt kontekstuelt plasserte rapporteringsmuligheter. Dette 
demonstrerer den gjensidige avhengigheten mellom partene, ettersom den enkelte bruker og 
nettsamfunnet forøvrig ofte vil være avhengig av tjenenestene for at grenseskridende innhold 
skal bli fjernet og bruk sanksjonert. Imidlertid kan mangel på rapportering dermed aktualisere 
argumentasjon om at selvregulering i sosiale nettverkstjenester representerer “lovløse sfærer”.  
Videre tilbyr tjenestene en rekke verktøy som brukeren kan benytte til å tilpasse egne 
brukeropplevelser. Tjenestene begrunner generelt verktøyene i muligheten for brukeren til å ta 
forholdsregler og selv kontrollere det en ser og hvem en deler med. Dette innbefatter 
instillinger for personvern som å styre egen offentlighet og verktøy til å blokkere, slutte å 
følge eller skjule andre brukere og materiale etter eget forgodtbefinnende. I tillegg tar 
tjenestene ekstra steg i å beskytte mindreårige gjennom noe forskjellige tilnærminger. I to av 
de innoldsbaserte tjenestene (Facebook og YouTube) benyttes virkemidler som aldersgrenser, 
som begrenser mindreåriges mulighet til å eksponeres for innhold som klassifiseres som 
upassende for denne brukergruppen. Dette illustrerer ikke bare interessen i å beskytte barn og 
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unge, men også interessen i å ivareta voksne brukeres ytrings- og informasjonsfrihet. Flere av 
tjenestene søker også å beskytte mindreårige gjennom såkalt “safety-by-design” der tjenestene 
designer ut og filtrerer forskjellige risikoer. Dette gjelder for eksempel lokasjonsdata, 
profilens grad av offentlighet og begrensninger av hvem som kan ta kontakt med mindreårige. 
I forlengelsen av dette tilbys brukere funksjoner for å begrense eget innhold overfor sensitive 
publikum, og det oppfordres i flere tjenester om å selv advare eller kontekstualisere potensielt 
støtende innhold. 
  Tilslutt synes bevisstgjøring å være en sentral strategi, som generelt tar sikte på å øke 
brukernes forståelse og kunnskap om systemene, verktøyene og risiko. Strategiene synes først 
og fremst å være rettet mot mindreårige brukere og omsorgspersoner, som gir foreldre og 
lærere muligheten til å ta del i barnas digitale liv.  
Virkemidlene for å oppnå målene synes derfor å i stor grad å avhenge av den enkelte bruker. 
Dette demonstrerer behovet for en bredere definisjon av “selvet” i selvregulering, som også 
bør omfatte den enkeltes regulering av seg selv. Tendensen mot individuell myndiggjøring 
manifesterer seg i valgfrihet, der brukeren selv kontrollerer egen offentlighet og tilpasser hva 
en selv eller familiemedlemmer eksponeres for i tjenestene. Økt brukeransvar- og kontroll 
signaliserer også at den enkelte bruker selv kan velge å ta del i risiko, noe som vitner om 
negative rettigheter. Samme tendens medfører at dilemmaer privatiseres, for eksempel Lüders 
dilemma om offentlig-privat tilstedeværelse på nett. En bruker av sosiale nettverkstjenester er 
selv nødt til å velge innstillinger som passer best med vedkommendes preferanser og 
forgodtbefinnende for deling og eksponering. Likevel er brukeren bundet til de rammene som 
er definert og etablert av tjenestene. Brukerne får dermed tilsynelatende både kontroll og 
ansvar, men det er fortsatt tjenestene som definerer hva brukerne får kontroll og ansvar over.  
7.2.1 “If you can’t regulate, educate!” 
Et bærende premiss i denne oppgaven er at informasjons- og kommunikasjonsteknologi fører 
med seg noen overgripende endringer i rammebetingelsene for å organisere regulering. 
Betingelsene kommer klart frem av oppgavens analyseobjekter som ikke bare er påvirket av 
disse endringene, men som også i det hele tatt er blitt til av de samme endringene og som er 
dominerende aktører i det nye medielandskapet. De sosiale mediene er myntet på de 
mulighetene teknologien fasiliterer for, men preges også av den utbredte og tilgjengelige 
risikoen. Analysen viser at tjenestene er bevisst et heterogent sett risiko, som inkluderer 
86 
 
brukergenerert innhold, kontakt- og atferdsrisiko. Dette kombineres med en rekke 
særegenskaper ved risikoene som har kapasitet til å gi risikoene en ny dimensjon. Flere av 
tjenestene advarer for eksempel om nettets evne til å gjøre informasjon vedvarende og til å 
spres utenfor individets kontroll, noe som er spesielt fremtredende i Snapchat som i 
utgangspunktet er basert på flyktig kommunikasjon. I et risikohåndteringsperspektiv skaper 
dette utfordringer fordi internettets – og sosiale nettverkstjenesters – arkitektur og 
teknologiske fundament gjør at informasjon nødvendigvis strømmer fritt og omgår tidligere 
mediebarrierer som knapphet og portvakter. Web 2.0 og muligheten for brukergenerert 
innhold gjør at brukere av tjenestene i analysen kan ytre seg mer uredigert og direkte enn før. 
I sin tur gjør dette tidligere beskyttelsesmekanismer irrelevant, for eksempel at vanskiller og 
forhåndssensur ikke bare er lite ønskelig, slik enkelte av tjenestene i analysen hevder, men 
som etter sigende også nærmest er umulig (Liestøl & Rasmussen, 2007). Løsningen på dette 
synes å være å sette brukeren i stand til å ta gode, informerte, og kanskje aller viktigst – egne 
– valg til å ta ansvar og kontrollere egne erfaringer for seg selv eller sine barn. Dette 
aktualiserer som nevnt dermed en privatisert avveining mellom risiko og muligheter, slik at 
kvaliteten på risikohåndtering blant tjenestene kan sies å avhenge av hvor godt mindreårige 
og omsorgspersoner selv takler risikable medieerfaringer. På grunn av økende privatisering 
via soveromskultur, personlige datamaskiner og smarttelefoner, kan dette realisere en 
situasjon der mindreårige selv kan følge egne intuisjoner for hva de mener er muligheter, gitt 
at barn og voksne (og sosiale nettverkstjenester) ikke alltid betrakter det samme som 
muligheter og risiko (Livingstone & Haddon, 2009). Samtidig kan denne tilnærmingen 
hevdes å vitne om et forsøk av tjenestene på å nå sine normative mål ved å overlate ansvaret 
til individet fordi teknologien setter de ut av stand til å takle ansvaret på egenhånd. Derfor kan 
det stilles spørsmål rundt hvorvidt reguleringen av “selvet” i selvregulering er del av en 
myndiggjøring og autonomi av individet eller om det er del av en “tvungen” tilstand på linje 
med mer overgripende utviklinger i samfunnet som for eksempel det Beck og Beck-
Gernsheim teoretiserer som institusjonalisert individualisering (Beck & Beck-Gernsheim, 
2001).  
Tiltakene som nevnt over korresponderer imidlertid godt med enkelte av mekanismene som 
fremkommer av EU kommisjonens prinsipper for tryggere medieerfaringer for mindreårige på 
sosiale medier (EU Commission, 2009). Foreslåtte, og sterkt anbefalte, virkemidler som 
bevisstgjøring og myndiggjøring av brukeren med verktøy og teknologi for å håndtere egen 
informasjon og egne erfaringer støtter opp under samme argument. At dette fremheves som de 
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mest fornuftige verktøyene til jobben av tjenestene kan muligens best illustreres med et par 
eksempler. Flere av tjenestene advarer eksempelvis mot såkalt “sexting” og potensielle 
negative konsekvenser som kan følge av det, men kan ikke annet enn å oppfordre til 
varsomhet ettersom brukeren selv er i posisjon til å initiere handling ved å dele eller 
videreformidle materialet. Tjenestene, som ikke kan gjøre noe med situasjonen i forkant, kan 
fjerne det originale innholdet i ettertid, men har potensial til å allerede være utenfor både 
brukerens og tjenestens kontroll å fjerne kopiene. I tilfeller med mobbing eller trakassering er 
ikke slike hendelser alltid lett å vurdere for offeret og heller ikke lett å oppfattes av andre 
brukere. Tjenestene oppfordrer derfor til å ta i bruk verktøy som å blokkere den som 
trakasserer, si ifra til omsorgsperson eller rapportere vedkommende til tjenesten, funksjoner 
som også utledes fra EU kommisjonens prinsipper. Et problem med dette er imidlertid at 
europeiske barn sjelden benytter seg av rapporteringsfunksjoner. Dette kan tyde på at det 
finnes utfordinger for tjenestene til å håndheve egne regler og dermed forvalte egetansvar. Å 
sette virkemidlene opp i mot barn og unges bruk av internett utpensler flere utfordringer for 
tjenestene som håndterer risiko. 
7.2.2 Har mindreårige særegne behov? 
Det kan også tolkes ut fra funnene at “selvet” i selvregulering også viser at mindreårige, med 
enkelte unntak, i stor grad får ansvar og kontroll over egne brukeropplevelser og dermed 
myndiggjøres eller indivdualiseres (Staksrud, 2013a, s. 28) på lik linje med resten av 
brukermassen. Å diskutere korrelasjonen mellom mål og midler er derfor en god anledning til 
å se den regulative organiseringen i forhold til barn og unges egne bruksmønstre og 
bekymringer i henhold til bruk av internett. I forlengelsen av diskusjonen overfor kommer det 
frem av undersøkelser på feltet at norsk ungdom har en høy delingsvillighet, men scorer 
samtidig høyt på ferdigheter i forhold til andre barn og unge på kontinentet. Dette inkluderer 
eksempelvis å endre personverninnstillinger eller blokkere uønsket innhold. I så måte kan 
flere av virkemidlene ha en positiv funksjon i den grad norsk ungdom besitter ferdighetene til 
å oppnå tryggere opplevelser på internett. Til den grad norsk ungdom er “risky supported 
explorers”, slik EU Kids Online tilnevner dem, betyr dette likeså at slike ferdigheter kan være 




Andre virkemidler kan synes å ha noe mer problematiske aspekter ved seg. 
Foreldrekontrollmekanismer slik som “Restricted Mode” i YouTube eller bevisstgjøring 
målrettet mot omsorgspersoner kan som konsekvens av dette sjelden benyttes blant norske 
foreldre. For det første peker dette på virkemidler som individuelle valg og ansvar. For det 
andre kan nyttige virkemidler ligge ubrukt, selv om YouTubes filter etter beste evne 
begrenser eksponering for nettopp risiko som norske barn og unge selv bekymrer seg mest 
over: sex og vold. Likevel synes i det minste to av de innholdsorienterte tjenestene å kunne 
sette aldersgrenser for slikt innhold, som vanskeliggjør tilgjengeligheten for mindreårige. At 
sex og vold vies såpass oppmerksomhet av samtlige tjenester kan videre tyde på en historisk 
kontinuitet av mediepanikk og anerkjennelse av kulturell og aldersmessig sensitivitet overfor 
slik risiko. Utfordringen ligger mer i risikoens natur i de nye omgivelsene, som i større grad 
synes når kommunikasjonen foregår én-til-én-kommunikasjon eller er av flyktig art. Når farer 
forekommer som kontakt- eller atferdsrisiko blir regulering med en gang problematisk. Farene 
oppstår nettopp fordi regulative virkemidler til liten grad kan begrense hvem som kan 
kommunisere med andre. Som nevnt løser enkelte av tjenestene eksempelvis kontaktrisiko 
gjennom implementerte standardinnstillinger, men som i siste instans heller er basert på 
valgfrihet enn permanente restriksjoner. Motsatt legger tjenester som Facebook restriksjoner 
på hvem som kan kommunisere med mindreårige, som også anerkjenner hvordan dette 
begrenser mindreåriges muligheter. Dette illustrerer på sin side inkonsistens mellom 
virkemiddel og forskning, all den tid de fleste europeiske barn oppgir at kontakt sjelden 
medfører skade. Snarere oppgir de at slike møter, enten på nett eller i det virkelige liv, har 
positive følger. Slike regulative dilemmaer oppstår når det ikke er ett tydelig svar på hvordan 
en bør gå frem for å balansere muligheter mot risiko og derfor ikke ett klart svar på hvordan 
man oppnår de normative målene. Likeså vanskeliggjør empirien derfor også muligheten til å 
konstatere hvorvidt virkemidlene er tilstrekkelige for å realisere de normative målene.  
7.3 Konklusjon: selvregulering og regulering av 
selvet 
I denne oppgaven har jeg undersøkt hvordan et utvalg sosiale nettverkstjenester håndterer 
risiko med hensyn til mindreårige under fanen ”selvregulering”. For å undersøke dette har jeg 
forsøkt å tydeliggjøre sammenhengen mellom tjenestenes målsettinger, risikosituasjon og 
virkemidler for å håndtere risiko og oppnå målene.  
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  Et hovedfunn i denne oppgaven er at tjenestene etterstreber to ulike hensynskategorier 
som skaper behov for avveininger. Målene som kommer frem av dokumentene er vel kjente i 
et medieperspektiv, og kan sies å ta hensyn til både mindreåriges muligheter til å 
kommunisere og uttrykke seg samtidig som de spesielt for denne brukergruppen anerkjenner 
behovet for beskyttelse fra potensielt skadelig innhold og bruk. Spesielt hensyn som 
sikkerhet, mangfold, respekt, høflighet og generell velferd er sentrale mål i å legitimere en 
rekke virkemidler som brukes for å beskytte nettopp mindreårige spesielt, men også enhver 
bruker mer generelt. Analysen viser at utvalgets organisering rundt håndtering av risiko og 
selvregulerende praksis har noen spesielle karakteristikker. Det aller mest fremtredende er 
hvorledes analysens sosiale nettverkstjenester synes å være nødt til å distribuere ansvaret 
mellom seg selv og sine brukere for å kunne nå sine normative målsettinger. Virkemidlene 
som brukes for å håndtere risiko kan hevdes å være fremtredende markører på dette. 
Virkemidlene inkluderer rapporteringssystemer, verktøy og innstillinger for å tilpasse egne 
brukeropplevelser og bevisstgjøringsstrategier, som alle er ledd i å sette brukeren i stand til å 
ta gode, informerte og egne valg til å ta ansvar og kontroll overfor seg selv eller sine barn. I 
forlengelsen av dette mener jeg også at det er grunnlag for å si at mynddiggjøringen i stor 
grad også gjelder mindreårige brukere, som igjen betyr at de selv kan gjøre avveininger 
mellom muligheter og risiko. Av denne grunn må ”selvet” i selvregulering omfatte også den 
enkeltes regulering av seg selv, og demonstrerer den gjensidige avhengigheten mellom de to 
fordi tjenestene forventes å overholde og håndheve de rammene de selv har etablert. Av 
samme grunn kan det argumenteres for at brukerne tilsynelatende får både kontroll og ansvar, 
men vil fortsatt være underlagt tjenestenes definisjonsmakt.  
Jeg vil også argumentere for at medieteknologien og dets kommunikative egenskaper 
utfordrer rammebetingelsene for tjenestenes selvregulerende praksis. Medieteknologien gjør 
at distribusjonen av potensielt skadelig innhold strømmer friere enn i tradisjonelle medier, lite 
kan sette grenser for hvem som kan kommunisere med hverandre og teknologien setter enhver 
i stand til å sette seg selv i eller bidra til risikofylte medieerfaringer. De fem tjenestene 
karakteriserer risikosituasjonen i tråd med dette som mangefasettert og identifiserer og setter 
rammer for tillatt bruk gjennom et hetoregent sett risiko. Jeg mener dette kan vitne om et 
forsøk av tjenestene på å nå sine normative mål ved å overlate ansvaret til individet fordi 
teknologien setter de ut av stand til å takle ansvaret på egenhånd. En kan derfor stille 
spørsmålstegn rundt hvorvidt reguleringen av “selvet” i selvregulering er del av en 
90 
 
myndiggjøring av individet eller om det er del av en “tvungen” tilstand som følge av det 
teknologiske fundamentet tjenestene er myntet på.  
7.3.1 Videre forskning 
Forskning på barn og medier er et viktig og aktuelt tema når en diskuterer regulering på 
internett, og det står forhåpentligvis denne oppgaven som et eksempel på. Denne oppgaven er 
et forsøk på å bidra med kunnskap om medieregulering av ungdom i et endret medielandskap. 
Den forsøker å tegne et bilde av hvordan et utvalg store globale aktører regulerer egen 
virksomhet med spesielt fokus på hvordan de håndterer risiko med hensyn til mindreårige. Et 
interessant spørsmål er hvorvidt studier av andre sosiale nettverkstjenester eller andre 
selvregulerende aktører på internett ville gitt anderledes funn.  
Konkrete forslag til videre forskning kan også være å undersøke fenomenet fra andre 
perspektiver. Det ville for eksempel vært interessant å ta utgangspunkt i brukere og undersøke 
hvorvidt de har den samme oppfatningen av målene som de sosiale nettverkstjenestene streber 
etter, om de opplever de samme risikoene som faretruende eller om de synes virkemidlene 
som brukes til å håndtere risiko er tilstrekkelig. Et annet perspektiv kunne vært å undersøke 
fenomenet fra andre aktører som har interesse i regulering. For eksempel ville undersøkelser 
av medieorganer- og tilsyn, supranasjonale myndigheter eller NGO’er kunne gitt interessante 
funn, ved å studere hvordan de plasserer seg i det nye medielandskapet og hvorledes de 
prøver å påvirke selvregulerende aktører til å regulere på bestemte måter.  
  I tillegg kan fenomenet undersøkes med hjelp av andre metoder. Tambini, Leonardi og 
Mardsen (Tambini, Leonardi, & Marsden, 2008) supplerer eksempelvis dokumentanalyser av 
selvregulerende aktører i mediesektoren med dybdeintervjuer av representanter for selskapene 
i den hensikt å opparbeide større kontekstuell forståelse av praksis ved utarbeidelse av koder 
og implemtentering. Statistiske analyser kunne benyttet de mest fremtredende variablene til å 
undersøke mer generelle tendenser i sosiale nettverkstjenesters selvregulerende praksis.  
Medie- og nettregulering er også et felt i stadig endring, og aktualiserer nærmest seg selv som 
forskningsobjekt. Denne oppgaven både trekker på og gir bidrag til 
selvreguleringsforskningen. Det er imidlertid få studier som har utforsket sosiale 
nettverkstjenesters egne fremstillinger av målsettinger og regulative organisering. Forskning 
på selvregulerende aktører på internett, sosiale nettverkstjenester eller andre, er viktig for å 
kunne forstå våre egne og våre barns digitale liv ettersom det nå i stor grad er disse som 
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regulerer internett. De selvregulerende aktørene er hele tiden med å drive utviklingen 
fremover samtidig som deres egne koder og atferdsnormer må tilpasses endringene. Dette kan 
aktualisere videre evaluering av politiske målsettinger og virkemidler. Vil for eksempel 
funnene i denne oppgaven kunne gjelde om ett, fem eller ti år? For å kunne treffe gode 
mediepolitiske beslutninger må en både forstå den nye teknologien og 
kommunikasjonsformene samt hvordan barn og unge bruker de nye mediene. Dette viser til et 
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Dokumentets tiltenkte mottaker(e) 
 
 
Spesielle merknader i 







Mål, idealer, verdier, interesser  
Hvilke regler/atferdsnormer som 
følges 
 
Hvem regler/atferdsnormer gjelder  
Ansvar for å nå målene  
Egenskaper ved målene: 
”egne” målsettinger, rettighetsnære 
mål,  internettsnære kjerneverdier, 
annet 
 




Avveininger   
Annet  
Risikosituasjon 
Risiko (aggressiv, seksuell, holdninger/verdier): 










modalitet, teksttyper, grad av 
forekomst 
 
Innhold, kontakt, atferd  
Tilknytning til spesielle brukere  
Generelle 
beskrivelser/problematisering av 






Håndhevelse/etterlevelse av egne 
regler/atferdsnormer 
 
Sanksjoner på brudd  
Involvering av myndighet (lov)  







klassifisering av innhold 
 
Safety-by-design  
Myndiggjøring av brukeren: 
Verktøy, innstillinger osv 
 
Annet  
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