Abstract. The staggered discontinuous Galerkin (SDG) method has been recently developed for the numerical approximation of partial differential equations. An important advantage of such methodology is that the numerical solution automatically satisfies some conservation properties which are also satisfied by the exact solution.
Introduction
The staggered discontinuous Galerkin (SDG) method is a new class of discontinuous Galerkin methods that are defined on some easy-to-construct staggered grids, which can be either structured or unstructured. The SDG method is first developed by Chung and Engquist [7, 8] for the acoustic wave propagation, and is then developed for a large class of partial differential equations. In particular, SDG methods are developed for scalar elliptic problems in Chung, Kim and Widlund [10] , the convection-diffusion equation in Chung and Lee [12] , the two-dimensional curl-curl problem in Chung and Lee [11] , time-harmonic problems in Chung and Ciarlet [3] , three-dimensional time-dependent Maxwell's equations in Chung, Ciarlet and Yu [4] , wave simulations in heterogeneous media for geophysical applications in Chung, Efendiev, Gao and Gibson [9, 14] and the Stokes system in Kim, Chung and Lee [19] . The method relies on the careful design of a pair of finite element spaces that satisfy some discrete inf-sup conditions and, more importantly, some staggered continuity conditions. More precisely, the functions in these two finite element spaces are continuous at different element boundaries. Moreover, they are globally discontinuous and are only continuous locally in a union of a few neighboring elements. The main consequence is that no numerical flux and penalty parameters are required in contrast to the non-staggered DG methods. An important advantage of such methodology is that the numerical solution automatically satisfies some conservation properties which are also satisfied by the exact solution. For example, the method provides energy conservation for wave propagation [4, 7, 8] , provides mass and energy conservation for convection-diffusion equations [12] , and provides divergence free velocity for Stokes flows [19] . In respect of wave propagation, the method also gives smaller dispersion error [2, 4] . Historically, staggered grid methods have also been widely used in the context of finite difference and finite volume methods. For instances, they are applied to wave propagation problems in [5, 6] and fluid flow problems in [1, 22] .
In this paper, we will develop a SDG method for the Burgers equation. It is also our first step in the development of SDG methods for the more general non-linear conservation laws. In particular, we consider the Cauchy problem of the following equation u t (t, x) + u(t, x) u x (t, x) = 0 (1.1)
in some interval I = [a, b], subject to the initial condition u(0, x) = u 0 (x), x ∈ I.
Numerical methods for hyperbolic conservation laws are widely studied. For example, in Harten, Engquist, Osher and Chakravarthy [16] and Shu [23] , the Essentially Non-Oscillatory (ENO) schemes and the Weighted Essentially Non-Oscillatory (WENO) schemes are developed with great success. In addition, to avoid the time-consuming Riemann solvers, some relaxation schemes for solving hyperbolic systems of conservation laws are proposed and analyzed in Jin and Xin [18] . For an extensive discussion of numerical methods, see LeVeque [20, 21] . Nevertheless, the issue of energy conservation is usually not the focus of these methods. Recently, Jameson [17] proposes some finite difference schemes that give energy conservation for nonlinear hyperbolic conservation laws, and addresses the importance of energy preserving schemes. This motivates us to design DG schemes that also give energy conservation. One advantage of the DG idea is that it allows an easy construction of higher order approximations [13] . In fact, the lowest order version of our SDG method coincides the scheme developed in Jameson [17] , and thus our SDG scheme can be regarded as a generalization of the method proposed by Jameson [17] . We remark that an energy conserving scheme for the shallow water equations is proposed in [24] .
For the construction of our SDG method, we will introduce some new auxiliary variables. The original solution u and these new auxiliary variables are then approximated on a staggered grid. For smooth solutions, we prove that the resulting scheme preserves the mass and energy in some discrete sense. It is well-known that typical problems concerning the numerical approximation of the Burgers equation are shock waves and discontinuous solutions. In such cases, the scheme is no longer energy conserving and the problem of numerical oscillations arises. We propose a local TV regularization method to resolve this problem. To recover a non-oscillatory solution, the total variation of the oscillatory solution is minimized under certain constraints that preserve the accuracy of the solution. The regularization is done only locally in regions with numerical oscillations to reduce computation costs and redundant error. For the local TV minimization problem, we will apply the Bregman algorithm for l1-regularization developed by Goldstein and Osher [15] , which is efficient and easy to implement.
The rest of the article is organized as follows. In Section 2, we will derive the SDG scheme for the inviscid Burgers equation and prove that the scheme is mass and energy conserving. In Section 3, the TV regularization method is presented. Numerical results are shown in Section 4. The article ends with a conclusion and a short discussion on future works.
The SDG scheme
In this section, we will present the derivation of the SDG scheme for the Burgers equation. Moreover, the mass and energy conservation properties will be proved. We start with the definitions of SDG spaces.
SDG spaces
Assume that the interval I is divided into N equal-width subintervals with mesh size h = (b − a)/N by using the nodal points x j = a + jh, where j = 0, 1, · · · , N . Then, for each j = 1, · · · , N − 1, we define a primal cell I j to be the interval (x j− ), where
At the boundary, we define two primal cells to be I 0 = (a, x 1
2
) and
, b). Moreover, for each j = 0, 1, ..., N − 1, we define a dual cell I j+ 1 2 to be the interval (x j , x j+1 ). Clearly, both the union of the primal cells and the union of the dual cells form a partition of the interval I. Furthermore, the primal cells are obtained by shifting the dual cells by a length equal to half of the mesh size. Hence, we say that these primal and dual partitions form a staggered partition of the given interval I.
Let m ≥ 0 be an integer that corresponds to the degree of polynomials used for the trial and test spaces. For each given interior primal cell I j = (x j− 
Derivation of the SDG scheme
In this section, we will give a detailed derivation of our SDG scheme for the Burgers equation (1.1). To do so, we will need some new auxiliary variables, which are the functions v and z defined as follows. Let
Then it is easy to see that the inviscid Burgers equation (1.1) can be written as
Our SDG scheme is a discretization of (2.1) and (2.2) on the staggered grid defined in the previous section.
Now we consider the first equation in (2.1), that is v = u x . Multiplying this equation by a smooth function ψ and integrating on a dual cell I j+ 1 2 , we obtain
where
We remark that, throughout the paper, we define f (c ± ) = lim x→c ± f (x) for any function f (x) that has both left and right hand limits at x = c. Now, adding all terms corresponding to j = 0, 1, · · · , N − 1 in (2.3), we have
Next, we consider (2.2). Multiplying this equation by a smooth function φ and integrating on a primal cell I j , we obtain
).
Adding all terms with j = 0, 1, · · · , N in (2.5), we have
Before we state our SDG formulation of the Burgers equation, we will need a transfer operator which maps a function in U m h to a function in V m h . Let u h ∈ U m h , we define T m h u h ∈ V m h as follows. Notice that it suffices to present the definition on a single dual cell because the definition on other dual cells is similar. Consider a dual cell I j+ 1 2 , with
In addition, we set
for all polynomials p m−1 of degree m − 1. Clearly, the above conditions (2.7) and (2.8) define uniquely a function in R ′ (I j+ 1 2 ). Finally, we can state the SDG discretization of the Burgers equation, which is the discrete version of the set of equations consisting of the second equation in (2.1), equation (2.4) and equation (2.6).
SDG formulation for the Burgers equation
We remark that (2.11) is the main formula for updating the values of u h in time. The functions v h , z h and T m h u h on the right hand side of (2.11) can be computed efficiently by solving the local problems on each dual cell defined by equations (2.9), (2.10) and (2.7)-(2.8) respectively. Thus we can write (2.11) as
for some function F . For time discretization of (2.9)-(2.11), we can use any standard method, and in this paper, we use the second-order Runge-Kutta method. For completeness of presentation, we recall the second-order Runge-Kutta method below.
Runge-Kutta method
Given u n h , the approximation of u h at time t n = t 0 + n∆t, u n+1 h is computed as follows.
Compute
u * h = u n h + ∆tF (u n h ). 2. Compute u n+1 h = 1 2 (u n h + u * h ) + ∆t 2 F (u * h ).
Conservation of mass and energy
In this section, we will prove that the SDG scheme (2.9)-(2.11) is mass and energy conserving in a discrete sense. We first note that for a continuously differentiable solution u of the inviscid Burgers equation (1.1), we have the following mass and energy conservation properties
Note that, in (2.12) and (2.13), we have used the auxiliary variable z defined in (2.1).
In the following, we will prove that the numerical solution u h of our SDG scheme (2.9)-(2.11) also satisfies (2.12) and (2.13). Before proving them, we first state and prove two properties concerning the operators B and B * .
Proof. The first identity can be proved by the definition of B and integration by parts:
For the second identity, we observe that for each j = 0, 1, · · · , N − 1,
Then, summing the above from j = 0 to j = N − 1, and using the definition of the operator T m h in (2.7)-(2.8), we obtain
Now we will state and prove that the numerical solution u h of our SDG scheme (2.9)-(2.11) also satisfies (2.12) and (2.13).
Theorem 2.1. Let u h , z h be the solution of (2.9)-(2.11). Then we have
, (2.14)
Proof. Taking φ ∈ U m h to be the constant function with value 1 in (2.11), we have
Thus by (2.9) with T m h u h ∈ V m h being the test function,
Using the definition of B * and the second identity in Lemma 2.1, we have
This gives (2.14).
To prove (2.15), we take φ = u h in (2.11) and get
We recall from Lemma 2.1 that
In addition, taking ψ = z h ∈ V m h in (2.9), we have
and taking ψ = v h ∈ V m h in (2.10), we have
Hence, combing the above, we obtain
which proves (2.15).
We remark that the above theorem shows that mass and density are preserved in a discrete sense. However, as shown by our numerical experiments, stability in L 2 norm does not follow. Therefore, it is crucial to stabilize the scheme, and our choice is the local TV regularization.
A local TV regularization technique
The rate of change of the total energy given in (2.13) is incorrect for any exact solution u that is discontinuous. In this case, Theorem 2.1 still holds but (2.13), which is proved for continuous function u only, is no longer true with extra terms contributed from the points of discontinuity. The SDG scheme (2.9)-(2.11) does not preserve the evolution of energy in such cases and gives solutions with numerical oscillations. Therefore, we need to modify our method in order to solve the inviscid Burgers equation in these cases.
Our approach is to minimize the total variation of the numerical solution u h under certain constraints at each time step to reduce the oscillations. The minimization process is only implemented in regions where oscillations are detected so as to avoid redundant calculation which may reduce the sharpness of the solution and increase the computation time. In the following discussion, we consider the case when piecewise linear elements are applied.
Given u ∈ U 1 h , we will adopt the following notations. For j = 1, · · · , N, let u 1 j denotes the right hand limit of u at x j− 
Local TV minimization problem
We first discuss the TV minimization problem that would be solved in each subinterval with oscillations. Consider an interval J = [x j , x k ] ⊆ I, where k ≥ j + 2. Giveñ u ∈ U 1 h , we consider the constrained minimization problem:
In the above formulation, we define H(u) as follows
where w > 0 is a weight factor. That is, H(u) measures the difference between u and the given functionũ calculated from the SDG scheme in the interval J. The two constraints keep the two boundary values fixed, that is, u 2 j and u 2 k are unchanged. The first part of the objective function minimizes the absolute sum of the jumps at all the points of discontinuity and the integral of the slope of the linear elements, which measures the total variation of u. The second part of the objective function, H(u), can be regarded as a constraint which preserves the accuracy of the regularized solution.
Oscillation vector
Next we have to decide the region in which we would need to do the minimization. That is, we have to check for oscillations. We would check for oscillation both inside a primal cell and between two primal cells.
Oscillation is indicated by the change in sign of slope. Thus, we should monitor the sign of slope of consecutive linear segments. The simplest way would be to check every neighboring pair and include the cells involved to the region for TV minimization. However, extremum in the exact solution may also be misinterpreted as unwanted numerical oscillation and included in the region for minimization. The function value would be suppressed after TV minimization. To distinguish extremum in the exact solution from numerical oscillation, we check the slope variation in every group consisting of three consecutive linear segments. That is, we include the interval
in the region for TV minimization if in either one of the following subintervals
], the slopes of the three linear segments are of alternating sign.
To formulate the criteria mathematically, we need to introduce several functions. Given u ∈ U 1 h , we define the slope vector s(u) ∈ R 2N by
for j = 1, ..., N. That is s records the slope of each linear segment. We further define the vector p(u) ∈ R 2N −1 by
In other words, the entries of p(u) are the products of slope of adjacent linear pairs. Then, we could define the oscillation vector O(u) ∈ R N +1 by
or (p(u) 2j−3 < 0 and p(u) 2j−2 < 0)
O(u) is an indicator function which indicates that there is oscillation at the cell
Hence, the primal cells for which the corresponding entries in the oscillation vector equal 1 are included in the region where minimization of the TV norm is needed. The region is further partitioned into subintervals in which the local TV minimization problem is imposed. For each of these subintervals, two immediate half cells outside the subinterval would be added unless I 0 or I N is included and the local minimization problem is solved for this enlarged subinterval.
Method description
Our approach is to apply the SDG scheme for spatial discretization and the second order Runge-Kutta method for time discretization. Oscillations in the solution would be reduced by solving the local TV minimization problem at places with oscillations. The details are given as follows.
Algorithm
Given u(t n , x), we find u(t n+1 , x) by the following steps.
Step 1: Perform the second order Runge-Kutta method where u t is given by the SDG scheme (2.9)-(2.11) in Section 2.2 to obtainũ.
Step 2: Calculate the oscillation vector forũ, O(ũ), as defined in Section 3.2.
Step 3: For each subinterval [
] of I where the corresponding values in the vector O(ũ) are all 1, we consider the subinterval [x j ′ −1 , x k ′ +1 ] and solve the constrained minimization problem (3.1) with j = j ′ − 1, k = k ′ + 1. The result would be the approximation of u at time t n + ∆t.
Implementation
To solve (3.1), we would use the Generalized Split Bregman Algorithm in [15] . For completeness, we will include a brief description of the method. The objective of the Generalized Split Bregman Algorithm is to solve the minimization problem:
where |Φ(u)| 1 and H(u) are convex functions.
The problem is converted into another minimization problem:
Notice that a parameter, λ, is introduced. We recall the Generalized Split Bregman Algorithm to solve this problem:
Note that the step for updating d can be done with the help of the shrinkage operator. That is, for each j,
where shrink(x, γ) = x |x| max(|x| − γ, 0).
For our TV minimization problem, we let
and H(u) as defined in Section 3.1 is approximated in l2 norm. In our simulation, we take M = 1 as suggested in [15] .
Numerical results
In this section, we give some numerical results using the method discussed in the previous sections. The numerical solutions by the SDG scheme without TV regularization are also included for comparison. In each figure, the initial condition is colored green, the exact solution is given in red and the numerical solution is colored blue. Errors measured in discrete L1 norm show the improvement of the numerical solution when local TV regularization is imposed. Errors with various values of h are given for each example. To examine the need to apply a local regularization method, the length of the oscillatory region at each time step is plotted against time. The total number of Bregman iterations used at each time step is counted which measures the efficiency of the method. The value of H(u), the difference between Φ(u) and d in l2 norm and l1 norm of d after performing the Bregman iterations at each time step are shown. 
We compute the numerical solution at time t = 1 using 100 spatial cells. When applying our SDG scheme without TV regularization, the time step size has to be very small to obtain a finite solution. Hence we take ∆t to be 0.0002. For the case with TV regularization, we increase the time step size to 0.001 to reduce computation time. In the local minimization problem, we take w to be 1. For the Bregman algorithm to minimize the TV norm, we take λ to be 3000. Fig. 2 shows the numerical solutions. We observe that the numerical solution in Fig. 2a computed by the SDG scheme without TV regularization oscillates from x = 0 to x = 0.8. With TV minimization imposed, the numerical oscillations are totally eliminated in Fig. 2b . Fig. 2c and Fig. 2d give the enlarged images of the numerical solution around the jump of the shock wave.
The error and relative error in discrete L1 norm are summarized in Table 1 . By imposing the local TV regularization, the error is reduced by 99.3%.
As shown in Fig. 3a , the average size of the oscillatory region is about 0.1 which is one-tenth of the whole domain. The total number of Bregman iterations performed in each time step, that is the number of iterations for solving all the minimization problems in all the subintervals in the oscillatory region, oscillates between 0 and 10000 as shown in Fig. 3b . The value H(u) is of order O(h) (see Fig. 3c ). Since the parameter λ is the weight for the constraint d = Φ(u) introduced in the Bregman algorithm and λ is assigned the value 3000 which is more significant than the other weights, the error d − Φ(u) in l2 norm is of order 10 −7 as shown in Fig. 3d . The maximum value of |d| 1 is 1.022 (see Fig. 3e ). Table 2 records the discrete L1 errors and computational times of the SDG method with local TV regularization with various values of h and ∆t. The parameters for the minimization problem are fixed, that is, we take λ = 3000 and w = 1 in all cases. The results are compared with those obtained from Godunov's method. 
We compare the numerical solutions at time t = 0.5. We take h = 0.01, ∆t = 0.0005 for the SDG scheme without TV regularization. For the TV reularization method, we take h = 0.01, ∆t = 0.001, λ = 3000 and w = 1. Fig. 4 shows the numerical solutions. The numerical solution in Fig. 4a is obtained by the SDG scheme without imposing TV regularization. There are numerical oscillations from x = 0.1 to x = 1.25. By TV regularization, a non-oscillatory numerical solution is recovered in Fig. 4b .
The error and relative error in discrete L1 norm are summarized in Table 3 . The L1 error is reduced by 96.3% by using the proposed method. With the parameters for the minimization problem kept at λ = 3000 and w = 1, Table 4 records the discrete L1 errors and computational times of the SDG method with local TV regularization with various values of h and ∆t. 
We compare the numerical solutions at time t = 0.5. We take h = 0.01, ∆t = 0.001, λ = 3000 and w = 1. Fig. 6 shows the numerical solutions. The numerical solution in Fig. 6a is obtained by the SDG scheme without imposing TV regularization. The numerical oscillations are less significant than those in the previous examples. Imposing TV regularization, a non-oscillatory numerical solution is obtained as shown in Fig. 6b minimization as seen in Fig. 6f .
The error and relative error in discrete L1 norm are summarized in Table 5 . The L1 error is reduced by 4.71% with TV regularization imposed. It is smaller than those in the previous examples since the level of numerical oscillations is lower in this example.
The total length of the oscillatory region tends to decrease as shown in Fig. 7a . Since the size of the oscillatory region is small, the total number of Bregman iterations required is small with a minimum value of 3 (Fig. 7b) . From the plots in Fig. 7 , it can be observed that the average of H(u) is of order 10 −5 and |d| 1 attains 0 for more than half of the time steps. Table 6 records the discrete L1 errors and computational times of the SDG method with local TV regularization with decreasing values of h and ∆t. The parameters for the minimization problem are λ = 3000 and w = 1. for −1 ≤ x ≤ 1. We compute the solution at t = 0.2 by the SDG method without TV regularization, and test the accuracy of the SDG method. In Table 7 , the convergence history are reported and we clearly see that the SDG method with piecewise linear elements has second order accuracy. In addition, the initial condition, exact solution and numerical solution are shown in Fig. 8 for comparison purpose. 
Conclusion
A SDG method is developed for solving the Burgers equation which is mass and energy conserving for smooth exact solutions. The problem of numerical oscillations arises when the exact solutions are discontinuous. To eliminate the numerical oscillations, a local TV regularization method is proposed. The local TV regularization method recovers a non-oscillatory solution by minimizing the total variation of the oscillatory solution. To reduce unnecessary computation and ensure the accuracy of the numerical solution, the measure is taken locally in regions with oscillations. The procedures for detecting oscillations and the implementation of the Split Bregman Algorithm to solve the minimization problem are discussed in details. Numerical results and error comparisons are presented.
In this article, we focus on the Burgers equation which is the simplest nonlinear hyperbolic conservation law. In the future, we plan to extend this SDG methodology to other hyperbolic conservation laws and hyperbolic systems of conservation laws.
