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In this paper we show that for every nonempty convex compact subset K of a 
finite dimensional space E there exists a Lipschitz function F: E-t R, such that 8F, 
generalized gradient of F in the sense of Clarke [4] is equal everywhere to K. 
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1. INTRODUCTION 
In 1975 Clarke [4] introduced the notion of generalized gradients 
for Lipschitz real valued functions which are not necessarily convex. 
Rockafellar in [ll], developed the study of the subgradients after having 
completely characterized these operators in the case of convex functions by 
introducing the concept of m-cyclically monotone operators. He indicates 
however that the characterization of these operators in the case of 
Lipschitz functions would appear more delicate and he actually shows the 
existence of a function f: R -+ R for which the generalized gradient is 
everywhere qual to [0, l] with a zero derivative in a dense subset of R. 
In Jouini [7] we generalized Rockafellar’s result by constructing a 
Lipschitz function from R” to R whose generalized gradient is equal 
everywhere to a d-dimensional polytope of R”, with exactly (d+ 1) vertices. 
In this paper we establish the following more general result: 
THEOREM 1. Let K be a nonempty convex compact subset of’ R”. Then 
there exists a Lipschitz function FK: R” + R, such that, for all x E R”, 
K = aFK(x), Clarke’s generalized gradient. 
To prove this result, in Section 2 we construct a real valued function 
*The initial motivation for this work came from a remark by Bernard Cornet. Early 
progress owes much to discussions with Jean Marc Bonnisseau and Bernard Cornet. I express 
my thanks to them as well as to Anne Flanagan who read the manuscript carefully. 
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@: E--f R (where E is Banach space), such that the generalized gradient of 
# is everyhwhere qual to a given convex subset of E*, the topological 
dual of E. 
In Section 3 we establish, for a function A: Xx Y--f R, a relationship 
between the sets aXA and Z7(8,4(x,y)), where 17 is the canonical 
projection mapping from X* x Y* onto X”. 
In Section 4, we apply the previous results to prove the above theorem. 
In Section 5 we see that Theorem 1 is equivalent to the following result: 
THEOREM 1 bis. Let C he a nonempty closed convex cone of R’ with 
vertex 0, let Co = {p E R’ : p. y d 0 for all y in C} be the negative polar cone 
of C. If int[C’], the interior of Co, is nonempty, then there exists a non- 
empty closed set Y c R’, such that Y + Co c Y, andfor every y E 8 Y, we have 
C = N y( y), Clarke’s normal cone. 
It is first important to recall the following definitions. Let Y be a closed 
subset of R’ then, for every y E Y, the tangent cone T,(y) in the sense of 
Clarke consists of all vectors v E R’ such that, for all sequences 
{?}C(O, +co) and {y”}cY converging, respectively to 0 and y, there 
exists a sequence { vk 1 c R’ converging to v, with yk + tkvk E Y, for all k, 
Clarke’s normal cone is then defined by polarity as 
Let E be a Banach space, f: E -+ R be a function and k be a real number, 
f is called k-Lipschitz if for all x, y in E, 1 f(x) -f (y)l ,< kllx - y/I. Further- 
more, if x and v are in E we define f ‘(x; v), the directional derivative off 
at x in the direction of v, by: 
f ‘(x; v) = lim sup f(Y + tv) -f(Y) 
y-x,,\0 t 
Let E* be the topological dual of E, and we denote by ( ., . ) the 
product of duality (i.e., (A x) =f(x) for f~ E* and x E E). We also define 
Clarke’s generalized gradient off, at x, denoted by 8f (x), the set: 
df(x)= {{EE* :f”(x; v)3 ([, v) for allvin E}. (2) 
The following formula gives the relation between the dual notions of 
generalized gradients and directional derivatives: 
f”(x;v)=maxf(i,v):iEdf(x)} (3) 
We refer to Clarke [S] for these definitions and the above assertion. 
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2. PRELIMINARIES 
Let j R + R be a Lipschitz function such that for all x in R, 
Q(x) = [0, 11. Without any loss of generality we can suppose 
f(0) =f’(O) = 0; in this case there exists an integer n and a real number t, 
such that for all x in [0, z,], If(x)\ d l/2” 1x1. Thus we definef,: R --+ R by 
where E(x) denotes the integer part of x. Therefore we have for all x in R, 
af,(x) = CO, 11 and If&)l G W” l-4. 
Now, for every integer n let the functions F, and G, from R” to R be 
defined by 
F,z(xl, . . . . XJ =f,(x, +f*(. . . +fn(xn))h 
and GA, > .. . . x,)=x~+F,,(xz-xI,...,x,-x,~l, -x,). 
Let T,={zER”: l>z,> ... azz,>O} and S,,={ZER: :z,+z,+ 
. . . + z, < 11. In Jouini [7] we established that for all x in R”, at;,(x) = T,. 
By the Chain Rule B Theorem (Clarke [S]) we have for all x in R”, 
aG,(x) = S,. (4) 
We then deduce by (3) that for all h in R”, 
G:(x; h)= sup h,, 
O<p<Jl 
(5) 
where ho = 0. 
Let co= {(z~)~~~* : lim,+m zi=O), endowed with the supremum norm 
be., llzll = SUP{ lzil : i E N), for all z E co], we recall that co is a Banach 
space, with topological dual 1’ and bidual 1”. 
For every integer n, let ZZ,: co -+ R”, and 0,: co -+ R, be defined by 
n,(z) = (Zl, . . . . z,) and Q,(z) = G,(U,(z)), for all z in co. 
We prove that, for all z in cO, the sequence @J’,(Z) converges to a real 
number denoted by Q(z). Indeed let E > 0 and z E co, there exists no such 
that for n > no, we have I(z/J < 2%. 
Let p and q be integers such that: p > q > no + 3. Since for all integers n, 
f, is 1-Lipschitz we have: 
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Therefore (a,(z)) is a Cauchy sequence and converges to a real number 
denoted by G(z). 
In the following proposition we show that the function @: c0 -+ R is 
1-Lipschitz and we establish its generalized gradient. We first introduce 
some additional notations. For i E N, we define the sequence ii E c$ = I, as 
follows: for Jo N*, [J = 1 if i =j, and [j = 0 if i #j. We define the subset C 
of 1’ by 
C=Co{~‘: HEN}, 
(where CO denotes the closed convex hull). 
FROP~SITI~N 1. @ is 1-lipschitz and &D(z) = C, for all z E cO. 
Proof: Indeed let (z, h) E (co)* and E > 0, there exists an integer p such 
that 
@(z + h) - G(z) d @,(z + h) - Q,(z) + 2s 
Furthermore @,(z + h) - Q,(z) = y( 1) -y(O), with v(i) = G,(ZZJz) + 
217,(h)), and we notice that the function y: [O, l] -+ R is Lipschitz. 
Consequently, by the mean value Theorem of Lebourg [9] (see also 
Clarke [S]), there exists A0 E 10, I[ such that 
~(1) - 140) E MA,) = <17,(h)> aG,WJz) + io17,V))) d sup hi. 
O<i<p 
Therefore, for all (z, h) E (co)* we have 
@(z + h) - Q(z) G sup hi. (6) 
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If we apply the previous result at (z + h, -h), and combine these two 
inequalities we obtain (@(z + h) - Q(z)\ < ljhll, thus @ is 1-Lipschitz. 
Moreover the formulas (I), (2) and (6) imply that 
a@(z) t ({E E* : ([, h) d sup hi, for all h in E}. 
isN 
We assert that the previous set is equal to C and the proof of this result 
is left to the reader. Thus 
a@(z) c c. (7) 
Let ZEC~, HEN, and XER”, we let 
G,,;(x) = G&l, . . . . x,-, , x, - a), 
and L,;(x)= (x,, ..‘, x,, z,+,, z,+z, . ..). 
We have G,=(x) = @(i,,-(x)) thus aG,,Jx) c n,(a@(i,,Jx))). Further- 
more by (4), aG,-(x) = S, for all x. 
In particular, for x = n,(z) we have S, c 17,(&D(z)). Moreover for all i 
and n integers n,(j’)~ S,. Then there exists 5’~ a@(z) c C, such that 
Z7,([‘) = n,,(<‘). For i < n we obtain Ti = 5’ and consequently [‘E &P(z) for 
all integer i. 
Since &D(z) is closed and convex we have 
cc a@(z), (8) 
and by (7) and (8) the proposition is proved. 1 
3. PARTIAL GENERALIZED GRADIENTS 
Let E = Xx Y be a product of Banach spaces X and Y, where X is 
assumed to be reflexive. Let Q be an open subset of E and A: Sz + R be a 
Lipschitz function. We denote by d,A(x, y) the generalized gradient of 
A(.,y):X+R at XEX. 
LEMMA 1. Let T be a convex closed subset with nonempty interior of X*, 
let U be an open subset of X and (y,),, N be a sequence in Y converging to 
some element ym. If for every x in U and every integer q, we have 
a,A(x, y,) c T, then this property is also true for q = co. 
Proqf: The set T is closed and convex, hence it is equal to the intersec- 
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tion of all the closed half spaces which contain it. Then it suffices to prove 
the lemma when T is a closed half space. 
Without any loss of generality, we can suppose that there exists x0 in 
(X*)*=X, x,#O such that T= {zEX*: (z,x,)bO}. 
Let XEU and q>O such that B(x,v)c U and for qENu {oo} let 
k,: C-~lllxoll, ~/l/x0/l I+ R be defined by k,(t) = A(x + txo, Y,). 
According to the Chain Rule B Theorem (Clarke [S]), for all q integers 
and all t in [:-~/Ilxoll, ~lll~~lll, %,(t)= (x0, W(X+~~~,Y,)), and we 
deduce that dh,( t) d 0, since x + x0 t E U. 
Consequently, for all integers q, the function t -+ n(x + x0 t, y,) is nonin- 
creasing. Taking the limit when q + cc we deduce that for all x E U, the 
function t + /i(x + x0 t, y,) is also nonincreasing in a neighborhood of 0. 
By (1) and (2), for x E U and z E a,n(x, y,), we have 
(x0, z) d A”,(4 y; x0) = lim sup 
x’4 r,i.\O 
n(“‘+lxo,YI)-n(XI’Yn) (9) 
Thus for x’ in a sufficiently small neighborhood of x, and A sufficiently 
small, the function II --) n(x’ + Ax,, y, ) is nonincreasing. Hence 
lim sup 
4x’ + Ix,, y=) - A(x’, y5) 6 o 
I 3 x’ + x, 2 \r 0 
which implies that (x0, z ) d 0 and z E T. 
We have proved that d,n(x,y,)c T. 1 
Let Q, be an open subset of X, and Qz be an open subset of Y, and 
assume that 52, x Q, c 52. Let K be a convex compact subset of X* and 17 
be the canonical projection of E* onto X*. We further assume X to be 
separable. 
LEMMA 2. If for all (x, y) E Q, Kc Z7[dA(x, y)] then there exists 
y* E CL?;22 such that for all x in Q, , KC i3XA(x, y*). 
Proof Since X is separable we can find a sequence (z,) in X, such that 




VEX*: (z,~,I.)~max((z.,s):gEK}-~ . 
> 
Let U be an open subset of Q, and 
W~P={yES22:3XEU,a,n(X,y) d K,,p}. 
We first prove the following intermediary result: 
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Claim. 
Proof of the Claim. Since X is separable it suffices to prove the result 
for a countable basis 3! of open subsets U of Q, , that is to say 
W= f-j w;p # 0. 
UEVU 
(p,n)~N’ 
We shall prove hereafter that W is dense in Q,. 
Since the countable intersection of open dense subsets of a, is dense in 
Sz, (Baire’s Theorem), it suffices to show that for all open subsets U of a, 
and all pairs (n,p) of integers, W:p contains an open dense subset of Q,. 
Which is the consequence of 
For every open subset V of Q,, cl[ V\ W>“] # V. (10) 
Suppose on the contrary that there exists an open subset I/ of Q, and for 
all y in V, there exists a sequence (y,) in V\ W>p converging to y. In 
particular we have, for all x E U and all integers q, d,A(x, y,) c K,,p. Since 
T = K,,, satisfies the assumptions of Lemma 1, we deduce that for all pairs 
(x, Y) in Ux K J,&, Y) = K,,,p. 





Aok Y; z,, 0) = max{ ((z,, Oh (f,g)) : mk~~(x~YH 
= max{ (z,, f> :f~ nCaA(x, ~11) 
>max{(z,,f) :~EK} 
>A. 
Thus we have for all (x, y) in Ux V: 
A%, Y; z,) --c A < lim sup 
A(x’+;lz,,y’)-A(x’,y’) 
. (11) 
(A-‘, v’) - CT. .!J).i b 0 /? 
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Let x* E U and E>O such that B(x*, 2~ llzll)c U, there exists 
(2, y, 2) E B(x*, E l/z/l) x Vx [0, E] such that 
Let 0(t) = A(X + tz,, j) we have 6* = (0(A) - e(O))/& and by the Mean 
Value Theorem of Lebourg [9] (see also Clarke [S]) there exists 





Let x=X + ;l*z,,, we have x E U then (x, j) E U x V and A”,(x, j, z,) > A, 
which contradicts (11). 
Thus (10) is proved. This ends the proof of the claim. l 
We now end the proof of the lemma. Let y* be in the nonempty set W. 
For every integer n and p and for every open subset U of Q,, there exists 
x in U and k in d,A(x, y*) such that (z,, k) > max{ (z,, S) : fe K) - l/p. 
Recalling that the graph of the generalized gradient is closed, we deduce 
that for all x in a, : 
max{(z,,f>:f~~,~(x,y*)f~max{(z,,f):f~K} 
Since (z,) is dense in X, we deduce that for all z E X: 
max{(z,f>:f~~,/i(x,y*)}3max{(z,f):f~K}. 
Furthermore the generalized gradient is convex valued, consequently for all 
x in O,, Kca,fl(x,~*). 1 
4. PROOF OF THEOREM 1 
STEP 1. The theorem holds ij” we assume in addition that int(K) # 0. 
Proof: Let K be a convex compact subset with nonempty interior of R”. 
Let (ki)i, Ns be a sequence such that K= ?o{k’, ie N*}, and let k” = 0. 
Let (e’, . . . . e”) be a family of elements of I” defined by e{ = kJ, for all j 
in { 1, . . . . n> and all integer i. It is easy to show that the vectors (e’, . . . . e”) 
are independent. 
Let 17: I’ --f R” be defined by, n(i) = ((i, e’ ), . . . . ([, e”)). Let ,f’, . . . . f 
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in I’ and g’, . . . . g” in c0 be respectively the dual and bidual family of 
(e’, . . . . e”), [i.e., (e,,f,)= 1 if i=j, and (ei,f;)=O if i#j.] 
Let X = [g’, . . . . g”], (resp. A’* = [f’, . . . . f”], resp. X** = [e’, . . . . e”]), be 
the subspace of c0 (resp. I’, resp. I “), spanned by g’, . . . . g” (resp. f’, . . . . f”, 
resp. e’, . . . . e”). We identify X with X**, and X* with its dual space. 
Furthermore X admits a topological supplementary Y for which we can 
identify c0 with Xx Y, and similarly I’ with X* x Y*. Thus 17 represents 
the canonical projection of I’ onto X*. 
Let us note that n(C) = 17[&D(x, y)] = K, for all (x, v) in c0 [Proposi- 
tion 11. Furthermore X is reflexive and separable since it is a finite dimen- 
sional space. We thus can apply Lemma 2 and there exists y* E Y such that 
for all x E X, Kc a,@(~, y*). 
But we have always a,@(~, JJ) c I;I[d@(x, JJ)] (Clarke [S, Proposi- 
tion 2.3.161) and furthermore in the present case Z7[d@(x, y)] = K. Hence 
for all x in X, &D(x, y*) = K. 
We identify R” with X and we let for all x in R”, FK(x) = @(x, y*). 
Therefore the function F,: R” -+ R satisfies aF,(x) = K for all x in R”. 1 
STEP 2. Proof in the general case. 
If K is no longer assumed to have a nonempty interior, let d be its 
relative dimension. There exists a mapping L: Rd + R”, a convex compact 
subset X of Rd and k in R” such that L*, the adjoint mapping of L, is 
onto, L(X) + k = K and int(X) # @. Therefore there exists F,: Rd + R 
such that aF,(x) = X for all x in Rd. Let F,: R” -+ R such that 
FK(x)= F,.(L*(x))+ k .x, for all x in R”. From the Chain Rule for 
Lipschitz mappings (Clarke [S, Theorem 2.3.10]), we have for every x in 
R”, aF,(x) = L**(c?F,(L*(x))) + k = L(X) + k = K. 1 
5. PROOF OF THEOREM 1 BIS 
In this part we show that Theorems 1 and 1 bis are in fact equivalent. 
For this, we shall associate to every set Y c R’ a function f: R’- ’ + R, and 
conversely. We first recall the following result of Bonnisseau, Cornet ([ 1, 
Lemma 4- 1 ] ), and Rockafellar [ lo]. 
LEMMA 3. Let Y be a nonempty closed subset of R’ such that Y # R’ and 
Y + Q c Y, where Q is a closed convex cone of R’ with vertex 0 and with a 
nonempty interior. We let e E int Q such that llell = 1 and 
I(x)=inf{iER :x+AeE Y}, 
and A(x) = x + A(x)e, for xce’. 
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(a) The mapping A: e’ -+ dY is a homeomorphism with inverse the 
restriction of projel to aY. 
(b) The function A is Lipschitz and al(x)= (Poe’ :p-Ed 
-w4w 
We shall now deduce Theorem 1 bis from Theorem 1. Let C be a closed 
convex cone of R’- ’ and assume that int[C’] # a. Then there clearly 
exists e E R’, such that IJeJ( = 1 and e E Co. Let C’ = {y E C : e ‘y = - 1 }, and 
K=proj.~[C’]. K is a nonempty convex compact subset of el, from 
Theorem 1 there exists a Lipschitz function f: e’ -+ R such that, for every 
xee’, af(x)=K. We now define the set YcR’ by Y= (x+ te I xEe’, 
t >f(x)}, i.e., the epigraph off in e’ x Re identified with R’. Consequently 
by Clarke [S, Propositions 2.9.6 and 2.9.71) one then deduces that, for 
y=x+f(xk, 
N,(y)= U ~[af(x)-{e}]=(~.y:;IgO,yEC'}=C. 
i > 0 
Conversely we shall now deduce Theorem 1 from Theorem 1 bis. Indeed, 
let K be a nonempty convex compact subset of R”, let I= n + 1 and 
C= {y = (Ak, A) : 12 0, k E K}, C satisfies the assumption of Theorem 1 
bis, and we let Y c R’ be the closed set associated with C. Let Q = Co and 
let e = (0, - 1). Then one sees that the Lipschitz function A: e’ -+ R 
associated with Y by Lemma 1 satisfies, for every x~e’, &J(x)= 
{pee’ : p = (k, l), ke C> (which, up to a change of variables, is the 
conclusion of Theorem 1). 
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