Abstract. In this paper we study the existence of periodic solutions of asymptotically linear Hamiltonian systems which may not satisfy the Palais-Smale condition. By using the Conley index theory and the Galerkin approximation methods, we establish the existence of at least two nontrivial periodic solutions for the corresponding systems.
Introduction
In this paper we study the following Hamiltonian system (1.1)ż = JH (t, z)
where H (t, z) denotes the gradient of H(t, z) with respect to the z variable,
is the standard 2N × 2N symplectic matrix, and N is a positive integer. Denote by (x, y) and |x| the usual inner product and norm in R 2N , respectively. We assume the system (1.1) is asymptotically linear both at the origin and at infinity, i.e.
|H (t, z) − B 0 (t)z| = o(|z|), as |z| → 0, (1.2) |H (t, z) − B ∞ (t)z| = o(|z|), as |z| → ∞, (1.3) where B 0 (t) and B ∞ (t) are 2N × 2N symmetric matrices, continuous and 1-periodic in t. Obviously, 0 is a trivial solution. We are interested in the nontrivial 1-periodic solutions.
The existence of periodic solutions of asymptotically linear Hamiltonian systems was first studied by H. Amann and E. Zehnder ( [3] , [4] ). They considered the case that B 0 (t) and B ∞ (t) are constant matrices and B ∞ (t) is nondegenerate. Later, for nonconstant matrices B 0 (t) and B ∞ (t), C. Conley and E. Zehnder in [10] studied the problem with nondegenerate B 0 (t) and B ∞ (t). After then, many works have been done about this problem (see [1] , [5] , [6] , [8] , [11] - [15] , [18] - [21] , [25] - [27] . B 0 (t) and B ∞ (t) are allowed to be degenerate and nonconstant, and the Landesman-Lazer type condition and the strong resonance condition are often used (see [8] , [14] ). Since the corresponding functional is strongly indefinite, many variational methods have been developed to handle it ( [2] , [7] , [17] , [22] , [23] ).
The goal of this paper is to establish the existence of multiple periodic solutions of the system (1.1). We combine Conley index theory with the Galerkin approximation procedure to show that the system (1.1) possesses at least two nontrivial 1-periodic solutions if the "twist" between the origin and the infinity is large enough. From now on, denote
We assume the following conditions for H.
is a 1-periodic function in t, and satisfies |H (t, z)| ≤ a 1 |z| s + a 2 , for all (t, z) ∈ R × R 2N , where s ∈ (1, ∞), a 1 , a 2 > 0. According to [10] , [19] , [21] , for a given continuous 1-periodic and symmetric matrix function B(t), one can assign a pair of integers (i, n) ∈ Z × {0, . . . , 2N } to it, which is called the Maslov-type index of B(t). Let (i 0 , n 0 ) and (i ∞ , n ∞ ) be the Maslov-type indices of B 0 (t) and B ∞ (t), respectively. Our first result reads as: Moreover, the system (1.1) possesses at least two nontrivial 1-periodic solutions if one of the following four cases occurs:
(e) (H2 + ) and (H3 (b) Conditions (b) and (c) of Theorem 1.1 include a special case that B 0 (t) = B ∞ (t), i.e. the system (1.1) may be resonance at 0 and at ∞ with the same asymptotical matrix. As far as I know, this case has been studied only in [14] , [15] , [25] , where the Palais-Smale condition is always required.
(c) In order to get the second nontrivial solution, one usually assumes that the first obtained one is nondegenerate (see [18] ). Here in (e)-(h), we do not require any condition on the first obtained solution. Conditions (e)-(h) of Theorem 1.1 are a kind of generalization of the corresponding results in [19] , [20] , where B ∞ (t) is assumed to be nondegenerate. (e) Special attention is paid on the control of the small eigenvalues of P n (A − B)P n . (See Theorem 2.3 and Remark 2.4.) This is a very important part in building the uniformly bounded isolating blocks. Now we consider the case with unbounded |G ∞ (t, z)|. Assume , where B ∞ (t) and B 0 (t) are required to be finitely degenerate and the conditions about G ∞ (t, z) and G 0 (t, z) are special cases of (H4 ± ).
(c) In [15] , under different conditions about G ∞ (t, z) and G 0 (t, z), they got a result similar to Theorem 1.3(a)-(d) by computing the critical groups C * (f, 0) and
This paper is organized as follows. In Section 2, we introduce the Galerkin approximation scheme and Conley index theory. In Section 3, we construct the isolating blocks and prove our results.
Conley index and Galerkin approximation
First of all, we recall some results about the Conley index. Let η: (R n × R) → R n be the flow on R n . Let D ⊂ R n be a closed set and x ∈ ∂D be a boundary point. Then x is called a strict egress (strict ingress, bounce-off, respectively) point of D, if there are c, d > 0 such that for 0 < t ≤ c:
denote the set of strict egress (strict ingress, bounce-off) points of the closed set D.
Let D ⊂ R n be a bounded isolating block under the flow η. We define
) is the rank of the k-th homology group
Let h: R n → R ∈ C 2 . η is the gradient flow generated by
Let D ∞ , D 0 ⊂ R n be two bounded isolating blocks under the flow η such that
Using the results in [9] , [10] , [24] , one can prove the following theorem.
Theorem 2.1. 
where Q(t) is a polynomial with nonnegative integer coefficients.
Proof. (a) The conclusion comes from the fact that the Conley homotopy index is independent of the choice of index pairs (see [24] ).
(b) Obviously, there is an admissible Morse decomposition of D ∞ with Morse sets {θ, x 1 , . . . , x m } (see Salamon [24] ). The conclusion comes directly from the Morse type inequality for {θ, x 1 , . . . , x m } (see [9] , [10] , [20] ). We omit the details. Now we focus on the Galerkin approximation. We would rather work in an abstract framework. Let E be a seperable Hilbert space with inner product · , · and norm · . Assume (A) A is a bounded selfadjoint operator with a finite dimensional kernel, and its zero eigenvalue is isolated in the spectrum of A.
Note that the restriction A| Im(A) is invertible.
The following definition of a Galerkin approximation procedure is due to [8] .
Definition 2.2. Let Γ = {P m : m = 1, 2, . . . } be a sequence of orthogonal projections. We call Γ an approximation scheme with respect to A, if the following properties hold: where Γ = {P m : m = 1, 2, . . . } is an approximation scheme with respect to A. Let P B : E → ker(A − B) be the orthogonal projection. Obviously, P B is compact. Then by (2.2) and Definition 2.2(c),
where ε m is given by (2.3), and 2ε m < min(1, d).
Since dim E 0 < ∞, passing to a subsequence if necessary,
By (2.5) we have
a contradiction. Therefore (2.4) holds. Moreover, for any x ∈ P m E 0 , there is a unique x ∈ E 0 such that x = P m x. By (2.3), for m large enough,
Therefore we have
Step 2. For m ≥ m 1 , let Y m be the orthogonal complement of
In fact, for all y ∈ Y m and for all x ∈ E 0 , we have 0 = y, P m x = P m y, x = y, x .
By
Step 1, we know that y ⊥ E 0 , i.e. y ∈ Im(A − B). Moreover,
By (2.2) and Definition 2.2(c),
This means that there exists m 2 ≥ m 1 such that (2.7) holds.
Step 3. There exists m * ≥ m 2 such that for m ≥ m * , we have 2ε m < d and
, there must exist y = 0 and
We get a contradiction.
and we get a contradiction again. Thus (2.8) holds. By (2.4) we have (a).
Step 4. For m ≥ m * , we have
We get a contradicton.
We get a contradiction again. Therefore (2.9) holds. By (2.8), (2.9) and the fact (c) There is no eigenvalues of
Remark 2.5. The idea in Theorem 2.3 and Remark 2.4 is very close to the idea of the L-index of a compact selfadjoint operator given by M. Izydorek in [16] . The author wants to thank the referee for pointing out this.
Periodic solutions of Hamiltonian systems
. Then E is a Hilbert space with norm · and inner product ·, · , and
Fourier series
where a j , b j ∈ R 2N . For a given continuous 1-periodic and symmetric matrix function B(t), we define
on E. Then A satisfies (A) in Section 2 with ker A = R 2N , and B is a linear symmetric compact operator ( [21] ). For B(t), by [10] , [19] , [21] , we can define its Maslov-type index as a pair of integers (i(B), n(B)) ∈ Z × {0, . . . , 2N }. Using the Floquet theory, we have
Let B 0 (t) and B ∞ (t) be the matrix functions in (1.2) and (1.3) with the Maslov-type index (i 0 , n 0 ) and (i ∞ , n ∞ ), respectively. Let B 0 and B ∞ be operators, defined by (3.1), corresponding to B 0 (t) and B ∞ (t). Then we have
. . be the eigenvalues of A − B 0 , and Let {e j } and {e j } be the eigenvectors of A − B 0 corresponding to {λ j } and {λ j }, respectively. For m ≥ 0, set
and let P m be the orthogonal projection from E to E m . Then Γ 0 = {P m : m = 1, 2, . . . } is an approximation scheme with respect to A. Moreover,
The following result was proved in [14] . 
# −1 /4, and B is the operator, defined by (3.1), corresponding to B(t).
For any z ∈ E, we define
Then (H1) implies that f (z) ∈ C 2 (E, R). Looking for 1-periodic solutions of (1.1) is equivalent to looking for the critical points of f (see [23] ).
For m≥ 1, let f m be the restriction of f to the subspace E m . Then Proof. Suppose the conclusion is not true. Then for any k ≥ 1, there exists
Without lossing generality, suppose z k ≤ 1 for k ≥ 1. By the special structure
By (1.3) and (1.4), we have a 1 > 0 such that
This implies that there exists a 2 > 0 such that
By (3.5) and (3.6), we have a 3 > 0 such that
This implies that for k large enough
On the other hand, for L 0 > 0 given in (H2 ± ), denote
Then for α 0 given in (H2 ± ),
This implies
where a 5 > 0. By (H2 ± ), we have
Using the same argument as (3.6) and (3.8), we have (3.11)
Notice that there exist λ 1 , λ 2 > 0 such that for any x ∈ ker(A − B 0 ),
By (1.3) and the fact that α 0 > 2, we have
Combining this with (3.7), (3.9) and (3.12) yields (3.13)
By (3.7) and (3.12), we have
Since β 0 + 1 > 2 and z k → 0 as k → ∞, by (3.9) there exists k * > 0 such that
This implies that (3.14)
Since α 0 > 1, we have
Combing this with (3.14), we have
By (3.8), (3.10), (3.11), (3.13) and (3.15), we have
Since all the constants c 1 , a 1 , . . . , a 14 are independent of k, α 0 < 2β 0 and x k → 0 as k → ∞, we get a contradiction from (3.16). Therefore the conclusion of Lemma 3.2 is true.
For m ≥ 1, let η m be the gradient flow generated by 
Proof. By Lemma 3.2, for m ≥ m 1 , f m has only one critical point 0 inside Q, where Q = {z ∈ E m : z ≤ r 0 }. Set
We want to show that there are r + , r − , r w > 0, which do not depend on m, such that
is an isolating block of the gradient flow η m generated by (3.17) . Denote (3.18) 
Similarly, for z = z
Similar to the proof of (3.9), we have 
Notice that all constants a 2 , b 1 , b 2 , b 3 > 0 in (3.20) and (3.24) are independent of m. Since β 0 > 1 and α 0 < 2β 0 , we can choose r + , r − , r w > 0 such that (3.20) and ( 
Case 2. (H2 − ) holds. Using the same arguments as (3.23), we have 
where ε m is given by (2.3) for B = B ∞ , and ε m → 0 as m → ∞. Denote
We want to show that there are R + , R − , R w > 0, which do not depend on m,
is an isolating block of the gradient η m generated by (3.17) , which is the same as
By (H3 ± ), there exist M > 0 such that
This implies 
Notice that there exist λ 3 > 0, λ 4 > 0 such that for any x ∈ ker(A − B ∞ )
Step 2 in the proof of Theorem 2.3, we can write
By (2.6) and (2.7), we have
This implies that 
For m ≥ m * 1 and z 0 ∈ ∂W ∞ , set
By (3.33)-(3.36), we have
By (3.33)-(3.36), we also have
Then we have
where c β is the embedding constant for E ⊂ L β (S 1 , R  2N ). This implies
with k > 0 being determined later.
and Ω k be given by (3.37) and (3.40). For any t ∈ ∆ ∩ Ω k and k ≥ L ∞ /(2c 4 ), we have
Now by (H3 + ), (3.27), (3.28) and (3.37)-(3.45), we have
In the above arguments, all the constants M, k 0 , b i are independent of m. Therefore R + , R − and R w are independent of m. Since ε m → 0 as m → ∞, there exists
Combining this with (3.31) and (3.32) yields that
D ∞m is uniformly bounded by R + + R − + R w , which is independent of m. Moreover, by Theorem 3.1, we have
Case 2. (H3 − ) holds. By using similar arguments as in the proof of Case 1, we can choose R w as in (3.42) and show that for z = z + +z
{D ∞m } are uniformly bounded by R + + R − + R w , which is independent of m. 
This completes the proof of (a). Cases (b)-(d) follow the same arguments as (a). Part 2. We only prove (e). Cases (f)-(h) follow the same arguments as (e). Notice that the conditions of (e) implies the conditions of (a). According to the proof of Lemma 3.3, we can have D m ⊂ int(Q), where Q = {z ∈ E m : z ≤ r 0 }. By Part 1, for m ≥ m * , there is a cirtical point z * of f with z * ≥ r 0 .
Let B * (t) = H (t, z * (t)) and B * be the operator, defined by (3.1), corresponding to B * (t). Let (i * , n * ) be the Maslov-type index of B * (t). It is easy to show that
Then there exists r > 0 such that
This implies that
that for m ≥ m * 1 , the conclusions of Theorems 3.1 and 2.3 hold. Since z * ≥ r 0 , we can choose r > 0 small enough such that
By Remark 3.5(a), we can adjust the size of D ∞m such that
If there exists another critical point of f in Q r (z * ), we already have two nontrivial solutions of (1.1) and the proof is complete. Suppose z * is the only critical point
Then there exist m * 3 ≥ m * 2 such that for m ≥ m * 3 , we have (3.52) where ρ > 0 is a constant independent of m.
For otherwise, there exists
Since {z m k } are bounded, by standard arguments and passing to a subsequence if necessary, z m k converges to a critical point z * * of f , z * * ∈ Q r (z * ) and z * * − z * 2 ≥ r. This is a contradiction to the assumption that z * is the only critical point of f in Q r (z * ). Thus (3.52) holds.
Let a ∈ E m with a < ρ/34. Define Then we have
By Sard's Lemma, we can choose the vector a in such a way that g m (z) has only finite number of nondegenerate critical points in V m (r), say {x 1 , . . . , x n }. By (3.49), (3.51), (3.53) and Theorem 3.1, we have
for j = 1, . . . , n. Now (3.50), (3.51) and (3.55) imply that D ∞m and D m are also isolating blocks of the gradient flow π m for g m generated by
Notice that
By (3.56) and (3.57), we must have
This imply that |i 0 + n 0 − i ∞ − n ∞ | ≤ n * + 1 ≤ 2N + 1. This contradicts to the conditions of (e). Therefore g m must have at least one critical point y m inside D ∞m other than {0, x 1 , . . . , x n }. By (3.54) and (3.55), y m is also a critical point of f m , and
By standard arguments and passing to a subsequence if necessary, y m converges to a critical point y * of f . Moreover,
i.e. y * is another nontrivial 1-periodic solution of (1.1). 
According to the proof of Theorem 1.1, all we need to do is to show that there are R + , R − , R w > 0, which do not depend on m, such that
is an isolating block of the gradient η m generated by
In the following, {a j } are suitable positive constants independent of m. By (H4 ± ), we have Similarly, for z = z Theorem 1.1(f) implies that the system (1.1) possesses at least two nontrivial 1-periodic solutions. It seems that this example can not be solved by previous results in the references.
