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HECKE-TYPE DOUBLE SUMS, APPELL-LERCH SUMS,
AND MOCK THETA FUNCTIONS (I)
DEAN HICKERSON AND ERIC MORTENSON
For George Andrews in honor of his 70th birthday
Abstract. By developing a connection between partial theta functions and Appell-
Lerch sums, we find and prove a formula which expresses Hecke-type double sums in terms
of Appell-Lerch sums and theta functions. Not only does our formula prove classical
Hecke-type double sum identities such as those found in work Kac and Peterson on
affine Lie Algebras and Hecke modular forms, but once we have the Hecke-type forms
for Ramanujan’s mock theta functions our formula gives straightforward proofs of many
of the classical mock theta function identities. In particular, we obtain a new proof of
the mock theta conjectures. Our formula also applies to positive-level string functions
associated with admissable representations of the affine Lie Algebra A
(1)
1 as introduced
by Kac and Wakimoto.
0. introduction
Let q be a complex number with 0 < |q| < 1 and define C∗ := C−{0}. We recall some
basics:
(x)n = (x; q)n :=
n−1∏
i=0
(1− qix), (x)∞ = (x; q)∞ :=
∏
i≥0
(1− qix),
j(x; q) := (x)∞(q/x)∞(q)∞ =
∑
n
(−1)nq(n2)xn,
and j(x1, x2, . . . , xn; q) := j(x1; q)j(x2; q) · · · j(xn; q).
where in the last line the equivalence of product and sum follows from Jacobi’s triple
product identity. We also keep in mind the easily deduced fact that j(qn, q) = 0 for
n ∈ Z. The following are special cases of the above definition. Let a and m be integers
with m positive. Define
Ja,m := j(q
a; qm), Ja,m := j(−qa; qm), and Jm := Jm,3m =
∏
i≥1
(1− qmi).
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In his last letter to Hardy, Ramanujan gave a list of seventeen functions which he called
“mock theta functions.” Each mock theta function was defined by Ramanujan as a q-
series convergent for |q| < 1. He stated that they have certain asymptotic properties as
q approaches a root of unity, similar to the properties of ordinary theta functions, but
that they are not theta functions. He also stated several identities relating some of the
mock theta functions to each other. Later, many more mock theta function identities
were found in the lost notebook [25].
Mock theta functions have many representations—Eulerian forms, Appell-Lerch sums,
Hecke-type double sums, and Fourier coefficients of meromorphic Jacobi forms. In terms
of Eulerian forms, the mock theta conjecture for the fifth order mock theta function f0(q)
is stated
f0(q) :=
∑
n≥0
qn
2
(−q)n = 2− 2
∑
n≥0
q10n
2
(q2; q10)n+1(q8; q10)n
+
(q5; q5)∞(q
5; q10)∞
(q; q5)∞(q4; q5)∞
. (0.1)
To facilitate studying mock theta functions, it is useful to translate the Eulerian form
into other representations. Translating from one form to another has been an historically
difficult problem; moreover, unifying any two of the various guises with a single equation
has been an unsolved problem.
Early attempts to unify Eulerian forms and Appell-Lerch sum forms used the theory
of basic hypergeometric series. In some cases, this led to identities between the mock
theta functions and helped determine modular properties [29]. We will use the following
definition of an Appell-Lerch sum.
Definition 0.1. Let x, z ∈ C∗ with neither z nor xz an integral power of q. Then
m(x, q, z) :=
1
j(z; q)
∑
r
(−1)rq(r2)zr
1− qr−1xz . (0.2)
These sums were first studied by Appell [1] and then by Lerch [23]. Appell-Lerch sums
appear in the literature under various names such as Lerch sums, Appell functions, Appell
theta functions, and mock Jacobi forms. In Section 4, we will see that (0.1) is equivalent
to
f0(q) = 2m(q
14, q30, q4) + 2q−2m(q4, q30, q4) +
(q5; q5)∞(q
5; q10)∞
(q; q5)∞(q4; q5)∞
.
In attempts to prove the mock theta conjectures, Andrews introduced techniques to trans-
late mock theta functions into two new representations. He used Bailey’s Lemma to go
from Eulerian forms to Hecke-type sums [3] and then used the constant term method to
go from Hecke-type sums to Fourier coefficients of meromorphic Jacobi forms [4]. In [3],
he showed
f0(q) · (q)∞ =
∑
n≥0
|j|≤n
(−1)jq 52n2+12n−j2(1− q4n+2). (0.3)
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For this paper, we will use the following definition of the building block of Hecke-type
double sums.
Definition 0.2. Let x, y ∈ C∗ and define sg(r) := 1 for r ≥ 0 and sg(r) := −1 for r < 0.
Then
fa,b,c(x, y, q) :=
∑
sg(r)=sg(s)
sg(r)(−1)r+sxrysqa(r2)+brs+c(s2). (0.4)
In terms of our building block, (0.3) becomes
f0(q) · (q)∞ = f3,7,3(q2, q2, q) + q3f3,7,3(q7, q7, q).
Hecke [17] conducted the first systematic study of such double sums, special cases of which
appeared earlier in work of Rogers [26].
Although using the methods of basic hypergeometric series, constant term, and Bailey
pairs have provided a great deal of insight, researchers have been unable to unify all of
the mock theta functions under a single formula. Existing results are limited to functions
within the same order, and no available method works for all orders. Also, the known
methods of basic hypergeometric series, constant term, and Bailey pairs are not robust—
slight changes in the Eulerian form result in dramatic changes in the technique which
needs to be applied. Polishchuk [27] used homological mirror symmetry to show that one
can always expand an indefinite theta series of signature (1,1) in terms of Appell-Lerch
sums; however, examples could only be produced on a case-by-case basis. Zwegers [31]
showed that indefinite theta series, Appell-Lerch sums, and Fourier coefficients of mero-
morphic Jacobi forms exhibit the same near-modular behavior. Zwegers thus established
the modularity theory for mock theta functions, and his work allows mock theta functions
to be cast as the holomorphic parts of weak Maass forms [11, 30, 9, 10]).
Another important problem is understanding the various types of Eulerian forms and
how they relate to each other. For example, in [25] one finds scores of Eulerian forms in
mock theta function identities, Rogers-Ramanujan type identities, and partial theta func-
tion identities. In this direction, Andrews [5] has recently produced q-hypergeometric for-
mulas which simultaneously prove mock theta function identities and Rogers-Ramanujan
type identities.
By developing a connection between partial theta functions and Appell-Lerch sums—
the building block of mock theta functions—we obtain a master formula that expands
a certain family of Hecke-type double sums in terms of Appell-Lerch sums and theta
functions. In Section 4, we use results from the literature to write the classical mock
theta functions in terms of Appell-Lerch sums. Given the Hecke-type sum form of a mock
theta function, our formula produces the same Appell-Lerch sum forms found in Section
4. In particular, for the fifth order f0(q) we will show
f3,7,3(q
2, q2, q) + q3f3,7,3(q
7, q7, q) = (q)∞ ·
[
2m(q14, q30, q4) + 2q−2m(q4, q30, q4)
+
(q5; q5)∞(q
5; q10)∞
(q; q5)∞(q4; q5)∞
]
.
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As a consequence, our formula combined with Appell-Lerch sum properties, such as The-
orems 2.3 and 2.5, reduces many of the mock theta function identities to straightforward
exercises. In particular, our formula gives a new proof of the mock theta conjectures.
Indeed, given the Hecke-type sum form, it gives us the mock theta conjecture. Our for-
mula also proves the Hecke-type double sum identities found in Polishchuk [27] and Kac
and Peterson [20]. One compares this with the approach using Zwegers’ near-modularity
result and the theory of weak Maass forms. Here one computes the correction term (i.e.
a period integral of some weight 3/2 unary theta series) for each mock theta function
to make it transform like a modular form, one verifies that the modular transformation
properties match those of the theta function provided by Ramanujan, one verifies that the
correction terms cancel, and finally one computes the first few coefficients and compares.
In future work, we will use the techniques of this paper to develop a duality between
identities involving mock theta functions and identities involving partial theta functions.
We will see that not only do the dual partial theta function expansions appear to have
a structure similar to the Appell-Lerch sum expansions in this paper, but also that the
dual identities in terms of partial theta functions are much easier to prove.
For the statements of our theorems, x and y are generic, i.e. x, y, q do not cause poles
in the Appell-Lerch sums or in the quotients of theta functions. To state our results, we
define the following expression:
ga,b,c(x, y, q, z1, z0)
:=
a−1∑
t=0
(−y)tqc(t2)j(qbtx; qa)m
(
− qa(b+12 )−c(a+12 )−t(b2−ac) (−y)
a
(−x)b , q
a(b2−ac), z0
)
(0.5)
+
c−1∑
t=0
(−x)tqa(t2)j(qbty; qc)m
(
− qc(b+12 )−a(c+12 )−t(b2−ac) (−x)
c
(−y)b , q
c(b2−ac), z1
)
.
Theorem 0.3. Let n and p be positive integers with (n, p) = 1. For generic x, y ∈ C∗
fn,n+p,n(x, y, q) = gn,n+p,n(x, y, q,−1,−1) + 1
J0,np(2n+p)
· θn,p(x, y, q),
where
θn,p(x, y, q) :=
p−1∑
r∗=0
p−1∑
s∗=0
qn(
r−(n−1)/2
2 )+(n+p)
(
r−(n−1)/2
)(
s+(n+1)/2
)
+n(s+(n+1)/22 )(−x)r−(n−1)/2
·
(−y)s+(n+1)/2J3p2(2n+p)j(−qnp(s−r)xn/yn; qnp
2
)j(qp(2n+p)(r+s)+p(n+p)xpyp; qp
2(2n+p))
j(qp(2n+p)r+p(n+p)/2(−y)n+p/(−x)n, qp(2n+p)s+p(n+p)/2(−x)n+p/(−y)n; qp2(2n+p)) .
Here r := r∗ + {(n − 1)/2} and s := s∗ + {(n − 1)/2}, with 0 ≤ {α} < 1 denoting the
fractional part of α.
For our secondary result, we consider the special case of (0.4) in which b is divisible by a
and c.
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Theorem 0.4. Let a, b, and c be positive integers with ac < b2 and b divisible by a and c.
Then
fa,b,c(x, y, q) = ha,b,c(x, y, q,−1,−1)− 1
J0,b2/a−cJ0,b2/c−a
· θa,b,c(x, y, q),
where
ha,b,c(x, y, q, z1, z0) : = j(x; q
a)m
(
− qa(b/a+12 )−c(−y)(−x)−b/a, qb2/a−c, z1
)
+ j(y; qc)m
(
− qc(b/c+12 )−a(−x)(−y)−b/c, qb2/c−a, z0
)
,
and
θa,b,c(x, y, q) :=
b/c−1∑
d=0
b/a−1∑
e=0
b/a−1∑
f=0
q(b
2/a−c)(d+12 )+(b2/c−a)(
e+f+1
2 )+a(
f
2)j
(
q(b
2/a−c)(d+1)+bfy, qb
2/a
)
· (−x)f j(qb(b2/(ac)−1)(e+f+1)−(b2/a−c)(d+1)+b3(b−a)/(2a2c)(−x)b/ay−1; q(b2/a)(b2/(ac)−1))
·
J3b(b2/(ac)−1)j
(
q(b
2/c−a)(e+1)+(b2/a−c)(d+1)−c(b/c2 )−a(
b/a
2 )(−x)1−b/a(−y)1−b/c; qb(b2/(ac)−1))
j
(
q(b
2/c−a)(e+1)−c(b/c2 )(−x)(−y)−b/c, q(b2/a−c)(d+1)−a(b/a2 )(−x)−b/a(−y); qb(b2/(ac)−1))
.
Although all eight Hecke-type double sum identities found in Kac and Peterson [20] and
Polishchuk [27] are special cases of the above theorems, we will only demonstrate one
namely [20, (5.22)]:
∑
k,ℓ∈Z
2k≥ℓ≥0
(−1)kq[5(2k+1)2−(2ℓ+1)2]/4 = q
∏
n≥1
(1− q4n)(1− q20n). (0.6)
Corollary 0.5. Identity (0.6) is a special case of Theorem 0.4.
We compute three examples using Theorem 0.3 with the n = 1, p = 1 specialization:
f1,2,1(x, y, q) = j(y; q)m
(
q2x
y2
, q3,−1)+ j(x; q)m( q2y
x2
, q3,−1)− yJ
3
3 j(−x/y; q)j(q2xy; q3)
J0,3j(−qy2/x,−qx2/y; q3)
.
(0.7)
The first two examples will involve two of Ramanujan’s sixth order mock theta functions:
φ(q) :=
∑
n≥0
(−1)nqn2(q; q2)n
(−q)2n and σ(q) :=
∑
n≥0
q(
n+2
2 )(−q)n
(q; q2)n+1
.
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Example 0.1. We recall two expressions for φ(q) obtained via constant term and Bailey
pair techniques respectively [6, (0.10)R], [6, (2.19)]:
φ(q) ·
∏
n≥1
(1− q3n)(1 + q3n−1)(1 + q3n−2) = 2
∑
n
qn(3n+1)
1 + q3n
, (0.8)
φ(q) ·
∏
n≥1
(1− q4n)(1 + q4n−1)(1 + q4n−3) =
∑
n
(−1)nq3n2+n
n∑
j=−n
(−1)jq−j2. (0.9)
It is straightforward to rewrite (0.8) and (0.9) in our notation as
φ(q) =2m(q, q3,−1) and J1,4 · φ(q) = f1,2,1(q,−q, q).
Using (0.7), it is easy to translate from the Hecke form to the Appell-Lerch form,
f1,2,1(q,−q, q) = j(−q; q)m(q, q3,−1) + j(q; q)m(−q, q3,−1) + qJ
3
3 j(1; q)j(−q4; q3)
J0,3j(−q2, q2; q3)
= j(−q; q)m(q, q3,−1) + 0 + 0 = 2J1,4m(q, q3,−1). (0.10)
Example 0.2. From [6, (2.21)] we know that J1,2σ(q) = qf1,2,1(q
4, q3, q2). Using (0.7)
gives
qf1,2,1(q
4, q3, q2) = −J1,2m(q2, q6,−1) + 0 + J
3
6J1,2J5,6
J0,6J4,6J1,6
. (0.11)
Using (0.10) and (0.11), we immediately obtain
φ(q2) + 2σ(q) = 2m(q2, q6,−1)− 2m(q2, q6,−1) + 2
J1,2
· J
3
6J1,2J5,6
J0,6J4,6J1,6
=
∏
n≥1
(1 + q2n−1)2(1− q6n)(1 + q6n−3)2,
a sixth order mock theta function identity [6, (0.19)R]. For the general mock theta func-
tion identity, use Theorem 0.3 and Theorem 2.5 to line up all of the Appell-Lerch sum
expressions such that they cancel. Then all that remains to be verified is a theta function
identity, which can be done by classical means.
Example 0.3. We discuss the integral-level string functions associated with admiss-
able representations of the affine Lie Algebra A
(1)
1 [21, 22]. Here m ∈ Z, N ∈ N,
ℓ ∈ {0, 1, 2, . . . , N}, m ≡ ℓ (mod 2), where N is the level. In [28, p. 236], one finds
the Hecke-type form for the general integral-level string function:
CNm,ℓ(q) =
1
(q)3∞
{∑
j≥1
k≤0
−
∑
j≤0
k≥1
}
(−1)k−jq(k−j2 )−Njk+12k(m−ℓ)+12 j(m+ℓ)
=
1
J31
· f1,1+N,1(q1+
1
2
(m+ℓ), q1−
1
2
(m−ℓ), q), (0.12)
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which can be evaluated with Theorem 0.3. The last equality in (0.12) follows from the
substitutions k → −k, j → j + 1 and the identity fa,b,c(x, y, q) = −yfa,b,c(qbx, qcy, q) +
j(x; qa).
Let us set N = 1. Here ℓ ∈ {0, 1}. Using specialization (0.7),
C1m,ℓ(q) =
1
J31
· f1,2,1(q1+
1
2
(m+ℓ), q1−
1
2
(m−ℓ), q)
=
1
J31
·
[
j(q1−
1
2
(m−ℓ); q)m(q(3m−ℓ)/2, q3,−1) + j(q1+12(m+ℓ); q)m(q−(3m+ℓ)/2, q3,−1)
− 1
J0,3
· q
1− 1
2
(m−ℓ)J33 j(−qm; q)j(q4+ℓ; q3)
j(q2−
1
2
(3m−ℓ), q2+
1
2
(3m+ℓ); q3)
]
.
Both Appell-Lerch sums are defined, and their theta function coefficients are zero. Hence
the Appell-Lerch sum expression is zero, and only the theta function quotient remains.
By considering the cases ℓ = 0, 1, it is easy to show the well-known form of the level-1
string function, [20, Section 4.6, Ex. 3]:
C1m,ℓ(q) =
q
1
4
(m2−ℓ2)
(q)∞
.
In Theorem 0.3, we set z1 = z0 = −1 in the Appell-Lerch expression (0.5). For other
examples where p = 1, 2, 3, or 4, we can set z1 = z
−1
0 = y
n/xn in order to reduce the
number of theta quotients.
Theorem 0.6. Let n be a positive integer. For generic x, y ∈ C∗
fn,n+1,n(x, y, q) = gn,n+1,n(x, y, q, y
n/xn, xn/yn).
Corollary 0.7. Theorem 0.6 with n = 2 yields the Appell-Lerch sum representations of
Section 4 for the tenth order mock theta functions φ(q), ψ(q), X(q), χ(q).
Corollary 0.8. Theorem 0.6 with n = 3 yields the Appell-Lerch sum representations of
Section 4 for the seventh order mock theta functions F0(q), F1(q), F2(q).
Theorem 0.9. Let n be a positive odd integer. For generic x, y ∈ C∗
fn,n+2,n(x, y, q) = gn,n+2,n(x, y, q, y
n/xn, xn/yn)−Θn,2(x, y, q),
where
Θn,2(x, y, q) :=
y
n+1
2 J2n,4nJ4(n+1),8(n+1)j(y/x, q
n+2xy; q4(n+1))j(q2n/x2y2; q8(n+1))
q
n2−3
2 x
n−3
2 j(yn/xn; q4n(n+1))j(−qn+2x2,−qn+2y2; q4(n+1))
.
Theorem 0.10. Let n be a positive integer with (n, 3) = 1. For generic x, y ∈ C∗
fn,n+3,n(x, y, q) = gn,n+3,n(x, y, q, y
n/xn, xn/yn)−Θn,3(x, y, q),
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where
Θn,3(x, y, q) :=
qn(
n+1
2 )(−x)(−y)nJ3nJ3(2n+3)j(y/x; q3(2n+3))j(qn2+nx, qn2+ny; q2n+3)
J22n+3j(y
n/xn; q3n(2n+3))j(q3n2+3nx3, q3n2+3ny3; q3(2n+3))
·
{
j(q3n
2+5n+3x2y, q3n
2+5n+3xy2; q3(2n+3))
− q2n2+2nxyj(q3n2+7n+6x2y, q3n2+7n+6xy2; q3(2n+3))
}
.
Theorem 0.11. Let n be a positive odd integer. For generic x, y ∈ C∗
fn,n+4,n(x, y, q) = gn,n+4,n(x, y, q, y
n/xn, xn/yn)−Θn,4(x, y, q),
where
Θn,4(x, y, q) :=
q−(n
2+n−3)x−(n−3)/2y(n+1)/2j(y/x; q4(2n+4))
j(yn/xn; q4n(2n+4))j(−q2n+8x4,−q2n+8y4; q4(2n+4))
{
J4n,16nS1 − qJ8n,16nS2
}
,
with
S1 : =
j(q6n+16x2y2,−q2(2n+4)y/x; q4(2n+4))j(qn+4xy; q2(2n+4))
J32(2n+4)J8(2n+4)
·
{
j(−q2n+8x2y2, q2(2n+4)y2/x2; q4(2n+4))J24(2n+4)
+
qn+4x2j(−q6n+16x2y2; q4(2n+4))j(q2(2n+4)y/x,−y/x; q4(2n+4))2
J4(2n+4)
}
,
S2 : =
j(q2n+8x2y2,−y/x; q4(2n+4))j(q3n+8xy; q2(2n+4))
J22(2n+4)
·
{qn+1j(−q2n+8x2y2, q2(2n+4)y2/x2; q4(2n+4))J8(2n+4)
yJ4(2n+4)
+
qxj(−q6n+16x2y2; q4(2n+4))j(q4(2n+4)y2/x2; q8(2n+4))2
J8(2n+4)
}
.
Corollary 0.12. Theorem 0.11 with n = 3 yields the Appell-Lerch sum representations
of Section 4 for the fifth order mock theta functions f0(q), f1(q), F0(q), F1(q).
Corollary 0.8 gives a new proof of Hickerson’s identities for the seventh order functions
[19]. Corollary 0.12 gives a new proof of the mock theta conjectures, which were first
proved in [18].
We note that Theorem 0.6 with n = 1 proves the Appell-Lerch sum representations of
Section 4 for the sixth order mock theta functions φ(q), ψ(q), ρ(q), σ(q); Theorem 0.9
with n = 1 proves representations for the three second orders as well as those for the
eight eighth orders; Theorem 0.10 with n = 1 yields the representations for the fifth order
mock theta functions ψ0(q), ψ1(q), φ0(q), φ1(q); Theorem 0.11 with n = 1 can proves the
representations for the sixth orders λ(q), µ(q), φ (q), ψ (q).
HECKE-TYPE DOUBLE SUMS, APPELL-LERCH SUMS, AND MOCK THETA FUNCTIONS (I) 9
This paper is organized as follows. In Section 1, we recall from the literature several
theta function identities and other useful facts. In Section 2, we recall known Appell-Lerch
sum properties and prove new ones. In Section 3, we write generalized Lambert series,
which have been used to express mock theta functions, in terms of Appell-Lerch sums.
We then use this information in Section 4 to write the classical mock theta functions, as
well as other functions found in the lost notebook, in terms of the Appell-Lerch sums. In
Section 5, we prove Theorems 0.3 and 0.4. We prove the four subtheorems in Section 6.
In Section 7, we prove Corollary 0.5, and in Section 8, we prove the corollaries to the four
subtheorems.
1. Preliminaries
We will frequently use the following identities without mention. They easily follow from
the definitions.
J0,1 = 2J1,4 =
2J22
J1
, J1,2 =
J52
J21J
2
4
, J1,2 =
J21
J2
, J1,3 =
J2J
2
3
J1J6
,
J1,4 =
J1J4
J2
, J1,6 =
J1J
2
6
J2J3
, J1,6 =
J22J3J12
J1J4J6
.
Also following from the definitions are the following general identities:
j(qnx; q) = (−1)nq−(n2)x−nj(x; q), n ∈ Z, (1.2a)
j(x; q) = j(q/x; q) = −xj(x−1; q), (1.2b)
j(−x; q) = J1,2j(x2; q2)/j(x; q) if x is not an integral power of q, (1.2c)
j(x; q) = J1j(x, qx, . . . , q
n−1x; qn)/Jnn if n ≥ 1, (1.2d)
j(x;−q) = j(x; q2)j(−qx; q2)/J1,4, (1.2e)
j(z; q) =
m−1∑
k=0
(−1)kq(k2)zkj((−1)m+1q(m2 )+mkzm; qm2), (1.2f)
j(xn; qn) = Jnj(x, ζnx, . . . , ζ
n−1
n x; q
n)/Jn1 if n ≥ 1. (1.2g)
Here, ζn an n-th primitive root of unity. We recall the classical partial fraction expansion
for the reciprocal of Jacobi’s theta product
∑
n
(−1)nq(n+12 )
1− qnz =
J31
j(z; q)
, (1.3)
where z is not an integral power of q. A convenient form of the Riemann relation for
theta functions is,
Proposition 1.1. For generic a, b, c, d ∈ C∗
j(ac, a/c, bd, b/d; q) = j(ad, a/d, bc, b/c; q) + b/c · j(ab, a/b, cd, c/d; q).
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We collect several useful results about theta functions in terms of a proposition. Among
other places, these can be found in [18], [19], and [6].
Proposition 1.2. For generic x, y, z ∈ C∗
j(qx3; q3) + xj(q2x3; q3) = j(−x; q)j(qx2; q2)/J2 = J1j(x2; q)/j(x; q), (1.4a)
j(x; q)j(y; q) = j(−xy; q2)j(−qx−1y; q2)− xj(−qxy; q2)j(−x−1y; q2), (1.4b)
j(−x; q)j(y; q)− j(x; q)j(−y; q) = 2xj(x−1y; q2)j(qxy; q2), (1.4c)
j(−x; q)j(y; q) + j(x; q)j(−y; q) = 2j(xy; q2)j(qx−1y; q2), (1.4d)
J31 j(xz; q)j(x
n; qn)
J3nj(x; q)j(z; q)
=
n−1∑
k=0
xkj(qkxnz; qn)
j(qkz; qn)
, (1.4e)
j(x; q)j(y; qn) =
n∑
k=0
(−1)kq(k2)xkj((−1)nq(n2)+knxny; qn(n+1))j(− q1−kx−1y; qn+1). (1.4f)
Identity (1.4a) is the quintuple product identity.
The next proposition follows immediately from [7, Lemma 2] see also [18, Theorem 1.7].
Proposition 1.3. Let C be a nonzero complex number, and let n be a nonnegative integer.
Suppose that F (z) is analytic for z 6= 0 and satisfies F (qz) = Cz−nF (z). Then either
F (z) has exactly n zeros in the annulus |q| < |z| ≤ 1 or F (z) = 0 for all z.
The next two propositions involve computing residues. Because the proofs are straight-
forward, they have been omitted. The first proposition is [18, Theorem 1.3].
Proposition 1.4. Define G(z) := 1/j(βzb; qm). G(z) is meromorphic for z 6= 0 with sim-
ple poles at points z0 such that z
b
0 = q
km/β. The residue at such z0 is (−1)k+1qm(
k
2)z0/bJ
3
m.
Proposition 1.5. Define
G(x) :=
∑
m
(−1)mq(m2 )zm
1− qm−1βx−p . (1.5)
G(x) is meromorphic with simple poles at points x0 such that x
p
0 = βq
k. The residue at
such an x0 is (−1)k+1q(
k+1
2 )zk+1x0/p.
We present three identities, which appear to be new.
Proposition 1.6. For ω a primitive cube root of unity
1
J3
· j(ω2y; q)j(qy; q3)j(y; q3) = ωyj(y; q3)j(q2y2; q3) + j(qy; q3)j(y2; q3). (1.6)
Proof of Proposition 1.6. We use (1.2f) to write
j(ω2y; q) = j(q3y3; q9)− ω2yj(q6y3; q9) + ωqy2j(q9y3; q9). (1.7)
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In the middle term use −ω2 = 1 + ω, to obtain
j(ω2y; q) =
[
j(q3y3; q9) + yj(q6y3; q9)
]
+ ωy
[
j(q6y3; q9) + qyj(q9y3; q9)
]
. (1.8)
Each bracketed term can be rewritten using the quintuple product identity (1.4a), result-
ing in
j(ω2y; q) =
J3j(y
2; q3)
j(y; q3)
+ ωy
J3j(q
2y2; q3)
j(qy; q3)
. 
Proposition 1.7. For x ∈ C∗
J5,20j(−q6x; q30)j(−q3x3; q30)−q2x2J30,120j(−qx; q5)j(−q27x2, q30) (1.9)
= j(q2x2; q20)j(q6x; q15)j(q12x2; q60),
J10,20j(q
21x; q30)j(−q3x3; q30)+qxJ15,30j(q2x2; q20)j(−q27x2; q30) (1.10)
= j(−qx; q5)j(q6x; q15)j(q12x2; q60).
Proof of Proposition 1.7. We prove the first identity and omit the proof of the second,
which is similar. Denote by f(x) the difference between the left and right hand sides of
(1.9). For fixed q, all three terms are analytic for x 6= 0. It is straightforward to verify
that f(x) satisfies the functional equation f(q30x) = q−105x−10f(x). By Proposition 1.3,
f(x) has either exactly ten zeros in the annulus |q|30 < |x| < 1 or it equals zero for all x.
But there are at least eleven such values of x for which at least one of the terms in f(x)
vanishes: ±q3/2, −q4, q9, −q14, ±q33/2, q19, ±q24, q29. Verifying f(x) vanishes for each of
these just involves proving that the remaining two theta products sum to zero, which is
easy. 
We finish with Hartog’s Theorem:
Theorem 1.8. [15, p. 7] A holomorphic function on the complement of a point in an
open set U ⊂ Cn (n > 1) extends to a holomorphic function in all of U .
2. Properties of the Appell-Lerch sum m(x, q, z)
Changing r to r + 1 in (0.2) gives another useful form for m(x, q, z):
m(x, q, z) =
−z
j(z; q)
∑
r
(−1)rq(r+12 )zr
1− qrxz . (2.1)
The Appell-Lerch sum m(x, q, z) satisfies several functional equations and identities,
which we collect in the form of a proposition. The proofs are straightforward and will be
omitted. A list of Appell-Lerch sum properties with proofs can be found in [31].
Proposition 2.1. For generic x, z ∈ C∗
m(x, q, z) = m(x, q, qz), (2.2a)
m(x, q, z) = x−1m(x−1, q, z−1), (2.2b)
m(qx, q, z) = 1− xm(x, q, z), (2.2c)
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m(x, q, z) = 1− q−1xm(q−1x, q, z), (2.2d)
m(x, q, z) = x−1 − x−1m(qx, q, z). (2.2e)
Some simple evaluations of the Appell-Lerch sum follow.
Corollary 2.2. We have
m(q, q2,−1) = 1/2, (2.3)
m(−1, q2, q) = 0. (2.4)
Proof of Corollary 2.2. The first identity is a straightforward application of identities
(2.2b) and (2.2e); the second is a straightforward consequence of identities (2.2b) and
(2.2a). 
We now introduce a heuristic point of view which will guide our further study of
m(x, q, z). This heuristic leads us to new Appell-Lerch sum properties such as Theo-
rem 2.5 and also guides us to the Appell-Lerch sum expressions of Theorems 0.3 and 0.4.
If we iterate (2.2d), we obtain
m(x, q, z) = 1− q−1xm(q−1x, q, z)
= 1− q−1x+ q−3x2m(q−2x, q, z)
= 1− q−1x+ q−3x2 − q−6x3m(q−3x, q, z)
...
∼ 1− q−1x+ q−3x2 − q−6x3 + q−10x4 − . . . ;
that is,
m(x, q, z) ∼
∑
r≥0
(−1)rq−(r+12 )xr. (2.5)
Of course, we cannot use an equal sign here, since the infinite series on the right diverges
for |q| < 1. However, it is often useful to think of m(x, q, z) as a partial theta series with
q replaced by q−1.
Roughly speaking, we may think of “∼” as congruence ‘mod theta’. For example, since
the series (2.5) does not depend on z, we may write
m(x, q, z0) ∼ m(x, q, z1). (2.6)
In fact, the difference between these two quantities is a theta function, as we see in the
following well-known theorem.
Theorem 2.3. For generic x, z0, z1 ∈ C∗
m(x, q, z1)−m(x, q, z0) = z0J
3
1 j(z1/z0; q)j(xz0z1; q)
j(z0; q)j(z1; q)j(xz0; q)j(xz1; q)
. (2.7)
Corollary 2.4. For generic x, z ∈ C∗
m(x, q, z) = m(x, q, x−1z−1). (2.8)
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Let us break the sum (2.5) into two parts, depending on the parity of r. We obtain
m(x, q, z) ∼
∑
r≥0
(−1)rq−(r+12 )xr (2.9)
∼
∑
r≥0
q−(
2r+1
2 )x2r −
∑
r≥0
q−(
2r+2
2 )x2r+1
∼
∑
r≥0
(−1)rq−4(r+12 )(−qx2)r − q−1x
∑
r≥0
(−1)rq−4(r+12 )(−q−1x2)r
∼ m(−qx2, q4, z0)− q−1xm(−q−1x2, q4, z1).
More generally, if we break the sum into n parts depending on the value of r mod n, we
find
m(x, q, z) ∼
n−1∑
r=0
(−1)rq−(r+12 )xrm(− q(n2)−nr(−x)n, qn2, zr
)
. (2.10)
So we expect the difference between the two sides to be a theta function. We see that in
the next theorem, which to the best of our knowledge is new.
Theorem 2.5. For generic x, z, z′ ∈ C∗
m(x, q, z) =
n−1∑
r=0
q−(
r+1
2 )(−x)rm(− q(n2)−nr(−x)n, qn2, z′)
+
z′J3n
j(xz; q)j(z′; qn2)
n−1∑
r=0
q(
r
2)(−xz)rj(− q(n2)+r(−x)nzz′; qn)j(qnrzn/z′; qn2)
j
(− q(n2)(−x)nz′, qrz; qn)
.
Identity (1.2a) easily yields the n even and n odd specializations:
Corollary 2.6. Let n be a positive odd integer. For generic x, z, z′ ∈ C∗
m(x,q, z) =
n−1∑
r=0
q−(
r+1
2 )(−x)rm
(
q(
n
2)−nrxn, qn
2
, z′
)
(2.11)
+
z′J3n
j(xz; q)j(z′; qn2)
n−1∑
r=0
qr(r−n)/2(−x)rzr−(n−1)/2j(qrxnzz′; qn)j(qnrzn/z′; qn2)
j(xnz′, qrz; qn)
.
Let n be a positive even integer. For generic x, z, z′ ∈ C∗
m(x, q, z) =
n−1∑
r=0
q−(
r+1
2 )(−x)rm
(
− q(n2)−nrxn, qn2, z′
)
(2.12)
+
z′J3n
j(xz; q)j(z′; qn2)
n−1∑
r=0
qr(r−n+1)/2(−x)rzr+1−n/2j(−qr+n/2xnzz′; qn)j(qnrzn/z′; qn2)
j(−qn/2xnz′, qrz; qn) .
For special values of x, q, z and z′, the sum in Theorem 2.5 reduces to a single quotient
of theta functions. Here are two useful examples:
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Corollary 2.7. For generic x, z ∈ C∗
m(x, q, z) = m
(−qx2, q4, z4)−x
q
m
(− x
2
q
, q4, z4
)− J2J4j(−xz
2; q)j(−xz3; q)
xj(xz; q)j(z4; q4)j(−qx2z4; q2) . (2.13)
Corollary 2.8. For generic x ∈ C∗
m(x, q,−1) = m(q3x3, q9,−1)− x
q
m
(
x3, q9,−1)+ x
2
q3
m
(x3
q3
, q9,−1)+ xJ1J
2
3J6J9j(qx
2; q2)
2qJ22J
2
18j(−x3; q3)
.
(2.14)
Before we prove Theorem 2.5 as well as Corollaries 2.7 and 2.8, we establish an inter-
mediate result, which also appears to be new.
Theorem 2.9. Let n and k be integers with 0 ≤ k < n. Let ω be a primitive n-th root of
unity. Then
n−1∑
t=0
ω−ktm(ωtx, q, z) = nq−(
k+1
2 )(−x)km(− q(n2)−nk(−x)n, qn2, z′) (2.15)
− nx
kzk+1J3n2
j(z; q)j(z′; qn2)
·
n−1∑
t=0
q(
t+1
2 )+kt(−z)tj(− q(n+12 )+nk+nt(−z)n/z′; qn2)j(qntxnznz′; qn2)
j
(− q(n2)−nk(−x)nz′, qntxnzn; qn2)
.
To prove this, we need the partial fraction decomposition of xk/(1− xn):
Lemma 2.10. Let n and k be integers with 0 ≤ k < n. Let ω be a primitive n-th root of
unity, and suppose that xn 6= 1. Then
xk
1− xn =
1
n
n−1∑
t=0
ω−kt
1− ωtx. (2.16)
Proof of Lemma 2.10. Since 1− xn =∏n−1t=0 (1− ωtx) and k < n, we have
xk
1− xn =
n−1∑
t=0
ct
1− ωtx (2.17)
for some constants ct. Replacing x by ωx gives
ωkxk
1− xn =
n−1∑
t=0
ct
1− ωt+1x =
n−1∑
t=0
ct−1
1− ωtx, (2.18)
where c−1 := cn−1. Combining these equations gives ct = ω
−kct−1, so ct = ω
−ktc0 and
xk
1− xn = c0
n−1∑
t=0
ω−kt
1− ωtx. (2.19)
Multiplying by 1− x and taking the limit as x→ 1 shows that c0 = 1/n. 
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Proof of Theorem 2.9. By Definition 0.1,
j(z, q)
n−1∑
t=0
ω−ktm(ωtx, q, z) =
n−1∑
t=0
ω−kt
∑
r
q(
r
2)(−z)r
1− qr−1zωtx
=
∑
r
q(
r
2)(−z)r
n−1∑
t=0
ω−kt
1− ωtqr−1xz
=
∑
r
q(
r
2)(−z)r n(q
r−1xz)k
1− (qr−1xz)n (by Lemma 2.10)
= nxkzk
∑
r
q(
r
2)+kr−k(−z)r
1− qnr−nxnzn . (2.20)
In the last sum we break up the terms according to the value of r mod n. Replacing r by
nr + t+ 1 with 0 ≤ t < n, we obtain
j(z, q)
n−1∑
t=0
ω−ktm(ωtx, q, z) = nxkzk
n−1∑
t=0
∑
r
q(
nr+t+1
2 )+k(nr+t)(−z)nr+t+1
1− qn(nr+t)xnzn
= −nxkzk+1
n−1∑
t=0
q(
t+1
2 )+kt
∑
r
qn
2(r2)+r(
n+1
2 )+knr+nrt(−z)nr+t
1− qn2r+ntxnzn
= −nxkzk+1
n−1∑
t=0
q(
t+1
2 )+kt(−z)t
∑
r
(qn
2
)(
r
2)
(
q(
n+1
2 )+kn+nt(−z)n)r
1− (qn2)r−1qn2+ntxnzn
= −nxkzk+1
n−1∑
t=0
q(
t+1
2 )+kt(−z)tj(− q(n+12 )+kn+nt(−z)n; qn2)
·m(− q(n2)−kn(−x)n, qn2,−q(n+12 )+kn+nt(−z)n). (2.21)
By Theorem 2.3,
m
(− q(n2)−kn(−x)n, qn2,−q(n+12 )+kn+nt(−z)n)
= m
( − q(n2)−kn(−x)n, qn2, z′) (2.22)
+
z′J3n2 j
(− q(n+12 )+kn+nt(−z)n/z′; qn2) j(qn2+ntxnznz′; qn2)
j(z′; qn2) j
(− q(n+12 )+kn+nt(−z)n; qn2) j(− q(n2)−kn(−x)nz′; qn2) j(qn2+ntxnzn; qn2)
.
By identities (1.2f) and (1.2a),
n−1∑
t=0
q(
t+1
2 )+kt(−z)tj(− q(n+12 )+kn+nt(−z)n; qn2) = j(qk+1z; q) = q−(k+12 )(−z)−k−1j(z; q).
(2.23)
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Combining the last 3 equations, we obtain
j(z; q)
n−1∑
t=0
ω−ktm(ωtx, q, z)
= −nxkzk+1q−(k+12 )(−z)−k−1j(z; q)m(− q(n2)−kn(−x)n, qn2, z′)
− nxkzk+1
n−1∑
t=0
q(
t+1
2 )+kt(−z)t z
′J3n2 j
(− q(n+12 )+kn+nt(−z)n/z′; qn2) j(qn2+ntxnznz′; qn2)
j(z′; qn2) j
(− q(n2)−kn(−x)nz′; qn2) j(qn2+ntxnzn; qn2)
= nq−(
k+1
2 )(−x)kj(z, q)m(− q(n2)−kn(−x)n, qn2, z′) (2.24)
− nx
kzk+1J3n2
j(z′; qn2) j
(− q(n2)−kn(−x)nz′; qn2)
·
n−1∑
t=0
q(
t+1
2 )+kt(−z)t j(− q(n+12 )+kn+nt(−z)n/z′; qn2) j(qntxnznz′; qn2)
j(qntxnzn; qn2)
,
where the last equality follows from 2 applications of (1.2a). Dividing by j(z, q) completes
the proof. 
Proof of Theorem 2.5. We add equation (2.15) for k from 0 to n−1 and divide by n. The
left side is simple:
1
n
n−1∑
k=0
n−1∑
t=0
ω−ktm(ωtx, q, z) =
1
n
n−1∑
t=0
m(ωtx, q, z)
n−1∑
k=0
ω−kt. (2.25)
The innermost sum equals 0 unless k = 0, in which case it equals n, so
1
n
n−1∑
k=0
n−1∑
t=0
ω−ktm(ωtx, q, z) = m(x, q, z). (2.26)
Hence
m(x, q, z) =
n−1∑
k=0
q−(
k+1
2 )(−x)km(− q(n2)−nk(−x)n, qn2, z′)
−
n−1∑
k=0
xkzk+1J3n2
j(z; q)j(z′; qn2)j
(− q(n2)−nk(−x)nz′; qn2)
·
n−1∑
t=0
q(
t+1
2 )+kt(−z)tj(− q(n+12 )+nk+nt(−z)n/z′; qn2)j(qntxnznz′; qn2)
j(qntxnzn; qn2)
=
n−1∑
k=0
q−(
k+1
2 )(−x)km(− q(n2)−nk(−x)n, qn2, z′)
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+
J3n2
j(z; q)j(z′; qn2)
n−1∑
t=0
q(
t+1
2 )(−z)t+1j(qntxnznz′; qn2)
j(qntxnzn; qn2)
·
n−1∑
k=0
qktxkzkj
(− q(n+12 )+nk+nt(−z)n/z′; qn2)
j
(− q(n2)−nk(−x)nz′; qn2)
=
n−1∑
k=0
q−(
k+1
2 )(−x)km(− q(n2)−nk(−x)n, qn2, z′)
+
J3n2
j(z; q)j(z′; qn2)
n−1∑
t=0
q(
t+1
2 )(−z)t+1j(qntxnznz′; qn2)
j(qntxnzn; qn2)
·
n−1∑
k=0
(qtxz)kj
(− q(n+12 )+nk+nt(−z)n/z′; qn2)
j
(− q(n+12 )+nk(−x)−n/z′; qn2)
=
n−1∑
k=0
q−(
k+1
2 )(−x)km(− q(n2)−nk(−x)n, qn2, z′)
+
J3n2
j(z; q)j(z′; qn2)
n−1∑
t=0
q(
t+1
2 )(−z)t+1j(qntxnznz′; qn2)
j(qntxnzn; qn2)
· J
3
n j
(
q(
n+1
2 )+t(−x)1−nz/z′; qn)j(qntxnzn; qn2)
J3n2 j(q
txz; qn)j
(− q(n+12 )(−x)−n/z′; qn)
=
n−1∑
k=0
q−(
k+1
2 )(−x)km(− q(n2)−nk(−x)n, qn2, z′)
+
J3n
j(z; q)j
(− q(n+12 )(−x)−n/z′; qn)j(z′; qn2)
·
n−1∑
t=0
q(
t+1
2 )(−z)t+1j(q(n+12 )+t(−x)1−nz/z′; qn)j(qntxnznz′; qn2)
j(qtxz; qn)
, (2.27)
where the fourth equality follows from (1.4e). Now we substitute qx−1z−1 for z in (2.27)
and recall Corollary 2.4:
m(x, q, z) = m(x, q, qx−1z−1)
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=
n−1∑
k=0
q−(
k+1
2 )(−x)km(− q(n2)−nk(−x)n, qn2, z′)
+
J3n
j(qx−1z−1; q)j(z′; qn2)
·
n−1∑
t=0
q(
t+1
2 )(−qx−1z−1)t+1j(− q(n+12 )+t+1(−x)−nz−1/z′; qn)j(qnt+nz−nz′; qn2)
j
(− q(n+12 )(−x)−n/z′, qt+1z−1; qn)
=
n−1∑
k=0
q−(
k+1
2 )(−x)km(− q(n2)−nk(−x)n, qn2, z′)
+
z′J3n
j(xz, q)j(z′, qn2)
(2.28)
·
n−1∑
t=0
q(
n−1−t
2 )(−xz)n−1−tj(− q(n2)+n−1−t(−x)nzz′; qn)j(qn(n−1−t)zn/z′; qn2)
j
(− q(n2)(−x)nz′, qn−1−tz; qn)
,
by several applications of (1.2a) and (1.2b). Letting t = n− 1− r in the final sum gives
the result. 
Proof of Corollary 2.7. We specialize Theorem 2.5 to the case n = 2, z′ = z4. This yields
m(x, q, z) = m(−qx2, q4, z4)− q−1xm(−q−1x2, q4, z4)
+
z4J32
j(xz; q)j(z4; q4)
{j(−qx2z5; q2)j(z−2; q4)
j(−qx2z4, z; q2) − xz
j(−q2x2z5; q2)j(q2z−2; q4)
j(−qx2z4, qz; q2)
}
.
We restrict ourselves to the sum of theta quotients. Using (1.2b) and (1.2a) and simpli-
fying, we have
− J
3
2
xj(xz; q)j(−qx2z4; q2)j(z4; q4)
{
xz2
j(−qx2z5; q2)j(z2; q4)
j(z; q2)
+
j(−x2z5; q2)j(q2z2; q4)
j(qz; q2)
}
= − J2J4
xj(xz; q)j(−qx2z4; q2)j(z4; q4)
{
xz2j(−qx2z5,−z; q2) + j(−x2z5,−qz; q2)
}
,
where the second line follows from (1.2c). Applying (1.4b) produces the desired result. 
Proof of Corollary 2.8. Specializing Theorem 2.5 to the case n = 3, z = z′ = −1, and
simplifying yields
m(x, q,−1) = m(q3x3, q9,−1)− q−1xm(x3, q9,−1) + q−3x2m(q−3x3, q9,−1)
+
J33
j(−x; q)j(−x3; q3)j(−1; q9)
{q−1xj(qx3; q3)j(q3; q9)
j(−q; q3) +
q−1x2j(q2x3; q3)j(q6; q9)
j(−q2; q3)
}
= m(q3x3, q9,−1)− q−1xm(x3, q9,−1) + q−3x2m(q−3x3, q9,−1)
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+
xJ1J
2
3J6J9
2qJ2J
2
18j(−x; q)j(−x3; q3)
{
j(x3q; q3) + xj(q2x3; q3)
}
.
We restrict ourselves to the sum of theta quotients and find
xJ1J
2
3J6J9(j(x
3q; q3) + xj(q2x3; q3))
2qJ2J218j(−x; q)j(−x3; q3)
=
xq−1J1J
2
3J6J9
2J2J218j(−x; q)j(−x3; q3)
J1j(x
2; q)
j(x; q)
(by (1.4a))
=
xJ23J6J9j(x
2; q)
2qJ218j(−x3; q3)j(x2; q2)
(by (1.2c))
=
xJ1J
2
3J6J9j(qx
2; q2)
2qJ22J
2
18j(−x3; q3)
. (by (1.2d))
3. Other generalized Lambert series
In this section we recall the functions g(x, q), h(x, q), and k(x, q) which have been used
to express mock theta functions. We then derive representations for these functions in
terms of Appell-Lerch sums.
Definition 3.1. Let x be neither 0 nor an integral power of q. Then
g(x, q) := x−1
(
− 1 +
∑
n≥0
qn
2
(x)n+1(q/x)n
)
. (3.1)
It is not difficult to show that g(x, q) can be expressed more simply,
g(x, q) =
∑
n≥0
qn(n+1)
(x)n+1(q/x)n+1
. (3.2)
We begin by expressing g(x, q) in terms of Appell-Lerch sums.
Proposition 3.2. For generic x ∈ C∗
g(x, q) = −x−1m(q2x−3, q3, x2)− x−2m(qx−3, q3, x2). (3.3)
Proof. It was shown in [18, Theorem 2.2] that
g(x, q) =
1
j(x3z; q3)
[∑
r
(−1)rq3r(r+1)/2x3r+1zr+1
1− q3r+1z
+
∑
r
(−1)rq3r(r+3)/2+1x−3r−1z−r−1
1− q3r+1z−1 +
J21 j(xz; q)j(z; q
3)
j(x; q)j(z; q)
]
. (3.4)
Changing r to −1 − r in the second sum and using (2.1), we obtain
g(x, q) = −x−2m(qx−3, q3, x3z)− x−1m(q2x−3, q3, x3z) + J
2
1 j(xz; q)j(z; q
3)
j(x; q)j(z; q)j(x3z; q3)
. (3.5)
Setting z = x−1 gives the proposition, since then j(xz, q) = 0. 
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Definition 3.3. Let x be neither 0 nor an integral power of q. Then
h(x, q) :=
1
j(q; q2)
∑
n
(−1)nqn(n+1)
1− qnx . (3.6)
Proposition 3.4. For generic x ∈ C∗
h(x, q) = −x−1m(x−2q, q2, x). (3.7)
Proof. Recalling [12, Theorem 2.10], we have that
j(x2z;q2)h(x, q)− J
3
1 j(xz; q)j(z; q
2)
j(q; q2)j(x; q)j(z; q)
=
1
2
∑
n
(−1)nqn(n+1)x2n+1zn+1
1− q2n+1z +
1
2
∑
n
(−1)nqn(n+3)+1x−2n−1z−n−1
1− q2n+1z−1
= −1
2
x−1j(x2z; q2)m(x−2q, q2, x2z)− 1
2
q−1xj(q2x−2z−1; q2)m(x2q−1, q2, q2x−2z−1)
= −x−1j(x2z; q2)m(x−2q, q2, x2z),
where the second equality follows from (2.1) and the last equality follows from (2.2a) and
(2.2b). Setting z = x−1 gives the proposition. 
Definition 3.5. Let x2 be neither zero nor an integral power of q2. Then
k(x, q) :=
1
xj(−q; q4)
∑
n
qn(2n+1)
1− q2nx2 . (3.8)
Proposition 3.6. For generic x ∈ C∗
xk(x, q) = m(−qx4, q4,−x−2q−1) + q−1x2m(−q−1x4, q4,−x−2q−1) (3.9)
= m(−x2, q, x−2) + J
4
1
2J22 j(x
2; q)
. (3.10)
Proof. Working as for Proposition 3.4 and setting z = qx−2 in [13, Theorem 2.5.4] yields
the first equality:
xk(x, q) = 1− x−2m(−x−4q, q4,−x2q)−m(−x−4q3, q4,−x2q)
= −x−2m(−x−4q, q4,−x2q)− q−1x−4m(−x−4q−1, q4,−x2q) (by (2.2c))
= m(−qx4, q4,−x−2q−1) + q−1x2m(−q−1x4, q4,−x−2q−1). (by (2.2b))
Using the n = 2 case of Theorem 2.5, we have
m(−x2, q, x−2) = m(−qx4, q4,−x−2q−1) + q−1x2m(−q−1x4, q4,−x−2q−1)
− x
−2q−1J32
j(−1; q)j(x2; q2)j(−x−2q−1; q4) ·
{j(q; q2)j(−q3x−2; q4)
j(qx−2; q2)
}
.
The second equality of the proposition then follows from elementary theta function prop-
erties. 
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4. Known functions in terms of the Appell-Lerch sum m(x, q, z)
In this section we express known mock theta functions in terms of the Appell-Lerch sum
m(x, q, z). For each of the mock theta functions we start by giving its q-series definition(s).
Then, if possible, we express the function in terms of either g(x, q), h(x, q), or k(x, q),
which were discussed in Section 3. Next we express the function entirely as a linear
combination of m(x, q, z) functions. In some cases these linear combinations involve two
or more terms of the form m(x, q, z), with the same x and q but different values of z. In
such cases we also express the function without such duplication, by adding on a suitable
theta function. For example, the identities in (4.7) expresses the ‘3rd order’ function χ(q)
as a combination of two functions of the form m(−q, q3, z), and then as one such function
plus a theta function. Theorem 2.3 and the Riemann relation for theta functions are used
frequently. Throughout, ‘i’ denotes
√−1 and ‘ω’ denotes a primitive cube root of 1. As
in [6], the summation symbol
∑∗ for the ‘6th order’ function µ(q) denotes the average of
the sequence of even partial sums and the sequence of odd partial sums.
‘2nd order’ functions
A(q) =
∑
n≥0
qn+1(−q2; q2)n
(q; q2)n+1
=
∑
n≥0
q(n+1)
2
(−q; q2)n
(q; q2)2n+1
= −m(q, q4, q2) (4.1)
B(q) =
∑
n≥0
qn(−q; q2)n
(q; q2)n+1
=
∑
n≥0
qn
2+n(−q2; q2)n
(q; q2)2n+1
= −q−1m(1, q4, q3) (4.2)
µ(q) =
∑
n≥0
(−1)nqn2(q; q2)n
(−q2; q2)2n
= 2m(−q, q4,−1) + 2m(−q, q4, q) = 4m(−q, q4,−1)− J
4
2,4
J31
(4.3)
‘3rd order’ functions
f(q) =
∑
n≥0
qn
2
(−q)2n
= 2− 2g(−1, q) = 2m(−q, q3, q) + 2m(−q, q3, q2) (4.4)
= 4m(−q, q3, q) + J
2
3,6
J1
φ(q) =
∑
n≥0
qn
2
(−q2; q2)n = (1− i)(1 + ig(i, q)) (4.5)
= (1 + i)m(iq, q3,−1) + (1− i)m(−iq, q3,−1)
= m(q5, q12, q4) +m(q5, q12, q8) + q−1m(q, q12, q4) + q−1m(q, q12, q8)
= 2m(q,−q3,−1) + 2qJ
3
12
J4J3,12
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ψ(q) =
∑
n≥1
qn
2
(q; q2)n
= qg(q, q4) = −q−1m(q, q12, q2)−m(q5, q12, q2) (4.6)
= −m(q,−q3,−q) + qJ
3
12
J4J3,12
χ(q) =
∑
n≥0
qn
2
(−q)n
(−q3; q3)n = (1 + ω)(1− ωg(−ω, q)) = 2m(−q, q
3, q2)−m(−q, q3, q) (4.7)
= m(−q, q3, q) + J
2
3,6
J1
ω(q) =
∑
n≥0
q2n(n+1)
(q; q2)2n+1
= g(q, q2) = −q−1m(q, q6, q2)− q−1m(q, q6, q4) (4.8)
= −2q−1m(q, q6, q2) + J
3
6
J2J3,6
ν(q) =
∑
n≥0
qn(n+1)
(−q; q2)n+1 = g(i
√
q, q) = iq−1/2
(
m(i
√
q, q3,−q)−m(−i√q, q3,−q2)
)
(4.9)
= q−1m(q2, q12,−q3) + q−1m(q2, q12,−q9) = 2q−1m(q2, q12,−q3) + J1J3,12
J2
ρ(q) =
∑
n≥0
q2n(n+1)(q; q2)n+1
(q3; q6)n+1
= g(ωq, q2) (4.10)
= −ωq−1m(q, q6, ωq4)− ω2q−1m(q, q6, ω2q2) = q−1m(q, q6,−q)
‘5th order’ functions
f0(q) =
∑
n≥0
qn
2
(−q)n =
J5,10J2,5
J1
− 2q2g(q2, q10) (4.11)
= m(q14, q30, q14) +m(q14, q30, q29) + q−2m(q4, q30, q4) + q−2m(q4, q30, q19)
= 2m(q14, q30, q4) + 2q−2m(q4, q30, q4) +
J5,10J2,5
J1
φ0(q) =
∑
n≥0
qn
2
(−q; q2)n = qg(−q,−q5) + J10j(−q
2;−q5)
J2,10
(4.12)
= m(−q7,−q15, q9)− q−1m(q2,−q15, q9)
ψ0(q) =
∑
n≥0
q(
n+2
2 )(−q)n = q2g(q2, q10) + qJ5J1,10
J2,5
= −m(q14, q30, q3)− q−2m(q4, q30, q3)
(4.13)
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F0(q) =
∑
n≥0
q2n
2
(q; q2)n
= 1 + qg(q, q5)− qJ10J5,20
J4,10
(4.14)
= −1
2
q−1m(q2, q15, q2)− 1
2
q−1m(q2, q15,−q2) + 1
2
m(q8, q15, q8) +
1
2
m(q8, q15,−q8)
= −q−1m(q2, q15, q) +m(q8, q15, q4)− qJ10J5,20
J4,10
χ0(q) =
∑
n≥0
qn
(qn+1)n
= 1 +
∑
n≥0
q2n+1
(qn+1)n+1
= 2 + 3qg(q, q5)− J
2
5J2,5
J21,5
(4.15)
= 2− 2m(q7, q15, q12)−m(q7, q15, q9)− 2q−1m(q2, q15, q12)− q−1m(q2, q15, q9)
= 2− 3m(q7, q15, q9)− 3q−1m(q2, q15, q4) + 2J
2
5J2,5
J21,5
f1(q) =
∑
n≥0
qn(n+1)
(−q)n =
J5,10J1,5
J1
− 2q3g(q4, q10) (4.16)
= q−1m(q8, q30, q8) + q−1m(q8, q30, q23) + q−3m(q2, q30, q2) + q−3m(q2, q30, q17)
= 2q−1m(q8, q30, q8) + 2q−3m(q2, q30, q−8) +
J5,10J1,5
J1
φ1(q) =
∑
n≥0
q(n+1)
2
(−q; q2)n = q2g(q2,−q5) + qJ10j(q;−q
5)
J4,10
(4.17)
= q−1m(−q,−q15, q−3)−m(q4,−q15, q3)
ψ1(q) =
∑
n≥0
q(
n+1
2 )(−q)n = q3g(q4, q10) + J5J3,10
J1,5
= −q−1m(q8, q30, q−9)− q−3m(q2, q30, q9)
(4.18)
F1(q) =
∑
n≥0
q2n(n+1)
(q; q2)n+1
= qg(q2, q5) +
J10J5,20
J2,10
(4.19)
= −1
2
q−2m(q, q15, q)− 1
2
q−2m(q, q15,−q)
− 1
2
q−1m(q4, q15, q4)− 1
2
q−1m(q4, q15,−q4)
= −q−2m(q, q15, q−4)− q−1m(q4, q15, q4) + J10J5,20
J2,10
χ1(q) =
∑
n≥0
qn
(qn+1)n+1
= 1 +
∑
n≥0
q2n+1(1 + qn)
(qn+1)n+1
= 3qg(q2, q5) +
J25J1,5
J22,5
(4.20)
= −2q−1m(q4, q15, q−6)− q−1m(q4, q15, q3)− 2q−2m(q, q15, q6)− q−2m(q, q15, q−3)
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= −3q−1m(q4, q15, q3)− 3q−2m(q, q15, q2)− 2J
2
5J1,5
J22,5
Φ(q) = −1 +
∑
n≥0
q5n
2
(q; q5)n+1(q4; q5)n
= qg(q, q5) = −q−1m(q2, q15, q2)−m(q7, q15, q2)
(4.21)
Ψ(q) = −1 +
∑
n≥0
q5n
2
(q2; q5)n+1(q3; q5)n
= q2g(q2, q5) = −q−1m(q, q15, q−4)−m(q4, q15, q4)
(4.22)
‘6th order’ functions
φ(q) =
∑
n≥0
(−1)nqn2(q; q2)n
(−q)2n = 2m(q, q
3,−1) (4.23)
ψ(q) =
∑
n≥0
(−1)nq(n+1)2(q; q2)n
(−q)2n+1 = m(1, q
3,−q) (4.24)
ρ(q) =
∑
n≥0
q(
n+1
2 )(−q)n
(q; q2)n+1
= −q−1m(1, q6, q) (4.25)
σ(q) =
∑
n≥0
q(
n+2
2 )(−q)n
(q; q2)n+1
= −m(q2, q6, q) (4.26)
λ(q) =
∑
n≥0
(−1)nqn(q; q2)n
(−q)n = q
−1m(1, q6,−q2) + q−1m(1, q6,−q) (4.27)
= 2q−1m(1, q6,−q2) + J1,2J3,12
J1,4
µ(q) =
∑
n≥0
∗ (−1)n(q; q2)n
(−q)n =
1
2
+
1
2
∑
n≥0
(−1)nqn+1(1 + qn)(q; q2)n
(−q; q)n+1 (4.28)
= m(q2, q6,−1) +m(q2, q6,−q3) = 2m(q2, q6,−1)− J1,2J1,3
2J1,4
γ(q) =
∑
n≥0
qn
2
(q)n
(q3; q3)n
= (1− ω)(1 + ωg(ω, q)) (4.29)
= 2m(q, q3,−1) +m(q, q3,−q) = 3m(q, q3,−q) + J
2
1,2
J1,3
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φ (q) =
∑
n≥1
qn(−q; q)2n−1
(q; q2)n
= −3
4
m(q, q3, q)− 1
4
m(q, q3,−q) = −m(q, q3, q)− q J
3
3,12
J1J1,4
(4.30)
ψ (q) =
∑
n≥1
qn(−q; q)2n−2
(q; q2)n
= −3
4
m(1, q3, q) +
1
4
m(1, q3,−q) = −1
2
m(1, q3, q) + q
J36
2J1J2
(4.31)
‘7th order’ functions
F0(q) =
∑
n≥0
qn
2
(qn+1; q)n
= 2 + 2qg(q, q7)− J
2
3,7
J1
(4.32)
= m(q10, q21, q9) +m(q10, q21, q−9)− q−1m(q4, q21, q9)− q−1m(q4, q21, q−9)
= 2m(q10, q21, q9)− 2q−1m(q4, q21, q−9) + J
2
3,7
J1
F1(q) =
∑
n≥1
qn
2
(qn; q)n
= 2q2g(q2, q7) +
qJ21,7
J1
(4.33)
= −m(q8, q21, q3)−m(q8, q21, q−3)− q−2m(q, q21, q3)− q−2m(q, q21, q−3)
= −2m(q8, q21, q3)− 2q−2m(q, q21, q3)− qJ
2
1,7
J1
F2(q) =
∑
n≥0
qn(n+1)
(qn+1; q)n+1
= 2q2g(q3, q7) +
J22,7
J1
(4.34)
= −q−1m(q5, q21, q6)− q−1m(q5, q21, q−6)− q−2m(q2, q21, q6)− q−2m(q2, q21, q−6)
= −2q−1m(q5, q21, q6)− 2q−2m(q2, q21, q−6) + J
2
2,7
J1
‘8th order’ functions
S0(q) =
∑
n≥0
qn
2
(−q; q2)n
(−q2; q2)n = m(−q
3, q8,−q2) +m(−q3, q8,−q6) (4.35)
= 2m(−q3, q8,−1) + qJ1,8J
2
2,8
J23,8
S1(q) =
∑
n≥0
qn(n+2)(−q; q2)n
(−q2; q2)n = −q
−1m(−q, q8,−q2)− q−1m(−q, q8,−q6) (4.36)
= −2q−1m(−q, q8,−1) + J3,8J
2
2,8
qJ21,8
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T0(q) =
∑
n≥0
q(n+1)(n+2)(−q2; q2)n
(−q; q2)n+1 = −m(−q
3, q8, q2) (4.37)
T1(q) =
∑
n≥0
qn(n+1)(−q2; q2)n
(−q; q2)n+1 = q
−1m(−q, q8, q6) (4.38)
U0(q) =
∑
n≥0
qn
2
(−q; q2)n
(−q4; q4)n = 2m(−q, q
4,−1) (4.39)
U1(q) =
∑
n≥0
q(n+1)
2
(−q; q2)n
(−q2; q4)n+1 = −m(−q, q
4,−q2) (4.40)
V0(q) = −1 + 2
∑
n≥0
qn
2
(−q; q2)n
(q; q2)n
= −1 + 2
∑
n≥0
q2n
2
(−q2; q4)n
(q; q2)2n+1
(4.41)
= −q−1m(1, q8, q)− q−1m(1, q8, q3) = −2q−1m(1, q8, q)− J
2
1,4
J2,8
V1(q) =
∑
n≥0
q(n+1)
2
(−q; q2)n
(q; q2)n+1
=
∑
n≥0
q2n
2+2n+1(−q4; q4)n
(q; q2)2n+2
=
∑
n≥0
qn+1(−q)2n
(−q2; q4)n+1 (4.42)
= −m(q2, q8, q)
‘10th order’ functions
φ(q) =
∑
n≥0
q(
n+1
2 )
(q; q2)n+1
= 2qh(q2, q5) +
J5J10J4,10
J2,5J2,10
(4.43)
= −q−1m(q, q10, q)− q−1m(q, q10, q2) = −2q−1m(q, q10, q2) + J5J10J4,10
J2,5J2,10
ψ(q) =
∑
n≥0
q(
n+2
2 )
(q; q2)n+1
= 2qh(q, q5)− qJ5J10J2,10
J1,5J4,10
(4.44)
= −m(q3, q10, q)−m(q3, q10, q3) = −2m(q3, q10, q)− qJ5J10J2,10
J1,5J4,10
X(q) =
∑
n≥0
(−1)nqn2
(−q; q)2n = 2qk(q, q
5)− J5J10J2,5
J2,10J1,5
(4.45)
= m(−q2, q5, q) +m(−q2, q5, q4) = 2m(−q2, q5, q4)− J3,10J5,10
J1,5
χ(q) =
∑
n≥0
(−1)nq(n+1)2
(−q; q)2n+1 = 2− 2q
2k(q2, q5) + q
J5J10J1,5
J4,10J2,5
(4.46)
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= m(−q, q5, q2) +m(−q, q5, q3) = 2m(−q, q5, q2) + qJ1,10J5,10
J2,5
4.1. Proofs of Identities. ‘2nd order’ functions To prove (4.1), we recall [24, (4)]:
A(q) =
1
2
(
V1(q
1/2) + V1(−q1/2)
)
= −1
2
(
m(q, q4, q1/2) +m(q, q4,−q1/2)
)
(by (4.42))
= −m(q, q4, q2),
where the last equality follows from using Theorem 2.3 twice. To prove (4.2), we first
recall [2, (4.3)]:
B(q) =
(−q2; q2)∞
(q2; q2)∞
∑
n
(−1)nq2n2+2n
1− q2n+1 =
J4
J22
∑
n
(−1)nq2n2+2n
1− q4n+2 (1 + q
2n+1)
=
J4
J22
[ J34
J2,4
+ qj(q6; q4)m(1, q4, q6)
]
=
J44
J22J2,4
− q−1m(1, q4, q2), (by (1.3))
where the last equality follows from (1.2a) and (2.2a). The result then follows from
Theorem 2.3. To establish (4.3), we prove the penultimate equality. The last equality
then follows from Theorem 2.3 and elementary theta function properties. Here we insert
(4.39) and (4.40) into [24, (2)].
‘3rd order’ functions
Here, the first equality is just the Eulerian form [29, p. 62]. For all but (4.6), the second
equality is just Definition 3.1 or identity (3.2). For (4.6), the second equality follows from
Definition 3.1 and the form found in [29, p. 65]. We proceed with the other equalities on
a case-by-case basis.
We prove the last equality in (4.4). The penultimate equality then follows from Theorem
2.3. Rewriting the Lambert series found in [29, p. 64] and using (1.3)
J1f(q) = 2j(q
2; q3)m(−q, q3, q2)− 2J
3
3
J0,3
+ j(q4; q3)m(−q−1, q3, q4)
= 4J1m(−q, q3, q2)− J23,6,
where the last equality follows from applying (1.2a), (2.2a) and (2.2b) to the last term.
The result follows from Theorem 2.3. For (4.7) we use the Lambert series in [29, p. 64]
and argue in a similar fashion.
For (4.8), we use Proposition 3.2 and (2.2a) to obtain the next to last equality and
Theorem 2.3 to obtain the last equality. For (4.10), the penultimate equality follows from
Proposition 3.2, (2.2b), and (2.2a). For the final equality, we use the formula in [29, p.
66] and argue as in (4.4) where we use Theorem 2.3 at the very end to remove the theta
quotient.
We prove (4.5). The third equality is just an application of Proposition 3.2 and (2.2c).
To obtain the last two expressions we combine the results of (4.4) with an identity from
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[29, p. 63]:
2φ(−q) = f(q) + J
2
1,2
J1
= 2m(−q, q3, q) + 2m(−q, q3, q2) + J
2
1,2
J1
= 2
[
m(−q5, q12, q4) + q−2m(−q−1, q12, q4) + 0
]
+ 2
[
m(−q5, q12, q8) + q−2m(−q−1, q12, q8)− J6J12J
2
1
J0,3J4,12J1,6
]
+
J21,2
J1
. (by Cor 2.7)
The penultimate equality of (4.5) then follows from (2.2a), (2.2b), and elementary theta
function properties. For the final equality, we again use results of (4.4) with the same
identity from [29, p. 63]:
2φ(−q) = f(q) + J
2
1,2
J1
= 2m(−q, q3, q) + 2m(−q, q3, q2) + J
2
1,2
J1
= 4m(−q, q3,−1)− J
2
3,6
J1
+
J21,2
J1
,
where the last equality follows from Theorem 2.3. Focusing on the sum of theta quotients,
J21,2 − J23,6 =
J41
J22
− J
4
3
J26
=
J21
J22
[
J21 −
J43J
2
2
J21J
2
6
]
=
J21
J22
[
J21,3 − J
2
1,3
]
=
J21
J22
· j(i; q
3)2J1,3J0,3
j(−iq; q3)j(−iq−1; q3) ,
where the last step follows from Proposition 1.1 with q = q3, a = i, b = q, c = −q, d = 1.
The result then follows from elementary theta function properties.
We prove (4.6). The third equality is just an application of Proposition 3.2. To obtain
the last expression we combine the results of (4.4) with an identity from [29, p. 63]:
4ψ(−q) = −f(q) + J
2
1,2
J1
= −4m(−q, q3, q)− J
2
3,6
J1
+
J21,2
J1
.
The argument found at the end of the proof of (4.5) then gives the desired result.
We prove (4.9). The second equality follows from (3.2) and the third follows from
Proposition 3.2 and (2.2b). To obtain the last two equalities, we combine the results of
(4.8) with an identity from [29, p. 63]. Using Theorem 2.3 and simplfying,
ν(q) = −qω(q2) + J
3
4
J22
= q−1m(q2, q12, q4) + q−1m(q2, q12, q8) +
J34
J22
= q−1m(q2, q12,−q3) + q−1m(q2, q12,−q9) + J
3
4
J22
− J
3
12J1,12
J4,12J3,12
[ q2J3,12
J6,12J5,12
+
J7,12
J2,12J11,12
]
.
The penultimate equality of (4.9) follows from showing that the sum of theta quotients is
zero. Here we rewrite the term in brackets using Proposition 1.1 with q = q12, a = q6, b =
q4, c = q2, d = −q. The final equality of (4.9) then follows from Theorem 2.3.
‘5th order’ functions
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For these identities, there are four types of proofs. Functions Φ(q), Ψ(q) are in the first;
φ0(q), φ1(q), ψ0(q), ψ1(q) are in the second; f0(q), f1(q), F0(q), F1(q) are in the third; and
χ0(q), χ1(q) are in the last.
For the first type, proving (4.21) and (4.22) is just an application of Proposition 3.2.
For (4.22), we follow Proposition 3.2 with (2.2b).
For the second type, we prove (4.12). The proofs of the other identities are similar. The
penultimate equality is just the respective mock theta conjecture. For the last equality,
Proposition 3.2 gives
φ0(q) = m(−q7,−q15, q2)− q−1m(q2,−q15, q2) + J10j(−q
2;−q5)
J2,10
= m(−q7,−q15, q9)− q−1m(q2,−q15, q9) + J10j(−q
2;−q5)
J2,10
+
qj(−q15;−q45)3j(q7;−q15)
j(q2;−q15)j(q9;−q15)
{ j(q13;−q15)
j(q4, q11;−q15) − q
−1 j(q
3;−q15)
j(q,−q9;−q15)
}
,
where the last line follows from Theorem 2.3. Showing that the sum of the three quotients
is zero follows from Proposition 1.1 with the substitutions q = −q15, a = q10, b = q7, c =
q6, d = q4. For (4.17), (4.13), and (4.18), we argue in a similar fashion.
For the third type, we prove (4.11) as an example. The proofs of the others are similar.
The second equality is just the respective mock theta conjecture. Using Proposition 3.2,
we have
f0(q) = 2m(q
14, q30, q4) + 2q−2m(q4, q30, q4) +
J5,10J2,5
J1
= m(q14, q30, q14) +m(q14, q30, q29) + q−2m(q4, q30, q4) + q−2m(q4, q30, q19) +
J5,10J2,5
J1
+ q2
J330J10,30
J4,30J18,30J16,30
− J
3
30J5,30
J4,30J18,30J1,30
− q2 J
3
30J15,30J3,30
J4,30J8,30J19,30J7,30
,
where the last line follows from Theorem 2.3. It remains to show that the sum of quotients
is zero, i.e.
J5,10J2,5
J1
=
J330
J4,30
[
− q2 J10,30
J18,30J16,30
+
J5,30
J18,30J1,30
+ q2
J15,30J3,30
J8,30J19,30J7,30
.
]
(4.47)
Combining the first and third summands with Proposition 1.1 and the substitutions q =
q30, a = q9, b = q17, c = q6, d = q, shows that (4.47) is equivalent to
J5,10J2,5
J1
=
J330J5,30
J4,30J18,30
[ 1
J1,30
− q5 J4,30
J16,30J19,30
]
,
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which follows from (1.4e) and the substitutions n = 2, q = q15, z = q, x = −q5. For (4.16),
we argue as in (4.11). For (4.14) we argue as in (4.11) to reduce the identities to showing
2J10j(−q5; q20)
J4,10
=
J315
J2,15
[ J0,15J6,15
J4,15J2,15J4,15
− J5
J6,15J8,15
]
+
J315J5,15
J2,15J6,15J8,15
. (4.48)
We combine the first and second summands using Proposition 1.1 with the substitutions
q = q15, a = q3, b = −q7, c = −q3, d = −q to show that (4.48) is equivalent to
2J10j(−q5; q20)
J4,10
=
J315J5,15
J6,15
[ 1
J2,15J8,15
+
1
J2,15J8,15
]
.
This follows from (1.4d) with q = q15, x = q8, y = q2. For (4.19), we argue as for (4.14)
and use (1.4c).
For the fourth type, we prove (4.15). The proof of (4.20) is similar and will be omitted.
The third equality is just the respective mock theta conjecture. We prove the last line of
(4.15). We use Proposition 3.2 and Theorem 2.3 to obtain
χ0(q) = 2 + 3qg(q, q
5)− J
2
5J2,5
J21,5
= 2− 3m(q7, q15, q2)− 3q−1m(q2, q15, q2)− J
2
5J2,5
J21,5
= 2− 3m(q7, q15, q9)− 3q−1m(q2, q15, q4) + 3J
3
15J7,15J3,15
J2,15J29,15J1,15
+
3qJ315J2,15J8,15
J2,15J24,15J6,15
− J
2
5J2,5
J21,5
.
The result then follows from Proposition 1.1 with q = q15, a = q4, b = q, c = q2, d = 1.
We show that the second to last line of (4.15) follows from the last line of (4.15). We
begin with
χ0(q) = 2− 3m(q7, q15, q9)− 3q−1m(q2, q15, q4) + 2J
2
5J2,5
J21,5
= 2− 2m(q7, q15, q12)−m(q7, q15, q9)− 2q−1m(q2, q15, q12)− q−1m(q2, q15, q9)
− 2qJ
3
15J2,15
J9,15J1,15J4,15
− 2J
3
15J8,15
J4,15J6,15J1,15
+
2J25J2,5
J21,5
,
by Theorem 2.3. The result then follows from (1.4a) with q = q5, x = q.
‘6th order’ functions
To prove (4.23), we first recall identity [6, (3.25)] and use Theorem 2.3:
J1,3φ(q) = 2
∑
r
qr(3r+1)/2
1 + q3r
= 2j(−q2; q3)m(q, q3,−q2) = 2j(−q2; q3)m(q, q3,−1).
To prove (4.24) (resp. (4.25), (4.26)) we use identity (3.23) (resp. (4.11), (4.12)) of [6].
We prove the last equality in each of (4.27) – (4.31). The penultimate equalities then
follow from a straightforward application of Theorem 2.3 and elementary theta function
properties. For (4.27) (resp. (4.28)), we recall identity (4.19) (resp. (4.20)) of [6] and
HECKE-TYPE DOUBLE SUMS, APPELL-LERCH SUMS, AND MOCK THETA FUNCTIONS (I) 31
make the substitution z = −q2 (resp. z = −1). For (4.29), we recall identity [6, (4.27)]
and make the substitution z = −q to obtain
J1,3γ(q) = −J
2
1J1,3
J3J0,1
[
ωj(−ω2q; q) + ω2j(−ωq; q)
]
+ 3J1,3m(q, q
3,−q)
=
2J21J1,2J6J1,3
J23J0,1
+ 3J1,3m(q, q
3,−q),
where the last line follows from the fact that j(−ω, q) = (1 + ω)J1,2J6/J3. The result
follows. For (4.30), we rewrite identity [8, (2.14)]. For (4.31), we recall identity [8, (2.13)]
and argue in a similar fashion.
‘7th order’ functions
We prove (4.32). The proofs for (4.33) and (4.34) are similar. From [19, (0.8)], we have
F0(q) = 2 + 2qg(q, q7)−
J23,7
J1
= 2− 2m(q11, q21, q2)− 2q−1m(q4, q21, q2)− J
2
3,7
J1
= 2q−10m(q−10, q21, q2)− 2q−1m(q4, q21, q2)− J
2
3,7
J1
= 2m(q10, q21, q−2)− 2q−1m(q4, q21, q2)− J
2
3,7
J1
,
where the last three equalities follow from Proposition 3.2 and identities (2.2c), (2.2b).
Using Theorem 2.3 and elementary theta function properties, we obtain
F0(q) = m(q10, q21, q9) +m(q10, q21, q−9)− q−1m(q4, q21, q9)− q−1m(q4, q21, q−9)
+
J321J11,21J17,21
J2,21J8,21J9,21J19,21
+ q
J321J11,21J3,21
J2,21J6,21J9,21J5,21
− J
2
3,7
J1
= 2m(q10, q21, q9)− 2q−1m(q4, q21, q−9)
+ 2
J321J11,21J17,21
J2,21J8,21J9,21J19,21
+ 2q
J321J11,21J3,21
J2,21J6,21J9,21J5,21
− J
2
3,7
J1
.
To establish the two remaining identities in (4.32), we use Proposition 1.1 with the spe-
cialization q = q21, a = q3, b = q5, c = q, d = q2.
‘8th order’ functions
Using the generalized Lambert series (1.3) – (1.6) of [16], we first prove the expressions
in (4.39) – (4.42). We then combine these expressions in (4.39) – (4.42) with the eighth
order identities (1.7) and (1.8) of [16] in order to prove the expressions in (4.35) – (4.38).
For (4.39) (resp. (4.40), (4.42)) we use identities (1.3) (resp. (1.4), (1.6)) of [16] and
argue in a manner similar to that for identity (4.2). For (4.41) we prove the penultimate
equality, the last equality then follows from Theorem 2.3. We begin by recalling (1.5) of
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[16] and argue as for (4.2) to obtain
V0(q) =− 1 + 2(−q
2; q4)∞
(q4; q4)∞
[
j(q6; q8)m(q4, q8, q6) + qj(q10; q8)m(1, q8, q10)
]
=− 1 + 2m(q4, q8, q6)− 2q−1m(1, q8, q2),
where the last line follows from (2.2a). Using Theorem 2.3 and Corollary 2.2, we have
m(q4, q8, q6) = m(q4, q8,−1) + J
3
8J
2
2,8
J22,8J0,8J4,8
=
1
2
+
J38J
2
2,8
J22,8J0,8J4,8
.
Applying Theorem 2.3 twice more,
V0(q) = −q−1m(1, q8, q)− q−1m(1, q8, q3) + qJ
3
8J1,8J3,8
J22,8J
2
3,8
− J
3
8J1,8J3,8
J22,8J
2
1,8
+ 2
J38J
2
2,8
J22,8J0,8J4,8
.
It remains to show that the sum of three theta quotients is zero; however, this follows
from Proposition 1.1 with q = q8, a = q2, b = q4, c = q, d = 1 .
With the above information, we now proceed to the expressions for (4.35) – (4.38). For
(4.35), we begin by recalling [16, (1.7)], which states
U0(q) = S0(q
2) + qS1(q
2),
hence,
2S0(q
2) = U0(q) + U0(−q).
Recalling (4.39) and then using Corollary 2.4, Theorem 2.5, and (1.2f) in reverse yields
U0(q) = 2m(−q, q4,−1) = 2m(−q, q4, q3)
= 2m(−q6, q16,−q4) + 2q−3m(−q−2, q16,−q4)
− 2 q
4J38
j(−q4; q4)j(q10; q8)j(−q4; q16)
{j(q13; q8)j(−q2; q16)
j(q3; q8)
+ q4
j(q17; q8)j(−q10; q16)
j(q7; q8)
}
= 2m(−q6, q16,−q4) + 2q−3m(−q−2, q16,−q4) + 2 J
3
8J1,4
J0,4J2,8J4,16
.
Similarly,
U0(−q) = 2m(−q6, q16,−q12)− 2q−3m(−q−2, q16,−q12)− 2 J
3
8J1,4
J0,4J2,8J4,16
.
Thus by expanding J1,4 and J1,4 with (1.2f) where m = 2,
S0(q
2) =
1
2
U0(q) +
1
2
U0(−q) = m(−q6, q16,−q4) + q−3m(−q−2, q16,−q4)
+m(−q6, q16,−q12)− q−3m(−q−2, q16,−q12)− 2qJ
3
8J2,16
J0,4J2,8J4,16
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= m(−q6, q16,−q4) +m(−q6, q16,−q12) + qJ
3
16J8,16J2,16
J
2
4,16J2,16J10,16
− 2qJ
3
8J2,16
J0,4J2,8J4,16
,
where the last line follows from Theorem 2.3. The penultimate equality of (4.35) then
follows from elementary theta function properties. For the last equality of (4.35), we have
S0(q) = m(−q3, q8,−q2) +m(−q3, q8,−q6)
= 2m(−q3, q8,−1)− J
3
8J2,8
J2,8J0,8J3,8J1,8J5,8
[
J5,8J1,8 − J1,8J5,8
]
(by Thm 2.3)
= 2m(−q3, q8,−1)− J
3
8J2,8
J2,8J0,8J3,8J1,8J5,8
[
− 2qJ4,16J14,16
]
, (by (1.4c))
and the result follows. The proof for (4.36) is similar. For (4.37), we use [16, (1.8)]:
2T0(q
2) = U1(q) + U1(−q) = −m(−q, q4,−q2)−m(q, q4,−q2) (by (4.40))
= −m(−q, q4, q)−m(q, q4,−q) = −2m(−q6, q16, q4). (by Cors 2.4, 2.7)
The argument for (4.38) is analogous.
‘10th order’ functions
For each set of identities, we prove the last equality. The penultimate equalities then
follow from Theorem 2.3 and elementary theta function properties. To prove (4.43) (resp.
(4.44)), we recall information from [12, pp. 525, 534] (resp. [12, pp. 525, 533]) and use
Proposition 3.4. To show (4.45), we recall information from [13, pp. 183, 222] to write
X(q) = 2qk(q, q5)− J5J10J2,5
J2,10J1,5
= 2m(−q2, q5, q−2) + J
2
5,10
J2,5
− J5J10J2,5
J2,10J1,5
= 2m(−q2, q5, q4)− J5J10J2,5
J2,10J1,5
,
where the second equality follows from Proposition 3.6, and the last equality follows from
Theorem 2.3. The result follows. Using the information in [13, pp. 183, 223] and arguing
similarly proves (4.46).
5. Proofs of Theorems 0.3 and 0.4
5.1. Preliminaries. We establish elementary properties of Hecke-type sums. We state
and prove functional equations which fa,b,c, ga,b,c, and ha,b,c satisfy. We then prove results
concerning the poles and residues of ga,b,c and ha,b,c.
Proposition 5.1. For x, y ∈ C∗
fa,b,c(x, y, q) = fa,b,c(−x2qa,−y2qc, q4)− xfa,b,c(−x2q3a,−y2qc+2b, q4) (5.1)
− yfa,b,c(−x2qa+2b,−y2q3c, q4) + xyqbfa,b,c(−x2q3a+2b,−y2q3c+2b, q4).
Proof. Break up the double sum in Definition 0.2 into four parts depending on the parity
of r and s. 
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Propositions 5.2 and 5.3 follow from identities (1.14) and (1.15) of [19] respectively,
which read ∑
sg(r)=sg(s)
sg(r)cr,s =−
∑
sg(r)=sg(s)
sg(r)c−1−r,−1−s, (5.2)
∑
sg(r)=sg(s)
sg(r)cr,s =
∑
sg(r)=sg(s)
sg(r)cr+ℓ,s+k +
ℓ−1∑
r=0
∑
s
cr,s +
k−1∑
s=0
∑
r
cr,s. (5.3)
Proposition 5.2. For x, y ∈ C∗
fa,b,c(x, y, q) = −q
a+b+c
xy
fa,b,c(q
2a+b/x, q2c+b/y, q). (5.4)
Proposition 5.3. For x, y ∈ C∗ and ℓ, k ∈ Z
fa,b,c(x, y, q) = (−x)ℓ(−y)kqa(
ℓ
2)+bℓk+c(
k
2)fa,b,c(q
aℓ+bkx, qbℓ+cky, q)
+
ℓ−1∑
m=0
(−x)mqa(m2 )j(qmby; qc) +
k−1∑
m=0
(−y)mqc(m2 )j(qmbx; qa), (5.5)
where when b < a, we follow the usual convention:
b∑
r=a
cr := −
a−1∑
r=b+1
cr. (5.6)
Corollary 5.4. We have two simple specializations:
fa,b,c(x, y, q) =− yfa,b,c(qbx, qcy, q) + j(x; qa), (5.7)
fa,b,c(x, y, q) =− xfa,b,c(qax, qby, q) + j(y; qc). (5.8)
The functions fa,b,c(x, y, q) and ga,b,c(x, y, q,−1,−1) satisfy the same functional equa-
tion.
Proposition 5.5. The functions fa,b,c(x, y, q) and ga,b,c(x, y, q,−1,−1) satisfy
G(qb
2−acx, y, q) = qc(
b+1
2 )−a(
c+1
2 )
(−x)c
(−y)bG(x, y, q) +
c−1∑
r=0
(−x)rqa(m2 )qr(b2−ac)j(qrby; qc)
− qc(b+12 )−a(c+12 ) (−x)
c
(−y)b
b−1∑
r=0
(−y)rqc(r2)j(qrbx; qa).
The functional equation with respect to y is obtained by interchanging x with y and then
a with c.
Proof of Proposition 5.5. For fa,b,c(x, y, q), we specialize ℓ = −c, k = b in Proposition 5.3,
rewrite the first sum of (5.5) using the summation convention (5.6) of Proposition 5.3,
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and then rearrange terms
fa,b,c(q
b2−acx, y, q) = qc(
b+1
2 )−a(
c+1
2 ) (−x)c
(−y)b
[
fa,b,c(x, y, q)
+
−1∑
r=−c
(−x)rqa(r2)j(qrby; qc)−
b−1∑
r=0
(−y)rqc(r2)j(qrbx; qa)
]
. (5.9)
We rewrite the first sum of the right-hand side of (5.9). We replace r with r − c and
simplify to obtain
−1∑
r=−c
(−x)rqa(r2)j(qrby; qc) = qa(c+12 )−c(b+12 ) (−y)
b
(−x)c
c−1∑
r=0
(−x)rqa(r2)qr(b2−ac)j(qrby; qc),
and the result follows. We recall the definition of ga,b,c(x, y, q,−1,−1) from line (0.5).
We consider each of the two sums separately. Applying (2.2c) to the second sum in (0.5)
yields
c−1∑
t=0
qt(b
2−ac)(−x)tqa(t2)j(qbty; qc) + qc(b+12 )−a(c+12 ) (−x)
c
(−y)b ·
[
c−1∑
t=0
(−x)tqa(t2)j(qbty; qc)m
(
− qc(b+12 )−a(c+12 )−t(b2−ac) (−x)
c
(−y)b , q
c(b2−ac),−1
)]
. (5.10)
Applying (1.2a) to the first sum in (0.5) and then replacing t with t− b produces
qc(
b+1
2 )−a(
c+1
2 )
(−x)c
(−y)b
·
a+b−1∑
t=b
(−y)tqc(t2)j(qbtx; qa)m
(
− qa(b+12 )−c(a+12 )−t(b2−ac) (−y)
a
(−x)b , q
a(b2−ac),−1
)
.
With the convention (5.6) in mind, we write
∑a+b−1
t=b =
∑a−1
t=b +
∑a+b−1
t=a . In the second
sum, we replace t with t + a and then use (1.2a) and (2.2e). Simplifying and adding to
(5.10) produces the result. 
Proposition 5.6. If a and c divide b, then both fa,b,c(x, y, q) and ha,b,c(x, y, q,−1,−1)
satisfy
G(qb
2/c−ax, y, q) =qc(
b/c+1
2 )−a
(−x)
(−y)b/c
[
G(x, y, q)−
b/c−1∑
r=0
(−y)rqc(r2)j(qrbx; qa)
]
+ j(y; qc).
The functional equation with respect to y is obtained by interchanging x with y and then
a with c.
Proof of Proposition 5.6. Showing this for fa,b,c(x, y, q) follows from Proposition 5.3 with
the specializations ℓ = −1, k = b/c, where we use the summation convention (5.6) to
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rewrite the sum from 0 to −2. Recalling the definition of ha,b,c(x, y, q,−1,−1) from
Theorem 0.4, we have
ha,b,c(q
b2/c−ax, y, q,−1,−1) = j(qb2/c−ax; qa)m
(
− q
a(b/a+12 )−c
qb/c(b2/a−c)
· (−y)
(−x)b/a , q
b2/a−c,−1
)
+ j(y; qc)m
(
− qc(b/c+12 )−aq(b2/c−a) (−x)
(−y)b/c , q
b2/c−a,−1
)
. (5.11)
Using (2.2c), the second term of the right-hand side of (5.11) becomes
j(y; qc) + qc(
b/c+1
2 )−a (−x)
(−y)b/c j(y; q
c)m
(
− qc(b/c+12 )−a (−x)
(−y)b/c , q
b2/c−a,−1
)
. (5.12)
We now focus on the first term of the right-hand side of (5.11). Using (1.2a), we have
j(qb
2/c−ax; qa) = j(qa(b
2/ac−1)x; qa) = (−x)−(b2/ac−1)q−a(b
2/ac−1
2 )j(x; qa).
Iterating equation (2.2e) b/c times yields
m
(
− q
a(b/a+12 )−c
qb/c(b2/a−c)
(−y)
(−x)b/a , q
b2/a−c,−1
)
= −
b/c−1∑
k=0
(qa(b/a+12 )−c
qb/c(b2/a−c)
(−y)
(−x)b/a
)−(k+1)
q−(b
2/a−c)(k+12 )
+
(qa(b/a+12 )−c
qb/c(b2/a−c)
(−y)
(−x)b/a
)−b/c
q−(b
2/a−c)(b/c2 )m
(
− qa(b/a+12 )−c (−y)
(−x)b/a , q
b2/a−c,−1
)
.
Simplifying shows that
j(qb
2/c−ax; qa)m
(
− q
a(b/a+12 )−c
qb/c(b2/a−c)
· (−y)
(−x)b/a , q
b2/a−c,−1
)
= qc(
b/c+1
2 )−a
(−x)
(−y)b/c j(x; q
a)m
(
− qa(b/a+12 )−c (−y)
(−x)b/a , q
b2/a−c,−1
)
− (−x)−(b2/ac−1)q−a(b
2/ac−1
2 )
b/c−1∑
k=0
(qa(b/a+12 )−c
qb/c(b2/a−c)
· (−y)
(−x)b/a
)−(k+1)
q−(b
2/a−c)(k+12 )j(x; qa).
In the second line, use (1.2a) to write
j(x; qa) = (−x)(b/c−k−1)b/aqa((b/c−k−1)b/a2 )j(q(b/c−k−1)bx; qa).
Replace k with b/c− 1− k, simplify, and the result follows. 
We collect results on the poles and residues of ga,b,c and ha,b,c.
Proposition 5.7. Fix a generic y ∈ C∗ and let a, b, and c be positive integers with
b2 > ac. The function ga,b,c(x, y, q,−1,−1) is meromorphic for x 6= 0 and has poles at
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points x0, where x0 satisfies at least one of the following two conditions:
I. qa(
b+1
2 )−c(
a+1
2 )−t1(b2−ac)(−y)a(−x0)−b = qka(b2−ac),
II. qc(
b+1
2 )−a(
c+1
2 )−t2(b2−ac)(−x0)c(−y)−b = qkc(b2−ac),
where t1, t2, k ∈ Z, 0 ≤ t1 < a − 1 and 0 ≤ t2 < c− 1. If x0 satisfies I or II exclusively,
then it is a simple pole with respective residue
I. x0(−y)t1qc(
t1
2 )+a(b
2−ac)(k2)j(qbt1x0, q
a)/
(
b · J0,a(b2−ac)
)
,
II. (−x0)t2+1qa(
t2
2 )j(qbt2y, qc)/
(
c · J0,c(b2−ac)
)
,
where the residues for type II have only been computed at k = 0. Given the residue at k = 0
for poles of type II, one can use the functional equation of Proposition 5.5 to compute the
residue for general k ∈ Z.
Proposition 5.8. Fix a generic y ∈ C∗ and let a, b, and c be positive integers with b2 > ac
and b divisible by a, c. The function ha,b,c(x, y, q,−1,−1) is meromorphic for x 6= 0 and
has poles at points x0, where x0 satisfies at least one of the following two conditions:
I. qc(
b/c+1
2 )−a(−x0)(−y)−b/c = qk(b2/c−a),
II. qa(
b/a+1
2 )−c(−y)(−x0)−b/a = qk(b2/a−c),
where k ∈ Z. If x0 satisfies I or II exclusively, then it is a simple pole with respective
residue
I. −x0j(y, qc)/J0,b2/c−a,
II. x0q
(b2/a−c)(k2)j(x0, q
a)/
(
b/a · J0,b2/a−c
)
,
where the residues for type I have only been computed at k = 0. Given the residue at k = 0
for poles of type I, one can use the functional equation of Proposition 5.5 to compute the
residue for general k ∈ Z.
Proofs of Propositions 5.7 and 5.8. Both proofs are similar, so we will only prove Propo-
sition 5.7. The poles follow from the definition of ga,b,c(x, y, q,−1,−1). For poles of type
I, the residue follows from using Proposition 1.5. For poles of type II, we use (2.2b) and
Proposition 1.5, and then use the fact that qc(
b+1
2 )−a(
c+1
2 )−t2(b
2−ac)(−x0)c(−y)−b = 1 when
k = 0. 
5.2. Proof of Theorem 0.3. We first prove technical results. The first lemma is straight-
forward.
Lemma 5.9. For generic x, y ∈ C∗
θn,p(q
p(2n+p)x, y, q) = qn(np+(
p+1
2 ))(−x)n(−y)−(n+p)θn,p(x, y, q).
The functional equation with respect to y is obtained by interchanging x with y.
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Lemma 5.10. Fix a generic y ∈ C∗. The function θn,p(x, y, q) is meromorphic for x 6= 0
and has poles at points x0, where x0 satisfies at least one of the following conditions:
I. qsp(2n+p)+p(n+p)/2(−x0)n+p(−y)−n = qℓp2(2n+p), (5.13)
II. qrp(2n+p)+p(n+p)/2(−y)n+p(−x0)−n = qℓp2(2n+p). (5.14)
If x0 satisfies either I or II exclusively, then it is a simple pole with respective residue
I.
−x0 · ys−ℓp+(n+1)/2
(n+ p) · xs−ℓp+(n+1)/20 · qp(s−ℓp+(n+1)/2)2
· j(qp(s−ℓp+(n+1)/2)x0; qn),
II.
x
r−ℓp+(n+1)/2+1
0
n · yr−ℓp+(n+1)/2 · qp(r−ℓp+(n+1)/2)2 · j(q
p(r−ℓp+(n+1)/2)y; qn).
Proof of Lemma 5.10. We prove the residue for poles of type I. Using Proposition 1.4,
lim
x→x0
(x− x0)θn,p(x, y, q) (5.15)
=
p−1∑
r∗=0
qn(
r−(n−1)/2
2 )+(n+p)
(
r−(n−1)/2
)(
s+(n+1)/2
)
+n(s+(n+1)/22 )(−x0)r−(n−1)/2(−y)s+(n+1)/2
· j
(− qnp(s−r)xn0/yn; qnp2
)
j
(
qp(2n+p)(r+s)+p(n+p)xp0y
p; qp
2(2n+p)
)
j
(
(−1)pqp(2n+p)r+p(n+p)/2yn+p/xn0 ; qp2(2n+p)
) · (−1)
ℓ+1qp
2(2n+p)(ℓ2)x0
(n+ p)
.
We rewrite two theta functions of (5.15). Using (5.13) to substitute for xn0/y
n and then
using (1.2a),
j(−qnp(s−r)xn0/yn; qnp
2
) = j(−qnp2−np(s−r)yn/xn0 ; qnp
2
)
= j(−qnp2(1−2ℓ)+np(r+s)+sp2+p(n+p)/2−ℓp3(−x0)p; qnp2)
= −q−np2(1−2ℓ2 )((−1)p+1qnp(r+s)+sp2+p(n+p)/2−ℓp3xp0
)2ℓ−1
· j(−qnp(r+s)+sp2+p(n+p)/2−ℓp3(−x0)p; qnp2)
= −q−np2(1−2ℓ2 )((−1)p+1qnp(r+s)+sp2+p(n+p)/2−ℓp3xp0
)2ℓ−1
· j(−qn(p2)+np(r+s+1−p)(−qp(s−ℓp+(n+1)/2)x0)p; qnp2).
Using (5.13) to substitute for xp0 and then using (1.2a) yields
j(qp(2n+p)(r+s)+p(n+p)xp0y
p; qp
2(2n+p)) = j((−1)pqp(2n+p)r+p(n+p)/2+ℓp2(2n+p)yn+p/xn0 ; qp
2(2n+p))
= (−1)ℓq−p2(2n+p)(ℓ2)((−1)pqp(2n+p)r+p(n+p)/2yn+p/xn0
)−ℓ
· j((−1)pqp(2n+p)r+p(n+p)/2yn+p/xn0 ; qp
2(2n+p)).
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In the above line, there is a yn/xn0 outside of the theta function. We use (5.13) to substitute
for this yn/xn0 . Assembling the pieces and collecting terms, we obtain
−x0 · ys−ℓp+(n+1)/2
(n + p)x
s−ℓp+(n+1)/2
0 q
p(s−ℓp+(n+1)/2)2
p−1∑
r∗=0
{
qn(
s+r+1−p
2 )
·(−qp(s−ℓp+(n+1)/2)x0)s+r+1−pj
(− qn(p2)+np(r+s+1−p)(−qp(s−ℓp+(n+1)/2)x0)p; qnp2
)}
.
The result follows from (1.2f).
We prove the residue for poles of type II. Using identity (1.2b) and Proposition 1.4,
lim
x→x0
(x− x0)θn,p(x, y, q) =
p−1∑
s∗=0
qn(
r−(n−1)/2
2 )+(n+p)
(
r−(n−1)/2
)(
s+(n+1)/2
)
+n(s+(n+1)/22 ) (5.16)
·
(−x0)r−(n−1)/2(−y)s+(n+1)/2J3p2(2n+p)j(qp(2n+p)(r+s)+p(n+p)xp0yp; qp
2(2n+p))
j((−1)pqp(2n+p)s+p(n+p)/2xn+p0 /yn; qp2(2n+p))
· j(−qnp(s−r)xn0/yn; qnp
2
)
(−1)p+1q−p(2n+p)r−p(n+p)/2xn0
yn+p
· (−1)
ℓ+1qp
2(2n+p)(−ℓ2 )x0
nJ3p2(2n+p)
.
We rewrite two of the theta functions of (5.16). Using (5.14) to substitute for xn0/y
n and
using (1.2a),
j(−qnp(s−r)xn0/yn; qnp
2
) = j(−qnp(s+r)+rp2+p(n+p)/2−2ℓnp2−ℓp3(−y)p; qnp2)
= (−1)2ℓq−np2(−2ℓ2 )(−qnp(s+r)+rp2+p(n+p)/2−ℓp3(−y)p)2ℓ
· j(−qnp(s+r)+rp2+p(n+p)/2−ℓp3(−y)p; qnp2)
= (−1)2ℓq−np2(−2ℓ2 )(−qnp(s+r)+rp2+p(n+p)/2−ℓp3(−y)p)2ℓ
· j(−qn(p2)+np(s+r+1−p)(−qrp−ℓp2+p(n+1)/2y)p; qnp2).
Using (5.14) to substitute for yp and then using (1.2a),
j(qp(2n+p)(r+s)+p(n+p)xp0y
p; qp
2(2n+p))
= j(qp(2n+p)(r+s)+p(n+p)xp0(−1)pq−rp(2n+p)−p(n+p)/2+ℓp
2(2n+p)xn0/y
n; qp
2(2n+p))
= j((−1)pqp(2n+p)s+p(n+p)/2+ℓp2(2n+p)xn+p0 /yn; qp
2(2n+p))
= (−1)ℓq−p2(2n+p)(ℓ2)((−1)pqp(2n+p)s+p(n+p)/2xn+p0 /yn)−ℓ
· j((−1)pqp(2n+p)s+p(n+p)/2xn+p0 /yn; qp
2(2n+p)).
In the above line, there is an xn0/y
n outside of the theta function. We use (5.14) to
substitute for this xn0/y
n. Assembling the pieces, collecting terms, and using t = −ℓp +
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r + (n+ 1)/2, yields for the residue
x
−ℓp+r+(n+1)/2+1
0
n · y−ℓp+r+(n+1)/2 · qp(−ℓp+r+(n+1)/2)2
p−1∑
s∗=0
{
qn(
s+r+1−p
2 ) · (−qp(−ℓp+r+(n+1)/2)y)s+r+1−p
·j(−qn(p2)+np(s+r+1−p)(−qp(−ℓp+r+(n+1)/2)y)p; qnp2)
}
.
The result follows from (1.2f). 
Proposition 5.11. For x, y ∈ C∗, gn,n+p,n(x, y, q,−1,−1) + 1J0,np(2n+p) · θn,p(x, y, q) is
analytic.
Proof of Proposition 5.11. We want to show that
w(x, y) := gn,n+p,n(x, y, q,−1,−1) + 1
J0,np(2n+p)
· θn,p(x, y, q)
extends to a function which is analytic for x, y ∈ C∗. By the definition of θn,p(x, y, q)
in Theorem 0.3 and the defining equation (0.5) of gn,n+p,n(x, y, q,−1,−1), we know that
w(x, y) is meromorphic for x, y ∈ C∗ with the two sources of singularities
I′. qn(
n+p+1
2 )−n(
n+1
2 )−t1p(2n+p)(−y)n(−x)−n−p = qknp(2n+p),
II′. qn(
n+p+1
2 )−n(
n+1
2 )−t2p(2n+p)(−x)n(−y)−n−p = qknp(2n+p),
where 0 ≤ t1 ≤ n − 1, 0 ≤ t2 ≤ n − 1 and k ∈ Z. The families of singularities I′ and II′
are curves in C2, whose intersections with each other are points. By considering residues,
we will show analyticity of w(x, y) off the points of intersection. Given the functional
equations of Proposition 5.5 and Lemma 5.9, this collection of intersection points reduces
to a finite set. Using Hartog’s Theorem, it follows that w(x, y) is analytic at this finite
set of intersection points. Thus w(x, y) is analytic for x, y ∈ C∗.
It remains to show that w(x, y) is analytic off the points of intersection, which is equiv-
alent to showing that w has local power series expansions in the variables x and y. The
arguments for the variables x and y are the same, so without loss of generality we only
demonstrate the local power series expansions in x. Because we are off the points of inter-
section, if we take an x0 which is a singularity, then x0 satisfies I
′ or II′ exclusively and is
a simple pole. We consider poles of type I′ and show that the residues sum to zero. One
sees that a pole of type I in Proposition 5.7 is a pole of type I in Lemma 5.10 precisely
when t1 + kn = s− ℓp+ (n+ 1)/2. If we take the appropriate residue from Lemma 5.10,
replace s− ℓp+ (n + 1)/2 with t1 + kn and then use (1.2a), we have
−x0 · (y/x0)t1+knq−p(t1+kn)2 · j(qp(t1+kn)x0; qn)/(n + p)
= −x0 · (y/x0)t1+knq−p(t1+kn)2 · q−n(
pk
2 )(−qpt1x0)−pkqn(
t1
2 )(−qpt1x0)t1 j(q
(n+p)t1x0; q
n)
n+ p
= −x0 · (−y)t1qn(
t1
2 )qnp(2n+p)(
k
2)j(q(n+p)t1x0; q
n)/(n+ p),
HECKE-TYPE DOUBLE SUMS, APPELL-LERCH SUMS, AND MOCK THETA FUNCTIONS (I) 41
where the last equality follows from using (5.13) to substitute for (−y)n(−x0)−n−p and
then simplifying with t1 = −kn − ℓp + (n + 1)/2. We consider poles of type II′ and
show that the residues sum to zero. Given the functional equations of Proposition 5.5
and Lemma 5.9, it suffices to consider the case k = 0 for poles of type II in Proposition
5.7. One sees that a pole of type II in Proposition 5.7 is a pole of type II in Lemma 5.10
precisely when t2 = r − ℓp + (n + 1)/2. We take the appropriate residue from Lemma
5.10, replace r − ℓp+ (n+ 1)/2 with t2, and argue as above. 
Proof of Theorem 0.3. We make the following definition
Dn,p(x, y, q) := fn,n+p,n(x, y, q)−
(
gn,n+p,n(x, y, q,−1,−1) + 1
J0,np(2n+p)
· θn,p(x, y, q)
)
.
(5.17)
From Proposition 5.5 and Lemma 5.9, we have that
Dn,p(q
p(2n+p)x, y, q) = qn(
n+p+1
2 )−n(
n+1
2 )(−x)n(−y)−(n+p)Dn,p(x, y, q). (5.18)
We fix y 6= 0 and show that Dn,p(x, y, q) = 0. We have that fn,n+p,n(x, y, q) is analytic for
nonzero x. This implies that Dn,p(x, y, q) is also, so we can write it as a Laurent series in
x valid for all x 6= 0
Dn,p(x, y, q) =
∑
m
Cmx
m, (5.19)
where Cm depends on q, y, n and p. Inserting (5.19) into (5.18) yields
Cm = (−1)nq−p(2n+p)m+n(
n+p+1
2 )−n(
n+1
2 )(−y)−(n+p)Cm−n. (5.20)
We write m = kn+ r where k ∈ Z and 0 ≤ r ≤ n− 1. Induction on k yields
Ckn+r = (−1)knq−p(2n+p)(kr+n(
k+1
2 ))+k
(
n(n+p+12 )−n(
n+1
2 )
)
(−y)−k(n+p)Cr. (5.21)
Hence
Dn,p(x, y, q) =
n−1∑
r=0
Crx
r
∑
k
(−1)knq−p(2n+p)(kr+n(k+12 ))+k
(
n(n+p+12 )−n(
n+1
2 )
)
(−y)−k(n+p)xkn.
(5.22)
Because D is analytic and because of the −np(2n+ p)k2/2 term in the exponent of q, we
must have that C0 = C1 = · · · = Cn−1 = 0. 
5.3. Proof of Theorem 0.4. We prove technical results analogous to those needed for
the proof of Theorem 0.3. The following is straightforward.
Lemma 5.12. For generic x, y ∈ C∗
θa,b,c(q
b2/c−ax, y, q) = qc(
b/c+1
2 )−a(−x)(−y)−b/cθa,b,c(x, y, q).
The functional equation with respect to y is obtained by interchanging x with y and then
a with c.
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Lemma 5.13. Fix a generic y ∈ C∗. The function θa,b,c(x, y, q) is meromorphic for x 6= 0
and has poles at points x0, where x0 satisfies at least one of the following conditions:
I. q(b
2/c−a)(e+1)−c(b/c2 )(−x0)(−y)−b/c = qℓb(b2/(ac)−1), (5.23)
II. q(b
2/a−c)(d+1)−a(b/a2 )(−x0)−b/a(−y) = qℓb(b2/(ac)−1). (5.24)
If x0 satisfies either I or II exclusively, then it is a simple pole with respective residue
I. − x0j(y, qc) · J0,b2/a−c,
II. x0q
(b2/a−c)(ℓb/c−d2 ) · j(x0; qa) · J0,b2/c−a/
(
b/a
)
,
where in I we have only computed the residue at ℓ = e = 0.
Proof of Lemma 5.13. We prove the residue for poles of type I. With ℓ = e = 0 and
Proposition 1.4,
lim
x→x0
(x− x0)θa,b,c(x, y, q) (5.25)
= −x0
b/c−1∑
d=0
b/a−1∑
f=0
q(b
2/a−c)(d+12 )+(b2/c−a)(
f+1
2 )+a(
f
2)(−x0)fj
(
q(b
2/a−c)(d+1)+bfy; qb
2/a
)
· j(qb(b2/(ac)−1)(f+1)−(b2/a−c)(d+1)+b2/c(b/a2 )(−x0)b/ay−1; q(b2/a)(b2/(ac)−1)
)
· j
(
q(b
2/c−a)+(b2/a−c)(d+1)−c(b/c2 )−a(
b/a
2 )(−x0)1−b/a(−y)1−b/c; qb(b2/(ac)−1)
)
j
(
q(b
2/a−c)(d+1)−a(b/a2 )(−x0)−b/a(−y); qb(b2/(ac)−1)
) .
We rewrite three of the theta functions from (5.25). Collecting terms and using (1.2a),
j
(
q(b
2/a−c)(d+1)+bfy; qb
2/a
)
= j
(
(qc)(b
2/ac)d+(b2/ac−1)+b/c·f−dy; (qc)b
2/ac
)
= (−1)dq−b2/a(d2)(q(b2/a−c)+b·f−dcy)−dj((qc)(b2/ac−1)+b/c·f−dy; (qc)b2/ac)
Using (5.23) with ℓ = e = 0 to substitute for (−x0) yields
j
(
q(b
2/c−a)+(b2/a−c)(d+1)−c(b/c2 )−a(
b/a
2 )(−x0)1−b/a(−y)1−b/c; qb(b2/(ac)−1)
)
= j
(
q(b
2/a−c)(d+1)−a(b/a2 )(−x0)−b/a(−y); qb(b2/(ac)−1)
)
,
and
j
(
qb(b
2/(ac)−1)(f+1)−(b2/a−c)(d+1)+b2/c(b/a2 )(−x0)b/ay−1; q(b2/a)(b2/(ac)−1)
)
= j
(− qb(b2/(ac)−1)f−(b2/a−c)(d+1)+b2/c(b/a2 )+bc/a(b/c2 )(−y)b2/ac−1; q(b2/a)(b2/ac−1)).
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We again use (5.23) with ℓ = e = 0 to substitute for (−x0) in the first line of (5.25).
Assembling the pieces and then collecting terms shows that the residue (5.25) is equal to
−x0
b/c−1∑
d=0
b/a−1∑
f=0
(qc)(
b/c·f−d
2 )(−y)b/c·f−dj((qc)(b2/ac−1)+b/c·f−dy; (qc)b2/ac)
· j(− (qc)(b
2/ac−1
2 )+(b2/ac−1)(b/c·f−d)(−y)b2/ac−1; (qc)(b2/ac)(b2/ac−1))
= −x0j(y, qc) · J0,b2/a−c,
where the equality follows from (1.4f).
We prove the residue for poles of type II. Using (1.2b), condition (5.24), and then
Proposition 1.4,
lim
x→x0
(x− x0)θa,b,c(x, y, q) =
b/a−1∑
e=0
b/a−1∑
f=0
q(b
2/a−c)(d+12 )+(b2/c−a)(
e+f+1
2 )+a(
f
2)(−x0)f (5.26)
· j(qb(b2/(ac)−1)(e+f+1)−(b2/a−c)(d+1)+b2/c(b/a2 )(−x0)b/ay−1; q(b2/a)(b2/(ac)−1)
)
· j(q(b2/a−c)(d+1)+bfy; qb2/a)(−1) · q−ℓb(b2/ac−1) · (−1)ℓ+1qb(b2/ac−1)(−ℓ2 )x0 · (b/a)−1
· j
(
q(b
2/c−a)(e+1)+(b2/a−c)(d+1)−c(b/c2 )−a(
b/a
2 )(−x0)1−b/a(−y)1−b/c; qb(b2/(ac)−1)
)
j
(
q(b
2/c−a)(e+1)−c(b/c2 )(−x0)(−y)−b/c; qb(b2/(ac)−1)
) .
We rewrite three of the theta functions from (5.26). Using (5.24) to substitute for
(−x0)−b/a(−y),
j
(
q(b
2/c−a)(e+1)+(b2/a−c)(d+1)−c(b/c2 )−a(
b/a
2 )(−x0)1−b/a(−y)1−b/c; qb(b2/(ac)−1)
)
= j
(
q(b
2/c−a)(e+1)−c(b/c2 )+ℓb(b2/ac−1)(−x0)(−y)−b/c; qb(b2/(ac)−1)
)
= (−1)ℓq−b(b2/ac−1)(ℓ2)(q(b2/c−a)(e+1)−c(b/c2 )(−x0)(−y)−b/c)−ℓ (5.27)
· j(q(b2/c−a)(e+1)−c(b/c2 )(−x0)(−y)−b/c; qb(b2/(ac)−1)
)
,
where the last equality follows from (1.2a). Similarly,
j
(
qb(b
2/(ac)−1)(e+f+1)−(b2/a−c)(d+1)+b2/c(b/a2 )(−x0)b/ay−1; q(b2/a)(b2/(ac)−1)
)
= j
(− qb(b2/(ac)−1)(e+f+1)+(b2/c−a)(b/a2 )−ℓb(b2/ac−1); q(b2/a)(b2/(ac)−1)).
Using (5.24) to substitute for y yields
j
(
q(b
2/a−c)(d+1)+bfy; qb
2/a
)
= j
(− qbf+ℓb(b2/ac−1)+a(b/a2 )(−x0)b/a; qb2/a
)
.
In extreme right of (5.27), there is a (−y) outside of the theta function. We replace this
(−y) with the value given by (5.24). Assembling the pieces and collecting terms shows
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that the residue (5.26) is
x0q
(b2/a−c)(ℓb/c−d2 )
b/a
·
b/a−1∑
f=0
(−x0)f+ℓ(b2/ac−1)qa(
f+ℓ(b2/ac−1)
2 )
· j(− (qa)(b/a2 )+b/a·
(
f+ℓ(b2/ac−1)
)
(−x0)b/a; (qa)b2/a2
)
·
b/a−1∑
e=0
q(b
2/c−a)(e+f+1−ℓ2 )j
(− (q(b2/c−a))(b/a2 )+b/a·
(
e+f+1−ℓ)
)
; (q(b
2/c−a))(b
2/a2)
)
= x0q
(b2/a−c)(ℓb/c−d2 ) · j(x0; qa) · J0,b2/c−a/
(
b/a
)
,
where the last line follows from (1.2f). 
Arguing as in the proof of Theorem 0.3, one sees that Theorem 0.4 follows from the
proposition:
Proposition 5.14. For x, y ∈ C∗, ha,b,c(x, y, q)− 1J0,b2/a−cJ0,b2/c−a ·θa,b,c(x, y, q) is analytic.
Proof of Proposition 5.14. One argues as in the proof of Proposition 5.11. Here, a pole of
type I in Proposition 5.8 is a pole of type I in Lemma 5.13 precisely when k = ℓb/a− e.
Because of the functional equations of Proposition 5.6 and Lemma 5.13, it suffices to
consider the case k = e = ℓ = 0. Here we see that the residues cancel. We also see that
a pole of type II in Proposition 5.8 is a pole of type II in Lemma 5.13 precisely when
k = ℓb/c− d. We see again that the residues cancel. 
6. Proofs of the four subtheorems
The four subtheorems can be obtained from Theorem 0.3 by using Appell-Lerch sum
properties such as Theorems 2.3 and 2.5 as well as theta function properties; however, we
will prove these four subtheorems directly. To abbreviate notation, we define
Mn,p(x, y, q) := gn,n+p,n(x, y, q, y
n/xn, xn/yn). (6.1)
Using identity (2.2a), it is easy to show that Mn,p(x, y, q) satisfies the functional equation
of Proposition 5.5. The following proposition’s proof is a straightforward use of (1.2a).
Here we define Θn,1(x, y, q) := 0.
Lemma 6.1. For generic x, y ∈ C∗ and p ∈ {1, 2, 3, 4},
Θn,p(q
p(2n+p)x, y, q) =qn(np+(
p+1
2 ))(−x)n(−y)−(n+p)Θn,p(x, y, q).
The functional equation with respect to y is obtained by interchanging x with y.
Proposition 6.2. For x, y ∈ C∗, the function Mn,p(x, y, q)−Θn,p(x, y, q) is analytic.
With this proposition in hand, one argues as in the proof of Theorem 0.3 to prove
the four subtheorems. It remains to prove Proposition 6.2. The proof of Proposition 6.2
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serves as a guide to the remaining subsections, which contain the referenced corollaries
and lemmas as well as their proofs.
Proof of Proposition 6.2. We want to show that
w(x, y) := Mn,p(x, y, q)−Θn,p(x, y, q)
extends to a function which is analytic for x, y ∈ C∗. By the defining equation (0.5) and
the definition of Θn,p(x, y, q) in the four subtheorems, we know that w(x, y) is meromorphic
for x, y ∈ C∗ with the three sources of singularities
I′. yn/xn = qknp(2n+p), (6.2)
II′. xp = (−1)p+1qknp(2n+p)+n(np+(p+12 ))−rp(2n+p), (6.3)
III′. yp = (−1)p+1qknp(2n+p)+n(np+(p+12 ))−rp(2n+p), (6.4)
where r, k ∈ Z and 0 ≤ r ≤ n − 1. The families of singularities I′, II′ and III′ are lines
in C2, whose intersections with each other are points. By considering residues, we will
show analyticity of w(x, y) off the points of intersection. Given the functional equations of
Proposition 5.5 and Lemma 6.1 satisfied by Mn,p(x, y, q) and Θn,p(x, y, q), this collection
of interesection points reduces to a finite set. From Hartog’s theorem, it follows that
w(x, y) is analytic at this finite set of intersection points. Thus w(x, y) is analytic for
x, y ∈ C∗. To prove that w(x, y) is analytic off the points of intersection is equivalent to
showing that w has local power series expansions in the variables x and y. Because we
are off the points of intersection, any singularity will satisfy I′, II′, or III′ exclusively thus
making it a simple pole. It suffices to show that the residues at each simple pole sum to
zero. The arguments for the variables x and y are the same, so without loss of generality
we only demonstrate the local power series expansions in x. For this, we will consider the
residues for poles of type I′
lim
x→ζny
(x− ζny)Mn,p(x, y, q) =R1n,p(y, q) and lim
x→ζny
(x− ζny)Θn,p(x, y, q) = T 1n,p(y, q),
which are Proposition 6.4 and Lemma 6.19 respectively, and the residues for poles of type
II′
lim
x→x0
(x− x0)Mn,p(x, y, q) =R2n,p(y, q) and lim
x→x0
(x− x0)Θn,p(x, y, q) = T 2n,p(y, q),
which are Proposition 6.12 and Lemma 6.28 respectively. Here x0 satisfies (6.3).
We prove the p = 1 case. By analysis of residues, we show Mn,1(x, y, q) extends to
a function analytic for all x 6= 0. We consider poles of type I′. Because of (1.2d), the
poles of R1n,1(y, q) (see Definition 6.3) are seen to be removable; hence, R
1
n,1(y, q) extends
to a function f(y) analytic for all y 6= 0. By Proposition 6.5, we have that f(q2n+1y) =
y−2ζ−1n q
nf(y). By Proposition 1.3, either f(y) has exactly 2 zeros in the annulus |q2n+1| <
|y| ≤ 1 or f(y) = 0 for all y 6= 0. But by Proposition 6.6, there are at least four such
zeros. We consider poles of type II′. Because of the functional equation of Proposition
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5.5 satisfied by Mn,1(x, y, q), we can assume k = 0 in (6.3). Using Proposition 1.5, this
pole is removable:
lim
x→qn2+n
(x− qn2+n)j(x; qn)m
(
qn
2+n y
n
xn+1
, qn(2n+1),
xn
yn
)
= lim
x→qn2+n
j(x; qn)xn+1y−n
j(xn/yn; qn(2n+1))
= 0.
We prove the p = 2 (resp. p = 3, 4) case. Throughout, we let 0 ≤ {α} < 1 denote
the fractional part of α, and note that (n, p) = 1. We consider poles of type I′. Given
the functional equations of Proposition 5.5 and Lemma 6.1 satisfied by Mn,p(x, y, q) and
Θn,p(x, y, q) respectively, we only need to be concerned with x = ζny in (6.2), where ζn is
an n-th root of unity. Poles where ζn = 1 are removable. We define
g(y) := R1n,p(y, q)− T 1n,p(y, q).
We first show g(y) is analytic for all y 6= 0. We see that g(y) is meromorphic for y 6= 0
with at most simple poles at the points found in Corollary 6.8 (resp. 6.9, 6.10) and Lemma
6.22 (resp. 6.23, 6.24). There is an easily derived correspondance between the poles. We
note that k, ℓ ∈ Z and define ℓ∗ := ℓ−{(n− 1)/2}. If y0 is a simple pole of R1n,p(y, q), i.e.
yp0 = (−1)p+1ζ−pn qknp(2n+p)−n(np+(
p
2))−rp(2n+p) (or yp0 = (−1)p+1qknp(2n+p)−n(np+(
p
2))−rp(2n+p)),
then y0 is a simple pole of T
1
n,p(y, q), i.e.
yp0 = (−1)p+1ζ−pn qℓ
∗p(2n+p)−p(n+p)/2 (or yp0 = (−1)p+1qℓ
∗p(2n+p)−p(n+p)/2),
precisely when ℓ = kn− r− (n− 1)/2+ {(n− 1)/2}. Because (n, p) = 1, the two families
which do and do not involve ζn have no overlap. If we take the residue of such a y0
from Corollary 6.8 (resp. 6.9, 6.10), and substitute this value for ℓ into the corresponding
residue from Lemma 6.22 (resp. 6.23, 6.24), we find that the sum of the two residues is
zero. Hence g(y) is analytic for all y 6= 0. From Lemma 6.20 and Proposition 6.5, we have
g(qp(2n+p)y) = y−2pζ−pn q
np−(p−1)p(2n+p)g(y).
By Proposition 1.3, either g(y) has exactly 2p zeros in the annulus |qp(2n+p)| < |y| ≤ 1 or
g(y) = 0 for all y 6= 0. However, by Proposition 6.6 and Lemma 6.21, there are least 4p
such zeros, e.g. g(±ζ−1/2n q((2k+1)n+pk)/2)) = 0 for all k ∈ Z, 0 ≤ k ≤ 2p− 1.
We consider poles of type II′. We define
g(y) := R2n,p(y, q)− T 2n,p(y, q).
Our goal is to show that g(y) is analytic for y 6= 0. Although R2n,p(y, q) only has a single
family of poles (see Proposition 6.14), all of which are simple, it turns out that T 2n,p(y, q)
has two families of poles (see Lemma 6.30 (resp. 6.31, 6.32)) which may overlap and
lead to poles which are not simple. To get around these intersection points from the
two families of singularities of T 2n,p(y, q), we replace the fixed x0 with the variable x and
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define f(x, y) := R2n,p(x, y, q)− T 2n,p(x, y, q). We see f(x, y) is a meromorphic function for
x, y ∈ C∗ with the two sources of singularities
I. yn = xnqtnp(2n+p), (6.5)
II. yp = (−1)p+1qt∗p(2n+p)−p(n+p)/2, (6.6)
where t ∈ Z and t∗ := t− {(n− 1)/2}. The singularities I and II are lines in C2, whose
intersections are points. If a singularity satisfies I or II exclusively, then it is a simple pole.
By considering residues, we will show analyticity of f(x, y) off these intersection points.
Using the functional equations from Proposition 6.13 and Lemma 6.29 (and easily obtained
analogous functional equations for x), this collection of intersection points reduces to a
finite set. From Hartog’s theorem, it follows that f(x, y) is analytic at this finite set
of points. We focus on poles of type I. Here the poles are at the points y0 found in
Proposition 6.14 and Lemma 6.30 (resp. 6.31, 6.32). We again note that k, ℓ ∈ Z and
define ℓ∗ := ℓ− {(n− 1)/2}. We note that x0 is a simple pole of Mn,p(x, y, q), i.e.
xp0 = (−1)p+1qknp(2n+p)+n(np+(
p+1
2 ))−rp(2n+p),
if and only if x0 is a simple pole of Θn,p(x, y, q), i.e.
xp0 = (−1)p+1qℓ
∗p(2n+p)−p(n+p)/2,
where ℓ = kn − r + (n + 1)/2 + {(n − 1)/2}. If we take the residue of such a y0 from
Corollary 6.15 and substitute this value for ℓ into the corresponding residue from Lemma
6.30 (resp. 6.31, 6.32), we find that the sum of the two residues is zero. Given the
functional equations of Lemma 6.29 and Proposition 6.13, we only need to do this for
t = 0 in (6.5). From Lemma 6.30 (resp. 6.31, 6.32), poles of type II are removable. Thus
f(x, y) is analytic for all x, y 6= 0; as a consequence, g(y) = f(x0, y) is analytic for all
y 6= 0. From Lemma 6.29 and Proposition 6.13, we have
g(qp(2n+p)y) = qn(np+(
p+1
2 ))(−y)n(−x0)−(n+p)g(y).
Arguing as in the proof of Theorem 0.3 shows that g(y) = 0 for all y 6= 0. 
6.1. Functional equations, zeros, and poles for R1n,p(y, q).
Definition 6.3. Let n and p be positive integers with (n, p) = 1, y ∈ C∗ generic, and ζn
an n-th root of unity. Then
R1n,p(y, q) :=
ζny
n
{ n−1∑
r=0
ζ−rn j(q
prζny; q
n)
qpr2j(−qn(np+(p2))+rp(2n+p)(−ζny)p; qnp(2n+p))
−
n−1∑
r=0
ζrnj(q
pry; qn)
qpr2j(−qn(np+(p2))+rp(2n+p)(−y)p; qnp(2n+p))
}
.
Proposition 6.4. Let y and ζn be as in Definition 6.3. Then
lim
x→ζny
(x− ζny)Mn,p(x, y, q) = R1n,p(y, q).
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Proof. This is a straightforward application of Proposition 1.4 followed by identities (1.3)
and (1.2b). 
Proposition 6.5. Let y and ζn be as in Definition 6.3. Then
R1n,p(q
p(2n+p)y, q) = y−2pζ−pn q
np−(p−1)p(2n+p)R1n,p(y, q).
Proof. We have
R1n,p(q
p(2n+p)y, q) =
ζnq
p(2n+p)y
n
{ n−1∑
r=0
ζ−rn j(q
n2p+p(r+p)ζny; q
n)
qpr2j(−qn(np+(p2))+(r+p)p(2n+p)(−ζny)p; qnp(2n+p))
−
n−1∑
r=0
ζrnj(q
n2p+p(r+p)y; qn)
qpr2j(−qn(np+(p2))+(r+p)p(2n+p)(−y)p; qnp(2n+p))
}
=
ζnq
p(2n+p)y
n
{ n+p−1∑
r=p
ζ−r+pn j(q
n2p+prζny; q
n)
qp(r−p)2j(−qn(np+(p2))+rp(2n+p)(−ζny)p; qnp(2n+p))
−
n+p−1∑
r=p
ζr−pn j(q
n2p+pry; qn)
qp(r−p)2j(−qn(np+(p2))+rp(2n+p)(−y)p; qnp(2n+p))
}
= y−2pζ−pn q
np−(p−1)p(2n+p) ζny
n
{ n+p−1∑
r=p
ζ−rn j(q
prζny; q
n)
qpr2j(−qn(np+(p2))+rp(2n+p)(−ζny)p; qnp(2n+p))
−
n+p−1∑
r=p
ζrnj(q
pry; qn)
qpr2j(−qn(np+(p2))+rp(2n+p)(−y)p; qnp(2n+p))
}
,
where in the second equality we substituted r → r − p in both sums, and in the third
equality we applied (1.2a) and simplified. With the convention of Proposition 5.3 in mind,
we have for generic a function f
n+p−1∑
r=p
f(r) =
n−1∑
r=p
f(r) +
n+p−1∑
r=n
f(r).
Hence to finish the proof, it suffices to show that for each of the sums within the braces
that
n+p−1∑
r=n
f(r) =
p−1∑
r=0
f(r + n) =
p−1∑
r=0
f(r).
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Without loss of generality, we consider the first sum within the braces. After we have
shifted r,
p−1∑
r=0
ζ−rn q
−p(r+n)2j(qnp+prζny; q
n)
j(−qnp(2n+p)+n(np+(p2))+rp(2n+p)(−ζny)p; qnp(2n+p))
=
p−1∑
r=0
ζ−rn q
−pr2j(qprζny; q
n)
j(−qn(np+(p2))+rp(2n+p)(−ζny)p; qnp(2n+p))
where the equality follows from (1.2a) and simplifying. 
Proposition 6.6. Let k be an integer and ζn as in Definition 6.3, then
R1n,p(±ζ−1/2n q((2k+1)n+kp)/2, q) = 0.
Proof. Without loss of generality we prove the “+” case. We have
R1n,p(ζ
−1/2
n q
((2k+1)n+kp)/2, q)
=
ζnζ
−1/2
n q((2k+1)n+kp)/2
n
·
{ n−1∑
r=0
ζ−rn j(q
pr+((2k+1)n+kp)/2ζ
1/2
n ; qn)
qpr2j((−1)p+1qn(np+(p2))+rp(2n+p)+p((2k+1)n+kp)/2ζp/2n ; qnp(2n+p))
−
n−1∑
r=0
ζrnj(q
pr+((2k+1)n+kp)/2ζ
−1/2
n ; qn)
qpr2j((−1)p+1qn(np+(p2))+rp(2n+p)+p((2k+1)n+kp)/2ζ−p/2n ; qnp(2n+p))
}
.
We show that the two sums are equal. Using (1.2b), we rewrite the second sum as
n−1∑
r=0
ζrnj(q
n−pr−((2k+1)n+kp)/2ζ
1/2
n ; qn)
qpr2j((−1)p+1qn(np+(p2))+np−rp(2n+p)−p((2k+1)n+kp)/2ζp/2n ; qnp(2n+p))
.
Making the substitution r → n− r − k, the second sum becomes
n−k∑
r=1−k
ζ−r−kn j(q
−n(p+2k)+pr+((2k+1)n+kp)/2ζ
1/2
n ; qn)
qp(n−r−k)2j((−1)p+1q−np(2n+p)+n(np+(p2))+rp(2n+p)+p((2k+1)n+kp)/2ζp/2n ; qnp(2n+p))
=
n−k∑
r=1−k
ζ−rn j(q
pr+((2k+1)n+kp)/2ζ
1/2
n ; qn)
qpr2j((−1)p+1qn(np+(p2))+rp(2n+p)+p((2k+1)n+kp)/2ζp/2n ; qnp(2n+p))
,
where the second equality follows from (1.2a) and simplifying. Using the summation
convention of Proposition 5.3, we have for a generic function f that
n−k∑
r=1−k
f(r) =
n−k∑
r=0
f(r) +
−1∑
r=1−k
f(r) =
n−k∑
r=0
f(r) +
n−1∑
r=n−k+1
f(r − n).
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Hence we need to show
n−1∑
r=n−k+1
f(r − n) =
n−1∑
r=n−k+1
f(r).
Focusing on the left-hand side,
n−1∑
r=n−k+1
ζ−r+nn j(q
p(r−n)+((2k+1)n+kp)/2ζ
1/2
n ; qn)
qp(r−n)2j((−1)p+1qn(np+(p2))+(r−n)p(2n+p)+p((2k+1)n+kp)/2ζp/2n ; qnp(2n+p))
=
n−1∑
r=n−k+1
ζ−rn j(q
−np+pr+((2k+1)n+kp)/2ζ
1/2
n , qn)
qp(r−n)2j((−1)p+1q−np(2n+p)+n(np+(p2))+rp(2n+p)+p((2k+1)n+kp)/2ζp/2n ; qnp(2n+p))
=
n−1∑
r=n−k+1
ζ−rn j(q
pr+((2k+1)n+kp)/2ζ
1/2
n ; qn)
qpr2j((−1)p+1qn(np+(p2))+rp(2n+p)+p((2k+1)n+kp)/2ζp/2n ; qnp(2n+p))
,
where the last equality follows from (1.2a) and simplifying. 
Proposition 6.7. Let n, p, and ζn be as in Definition 6.3 with ζn 6= 1, and let k and r be
integers with 0 ≤ r ≤ n− 1. R1n,p(y, q) is meromorphic for y 6= 0 and has at most simple
poles at points y0, where y0 satisfies one of the following two conditions:
I. yp0 = (−1)p+1ζ−pn qknp(2n+p)−n(np+(
p
2))−rp(2n+p),
II. yp0 = (−1)p+1qknp(2n+p)−n(np+(
p
2))−rp(2n+p).
The respective residue at such a y0 is given by
I. (−1)k+1ζ1−rn y20qnp(2n+p)(
k
2)j(qprζny0; q
n)/
(
npqpr
2
J3np(2n+p)
)
,
II. (−1)kζ1+rn y20qnp(2n+p)(
k
2)j(qpry0; q
n)/
(
npqpr
2
J3np(2n+p)
)
.
Proof. This follows from the definition of R1n,p(y, q) and Proposition 1.4. 
Corollary 6.8. Define v := kn − r − (n − 1)/2. For p = 2, the residues of Proposition
6.7 can be written respectively
I. (−1)v−1ζ−1−rn q−4(n+1)(
v−1
2 )−
1
2
(n2−4n−3)J2n,4n/
(
2nJ34n(n+1)
)
,
II. (−1)vζ1+rn q−4(n+1)(
v−1
2 )−
1
2
(n2−4n−3)J2n,4n/
(
2nJ34n(n+1)
)
.
Proof. We prove the residue for type I; the proof for type II is similar. Using the respective
value for y20 above and the respective residue from Proposition 6.7, the residue is
(−1)kζ−1−rn q4n(n+1)(
k+1
2 )−n(2n+1)−4r(n+1)j(q2rζny0; q
n)/
(
2nq2r
2
J34n(n+1)
)
. (6.7)
Using (1.2f) with m = 2 yields allows us to expand the j(q2rζny0, q
n) term, to have
j(q2rζny0; q
n) = j(−qn+4rζ2ny20; q4n)− q2rζny0j(−q3n+4rζ2ny20; q4n). (6.8)
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We consider the first theta function of the right-hand side of (6.8) and substitute for y20,
to obtain
j(−qn+4rζ2ny20; q4n) = j(q4n(k(n+1)−r)−2n
2
; q4n) = j(q4n(k(n+1)−r−(n+1)/2)q2n; q4n)
= (−1)(k(n+1)−r−(n+1)/2)q−4n(k(n+1)−r−(n+1)/22 )−2n(k(n+1)−r−(n+1)/2)J2n,4n,
where the last equality follows from (1.2a). Considering the second theta function of the
right-hand side of (6.8) and substituting for y20, produces
j(−q3n+4rζ2ny20; q4n) = j(q4n(k(n+1)−r−(n−1)/2)); q4n) = 0.
Inserting (6.8) into (6.7) and collecting terms produces the desired result. 
Corollary 6.9. For p = 3, the poles and residues of Proposition 6.7 can be written
respectively
I. y30 = ζ
−3
n q
3kn(2n+3)−3n(n+1)−3r(2n+3) (or y0 = ωζ
−1
n q
kn(2n+3)−n(n+1)−r(2n+3)),
II. y30 = q
3kn(2n+3)−3n(n+1)−3r(2n+3) (or y0 = ωq
kn(2n+3)−n(n+1)−r(2n+3)),
where ω3 = 1 and ω 6= 1. (The poles where ω = 1 are easily seen to be removable.) Define
v := kn− r − (n− 1)/2. The respective residue at such a y0 is given by
I. (−1)nζ−1−rn ω1−2v(1− ω)q−2(2n+3)(
v−1
2 )−
3
4
(n−3)(n+1)J3n/
(
3nJ33n(2n+3)
)
,
II. (−1)n+1ζ1+rn ω1−2v(1− ω)q−2(2n+3)(
v−1
2 )−
3
4
(n−3)(n+1)J3n/
(
3nJ33n(2n+3)
)
.
Proof. The first part follows from specializing Proposition 6.7 to p = 3. We note that
when we identify the corresponding pole of T 1n,3(y, q) in Lemma 6.23, the pole must involve
the same primitive third root of unity. We prove the residue for type I; the proof for type
II is similar. Specializing the residue in Proposition 6.7 to p = 3 yields
(−1)k+1ζ1−rn y20q3n(2n+3)(
k
2)j(q3rζny0; q
n)/
(
3nq3r
2
J33n(2n+3)
)
. (6.9)
Using the respective value for y0 from type I above, we have
y20 = ω
2ζ−2n q
2kn(2n+3)−2n(n+1)−2r(2n+3).
Noting that j(ω, qn) = (1− ω)J3n, it follows that
j(q3rζny0; q
n) =j(ωqn(k(2n+3)−(n+1)−2r); qn) = (−ω)k(2n+3)−(n+1)−2r j(ω; q
n)
qn(
k(2n+3)−(n+1)−2r
2 )
.
We insert both results back into (6.9) and collect terms to produce the desired result. 
Corollary 6.10. For p = 4, the poles and residues of Proposition 6.7 can be written
respectively
I. y40 = −ζ−4n q4kn(2n+4)−n(4n+6)−4r(2n+4) (or y20 = iζ−2n q2kn(2n+4)−n(2n+3)−2r(2n+4)),
II. y40 = −q4kn(2n+4)−n(4n+6)−4r(2n+4) (or y20 = iq2kn(2n+4)−n(2n+3)−2r(2n+4)),
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where i2 = −1. Define v := kn − r − (n − 1)/2. The respective residue at such a y0 is
given by
I.
i(2·δ)(−1)(v−1)/2+δ
4nJ34n(2n+4)ζ
1+r
n
· q−2(2n+4)(v−12 )−n2+n+3 ·
(
(1− i)J4n,16n + iζny0q2−(2n+4)vJ8n,16n
)
,
II.
i(2·δ)(−1)(v+1)/2+δζ1+rn
4nJ34n(2n+4)
· q−2(2n+4)(v−12 )−n2+n+3 ·
(
(1− i)J4n,16n + iy0q2−(2n+4)vJ8n,16n
)
,
where δ := {(v − 1)/2}, with 0 ≤ {x} < 1 denoting the fraction part of x.
Proof. The first part follows from specializing Proposition 6.7 to p = 4. When we iden-
tify the corresponding pole of T 1n,4(y, q) in Lemma 6.24, the pole must involve the same
primitive fourth root of unity. We prove the residue for type I; the proof for type II is
similar. Specializing the residue in Proposition 6.7 to p = 4 yields
(−1)k+1iζ−1−rn q2kn(2n+4)−n(2n+3)−2r(2n+4)+4n(2n+4)(
k
2)j(q4rζny0; q
n)/
(
4nq4r
2
J34n(2n+4)
)
.
(6.10)
Using (1.2f) with m = 4 we can rewrite the j(q4rζny0, q
n) term as
j(q4rζny0; q
n) = j(−q6n+16rζ4ny40, q16n)− q4rζny0j(−q10n+16rζ4ny40; q16n) (6.11)
+ qn+8rζ2ny
2
0j(−q14n+16rζ4ny40; q16n)− q3n+12rζ3ny30j(−q18n+16rζ4ny40; q16n).
We have two cases to consider depending on whether kn− r − (n− 1)/2 is even or odd.
We consider the even case; the odd case is similar. We work with the sum of the first and
third summands of the right-hand side of (6.11). Substituting for y40 and y
2
0,
j(− q6n+16rζ4ny40; q16n) + qn+8rζ2ny20j(−q14n+16rζ4ny40; q16n)
= j(q16nk+8n(kn−r−(n−1)/2−1)q4n; q16n)
+ iq8nk+4n(kn−r−(n+1)/2)j(q16nk+8n(kn−r−(n−1)/2)q4n; q16n).
Under the even assumption, we use (1.2a) and simplify to rewrite this sum as
(−1)k+1+(kn−r−(n−1)/2)/2)q−16n(k+(kn−r−(n−1)/2)/22 )+4n(k−1+(kn−r−(n−1)/2)/2)(1− i)J4n,16n.
(6.12)
We consider the sum of the second and fourth summands. Substituting for y40 and y
2
0,
−q4rζny0j(−q10n+16rζ4ny40; q16n)− q3n+12rζ3ny30j(−q18n+16rζ4ny40; q16n)
=− q4rζny0
[
j(q16nk+8n(kn−r−(n−1)/2); q16n)
+ iq8nk+4n(kn−r−(n−1)/2)−2nj(q16nk+8n(kn−r−(n−1)/2)q8n; q16n)
]
.
Again under the even assumption, we use (1.2a) and simplify to rewrite this sum as
(−1)k+1+(kn−r−(n−1)/2)/2iζny0q−16n(
k+(kn−r−(n−1)/2)/2
2 )−2n+4rJ8n,16n. (6.13)
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Inserting (6.12) and (6.13) into (6.10), we obtain
(−1)(kn−r−(n−1)/2)/2iζ−1−rn q2kn(2n+4)−n(2n+3)−2r(2n+4)+4n(2n+4)(
k
2)−4r
2
·q
−16n(k+(kn−r−(n−1)/2)/22 )+4n(k−1+(kn−r−(n−1)/2)/2)
4nJ34n(2n+4)
·
{
(1− i)J4n,16n + iζny0q−4nk+4r+2n−2n(kn−r−(n−1)/2)J8n,16n
}
.
Simplifying and collecting terms produces the desired result. 
6.2. Functional equations and poles for R2n,p(y, q).
Definition 6.11. Let n and p be positive integers with (n, p) = 1, y ∈ C∗ be generic,
and x0 be such that x
p
0 = (−1)p+1qknp(2n+p)+n(np+(
p+1
2 ))−rp(2n+p) for some k, r ∈ Z with
0 ≤ r ≤ n− 1. Then
R2n,p(y, q) := (−1)k+1qnp(2n+p)(
k+1
2 )−pr2 · x
kn+n+1−r
0
ykn+n−r
· j(q
prx0; q
n)
pj(xn0/y
n; qnp(2n+p))
. (6.14)
Proposition 6.12. Let n, p, y, and x0 be as in Definition 6.11. Then
lim
x→x0
(x− x0)Mn,p(x, y, q) = R2n,p(y, q).
Proof. This follows from the definition of Mn,p(x, y, q) and Proposition 1.5. 
Proposition 6.13. Let n, p, y, and x0 be as in Definition 6.11. Then
R2n,p(q
p(2n+p)y, q) = qn(np+(
p+1
2 ))(−y)n(−x0)−(n+p)R2n,p(y, q).
Proof. This follows (1.2a) and using the value of xp0 from Definition 6.11. 
Proposition 6.14. Let ζn be an n-th root of unity and let y, x0, k, and r be as in
Definition 6.11. R2n,p(y, q) is meromorphic for y 6= 0 and has at most simple poles at
points y0, where y0 satisfies the following condition:
I. y0 = ζnx0q
tp(2n+p).
The respective residue at such a y0 at t = 0 is given by
I. (−1)k+1ζ1+rn x20qnp(2n+p)(
k+1
2 )j(qprx0; q
n)/
(
npqpr
2
J3np(2n+p)
)
.
Given the residue at t = 0, one can use the functional equation of Proposition 6.13 to
compute the residue for general t ∈ Z.
Proof. This follows from the Definition 6.11 and Proposition 1.4. 
54 DEAN HICKERSON AND ERIC MORTENSON
Corollary 6.15. Define v := kn − r + (n + 1)/2. For p = 2, 3, and 4 the values of the
residues in Proposition 6.14 at t = 0 can be written,
2) (−1)vζ1+rn q−4(n+1)(
v−1
2 )−
1
2
(n2−4n−3)J2n,4n/
(
2nJ34n(n+1)
)
,
3) (−1)n+1ζ1+rn ω−2v+1(1− ω)q−2(2n+3)(
v−1
2 )−
3
4
(n2−2n−3)J3n/
(
3nJ33n(2n+3)
)
,
4)
i(2·δ)(−1)(v+1)/2+δζ1+rn
4nJ34n(2n+4)
· q−2(2n+4)(v−12 )−n2+n+3 ·
(
(1− i)J4n,16n + ix0q2−(2n+4)vJ8n,16n
)
,
where ω2 + ω + 1 = 0, i2 = −1, and δ := {(v − 1)/2} with 0 ≤ {α} < 1 denoting the
fractional part of α.
Proof. We prove the p = 2 case. Using Proposition 6.14 and the value of x20 from Definition
6.11 yields
(−1)kζ1+rn q4n(n+1)(
k+1
2 )+4kn(n+1)+n(2n+3)−4r(n+1)−2r2j(q2rx0; q
n)/
(
2nJ34n(n+1)
)
. (6.15)
We rewrite j(q2rx0, q
n). Using (1.2f) with m = 2 yields
j(q2rx0, q
n) = j(−qn+4rx20; q4n)− q2rx0j(−q3n+4rx20; q4n). (6.16)
We take the first theta function of the right-hand side of (6.16) and substitute for x20,
j(− qn+4rx20; q4n) = j(q4n(k(n+1)−r)+2n
2+4n; q4n) = j(q4n(k(n+1)−r+(n+1)/2)q2n; q4n)
= (−1)(k(n+1)−r+(n+1)/2)q−4n(k(n+1)−r+(n+1)/22 )−2n(k(n+1)−r+(n+1)/2)J2n,4n,
by (1.2a). Taking the second theta function of the right-hand side of (6.16) and substi-
tuting for x20 produces
j(−q3n+4rx20; q4n) = j(q4n(k(n+1)−r+(n+3)/2); q4n) = 0.
Inserting these into (6.15) produces the desired result.
We prove p = 3 case. From Definition 6.11, we have
x30 = q
3kn(2n+3)+3n(n+2)−3r(2n+3) (or x0 = ωq
kn(2n+3)+n(n+2)−r(2n+3)), (6.17)
where ω2+ω+1 = 0. (The pole with ω = 1 is easily seen to be removable in Mn,3(x, y, q)
and Θn,3(x, y, q)). When we identify the corresponding pole of Θn,3(x, y, q), the pole must
involve the same primitive third root of unity. Specializing Proposition 6.14 to p = 3 and
substituting for x0 yields
(−1)k+1ζ1+rn ω2q3n(2n+3)(
k+1
2 )+2kn(2n+3)+2n(n+2)−2r(2n+3)−3r2j(q3rx0; q
n)/
(
3nJ33n(2n+3)
)
.
(6.18)
We rewrite the theta function in the numerator. Substituting for x0,
j(q3rx0; q
n) = j(ωqn(k(2n+3)+n+2−2r); qn)
= (−1)k(2n+3)+n+2−2rq−n(k(2n+3)+n+2−2r2 )ω−(k(2n+3)+n+2−2r)j(ω; qn). (by (1.2a))
We note that j(ω, qn) = (1− ω)J3n, insert everything back into (6.18) and simplify.
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We prove the p = 4 case. From Definition 6.11, we have
x40 = −q4kn(2n+4)+n(4n+10)−4r(2n+4) (or x20 = iq2kn(2n+4)+n(2n+5)−2r(2n+4)), (6.19)
where i2 = −1. When we identify the corresponding pole of Θn,4(x, y, q), the pole must
involve the same primitive fourth root of unity. Specializing Proposition 6.14 to p = 4
and substituting for x0 yields
(−1)k+1iζ1+rn q4n(2n+4)(
k+1
2 )+2kn(2n+4)+n(2n+5)−2r(2n+4)−4r
2
j(q4rx0; q
n)/
(
4nJ34n(2n+4)
)
. (6.20)
To rewrite j(q4rx0, q
n), we argue as in the proof of Corollary 6.10. The result follows. 
6.3. Functional equations, zeros, and poles for T 1n,p(y, q).
Definition 6.16. Let n ∈ N with (n, 2) = 1, y ∈ C∗ generic, and ζn 6= 1 an n-th root of
unity. Then
T 1n,2(y, q) :=
y3J2n,4nJ4(n+1),8(n+1)j(ζ
−1
n , q
n+2ζny
2; q4(n+1))j(q2n/ζ2ny
4; q8(n+1))
nζ
(n−5)/2
n q(n
2−3)/2J34n(n+1)j(−qn+2ζ2ny2,−qn+2y2; q4(n+1))
. (6.21)
Definition 6.17. Let n ∈ N with (n, 3) = 1, y ∈ C∗ generic, and ζn 6= 1 an n-th root of
unity. Also, define δ := {(n− 1)/2} and β := δ · (2n+ 3), with 0 ≤ {α} < 1 denoting the
fractional part of α. Then
T 1n,3(y, q) := q
n(δ−(n−3)/22 )+(n+3)
(
δ−(n−3)/2
)(
δ+(n+1)/2
)
+n(δ+(n+1)/22 )−3n(−ζny)δ−(n−3)/2
· (−y)δ+(n+1)/2 ζnyJ3nJ3(2n+3)j(ζ
−1
n ; q
3(2n+3))j(q(n+3)/2+βζny, q
(n+3)/2+βy; q2n+3)
nJ22n+3J
3
3n(2n+3)j(q
3(n+3)/2+3βζ3ny
3, q3(n+3)/2+3βy3; q3(2n+3))
·
{
j(q7(n+1)/2+4+3βζ2ny
3, q7(n+1)/2+4+3βζny
3; q3(2n+3))
− qn+3+2βζny2j(q11(n+1)/2+5+3βζ2ny3, q11(n+1)/2+5+3βζny3; q3(2n+3))
}
. (6.22)
Definition 6.18. Let n ∈ N with (n, 2) = 1, y ∈ C∗ be generic, and ζn 6= 1 an n-th root
of unity. Define
T 1n,4(y, q) : =
ζ
−(n−5)/2
n y3q−(n
2+n−3)j(ζ−1n ; q
4(2n+4))
nJ34n(2n+4)j(−q2n+8ζ4ny4; q4(2n+4))j(−q2n+8y4; q4(2n+4))
·
[
J4n,16n · j(q
6n+16ζ2ny
4; q4(2n+4))j(qn+4ζny
2; q2(2n+4))j(−q2(2n+4)ζ−1n ; q4(2n+4))
J32(2n+4)J8(2n+4)
·
{
j(−q2n+8ζ2ny4; q4(2n+4))j(q2(2n+4)ζ−2n ; q4(2n+4))J24(2n+4)
+
qn+4ζ2ny
2j(−q6n+16ζ2ny4; q4(2n+4))j(q4n+8ζ−1n ,−ζ−1n ; q4(2n+4))2
J4(2n+4)
}
− qJ8n,16n · j(q
2n+8ζ2ny
4; q4(2n+4))j(q3n+8ζny
2; q2(2n+4))j(−ζ−1n ; q4(2n+4))
J22(2n+4)
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·
{qn+1j(−q2n+8ζ2ny4; q4(2n+4))j(q4n+8ζ−2n ; q4(2n+4))J8(2n+4)
yJ4(2n+4)
+
qζnyj(−q6n+16ζ2ny4; q4(2n+4))j(q4(2n+4)ζ−2n ; q8(2n+4))2
J8(2n+4)
}]
. (6.23)
Lemma 6.19. For p = 2 (resp. 3, 4), let n, y, and ζn be as in Definition 6.16 (resp.
6.17, 6.18). Then
lim
x→yζn
(x− yζn)Θn,p(x, y, q) = T 1n,p(y, q).
Proof. This is just an application of Proposition 1.4. 
Remark. For reference we include the simplified versions of Θn,3(x, q, z) for n even
Θn,3(x, y, q) :=
yn/2−1J3nJ3(2n+3)j(y/x; q
3(2n+3))j(q3n/2+3x, q3n/2+3y; q2n+3)
qn(3n+2)/4xn/2J22n+3j(y
n/xn; q3n(2n+3))j(q9n/2+9x3, q9n/2+9y3; q3(2n+3))
·
{
j(q5n/2+6x2y, q5n/2+6xy2; q3(2n+3))− q
n
xy
j(qn/2+3x2y, qn/2+3xy2; q3(2n+3))
}
,
and for n odd
Θn,3(x, y, q) :=
q−(n(3n+2)−9)/4J3nJ3(2n+3)j(y/x; q
3(2n+3))j(q(n+3)/2x, q(n+3)/2y; q2n+3)
J22n+3j(y
n/xn; q3n(2n+3))j(q3(n+3)/2x3, q3(n+3)/2y3; q3(2n+3))
·y(n+1)/2x−(n−3)/2
{
j(q7(n+1)/2+4x2y, q7(n+1)/2+4xy2; q3(2n+3))
− qn+3xyj(q11(n+1)/2+5x2y, q11(n+1)/2+5xy2; q3(2n+3))
}
.
Lemma 6.20. For p = 2 (resp. 3, 4), let n, y, and ζn be as in Definition 6.16 (resp.
6.17, 6.18). Then
T 1n,p(q
p(2n+p)y, q) = y−2pζ−pn q
np−(p−1)p(2n+p)T 1n,p(y, q).
Proof. This is just repeated application of (1.2a). 
Lemma 6.21. For p = 2 (resp. 3, 4), let n, y, and ζn be as in Definition 6.16 (resp.
6.17, 6.18). Then
T 1n,p(±ζ−1/2n q((2k+1)n+kp)/2, q) = 0.
Proof. We first note that because (n, p) = 1, the denominator of T 1n,p(y, q) does not vanish.
We prove the p = 2 case. It suffices to consider two terms in the numerator of T 1n,2(y, q).
For k odd, we have
j(qn+2ζny
2; q4(n+1)) = j(qn+2+(2k+1)n+k2; q4(n+1)) = j(q2(k+1)(n+1); q4(n+1)) = 0,
and for k even, we have
j(q2n/ζ2ny
4; q8(n+1)) = j(q2n−2((2k+1)n+2k); q8(n+1)) = j(q−4k(n+1); q8(n+1)) = 0.
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We prove the p = 3 case with n even because the equations are more compact. The
proof for the n odd case is similar. Without loss of generality we prove the “+” sign
case. We focus on the two products inside the braces of (6.22) and show that their sum
is zero. We unwind all four theta functions with (1.2a) and pull out the common factor
−q−2n−6ζ−2n y−4 to obtain
j(q5n/2+6ζ2ny
3, q5n/2+6ζny
3; q3(2n+3))− q
n
ζny2
j(qn/2+3ζ2ny
3, qn/2+3ζny
3; q3(2n+3))
= j(q5n/2+6+3[(2k+1)n+3k]/2ζ1/2n , q
5n/2+6+3[(2k+1)n+3k]/2ζ−1/2n ; q
3(2n+3))
− q−2kn−3kj(qn/2+3+3[(2k+1)n+3k]/2ζ1/2n , qn/2+3+3[(2k+1)n+3k]/2ζ−1/2n ; q3(2n+3)),
where the equality follows from substituting for y. We rewrite each term of the second
product to make the second product look like the first product. Working with the first
term of the second product,
j(qn/2+3+3[(2k+1)n+3k]/2ζ1/2n ; q
3(2n+3)) = j(q11n/2+6−3[(2k+1)n+3k]/2ζ−1/2n ; q
3(2n+3))
= j(q−3k(2n+3)+5n/2+6+3[(2k+1)n+3k]/2ζ−1/2n ; q
3(2n+3))
= (−1)kq−3(2n+3)(k+12 )qk(5n/2+6+3[(2k+1)n+3k]/2)ζ−k/2n j(q5n/2+6+3[(2k+1)n+3k]/2ζ−1/2n ; q3(2n+3)),
where the first equality follows from (1.2b), the second equality is just a rearrangement,
and the third equality follows from (1.2a) and simplifying. Examining the second term of
the second product and arguing as above,
j(qn/2+3+3[(2k+1)n+3k]/2ζ−1/2n ; q
3(2n+3))
= (−1)kq−3(2n+3)(k+12 )qk(5n/2+6+3[(2k+1)n+3k]/2)ζk/2n j(q5n/2+6+3[(2k+1)n+3k]/2ζ1/2n ; q3(2n+3)),
and the result follows.
We prove the p = 4 case. It suffices to show that for y = ±ζ−1/2n q((2k+1)n+k4)/2, that
j(q6n+16ζ2ny
4; q4(2n+4))j(qn+4ζny
2; q2(2n+4))
= j(q2n+8ζ2ny
4; q4(2n+4))j(q3n+8ζny
2; q2(2n+4)) = 0.
We show the first product of theta functions is equal to zero; the second product is similar.
We have
j(q6n+16ζ2ny
4; q4(2n+4))j(qn+4ζny
2; q2(2n+4))
= j(q(k+2)2(2n+4); q4(2n+4))j(q(k+1)(2n+4); q2(2n+4)) = 0,
where the last equality follows from the fact that when k is even that the first theta
function is zero, and that when k is odd that the second theta function is zero. 
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Lemma 6.22. Let n and ζn be as in Definition 6.16. T
1
n,2(y, q) is meromorphic for y 6= 0
and has simple poles at points y0, where y0 satisfies one of the following two conditions:
I. y20 = −ζ−2n q4ℓ(n+1)−n−2,
II. y20 = −q4ℓ(n+1)−n−2,
where ℓ ∈ Z. The respective residue at such a y0 is given by,
I. (−1)ℓ+1ζ−2+ℓ−(n−1)/2n q−4(n+1)(
ℓ−1
2 )−
1
2
(n2−4n−3)J2n,4n/
(
2nJ34n(n+1)
)
,
II. (−1)ℓζ−ℓ+1−(n−1)/2n q−4(n+1)(
ℓ−1
2 )−
1
2
(n2−4n−3)J2n,4n/
(
2nJ34n(n+1)
)
.
Proof. The first part follows from Definition 6.16. We prove the residue for poles of type
I. The proof of the residue for poles of type II is similar. We take such a y0 and use
Proposition 1.4 to obtain
lim
y→y0
(y − y0)T 1n,2(y, q) =
(−1)ℓ+1y40q4(n+1)(
ℓ
2)−(n2−3)/2
2nζ
(n−5)/2
n
· J2n,4nJ4(n+1),8(n+1)
J34n(n+1)J
3
4(n+1)
· j(ζ
−1
n ; q
4(n+1))j(qn+2ζny
2
0; q
4(n+1))j(q2n/ζ2ny
4
0; q
8(n+1))
j(−qn+2y20; q4(n+1))
. (6.24)
We rewrite the quotient of theta functions in the second line of (6.24). For the first
numerator term,
j(ζ−1n ; q
4(n+1)) = j(q4(n+1)ζn; q
4(n+1)) = −ζ−1n j(ζn; q4(n+1)). (by (1.2b), (1.2a))
Substituting for y20 and using (1.2a), the second term in the numerator can be written
j(qn+2ζny
2
0; q
4(n+1)) = j(−ζ−1n q4ℓ(n+1); q4(n+1)) = (−1)ℓq−4(n+1)(
ℓ
2)(−ζ−1n )−ℓj(−ζ−1n ; q4(n+1))
= ζℓ−1n q
−4(n+1)(ℓ2)j(−ζn; q4(n+1)).
Again using (1.2a), the third term in the numerator becomes
j(q2n/ζ2ny
4
0; q
8(n+1)) = j(ζ2nq
−8ℓ(n+1)+4(n+1); q8(n+1))
= (−1)ℓζ2ℓn q−4(n+1)ℓ
2
j(ζ2nq
4(n+1); q8(n+1)).
Also using (1.2a), the term in the denominator can be written
j(−qn+2y20; q4(n+1)) = j(ζ−2n q4ℓ(n+1); q4(n+1)) = (−1)ℓq−4(n+1)(
ℓ
2)(ζ−2n )
−ℓj(ζ−2n ; q
4(n+1))
= (−1)ℓ+1ζ2(ℓ−1)n q−4(n+1)(
ℓ
2)j(ζ2n; q
4(n+1)).
Furthermore, we can use elementary theta function properties to show
j(ζn; q
4(n+1))j(−ζn; q4(n+1))j(ζ2nq4(n+1); q8(n+1))
j(ζ2n; q
4(n+1))
=
j(ζ2n; q
8(n+1))j(ζ2nq
4(n+1); q8(n+1))J24(n+1)
j(ζ2n; q
4(n+1))J8(n+1)
=J4(n+1)J8(n+1) = J
3
4(n+1)/J4(n+1),8(n+1).
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Substituting the four rewritten theta functions into (6.24) and simplifying produces the
desired result. 
Lemma 6.23. Let n and ζn be as in Definition 6.17. T
1
n,3(y, q) is meromorphic for y 6= 0
and has simple poles at points y0, where y0 satisfies one of the following two conditions:
I. y30 = ζ
−3
n q
3ℓ∗(2n+3)−3(n+3)/2 (or y0 = ωζ
−1
n q
ℓ∗(2n+3)−(n+3)/2),
II. y30 = q
3ℓ∗(2n+3)−3(n+3)/2 (or y0 = ωq
ℓ∗(2n+3)−(n+3)/2),
where ω3 = 1 with ω 6= 1 and where ℓ∗ := ℓ − {(n − 1)/2} with ℓ ∈ Z and 0 ≤ {x} < 1
denoting the fractional part of x. (The poles where ω = 1 are easily seen to be removable.)
The respective residue at such a y0 is given by
I. (−1)nζ−2+ℓ∗−(n−1)/2n ω1−2ℓ
∗
(1− ω)q−2(2n+3)(ℓ
∗
−1
2 )−
3
4
(n−3)(n+1)J3n/
(
3nJ33n(2n+3)
)
,
II. (−1)n+1ζ1−ℓ∗−(n−1)/2n ω1−2ℓ
∗
(1− ω)q−2(2n+3)(ℓ
∗
−1
2 )−
3
4
(n−3)(n+1)J3n/
(
3nJ33n(2n+3)
)
.
Proof of Lemma 6.23. We prove the n even case because the equations involved are more
compact. The n odd case is similar. The first part follows from Definition 6.17. When
we consider the corresponding pole for R1n,3(y, q), we must choose the same third root of
unity. We prove the residue for poles of type I. The proof for poles of type II is similar.
Using Proposition 1.4 and (1.2a) yields
lim
y→y0
(y − y0)T 1n,3(y, q) =
(−1)ℓ+1ζ1−n/2n y0q3(2n+3)(
ℓ
2)−n(3n+2)/4
3n
· J3nJ3(2n+3)
J33(2n+3)J
3
3n(2n+3)J
2
2n+3
·j(ζ
−1
n ; q
3(2n+3))j(q3n/2+3ζny0, q
3n/2+3y0; q
2n+3)
j(q9n/2+9y30; q
3(2n+3))
(6.25)
·
{
j(q5n/2+6ζ2ny
3
0, q
5n/2+6ζny
3
0; q
3(2n+3))− q
n
ζny
2
0
j(qn/2+3ζ2ny
3
0, q
n/2+3ζny
3
0; q
3(2n+3))
}
.
Substituting in for y0, the first line of (6.25) can be written
(−1)ℓ+1ωζ−n/2n q3(2n+3)(
ℓ
2)+ℓ(2n+3)−3n/2−3 · J3n/3nqn(3n+2)/4J23(2n+3)J33n(2n+3)J22n+3. (6.26)
We rewrite the quotient of theta functions in the second line of (6.25). The first theta
function in the numerator becomes
j(ζ−1n ; q
3(2n+3)) = j(q3(2n+3)ζn; q
3(2n+3)) = −ζ−1n j(ζn; q3(2n+3)).
Substituting for y0, the second theta function in the numerator can be written
j(q3n/2+3ζny0; q
2n+3) = j(ωqℓ(2n+3); q2n+3) = (−1)ℓq−(2n+3)(ℓ2)ω−ℓj(ω; q2n+3) (by (1.2a))
= (−1)ℓω−ℓ(1− ω)q−(2n+3)(ℓ2)J3(2n+3).
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Using (1.2a), the third theta function in the numerator can be written
j(q3n/2+3y0; q
2n+3) = j(ωζ−1n q
ℓ(2n+3); q2n+3) = (−1)ℓq−(2n+3)(ℓ2)(ωζ−1n )−ℓj(ωζ−1n ; q2n+3)
= (−1)ℓ+1ω1−ℓζℓ−1n q−(2n+3)(
ℓ
2)j(ω2ζn; q
2n+3).
Again using (1.2a), the theta function in the denominator becomes
j(q9n/2+9y30; q
3(2n+3)) = j(ζ−3n q
3ℓ(2n+3); q3(2n+3)) = q−3(2n+3)(
ℓ
2)(−ζ−3n )−ℓj(ζ−3n ; q3(2n+3))
= (−1)ℓ+1ζ3(ℓ−1)n q−3(2n+3)(
ℓ
2)j(ζ3n; q
3(2n+3)).
Assembling the pieces, the second line of (6.25) can thus be written
(−1)ℓ+1ω1−2ℓ(1− ω)ζ1−2ℓn q(2n+3)(
ℓ
2)J3(2n+3)j(ζn; q
3(2n+3))j(ω2ζn; q
2n+3)/j(ζ3n; q
3(2n+3)).
(6.27)
We rewrite the expression in braces from (6.25). The first theta function of the first
product becomes
j(q5n/2+6ζ2ny
3
0;q
3(2n+3)) = j(ζ−1n q
3ℓ(2n+3)−(2n+3); q3(2n+3))
= (−1)ℓq−3(2n+3)(ℓ2)(ζ−1n q−(2n+3))−ℓj(ζ−1n q−(2n+3); q3(2n+3)) (by (1.2a))
= (−1)ℓ+1ζℓ−1n q−3(2n+3)(
ℓ
2)+(ℓ−1)(2n+3)j(ζnq
2n+3; q3(2n+3)).
The arguments for the other three theta functions are similar. We have
j(q5n/2+6ζny
3
0; q
3(2n+3)) = (−1)ℓ+1ζ2(ℓ−1)n q−3(2n+3)(
ℓ
2)+(ℓ−1)(2n+3)j(ζ2nq
2n+3; q3(2n+3)),
j(qn/2+3ζ2ny
3
0; q
3(2n+3)) = (−1)ℓ+1ζℓ−1n q−3(2n+3)(
ℓ
2)+2(ℓ−1)(2n+3)j(ζnq
2(2n+3); q3(2n+3)),
j(qn/2+3ζny
3
0; q
3(2n+3)) = (−1)ℓ+1ζ2(ℓ−1)n q−3(2n+3)(
ℓ
2)+2(ℓ−1)(2n+3)j(ζ2nq
2(2n+3); q3(2n+3)).
Noting that qn/(ζny
2
0) = ωζnq
n−2ℓ(2n+3)+3n+6 = ωζnq
−2(ℓ−1)(2n+3), the braced expression
becomes
ζ3(ℓ−1)n q
−6(2n+3)(ℓ2)+2(ℓ−1)(2n+3) ·
(
j(ζnq
2n+3, ζ2nq
2n+3; q3(2n+3))
− ωζnj(ζnq2(2n+3), ζ2nq2(2n+3); q3(2n+3))
)
.
Using Proposition 1.6 with the substitutions ω = ω2, q = q2n+3, and y = ζnq
2n+3, we
obtain
ζ3(ℓ−1)n q
−6(2n+3)(ℓ2)+2(ℓ−1)(2n+3)j(ωζn; q
2n+3) · j(ζnq
2(2n+3), ζnq
2n+3; q3(2n+3))
J3(2n+3)
. (6.28)
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Putting (6.26), (6.27), and (6.28) together yields
lim
y→y0
(y − y0)T 1n,3(y, q) =
ζ
−2+ℓ−n/2
n ωℓ−1(1− ω)q−(2n+3)(ℓ2−4ℓ+3)−
3
4
n2
3n
· J3n
J23(2n+3)J
3
3n(2n+3)J
2
2n+3
· j(ζn, ζnq
2n+3, ζnq
2(2n+3); q3(2n+3))j(ωζn, ω
2ζn; q
2n+3)
j(ζ3n, q
3(2n+3))
·
Using identities (1.2d) and (1.2g), the above second line becomes J23(2n+3)J
2
2n+3, and the
result follows. 
Lemma 6.24. Let n and ζn be as in Definition 6.18. T
1
n,4(y, q) is meromorphic for y 6= 0
and has simple poles at points y0, where y0 satisfies one of the following two conditions:
I. y40 = −ζ−4n q4ℓ(2n+4)−(2n+8) (or y20 = iζ−2n q2ℓ(2n+4)−(n+4)),
II. y40 = −q4ℓ(2n+4)−(2n+8) (or y20 = iq2ℓ(2n+4)−(n+4)),
where ℓ ∈ Z and i2 = −1. The respective residue at such a y0 is given by
I. i1−ℓζℓ−2−(n−1)/2n q
−2(2n+4)(ℓ−12 )−n2+n+3 (1− i)J4n,16n + iζny0q
2−ℓ(2n+4)J8n,16n
4nJ34n(2n+4)
,
II. −i1−ℓζ−ℓ+1−(n−1)/2n q−2(2n+4)(
ℓ−1
2 )−n2+n+3 (1− i)J4n,16n + iy0q
2−ℓ(2n+4)J8n,16n
4nJ34n(2n+4)
.
Proof. The first part follows from Definition 6.18. When we identify the corresponding
pole of R1n,4(y, q) in Corollary 6.10, the pole must involve the same primitive fourth root
of unity. We prove the residue for poles of type I. The proof of the residue for poles of
type II is similar. We take such a y0 and use Proposition 1.4 to obtain
lim
y→y0
(y − y0)T 1n,4(y, q) =
(−1)1+ℓζ−(n−5)/2n y40q4(2n+4)(
ℓ
2)−(n
2+n−3)j(ζ−1n ; q
4(2n+4))
4nJ34n(2n+4)J
3
4(2n+4)j(−q2n+8y40; q4(2n+4))
·
[
J4n,16n · j(q
6n+16ζ2ny
4
0; q
4(2n+4))j(qn+4ζny
2
0; q
2(2n+4))j(−q2(2n+4)ζ−1n ; q4(2n+4))
J32(2n+4)J8(2n+4)
·
{
j(−q2n+8ζ2ny40; q4(2n+4))j(q2(2n+4)ζ−2n ; q4(2n+4))J24(2n+4)
+
qn+4ζ2ny
2
0j(−q6n+16ζ2ny40; q4(2n+4))j(q4n+8ζ−1n ; q4(2n+4))2j(−ζ−1n ; q4(2n+4))2
J4(2n+4)
}
−qy−10 J8n,16n ·
j(q2n+8ζ2ny
4
0; q
4(2n+4))j(q3n+8ζny
2
0; q
2(2n+4))j(−ζ−1n ; q4(2n+4))
J22(2n+4)
·
{qn+1j(−q2n+8ζ2ny40; q4(2n+4))j(q4n+8ζ−2n ; q4(2n+4))J8(2n+4)
J4(2n+4)
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+
qζny
2
0j(−q6n+16ζ2ny40; q4(2n+4))j(q4(2n+4)ζ−2n ; q8(2n+4))2
J8(2n+4)
}]
. (6.29)
We rewrite the above residue line by line. We focus on the first line of (6.29). Using
(1.2a),
j(ζ−1n ; q
4(2n+4)) = −ζ−1n j(ζn; q4(2n+4)).
Substituting for y40, using (1.2a) and simplifying, we obtain
j(−q2n+8y40; q4(2n+4)) = (−1)1+ℓζ4(ℓ−1)n q−4(2n+4)(
ℓ
2)j(ζ4n; q
4(2n+4)).
Hence the first line can be rewritten
ζ−4ℓ+1−(n−1)/2n q
(2n+4)4ℓ2−n2−3n−5j(ζn; q
4(2n+4))/4nJ34n(2n+4)J
3
4(2n+4)j(ζ
4
n; q
4(2n+4)). (6.30)
We work on the second line of (6.29). Substituting for y40 or y
2
0 and using (1.2a) yields
j(q6n+16ζ2ny
4
0; q
4(2n+4)) = ζ2ℓn q
−2ℓ2(2n+4)j(−q2(2n+4)ζ2n; q4(2n+4)),
j(qn+4ζny
2
0; q
2(2n+4)) = (−1)ℓ+1i1−ℓζℓ−1n q−2(2n+4)(
ℓ
2)j(−iζn; q2(2n+4)),
j(−q2(2n+4)ζ−1n ; q4(2n+4)) = j(−ζnq2(2n+4); q4(2n+4)).
Hence the second line can be rewritten
(−1)1+ℓi1−ℓζ3ℓ−1n J4n,16nj(−iζn; q2(2n+4))j(−ζnq2(2n+4),−q2(2n+4)ζ2n; q4(2n+4))
q(2n+4)(3ℓ2−ℓ)J32(2n+4)J8(2n+4)
. (6.31)
We focus on the sum of the third and fourth lines of (6.29). Substituting for y40 and using
(1.2a),
(−1)ℓ+1ζ2ℓ−2n q−4(2n+4)(
ℓ
2)j(q2(2n+4)ζ2n; q
4(2n+4)) (6.32)
·
{
j(ζ2n; q
4(2n+4))J24(2n+4) − i
j(q2(2n+4)ζn,−ζn; q4(2n+4))2
J4(2n+4)
}
.
Using (1.2g) and then (1.2d), we have
j(ζ2n; q
4(2n+4)) = j(ζn,−ζn; q2(2n+4)) · J4(2n+4)/J22(2n+4)
= j(ζn, ζnq
2(2n+4),−ζn,−ζnq2(2n+4); q4(2n+4))/J34(2n+4).
Hence the above expression in braces in (6.32) becomes
j(q2(2n+4)ζn,−ζn; q4(2n+4))
J4(2n+4)
·
{
j(ζn,−ζnq2(2n+4); q4(2n+4))− ij(q2(2n+4)ζn,−ζn; q4(2n+4))
}
.
Using (1.4b) with the substitutions, x = i, y = iζn, q = q
2(2n+4), we have that
j(ζn;q
4(2n+4))j(−ζnq2(2n+4); q4(2n+4))− ij(q2(2n+4)ζn; q4(2n+4))j(−ζn; q4(2n+4))
= j(i; q2(2n+4))j(iζn; q
2(2n+4)) = j(iζn; q
2(2n+4))(1− i)J2(2n+4)J8(2n+4)/J4(2n+4).
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Thus the sum of the third and fourth lines can be written
(1− i) · (−1)ℓ+1ζ2ℓ−2n q−4(2n+4)(
ℓ
2)
J2(2n+4)J8(2n+4)
J24(2n+4)
· j(q2(2n+4)ζn,−ζn, q2(2n+4)ζ2n; q4(2n+4))j(iζn; q2(2n+4)). (6.33)
We proceed to the fifth line of (6.29). We note that y−10 = y0 ·y−20 = −iζ2ny0q−2ℓ(2n+4)+(n+4).
Substituting for y40, using (1.2a), and simplifying, we obtain
j(q2n+8ζ2ny
4
0; q
4(2n+4)) = ζ2(ℓ−1)n q
−4(2n+4)(ℓ2)j(−ζ2n; q4(2n+4)),
j(q3n+8ζny
2
0; q
2(2n+4)) = (−1)ℓi−ℓζℓnq−ℓ
2(2n+4)j(−iζnq2n+4; q2(2n+4)),
j(−ζ−1n ; q4(2n+4)) = ζ−1n j(−ζn; q4(2n+4)).
Hence the fifth line can be rewritten
(−1)ℓi1−ℓζ3ℓ−1n y0qn+5−(2n+4)3ℓ
2 · J8n,16n
J22(2n+4)
j(−ζ2n,−ζn; q4(2n+4))j(−iζnq2n+4; q2(2n+4)). (6.34)
We rewrite the sum of the sixth and seventh lines of (6.29). Substituting for y40 and y
2
0,
using (1.2a) and simplifying, we obtain
(−1)ℓ+1ζ2(ℓ−1)n q−4(2n+4)(
ℓ
2)+n+1j(ζ2nq
2(2n+4); q4(2n+4)) (6.35)
·
{
j(ζ2n; q
4(2n+4))J8(2n+4)/J4(2n+4) − iζnq−2n−4j(ζ2nq4(2n+4); q8(2n+4))2/J8(2n+4)
}
.
Using (1.2d) yields
j(ζ2n; q
4(2n+4)) = j(ζ2n; q
8(2n+4))j(ζ2nq
4(2n+4); q8(2n+4)) · J4(2n+4)/J28(2n+4),
thus the expression in braces in (6.35) becomes
j(ζ2nq
4(2n+4); q8(2n+4))·
{
j(ζ2n; q
8(2n+4))− iζnq−2n−4j(ζ2nq4(2n+4); q8(2n+4))
}
/J8(2n+4)
= j(ζ2nq
4(2n+4); q8(2n+4)) · j(iζnq−(2n+4); q2(2n+4))/J8(2n+4)
= −iζnq−(2n+4)j(ζ2nq4(2n+4); q8(2n+4)) · j(iζnq2n+4; q2(2n+4))/J8(2n+4),
where the first equality follows from (1.2f) with m = 2, and the second equality follows
from (1.2a). Hence the sum of the sixth and seventh lines can be written
(−1)ℓiζ2ℓ−1n q−4(2n+4)(
ℓ
2)−n−3
J8(2n+4)
j(ζ2nq
2(2n+4); q4(2n+4))j(ζ2nq
4(2n+4); q8(2n+4))j(iζnq
2n+4; q2(2n+4)).
(6.36)
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Combining (6.30), (6.31), (6.33), (6.34), and (6.36), we have
lim
y→y0
(y − y0)T 1n,4(y, q) =
ζ
−4ℓ+1−(n−1)/2
n q(2n+4)4ℓ
2−n2−3n−5j(ζn; q
4(2n+4))
4nJ34n(2n+4)J
3
4(2n+4)j(ζ
4
n; q
4(2n+4))
·
[(−1)1+ℓi1−ℓζ3ℓ−1n J4n,16nj(−q2(2n+4)ζ2n; q4(2n+4))j(−iζn; q2(2n+4))j(−ζnq2(2n+4); q4(2n+4))
q(2n+4)(3ℓ2−ℓ)J32(2n+4)J8(2n+4)
· (1− i) · (−1)ℓ+1ζ2ℓ−2n q−4(2n+4)(
ℓ
2)
J2(2n+4)J8(2n+4)
J24(2n+4)
·
· j(q2(2n+4)ζn,−ζn, q2(2n+4)ζ2n; q4(2n+4))j(iζn; q2(2n+4))
+ (−1)ℓi1−ℓζ3ℓ−1n y0q−(2n+4)3ℓ
2+n+5 · J8n,16n
J22(2n+4)
j(−ζ2n,−ζn; q4(2n+4))j(−iζnq2n+4; q2(2n+4))
· (−1)
ℓiζ2ℓ−1n
q4(2n+4)(
ℓ
2)+n+3J8(2n+4)
j(ζ2nq
2(2n+4); q4(2n+4))j(ζ2nq
4(2n+4); q8(2n+4))j(iζnq
2n+4; q2(2n+4))
]
.
Collecting terms and simplifying using (1.2d) and (1.2g) produces the desired result. 
6.4. Functional equations and poles for T 2n,p(y, q).
Definition 6.25. Let n ∈ N with (n, 2) = 1, y ∈ C∗ generic, and x0 such that x20 =
−q4ℓ(n+1)−n−2 for some ℓ ∈ Z. Then
T 2n,2(y, q) : =
(−1)ℓ+1q4(n+1)(ℓ2)y(n+1)/2
2q(n2−3)/2x
(n−5)/2
0
· J2n,4nJ4(n+1),8(n+1)
J34(n+1)
· j(y/x0, q
n+2x0y; q
4(n+1))j(q2n/x20y
2; q8(n+1))
j(yn/xn0 ; q
4n(n+1))j(−qn+2y2; q4(n+1)) .
Definition 6.26. Let n ∈ N with (n, 3) = 1, y ∈ C∗ generic, and x0 such that x30 =
q3ℓ(2n+3)−3(n+3)/2−3β for some ℓ ∈ Z. Also, define δ := {(n − 1)/2} and β := δ · (2n + 3),
with 0 ≤ {α} < 1 denoting the fractional part of α. Then
T 2n,3(y, q) := q
n(δ−(n−3)/22 )+(n+3)
(
δ−(n−3)/2
)(
δ+(n+1)/2
)
+n(δ+(n+1)/22 )−3n(−x0)δ−(n−3)/2
· (−1)
ℓ+1q3(2n+3)(
ℓ
2)x0(−y)δ+(n+1)/2J3nj(y/x0; q3(2n+3))j(q(n+3)/2+βx0, q(n+3)/2+βy; q2n+3)
3J22n+3J
2
3(2n+3)j(y
n/xn0 ; q
3n(2n+3))j(q3(n+3)/2+3βy3; q3(2n+3))
·
{
j(q7(n+1)/2+4+3βx20y, q
7(n+1)/2+4+3βx0y
2; q3(2n+3)) (6.37)
− qn+3+2βx0yj(q11(n+1)/2+5+3βx20y, q11(n+1)/2+5+3βx0y2; q3(2n+3))
}
.
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Definition 6.27. Let n ∈ N with (n, 2) = 1, y ∈ C∗ generic, and x0 such that x40 =
−q4ℓ(2n+4)−(2n+8) for some ℓ ∈ Z. Then
T 2n,4(y, q) : =
(−1)1+ℓx−(n−5)/20 y(n+1)/2q4(2n+4)(
ℓ
2)−(n2+n−3)j(y/x0; q
4(2n+4))
4J34(2n+4)j(y
n/xn0 ; q
4n(2n+4))j(−q2n+8y4; q4(2n+4))
·
[
J4n,16n · j(q
6n+16x20y
2; q4(2n+4))j(qn+4x0y; q
2(2n+4))j(−q2(2n+4)y/x0; q4(2n+4))
J32(2n+4)J8(2n+4)
·
{
j(−q2n+8x20y2; q4(2n+4))j(q2(2n+4)y2/x20; q4(2n+4))J24(2n+4)
+
qn+4x20j(−q6n+16x20y2; q4(2n+4))j(q4n+8y/x0; q4(2n+4))2j(−y/x0; q4(2n+4))2
J4(2n+4)
}
− qJ8n,16n · j(q
2n+8x20y
2; q4(2n+4))j(q3n+8x0y; q
2(2n+4))j(−y/x0; q4(2n+4))
J22(2n+4)
·
{qn+1j(−q2n+8x20y2; q4(2n+4))j(q4n+8y2/x20; q4(2n+4))J8(2n+4)
yJ4(2n+4)
+
qx0j(−q6n+16x20y2; q4(2n+4))j(q4(2n+4)y2/x20; q8(2n+4))2
J8(2n+4)
}]
. (6.38)
Lemma 6.28. For p = 2 (resp. 3, 4), let n, y, and x0 be as Definition 6.25 (resp. 6.26,
6.27). Then
lim
x→x0
(x− x0)Θn,p(x, y, q) = T 2n,p(y, q).
Proof. This follows from Proposition 1.4. The n even and n odd specializations of
Θn,3(x, y, q) can be found in Section 6.3. 
Lemma 6.29. For p = 2 (resp. 3, 4), let n, y, and x0 be as Definition 6.25 (resp. 6.26,
6.27). Then
T 2n,p(q
p(2n+p)y, q) = qn(np+(
p+1
2 ))(−y)n(−x0)−(n+p)T 2n,p(y, q).
Proof. This is just repeated application of (1.2a). 
Lemma 6.30. Let n and x0 be as in Definition 6.25 and ζn an n-th root of unity. T
2
n,2(y, q)
is meromorphic for y 6= 0 and has poles at points y0, where y0 satisfies at least of the
following two conditions:
I. y0 = ζnx0q
4t(n+1),
II. y20 = −q4t(n+1)−n−2.
If y0 satisifies I or II exclusively, then it is a simple pole. When this is the case, the
residues are as follows. For poles of type I, the respective residue at such a y0 for t = 0 is
I. (−1)ℓζ−ℓ+1+(n+1)/2n q−4(n+1)(
ℓ−1
2 )−
1
2
(n2−4n−3)J2n,4n/
(
2nJ34n(n+1)
)
.
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Given the residue at t = 0, one can use the functional equation of Lemma 6.29 to compute
the residue for general t ∈ Z. Poles of type II are removable.
Proof. We prove the residue for poles of type I where ζn 6= 1. The proof where ζn = 1 is
similar. Using Proposition 1.4, we obtain
lim
y→x0ζn
(y − ζnx0)T 2n,2(y, q) =
(−1)ℓζ (n+3)/2n x40
2n
· q
4(n+1)(ℓ2)
q(n2−3)/2
· J2n,4nJ4(n+1),8(n+1)
J34(n+1)J
3
4n(n+1)
(6.39)
· j(ζn; q
4(n+1))j(qn+2ζnx
2
0; q
4(n+1))j(q2nζ−2n x
−4
0 ; q
8(n+1))
j(−qn+2ζ2nx20; q4(n+1))
.
We rewrite the first line of (6.39). Substituting x20 = −q4ℓ(n+1)−n−2 from Definition 6.25
yields
(−1)ℓζ (n+3)/2n
2n
· q
4(n+1)(ℓ2)+8ℓ(n+1)−2n−4
q(n2−3)/2
· J2n,4nJ4(n+1),8(n+1)
J34(n+1)J
3
4n(n+1)
. (6.40)
We rewrite the quotient in the second line of (6.39). The first theta function can be left
as is. Substituting for x20, the second theta function can be written
j(−qn+2ζnx20; q4(n+1)) = j(−ζnq4ℓ(n+1); q4(n+1)) = ζ−ℓn q−4(n+1)(
ℓ
2)j(−ζn; q4(n+1)),
by (1.2a). The third theta function can be written
j(q2nζ−2n x
−4
0 ; q
8(n+1)) = j(ζ−2n q
−8ℓ(n+1)+4(n+1); q8(n+1))
= (−1)ℓq−8(n+1)(ℓ+12 )(ζ−2n q4(n+1))ℓj(ζ−2n q4(n+1); q8(n+1)) (by (1.2a))
= (−1)ℓζ−2ℓn q−8(n+1)(
ℓ+1
2 )+4ℓ(n+1)j(ζ2nq
4(n+1); q8(n+1)). (by (1.2b))
The theta function in the denominator becomes
j(−qn+2ζ2nx20; q4(n+1)) = j(ζ2nq4ℓ(n+1); q4(n+1)) = (−1)ℓζ−2ℓn q−4(n+1)(
ℓ
2)j(ζ2n; q
4(n+1)),
by (1.2a). Combining the four terms, the second line of (6.39) can thus be written
ζ−ℓn q
−8(n+1)(ℓ+12 )+4ℓ(n+1) j(ζn; q
4(n+1))j(−ζn; q4(n+1))j(ζ2nq4(n+1); q8(n+1))
j(ζ2n; q
4(n+1))
= ζ−ℓn q
−8(n+1)(ℓ+12 )+4ℓ(n+1)
j(ζ2n; q
8(n+1))j(ζ2nq
4(n+1); q8(n+1))
j(ζ2n; q
4(n+1))
· J
2
4(n+1)
J8(n+1)
(by (1.2c))
= ζ−ℓn q
−8(n+1)(ℓ+12 )+4ℓ(n+1)J4(n+1)J8(n+1), (6.41)
where the last equality follows from (1.2d) and simplifying. Combining (6.40) and (6.41)
produces the residue.
We prove that poles of type II are removable. Because we are excluding poles of type I,
it suffices to show that the numerator of T 2n,2(y0, q) evaluates to zero. Here we have that
x20 =− q4ℓ(n+1)−n−2 and y20 = −q4t(n+1)−n−2.
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This implies that x0y0 = ±q2(t+ℓ)(n+1)−n−2. Hence if t + ℓ is odd, then a numerator term
vanishes
j(q2n/x20y
2
0; q
8(n+1)) = j(q−4(t+ℓ−1)(n+1); q8(n+1)) = 0.
If t + ℓ is even, we have two cases to deal with. If x0y0 = q
2(t+ℓ)(n+1)−n−2, then in the
numerator,
j(qn+2x0y0; q
4(n+1)) = j(q2(t+ℓ)(n+1); q4(n+1)) = 0.
If x0y0 = −q2(t+ℓ)(n+1)−n−2, then upon multiplying both sides by x0 and using the value of
x20, we have that y0 = x0q
2(t−ℓ)(n+1); however, this is a pole of type I, which is excluded. 
Lemma 6.31. Let n and x0 be as in Definition 6.26 and ζn be an n-th root of unity. We
write x0 = ωq
ℓ∗(2n+3)−(n+3)/2 where ℓ ∈ Z, ℓ∗ := ℓ−{(n−1)/2} with 0 ≤ {α} < 1 denoting
the fraction part of α, and ω3 = 1. We can assume ω 6= 1 because ω = 1 is a removable
pole for Θn,2(x, y, q). T
2
n,3(y, q) is meromorphic for y 6= 0 and has poles at points y0, where
y0 satisfies at least one of the following two conditions:
I. y0 = ζnx0q
3t(2n+3),
II. y30 = q
3t∗(2n+3)−3(n+3)/2 (or y0 = ω
sqt
∗(2n+3)−(n+3)/2 where s ∈ {0, 1, 2}),
where t ∈ Z and t∗ := t−{(n−1)/2}. If y0 satisfies I or II exclusively, then it is a simple
pole. When this is the case, the residues are as follows. For poles of type I, the residue
at such a y0 for t = 0 is
I. (−1)n+1ζ1−ℓ∗+(n+1)/2n ω1−2ℓ
∗
(1− ω)q−2(2n+3)(ℓ
∗
−1
2 )−
3
4
(n2−2n−3)J3n/
(
3nJ33n(2n+3)
)
.
Given the residue at t = 0, one can use the functional equation of Lemma 6.29 to compute
the residue for general t ∈ Z. Poles of type II are removable.
Proof of Lemma 6.31. We prove the n even case because the equations are more compact.
The proof for n odd is similar. The first part follows from Definition 6.26. When we
compute the residue for the corresponding pole of R2n,3(y, q), we must choose the same
primitive third root of unity.
We prove the residue for poles of type I for ζn 6= 1. The case where ζn = 1 is similar.
Using Proposition 1.4 and simplifying with (1.2a) yields
lim
y→ζnx0
(y − ζnx0)T 2n,3(y, q) =
(−1)ℓζn/2n x0q3(2n+3)(
ℓ
2)−n(3n+2)/4
3n
· J3n
J23(2n+3)J
3
3n(2n+3)J
2
2n+3
·j(ζn; q
3(2n+3))j(q3n/2+3x0, q
3n/2+3ζnx0; q
2n+3)
j(q9n/2+9ζ3nx
3
0; q
3(2n+3))
(6.42)
·
{
j(q5n/2+6ζnx
3
0, q
5n/2+6ζ2nx
3
0; q
3(2n+3))− q
n
ζnx20
j(qn/2+3ζnx
3
0, q
n/2+3ζ2nx
3
0; q
3(2n+3))
}
.
Substituting in for x0 from Definition 6.26, the first line of (6.42) can be written
(−1)ℓζn/2n ωq3(2n+3)(
ℓ
2)+ℓ(2n+3)−3n/2−3 · J3n/3nqn(3n+2)/4J23(2n+3)J33n(2n+3)J22n+3. (6.43)
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We rewrite the quotient of theta functions in the second line of (6.42). The first theta
function in the numerator can be left as is. Substituting for x0, the second theta function
in the numerator is
j(q3n/2+3x0; q
2n+3) = j(ωqℓ(2n+3); q2n+3) = (−1)ℓq−(2n+3)(ℓ2)ω−ℓj(ω; q2n+3) (by (1.2a))
= (−1)ℓω−ℓ(1− ω)q−(2n+3)(ℓ2)J3(2n+3).
Using (1.2a), the third theta function in the numerator becomes
j(q3n/2+3ζnx0; q
2n+3) = j(ωζnq
ℓ(2n+3); q2n+3) = (−1)ℓω−ℓζ−ℓn q−(2n+3)(
ℓ
2)j(ωζn; q
2n+3).
Again using (1.2a), the theta function in the denominator can be rewritten
j(q9n/2+9ζ3nx
3
0; q
3(2n+3)) = j(ζ3nq
3ℓ(2n+3); q3(2n+3)) = (−1)ℓζ−3ℓn q−3(2n+3)(
ℓ
2)j(ζ3n; q
3(2n+3)).
Assembling the pieces, the second line of (6.42) can thus be rewritten
(−1)ℓζ2ℓn ω−2ℓ(1− ω)q(2n+3)(
ℓ
2)J3(2n+3)j(ζn; q
3(2n+3))j(ωζn; q
2n+3)/j(ζ3n; q
3(2n+3)). (6.44)
We rewrite the expression in braces from (6.42). The first theta function of the first
product is
j(q5n/2+6ζnx
3
0;q
3(2n+3)) = j(ζnq
3ℓ(2n+3)−(2n+3); q3(2n+3))
= (−1)ℓq−3(2n+3)(ℓ2)(ζnq−(2n+3))−ℓj(ζnq−(2n+3); q3(2n+3)) (by (1.2a))
= (−1)ℓ+1ζ1−ℓn q−3(2n+3)(
ℓ
2)+(ℓ−1)(2n+3)j(ζnq
2(2n+3); q3(2n+3)).
The arguments for the next three theta functions are similar. We have
j(q5n/2+6ζ2nx
3
0; q
3(2n+3)) = (−1)ℓ+1ζ2−2ℓn q−3(2n+3)(
ℓ
2)+(ℓ−1)(2n+3)j(ζ2nq
2(2n+3); q3(2n+3)),
j(qn/2+3ζnx
3
0; q
3(2n+3)) = (−1)ℓ+1ζ1−ℓn q−3(2n+3)(
ℓ
2)+2(ℓ−1)(2n+3)j(ζnq
2n+3; q3(2n+3)),
j(qn/2+3ζ2nx
3
0; q
3(2n+3)) = (−1)ℓ+1ζ2−2ℓn q−3(2n+3)(
ℓ
2)+2(ℓ−1)(2n+3)j(ζ2nq
2n+3; q3(2n+3)).
Noting that qn/(ζnx
2
0) = ωζ
−1
n q
−2ℓ(2n+3)+2(2n+3), the expression in the braces from (6.42)
becomes
ζ3−3ℓn q
−6(2n+3)(ℓ2)+2(ℓ−1)(2n+3) ·
{
j(ζnq
2(2n+3), ζ2nq
2(2n+3); q3(2n+3))
− ωζ−1n j(ζnq2n+3, ζ2nq2n+3; q3(2n+3))
}
.
We rewrite the above using Proposition 1.6 with the substitutions ω = ω, q = q2n+3,
y = ζnq
2n+3. Simplifying with (1.2a) yields
− ζ2−3ℓn ωq−6(2n+3)(
ℓ
2)+2(ℓ−1)(2n+3)j(ω2ζn; q
2n+3) · j(ζnq
2(2n+3), ζnq
2n+3; q3(2n+3))
J3(2n+3)
. (6.45)
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Putting (6.43), (6.44), and (6.45) together, we obtain
lim
y→y0
(y − y0)T 2n,3(y, q) = −
ζ
2−ℓ+n/2
n ω2−2ℓ(1− ω)q−(2n+3)(ℓ2−4ℓ+3)−3n2/4
3n
· J3n
J23(2n+3)J
3
3n(2n+3)J
2
2n+3
· j(ζn, ζnq
2n+3, ζnq
2(2n+3); q3(2n+3))j(ωζn, ω
2ζn; q
2n+3)
j(ζ3n; q
3(2n+3))
.
Using properties (1.2d) and (1.2g), the second line of (6.42) becomes J23(2n+3)J
2
2n+3. The
result follows.
We prove that poles of type II are removable. The s = 0 case is straightforward. For
s = 1, 2, because we are excluding poles of type I, it suffices to show that the expression
in braces in T 2n,3(y, q) in (6.37) evaluates to zero. We unwind the theta functions in the
braced expression of (6.37) with (1.2a) and pull out a common factor. Substituting for
x0, we see that we must show that the following vanishes
j(ω2yq2ℓ(2n+3)−n/2, ωy2qℓ(2n+3)+n+3; q3(2n+3)) (6.46)
− ω2y−1q−ℓ(2n+3)+5n/2+3j(ω2yq2ℓ(2n+3)−5n/2−3, ωy2qℓ(2n+3)−n; q3(2n+3)).
Using Proposition 1.6 with the substitutions ω = ω, q = q2n+3, y = ω2yq2ℓ(2n+3)−5n/2−3
yields
j(ωyq2ℓ(2n+3)−5n/2−3, q2n+3)
J3(2n+3)
· j(ω2yq2ℓ(2n+3)−n/2, ω2yq2ℓ(2n+3)−5n/2−3; q3(2n+3))
= yq2ℓ(2n+3)−5n/2−3j(ω2yq2ℓ(2n+3)−5n/2−3, ωy2q4ℓ(2n+3)−n; q3(2n+3))
+ j(ω2yq2ℓ(2n+3)−n/2, ωy2q4ℓ(2n+3)−5n−6; q3(2n+3))
= (−1)ℓ+1ω1−ℓy2−2ℓq−3(2n+3)(ℓ2)−ℓ2(2n+3)+7ℓn+9ℓ−5n−6 (6.47)
·
{
j(ω2yq2ℓ(2n+3)−n/2, ωy2qℓ(2n+3)+n+3; q3(2n+3))
− ω2y−1q−ℓ(2n+3)+5n/2+3j(ω2yq2ℓ(2n+3)−5n/2−3, ωy2qℓ(2n+3)−n; q3(2n+3))
}
,
where the last equality follows from (1.2a) and simplifying. To show that (6.46) evaluates
to zero for y0, we consider the extreme left-hand side of (6.47). For s = 2, the first theta
function in the numerator is
j(ωyq2ℓ(2n+3)−5n/2−3, q2n+3) = j(q(2ℓ+t)(2n+3)−2(2n+3), q2n+3) = 0.
For s = 1 we have subcases. When 2ℓ + t ≡ 1 (mod 3), the second theta function in the
numerator is
j(ω2yq2ℓ(2n+3)−n/2; q3(2n+3)) = j(q(2ℓ+t)(2n+3)−(2n+3); q3(2n+3)) = 0.
When 2ℓ+ t ≡ 2 (mod 3), the third theta function in the numerator becomes
j(ω2yq2ℓ(2n+3)−5n/2−3; q3(2n+3)) = j(q(2ℓ+t)(2n+3)−2(2n+3); q3(2n+3)) = 0.
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When 2ℓ + t ≡ 0 (mod 3), then y0 = x0q(t−ℓ)(2n+3) is pole of type I, which we have
excluded. 
Lemma 6.32. Let n and x0 be as in Defintion 6.27 and ζn and n-th root of unity. We
write x20 = iq
2ℓ(2n+4)−(n+4) where ℓ ∈ Z and i2 = −1. T 2n,4(y, q) is meromorphic for y 6= 0
and has poles at points y0, where y0 satisfies at least one of the following two conditions:
I. y0 = ζnx0q
4t(2n+4),
II. y40 = −q4t(2n+4)−(2n+8) (or y20 = ±iq2t(2n+4)−(n+4)),
where t ∈ Z. If y0 satisfies I or II exclusively, then it is a simple pole. When this is the
case, the residues are as follows. For poles of type I, the residue at such a y0 for t = 0 is
I.
i−1−ℓζ
−ℓ+1+(n+1)/2
n
4nJ34n(2n+4)
q−2(2n+4)(
ℓ−1
2 )−n2+n+3 ·
{
(1− i)J4n,16n + ix0q2−ℓ(2n+4)J8n,16n
}
.
Given the residue at t = 0, one can use the functional equation of Lemma 6.29 to compute
the residue for general t ∈ Z. Poles of type II are removable.
Proof. The first part follows from the Definition of 6.27. When we identify the corre-
sponding pole of R2n,4(y, q), we must have the same primitive fourth root of unity.
We prove the residue for poles of type I where ζn 6= 1. The proof when ζn = 1 is similar.
Using Proposition 1.4, we have
lim
y→ζnx0
(y − ζnx0)T 2n,4(y, q) =
(−1)ℓζ1+(n+1)/2n x40q4(2n+4)(
ℓ
2)−(n2+n−3)j(ζn; q
4(2n+4))
4nJ34(2n+4)J
3
4n(2n+4)j(−q2n+8ζ4nx40; q4(2n+4))
·
[
J4n,16n · j(q
6n+16ζ2nx
4
0; q
4(2n+4))j(qn+4ζnx
2
0; q
2(2n+4))j(−q2(2n+4)ζn; q4(2n+4))
J32(2n+4)J8(2n+4)
·
{
j(−q2n+8ζ2nx40; q4(2n+4))j(q2(2n+4)ζ2n; q4(2n+4))J24(2n+4)
+
qn+4x20j(−q6n+16ζ2nx40; q4(2n+4))j(q4n+8ζn; q4(2n+4))2j(−ζn; q4(2n+4))2
J4(2n+4)
}
−qζ−1n x−10 J8n,16n ·
j(q2n+8ζ2nx
4
0, q
4(2n+4))j(q3n+8ζnx
2
0, q
2(2n+4))j(−ζn, q4(2n+4))
J22(2n+4)
·
{qn+1j(−q2n+8ζ2nx40; q4(2n+4))j(q4n+8ζ2n; q4(2n+4))J8(2n+4)
J4(2n+4)
+
qζnx
2
0j(−q6n+16ζ2nx40; q4(2n+4))j(q4(2n+4)ζ2n; q8(2n+4))2
J8(2n+4)
}]
.
Arguing as we did in the proof of Lemma 6.24 yields the result.
We prove that poles of type II are removable. Because poles of type I are excluded,
it suffices to show that the expression in brackets in Definition 6.27 evaluates to zero.
Because of the functional equation satisfied by T 2n,4(y, q) in Proposition 6.29, we only
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need to consider poles of type II where t = 0, 1, 2, 3. We prove the case y20 = iq
−(n+4);
the other seven cases are similar so the proofs will be omitted. The term in brackets in
Definition 6.27 can thus be written
[
J4n,16n · j(q
6n+16x20y
2
0; q
4(2n+4))j(qn+4x0y0; q
2(2n+4))j(−q2(2n+4)y0/x0; q4(2n+4))
J32(2n+4)J8(2n+4)
·
{
j(−q2n+8x20y20; q4(2n+4))j(q2(2n+4)y20/x20; q4(2n+4))J24(2n+4)
+
qn+4x20j(−q6n+16x20y20; q4(2n+4))j(q4n+8y0/x0; q4(2n+4))2j(−y0/x0; q4(2n+4))2
J4(2n+4)
}
−qy−10 J8n,16n ·
j(q2n+8x20y
2
0, q
4(2n+4))j(q3n+8x0y0, q
2(2n+4))j(−y0/x0, q4(2n+4))
J22(2n+4)
·
{qn+1j(−q2n+8x20y20; q4(2n+4))j(q4n+8y20/x20; q4(2n+4))J8(2n+4)
J4(2n+4)
+
qx0y0j(−q6n+16x20y20; q4(2n+4))j(q4(2n+4)y20/x20; q8(2n+4))2
J8(2n+4)
}]
. (6.48)
Because y20 = iq
−(n+4) and x20 = iq
2ℓ(2n+4)−(n+4), we have
y0/x0 =± q−ℓ(2n+4), (6.49)
x0y0 =± iqℓ(2n+4)−(n+4), (6.50)
where the sign in (6.49) determines the respective sign in (6.50). Inserting everything into
(6.48) produces
[
J4n,16n · j(−q
2(ℓ+1)(2n+4); q4(2n+4))j(±iqℓ(2n+4); q2(2n+4))j(∓q(2−ℓ)(2n+4); q4(2n+4))
J32(2n+4)J8(2n+4)
·
{
j(q2ℓ(2n+4); q4(2n+4))j(q2(1−ℓ)(2n+4); q4(2n+4))J24(2n+4)
+
qn+4x20j(q
2(1+ℓ)(2n+4); q4(2n+4))j(±q(2−ℓ)(2n+4); q4(2n+4))2j(∓q−ℓ(2n+4); q4(2n+4))2
J4(2n+4)
}
−qy−10 J8n,16n ·
j(−q2ℓ(2n+4); q4(2n+4))j(±iq(ℓ+1)(2n+4); q2(2n+4))j(∓q−ℓ(2n+4); q4(2n+4))
J22(2n+4)
·
{qn+1j(q2ℓ(2n+4); q4(2n+4))j(q2(1−ℓ)(2n+4); q4(2n+4))J8(2n+4)
J4(2n+4)
± i · q
ℓ(2n+4)−n−3j(q2(1+ℓ)(2n+4); q4(2n+4))j(q2(2−ℓ)(2n+4); q8(2n+4))2
J8(2n+4)
}]
, (6.51)
where the sign choice follows from (6.49). We now have several subcases to consider
depending on the parity of ℓ and the sign choice in (6.49). Suppose ℓ is odd, then
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expressions in the first and second set of braces are both zero, i.e. both products within
each set of braces are zero. Suppose ℓ is even and we take the plus sign choice in (6.49).
Here we must have that ℓ ≡ 2 (mod 4), otherwise we would have a pole of type I which
we have excluded. Indeed, we would have y0 = x0q
4(ℓ/4)(2n+4). So we have that ℓ ≡ 2
(mod 4). Here both products within each set of braces are zero. Suppose ℓ is even and
we take the minus sign choice in (6.49). If ℓ ≡ 0 (mod 4), then both products within the
first set of braces is zero and the coefficient of the second set of braces is zero. If ℓ ≡ 2
(mod 4), then the coefficient of the first set of braces is zero and the both products within
the second set of braces are zero. For the other seven cases, when an expression within
braces evaluates to zero it is not always that both products are zero. One may have to
argue as the proof of Lemma 6.24 and use (1.2f) with m = 2 or use (1.4b) to combine the
two products into a single product which is easily seen to be zero. 
7. Proof of Corollary 0.5
We prove (0.6), which is equivalent to f5,5,1(q
5, q2, q) = J2J10. Specializing Theorem 0.4,
f5,5,1(x, y, q) = j(x; q
5)m(−q4x−1y, q4,−1) + j(y; q)m(−q10xy−5, q20,−1)
− 1
4J4,16J20,80
4∑
d=0
q2d(d+1)j
(
q4+4dy; q5
)
j
(− q16−4dxy−1; q20) J
3
20j
(
q14+4dy−4; q20
)
j
(
q10xy−5, q4+4dx−1y; q20
) ,
Substituting in for x, y yields
f5,5,1(q
5, q2, q) = 0 + 0− 1
4J4,16J20,80
4∑
d=0
q2d(d+1)
j(q6+4d; q5)j(−q19−4d; q20)J320j(q6+4d; q20)
J5,20j(q1+4d; q20)
= − 1
4J4,16J20,80
[J6,5J1,20J320J6,20
J5,20J1,20
+ 0 + q12
J14,5J11,20J
3
20J14,20
J5,20J9,20
+ q24
J18,5J7,20J
3
20J18,20
J5,20J13,20
+ q40
J22,5J3,20J
3
20J22,20
J5,20J17,20
]
=
1
4J4,16J20,80
· J
3
20
J5,20
·
[
q−1J1,5J6,20
{J1,20
J1,20
− J9,20
J9,20
}
+ J2,5J2,20
{J7,20
J7,20
+
J3,20
J3,20
}]
,
where the last line follows from (1.2a). Applying (1.4c) to the expression in the first set
of braces and (1.4d) to the expression in the second set of braces yields
f5,5,1(q
5, q2, q) =
1
2J4,16J20,80
· J
3
20
J5,20
· J10,40 ·
[ J1,5J6,20
J1,20J9,20
· J8,40 + J2,5J2,20
J7,20J3,20
· J16,40
]
=
1
2J4,16J20,80
· J
3
20
J5,20
· J10,40 · J10
J220
· J5
J210
[J1,10J6,10J6,20
J1,10
· J8,40 + J2,10J7,10J2,20
J3,10
· J16,40
]
,
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where the last line follows from (1.2d). Simplifying,
f5,5,1(q
5, q2, q) =
J4J10
2J28J40
[
J6,10J6,20J8,40 + J2,10J2,20J16,40
]
=
J4J10
2J28J40
· J40
J220
·
[
J6,10J6,20J4,20J4,20 + J2,10J2,20J8,20J8,20
]
=
J4J10
2J28J40
· J40
J220
· J
2
20
J10
·
[
J26,10J4,20 + J
2
2,10J8,20
]
=
J4
2J28
[
J26,10J4,20 + J
2
2,10J8,20
]
,
where the second and third equalities follow from (1.2g) and (1.2d) respectively, and the
last equality follows from simplifying. We recall the identities J1,5j(q
4;−q5) = J2,4J2,10
and J2,5j(q
2;−q5) = J2,4J4,10 and use them to obtain
f5,5,1(q
5, q2, q) =
J4
2J28
[J24,10J2,10j(q8;−q10)
J4,8
+
J22,10J4,10j(q
4;−q10)
J4,8
]
=
J4
2J28
· J2,10J4,10
J4,8
[
J4,10j(q
8;−q10) + J2,10j(q4;−q10)
]
=
J4
2J28
· J2,10J4,10
J4,8
[
J4,10
J8,20J18,20
J10,40
+ J2,10
J4,20J14,20
J10,40
]
=
J2J10
2J8J40
[
J6,20J2,20 + J2,20J6,20
]
,
where the third equality follows from (1.2e), and the last follows (1.2d) and the identity
J1,5J2,5 = J1J5. The result then follows from applying (1.4d) to the expression in brackets.
8. Proofs of the corollaries to the four subtheorems
The following proposition will facilitate the proofs of the corollaries.
Proposition 8.1. Let ℓ ∈ Z, p ∈ {1, 2, 3, 4} and n ∈ N with (n, p) = 1. For generic
x, y ∈ C∗
fn,n+p,n(x, y, q) = gn,n+p,n(x, y, q, q
ℓnpyn/xn, q−ℓnpxn/yn)−(−x)ℓqn(ℓ2)Θn,p(qℓnx, qℓ(n+p)y, q).
Proof. Recall the summation convention of Proposition 5.3. Using Proposition 5.3 with
k = 0, we have
fn,n+p,n(x, y, q) = (−x)ℓqn(
ℓ
2)
[
gn,n+p,n(q
nℓx, q(n+p)ℓy, q, qℓnpyn/xn, q−ℓnpxn/yn)
−Θn,p(qℓnx, qℓ(n+p)y, q)
]
+
ℓ−1∑
m=0
(−x)mqn(m2 )j(qm(n+p)y; qn).
We focus on the gn,n+p,n term and write it out to obtain
n−1∑
r=0
q−ℓprxr
qpr2yr
j(qpr+(n+p)ℓy; qn)m
(
− qn(np+(p+12 ))−(r+ℓ)p(2n+p) (−x)
n
(−y)n+p , q
np(2n+p),
qℓpnyn
xn
)
(8.1)
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+
n−1∑
r=0
qℓpryr
qpr2xr
j(qpr+nℓx; qn)m
(
− qn(np+(p+12 ))−rp(2n+p) (−y)
n
(−x)n+p , q
np(2n+p),
q−ℓpnxn
yn
)
.
We unwind both theta functions with (1.2a) and then replace r with r− ℓ in the first sum
to have
(−1)ℓ
xℓqn(
ℓ
2)
[ n+ℓ−1∑
r=ℓ
xr
qpr2yr
j(qpry; qn)m
(
− qn(np+(p+12 ))−rp(2n+p) (−x)
n
(−y)n+p , q
np(2n+p),
qℓpnyn
xn
)
+
n−1∑
r=0
yr
qpr2xr
j(qprx; qn)m
(
− qn(np+(p+12 ))−rp(2n+p) (−y)
n
(−x)n+p , q
np(2n+p),
q−ℓpnxn
yn
)]
. (8.2)
The second sum in (8.2) is exactly what we want. We rewrite the first sum in (8.2) using∑n+ℓ−1
r=ℓ =
∑n−1
r=ℓ +
∑n+ℓ−1
r=n :
ℓ−1∑
r=0
xr
qpr2yr
j(qpry; qn)
[
m
(
− qn(np+(p+12 ))−rp(2n+p) (−x)
n
(−y)n+p , q
np(2n+p),
qℓpnyn
xn
)
− 1
]
,
where we have replaced r with r + n, unwound the theta function with (1.2a), and then
used (2.2e). The result follows. 
8.1. Proof of Corollary 0.7. Rewriting the respective Hecke-type sum formulas from
[12], [13]:
J1,2φ(q) = f2,3,2(q
2, q2, q), (8.3)
J1,2ψ(q) = −q2f2,3,2(q4, q4, q), (8.4)
J1,4X(q) = f2,3,2(−q3,−q3, q2), (8.5)
J1,4(2− χ(q)) = qf2,3,2(−q−1,−q−1, q2). (8.6)
Specializing Theorem 0.6 to n = 2 and using Proposition 8.1 yields
Corollary 8.2. Let ℓ ∈ Z. For generic x, y ∈ C∗
f2,3,2(x, y, q) =
1∑
r=0
[ xr
qr2yr
j(qry; q2)m
(q6−5rx2
y3
, q10,
q2ℓy2
x2
)
(8.7)
+
yr
qr2xr
j(qrx; q2)m
(q6−5ry2
x3
, q10,
x2
q2ℓy2
)]
.
To prove (4.43), we use (8.7) with ℓ = 1
φ(q) = f2,3,2(q
2, q2, q)/J1,2 = −q−2m(q−1, q10, q2)− q−2m(q−1, q10, q−2)
= −q−1m(q, q10, q−2)− q−1m(q, q10, q2) (by (2.2b))
= −q−1m(q, q10, q)− q−1m(q, q10, q2). (by Cor 2.4)
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For (4.44), we use (8.7) with ℓ = 2. To prove (4.45), we use (8.7) with ℓ = 1
X(q) = f2,3,2(−q3,−q3, q2)/J1,4
= m(−q9, q20, q4) + q−3m(−q−1, q20, q4) +m(−q9, q20, q−4) + q−3m(−q−1, q20, q−4)
= m(−q9, q20, q4) + q−3m(−q−1, q20, q4) +m(−q9, q20, q16) + q−3m(−q−1, q20, q16)
= m(−q2, q5, q) +m(−q2, q5, q4),
where the the last two equalities follow from (2.2a) and Corollary 2.7 respectively. For
(4.46), we use (8.7) with ℓ = 2 and argue as above and use (2.2c) as well as (2.2b)
8.2. Proof of Corollary 0.8. We rewrite the respective Hecke-type sums from [19]:
J1F0(q) = f3,4,3(q2, q2, q), (8.8)
J1F1(q) = qf3,4,3(q4, q4, q), (8.9)
J1F2(q) = f3,4,3(q3, q3, q). (8.10)
Specializing Theorem 0.6 to n = 3 and using Proposition 8.1 yields
Corollary 8.3. Let ℓ ∈ Z. For generic x, y ∈ C∗
f3,4,3(x, y, q) =
2∑
r=0
[ xr
qr2yr
j(qry; q3)m
(q12−7rx3
y4
, q21,
q3ℓy3
x3
)
(8.11)
+
yr
qr2xr
j(qrx; q3)m
(q12−7ry3
x4
, q21,
x3
q3ℓy3
)]
.
To prove (4.32), we use (8.11) with ℓ = 3
F0(q) = f3,4,3(q2, q2, q)/J1
= m(q10, q21, q9)− q−5m(q−4, q21, q9) +m(q10, q21, q−9)− q−5m(q−4, q21, q−9)
= m(q10, q21, q9)− q−1m(q4, q21, q−9) +m(q10, q21, q−9)− q−1m(q4, q21, q9),
where the last line follows from (2.2b). For (4.33) (resp. (4.34)) we use (8.11) with ℓ = 1
(resp. ℓ = 2).
8.3. Proof of Corollary 0.12. We rewrite the respective Hecke-type sum formulations
from [3]:
J1f0(q) = f3,7,3(q
2, q2, q) + q3f3,7,3(q
7, q7, q) = f3,7,3(q
5/8,−q5/8,−q1/4), (8.12)
J1f1(q) = f3,7,3(q
3, q3, q) + q4f3,7,3(q
8, q8, q) = f3,7,3(q
9/8,−q9/8,−q1/4), (8.13)
J2F0(q) = f3,7,3(q
4, q6, q2)− q7f3,7,3(q14, q16, q2)
= 1
4
Re{f3,7,3(q7/16, q15/16, iq1/8) + f3,7,3(−q7/16,−q15/16,−iq1/8) + 2J2}, (8.14)
J2F1(q) = f3,7,3(q
6, q8, q2)− q9f3,7,3(q16, q18, q2)
= 1
4
Re{f3,7,3(q15/16, q23/16, iq1/8) + f3,7,3(−q15/16,−q23/16,−iq1/8)}, (8.15)
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where we also used Propositions 5.1, 5.2, and Corollary 5.4. Specializing Theorem 0.11
to n = 3 gives
Corollary 8.4. For generic x, y ∈ C∗
f3,7,3(x, y, q) =
2∑
r=0
[ xr
q4r2yr
j(q4ry; q3)m(−q66−40rx3/y7, q120, y3/x3)
+
yr
q4r2xr
j(q4rx; q3)m(−q66−40ry3/x7, q120, x3/y3)
]
−Θ3,4(x, y, q),
where
Θ3,4(x, y, q) : =
q−9y2j(y/x; q40)
j(y3/x3; q120)j(−q14x4,−q14y4; q40)
{
J12,48S1 − qJ24,48S2
}
,
with
S1 : =
j(q34x2y2; q40)j(q7xy; q20)j(−q20y/x; q40)
J320J80
·
{
j(−q14x2y2, q20y2/x2; q40)J240 +
q7x2j(−q34x2y2; q40)j(q20y/x,−y/x; q40)2
J40
}
,
S2 : =
j(q14x2y2; q40)j(q17xy; q20)j(−y/x; q40)
J220
·
{q4j(−q14x2y2; q40)j(q20y2/x2; q40)J80
yJ40
+
qxj(−q34x2y2; q40)j(q40y2/x2; q80)2
J80
}
.
For (4.11), we use (8.12) to first obtain the g3,7,3(x, y, q, y
3/x3, x3/y3) expression
g3,7,3(q
5/8,−q5/8,−q1/4,−1,−1) =
[
j(−q5/8;−q3/4) + j(q5/8;−q3/4)
]
m(q14, q30,−1)
− q−1
[
j(−q13/8;−q3/4) + j(q13/8;−q3/4)
]
m(q4, q30,−1)
+ q−4
[
j(−q21/8;−q3/4) + j(q21/8;−q3/4)
]
m(q−6, q30,−1)
= 2J1m(q
14, q30,−1) + 2q−2J1m(q4, q30,−1),
where the last line follows by applying (1.2f) with m = 2 to each theta function within
brackets. Upon substitution of the values of x, y, q from (8.12) into Θ3,4(x, y, q), three of
the four theta quotients vanish
Θ3,4(q
5/8,−q5/8,−q1/4) = −q
−1J0,10J3,12j(q
11; q10)J3,5J
2
5,10J
2
10
J0,30J6,10J35J20
=
q−2J0,10J3,12J5J1
J0,30J8,20
,
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where the last equality follows from J1J5 = J1,5J2,5 and simplifying. Hence,
f0(q) = 2m(q
14, q30,−1) + 2q−2m(q4, q30,−1)− q
−2J0,10J3,12J5
J0,30J8,20
= 2m(q14, q30, q4) + 2q−2m(q4, q30, q4)
+ 2
J330J4,30
J0,30J4,30
[ J18,30
J14,30J18,30
+
q−2J8,30
J4,30J8,30
]
− J0,10J3,12J5
q2J0,30J8,20
(by Thm 2.3)
= 2m(q14, q30, q4) + 2q−2m(q4, q30, q4) +
2J6,30J
2
10
q2J0,30J2,10
− J0,10J3,12J5
q2J0,30J8,20
,
where the last line follows from Proposition 1.1 with q = q30, a = −q11, b = q3, c = q5, d =
q7 and identity (1.2d). It remains to show
2q−2J6,30J
2
10
J0,30J2,10
− q
−2J0,10J3,12J5
J0,30J8,20
=
J5,10J2,5
J1
, (8.16)
which is equivalent to
J5,20J6,30 − q2J1,5J30,120 = J2,20J3,12. (8.17)
Using J1,4J1,10 = J2,5J4,20, (8.17) is then equivalent to (1.9) with the x = 1. For (4.16),
we argue as above, using Proposition 1.1 with q = q30, a = −q7, b = q, c = q5, d = q9, to
reduce the problem to
2J210
J0,30
· q
−3J12,30
J4,10
=
J0,10J3,12J5
J0,30
· q
−3
J4,20
+
J5,10
J1
· J1,5, (8.18)
which is equivalent to
J5,20J12,30 − q3J2,5J30,120 = J6,20J3,12. (8.19)
Using the fact that J1,4J3,10 = J1,5J8,20, (8.19) is then equivalent to (1.9) with the x = q
6.
For (4.14) and (4.19) we argue as above but use (1.10).
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