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ABSTRACT 
The o b j e c t  of t h i s  s t u d y  is t o  revise t h e  c l a s s i c a l  c o n t r o l  
s y s t e m  s t a b i l i t y  c r i t e r i o n  and t o  d e v i s e  methods for  de te rmining  the  
region of s t a b i l i t y .  The r e v i s i o n  o f  t h e  s t a b i l i t y  d e f i n i t i o n  i s  
motivated by the need for  increased physical  re levance.  Excursion 
s t a b i l i t y  is d e f i n e d  i n  s u c h  a way t h a t  t h e  p r a c t i c a l  c o n s t r a i n t s  o n  
the  system are incorpora ted  in to  the  s tab i l i ty  measure .  Computa t iona l  
a lgori thms are devised which are used to  determine the region of ex- 
c u r s i o n  s t a b i l i t y .  Two d is t inc t  a lgor i thms evolve  which  are compared 
on  the  bas i s  of  computa t iona l  e f f ic iency .  
The s t a b i l i t y   c r i t e r i o n  i s  based on s a t i s f a c t i o n  o f  c e r t a i n  
s ta te -space  cons t ra in ts .  The c o n s t r a i n t s  are s e l e c t e d  by  considering 
t h e  p r a c t i c a l  l i m i t a t i o n s  o f  t h e  s y s t e m  and t h e  r e g i o n  o f  v a l i d i t y  o f  
the system model. The r e g i o n  o f  e x c u r s i o n  s t a b i l i t y  c o n s i s t s  o f  a l l  
those dis turbed system s ta tes  for which the  ensuing  t ra jec tory  does  not  
v i o l a t e   t h e   c o n s t r a i n t s  . 
The problem of  represent ing the s tabi l i ty  region is  considered 
pr ior   to   the  development  of s t a b i l i t y  a n a l y s i s  t e c h n i q u e s .  The reg ion  
o f  s t a b i l i t y  is approximated by an  in sc r ibed  r eg ion  of a prescr ibed  
shape. The prescr ibed shape is s e l e c t e d  on t h e  b a s i s  of the relative 
sever i ty  of  the  d is turbances  which  are expected on each of the s ta te  
va r i ab le s .  
ix 
The a n a l y s i s  problem is cons idered  in  the  fo l lowing  context .  
Given a mathematical  model  of  the control  system in the form o f  s t a t e  
equations, and given also a set o f  s t a t e - space  cons t r a in t s ,  f i nd  the  
largest  region of the given shape from which no emanat ing  t ra jec tor ies  
of  the  sys tem vio la te  the  spec i f ied  cons t ra in ts .  This  ana lys i s  can  
only be performed on very simple systems unless a computational a i d  
is used.  Therefore,   the  analysis  problem is reformula ted   in to   an  
optimization problem so that  the computational methods already devised 
f o r  t h e  la t ter  may b e  a p p l i e d  t o  t h e  s t a b i l i t y  a n a l y s i s  problem. 
The reformulated problem consists of a sea rch  fo r  t he  reverse 
t r a j e c t o r y  of t h e  s y s t e m  e q u a t i o n s  i n i t i a t i n g  on t h e  c o n s t r a i n t  bound- 
ary which minimizes a p o s i t i v e  d e f i n i t e  s ta te  func t ion  ca l l ed  a shape 
funct ion.  The reverse t r a j e c t o r y  i s  a so lu t ion  o f  t he  o r ig ina l  sys t em 
equat ions with time running  backwards. One computational  algorithm is 
generated by at tacking the opt imizat ion problem with a random seeking 
method.  Another a lgor i thm evolves  f rom the  appl ica t ion  of  var ia t iona l  
ca l cu lus  to  the  op t imiza t ion  problem. The r e s u l t i n g  two point  boundary 
value  problem is so lved  numer ica l ly  us ing  quas i l inear iza t ion .  Cont ro l led  
exper iments  wi th  both  a lgor i thms indica te  tha t  the  random search  is  the  
b e t t e r  o f  t h e  two methods. 
Some suggest ions are made f o r  t h e  development of synthesis  pro-  
cedures  based on excursion s tabi l i ty .  
There are e s s e n t i a l l y  two con t r ibu t ions  made i n  t h i s  work. 
F i r s t ,  t h e  r e v i s i o n  o f  t h e  s t a b i l i t y  c r i t e r i o n  t ies  s t a b i l i t y  a n a l y s i s  
to  the physical  system and thereby makes s t a b i l i t y  a n a l y s i s  u s e f u l  f o r  
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engineering purposes.  Another contribution of t he  work is the  develop- 
ment of computational algorithms for evaluating the s t a b i l i t y  o f  non- 
l inear  sys tems.  A key fea ture  of  these  a lgor i thms is t h e  f a c t  t h a t  it 
is no t  necessa ry  to  select any s ta te  f u n c t i o n s  o n  a n y  i n t u i t i v e  o r  
s emi - in tu i t i ve  bas i s ,  as is t h e  case with the second method of Liapunov. 
Therefore ,  the  a lgor i thms are no t  i nhe ren t ly  l i m i t e d  t o  low-order 
sys terns. 
x i  
Chapter One 
In t roduct ion  
1.1 Int roduct ion  
Adequate methods have not  yet  been developed for  the design of  
l a r g e  dynamic  systems. I f  t h e  d e s i r e d  s y s t e m  o p e r a t e s  i n  s u c h  a way 
tha t  t he  phys ica l  quan t i t i e s  i nvo lved  do not  traverse a w i d e  q u a n t i t a t h e  
range, then some success can be enjoyed by l inear iz ing the system under  
s tudy and applying l inear  design techniques.  Quite  of ten the inherent  
nonl inear i t ies  of  the system cannot  be so ignored.  Synthesis  procedures  
applicable to systems which must be modeled by nonlinear describing 
equat ions are v i r tua l ly  nonex i s t en t .  The development  of  nonlinear  design 
techniques must necessarily follow the establishment of meaningful good- 
ness measures and system evaluation methods. The development  of  methods 
for  the  ana lys i s  of  nonl inear  sys tems based  on  a meaningful goodness 
cr i ter ia  is the goal toward which the research described herein is  
d i r e c t e d .  
The minimum requi rements  for  usefu lness  of  a system are r e f e r r e d  
t o   c o l l e c t i v e l y  as s t a b i l i t y .  Two questions  immediately  arise.  What is  
meant, precisely, by minimum u s e a b i l i t y ?  How does one determine whether 
a given sys  t e m  is  s t a b l e  o r  n o t ?  T h e r e  are several proposed s t a b i l i t y  
c r i t e r i a  which a re  based  on  p leas ing  mathemat ica l  p roper t ies  bu t  suf fe r  
from a lack  of  engineer ing  re levance .  The problem of a s c e r t a i n i n g  t h e  
e x i s t e n c e  o f  ' s t a b i l i t y  h a s  b e e n  c o n s i d e r e d  i n  d e t a i l  by many researchers  
wi th  l imi ted  success .  
The most bas ic  requi rements  for  usefu lness  of  a system are the  
sa t i s f ac t ion  o f  s imple  s t a t e - space  cons t r a in t s .  Ce r t a in  phys ica l  va r i -  
ab l e s  must  be contained in  some l imi t ed  r ange  i f  t he  sys t em is  to  ope ra t e  
a t  a l l .  Stabi l i ty  should be ascr ibed to  those systems for  which the 
excursion of  the t ra jector ies  of  the system from the  poss ib le  d is turbed  
s t a t e s  o f  t h e  s y s t e m  s a t i s f y  t h e  c o n s t r a i n t s .  E x c u r s i o n  s t a b i l i t y  is 
d i f f i c u l t  t o  e s t a b l i s h  by  unaided  computation. However, computer  algor- 
ithms are d i s c u s s e d  i n  a la te r  chapter which allow the computation of 
reg ions  of  excurs ion  s tab i l i ty  on  a computer. 
1 .2   His tor ica l  BackRround 
The s t a b i l i t y   o f   n o n l i n e a r   s y s  tems was f i r s t   s t u d i e d  by the Russian 
Liapunov i n  1892.  Liapunov def ined  s tab i l i ty  for  a set  of coupled f i r s t  
o r d e r  d i f f e r e n t i a l  e q u a t i o n s  by consider ing the propert ies  of  var ious auton-  
omous so lu t ions  o f  t he  s e t  of equat ions.  Although he did not  present  a 
d i scu r s ive  a lgo r i thm fo r  t he  de t e rmina t ion  o f  s t ab i l i t y ,  he  showed t h a t  a 
s u f f i c i e n t  c o n d i t i o n  f o r  s t a b i l i t y  w a s  t he  ex i s t ence  of a s ta te  func t ion  
w i t h  p a r t i c u l a r  p r o p e r t i e s  r e l e v a n t  t o  t h e  s y s  tem of equations.  
In  the  ea r ly  1950 ' s  eng inee r s  became i n t e r e s t e d  i n  Liapunov func- 
t i ons  as a poss ib l e  mechanism by which the s t a b i l i t y  o f  n o n l i n e a r  c o n t r o l  
systems  might  be  investigated.  Ingwerson  (1960),  Schultz  (1962)  and  others 
developed  analyt ical   techniques  for   generat ing  Liapunov  funct ions.  The 
most recent  techniquewasdeveloped  by  Peczkowski  (1966). The f a i l u r e  
of  any  inves t iga tors  t o  analyze high-order systems has inspired others 
to  s tudy  the  poss ib i l i t i es  of  us ing  computa t iona l  a lgor i thms for  
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the  generat ion of  Liapunov funct ions.  Nost  of  these s tudies  are based on 
an observat ion by  Zubov (1962), and a l l  are a t tempts  to  de te rmine  sta- 
b i l i t y  by invoking the theorems based on Liapunods method. Some w e l l  
known s t u d i e s  of t h i s  t y p e  were conducted i n  t h i s  c o u n t r y  b y  H a r g o l i s  
(1962), Rodden (1964),  and  Weissenburger  (1965). It now appea r s  t ha t  
these computational methods are also l imited to  low-order  systems.  
The Rumanian mathematician,V. M. Popov,disclosed a method for 
d e m o n s t r a t i n g  s t a b i l i t y  f o r  a p a r t i c u l a r  class of systems which i s  n o t  
l imited to  low-order  systems,  as i n  Aizerman and Gantmacher '(1964). 
Higgins (1966) summarizes a number of  extensions of Popov's theorem which 
broaden i t s  a p p l i c a b i l i t y  t o  a wider class of systems including some 
time-varying sys terns. 
Popov techniques  demonst ra te  asymptot ic  s tab i l i ty  for a r e s t r i c t e d  
class of  g loba l ly  s tab le  sys tems.  The  power these methods have is evi- 
denced by the suscept ibi l i ty  of  high order  systems to  analysis .  The most 
important  l imitat ion they have is t h a t  many p r a c t i c a l  s y s t e m s  o f  i n t e r e s t ,  
such as systems with product- type nonl inear i t ies ,  are no t  g loba l ly  s t ab le .  
Much o f  t he  cu r ren t  work being conducted i n   s t a b i l i t y   a n a l y s i s  is 
concerned with extending the applicabili ty of Popov-like methods.  Very 
l i t t l e  a t t en t ion  has  been  d i r ec t ed  a t  the  eva lua t ion  of  the  engineer ing  
relevance of t h e  e x i s t i n g  s t a b i l i t y  criteria themselves. 
1.3 The  Need f o r  a New S t a b i l i t y  C r i t e r i o n  
Up t o  t h i s  time t h e  s t a b i l i t y  a n a l y s i s  o f  n o n l i n e a r  s y s t e m s  h a s  
met wi th  l imi t ed  accep tance  by  p rac t i c ing  eng inee r s .  Th i s  s i t ua t ion  is 
due i n  p a r t  t o  t h e  f a c t  t h a t  methods f o r  d e t e r m i n i n g  s y s t e m  s t a b i l i t y  f o r  
high-order systems are no t  r ead i ly  ava i l ab le .  Ano the r  r eason  fo r  t he  
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i n h i b i t e d  use o f  s t a b i l i t y  a n a l y s i s  is the  l ack  of correspondence b e  
t w e e n e s t a b l i s h e d  s t a b i l i t y  a n d  t h e  s a t i s f a c t i o n  o f  minimum design 
requirements.  In most applications the knowledge t h a t  a system is 
asympto t i ca l ly  s t ab le  does  l i t t l e  to  in su re  tha t  t he  sys t em w i l l  opera te  
i n  an acceptable  fashion.  
What is  needed is  a s t a b i l i t y  c r i te r ia  which considers the 
p r a c t i c a l  o p e r a t i o n a l  limits of the system. I f  a v e r y  s l i g h t  o r  v e r y  
probable  dis turbance can cause a sys tem to  opera te  in  such  a way t h a t  
cer ta in   phys ica l   quant i t ies ,   such  as t empera tu res   o r   ve loc i t i e s ,  wil 
e x c e e d  t h e i r  p r a c t i c a l  limits, then i t  is not  comfor t ing  to  know t h a t  
the mathematical model represent ing the system w i l l  r e tu rn  to  equ i l ib r ium 
from any disturbed condition. 
1.4 Organizat ion 
Chapter Two contains  a discussion of  t h  Le c l a s s i c  :a1 s t a b i l i t y  
cr i ter ia  of  importance  and  the  analysis  techniques  based  thereon. The 
mot iva t ion  fo r  t h i s  chap te r  is t o  b r i e f l y  s u r v e y  t h e  most powerful methods 
a v a i l a b l e  and to  po in t  ou t  t he  d i f f i cu l ty  a s soc ia t ed  wi th  the i r  app l i ca -  
t ion .  
E x c u r s i o n  s t a b i l i t y  is defined in  Chapter  Three.  The incen t ive  
f o r  r e d e f i n i n g  s t a b i l i t y  is d i s c u s s e d  i n  some d e t a i l .  The ana lys i s  of  
sys  tems based  on  excurs ion  s tab i l i ty  is shown to  be related to  an opt imi-  
zation  problem. A number of  examples i s  d iscussed  which  a re  in tended  to  
i l l u m i n a t e  t h e  p e c u l i a r i t i e s  of e x c u r s i o n  s t a b i l i t y .  
The methods by which the  reg ion  of e x c u r s i o n  s t a b i l i t y  are to  be  
found are discussed in Chapter Four.  These methods are in the form of  
computational algorithms, because the procedure requires the solution of 
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non l inea r  d i f f e ren t i a l  equa t ions .  The re  are two d i s t inc t  t ypes  o f  a lgo r -  
i thms  discussed. One type  involves   the  use of a seeking method.  The 
o ther  a lgor i thm so lves  a nonlinear boundary-value problem. 
Several examples are c a r r i e d  o u t  i n  c h a p t e r  F i v e .  It is  shown 
by example that  the algori thm which uses  the seeking method is s u p e r i o r  
t o  t h e  a l t e r n a t e  a l g o r i t h m  i n  t h e  s e n s e  t h a t  t h e  c o m p u t a t i o n a l  r e q u i r e -  
ments are greatly reduced. 
The areas of study which are uncovered i n   t h i s  work are discussed 
in  the  conc lud ing  chap te r .  The l o g i c a l  e x t e n s i o n s  o f  t h i s  work f a l l  i n t o  
t h r e e  d i s t i n c t  c a t e g o r i e s .  It would be  very  convenient  to  be  ab le  to  
inc rease  the  e f f i c i ency  of the algorithms enough s o  t h a t  a d i g i t a l  computer 
could handle  large problems in  less computing time. The algorithms pre- 
s e n t e d  r e q u i r e  t h e  a v a i l a b i l i t y  of h y b r i d  f a c i l i t i e s  t o  a n a l y z e  complex 
systems. Now t h a t  t h e  s t a b i l i t y  a n a l y s i s  i n  terms o f  e x c u r s i o n  s t a b i l i t y  
has been studied the door is open for the development of synthesis pro- 
cedures based thereon. Some prel iminary work r e l evan t  t o  bo th  o f  t hese  
s tudy  areas i s  d i scussed  in  Chap te r  Six. Fina l ly ,  it would be  very  
d e s i r a b l e  t o  make an  ex tens ive  s tudy  of  a large physical system based on 
the  concepts  presented  here  to  test  the  a s se r t ed  phys ica l  r e l evance  o f  
e x c u r s i o n  s t a b i l i t y .  
1.5 No t a t i o n  
A c o n c e r t e d  e f f o r t  is made t o  u s e  t h e  symbols most f r equen t ly  
a s soc ia t ed  wi th  a p a r t i c u l a r  v a r i a b l e  i n  t h e  e x i s t i n g  l i t e r a t u r e .  I n  
some cases compromise is necessary  to  avoid  symbol iz ing  d i f fe ren t  var- 
iab les  redundant ly .  
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Upper-case English characters are used to representmatrices 
and state  functions.  Column matrices  or column vectors  are  denoted by 
underscores. Double character upper case letters are used to denote 
regions or sets of  points i n  the s t a t e  space. 
6 
Chapter Two 
Asymptot ic  S tab i l i ty  
2 .1   Introduct ion 
Histor ical ly ,  the emphasis  on a sympto t i c  s t ab i l i t y  has  been  so 
ovemhelming that  the term is almost synonymous wi th  s t ab i l i t y .  Fo r  
th i s  reason  the  propi t ious  dec is ion  of  some researchers  to  in t roduce  
the  compute r  i n to  s t ab i l i t y  inves t iga t ions  has  no t  been  accompanied by 
a concur ren t  r ev iewing  o f  t he  c l a s s i ca l  s t ab i l i t y  criteria. I n  t h i s  
chapter  asymptot ic  s tab i l i ty  is defined and the means of demonstrating 
its ex i s t ence  are summarized. The chapter  considers  asymptotic sta- 
b i l i t y   i n  enough d e t a i l  so  t h a t  it may be compared and con t r a s t ed  wi th  
excurs ion  s tab i l i ty ,  which  is in t roduced  in  the  next  chapter .  
The chap ter i s  d i v i d e d  i n t o  t h r e e  p a r t s .  The f i r s t  p a r t  d e a l s  
with the second method of  Liapunov. The subsequent  sect ion contains  a 
discussion  of  frequency-domain  methods.  Finally  the  numerical  techniques 
for  f inding Liapunov funct ions are considered. The l imit ing disadvan-  
tages are no ted  in  each  case. 
2.2 The  Second Method of Liapunov 
Suppose t h a t  a dynamic system is represented by 
where 5 is an n by one matrix of t ime-dependent functions.  The va lue  of  
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x a t  any p a r t i c u l a r  t i m e  is ca l l ed  the  s ta te  of the system a t  t h a t  time. -. 
The s ta te  of the system is of ten  represented  by a p o i n t  i n  a Eucl idian 
n-space known a s  t h e  s ta te  space  of  the  sys tem.  I f  x ( t )  is  a func t ion  
which s a t i s f i e s  eq. (2-1) f o r  a l l  t i m e ,  then the range of x is c a l l e d  a 
t r a j e c t o r y  of the  system.  Suppose  the  range  of  tf(t) is denoted by X. 
The po in t  x ( t l )  is  a member of X. Define the set of a l l  p o i n t s x ( t 2 ) ,  
where t2 is grea te r   than  t as the   pa th  from  x(t ,) .   Similarly,   define 
the  co l l ec t ion  o f  po in t s  x ( t ,> ,  where  t is less than tl, as the  h is -  
t o r i c a l  p a t h  from x ( t  ). Define q a s  a n  e q u i l i b r i u m  p o i n t  i f  
- 
1’ ., 
. 3 
- 1  .- 
Fina l ly  de f ine  RL(a) as t h e  set of p o i n t s  i n  t h e  s t a t e  s p a c e  bounded by 
the hypersphere of  radius  a. 
Def in i t i on  2-1: The o r i g i n  of t h e  state space is  s t a b l e  i n  t h e  
sense of Liapunov i f  t h e  o r i g i n  is  an  equi l ibr ium poin t  of  the  
system and i f   f o r  any posi t ive number, R, t h e r e  e x i s t  a n o t h e r  
p o s i t i v e  number, r, such  tha t  t he  pa ths  from a l l  p o i n t s  i n  R t ( r )  
generate  a subse t  of  RL(R). 
De f in i t i on  2-2: Suppdse t h a t  t h e  o r i g i n  i s  s t a b l e  i n  t h e  s e n s e  
of  Liapunov. The o r i g i n  is a s y m p t o t i c a l l y  s t a b l e  i f  t h e  E u c l i d i a n  
norm of  a l l  t r a j e c t o r i e s  w h i c h  i n i t i a t e  i n  RL(r) is  bounded by an 
a r b i t r a r i l y   s m a l l   p o s i t i v e  number. 
I f  i t  is p o s s i b l e  t o  l e t  r increase  wi thout  bound as R increases ,  
t h e n  t h e  s t a b i l i t y  is ca l l ed  g loba l .  I f  t he  o r ig in  is  asymptot ical ly  
s t a b l e ,  b u t  t h e  s t a b i l i t y  is not  global ,  then there  are points  about  the 
o r i g i n  from  which the paths  asymptot ical ly  approach the or igin.  The 
co l l ec t ion  o f  a l l  such points  is ca l l ed  the  r eg ion  of asymptotic sta- 
b i l i t y .  
I f  t he  r eg ion  o f  a sympto t i c  s t ab i l i t y  has  eng inee r ing  r e l evance ,  
then i t  is necessa ry  to  f ind  some means of  determining the region for  a 
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given system. The most obvious approach would be to  de te rmine  a l l  t h e  
t r a j ec to r i e s  o f  t he  sys t em and classify those which approached the or i -  
gin.  However, so lu t ions  o f  non l inea r  d i f f e ren t i a l  equa t ions  are r a r e l y  
a v a i l a b l e  i n  c l o s e d  form. Liapunov suggests a second, o r  d i r e c t ,  method. 
I f  a s t a t e  func t ion  can  be  found  which  exh ib i t s  ce r t a in  p rope r t i e s  rele- 
vant  to  the system under  s tudy,  then it  is  poss ib l e  to  demons t r a t e  
s tab i l i ty  wi thout  ac tua l ly  so lv ing  the  sys tem equat ions .  There  is  a 
number of theorems available i n  t h e  l i t e r a t u r e  which state s u f f i c i e n t  
sets of  condi t ions which Liapunov funct ions must  sat isfy.  One of t he  
most common of these theorems is reproduced here from Schultz,  (1965) 
for convenience. 
Theorem 2-1: Suppose there exists a real  scalar func t ion  V(z) 
defined,  cont inuous with cont inuous first p a r t i a l s  o n  x, such 
t h a t  V(z) is p o s i t i v e  d e f i n i t e  i n  a closed region U. One of 
t he  su r faces  V = K bounds U. The gradient  of  V on 5 ,  VxV(z) is 
not  zero  anywhere i n  U except  a t  t h e  o r i g i n .  The time deriva- 
t ive of V a l o n g  t r a j e c t o r i e s ,  Vxv(x)Tf (x) is nega t ive  semi- 
d e f i n i t e   i n  U and is n o t   i d e n t i c a l l y   z e r o  on a s o l u t i o n  o f  t h e  
system other  than the equi l ibr ium point  a t  the  o r ig in .  Then 
the system i s  a s y m p t o t i c a l l y  s t a b l e  i n  U. 
The problem of  demonstrat ing s tabi l i ty  is transformed into a 
s e a r c h  f o r  a s ta te  function which w i l l  s a t i s f y  t h e  theorem.  Liapunov 
has demonstrated, (1892), that i f  the system is s t a b l e  i n  some reg ion ,  
t h e n  t h e r e  e x i s t s  a t  least one V-finction which w i l l  show s t a b i l i t y .  
Several  methods for finding V-functicns appear in Gibson (1963),  
Schultz  (1965),  LaSalle  and  Lefschetz  (1961),  and  Krassovskii  (1963). A 
modif icat ion of  the variable gradien t  method o f  Schu l t z  has  r ecen t ly  
been published by Peczkowski (1966). 
I f  a su i tab le  V-funct ion  can  be  found,  s tab i l i ty  can  be demon- 
s t r a t e d  f o r  a whole class of systems, The e f f ec t  o f  pa rame te r  va r i a t ions  
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o n  s t a b i l i t y  c a n  b e  s t u d i e d  by analyzing the V-function. Another fea- 
ture  of  the second method is  t h a t  r e g i o n s  o f  s t a b i l i t y  may be  found f o r  
systems  which are n o t  g l o b a l l y  s t a b l e .  The d i f f i c u l t i e s  i n v o l v e d  i n  
f i n d i n g  r e g i o n s  o f  s t a b i l i t y  are profound, but the second method is  a t  
least  theore t ica l ly  appl icable  to  sys tems which  are no t  g loba l ly  s t ab le .  
The p r a c t i c a l  s i g n i f i c a n c e  o f  a s y m p t o t i c  s t a b i l i t y  is  n o t  rever- 
ed  by p r a c t i t i o n e r s .  Moreover, i t  is v e r y  d i f f i c u l t  t o  f i n d  u s e f u l  V- 
funct ions.  A great  deal  of  energy has  been devoted to  the generat ion 
of Liapunov functions for autonomous systems, and y e t  s e l e c t e d  t h i r d -  
order systems are the  most  complex  which are amenable to  ana lys i s .  Time- 
varying systems present even more frustrat ing problems.  
2.3 A b s o l u t e   S t a b i l i t y  
A b s o l u t e  s t a b i l i t y  is g l o b a l l y  a s y m p t o t i c  s t a b i l i t y  f o r  t h e  p a r t i -  
c u l a r  class of  nonl inear  systems descr ibed in  the next  paragraph.  It 
was f i r s t  s t u d i e d  by the Russian,Lure,who attacked the problem with the 
second method.  The Lure  procedure is  discussed by  Gibson,  (1963),  and 
t h e  r e s u l t s  of Lure are v e r y  d i f f i c u l t  t o  a p p l y .  The most s i g n i f i c a n t  
c o n t r i b u t i o n  t o  t h e  s t u d y  o f  a b s o l u t e  s t a b i l i t y  was made r ecen t ly  by the  
Rumanian, V. M. Popov.  Popov used analysis  to  uncover  a set  of  condi t ions 
i n  the frequency domain which demonstrate absolute stabil i ty as shown i n  
Aizerman  and  Gantmacher  (1964).  Since  Popov's  work  has  been  published, 
Kalman has  unif ied the approach of  Popov and Lure,as described by 
Higgins  (1966).   Others  have  extended  the  class  of  systems  to  which 
condi t ions  similar t o  Popov's may be used. 
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A block diagram of  the system studied by Popov is shown i n  Fig. 
1. The b lock  labe led  G(s) r ep resen t s  a l inear  t ime-invariant  system 
whose input-output   t ransfer   funct ion i s  G(s).  The n o n l i n e a r i t y  +(a) i s  
s a i d  t o  b e  i n  t h e  s e c t o r  zero-to-K i f  it is memoryless and s a t i s f i e s  
The closed loop system is s a i d  t o  b e  a b s o l u t e l y  s t a b l e  i n  t h e  s e c t o r  
zero to k i f  and only i f  t h e  s y s t e m  is g loba l ly  a sympto t i ca l ly  s t ab le  
f o r  a l l  n o n l i n e a r i t i e s ,  +(a) i n  t h a t  s e c t o r .  
V. M. Popov demonstrated that  the exis tence of  a real  number q ,  
such  tha t  
Real P a r t  ((1 + j w q ) G ( j w ) l  + x > 0 1 
is s a t i s f i e d ,  is  s u f f i c i e n t  t o  d e m o n s t r a t e  a b s o l u t e  s t a b i l i t y .  The j 
i n  the inequal i ty  above is t h e  complex number (0,l) , and t h e  i n e q u a l i t y  
must b e  s a t i s f i e d  f o r  a l l  real  non-negative values of w. S a t i s f a c t i o n  
of the inequality above can be demonstrated graphically.  
When the system under study falls i n t o  t h e  class of systems 
which are amenable to analysis by the  Popov method o r  its extensions,  
t hen  s t ab i l i t y  can  be  shown r a t h e r  e a s i l y  even for high-order systems. 
I f  a given system is n o t  a b s o l u t e l y  s t a b l e  i t  may s t i l l  have a l a r g e  
region of  asymptot ic  s tabi l i ty .  For  example,  an adequate  model of a 
nonl inear  system often contains  a product- type nonl inear i ty .  Product  
n o n l i n e a r i t i e s  may be represented by a set o f  f o u r  n o n l i n e a r i t i e s  
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l i k e  
Figure 1. Block Diagram of System  Studied by Popov 
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and 
I f  u and a2 are  def ined  by  1 
Ul = x1 + x 2 and u2 = x1 - x2 
then the product  of x and x can be represented by 1 2 
Now t he  p roduc t  l ooks  l i ke  a device with four  memoryless  nonl inear i t ies ,  
each i n  t h e  s e c t o r  f rom zero  to  inf in i ty .  This  conf igura t ion  sa t i s f ies  
the requirements of one of the extended Popov methods described by 
Higgins , (1966) . 
The extension of  the Popov theorem which app l i e s  is descr ibed 
below.  Consider  the  system  described  by 
where 
and 
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The system is  a b s o l u t e l y  s t a b l e  i f  t h e r e  is a diagonal real  mat r ix  D 
s u c h  t h a t  
Her = He{(I + jwD)c (jwI-A)-'B} T 
is a pos i t i ve  de f in i t e  ma t r ix ,  where  H e  means Hermetian part .  A second- 
order system which is  l inea r  excep t  fo r  one  p roduc t -non l inea r i ty  is  des-  
cribed by the equations above i f  
and 
The f i r s t  and third element of r a long the major  diagonal  are .  
(1 + jwd,,>(jw - a22 + a21)b 
31 = 2 
a l la22  - a12a21 - j(all + aZ2)w - w 
and 
33 
I f  t hese  are evaluated a t  w = 0, then i t  is  s e e n  t h a t  
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No choice of  D w i l l  cause H e  t o  b e  p o s i t i v e  d e f i n i t e  so t h e  test 
f a i l s .  
E i t h e r  t h e  test  is weak, o r  else t h e r e  are no second-order 
linear-plus-product systems which are g loba l ly  s t ab le .  The l a t t e r  is 
true.  There is another  equi l ibr ium poin t  a t  
a l la22  - a12a21 a l la22  - a12a21 
x1 - ’“21b 2 a22b 
- and x = 
This sys  tem can  never ,  therefore ,  be  g loba l ly  s tab le .  
The p o i n t  is s imply  tha t  t he re  are whole classes of simple systems 
which are n o t  g l o b a l l y  s t a b l e  and the re fo re  are n o t  s u b j e c t  t b  a n a l y s i s  
by t h e  most  powerful  analyt ical  methods avai lable  today for  nonl inear  
sys  tens. 
2.4 Numerical  Techniques 
S ince  the  t a sk  o f  de t e rmin ing  the  s t ab i l i t y  o f  a g iven  cont ro l  
system is a d i f f i c u l t  o n e ,  t h e r e  is some j u s t i f i c a t i o n  f o r  c a l l i n g  on 
the computer for help.  Ultimately,  the use of the computer should inspire 
a reformulat ion of  the problem into a framework which would b e  more 
n a t u r a l  t o  a numerical  method t h a n  t o  a n  a n a l y t i c a l  method.  The first 
genera t ion  of  a lgor i thms for  de te rmining  s tab i l i ty  have  been  a t tempts  
to apply the second method d i r e c t l y  by using the machine to generate 
Liapunov functions. Most o f  t h i s  work is based  on  the  par t ia l  d i f fe r -  
en t i a l  equa t ion  o f  Zubov. 
Zubov, (1962) proposed a formal V-function which provides both 
n e c e s s a r y  a n d  s u f f i c i e n t  c o n d i t i o n s  f o r  s t a b i l i t y .  I f  two p o s i t i v e  
d e f i n i t e  state func t ions ,  V and $, exist such  tha t  
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then the system is  s t a b l e  i n  t h e  r e g i o n  bounded by the  su r face  
V(x) = 1 
and a l l  the  poin ts  ou ts ide  of  th i s  reg ion  are  uns tab le .  Equat ion  (2-2) 
is ihe  re la t ionship  be tween V and  the  der iva t ive  of  V a l o n g  t r a j e c t o r i e s .  
It is  kn0;m a s  Zubov's p a r t i a l  d i f f e r e n t i a l  e q u a t i o n .  
An a lgori thm for  the solut ion of  eq.  (2-2) is  discussed by 
Mragolis  and Vogt (1963). Assume a polynomial  form f o r  I$(?) and  approx- 
imate ,f with a polynomial.  Establish a formal  express ion  for  V cons is t -  
i ng  o f  homogeneous polynomial forms with undetermined coeff ic ients .  Plug 
V, ,f, and 4 i n t o  eq. (2-2) and r e t a i n  a l l  terms o f  o rde r  k + 1 o r  less, 
s t a r t i n g  w i t h  k = 1. Equate  coef f ic ien ts  of  terms w i t h  l i k e  powers  of 
x components.  This  yields  exactly  the number o f  a lgeb ra i c  equa t ions  
needed t o  s o l v e  f o r  t h e  unknown coe f f i c i en t s  a s soc ia t ed  wi th  the  k = 1 
i n  o r d e r  terms i n  V. I f   the   process   converges,   then i t  converges  to a 
useful V-function for the system. 
- 
Unfor tuna te ly ,  t he  in i t i a l  cho ice  o f  4 is  c r i t i c a l .  I f  V is 
t r ans fo rmed  ins ide  the  s t ab i l i t y  r eg ion  by 
u(x) - = Rn(1 - V(5)) 
then  the  der iva t ive  of  the  new Liapunov function, U ,  a l o n g  t r a j e c t o r i e s  
is 
Now i t  is  clear t h a t  s e l e c t i o n  o f  4 is not  un l ike  the  se lec t ion  of  a 
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Liapunov function. Nevertheless,  Hahn (1963) , Margolis (1962) , and 
Rodden (1964) have found V-functions for third-order systems using the 
Zubovian  algorithm. However, i f  one  hopes to  apply  the  a lgor i thm to  
higher order systems, then a b a s i s  f o r  t h e  s e l e c t i o n  o f  I$ must be  
es tab l i shed .  
2.5 Conclusion 
A t  t h i s  time t h e r e  is  no gene ra l ly  app l i cab le  methbd f o r  e s t a b -  
l i s h i n g  t h e  s t a b i l i t y  of a nonlinear system. The Popov method can be 
used on high-order systems, but i t s  a p p l i c a b i l i t y  is l i m i t e d  t o  g l o b a l l y  
s tab le  sys tems.  Regions  of  s tab i l i ty  can  be  found i f  a s u i t a b l e  V- 
function can be generated.  V-functions are hard  to  f ind ,  even  wi th  the 
he lp  o f  a computer. 
If t he  r eg ion  o f  a sympto t i c  s t ab i l i t y  is determined, it is st i l l  
d i f f i c u l t  t o  i m p a r t  p r a c t i c a l  s i g n i f i c a n c e  t o  the region.  
This is t h e  p o s i t i o n  o f  s t a b i l i t y  t h e o r y  g e n e r a l l y .  Much a t t en -  
t i o n  is cu r ren t ly  be ing  d i r ec t ed  a t  the  broadening  of  the  appl icabi l i ty  
of Popov  methods.  However, t he  l ack  o f  eng inee r ing  s ign i f i cance  su f -  
f e red  by a s y m p t o t i c  s t a b i l i t y  is rece iv ing  very  l i t t l e  a t t e n t i o n .  
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Chapter Three 
EXCURSION STABILITY 
3.1  Introduct ion 
The shortcomings of a s y m p t o t i c  s t a b i l i t y  from a u t i l i t a r i a n  view- 
po in t  were mentioned in  Chapters  One and Two. In  th i s  chap te r  excur s ion  
s t a b i l i t y  is defined as an alternative t o  a s y m p t o t i c  s t a b i l i t y ,  s u c h  
t h a t  t h e  s a t i s - f a c t i o n  o f  a minimum des ign  c r i te r ion  impl ies  excurs ion  
s t a b i l i t y .  The problem of representing the s t a b i l i t y  r e g i o n  i s  a l s o  
considered, and a technique  for  approximat ing  the  reg ion  of  s tab i l i ty  
is sugges ted .  F ina l ly ,  the  proper t ies  of  excurs ion  s tab i l i ty  are d is -  
c u s s e d  p r e f a t o r i l y  i n  a n t i c i p a t i o n  o f  t h e i r  u s e  i n  Chapter Four. 
3.2 Def in i t ion   o f   Excurs ion   S tab i l i ty  
There are so many de f in i t i ons  o f  s t ab i l i t y  fo r  non l inea r  sys t ems  
t h a t  t h e  d e f i n i t i o n  of ye t  another  requi res  some jus t i f i ca t ion .  Be fo re  
the  in t roduct ion  of  e lec t ronic  computers ,  it was necessary  to  s tudy  non- 
l inear  sys tems wi th  pen  and paper. The d e f i n i t i o n s  o f  s t a b i l i t y  empha- 
s ized  the  u l t imate  behavior  of  the  sys tem t ra jec tor ies  in  time because 
hand ca l cu la t ion  is easier i n  t h e  limit. The most undesirable character 
of the response of a given system to a dis turbance,  from an engineering 
viewpoint, is of ten  exhib i ted  soon af te r  the  occurrence  of  the  d is tur -  
bance. 
It is very common to  s tudy  the  g loba l  p rope r t i e s  o f  a system 
model. Attention directed toward the extremities of t he  state space 
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may be  expedient ,  bu t  i t  is never necessary.  The generat ion o f  t h e  model 
is always accompanied by simplifying assumptions which are v a l i d   i n  a 
r e s t r i c t e d  r e g i o n  of the state-space.  There i s  a l s o  a r e g i o n  i n  t h e  
s t a t e - s p a c e   i n  which the physical  system cannot  operate  withoutpossible  
self-destruct ion,  unreasonable  expense,  hazard or  incompa t ib i l i t y  w i th  
o the r  sys tems. 
A real is t ic  appraisal  of the system should indicate  those i n i t i a l  
states of the system from which the emanating trajectories w i l l  at some 
time v i o l a t e  t h e  p r a c t i c a l  l i m i t a t i o n s  of the  system.  Such a s t a b i l i t y  
concep t  has  g rea t e r  eng inee r ing  s ign i f i cance  than  any  o f  t he  c l a s s i ca l  
types of s t a b i l i t y .  
The fo l lowing  d i scuss ion  i l l u s t r a t e s  how t h e  l i m i t a t i o n s  o f  a 
system may be  incorpora ted  in to  the  s tab i l i ty  concept .  Cons ider  the  
missile i n  F i g .  2.  The missile is i d e a l l y  t r a v e r s i n g  a vertical tra- 
j e c t o r y  i n  a two-dimensional  environment. L e t  x1 denote  the angular  
d e f l e c t i o n  of the  missile a x i s  from vertical. L e t  u denote  the angle  
of t h e  t h r u s t  v e c t o r  r e l a t i v e  t o  t h e  missile axis.  Suppose the missile 
dynamics are represented formally by a second order equation 
Suppose, f u r t h e r ,  that a closed loop system is designed by set t ing u 
equa l  t o  a l inear  combinat ion of state v a r i a b l e s  so t h a t  
d 
g t )  = " f ( x ( t )  , CIXl + c2x2) 
There is  a limit on the magnitude of t h e  a t t i t u d e  e r r o r  b e c a u s e  t h e  
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Figure 2. Missile i n  Example of Section 3 .2  
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operat ion of other systems depends upon adequate performance of the 
a t t i t u d e  c o n t r o l  s y s t e m .  T h i s  l i m i t a t i o n  is considered by enforcing  an 
inequal i ty  cons t ra in t  on  the  magni tude  of x such as  1 
The c o n s t r a i n t  on x i s  ind ica t ed  by t h e  p a i r  of vertical  l i n e s  on e i t h e r  
s i d e  of the  x2 axis on the s tate-plane diagram shown i n  Fig. 3. There 
are also limits on U. It i s  n o t  f e a s i b l e  t o  c o n t r o l  t h e  t h r u s t  v e c t o r  
over a range of more than a few degrees .  I f  the  l i m i t  on  u is exceeded, 
the model  no longer describes the system. Since u is  a combination of 
s ta te  va r i ab le s ,  t he  con t ro l  law may be  used  to  express  the  l imi ta t ions  
1 
of u i n  terms of a s ta te  space  cons t r a in t  
The 
a l l  
b o u n d a r i e s  r e l a t e d  t o  t h e s e  l i m i t a t i o n s  are shown i n  F i g .  3. When 
t h e  c o n s t r a i n t s  are considered together ,  the region of  the s ta te  plane 
i n  which the operation of the system must be confined is seen  to  be  the  
set of a l l  po in t s  bounded  by the paral le logram in Fig.  3. Those t r a j e c -  
t o r i e s  which traverse t h i s  boundary  ind ica t e  f a i lu re  o f  t he  a t t i t ude  con- 
t ro l  sys t em,  r ega rd le s s  of whether o r  n o t  t h e s e  t r a j e c t o r i e s  are u l t i m a t e l y  
approaching  the  desired  equilibrium  point.   That is ,  f a i l u r e  is ind ica t ed  
regardless  of  whether  o r  not  the descr ibing equat ions are asymptot ical ly  
s t a b l e .  
Def in i t i on  3-1: Suppose t h a t  t h e  o p e r a t i o n  of a system described 
by 
d 
g t )  =I f(+) ,t) t 1 to (3-1) 
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Figure 3. Missile Phase-Plane  for Example of  Section 3 . 2  
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must  be  l imi ted  to  a region of  the s ta te  space designated by 
RC. Denote  the region of  excursion s tabi l i ty  by RS. A p o i n t  p 
i n  t h e  state space is a member of RS i f  and only i f  t h e r e  is 
no. p o i n t  on the path from p  which is n o t  i n  RC. That is, i f  
x ( t )  s a t i s f i e s  eq. (3-1), the1' x ( t , )  is i n  RS i f  and only i f  
t 2  g r e a t e r  t h a n  tl i m p l i e s  t h a t  x ( t 2 )  is i n  RC. 
The fo l lowing  geometr ica l  in te rpre ta t ion  is p o s s i b l e  f o r  low- 
order  sys  tems. The boundary of RC encloses the excursion of a l l  t r a j e c -  
t o r i e s  which i n i t i a t e  i n  RS. Figure 4 shows some s e l e c t e d  t r a j e c t o r y  
segments on the state-plane of a second-order system. The RC boundary 
f o r  t h i s  example i s  given by the vertical  l i n e  shown. The p o i n t s  pl, p2 
and  p are n o t  i n  RS since the  emanat ing  pa ths  v io la te  the  cons t ra in ts .  
Po in t  p4 is not even a c a n d i d a t e  f o r  a member of RS because i t  is n o t   i n  
RC. The po in t s  p5,  p6,  p7  and  p8 are a l l  i n  RS. The s ta te  p lane  is re- 
drawn i n  Fig. 5 w i t h  t h e  e n t i r e  r e g i o n  RS shaded. 
3 
.Theorem 3-1: No t r a j e c t o r i e s  emanate  from RS. 
Suppose p is any p o i n t  i n  RS and p2 is any  poin t  ou ts ide  of  RS. 1 
By d e f i n i t i o n  i t  is  p o s s i b l e  t o  go from p2 to  the  complement of RC and 
i t  i s  no t  poss ib l e  to  go from  p to  the  complement of RC. Therefore,  a 
con t r ad ic t ion  arises i f  it is  assumed p o s s i b l e  t o  g e t  from p1 to  p2. . 
1 
The behavior  ins ide  RS i s  no t  spec i f i ed  by  de f in i t i on  3-1. It 
is qui te  poss ib le  tha t  the  behavior  of  the  sys tem ins ide  RS is n o t  a t  a l l  
sa t i s fac tory .  Cons ider  a second-order  system  with two concentr ic  limit 
cycles as shown in  F ig .  6. The i n n e r  limit cycle  is s t a b l e  and the outer 
limit cycle  is  unstable .  The region RC i s  bounded  by some l i n e  i n  t h e  
s ta te  plane which i s  whol ly  outs ide  of  the  outer  limit cycle.  The o u t e r  
limit cyc le  bounds RS. I n s i d e  RS t h e r e  is an  uns tab le  equi l ibr ium poin t  
23 
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RC 
Boundary 
Figure 4. A S t a t e - P l a n e  Showing Excursion S t a b l e  Points 
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Figure 5 .  A State-Plane Showing a Region of Excursion S tab i l i ty  
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a t  t h e  o r i g i n  and t h e  s t a b l e  limit cycle .  All t r a j e c t o r i e s  i n i t i a t i n g  
i n  RS are a t t r a c t e d  t o  t h e  l i m i t  cycle .  
For most engineering problems i t  i s  des i r ed  tha t  t he  sys t em 
o p e r a t e  i n  s u c h  a way t h a t  a des igna ted  equi l ibr ium poin t  at tracts a l l  
t r a j e c t o r i e s  which are l ike ly  to  occur .  The re fo re ,  t he  de f in i t i on  o f  
e x c u r s i o n  s t a b i l i t y  is modified i n  s e c t i o n  3.10 to  prec lude  the  ex is tence  
of l i m i t  c y c l e s  o r  a t t r a c t i n g  s u r f a c e s  i n s i d e  RS. 
3 .3  The Representation  Problem 
The problem of  adequately represent ing the region of  s tabi l i ty  
has received l i t t l e  a t t e n t i o n  i n  t h e  l i t e r a t u r e .  A good method of repre- 
s en t ing  the  r eg ion  o f  s t ab i l i t y  can  be  chosen  on ly  a f t e r  one  a sce r t a ins  
what  information contained in  knowledge of  the s tabi l i ty  region has  
relevance to the engineer.  
I f  the  second method of Liapunov is used t o  d e m o n s t r a t e  s t a b i l i t y  
f o r  a nonlinear system, then the V-function is  used  to  spec i fy  the  reg ion  
o f  a sympto t i c  s t ab i l i t y .  The region is  composed of  the  se t  
15 [V($ 1. K} 
The region is in t e rp re t ed  geomet r i ca l ly  fo r  low order  systems.  George 
(1966) developed a method fo r  f ind ing  the  l a rges t  r i gh t  r ec t angu la r  hype r -  
para l le lep iped  which  can  be  inscr ibed  in  the  reg ion  descr ibed  above  when 
K is specified.  Generally,  however,  there i s  no t  a great  deal  of  incen-  
tive fo r  s tudy ing  the  in t e rp re t a t ion  o f  r eg ions  bounded by V func t ions ,  
s i n c e  t h e r e  is no way of finding V-functions for high-order systems. 
The region of excursion stabil i ty demonstrates the inadequacy of 
a r e g u l a t o r  s y s t e m  i f  i t  shows t h a t  t h e r e  are d i s tu rbed  states "near" the 
desired equi l ibr ium point  f rom which the emanat ing t ra jectory violates  
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the  sys tem cons t ra in ts .  The meaning of  nearness  is  designated on the  
bas i s  of  the  phys ica l  s i tua t ion .  For  example ,  i f  a problem  has  been 
scaled so tha t  the  sys tem is l ike ly  to  suf fer  d i s turbances  of  any  one  
state var iable  which are the  same order of magnitude as the disturbances 
which are l i k e l y  t o  b e  imposed or. any o the r  s ta te  var iab le ,  then  the  
Eucl idian norm is  a reasonable  way to  def ine  nearness  to  the  or ig in .  In  
such a case  the  knowledge o f  t h e  l a r g e s t  i n s c r i b a b l e  h y p e r s p h e r e  i n  RS 
may be as va luable  as a de ta i l ed  desc r ip t ion  o f  RS, for  purposes  of 
system evaluation. 
It is  convenient  to  def ine  a s ta te  func t ion  ca l led  a shape func- 
t i on ,  so t h a t  a sui table  approximation to  RS can  be  found. The shape 
func t ion  is  a p o s i t i v e  d e f i n i t e  s ta te  funct ion def ined on t h e  s t a t e  s p a c e  
and s e l e c t e d  on the  bas i s  o f  what is considered a good measure of nearness. 
Designate the shape function by S. Define a region bounded by a locus of  
cons tan t  s as the  c losed  reg ion  RA(S,N) as given by 
RA(S,N) = {x I S(x) .c N )  - - 
Now i t  i s  possible  to  def ine an approximate region of  excursion 
s t a b i l i t y  d e s i g n a t e d  RS(S) .  
De f in i t i on  3-2: Suppose t h a t  a system has a region of excursion 
s t a b i l i t y  d e n o t e d  by RS. Suppose ,  fur ther ,  tha t  a shape  function 
S has been selected,  
=(SI  = 
where E is t h e  least  
RA(S ,N) 
is  s a t i s f i e d .  
Then RS(S) is def ined  as  
upper bound of a l l  N f o r  which 
c. . 
C RS 
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Figure 7 shows s e v e r a l  l o c i  of constant  S on a s ta te  plane. The 
region RS is shown i n  the same f igure .  The region RS (S) i s  shaded. 
RS(S) is s imply  the  la rges t  reg ion ,  whose shape is designated by S ,  which 
may be  inscr ibed  in  the  reg ion  RS. 
3 . 4  Reformulation  of  the  Stabil i ty  Problem 
The analysis problem is t o  f i n d  RS(S) f o r  a given system, af ter  
RC and S have  been  chosen. The determination of RS(S) is not  accomplished 
unt i l  Chapter  Four .  In  th i s  sec t ion  the  ana lys i s  problem is transformed 
i n t o  a var ia t ional  problem. 
N o t i c e  t h a t  i n  F i g .  7 t h e r e  i s  a point on the boundary o f  bo th  RS 
and  RS(S) . Such p o i n t s  are c a l l e d  c r i t i c a l  p o i n t s .  T h e r e  is  always a t  
least  one c r i t i ca l  p o i n t .  I f  a region RA(S,N ) has no  boundary p o i n t s  i n  
common with the boundary of RS, then RA(S,N1) cannot be RS(S) because 
there must be a number N2 grea te r  t han  N such  tha t  RA(S,N2) i s  still  
c o n t a i n e d  i n  RS , as in  F ig .  8. 
1 
1 
Another very important observation may be made from  Fig. 7. I f  
RS is an open region, then the minimum va lue  of S i n  t h e  complement of 
RS occurs a t  a cri t ical  p o i n t .  I f  RS is a closed region, then the boundary 
of RS does not belong to the complement of RS, bu t  t he  g rea t e s t  l ower  
bound of a l l  evaluat ions of S i n  t h e  RS complement still occurs a t  a 
cri t ical  point.  This s imple  observa t ion  i s  the key to  the techniques 
for   the   de te rmina t ion   of  RS(S) . 
Theorem 3-2: The grea tes t  lower  bound f o r  a l l  va lues  of t h e  
shape  func t ion  in  the  complement of RS occurs a t  a c r i t i ca l  
point .  
.5 
L e t  x be  any  poin t  in  the  complement of RS. Since RS (S) is a -. 
c) 
subse t  of RS, 5 must a l s o  b e  i n  t h e  complement of RS(S). RS(S) is, by 
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Figure 7. Some Loci of Constant Shape Function 
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Figure 8.  A Proper Subset of .n Approximate S tab i l i ty  ReP;ion 
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d e f i n i t i o n ,  t h e  set of a l l  p o i n t s  f o r  which the shape function is less 
than o r  equal   to  K. Therefore,  i t  fo l lows   t ha t  is less than S ( x ) .  E\ 
C r i t i c a l  p o i n t s  f a l l  on the  boundary  of  RS(S).  Therefore, S(x)  i s  equal  
t o  ii a t  a c r i t i c a l  point.  Consequently 
Suppose N is g rea t e r  t han  %. Since is an  upper bound f o r  a l l  N which 
s a t i s f y  r e l a t i o n  (3-21, t h e r e  must be  a p o i n t  5, i n  t h e  complement of RS 
a t  which the shape function has a va lue  N. For any number l a rge r  t han  
the  va lue  of the  shape  func t ion  a t  5 t h e r e  is  a p o i n t  i n  RS complement 
a t  which S has  such a value.  The va lue  of S a t  any  po in t  i n  the  RS com- 
plement is g rea t e r  t han  the  va lue  o f  S a t  a c r i t i c a l  p o i n t .  The conclu- 
n 
s i o n  is t h a t  t h e  v a l u e  o f  S a t  a c r i t i ca l  po in t  is the  g rea t e s t  l ower  
bound of a l l  values  of  S i n  RS complement. 
No t i ce  tha t  t he  c r i t i ca l  p o i n t s  o c c u r  i n  RC o r  else on t h e  RC 
boundary.  This  must  be  true  since RS Ls a subse t   o f  RC. Therefore ,   the  
grea tes t  lower  bound of S i n  t h e  complement of RS must occur inside or  
on  the  boundary of RC. It i s  su f f i c i en t  t o  de t e rmine  the  complement of 
RS i n  RC. Refer   to   F ig .  4 .  Since i t  i s  p o s s i b l e  t o  g e t  from  any po in t  
i n  t h e  RS complement i n  RC to the boundary of RC a l o n g  t r a j e c t o r i e s  of 
the system, then by going backward i n  time along sys t e m  t r a j e c t o r i e s ,  
s t a r t i n g  on the boundary of RC, i t  is poss ib le  to  ge t  back  to  any  poin t  
i n  t h e  complement  of RS i n  RC. That is, the  complement of RS i n  RC i s  
gene ra t ed  by  the  h i s to r i ca l  pa ths  from the RC boundary. 
By combining the observation above with the theorem, the sta- 
b i l i t y  a n a l y s i s  is t ransformed into the fol lowing var ia t ional  problem. 
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A c r i t i ca l  p o i n t  may be found by minimizing the shape function along 
reverse t r a j ec to r i e s  o f  t he  sys t em which  in i t i a t e  on  the  RC boundary. 
The term minimize is  used very loosely here .  What is actual ly  needed 
i s  a grea tes t  lower  bound. The problem of obtaining a g rea t e s t  l ower  
bound by use  of  techniques  ord inar i ly  in tended  for  seeking  minima is  
d iscussed  in  chapter  four .  
3.5 Maximally Stable  Systems 
I f  goodness is i n f e r r e d  by  a sympto t i c  s t ab i l i t y ,  t hen  i t  is 
poss ib l e  tha t  t he  r eg ion  o f  a sympto t i c  s t ab i l i t y  will f i l l   t h e  s ta te  
space.  Analogously, i f  e x c u r s i o n  s t a b i l i t y  is  sponyinous  with  goodness, 
then the best  one can expect is t h a t  RS fills RC. Systems f o r  which 
RS and RC are i d e n t i c a l  are cal led maximally s table  systems.  
It is convenient,  whenever possible,  to identify the boundary of 
RC by an algebraic  equat ion of  the form 
It is a l s o  d e s i r a b l e  t o  select t h e  state funct ion G so tha t  the  fo l low-  
ing is s a t i s f i e d  
The constraint  region def ined below is used f n  many of the fol lowing 
examples 
RC = {x I x1 5 1 3  ( 3 - 4 )  
This is a s imple  reg ion  cor responding  to  an  inequal i ty  Cons t ra in t  on one 
s ta te  va r i ab le .  It is a l s o  a form of RC whfch is ve ry  l i ke ly  to  evo lve  
fn a p r a c t i c a l  problem.  The G func t ion  for  such  a region is given by 
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I f  x1 i s  less than  one, G is negat ive.  Along  x equals  one, G is  zero. 
For  x grea te r  than  one ,  G is pos i t i ve .  
1 
1 
I f  RS and RC are iden t i ca l ,  t hen  the re  i s  no p o i n t  i n  t h e  i n t e r i o r  
of RC from  which the emanating path reaches the RC boundary. Therefore, 
any t r a j ec to r i e s  o f  t he  sys t em which in te rsec t  the  boundary  of RC m u s t  
do so i n  such  a way as t o  e n t e r  RC. The value of G a l o n g  t r a j e c t o r i e s  
en te r ing  RC must be decreasing, because of the  way t h a t  G was defined. 
Therefore,  a s u f f i c i e n t  c o n d i t i o n  f o r  a system to be maximally stable is 
f o r  t h e  f o l l o w i n g  i n e q u a l i t y  t o  b e  s a t i s f i e d  
The quan t i ty  i n  b racke t s  is the  time rate of change of G along trajec- 
t o r i e s .  I f  t h e  t r a j e c t o r i e s  are en te r ing  RC a t  the RC boundary,  then 
they are going from an area where G is p o s i t i v e  t o  a n  area where G is 
negative.  Therefore,  G m u s t  be decreasing a t  a l l  p o i n t s  on the  RC 
boundary. 
The use of condition (3-3) is i l l u s t r a t e d  by examples 3-1 and 3-2. 
Example 3-1: Consider  the  system  described  by 
where RC is defined by eq. ( 3 - 4 ) .  An e v a l u a t i o n  o f  t h e  l e f t  
s i d e  of condi t ion (3-5) y i e l d s  
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Condition (3-5) is s a t i s f i e d .  The s ta te  p lane  for  the  sys tem 
is  shown i n  Fig. 9. The trajectories which  c ross  the  l ine  
x1 = 1 a l l  c ros s  from r i g h t  t o  l e f t  i n t o  RC. No matter where 
the system starts i n  RC i t  cannot  ge t  ou ts ide  of  RC. 
Example 3-2: A nonlinear example of a maximally s tab le  sys tem 
is given by 
where RC is again defined by eq. (3-4). A p o s s i b l e  state plane 
i s  shown i n  Fig.  10. The test f o r  maximal s t a b i l i t y ,  c o n d i t i o n  
(3-5). is evaluated below 
The absence of maximal s t a b i l i t y  may be demonstrated by the anti- 
t hes i s  o f  cond i t ion  (3-5) as given below 
where 2 is  any point on the boundary of RC. It is p o s s i b l e  t h a t  a given 
sys tem does  not  sa t i s fy  e i ther  the  condi t ion  above  or condi t ion (3-5). 
The state plane of a system which f a i l s  b o t h  c o n d i t i o n s  is shown i n  
Fig. 11. The s i tuat ion descr ibed above is s u r e l y  a pa tho log ica l  case 
which one would not  expect  to  encounter  in  pract ice .  
Since RS and RC are the  same f o r  a maximally s tab le  sys tem,  the  
l a rges t  r eg ion  o f  shape  S which is i n s c r i b a b l e  i n  RS i s  a l s o  t h e  l a r g e s t  
such  r eg ion  in sc r ibab le  in  RC. Des igna te  the  la rges t  reg ion  of  shape  S 
which is i n s c r i b a b l e  i n  RC by RA(S,NRC). For maximally s tab le  sys tems 
= RA(S,NRc) 
regard less  of  what  pos i t ive  def in i te  shape  func t ion  is chosen. 
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Figure 9. State-Plane for Example 3-1 
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Figure 10. State-Plane  for  Example 3-2 
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Figure 11. A System which Fai ls  both  Maximal S tab i l i ty  Tests 
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3.6 &proximately Maximal S tab le  Sys t ens  
The approximate  reg ion  of  s tab i l i ty ,  RS(S) , cannot be any larger 
than RA(S ,NRC) . I f  N is taken any larger  than NRC , then RA( S ,N) includes 
some points which are not  i n  RC. Define an approximately maximal stable 
system as a sys tern f o r  which RS (S) equals  RA(S ,NRc). Approximate maximal 
s t a b i l i t y  is abbreviated AMs. A l l  maximally s tab le  sys tems are AMs. 
However, AMs does not imply maximal s t a b i l i t y  as shown by the counter 
example i n  Fig. 12.  Clear ly ,  a system may be AMs relative to one shape 
funct ion and yet  have a very small region RS(S) for another shape func- 
t ion .  
There is no easy way to  a sce r t a in  whe the r  o r  no t  a given system 
is  AMs. I f  a l l  the  t r a j ec to r i e s  wh ich  in t e r sec t  t he  boundary  .of RA(S,NRc) 
do so i n  an inward manner, then i t  is poss ib le  to  demonst ra te  AMs by a 
condition  analogous  to  eq. (3-5) above. The condi t ion on t r a j e c t o r i e s  
i n t e r s e c t i n g  a s u r f a c e  of constant  S i s  
This condition is su f f i c i en t  t o  demons t r a t e  AMs bu t  i t  is not  necessary.  
The system shown i n  Fig. 13 does  no t  s a t i s fy  cond i t ion  (3-6), b u t  it i s  
AMs. 
The following example shows how condi t ion (3-6) can be used to 
demonstrate AMs. 
Example 3-3: Consider the system described by 
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Figure 12 .  An MIS System which i s  not  Maximally  Stable 
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Figure 13. An AMs System which Fai ls  Condi t ion ( 3 - 6 )  
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where RC is given by eq. ( 3 - 4 )  and S is the  Eucl id ian  norm. 
The l a r g e s t  circle which may be  inscr ibed  about  the  or ig in  
inside the region where x1 i s  less than one is  t h e  u n i t  circle.  
Therefore,  NRC must be  uni ty .  The s ta te  plane is shown i n  
Fig.  14. Condition ( 3 - 6 ) ,  as appl ied   to   th i s   example ,  becomes 
Notice, from Fig. 1 4 ,  t h a t  t r a j e c t o r i e s  a lways  en ter  the  uni t  
circle, bu t  t ha t  t hey  c ross  the  RC boundary i n  b o t h  d i r e c t i o n s .  
The system has been shown t o  b e  AMs, b u t  i t  is  c l e a r l y  n o t  
maximally  s table .   This   observat ion i s  supported by eva lua t ing  
the  expres s ion  in  cond i t ion  (3-5) f o r  t h e  example as shown 
below 
L d t  (Xy") 1 I xl-l = 0 " + x 2  < 0 
d 
For all x2 grea te r  than  one  the  condi t ion  is v io l a t ed ,  
3.7 Systems  which are n o t  AMs 
The analysis of systems which are n o t   a t  least  AMs genera l ly  
r equ i r e s  t he  use of a computer.  For selected simple systems an analysis 
can be made on paper .  This  analyt ical  method a p p l i e s  o n l y  t o  a very  
narrow class of  systems. However, t h e  method is d i s c u s s e d  i n  t h i s  sec- 
t i o n  to preface the problem reformulat ion in  Chapter  Four* 
Consider the system described by 
RC is again  given by eq. ( 3 - 4 ) .  A is a square  matr ix  of cons tan ts .  The 
reverse system is given by 
d 
~ ( t )  = -Ay(t) 
where z(t) d e s c r i b e s  t h e  h i s t o r i c a l  t r a j e c t o r y .  The i n i t i a l  c o n d i t i o n  
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Figure 14. State-Plane of Example 3-3 
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imposed on t h e  reverse system is 
All t h e  s o l u t i o n s  t o  t h e  reverse s y s t e m  e q u a t i o n s  s u b j e c t  t o  t h e  i n i t i a l  
condition above generate the complement of RS i n  RC, as d i s c u s s e d  i n  sec- 
t i o n  3 . 4 .  The t r a j e c t o r i e s  o f  t h e  reverse system discussed above s tar t  
on  the  l i ne  y = 1. A t  l e a s t  one   o f   these   t ra jec tor ies  traverses a 
cr i t ical  poin t .  Call t h e  i n i t i a l  c o n d i t i o n  o f  t h i s  p a r t i c u l a r  reverse 
t r a j e c t o r y  2. Suppose t h a t  t h e  reverse t r a j e c t o r y  from z reaches  the 
c r i t i ca l  p o i n t  i n  time T. The s i tua t ion  be ing  d i scussed  is  diagrammed 
f o r  a second-order  system i n  F i g .  15. The shaded area rep resen t s  RS(S) 
and t h e  t r a j e c t o r y  shown is the  one which intersects  a c r i t i ca l  po in t  
y(T). The c r i t i ca l  point can be related t o  z by t h e  t r a n s i t i o n  m a t r i x  
of the  or ig ina l  sys tem eva lua ted  a t  -T as shown below 
1 
- - 
- - 
The c r i t i ca l  po in t  is a l s o  t h e  p o i n t  a t  which S is  minimized along a 
reverse t r a j e c t o r y  from the  RC boundary 
Since the system is l i n e a r  t h e r e  is no  poss ib i l i ty  of  a l i m i t  cyc l e .  I f  
t he  state variables have continuous time de r iva t ives  a long  t r a j ec to r i e s ,  
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Figure 15. State-Plane Showing 
RC 
boundary 
a Cri t ica l  
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Reverse Trajectory 
then the following conditions are necessary a t  t h e  c r i t i c a l  p o i n t  
a / a Z p ( $ ( - T ) _ z )  1 = 0 R = 2,3,.. . ,n 
These conditions represent a set of algebraic equations which have a 
c r i t i c a l  p o i n t  as a solut ion.   Unfortunately,   the   equat ions are unbearably 
tedious to solve.  
It is poss ib le  to  devise  a simpler method to solve second-order 
l inear systems. Condition (3-7) can be put  into a more convenient  form 
by n o t i n g  t h a t  t h e  l e f t  hand s i d e  is m e r e l y  t h e  f i r s t  time d e r i v a t i v e  o f  
S along a sys tem t ra jec tory .  This  der iva t ive  of  S may be expressed i n  
terms of the system equations as 
Condition (3-8) has   an   i n t e re s t ing   geomet r i ca l   i n t e rp re t a t ion .  The tra- 
jectory through a c r i t i c a l  p o i n t  i s  tangent  to  the  sur face  of constant  
S a t  tha t  po in t .  
Consider only second-order problems with quadratic shape function 
given by 
S($ = ~t Bg T 
where B is a constant  symmetric matr ix .  For  this  case condi t ion (3-8) 
reduces  to 
This is a b i q u a d r a t i c  e q u a t i o n  i n  x1 and x2 such as 
46 
“lX1 2 + c x x  2 1 2 + c x 2 5 0  3  
where c c2 and c can  be  determined  from A and B. The quadrat ic  formula 
can be used to solve the equation above for x i n  terms of x 
1’ 3 
1 2 
C 
= [- 2 + A2-p - 1 
x1 2c - 2Cl C x2 1 4,5 
This means t h a t  t h e  c r i t i c a l  p o i n t s  must l i e  along one of the  two s t r a i g h t  
l i n e s  as given by 
(3-10) 
where  b is  an unknown constant.  The values  of z which  can  be  attained 
from any of t hese  po in t s  a long  sys t em t r a j ec to r i e s  are 
1 
(3-11) 
I f  z is cons idered  to  be  f ree ,  then  the  maximum value of  z a t t a i n a b l e  
from any of these points occurs when 
1 1 
o r   e q u i v a l e n t l y  when 
- 4 (TI = “c I$ (T) d dT 11 4,5 dT 12 (3-1 2) 
From the equation above a number of s o l u t i o n s  f o r  T can be obtained. These 
candida tes  for  T can be inser ted into eq.  (11) .  The r ight-hand s ide of 
eq.  (3-11) is set equal  to  one and solved for  the candidates  for  b .  These 
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b candida tes  can  be  inser ted  in to  eq. (3-10) to  ge t  candida tes  for  
c r i t i c a l  p o i n t s .  The a c t u a l  c r i t i c a l  p o i n t s  a r e  s e l e c t e d  from these 
candidates by eva lua t ing  S at  each point  and el iminat ing a l l  candidates 
which do n o t  i n f e r  minimum S. 
The procedure is made clear by the examples i n  the following 
s e c t i o n s  . 
3 . 8  Linear Examples 
Two examples of the determination of E ( S )  f o r  s imple  systems 
are g i v e n  i n  t h i s  s e c t i o n .  The region RC is defined by eq. (3-4)  and 
the shape function is  the Eucl idian norm for both examples. 
Example 3-4 :  The system  equations  are 
Condition ( 3 - 9 )  f o r  t h i s  example  reduces  to 
t5 -81  
The solution of the above equation by the quadrat ic  formula yields  
The t r a n s i t i o n   m a t r i x   f o r   t h e   s y s  t e m  is  
S u b s t i t u t i o n  of t h e  t r a n s i t i o n  m a t r i x  above in to  equat ion  (3-12) 
gives  
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There are two values of T which s a t i s f y  t h i s  e q u a t i o n .  These are 
The corresponding values of b which allow z1 t o  be  equa l  t o  one 
a t  these  time values  are 
b =-0.151 
The y(T) candidates are 
The candida te  for  a c r i t i c a l  
of s i s  
b = 1.325 
point which has the smaller va lue  
The state p lane  for  th i s  sys tem is shown i n  F i g .  16. 
Example 3-5: The following  system  has  complex  eigenvalues 
The t r a n s i t i o n  m a t r i x  f o r  t h e  s y s t e m  i s  
sin 1 
Condition (3-9) reduces to 
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Figure 16. State Plane of Example 3-4 
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which is  solved by 
-11 
S u b s t i t u t i o n  i n t o  eq.  (3-12) y i e l d s  
3 S i n T + C o s T = O  
for  the second solut ion and 
Sin T = 0 
f o r  t h e  f i r s t  s o l u t i o n .  These are j o i n t l y  s a t i s f i e d  by 
T =  1 K = 0,1,2. . .  
The va lue  of  the  square  root  of S fo r  success ive  va lues  o f  T, taken 
from t h e  above so lu t ion ,  can  be  re la ted  by the  t r ans i t i on  ma t r ix  
From the above expression i t  is c l e a r  t h a t  S increases  monotonical ly  
with K f o r  t h e  r e v e r s e  s y s  t em.  Therefore  the minimum S-value must  
occur a t  a value of T corresponding to K equal zero.  There are two 
values of T when K is zero. The sma l l e s t  va lue  of S a t  a c r i t i c a l  
point  candidate  evolves  when T is zero.  The corresponding value 
of y ( T ) ,  t h e  c r i t i c a l  p o i n t ,  is 
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This example  has two r a t h e r  i n t e r e s t i n g  p r o p e r t i e s .  The 
one and only c r i t i ca l  p o i n t  and i t s  assoc ia ted  z po in t  are both 
t h e  same poin t ,  because  T is zero. The system gas been shown 
above to be AMs , b u t  t h e  s u f f i c i e n t  c o n d i t i o n  f o r  AMs, eq. ( 6 ) ,  
is n o t  s a t i s f i e d .  The eva lua t ion  of t h e  l e f t  hand s i d e  of 
eq. ( 6 )  f o r  t h i s  example  appears  below 
The condi t ion  is  v i o l a t e d  a t  xi = -0.1. The s t a t e - p l a n e  f o r  t h i s  
example is shown i n  Fig. 17. 
3 . 9  An Example wi th  a L i m i t  Cycle 
The following example concerns a second-order system with an 
uns tab le  l i m i t  cycle .  L i m i t  c y c l e s  i n  two-space d i v i d e  t h e  s p a c e  i n t o  
two complementary sets. The l i m i t  c y c l e  i n  t h e  example  bounds a region 
of  asymptot ic  s tab i l i ty  about  the  or ig in .  Some in t e re s t ing  mod i f i ca t ions  
o f  t he  example occur i f   t h e  RC boundary i n t e r s e c t s  t h e  limit c y c l e  o r  i f  
t h e  l i m i t  cyc le  is a s t a b l e  one. 
Example 3-6: Suppose RC and S are given by the same region  and 
function  considered  in  the  examples  above. The system is  de- 
s c r ibed  by 
where 
The o r i g i n  i s  a sympto t i ca l ly  s t ab le  in s ide  an  o r ig in -cen te red  
e l l i p s e  which  in te rsec ts  the  x1 a x i s  a t  $ and i n t e r s e c t s  
t h e  x2 axis a t  & 1. Since  the  RC boundary lies wholly outs ide 
of t h i s  r e g i o n  o f  s t a b i l i t y ,  t h e  r e g i o n  RS i s  t h e  same as the  
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Figure 17. State-Plane of Example 3-5 
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3t ica l  point  
z also  x, 
6 .
\ 
r eg ion  o f  a sympto t i c  s t ab i l i t y  as ind ica ted  on the  s ta te  plane 
diagram shown i n  Fig.  18. The approximate  s tab i l i ty  reg ion ,  
RS(S), is the  largest c i r c l e  which f i t s  i n s i d e  t h i s  e l l i p s e .  
RS(S) is bounded by the  circle about  the  or ig in  wi th  rad ius  
one h a l f .  
The reverse  
described by 
These equations 
system associated with the example system is  
= [-1 - 3  y ( t >  + y ( t > g ( p > >  
have a closed form s o l u t i o n  f o r  t r a j e c t o r i e s  
which i n i t i a t e  o u t s i d e  o f  t h e  l i m i t  cycle.  The s o l u t i o n  i s  
The example was devised so t h a t  a so lu t ion  would e x i s t .  The 
so lu t ion  can  be  ve r i f i ed  by d i f f e r e n t i a t i o n  and s u b s t i t u t i o n  
back  in to  the  reverse equations.  The exis tence of  the closed 
form s o l u t i o n  makes i t  possible  to  analyze the system by a 
method similar t o  t h e  method u t i l i z e d  i n  t h e  p r e v i o u s  l i n e a r  
examples. 
The s o l u t i o n s  of the  reverse-sys tem which i n i t i a t e  on the  
boundary of RC are obtained from the  genera l  so lu t ion  above  by 
s e t t i n g  z1 equa l  t o  one. The value of  the shape funct ion along 
reverse t r a j e c t o r i e s  from the  RC boundary can be expressed as a 
funct ion of  backward time and t h e  i n i t i a l  v a l u e  o f  t h e  uncon- 
s t ra ined  var iab le ,  z2 ,  by s u b s t i t u t i n g  t h e  s o l u t i o n  i n t o  a 
formal  expression for  S as below 
h (  z2 ,  t )  = 4 S in  t - 4z2Sin t Cos t + z2 Cos t 2 2 2  
The q u a n t i t y  i n  t h e  l e f t  most brackets of the  express ion  for  S 
is monotone d e c r e a s i n g  i n  time. The q u a n t i t y  i n  t h e  r i g h t  hand 
bracke ts  i s  pe r iod ic  wi th  a relative minimum indica ted  by 
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Figure 18. State-Plane of Example 3 
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z 2 2 + 4  < 2 ; + 4  
4 -  4 + p  ( z 2 , t )  
The inequal i ty  above may b e  v e r i f i e d  by r ewr i t i ng  h a s  
h ( z 2 , t )  = [2 S in  t - z2 Cos t ]  2 
Now it is  clear t h a t  
h (z2 , t )  2 0 
However, whenever t reaches a value of 
-1 2 Z 
T = t an  (/ 
then h is exac t ly  zero  as shown below 
The shape  func t ion  has  a relative minimum a t  any of these  pe r iod ic  
ze ros  o f  h ,  bu t  t hese  minima cont inue to  decrease monotonical ly  
approaching 
(3-13) 
as shown i n  Fig. 19. Clearly the shape function does not have an 
abso lu te  minimum bu t  it does have the greatest  lower bound given 
above. 
A s tudy  of t h e  s ta te  p l a n e  i n  F i g .  1 9  shows what is  happen- 
ing. The reverse t r a j e c t o r i e s  are a t t rac ted  toward  the  l i m i t  
cycle.  A t  two points  a long each encirclement  of  the l i m i t  cyc le ,  
n e a r  t h e  i n t e r s e c t i o n  of  t he  t r a j ec to ry  wi th  the  minor  ax i s  of 
t he  e l l i p se ,  t he  d i s t ance  be tween  the  t r a j ec to ry  and t h e  o r i g i n  
reaches a relative minimum. As t he  t r a j ec to ry  con t inua l ly  
approaches the l i m i t  cyc l e  these  relative minima approach the 
minimum dis tance  of  the  l i m i t  c y c l e  i t s e l f  from t h e  o r i g i n ,  
which is  r e a l i z e d  a t  x1 equal one half  and x2 equal zero.  
N o t i c e  a l s o  t h a t  t h e  same general  behavior  of  reverse trajec- 
t o r i e s  i s  exhibi ted regardless  of  where on the RC boundary 
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Figure 19.  State-Plane f o r  Reverse System in Example 3-6 
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t h e  t r a j e c t o r y  i n i t i a t e s .  This observat ion  f rom  the s ta te  
p lane  is  reinforced by the cancel la t ion of 22 from eq. (3-13) 
above. 
The fol lowing modif icat ions of the  example above are noteworthy. 
I f  t h e  RC boundary is changed t o  some o t h e r  l i n e  which l ies ou t s ide  of 
t h e  l i m i t  cycle ,  then RS and RS(S) remain exact ly  the same as shown i n  
Fig. 20. All reverse t r a j e c t o r i e s  which start  ou t s ide  the  limit cyc le  
approach  the limit cycle  asymptot ical ly .  If the  RC boundary i n t e r s e c t s  
t he  limit cycle ,  then RS and RS(S) are reduced accordingly, as i n  Fig. 
21. RS does  not  degenera te  in to  the  empty set unless  RC does not  include 
the or igin because the system is asympto t i ca l ly  s t ab le  in s ide  the  limit 
cycle.  
I f   t h e  example system is replaced by a system described by the 
same equa t ions  wi th  the  r igh t  hand s i d e  m u l t i p l i e d  by minus one, then the 
system looks l i k e  t h e  reverse sys tem assoc ia ted  wi th  the  or ig ina l  example. 
This new system has a s t a b l e   e l l i p t i c  l i m i t  cycle which attracts t r a j ec -  
t o r i e s  i n i t i a t i n g  anywhere i n  t h e  s ta te  p lane  except  the  or ig in .  The 
o r i g i n  becomes an unstable  equi l ibr ium point .  An RS is shown i n  Fig. 22. 
T r a j e c t o r i e s  which i n i t i a t e  i n s i d e  t h e  l i m i t  cyc l e  are trapped by the 
l i m i t  cyc l e .  T ra j ec to r i e s  i n i t i a t ing  ou t s ide  ' t he  l i m i t  cycle   diverge.  
I n  case the  limit cyc le  is not  wholly inside RC, then there  is no region 
o f  e x c u r s i o n  s t a b i l i t y ,  as i n d i c a t e d  i n  F i g .  23. Al t r a j e c t o r i e s  even- 
tual ly  approach the limit cycle where they must necessarily traverse the  
RC boundary. 
3.10 Asymptotic  Excursion  Stabil i ty 
The behavior of a system inside RS i s  n o t  s p e c i f i e d  i n  t h e  
def in i t ion  of  the  reg ion  of e x c u r s i o n  s t a b i l i t y .  A s t a b l e  limit cyc le  
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Figure 20. Example 3-6 with Modified RC 
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F i g u r e  21. Example 3-6 with a L i m i t i n g  RC 
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Figure 22. A Stable  Modification of 
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Figure 23. An Unstable Modification of Example 3-6 
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c o u l d  e x i s t  i n  RS. There could be a su r face  con ta ined  in  RS t o  which 
t r a j e c t o r i e s  are at t racted.  There might  be more than  one  s tab le  equi l ib-  
r ium p o i n t  i n  RS. These conditions are o b j e c t i o n a b l e  f o r  most systems. 
Def in i t i on  3-3: Suppose t h a t  RC and  q are specif ied,  where RC 
i s  a constrained region of  operat ion &d q i s  a s t a b l e  e q u i l i b -  
r ium point .  Define the region of  asymptohc excursion s tabi l i ty  
as the se t  of a l l  po in t s  which are excur s ion  s t ab le  and i n  addi- 
t i o n  r e q u i r e  t h a t  f o r  any p o s i t i v e  number, E ,  t h e r e  is a time 
increment, r ,  i n  which the system recovers from any disturbed 
state i n  t h e  r e g i o n  of s t a b i l i t y  i n  t h e  s e n s e  t h a t  
Define the approximate region of asymptotic excursion stabil i ty 
as the largest  region of  prescr lbed shape which can be inscr ibed 
i n  t h e  r e g i o n  of asymptot ic  excurs ion  s tab i l i ty .  
It is  gene ra l ly  no t  poss ib l e  to  a sce r t a in  whe the r  o r  no t  t he  r eg ion  
RS i s  a l so  a sympto t i ca l ly  s t ab le .  However, t h e r e  are a number o f  s t eps  
which can be taken to  discover  the exis tence of  undesirable  behavior  in  
RS. An e x c e l l e n t  way to  de tec t  nonasymptot ic  behavior  in  RS very quickly 
is simply to  test t h e  e q u i l i b r i u m  p o i n t  f o r  a s y m p t o t i c  s t a b i l i t y  i n  a n  
a r b i t r a r i l y  small region and t h e n  t o  i n t e g r a t e  a few t r a j e c t o r i e s  o f  t h e  
system, numerical ly  or  by analog s imulat ion,  f rom arbi t rar i ly  selected 
p o i n t s  i n  RS. The s t a b i l i t y  of  the equi l ibr ium point  can most  of ten be 
determined by eva lua t ing  the  e igenvalues  of  a l inear iza t ion  of  the  sys tem 
about  the desired equi l ibr ium point ,as  demonstrated by LaSalle and 
Lefschetz  (1961) .  I f  there  is a limit cyc le  o r  an  undes i r ab le  equ i l ib -  
r ium point condition, one or more of the test t r a j e c t o r i e s  is l i k e l y  t o  
b e  a t t r a c t e d  by it. 
Greater confidence in  the  l ack  o f  nonasympto t i c  behav io r  i n  RS 
can be enjoyed by recalculat ing X ( S )  wi th  spec ia l  nonphys ica l  cons t r a in t s .  
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L e t  RC be replaced by a closed bounded reqion within which hunting can 
b e  t o l e r a t e d .  I f  t h e  r e g i o n  RS(S) still  ex is t s ,   then   there  is  l i t t l e  
l ike l ihood of  a l i m i t  c y c l e  e x i s t i n g  i n  RS. I f  t h e  r e g i o n  o f  s t a b i l i t y  
disappears ,  then the equi l ibr ium point  enclosed is e i the r  a sympto t i ca l ly  
u n s t a b l e  o r  else the re  is a l i m i t  c y c l e  i n  t h e  o r i g i n a l  RS which can 
a t t rac t  t r a j e c t o r i e s  from po in t s  ve ry  nea r  t he  equ i l ib r ium po in t .  I f  
des i r ed ,  more information can be obtained by replacing RC again. 
3.11 Conclusion 
The s p e c i a l  cases of maximal s t a b i l i t y  and easily demonstrated 
approximate maximal s t a b i l i t y  may be encountered i n   p r a c t i c e  from time 
t o  time. Generally,  however, a g iven  sys tem does  not  sa t i s fy  e i ther  of 
t hese  spec ia l  ca t egor i e s .  Many of t h e  p r o p e r t i e s  o f  e x c u r s i o n  s t a b i l i t y  
have been observed i n  t h i s  c h a p t e r  by s tudying s imple systems analyt i -  
c a l l y .  It is necessa ry  to  be  ab le  t o  a n a l y z e  f a r  more  complex  systems. 
The method o f  ana lys i s  u sed  in  sec t ions  3.8  and 3 .9  was very cumbersome 
even  though  the  examples a l l  involved  only  simple  systems.  Moreover,  the 
method r equ i r e s  a closed loop solut ion of  the system equat ions.  Clear ly  
a more powerfu l  ana lys i s  too l  is required.  
The s t a b i l i t y  a n a l y s i s  is  reformulated into an opt imizat ion prob-  
l e m  i n  t h i s  c h a p t e r .  By u s i n g  t h i s  restated problem i t  is p o s s i b l e  t o  
e x p l o i t  t h e  vast background of  opt imal  control  theory,  var ia t ional  
calculus  and parameter  opt imizat ion techniques to  solve the s tabi l i ty  
problem. These techniques  requi re  the  use  of  a computer so t h e  methods 
of Chapter Four are p r e s e n t e d  i n  t h e  form of computational algorithms. 
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Chapter Four 
COMPUTATIONAL ALGORITHMS 
4.1 In t roduct ion  
Most nonlinear systems are no t  suscep t ib l e  to  ana lys i s  by the  
ana ly t i ca l  p rocedure  ou t l ined  in  chap te r  3. It is v e r y  d i f f i c u l t  t o  
apply the method to  h igh-order  l inear  cons tan t  sys tems.  The examples 
of  Chapter  Three and t h e  method used for  t h e i r   s o l u t i o n  are presented 
t o  i l l u s t r a t e  t h e  n a t u r e  of t h e  e x c u r s i o n  s t a b i l i t y  a n a l y s i s  problem. 
A v a i l a b i l i t y  of the  prclper computational f a c i l i t i e s  makes t h e  a n a l y s i s  
of  nonl inear  sys tems prac t icable  and  the  ana lys i s  of  l inear  sys tems 
easy.  Computational  algorithms  for :he ana lys i s   o f  dynamic  systems 
are gene ra t ed  in  th i s  chap te r .  
A complete   analysis   should  contain  the  fol lowing  s teps .   Firs t  
the system m u s t  be modelled and the constraint  region and the  shape  
func t ion  must be  se lec ted  by sOmeonE  who is fami l i a r  w i th  the  phys ica l  
system. Equi l ibr ium points  in  RC can be found by solving the following 
a lgebra ic  equat ions  
f ( q , t )  0 
" - 
The cond i t ions  fo r  exh ib i t i ng  maximal s t a b i l i t y  and AMs should be appl ied 
t o  tes t  f o r  t h e  e x i s t e n c e  of e i t h e r  o f  t h e s e  two simple cases.  Several  
simulations of the system should be made, preferab ly  on an analog 
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computer, t o  a i d  i n  t h e  l o c a t i o n  o f  l i m i t  cycles and undisclosed equi- 
l ib r ium poin ts .  F ina l ly ,  RS(S) must  be  found. The means  by which RS (S) 
is found is t h e  s u b j e c t  of t h i s  c h a p t e r .  
E x c u r s i o n  s t a b i l i t y  a n a l y s i s  is reformula ted  in  Chapter  Three .  
The reformulated problem is  t o  f i n d  a so lu t ion  o f  
which minimizes, i n  a genera l  sense ,  the  shape  func t ion  
s u b j e c t  t o  i n i t i a l  c o n d i t i o n s  o n  t h e  RC boundary as given by 
The cr i t ical  t ra jectory descr ibed above is  se l ec t ed  by a seeking method 
o r  by a var ia t iona l  technique .  
The seeking method recommended is a random search.  The  random 
search is d i s c u s s e d  i n  s e c t i o n  4.3. The random search may be  appl ied  
a f t e r  t h e  problem i s  reformulated as a parameter optimization problem 
as d iscussed  in  sec t ion  4 .2 .  The a l t e rna t ive  va r i a t iona l  fo rmula t ion  
i s  p r e s e n t e d  i n  terms o f  the  maximum p r i n c i p l e  i n  s e c t i o n  4.4. The 
v a r i a t i o n a l  method may be  ca r r i ed  ou t  by solving a sequence of two-point 
boundary-value problems on a set  of equat ions  re la ted  to  the  sys tem 
equat ions but  with twice the  order .  Two numerical  techniques for  solv-  
ing the boundary-value problems are t h e  r e c i r c u l a t i o n  a l g o r i t h m  and 
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quas i l i nea r i za t ion .  The r ec i r cu la t ion  a lgo r i thm is d i s c u s s e d  i n  s e c t i o n  
4.5. It is p o o r l y   s u i t e d   t o   t h e   r e l e v a n t  problem.  Quasil inearization 
which is d i scussed  in  sec t ion  4 .6 ,  worked s a t i s f a c t o r i l y  b u t  was too 
time consuming t o  b e  p r a c t i c a l .  
4.2  Reformulation  as a Parameter  Optimization  Problem 
The s e l e c t i o n  o f  t h e  t r a j e c t o r y  w h i c h  satisfies eq. ' s  (4-l) , 
(4-2)  and ( 4 - 3 )  can b e  recast as a parameter  optimization  problem.  This 
reformulat ion is appealing because the parameter selection problem is 
suscep t ib l e  to  seek ing  methods o r  o rgan ized  sea rch  methods.  Seeking 
methods make i t  p o s s i b l e  t o  a v o i d  the nonlinear boundary-value problems 
which must  be solved to  affect  the var ia t ional  methods.  
Suppose t h a t  t h e  i n i t i a l  c o n d i t i o n s  o f  s o l u t i o n s  o f  eq. (4-1) a r e  
considered as a vector parameter z as i n  - 
The optimum pa raqe te r  is  t h e  v e c t o r  2, which implies a  minimum of expres- 
s i o n  (4-2) s u b j e c t  t o  
G(z) = 0 
The cos t  func t ion  va lue  a s soc ia t ed  wi th  a p a r t i c u l a r  s e l e c t i o n  o f  z is 
the  minimum value of  S a l o n g  t h e  h i s t o r i c a l  t r a j e c t o r y  from t h a t  p o i n t ,  
I f  t h e  s y s  tem is e x p l i c i t l y  time dependent, such as 
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d dt x( t>  = +t),t> 
then  the  reverse system is given by 
The optimum S i s  
Min  Min Min
The i n i t i a l  time, t is  simply  adjoined  to  the  vector  parameter  z,  and 
the  optimum shape function becomes 
0 .-. 
Min 
- ,z u to 
- COST (,z) 
The minimiza t ion  re fer red  to  above  is not  a s e a r c h  f o r  a l i t e r a l  minimum 
as pointed out  in  Chapter  Three.  The search  is actual ly  conducted for  a 
grea tes t  lower  bound. A r e v e r s e  t r a j e c t o r y  from t h e  RC boundary may i n t e r -  
sect t h e  c r i t i ca l  p o i n t ,  i n  which case the  minimum of S and t h e  g r e a t e s t  
lower bound of  S are t h e  same. However, i t  is p o s s i b l e  t h a t  no reverse  
t r a j e c t o r y  a c t u a l l y  i n t e r s e c t s  t h e  c r i t i ca l  point ,  such as  when a limit 
c y c l e  e x i s t s .  I f  t h e  c r i t i ca l  poin t  is  no t  i n t e r sec t ed ,  t hen  i t  is a t  
least  poss ib le  to  f ind  t ra jec tor ies  which  exper ience  S minima as c l o s e  t o  
the  c r i t i ca l  value of  S as des i red .  
The search  is conducted for a minimum of S on reverse t r a j e c t o r i e s  
u n t i l  o n e  of two s topping  condi t ions  is  s a t i s f i e d .  The reverse t r a j e c t o r y  
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i s  observed  unt i l  the  shape  func t ion  reaches  some very  la rge  upper  l i m i t  
o r  u n t i l  some time limit, T i s  reached. The optimum S becomes 
S 
Min  Min 
The minimum l i t e r a l l y  e x i s t s  f o r  t h i s  c l o s e d  i n t e r v a l .  A f t e r  t h e  minimum 
over  T i s  found, Ts is replaced  by a s l i g h t l y  l o n g e r  interval. I f  t h e  
minimum S o v e r  t h i s  l o n g e r  i n t e r v a l  i s  improved,  then T is  aga in  rep laced  
by a longer  in te rva l .  Eventua l ly  e i ther  the  d i f fe rence  be tween success ive  
minima f a l l s  w i t h i n  t h e  q u a n t i z a t i o n  limits of the machine or else t h e  
minimum occurs near the end of the interval and qpproaches zero.  In the  
l a t t e r  c a s e ,  RS(S) is t h e  empty set. In  the  former  case, t h e  S minimum 
l i m i t  as T inc reases  is taken as  a g r e a t e s t  l O V 7 e r  bound f o r  t h e  reverse 
t ra jec tory  under  observa t ion .  If t h e r e  are no l i m i t  c y c l e s  o r  a t t r a c t i n g  
s u r f a c e s  i n  RS, then i t  is usua l ly  no t  necessa ry  to  r ep lace  T more than 
once. 
S 
S 
S 
S 
4 . 3  Random Search 
The most success fu l  way of minimizing S is t o  conduct a random 
search.  A random sea rch  is an  organized  t r ia l -and-er ror  process  for  
s e l e c t i n g  t h e  optimum value  of  a set: of parsmeters. Another type of  
organized search i s  composed o f  h i l l  c l imb inq ,o r  g rad ien t ,me thods ,  a s  
discussed by Korn (1965). 
Random searches  are o f t en  supe r io r  t o  g rad ien t  methods when 
the re  are s t e e p  c l i f f s  i n  t h e  c o s t  f u n c t i o n .  It is necessa ry  to  compute 
t h e  c o s t  f u n c t i o n  f o r  a trial parameter set only once per  t r i a l  when 
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random searches  are conducted. A random search  can  eas i ly  be  modi f ied  to  
sea rch  l a rge  areas of  the  parameter  space  for  a g loba l  minimum.  The pro- 
cedure outlined below was s tud ied  by Mitchel (1964). It was l a t e r  improved 
by Belcey (1964) and discussed i n  some d e t a i l  by Sabroff e t  a l .  (1965). 
A random search  is conducted by s t a r t i n g  w i t h  some guessed value 
for  the  parameters  to  be  optimized. The cos t  a s soc ia t ed  wi th  th i s  guess  
is computed. A random v a r i a t i o n  is  made in  the  pa rame te r s  and t h e  c o s t  
func t ion  is again computed. I f  t h e  c o s t  f u n c t i o n  is increased,   then a 
d i f f e r e n t  random v a r i a t i o n  is  made. I f  t h e  c o s t  f u n c t i o n  is reduced,  then 
t h e  i n i t i a l  g u e s s  is rep laced  by  the  t r ia l  parameters  and the  process  is 
continued. 
The random v a r i a t i o n s  are obtained from a source of random num- 
bers which are d i s t r ibu ted  acco rd ing  to  some bell-shaped density function. 
These random numbers are b ia sed  in  such  a way t h a t  v a r i a t i o n s  are more 
l i k e l y  t o  o c c u r  i n  t h e  d i r e c t i o n ,  i n  p a r a m e t e r  s p a c e ,  i n  which r ecen t  
success has been enjoyed. The var iance  of the  random numbers is decreased 
as a l o c a l  minimum is approached. 
The search  is conducted i n  two modes c a l l e d  t h e  l o c a l  and g loba l  
modes. The sea rch  starts i n  l o c a l  mode. Af t e r  a l o c a l  minimum has  been 
i s o l a t e d  t h e  s e a r c h  s w i t c h e s  t o  g l o b a l  mode. The g loba l  s ea rch  cons i s t s  
of random trials about the l as t  l o c a l  minimum i n  ever increas ing  var iance .  
The g loba l  s ea rch  con t inues  un t i l  an improvement i n  t h e  c o s t  f u n c t i o n  is  
observed. I f  no  improvement i s  e x h i b i t e d  a f t e r  a spec i f i ed  number of 
trials the  sea rch  is  terminated. 
The procedure i s  most c l ea r ly  d i scussed  by descr ibing the pro-  
gram flaw c h a r t  i n  Fig.  24(a)  and  Fig.  24(b). The symbology used i n  t h i s  
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DP(k)=STEP*SG(k)*R.N.+B(k)2 
~~~~ ~ ~ ~ 
I 
, ST$RT I 9 , 
NT = NT + 1 
PP(k)=P(k)+DP(k) 
EVALUATE  COST 
I 
1Y5 - PRINT  PP, COST,  STEP @*O (SUC.) 
~~~~ ~ 
PIP-PI 
P(k)=P(k)+DP(k) 
NSF=O 
NFSC=O 
6,7 
=O 
4 B(k) = DP(k) + 
PRT(R(k)-DP(k) 
+ 
I =1 
c;=l NSS=O 
@A@ STEP- 
i"l STEP=FK*STEP 
0 
MD=O 
B(k)=O 
Figure 24(a). Flow Diagram for Random Search Program 
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STEP=FK*STEP YFS c 
NFSC=l 
Dp (k) =-nP (k) 
2 2 , 2 3  
F i g u r e  2 4 ( b ) .  Flow Diagram f o r  Random Search Program 
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W 1  
NSF=O 
NFSC=O 
R(k)=O 
FK 26,27 
STEP=STEP/ 
. ." . . 
sect ion does not  fol low the convent ions establ ished in  Chapter  One.  The 
symbols used below are the same symbols t h a t  are used in t h e  F o r t r a n  
version  of  the  program. NT r ep resen t s  t he  number of trials. NT is 
i n i t i a l l y  set to  ze ro  and incremented by one a t  the beginning of each 
t r i a l .  P(k) is  t h e  kth parameter  and DP(k) is t he  t r i a l  v a r i a t i o n  i n  
the  kth  parameter. The t r i a l  parameter i s  PP(k). The cos t   func t ion  
a s soc ia t ed  wi th  the  t r ia l  parameters is  P I .  A f t e r  P I  i s  evaluated,NT, 
PI ,  PP(k) ,  and the Step s ize ,  STEP, are p r in t ed  ou t  on  a l i n e  p r i n t e r .  
The t r i a l  c o s t  is compared to  the  p rev ious  bes t  cos t  , PIP. The program 
is now d i r e c t e d  down two possible subroutines depending upon whether o r  
n o t  t h e  trial parameters caused an improvement i n  t h e  c o s t .  
I n  case of an improvement, designated by success , t h e  b e s t  c o s t  
and  parameter  combination is brought up t o  date. The number of succes- 
sive f a i l u r e s ,  NSF, fs set to zero.  The number of s u c c e s s i v e  f a i l u r e s  
s i n c e  a change o f  var iance ,  NFSC, is a l s o  set equal  to  zero.  I f  there 
have not already been too many trials, t h e  mode index MD is t e s t ed .  P.FD 
is set  e q u a l  t o  z e r o  i n  t h e  l o c a l  mode and i t  is set e q u a l  t o  o n e  i n  t h e  
g loba l  mode. I f  the  recent  success  was a c h i e v e d  i n  t h e  g l o b a l  mode, then 
the mode is changed t o  l o c a l  and t h e  b i a s ,  B(k) , is removed. A u n i t  
variance and zero mean random number, RN, is r e a d  i n  for each parameter. 
A new trial parameter set is selected and the cost  evaluated.  I f ,  alter- 
na t ive ly ,  t he  success  was achieved i n  t h e  l o c a l  mode, t h e n  t h e  n o i s e  b i a s  
is brought up to  da t e .  The number of Success ive  successes  s ince  a change 
i n  s t e p  s i z e ,  NSS, is  t e s t ed .  I f  NSS is zero,  i t  i s  set  equal  to  one and 
a new trial is generated.  I f  NSS i s  one, it is set equa l  t o  ze ro  and the 
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s t e p  s i z e  is  reduced by the factor, FK, un less  i t  has already been 
reduced past  the minimum s t e p  s i z e .  
I n  c a s e  t h e  t r i a l  cos t  func t ion  fa i l s  to  improve ,  then  NSS is  
zeroed  and  the mode index is  tested.  I f  t h e  f a i l u r e  o c c u r r e d  i n  t h e  l o c a l  
mode, then the subsequent steps depend on whether  or  no t  the  maximum  num- 
be r  o f  success ive  f a i lu re s  (NSFMX) necessary  to  swi tch  to  g loba l  search  
have  been  achieved. I f  there  have  been  enough f a i l u r e s ,  t h e  mode is  
changed t o  g l o b a l  and t h e  s t e p  s i z e  is  increased.  I f  there  have not  been 
too many f a i l u r e s ,  t h e n  NSF is incremented and the number o f  f a i l u r e s  
s ince  chang ing  the  s t ep  s i ze  is t e s t e d .  I f  NFSC is zero,  then i t  is set 
equal  to  one and the negat ive of  the old t r i a l  v a r i a t i o n  is t r i e d .  I f  
NFSC is one ,  then  the  s tep  s ize  is reduced and a new tr ial  s tep  genera ted .  
A l t e r n a t i v e l y ,  i f  t h e  f a i l u r e  o c c u r r e d  i n  t h e  g l o b a l  mode, then NFSC i s  
t e s t ed .  If NFSC is zero a new t r i a l  is  gene ra t ed .   I f  NFSC is  one,   the  
s t e p  s i z e  is  increased ,  up t o  a maximum, before  generat ing a new t r ia l .  
If t h e  s t e p  s i z e  is  maximum, then the program is terminated. 
The cos t  func t ion  i s  evaluated by in t eg ra t ing  the  reverse equa- 
t i o n s  from the  i n i t i a l  s ta te  chosen by the random  number generator. These 
numbers are generated and selected so t h a t  t h e  i n i t i a l  s ta tes  l i e  on t h e  
RC boundary.  The  shape  function i s  evaluated a t  each step of the reverse 
equa t ion  in t eg ra t ion  and t h e  minimum value  is re t a ined  un t i l  t he  shape  
func t ion  ge t s  ve ry  l a rge  o r  else unt i l  the  equat ions  have  been  in tegra ted  
f o r  time Ts. The minimum va lue  o f  S o v e r  t h i s  i n t e r v a l  is assigned to  
the  cos t  func t ion .  
Consider an nth-order problem with an inequality constraint  on 
3. The var iable   yl(0)  is set equal  to  the  ex t reme va lue  of  xl. All of 
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t he  r ema in ing  in i t i a l  cond i t ions  on y are considered to be parameters.  
There are n-1 parameters .  I f  the system is e x p l i c i t l y  time dependent, 
t h e n  t h e  i n i t i a l  time const i tutes  another  parameter .  The e n t i r e  random 
search procedure out l ined above may be  ca r r i ed  ou t  so l e ly  on  a d i g i t a l  
computer.  The  computer  spends  most  of i ts time i n t e g r a t i n g  t h e  reverse 
equa t ions  a s  necessa ry  to  eva lua te  the  cos t  func t ion .  I f  t he  sys t em 
order  is grea te r  than  three ,  then  the  run  time becomes p r o h i b i t i v e l y  
l a r g e  f o r  a d i g i t a l  s i m u l a t i o n .  This l imitat ion can be circumvented i f  
a hybrid digital-analog computer is ava i l ab le .  A hybrid computer consists 
of both an analog and digi ta l  computer  operat ing concurrent ly  and each 
capable of communicating with the other.  The reverse equat ions may b e  
i n t e g r a t e d  q u i t e  r a p i d l y  on the analog port ion and the shape funct ion 
may be  computed on the analog computer and monitored on the digital 
port ion.  The remainder of the program can be carried out on t h e  d i g i t a l  
port ion.  The analog  computer  usually  has a source of random noise .  The 
random no i se  sou rce  makes i t  unnecessary to precompute the random para- 
meter pe r tu rba t ions  and s t o r e  them as is  n e c e s s a r y  i n  a t o t a l l y  d i g i t a l  
opera t ion .  
- 
I f  t h e  c o s t  f u n c t i o n  is much more s e n s i t i v e  t o  one group of 
parameters than another,  then the search should be conducted alternatelv 
on each group of  parameters  with the other  group held constant  a t  the 
most recent ly  obta ined  va lue .  The problem of w i d e l y  v a r y i n g  s e n s i t i v i t y  
is not  unique to  the parameter  search.  However, the  problem i s  less 
troublesome with seeking methods than i t  i s  wi th  o the r  methods. 
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4.4 M a x i m u m  P r i n c i p l e  
The transformed problem of excursion analysis as d i s c u s s e d  i n  
s e c t i o n  4 . 1  may a l t e rna t ive ly  be  r e fo rmula t ed  a s  a var ia t ional  problem. 
The v a r i a t i o n a l  methods suggest some in t e re s t ing  mod i f i ca t ions  of t he  
ana lys i s .   Unfor tuna te ly ,   the   var ia t iona l   formula t ion   leads   to  a sequence 
of boundary-value problems which cannot be solved efficiently on t h e  
computer. 
The va r i a t iona l  fo rmula t ion  i s  d i s c u s s e d  i n  terms of the  maximum 
pr inc ip le  because  th i s  is the formulation which leads to the modified 
ana lys i s .  Dynamic programming is not  considered  because i t  is b a s i c a l l y  
an exhaustive search and the memory requirements  increase very rapidly 
with the order of the system under study. 
The v a r i a t i o n a l  problem is to  select  a so lu t ion  of  eq. (4-1) 
sub jec t  t o  eq. (4-3)  which  minimizes  expression ( 4 - 2 )  a t  t h e  t e r m i n a l  
time T. The Pon t ryag in  s t a t e  func t ion  is  given by 
The reverse equat ions may be  expressed  in  terms o f  th i s  s ta te  func t ion  
as 
The a d j o i n t  v a r i a b l e s  p ara  def ined by solut ions of  the fol lowins ordinary 
d i f f e r e n t i a l  e q u a t i o n  
. 
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According to the maximum p r i n c i p l e  a s  d i s c u s s e d  i n  S c h u l t z  and Melsa, 
(1967), t h e  optimum t r a j e c t o r y  is a s o l u t i o n  o f  a two-point boundary- 
value problem involving the reverse system equations (4-1), and the 
ad jo in t  equa t ions  which a re  p re sen ted  below i n  accordance with the 
d e f i n i t i o n  above. 
The boundary values are determined from the given boundary specifications,  
eq. ( 4 - 3 )  , and t h e  s a t i s f a c t i o n  of t h e  t r a n s v e r s a l i t y  c o n d i t i o n s  
0 
The time i n t e r v a l  is f i x e d  i n  t h e  problem of i n t e r e s t  h e r e  s o  t h a t  t h e  
t ransversa l i ty  condi t ions  reduce  t o  
a t  t h e  i n i t i a l  time and 
a t  the  t e rmina l  time. 
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The solution of the two-point boundary-value problem described 
above yields  the t ra jectory which minimizes  the shape funct ion at  the 
terminal  t i m e .  Th i s  s e l ec t ion  is i n  c o n t r a s t  t o  t h e  c o s t  f u n c t i o n  u s e d  
with the seeking method. The cos t  func t ion  va lues  the  minimum of S over 
a n  e n t i r e  i n t e r v a l  f r o m i e r o  t o  T . The var ia t ional  performance indek is 
n o t  n e c e s s a r i l y  a monotonical ly  decreasing funct ion of  T. The b e s t  
performance index for any T w i t h i n  t h e  i n t e r v a l  from zero  to  T is  t h e  
c o s t  a t  T . The relat ionships  between the var ia t ional  performance index 
denoted Svar and the  optimum cost  funct ion denoted by Scost is  ind ica t ed  
by  Fig. 25. Scost is the  quant i ty   which i s  u l t ima te ly   o f   i n t e re s t .  Scost 
can  be  obta ined  f rom var ia t iona l  so lu t ions  by d i v i d i n g  t h e  i n t e r v a l  T 
i n t o  M increments indexed by k and expressed as  
S 
S 
S 
S 
TS T = K -  K = 1, 2, ..., M M 
The sequence of var ia t ional  problems discussed above presents  a 
sequence o f  two point boundary value problems. The so lu t ions  of  the  
boundary value problem are not  necessar i ly  unique and they represent  
n e c e s s a r y  b u t  n o t  s u f f i c i e n t  c o n d i t i o n s  f o r  a minimum. A g loba l  optimum 
can be  se lec ted  wi th  conf idence  only  i f  a l l  the solut ions of  the boundary 
value problem are isolated.  Since the boundary value problems involve 
t h e  reverse equat ions and the  ad jo in t  equat ions  the  order  of  the  boundary  
value  problem is two times n.  These accumulated diff icul t ies  make t h e  
computa t iona l  t a sk  a s soc ia t ed  wi th  the  va r i a t iona l  methods p r o h i b i t i v e l y  
severe. 
The maximum pr inc ip l e  fo rmula t ion  i s  usua l ly  a s soc ia t ed  wi th  
t h e  s e l e c t i o n  of a n  optimum  open loop forcing funct ion.  The analog of 
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S 
cost 
T 
Figure 25. Typical Variational  Performance  Index and Cost  Function 
versus Duration 
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"" 
the forcing function does not appear in the analogous variational problem 
discussed above.  I f  the analog of  the forcing funct ion i s  i n s e r t e d  i n t o  
the formulation above, then i t  p l a y s  t h e  p a r t  of a d i s tu rb ing  in f luence  
which  reduces  the  extent of t he  s t ab i l i t y  r eg ion .  Th i s  mod i f i ca t ion  o f  
t he  va r i a t iona l  p rob lem sugges t s  poss ib i l i t y  o f  ana lyz ing  the  s t ab i l i t y  
of a system when i t  is under the influence of some constrained forcing 
function which i s  not  descr ibed  even  in  a s tochas t ic  sense .  This  poss i -  
b i l i t y  i s  cons idered  fur ther  in  Chapter  S i x .  
4.5 Recirculation  Algorithm 
There are two well-known techniqties for obtaining numerical  
solut ions to  nonl inear  boundary-value problems.  Any hope of so lv ing  the  
s t a b i l i t y  problem i n  terms of  the  var ia t iona l  formula t ion  rests on the  
success of one of these algorithms. The a lgo r i thm d i scussed  in  the  
fo l lowing  sec t ion  is  u s a b l e  b u t  i m p r a c t i c a l l y  i n e f f i c i e n t .  The rec i rcu-  
l a t i o n  a l g o r i t h m  d i s c u s s e d  i n  t h i s  s e c t i o n  d o e s  n o t  c o n v e r g e  a t  a l l  when 
the  time increment gets a t  a l l  l a r g e ,  e v e n  i f  a rery good i n i t i a l  g u e s s  
is "p lan ted"  in to  the  in i t i a l i za t ion  o f  t he  a lgo r i thm.  
The r ec i r cu la t ion  a lgo r i thm is conducted hy in t eg ra t ing  the  
d i f f e r e n t i a l  e q u a t i o n s  i n v o l v e d  back and f o r t h  i n  time between t h e  i n i t i a l  
and  terminal times. A t  the  end  of  each  cycle of t h i s  p rocess  enough s t a t e  
variable va lues  are d iscarded  to  make i t  p o s s i b l e  t o  s a t i s f y  t h e  r e l e v a n t  
terminal  condi t ion.  The discarded values  are replaced by values  which 
s a t i s f y  t h e  t e r m i n a l  c o n d i t i o n  and the process  is  continued. 
The e r r o r  a n a l y s i s  below indicates  that  the alqori thm can be 
expected to diverge on iong interval  problems even i f  t h e  i n i t i a l  g u e s s  
i s  a very  good one and the  in t eg ra t ion  subrou t ine  is  assumed e r r o r l e s s .  
The ana lys i s  is conducted on a l inear  sys tem,  but  the  impl ica t ions  are 
c lear ,  and  they  agree  in  na ture  wi th  the  lack  of  success  exper ienced  
when the a lgor i thm was appl ied to  nonl inear  problems.  
Consider the boundary value problem involving 
there the boundary values are s p e c i f i e d  as 
and x and x+, are p a r t i t i o n s  of E whose dimensions are p by one and q 
by one respect ively.  Define the t ransi t ion matrix as t h e  s o l u t i o n  of  
-a 
s u b j e c t  t o  
4(c) = i d e n t i t y  
I f  t h e  t r a n s i t i o n  matrix is evalua ted  a t  the  te rmina l  time and  par t i t ioned  
a c c o r d i n g  t o  t h e  p a r t i t i o n s  i n  x, t h e n  t h e  i n i t i a l  and terminal va lues  of 
c 
e 
x are re l a t ed  by  
x(T) = +(T)$o) = 
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where 41 is P by p,  +2 is q by q ,  43 is p by q , and +4 is q by p. The 
asp i red  value of t he  unspec i f i ed  in i t i a l  cond i t ions  a re  
L e t  H denote  the inverse of  +(T). P a r t i t i o n  H similar t o  + as below 
Af te r  one  ha l f  cyc le  o f  t he  r ec i r cu la t ion  a lgo r i thm wi th  the  unspec i f i ed  
i n i t i a l  c o n d i t i o n s  e s t i m a t e d  as ck, t h e  r e s u l t i n g  s y s t e m  s t a t e  is 
Now the  lower  par t  of x is discarded, according to the algorithm, and 
replaced by the correct  terminal  condi t ion so t h a t  
- 
After  performing the backward integrat ion of  the las t  half  of  one cycle  
of t he  a lgo r i thm,  the  r e su l t i ng  sys t em s t a t e  is 
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A t  t h i s  po in t  o f  t he  p rocedure  the  uppe r  pa r t  o f  t he  s ta te  v e c t o r  is 
replaced by ,a s o  t h a t  t h e  n e x t  g u e s s  a t  f is 
%+l = H 4 + 1 ~  + H 4 + 3 ~  + 
I f  t h e  e r r o r  is defined as 
!k+l = %+I - "c 
This e r r o r  c a n  b e  e x p r e s s e d  i n  term? of t h e  t r a n s i t i o n  matrix by using 
the  re la t ionship  be tween $k+l and s. The expression is 
By t h e  d e f i n i t i o n  o f  H 
The lower l e f t  and lower r ight  hand par ts  of  the product  can be t ransposed 
t o  show t h a t  t h e  c o e f f i c i e n t s  of a and b i n  t h e  e r r o r  e x p r e s s i o n  are both 
iden t i ca l ly   ze ro .  The e r r o r  is t he re fo re  
,. .. 
ck+l 4 3-k = H 6 = B(T)gk 
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Convergence of the e r ror  sequence  to  the  or ig in  ind ica tes  convergence  
of the algorithm for the given boundary value problem. 
There are some interesting consequences of  t he  e r ro r  r ecu r s ion  
r e l a t i o n  above. Since the vectors a and b cancel led out  of the  expres- 
s ion,   the   specif ied  boundary  values  do not  influence  convergence. The 
recursion formula above is a l i n e a r  f i n i t e  d i f f e r e n c e  e q u a t i o n ,  so t h a t  
the convergence of the error sequence does not depend on where the 
s e q u e n c e  i n i t i a t e s .  I n  o t h e r  w o r d s ,  i t  does not matter what the  boundary 
values  are o r  how bad t h e  i n i t i a l  g u e s s  i s ,  convergence of the recircu- 
l a t ion  a lgo r i thm depends only on the interval  specif ied.  
- 
The r ec i r cu la t ion  a lgo r i thm d ive rges  fo r  some simple problems. 
Example 4-1 is  a boundary value problem involving a s i m p l e  l i n e a r  time- 
invariant  second-urder  system with real eigenvalues.  The boundary  con- 
d i t i o n s  are of  the  s imples t  poss ib le  type  and t h e  s o l u t i o n  e x i s t s  f o r  
a l l  time increments.  However, t he  r ec i r cu la t ion  a lgo r i thm can  be  expec- 
ted to converge only when the  time i n t e r v a l  is less than about seven- 
tenths of a second. 
Example 4-1: The system  of  equations 
has  the  t r ans i t i on  ma t r ix  
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The one-by-one matrix B(T) i s  
The er ror  recurs ion  formula  is 
Convergence is i n d i c a t e d  i f  and only i f  
I B(T) I e T < gn 2 
The time in t e rva l  fo r  suscep t ib l e  p rob lems  is 
B(T) is t h e  r a t i o  o f  s u c c e s s i v e  e r r o r s  i n  the  estimate of x2(0) when 
t h e  t i m e  increment is T. B is p l o t t e d  i n  as a func t ion  of T i n  
Fig.  26. Figure 26 a l so  conta ins  a p lo t  o f  t he  minimum number of 
i t e r a t i o n s  n e c e s s a r y  t o  r e d u c e  t h e  e r r o r  by a f ac to r  o f  t en  as a 
function of time. 
4.6 Quas i l i nea r i za t ion  
Quas i l i nea r i za t ion  is another  method fo r  t he  numer i ca l  so lu t ions  
of  boundary  value  problems. It is  attributed to Kalaba (1959),  and i t  
is the  sub jec t  o f  a book by Eellman and Ralaba (1965). It has been used 
by Cox (1964) i n  t h e  d e r i v a t i o n  of a sequentga l  leas t - square  €ilter and 
a l s o  by O'Hap and Stubberund (1965) i n  t h e  development of a nonl inear  
s t o c h a s t i c  f i l t e r .  It is b a s i c a l l y  a l inear iza t ion  .about  a whole solu- 
t i o n  of the nonlinear equations involved in the boundary value problem. 
Therefore,  it is  l i m i t e d  more by t h e  q u a l i t y  o f  t h e  i n i t i a l  e s t i m a t e  t h a n  
it is  by the duration of the problem. Hence, it is more s u i t a b l e ,  f o r  
the problem of i n t e r e s t  i n  t h i s  work,  than the recirculat ion algori thm- 
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Figure 26. Successive Error Ratio and  Number of Iterations for  90% 
Error Reduction 
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The method requi res  the  repea ted  numerical i n t e g r a t i o n  of a set 
o f  d i f f e ren t i a l  equa t ions  on known i n i t i a l  conditions.  Unfortunately,  
these  re la ted  equat ions  are of much higher order than the system under 
study.  Consequently,   the  algorithm  taxes  the  speed  capabili ty of a 
d i g i t a l  computer. The s o l u t i o n  o f  t h e  t h i r d  o r d e r  example in  Chap te r  
Five illustrates t h e  i n f e r i o r i t y  of q u a s i l i n e a r i z a t i o n  t o  t h e  random 
,search  wi th  regard  to  computa t iona l  e f f ic iency .  However, l inear  sys tems 
may be  ana lyzed  qu i t e  r ead i ly  by  the  quas i l i nea r i za t ion  prbgram. 
L e t  
d dt x ( t )  = _f(x, t) (4-4) 
represent  a system of equations involving an n-vector x, upon which nonm-  
current boundary values are imposed.  Suppose 5 (t) is t h e  kth estimate of 
t he  des i r ed  so lu t ion .  L e t  the  estimates corresponding to odd k be solu-  
tions to  the  nonl inear  equat ions  (4-4). L e t  the  even numbered estimates 
be  so lu t ions  of  the  quas i l ineaz  equat ions  def ined  by  
-, 
k 
- k  k 
d t  xk+'(t) = Jf(x , t )  [zk+l( t ) -xk(t)]  + ,f(z , t )  (4-5) 
where J is the  Jacobian  of f. Equation (4-5) is a linear  t ime-varyino, 
equa t ion  in  xk+' with  a solut ion given by 
-, 
x k-kl (t) =I l$k(t)xk+l(o) + yk(t)  
where @(t) is t h e  t r a n s i t i o n  m a t r i x  and so lves  
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s u b j e c t  t o  
k 4 (0) = I d e n t i t y  Y a t r i x  
and w (t> is t h e  p a r t i c u l a r  s o l u t i o n  of eq. (4 -5)  s u b j e c t  t o  
k 
- 
w (0) = 0 k - - 
Suppose boundary conditions are s p e c i f i e d  a t  t = 0 and t = T. 
The f i n a l  and i n i t i a l  s tates o f  t h e  q u a s i l i n e a r  v a r i a b l e s  a r e  r e l a t e d  by 
t h e  s o l u t i o n  of the  quas i l inear  equat ions  as  g iven  by 
x k+l (T) = +k(T)xk+l(o) + w(2)  - 
Equation (4-6)  may be  so lved  for  the  unknown boundary conditions once I$ 
and w are determined. - 
The procedure is  t o  a l t e r n a t e l y  g e n e r a t e  s o l u t i o n s  of t h e  non- 
l i nea r  equa t ions  and s o l u t i o n s  of t he  quas i l i nea r  equa t ions  which s a t i s f y  
the boundary conditions.  The former approach the desired solut ion to  the 
boundary value problem. 
I f  the  system is l i n e a r  eq. (4 -4)  reduces  to  
- x ( t )  = A ( t ) x  ( t )  d k  k d t  - . 
and eq. (4 -5)  becomes 
d k+l 
d t  5 - (T) = A(T)[xk+l(t)-x ( t ) ]  + A(t )x  ( t )  = k k - 
S i n c e  t h e  l i n e a r  and q u a s i l i n e a r  e q u a t i o n s  a r e  i d e n t i c a  
A(t)xk+l( t )  
1, both have t :he 
same so lu t ion .  Therefore ,  l inear  sys tems are  suscept ib le  to  the  method 
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i n  e x a c t l y  o n e  i t e r a t i o n .  Convergence is not  guaranteed  for  nonl inear  
problems. However, the   a lgor i thm  typ ica l ly   converges   o r   d iverges   in  a 
fet7 i t e r a t i o n s .  
Consider a system described by 
where RC is  given by 
and the shape function is  given by 
S(x) = x Bx T 
" 
where R is a cons tan t  symmetric matrix.  The relevant Euler-Lagrange 
equat ions  as  presented  in  sec t ion  4 . 4  can be represented bv a p a r t i t i o n e d  
equation 
where y is the  reverse system state and p is the  r e l a t ed  ad jo in t  vec to r .  
The quas i l i nea r  equa t ions  a re  
. - 
where F is defined by 
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It is convenient  to  par t i t ion  the  equat ions  fur ther  as  g iven  by 
where t h e  y and p are t h e  p a r t s  o f  y and p which  remain when  y and p 
-P -P . - 1 1 
are de le ted .  The s o l u t i o n  of t he  quas i l i nea r  equa t ions  in  t e rms  
f i n e r   p a r t i t i o n i n g  become 
f 
of t h i s  
The f i n a l  states of y and p can be a lgebra i ca l ly  e l imina ted  from the 
s o l u t i o n  by use of  the terminal  condi t ions 
t o  ob ta in  
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"" - - 
I "-1 "-1 = 1"- "" - "" I 
Subs t i tu t ion  of  the computed t r a n s i t i o n  m a t r i x  and p a r t i c u l a r  s o l u t i o n  
in to  the  equat ion  above  y ie lds  a set o f  l i nea r  a lgeb ra i c  equa t ions  wi th  
cons tan t   coef f ic ien ts   involv ing   the  unknown i n i t i a l  c o n d i t i o n s .  The 
so lu t ion  o f  t hese  a lgeb ra i c  equa t ions  p roduces the  in i t i a l  cond i t ions  fo r  
the   fo l lowing   nonl inear   t ra jec tory .  These i n i t i a l  c o n d i t i o n s  are 
unchanged between successive i terations when the algorithm converges.  
If more complicated RC boundaries are spec i f i ed ,  t hen  i t  may n o t  
be possible  to  enforce the boundary condi t ions on the quasi l inear  equa-  
t i o n s  by s imply  so lv ing  l i nea r  a lgeb ra i c  equa t ions .  Fo r  example, i f  t h e  
RC boundary is a hyperconica l  sur face ,  then  i t  i s  necessary  to  so lve  a 
gene ra l i zed  e igenva lue  p rob lem a t  each  i t e r a t ion  o f  t he  auas i l i nea r i za t ion  
in  o rde r  t o  en fo rce  the  boundary  cond i t ions .  
4.7  Conclusions 
Two algori thms are presented above for  solving the excursion 
s t a b i l i t y  a n a l y s i s  problem. One of these  methods,  the random search ,  is 
based  on a re formula t ion  to  a parameter optimization problem. Alterna- 
t i v e l y ,   t h e   s t a b i l i t y  problem may be reformulated as a var ia t iona l  prob-  
lem, and the evolving boundary value problem may be solved hv uuasi- 
l i n e a r i z a t i o n .  The  random sea rch  program is d i s c u s s e d  i n  s e c t i o n  4 . 3 .  
"he parameter  usual ly  has  a dimension of n - 1 f o r  a n  nth order system. 
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The use of  quasi l inear izat ion to  solve the Euler  Lagranqe eaua-  
t i o n s  is d i s c u s s e d  i n  s e c t i o n  4 . 6 .  The a lgor i thm requi res  the  repea ted  
i n i t i a l   v a l u e   i n t e g r a t i o n   o f  a (4n' + 4d-order set o f   d i f f e r e n t i a l  
equat ions.  It is  necessary  to  solve  the  Euler-Lagrange  equations  repeat-  
e d l y  f o r  v a r y i n g  d u r a t i o n s  t o  s o l v e  t h e  s t a b i l i t y  problem. 
The Euler-Lagrange equations cannot be solved by use of the 
rec i rcu la t ion  a lgor i thm.  The algori thm is no t  l i ke ly  to  conve rge  when 
the duration of the boundary value problem is a t  a l l  lone;. This tendencv 
was obse rved  expe r imen ta l lyad  a l so  ve r i f i ed ,  fo r  l i nea r  p rob lems ,  by an 
er ror  ana lys i s  which  appears  in  sec t ion  4 .5 .  
A number of simple examples are d i scussed  in  the  fo l lowing  chap te r .  
These a re  so lved  by the  random search ,  and a l s o  by quas i l i nea r i za t ion .  
It i s  a n t i c i p a t e d  t h a t  t h e  random search  is more e f f i c i en t  t han  quas i -  
l inear iza t ion  wi th  regard  to  computer  run  time s ince  the  o rde r  of  t h e  
e q u a t i o n s  i n  t h e  q u a s i l i n e a r i z a t i o n  program is  so  high. The program i s  
a l s o  more complicated. It requires about two hundre-d For t ran  s ta tements  
compared to  approximately  one  hundred  for  the random search.  Nei ther  
program requ i r e s  more than a few thousand words of memory for  both pro-  
gram and number s torage.  
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Chapter Five 
Examples 
5.1 In t roduc t ion  
The computat ional  a lgori thms developed inchapter  Four  are t e s t e d  
and compared i n  t h i s  c h a p t e r  by discussing actual  computer  solut ions of 
several examples using both the random search  and  the  quas i l inear iza t ion .  
The programs were car r ied  out  on  an  IBM 7072 d i g i t a l  computer. 
Solutions of several  simple second order examples are summarized 
i n  s e c t i o n  5.2. These  examples are taken  from  Chapter  Three. The  approx- 
imate regions of excur s ion  s t ab i l i t y  fo r  t he  examples  are o b t a i n e d  i n  
Chapter Three without the use of the computer so t h a t  t h e  computer r e s u l t s  
may be  verified. The so lu t ion  o f  t he  same  examples using both algori thms 
produces data for comparing the algorithms on a q u a n t i t a t i v e  b a s i s .  
A complete analysis of a third-order system i s  d i scussed  in  sec- 
t i o n  5.3. The control system under study involves a s ingly-exci ted 
electromechanical  t ransducer .  The t ransducer  is h ighly  nonl inear  and  the  
descr ib ing  equat ions  are not  amenable  to  analysis  using the extended 
methods of Popov. Attempts to find a suitable Liapunov function have 
also been unsuccessful .  The ana lys i s  begins  wi th  a phys ica l  desc r ip t ion  
of the system and the manner i n  which the constraint  region and shape 
func t ion  are s e l e c t e d  is discussed.  
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5.2 Simple Examples 
Examples 3-3,  3-4 and 3-5 involve l inear  t ime-invariant  svstems.  
Example 3-3 is analyzed in Chapter Three where i t  is presented as an 
example of an approximately maximal system which is  not maximally stable. 
The equations are 
Example 3-4 is a l inear  sys tem wi th  rea l  e igenvalues  which is  no t  approx- 
imately  maximally  stable.  The equations  for  example 3-4 a r e  
Example 3-5 is a l inear  sys tem wi th  complex eigenvalues which is  no t  
approximately  maximally  stable. The equations are 
The cons t r a in t  r eg ion  is the  same f o r  a l l  three problems, namely 
The shape funct ion is 
S(x) = x x T ,. -,.. 
The random search is conducted by integrat ing the reverse equations 
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y ( t )  = - A Y ( ~ )  d 
s t a r t i n g  a t  y1 = 1 and  y equa l  t o  the  t r i a l  pa rame te r .  The q u a s i l i n e a r  
equa t ions  fo r  t he  va r i a t iona l  method are 
2 
Both the random search and q u a s i l i n e a r i z a t i o n  are appl ied  to  a l l  
of these examples.  Both methods yield stabil i ty regions which agree well 
w i t h  t h e  s t a b i l i t y  r e g i o n s  c a l c u l a t e d  a n a l y t i c a l l y  i n c h a p t e r  T h r e e .  The 
e s s e n t i a l  r e s u l t s  are summarized i n  T a b l e  1. In each case the run time 
f o r  t h e  random search is abou t  ha l f  t ha t  r equ i r ed  fo r  so lu t ion  o f  t he  
boundary-value  problem. The order  of  the computat ional  task increases  
approximately according to the square of  the  sys tem order  for  quas i l inear -  
ization, because (4n2 + 4n) equations are involved. The random search  in-  
volves only one more parameter for each new s ta te  v a r i a b l e ,  so t h a t  t h e  
order  of the computat ional  task increases  approximately l inear ly  with 
the system order.  Table 1 shows t h a t  t h e  random search is s u p e r i o r  t o  
quas i l inear iza t ion  for  second-order  sys tems.  The use  o f  va r i a t iona l  
techniques is, therefore ,  no t  recommended u n t i l  more e f f i c i en t  a lgo r i thms  
are developed for the solution of boundary value problems. 
Severa l  o ther  in te res t ing  observa t ions  are apparent from the 
tab le .  The quas i l inear iza t ion  converged  in  one  i te ra t ion  for  the  time 
inva r i an t  l i nea r  p rob lems  as predicted in  Chapter  Four .  The  random 
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TA3LE 1 
COMPARISON OF QUASILINEARIZATION  A??D RANDOM SEARCH 
"HODS AS  APPLIED  TO  THE EWPLES OF SECTION  5-2 
Example  Number I 3-3 3-4 3-5 3-6 
Run  Time  for  Random  Search  on 1 1/2 1 1/2    1/2 6 
IBM  7072 minutes 
Run  Time  for  Quasilineariza- 3  3  3 11 
tion on IBM 7072 minutes 
Average  Number  of  Quasilinear 1  1 1 3 
Iterations 
Number of Random  Trials 188 135 244 11 6 
Attempted  throughout  Program 
Number  of  Trials  before  last 6 3   3 6  85  32 
Success  Occurred 
I 
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search program obtained the c r i t i c a l  po in t  i n  approx ima te ly  th i r ty - f ive  
trials, bu t  i t  cont inued  for  a hundred o r  more t r i a l s  b e f o r e  i t  reached 
a program stop. Therefore,  the random search spent most of its time 
ver i fy ing  ra ther  than  seeking  the  g loba l  minimum. 
The run  times are approximate  and  include  compilation time. The 
compiler is i n  F o r t r a n  I1 and i s  conducted on an IBM 1401. The program 
is run on  an IBM 7072. The dura t ion  increment  separa t ing  members of t h e  
sequence of boundary value problems is 0.1 seconds. The  random search  
l i m i t e d  eva lua t ions  of the  reverse t r a j e c t o r i e s  t o  a maximum of 6 seconds 
and  the  quas i l inear iza t ion  w a s  l imi t ed  to  2 seconds. Some program  con- 
s t a n t s  r e l e v a n t  t o  t h e  random search,  as de f ined  in  Chap te r  Four ,  are 
l i s t e d  below as they are used i n  t h e  random search  program. 
In i t i a l   No i se   Var i ance  
Maximum  Number o f   T r i a l s  
0.01 
300 
Variance  Reduct o   Factor 0.8 
Minimum Step   S ize  0.005 
Maximum  Number of  Success ive  Fa i lures  
i n   L o c a l  Piode 10  
Port ion  of  Bias Retained a t  each  Success 75% 
Maximum Shape  Function 10 
These select ions are made l a rge ly  on  the  bas i s  o f  t he  expe r i ence  o f  
G. A. Bekey  (1964). 
Table 1 also  summat izes  the  resu l t s  of  appl ica t ion  of both methods 
t o  example 3-6, which is nonl inear  and contains  an unstable  l i m i t  cycle.  
The r eve r se  equa t ions  fo r  t he  random search  are t a k e n  d i r e c t l y  from 
Chapter Three. The quas i l i nea r  equa t ions  are obtained from these 
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reverse  equat ions by appl icat ion of eqn.(4-5). The reverse equat ions 
are 
where the superscr ipt  
L -I 
k has been deleted.  The Jacobian matrix is 
Jf(y) = 
The ad jo in t  equa t ions  are 
The elements of the  mat r ix  F i n  t h e  q u a s i l i n e a r  e q u a t i o n s  are l i s t e d  below, 
after de le t ing  time arguments 
Fll = -1 + y2 RAD 
2 -3 
FI3 = 0 = F 14  
F21 = 2 - Y1Y2 RAD 
P22 = -1 + 4y1 RAD 
-3 
2 -3 
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F34 = -2 + y y RAD -3 1 2  
Fg3 = 5 + 4y y RAD 1 -3 1 2  
2 -3 F44 = 1 - 4y1 RAD 
The l i n e a r  terms i n  t h e  q u a s i l i n e a r  e q u a t i o n s  are 
The equ iva len t  fo rc ing  func t ions  in  the  quas i l i nea r  equa t ions  are 
u,(t) = - ~ P ~ ( P ~ Y ~ + P ~ Y ~ )  -3 RAD + ~ Y ~ P ~ [ Y ~ Y ~ P ~ - Y ~ P ~ ]  RAD 2 -5 
The equations above i l l u s t r a t e  t h e  f a c t  t h a t  t h e  q u a s i l i n e a r  
equat ions become very cumbersome vrhen the  system equations are nonl inear .  
5.3 Anqlysis of a Control  System 
The system analyzed i n  t h i s  s e c t i o n  i n v o l v e s  a s ingly-exci ted 
electro-magnetic transducer,  a thir 'd-order system with  several product- 
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t ype  non l inea r i t i e s .  It makes an  excellent  example  for  the  demonstration 
o f  e x c u r s i o n  s t a b i l i t y  a n a l y s i s  f o r  a number of reasons.  The c o n s t r a i n t s  
which must b e  s a t i s f i e d  are v i s i b l e ,  as the mechanical  shaf t  of  the t rans-  
ducer has a l imi t ed  r ange  o f  t r ans l a t ion .  The non l inea r i t i e s  a re  seve re  
enough so  that  hey  cannot  be  ignored.  Since  there are product-tvpe 
n o n l i n e a r i t i e s , t h e  Popov  methods are not  appl icable .  The equat ions  a re  
r a t h e r  cumbersome so t h a t  i t  is v e r y  d i f f i c u l t  t o  f i n d  a Liapunov func- 
t i o n  f o r  t h e  s y s t e m  e q u a t i o n s ,  i f  i t  is poss ib le  to  f ind  such  a func t ion  
a t   a l l ,  even though the system is only third-order .  
The closed loop system consists of t h e  t r a n s d u c e r  i t s e l f ,  a 
mechanical load composed of a l i n e a r  s p r i n g  and l i n e a r  f r i c t i o n ,  and a 
control ler  which selects t h e  e .m.f .  app l i ed  to  the  t r ansduce r  co i l  on the  
b a s i s  o f  measurements  of  the c o i l  c u r r e n t  and t h e  s h a f t  p o s i t i o n .  The 
cont ro l  l a w  is se lec ted  on  the  fo l lowing  bas is .  F i r s t  of a l l ,  a nonl inear  
term with a l a r g e  c o e f f i c i e n t  is cancelled from the equation by way of the  
cont ro l  func t ion .  The remainder  of  the  control  law  involves a l i n e a r  
combination of the measurable s ta tes  wi th  the  coe f f i c i en t s  s e l ec t ed  by 
synthes is  of  the  l inear ized  sys tem.  The a n a l y s i s  i s  a l so  repea ted  wi th  
the nonl inear  feedback term removed f o r  comparison. The t r a n s d u c e r  i t s e l f  
i s  c y l i n d r i c a l  i n  s h a p e .  A sec t ion  of  the  t ransducer  is shown i n  F i g .  27. 
The system is being analyzed for its q u a l i t y  as a regu la to r .  The 
d e s i r e d  s h a f t  p o s i t i o n  i s  halfway between the mechanical stops. The s t o p s  
are p laced  to  p reven t  t he  sha f t  from  slamming in to  the  po le  p i ece  and t o  
prevent  the  ins ide  end o f  t h e  s h a f t  from moving pas t  the  ins ide  edge  o f  
the shaf t  bear ing.  These limits on the  sha f t  pos i t i on  de f ine  the  con- 
s t r a i n t  r e g i o n .  
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Figure 27. Singly-Excited Transducer 
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The descr ib ing  equat ions  for  the  t ransducer  are obtained by White 
and idoodson (1959) using Lagrange's equat ions.  The system i s  a l s o  d i s -  
cussed  by  Schultz  and  Melsa  (1967). The equat ions are 
d2 
d t 2  
M -  x ( t )  + a x(t)-Ks(D-x(t)) - f e  = 0 d 
0 
where x and i are the  l eng th  of t he  va r i ab le  po r t ion  o f  t he  a i r  gap and 
t h e  c u r r e n t  i n  t h e  c o i l  r e s p e c t i v e l y .  M is the  mass o f  t he  sha f t .  
and  alpha are t h e  p r o p o r t i o n a l i t y  c o n s t a n t s  f o r  t h e  l i n e a r  l o a d .  The 
KS 
f ixed  por t ion  of the  a i r  gap is drtloted  by  d. D is  the  pro jec ted  va lue  
of x f o r  which the  load  spr ing  is relaxed. The e.m. f .  imposed  on che 
c o i l  is  e and  the  co i l  res i s tance  is R. Lambda r e p r e s e n t s  t h e  f l u x  l i n k -  
a g e s  i n  t h e  c o i l .  I f  t h e  i r o n  h a s  a high permeabi l i ty  and saturat ion 
level, t h e n  t h e  f l u x  l i n k a g e s  i n  t h e  c o i l  are g i v e n  i n  W S  u n i t s  by 
x =  0. 081N2i (t) 2+100x( t )  (5-4) 
Suppose M i s  one kilogram, K is  one newton per meter, a lpha 
S 
is one newton pe r  meter per second and D and d a r e  b o t h  two cent imeters .  
The s ta te  equat ions for  the open loop system are then obtained by sub- 
s t i t u t i n g  eqn. (5-4) i n t o  eqn. (5-3) t o  o b t a i n  
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0.0405N x3 (t) 2 2  
d x2(t) = -x+) - x2(t)+2 - 
(2+Xl(t)) 
2 
where  x  is  equal to x  in  centimeters, x is  the  first  time  derivative 
of x  in  centimeters  per  second  and x is  the  coil  current  in  ten-milliamp 3 
units.  The  turn  count N is  expressed  in  thousand-turn  units. 
1 2 
If the  maximum  allowable  variable  portion of the  air  gap  is two 
centimeters,  then  the  median  position  is  when  x  equals  one. At equili- 
brium  all  time  derivatives  must  be  zero so that 
1 
0 = x* 
0.0405N x3 2 2  
o = - 1 - x 2 + 2 -  
(2+1) 
3 
0.081N 
x x  
O =  (100E - Rx3) + 3 2 3  2 
where E is the  equilibrium  value  of e .  These  equations  show  that:  the 
equilibrium  values of the  state  variables  are 
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x = 1  15 1 x2 = 0 x3 N 
= -  
and a l s o  t h a t  t h e  e q u i l i b r i u m  v a l u e  of e must be 
R E = 0.15 
The fo l lowing  t r ans fo rma t ion  sh i f t s  t he  equ i l ib r ium po in t  t o  the  o r ig in  
x = x  - 1  1 1 1  
1 
x2 = x2 
u = e - E  
I f  t h i s  t r a n s f o r m a t i o n  is perforned, and the primes are dropped for con- 
venience,  the equat ions become 
dt  x ( t )  = 1 -  5 
I 
-1 -0.133N 
Lo 3 -N N' 
c 
-= I 2 
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where 
- 3 ~  + 0. ~ N x  X - 0.04N x3 - 7 x1 2 2 2  2 3 - 1 1 3  
g2 - 2 
(x1 + 3) 
The closed  loop  system is  formed  by feeding x  and  x  back to  u 1 3 
accord ing  to  the  cont ro l  law 
u(x) = 7 . 1 5 ~ ~  + 374x3 + 12.34 7 x1x3 R 
N 
The l inear  feedback  coef f ic ien ts  have  been  se lec ted  so t h a t  t h e  l i n e a r i z e d  
system for  R = 10 and N = 1 has two c r i t i c a l l y  damped poles  and one real  
po le  well i n t o  t h e  l e f t  h a l f  p l a n e .  The c h a r a c t e r i s t i c  e q u a t i o n  f o r  t h e  
l i nea r i zed   sys  tem is 
S + (1 + 37R)S + (1 + 37R)S + (12.3R - 0.951) = 0 3 2 
The nonl inear  term i n  t h e  c o n t r o l  l a w  is i n s e r t e d  t o  d i m i n i s h  t h e  e f f e c t  
o f  t he  non l inea r i ty  in  the  x equation by cancell ing the analogous term 
i n  g3. The a n a l y s i s  is repeated without  this  nonl inear  feedback to  
demonstrate i ts e f f ec t iveness .  
3 
The shape function is determined by assuming the following 
re la t ionship  be tween the  probable  d is turbances  in  a l l  t h r e e  states. The 
d i s tu rbances  in  x are l ike ly  to  be  approximate ly  50% larger  than  those  
i n  xl.  Moreover, it is l i k e l y  t h a t  d i s t u r b a n c e s  i n  t h e  f i r s t  two state 
v a r i a b l e s  accompany one another and tha t  they  occur  wi th  the  same 
2 
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polarity.   If   something  pushes  momentarily on t h e  s h a f t ,  t h e n  i t  causes 
a t r a n s l a t i o n  o f  t h e  s h a f t  from equilibrium and a l so  causes  the  sha f t  
t o  a c q u i r e  v e l o c i t y  i n  t h e  same sense  from eaui l ibr ium. The d is turbances  
i n  t h e  e l e c t r i c a l  c i r c u i t  a r e  e x p e c t e d  t o  b e ,  on the average, only about 
one-third of  the probable  x2 dis turbances.  These weight ings are  con- 
s idered  in  the  es tab l i shment  of  the  fo l lowing  shape  func t ion  
S(x) = 2x + (x "x ) - + lox3 = 2 7 1 2  xT 1 -1 - ,'\ 1 
-1 
1 
0 10 !I X - 
The,! . -- t r a i n t  r e g i o n  is 
1 '\ 
/ , 
J 
so s r .  
-.: 112 .1:*..,6 are made on the  problem. F i r s t  t h e  c o n s t r a i n t  5 -  
I 
j 
i 
i 
I x < 1  1 -  i 
i 
the problem is re run  wi th  the  cons t r a in t  
x > -1 1 -  
The smaller approximate region of the  two solut ions obtained above is  a 
region from which n e i t h e r  c o n s t r a i n t  is v io l a t ed .  
The r e s u l t s  are obta ined  wi th  two minutes of runninq time on each 
cons t r a in t .  The l i m i t i n g   c o n s t r a i n t  is  
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which is the  prevent ion  of h i t t i n g  t h e  p o l e  p i e c e .  The value  of the 
shape funct ion on the boundary of  the approximate s tabi l i ty  region is  
0.640. The c r i t i ca l  p o i n t  is a t  
X = -0.565 X = -0.551 x = 0.001 1 2 3 
The c r i t i ca l  p o i n t  f o r  r e a c h i n g  t h e  o t h e r  c o n s t r a i n t  i s  
x1 = 0.971 x = 1.003 2 x3 = 0.002 
a t  which the shape funct ion value is  1.886. 
I f  the nonl inear  term i n  the c o n t r o l  l a w  is removed, then the 
same c o n s t r a i n t  limits t h e  s t a b i l i t y  r e g i o n  and t h e  c r i t i ca l  p o i n t  i s  a t  
x1 = -0.382 X = -C.570 2 x3 = 0.001 
which  has a shape funct ion value of  0.474. The d e s i r a b l e  e f f e c t  o f  t h e  
nonlinear feedback is now evident  from t h e  s i q n i f i c a n t  d e c r e a s e  i n  t h e  
e x c u r s i o n  s t a b i l i t y  r e g i o n  i n  its absence. The eva lua t ion  of the  r eg ion  
in  the  mod i f i ed  case again took two minutes on each constraint .  
The s o l u t i o n  o f  t h i s  example by quasi l inear izat ion i s  no t  
reported.  The reverse equat ions are 
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- d ~ 2 ~ 3  - 5 ~ 1 ~ 3  
d t  '3 = 7 . 1 5 ~ ~  + 5y2 + 3y3 - Y1 + 3 
and the Jacobian matrix has the followinq elements 
Jll = J13 = 0 J12 = 
0.8~ - 0 . 0 8 ~ ~  
J23 = -0.133 + 1 
(7, + 3) 2 
y3 
(Y, + 3) J32 = -5 + 
y2 - 5yl 
J33 = -3 + 
Y1 + 3 
The quas i l inear  equat ions  a re  gro tesquely  e labora te .  There  is l i t t l e  hope 
t h a t  t h e  method would converge for long. For example,  the fourth row 
first column element of the F mat r ix  is  
108 
a a 
F41 -. '2 J21 " '3 5 J31 - 
This si tuation emphasizes another advantage of the  random search.  
The random sea rch  r equ i r e s  on ly  tha t  t he  sys t em equa t ions  be  programmed 
f o r  s o l u t i o n .  I n  c o n t r a s t ,  q u a s i l i n e a r i z a t i o n  r e q u i r e s  t h e  p r e p a r a t i o n  
of  very cumbersome equat ions i f  t h e  n o n l i n e a r i t i e s  a r e  n o n t r i v i a l  and 
the  o rde r  is anyth ing  pas t  two. 
5.4 Conclusion 
The examples discussed i n  t h i s  c h a p t e r  i l l u s t r a t e  t h a t  t h e  random 
serach  is easy  to  use and  reasonably  e f f ic ien t .  The q u a s i l i n e a r i z a t i o n  
is considerably less e f f i c i e n t  and  more d i f f i c u l t  t o  use. The random 
search  is  a more powerful tool. The computation time d e f i n i t e l y  i n c r e a s e s  
wi th  the  sys tem order ,  bu t  a more dramatic cause of high computation time 
is  the  presence  of  an  uns tab le  limit cycle .  The r e a s o n  f o r  t h i s  e f f e c t  
is  t h a t  t h e  reverse o f  an  a sympto t i ca l ly  s t ab le  t r a j ec to ry  qu ick ly  d ive rges  
from t h e  o r i g i n  so t h a t  the shape  func t ion  increases  rap id ly  and  the  min- 
imum shape  func t ion  va lue  a long  the  t r a j ec to ry  i s  quickly evaluated.  
However, an  uns tab le  l i m i t  cyc l e  becomes a s t a b l e  l i m i t  c y c l e  f o r  t h e  
reverse e q u a t i m s  so t h a t  many reverse t r a j e c t o r i e s  l i n g e r  i n  t h e  v i c i n i t y  
o f  t h e  o r i g i n  f o r  a long time be fo re  the  program is c o n f i d e n t  t h a t  t h e  
t ra jectory won' t  approach the or igin.  
The a v a i l a b i l i t y  o f  f a s t  d i g i t a l  computers would make i t  p o s s i b l e  
t o  c o n s i d e r  f a r  l a r g e r  examples on a d i g i t a l  program.  However, t o  con- 
s ider  very high-order  examples ,  i t  is necessary  to  reduce  the  time re- 
q u i r e d  f o r  i n t e g r a t i o n  o f  t h e  reverse equations.  A hybr id  d ig i t a l  ana log  
f a c i l i t y  is  i d e a l  f o r  t h i s  p u r p o s e .  
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Chapter S i x  
Summary and Conclusion 
6.1 In t roduc t ion  
This  chapter  contains  a summary of t h e  e n t i r e  work and lists some 
f i r s t  t h o u g h t s  r e l a t e d  t o  p o s s i b l e  e x t e n s i o n s  o f  t h i s  r e s e a r c h .  The 
summary is c o n t a i n e d  i n  s e c t i o n  6.2. The extensions of  the work f a l l  
i n t o  t h r e e  c a t e g o r i e s .  The analysis  might  be  broadened  to  consider a 
more genera l  envi ronnent  or  a more general  class of systems. For example,  
distributed parameter systems have not been studied. The ana lys i s  o f  a 
sys tern under  the inf luence of  cont inuous dis turbing forces  is  suqges t e d  
by the  var ia t iona l  formula t ion  of  the  excurs ion  s tab i l i ty  problem.  This  
p o s s i b i l i t y  is cons ide red  fu r the r  i n  sec t ion  6 . 3 .  Another  category  of 
extensions arise from i n t e r e s t  i n  t h e  related syn thes i s  problem. A num- 
ber  of  approaches are poss ib le .  One s u g g e s t i o n  r e l a t i n g  t o  s y n t h e s i s  
procedures is d i s c u s s e d  i n  s e c t i o n  6.4. Fina l ly ,   t he   va r i a t iona l   a lgo r i thm 
might be made more e f f i c i e n t  s o  tha t  the  ana lys i s  can  be  executed  on  a 
t o t a l l y  d i g i t a l  program. The poss ib i l i t y  o f  d i r ec t ly  de t e rmin ing  the  
locus  o f  t e rmina l  po in t s  o f  t he  op t ima l  t r a j ec to r i e s  is cons ide red  in  
s e c t i o n  6.5. 
6.2 S u m a n  
The bas i c  ob jec t ive  o f  t he  s tudy  is  t o  revise s t a b i l i t y  a n a l y -  
sis techniques s o  t h a t  t h e y  are more use fu l  and  more easily conducted. 
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S t a b i l i t y  a n a l y s i s  i s  broken down i n t o  two q u e s t i o n s  i n  C h a p t e r  One. 
How shou ld  s t ab i l i t y  be  de f ined?  How can a g iven  sys tem be  tes ted  for  
s t a b i l i t y ?  I n  Chapters Two and Three it is sugges ted  tha t  a system 
shou ld  be  cons ide red  s t ab le  i f  i t  s a t i s f i e s  t h e  most rudimentary opera- 
t iona l  requi rements .  These  qua l i f ica t ions  are adequa te ly  expres sed  in  
terms o f  s t a t e - s p a c e  c o n s t r a i n t s  f o r  r e g u l a t o r  svstems. The system is 
cons ide red  s t ab le  i f  t he  d i s tu rbances  wh ich  are l i k e l y  t o  o c c u r  leave 
the  sys tem in  such  a s ta te  t h a t  t h e  c o n s t r a i n t s  are n o t  v i o l a t e d .  
The analysis  problem requires  f inding the states from which the 
f r ee  sys t em does  no t  v io l a t e  t he  spec i f i ed  cons t r a in t s .  This problem is 
solved by reformulat ion to  a previously studied problem and invoking 
ex i s t ing  t echn iques .  S impl i f i ca t ions  o r  methods  which i n h e r e n t l y  o r  
e f f e c t i v e l y  l i m i t  the  order  of  the systems which are amenable to analysis 
are avoided. It is suggested that  the problem be reformulated as a 
parameter optimization problem. The parameter  opt imizat ion may be per- 
formed  by a random search. Third-order problems may be s tudied on a 
d i g i t a l  computer.  Higher-order  problems are most e a s i l y  h a n d l e d  i f  a 
coupled analog computer is  a v a i l a b l e  t o  i n t e g r a t e  t h e  d i f f e r e n t i a l  equa- 
t ions .  Another  poss ib i l i ty  is to  re formula te  as a v a r i a t i o n a l  problem. 
The problem is  well def ined  and  leads  to  a set  of two-point boundary 
value problems which must  be solved to  f ind the s tabi l i ty  region.  The 
solut ions to  the boundary value problems are no t  ea sy  to  ob ta in .  The 
va r i a t iona l  fo rmula t ion  i s ,  however, an interesting one and i t  sugges ts  
a modified analysis.  
The boundary value problems referred to above are a t tacked  wi th  
t h e  r e c i r c u l a t i o n  a l g o r i t h m  and quas i l i nea r i za t ion .  The former is 
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shown to  be  unsui tab le  for  the  problem of  interest .  Quas i l i nea r i za t ion  
y ie lds  resu l t s  a t  h igh  computa t iona l  expense .  There  are many f a c t o r s  
con t r ibu t ing  to  th i s  h igh  cos t .  The order  of  the  boundary  value  problem 
is twice that of the system under study and a whole sequence of boundary 
value  problems  must  be  solved.  quasil inearization  requires  the  repeated 
i n i t i a l  v a l u e  i n t e g r a t i o n  o f  d i f f e r e n t i a l  e q u a t i o n s  many times the  o rde r  
of  the  sys tem s tudied .  This  order  magni f ica t ion  ra te  increases  rap id ly  
as the system order  increases .  
The emphat ic  increase in  computat ional  eff ic iency which the ran-  
dom search  en joys  over  quas i l inear iza t ion ,  as a p p l i e d  t o  t h e  s t a b i l i t y  
problem, is demonstrated by several  examples presented in Chapter Five.  
However, b e f o r e  e i t h e r  program can be ini t ia ted a g r e a t  d e a l  of informa- 
tion about the system under study must be accumulated. The s e l e c t i o n  of  
RC r equ i r e s  a carefu l  s tudy  of  the  bas ic  l imi ta t ions  of  the  sys tem be ing  
cont ro l led .  The se l ec t ion  o f  t he  shape  func t ion  r equ i r e s  some knowledge 
o f  t he  d i s tu rbances  to  which t h e  s y s  t e m  i s  l i k e l y  t o  b e  s u b j e c t e d .  How- 
ever, i f  t he  sys t em l imi t a t ions  are to  be  meaningfu l ly  cons idered  in  the  
ana lys i s ,  t hen  the re  is no a l t e r n a t i v e  t o  o b t a i n i n g  a de ta i led  descr ip-  
t i o n  of the system. 
I f  t h e  s y s t e m  l i m i t a t i o n s  are important enough fo r  cons ide ra t ion  
i n  a n a l y s i s ,  t h e n  t h e y  a r e  c e r t a i n l y  no less important in system synthe- 
sis. Sys ten  des ign  techniques  based  on  excurs ion  s tab i l i ty  would be 
va luable   to   the   engineer .  Expanded a p p l i c a b i l i t y  and  improved e f f i c i ency  
of the  methods developed i n  t h i s  work are a l so  in t e re s t ing  p rob lems  fo r  
future   s tudy.   These  extensions  are   considered  br ief ly   in   the  remainder  
of the  chapter .  
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6 . 3  Stab i l i t y  in  the  P resence  o f  Ampl i tude  Bounded Disturbances 
The var ia t iona l  problem assoc ia ted  wi th  excurs ion  s tab i l i ty  ana ly-  
sis is s o l v e d  i n  terms of a boundary value problem by application of the 
maximum pr inc ip l e  in  Chap te r  Four .  The equa t ions  a re  
and the boundary values are 
"here are states from which u n s t a b l e  t r a j e c t o r i e s  may emanate when a 
ce r t a in  d i s tu rbance  is p resen t  even  i f  t hose  states are stable i n  the 
absence  of  continuous  disturbances.  The dis turbances ,   therefore ,   reduce  
t h e  s i z e  of the  approximate  s tab i l i ty  reg ion .  Le t  u b e  the vec to r  d i s -  
turbance which reduces the stabil i ty region the most.  Suppose the dis- 
tu rbance  vec tor  must  sa t i s fy  the  fo l lowing  ampl i tude  cons t ra in t  
- 
I u i  I cupax  
The worst  case t r a j e c t o r y  s o l v e s  
s u b j e c t  t o  t h e  same boundary  conditions  stated  above. The d is turbance ,  
2 ,  is some func t ion  o f  t he  ad jo in t  va r i ab le s  p. In  the absence of  s in-  
gu la r  so lu t ions  
- 
The cons t ra in t  on  the  forc ing  func t ion  usua l ly  causes  the  wors t  
case disturbance to be an on-off function. 
The ampl i tude  cons t ra in t  seems t o  b e  a na tura l  one ,  bu t  o ther  
c o n s t r a i n t s  on the  d is turbance  func t ion  might  be  of  in te res t .  Some possi-  
b i l i t i e s  are cons t r a in t s  on  the  time de r iva t ive  o f  t he  d i s tu rbance  o r  
cons t ra in ts  on  its frequency content. 
6 . 4  Terminal  Point  Loci 
There i s  a possibi l i ty  that  the sequence of  boundary value prob-  
lems evolving from the  va r i a t iona l  approach  to  the  s t ab i l i t y  p rob lem 
might succumb t o  more e f f i c i en t  a lgo r i thms  than  those  wh ich  a re  ava i l ab le  
for  so lv ing  each  problem in  the  sequence  ind iv idua l ly .  The u s e f u l  i n f o r -  
mation i n  t h e  s o l u t i o n  o f  any one of the problems i s  e x h i b i t e d  i n  t h e  
terminal  value of  the reverse va r i ab le s .  I f  t he  t e rmina l  po in t s  o f  t he  
solutions of the boundary value problems were known, then the whole 
problem of finding RS(S) would e f f ec t ive ly  be  so lved .  It i s  poss ib l e  
t o  ob ta in  a set  o f  d i f f e ren t i a l  equa t ions  wh ich  con ta in  the  locus  o f  
te rmina l  po in ts  as a par t  o f  t he i r  so lu t ion .  Unfo r tuna te ly ,  t he  
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equat ions  a l so  involve  severa l  o ther  var iab les  for  which  the  in i t ia l  con- 
d i t i o n s  are n o t  a p p a r e n t .  I f  someone should uncover a method  of estima- 
t i n g  t h e  i n i t i a l  v a l u e  o f  t h e s e  r e l a t e d  v a r i a b l e s ,  t h e n  i t  would be  
poss ib le  to  obta in  the  whole  locus  of  terminal points from a s i n g l e  
i n i t i a l   v a l u e  problem. 
The locus equat ions are h e u r i s t i c a l l y  o b t a i n e d  by applying the 
technique of invariant imbedding to the sequence of boundary value prob- 
lems. The development  presented  below  follows  the  plausibil i ty  argument 
f o r  n o n l i n e a r  e s t i m a t i o n  f i l t e r  e q u a t i o n s  by Detchmendy and Sridhar (1965). 
The boundary value problems involve the reverse v a r i a b l e s  y ( t )  
and t h e  a d j o i n t  
v a r i a b l e  , given 
va r i ab le s  p (  t) . The a d j o i n t  v a r i a b l e s  
the  symbol z ( t )  , as indicated below 
- 
." 
.. 
are replaced by a 
where B is  a symmetric nxn matrix which occurs i n  t h e  d e f i n i t i o n  o f  t h e  
quadra t ic  shape  func t ion  
S ( 5 )  = x Bx T 
"
The restated boundary value problem involves y( t) and z (  t) i n   t h e  equa- 
t i o n s  
." .., 
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z(T) = 0 - 
L e t  r(w,T) represent  the  te rmina l  va lue  of  y when t h e  f i n a l  c o n d i t i o n  
above i s  replaced by the  more general  condi t ion given by 
" 
z(T) = w . 
I f  t h e  r e l e v a n t  d i f f e r e n t i a l  e q u a t i o n s  a r e  i n t e g r a t e d  p a s t  t h e  i n d i c a t e d  
t e rmina l  cond i t ion  fo r  a ve ry  sho r t  time i n t e r v a l  AT, then  the  resu l t ing  
s t a t e s  o f  y and z are given to  within a f i r s t  o rder  approximat ion  by .. .. 
Ay(T) = Az(y,T) = - f(r(w,T),T)AT (6-1) .. " 
A Taylor Series expansion of the function r(w,T) truncated after the 
f i r s t - o r d e r  terms gives  
" -  
Subst i tut ing  eqn.  (6-2) i n t o  eqn.  (6-3)  and  equatinR t o  eqn.  (6-1) gives  
-f (r(w,T) ,T)AT = g(r(w,T),w,T)AT + AT 
5 "  ay . . _ _  ... 8T 
Divide both s i d e s  of the above equation by AT and l e t  AT go to  zero .  The 
higher-order terms which were ignored above vanish, and the following 
pa r t i a l  d i f f e ren t i a l  equa t ion  r ema ins  
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The Z(g,T),   Zk(y,T),T) and  g(r(w,T),w,T) ".- are expanded  about v7 - equal  
z e r o ,  t h e  r e s u l t  is 
These expansions mag b e  s u b s t i t u t e d  i n t o  t h e  p a r t i a l  d i f f e r e n t i a l  e q u a t i o n  
t o  o b t a i n  
Equating l ike powers of y y i e l d s  
I n  terms of t h e  o r i g i n a l  e q u a t i o n s ,  eqn. (6-5) and  eqn. (6-6) r educe  to  
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"" ~ __ "- 
where 
The square  matr ix  Q(T) s a t i s f i e s  eqn. ( 6 - 8 ) .  The s imultaneous  solut ion 
of  eqn. (6-7) produces  the  desired  terminal  point  locus.  The i n i t i a l  
condi t ions on R(T) are t h e  s o l u t i o n s  of a zero-interval boundary value 
problem. That i s ,  R ( O )  is a v a i l a b l e  from the  so lu t ion  of  an a lgeb ra i c  
equation. However,  Q(0) is no t   r ead i ly   ava i l ab le .  I f  a  number of  solu- 
t i ons  of  the  or ig ina l  sequence  of  prohlerns a re  ava i l ab le ,  t hen  Q(0) may 
be computed by solving an(n + I.)-point boundary value problem involving 
eqn. (6-7) and  eqn. ( 6 - 8 ) .  This  multipoint  boundary  value  problem  involv- 
ing such a high-order system is  more of a computational task then the 
so lu t ion  of the  or ig ina l  sequence  of  two-point problems. 
There may be an easier way t o  o b t a i n  t h e  i n i t i a l  v a l u e  of Q(T) . 
I f  such an evaluat ion can be made, then the technique out l ined above can 
be  used  to  so lve  the  s t ab i l i t y  problem q u i t e  e f f i c i e n t l v  a s  well a s  
so lv ing  many other problems which can be reformulated as a sequence of 
boundary value problems. 
6.5 Synthesis  
The u l t imate  objec t ive  of  cont ro l  engineer ing  is t o  s e l e c t  a 
c o n t r o l  p o l i c y  for  a given system on t h e  b a s i s  of a meaningful goodness 
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c r i t e r i o n ,  I f  t h e  e x t e n t  o f  t h e  r e g i o n  o f  e x c u r s i o n  s t a b i l i t y  is s u i t a b l e  
for  sys tem eva lua t ion ,  then  it  should  a l so  be  a u s e f u l  c r i t e r i o n  f o r  
sys tern design. 
An obvious  ex tens ion  of  the  s tab i l i ty  ana lys i s  techniques  to  the  
syn thes i s  problem would be  to  op t imize  the  se l ec t ion  o f  des ign  pa rame te r s  
on  the  bas i s  o f  t he  s i ze  o f  t he  approx ima te  r eg ion  o f  excur s ion  s t ab i l i t y .  
A s t ra ight forward  way of making such a s e l e c t i o n  is  to  use  the  random 
search  technique  out l ined  in  Chapter  Four .  The ex ten t  of RS(S1 is graded 
i n  terms of  design parameters,  v by evaluat ing the shape funct ion a t  the  
c r i t i ca l  p iont  assoc iaeed  wi th  a p a r t i c u l a r  v such as 
- 
. 
The choice of  y which maximizes the funct ion above is  an oatimum design. 
A more genera l  des ign  problem requi res  the  se lec t ion  of  the  
s t r u c t u r e  o f  t h e  c o n t r o l l e r .  It would be  in t e re s t ing  to  de t e rmine  when 
and how a system could be made maximally stable.  It is sometimes neces- 
sary t o  compromise i n  t h e  s e l e c t i o n  o f  RC i f  maximal s t a b i l i t y  is t o  b e  
achievable.  For  example,  consider a second-order  system  described i n  
phase  va r i ab le s  wi th  an  inequa l i ty  cons t r a in t  on  xl. I f  t h e  c o n t r o l  
p o l i c y  a f f e c t s  t h e  time der iva t ive  of  x2  only ,  then  i t  is no t  poss ib l e  
t o  p r e v e n t  t r a j e c t o r i e s  from escaping from RC in  the  uppe r  ha l f  o f  t he  
phase  plane  where x is always increasing. 1 
The chances of forcing maximal s t a b i l i t y  a p p e a r  t o  b e  enhanced 
i f  t he  cons t r a in t  r eg ion  is hyperconical.  Suppose a system is descr ibed 
by 
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where the constraint  region is given by 
x ( t )Ex( t )  5 1 - (E symmetric) T . 
and the control  l a w  u(x) is  under  the  d iscre t ion  of the  des igner .  The 
d i rec t ion  of  pene t ra t ion  of  the  RC boundary by system t r a j e c t o r i e s  is  
given by the sign of t he  s ta te  func t ion  D(x) defined below 
The con t ro l  l a w  desired can be selected as  fol lows.  A t  points  a long the 
RC boundary where D is  negat ive ,  l e t  u be zero.  A t  points where D is 
zero on the  RC boundary but 
x T ( t ) E  # 0 
then  l e t  u be given by 
I f  t h e r e  are po in t s  on the  RC boundary where 
ZT( t )E_f(Z( t )   , t )  2 0 and 5 (t)Eb = 0 T 
then  there  is  no choice of bounded u which will fo rce  maximal s t a b i l i t y .  
The se l ec t ion  o f  t he  con t ro l  l aw  fo r  po in t s  i n s ide  RC can be made so t h a t  
t he  behav io r  i n  RC is acceptable .  
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The discussion above does not  detai l  a p rocedure  fo r  e s t ab l i sh ing  
a con t ro l  law, bu t  i t  does  out l ine  some o f  t h e  p o s s i b l e  methods which 
might be studied. The s e l e c t i o n  o f  u on the boundary is not unique. 
Perhaps i n  some cases i t  i s  poss ib l e  t o  devise  a c o n t r o l  law which i s  
independent of some of  the  s ta te  var iab les  thus  a l lowing  some t ransducers  
o r  e s t ima t ion  schemes to  be  e l imina ted .  
It would be  bene f i c i a l  t o  s tudy  a simple design problem on the 
b a s i s  o f  e x c u r s i o n  s t a b i l i t y  and t o  c o r r e l a t e  t h e  s i z e  o f  RS(S) w i th  
o the r  cha rac t e r i s t i c s  o f  t he  des ign  such  as t h e  e c c e n t r i c i t y  o f  t h e  tra- 
j e c t o r i e s  o r  t h e  s e t t l i n g  time t o  t h e  o r i g i n  from c e r t a i n  d i s t u r b e d  states. 
6 . 6  Conclusion 
The n o v e l t y  o f  t h i s  s t u d y  among o the r  works i n   s t a b i l i t y   a n a l y s i s  
is a consequence  of  the  awareness  of two premises. One premise is simply 
t h a t  t h e  d i f f e r e n t i a l  e q u a t i o n s  are no t  adequa te  to  desc r ibe  a c o n t r o l  
system for engineering purposes.  The phys ica l  l imi t a t ions  o f  t he  sys t em 
and  the  na ture  of  the  d is turb ing  inf luences  should  a l so  be  represented  
i n  some quant i ta t ive  fash ion .  The other  premise is t h a t  problems  which 
are complex enough to  jus t i fy  use  of  the  computer  should  be  formula ted  
a t  t h e  o u t s e t  i n  terms of  r ep resen ta t ions  and methods which are n a t u r a l  
t o  t h e  computer.  Analytical  methods  for  finding  V-functions are d i f f i c u l t  
t o  modify for numerical  computation. 
The degree  to  which  these  premises  have  u l t imate ly  guided  th i s  
work cannot be immediately determined, but each premise is  be l i eved  to  
restate sound engineering principles which are worthy of consideration 
by o t h e r  s t u d e n t s  o f  s t a b i l i t y  a n a l y s i s .  
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Appendix 
An Application of  Excurs ion  Stab i l i ty  to  
Nuclear Reactor Dyanmics 
A . l  In t roduct ion  
The s t a b i l i t y  a n a l y s i s  of nuc lear  reac tors  typ ica l ly  involves  the  
s tudy of a highly nonl inear  system of descr ib ing  equat ions .  These  s tab i l i ty  
s t u d i e s  are a l so  ve ry  impor t an t  s ince  sa fe ty  is of pr ime concern in  reactor  
design. The d e f i n i t i o n  o f  e x c u r s i o n  s t a b i l i t y  i s  v e r y  n a t u r a l  t o  t h e  b a s i c  
engineering problem of r e a c t o r  s t a b i l i t y  so i t  is n o t  s u r p r i s i n g  t h a t  t h e  
t echn iques  o f  excur s ion  s t ab i l i t y  shou ld  be  app l i ed  f i r s t  i n  t h i s  area. 
The convergence of these  two s t u d i e s  was i n i t i a t e d  d u r i n g  a b r i e f  
v i s i t  by the  au tho r  to  Los Alamos Sc ien t i f i c  Labora to ry .  The ana log-d ig i ta l  
h y b r i d  f a c i l i t y  was  programmed f o r  t h e  random search technique by a j o i n t  
e f f o r t  w i t h  D r .  Hugh Murray  and Charles  Mil l ich,  both of L. A. S. L. These 
engineers  provided excel lence in  nuclear  reactor  dynamics and computer pro- 
gramming, respec t ive ly .  
The primary goal of t h e  e f f o r t  a t  Los Alamos was t o  write and"de-bug" 
t h e  random search program for use on t he  ava i l ab le  computa t iona l  f ac i l i t i e s .  
This program could be used for excursion stabil i ty analysis and a l s o  f o r  
other parameter optimization problems. The next  ob jec t ive  was to  beg in  the  
ana lys i s  of  a po in t  model nuclear  reactor  with coupled two temperature 
region react ivi ty  feedback.  This  reactor  is under study by Dr. Richard Brehm 
and Dr. Lynn Weaver o f  the Nuclear Engineering Department a t  the Universi ty  of  
Arizona. 
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Both  of t hese  ob jec t ives  were inves t iga t ed .  However, the   usable  
random search program was n o t  r e f i n e d  and t h e  s t u d y  o f  t h e  r e a c t o r  s t a b i l i t y  
was  performed fo r  on ly  one set of values of t h e  two design parameters.  A 
summary of  the effor t  directed toward both object ives  appears  below fol lowed 
by a d iscuss ion  of t h e  r e s u l t s .  
A . 2  Random Search  Program f o r  L. A. S. L. 
The hybrid computer  faci l i ty  used a t  L. A. S. L.  was comprised of 
an EAI-231R analog computer and a DDP-116 d i g i t a l  computer with a 16K 
memory and opt iona l  h igh  speed  ar i thmet ic .  These  a re  l inked  by  for ty  
D t o  A and  for ty  A t o  D conversion  channels.  The s y s t e m   h a s   b i l a t e r a l  
mode con t ro l  capab i l i t y .  
The execut ive  rout ine  and  log ica l  dec is ion  func t ions  of  the  random 
search program are performed on the DDP-116 and the  s imula t ion  of  the  
reverse system is d e l e g a t e d  t o  t h e  EAI-231R. The log ica l  func t ions  r equ i r e  
much less time than the system simulat ion so t he  two computers are operated 
i n  a l t e r n a t e  s t e p s .  However, t h e  DDP-116 does per iodical ly  sample the simu- 
l a t i o n  s ta te  and compute the performance index during the s imulat ion so t h a t  
the cost  funct ion can be extracted and analog overloads avoided.  
The program is b a s i c a l l y  t h e  same as t h a t  o u t l i n e d  i n  S e c t i o n  4 . 3 .  
The gross  func t ions  are diagrammed i n  Fig.  A-1. 
The s t a r t -up  rou t ine  s imply  invo lves  f eed ing  in  the  in i t i a l  guess  
and s e t t i n g  a l l  t h e  s e a r c h  c o n t r o l  p a r a m e t e r s .  It i s  assumed t h a t  t h e  
ana lys t  i s  present  a t  the  time the program is executed so  t h a t  t h e s e  numbers 
can  be  "typed-in."  The  advantage of t y p i n g  i n  t h e  d a t a  is tha t  poor ly  selec- 
ted search control  parameters  may be improved by r e s t a r t i n g  t h e  program 
ut i l iz ing the previous "best  value" without  having to  punch cards o r  t ape .  
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PUNCH  OUT 
v 
I N T E R P R E T A T I O N  
Figure A-1. Block Diagram of Information Flow 
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The watchdog routine sets t h e  i n i t i a l  c o n d i t i o n s  on the analog 
computer and monitors the simulation recording the minimum value of  the 
performance index and terminating the simulations of p o o r  t r i a l s  q u i c k l y .  
The i n t e r p r e t a t i o n  r o u t i n e  c l a s s i f i e s  t h e  p r e v i o u s  tr ial  and  computes 
i n i t i a l  c o n d i t i o n s  f o r  a  new t r i a l .  The d e t a i l s  of t h i s  r o u t i n e  are .identi- 
c a l  t o  t h e  a n a l o g o u s  s t e p s  i n  F i g .  24. 
The d i g i t a l  program is t h e  same f o r  a l l  parameter  opt imizat ion 
problems. An o b j e c t  t a p e  f o r  t h e  program re t a ined  by N-4 Group a t  Los Alamos 
and a copy is he ld  by the Nuclear Engineering Department a t  the  Univers i ty  
of Arizona. 
There are t h r e e  s t e p s  i n  t h e  p r e p a r a t i o n  of a problem for  use of 
the program above. 
Step One: Diagram t h e  Analog Simulation of the  Reverse  System. 
Step Two: Time and  Magnitude  Scale  the  Simulation. 
S tep   Three :   Se lec t   the   f i r s t   guess ,   the   coef f ic ien ts   o f   the  
quadratic performance index and the search control 
parameters.  
Step One is clear and Step Three i s  d i s c u s s e d  i n  t h e  t e x t .  S t e p  Two 
must be done very carefully. Since the EA1 231R is a r e l a t i v e l y  slow machine, 
the problem was time sca led  so  t h a t  a maximum of one second of real time 
represented  the  longes t  s imula ted  time of interest .  Another second of real 
time is necessary  for  recovery  a t  each  i te ra t ion .  Magni tude  sca l ing  pre-  
sen ted  some serious problems and emphasized the need for high precision 
analog fac i l i t i es .  The problem must be scaled so t h a t  a region somewhat 
la rger  than  the  reg ion  of  maximal s t a b i l i t y  may be  pene t r a t ed  and y e t  t h e  
cri t ical  point might be well in s ide  the  r eg ion  o f  maximal s t a b i l i t y .  
The re fo re ,  t he  r ange  o f  a l l  s ta te  v a r i a b l e s  must be determined and an 
analog computer with good performance when s igna l s  d imin i sh  to  as l i t t l e  
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as one  pe rcen t  o f  fu l l  s ca l e  i s  necessary.  The former requirement might 
mean t h a t  t h e  whole problem may have to  be  r e sca l ed  and r e r u n  a f t e r  t h e  
f i r s t  run. The l a t t e r  requirement limits the  speed a t  which the analog 
simulation can be run. 
A. 3 Reactor Analysis 
The reactor  descr ibed by the fol lowing equat ions i s  o f  i n t e r e s t  
to  the  Nuclear  Engineer ing  facul ty  a t  Arizona. 
T1 = lOOn - (0.46T1 + 3.3*10-4T12 + 10  -7 T1 3 
+ 1.2010 T1 ) -11 4 
+2 = 0. 23T1 + 1.65.10 T1 + 5*10-6~13 + 6.10- T1 
-4 2 10  4 
-0. 2T2 
wi th  cons t r a in t  
-500 < T1 - < 1500 - 
where  n = neut ron   dens i ty  
p = r e a c t i v i t y  
T1 = t empera ture  in  reg ion  one 
T2 = t empera ture  in  reg ion  two 
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Define H by 
H = 4.6*10-2T1 + 3.3-10-5T12 + 10-8T13 + 1.2-10 -12 T1 4 
The following magnitude scaling was used: 
T1, T2, H by  1700 
n by 5 
by 
p by 
al* a2 
The magnitude scaled equations are 
T1 = 
T2 = 
l i p  
P P  
29.41n - 10H 
5H - 0.2T2 
0.017a T 0.323a2T2+0.5aln-l.7alH+8.5a2H 1 1- 
10 - 0.17alT1 - 0.17a2T2 (n-tO.2) 
The equ i l ib r ium po in t  has  been  sh i f t ed  to  the  o r ig in  above. The 
ultimate goals  of t h e  a n a l y s i s  are to  de t e rmine  the  s i ze  o f  t he  excur s ion  
s t a b i l i t y  r e g i o n  f o r  t h e  s h a p e  f u n c t i o n  
m 
below 
T2 2 
+ \1700) 
i n  t h e  r e g i o n  of the  design parameter  space near  the point  
a1 = 0.3010 
a 2 = -C1.32*10-~ 
-5 
However, time l imi ta t ions  a l lowed only  the  de te rmina t ion  of t h e  
c r i t i ca l  point based on the nominal parameter values and the posit ive 
c o n s t r a i n t  on T1. 
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A.4 Resul t s  
The problem descr ibed in  Sect ion A.2 was approached with the 
program described i n  A.l. The program was te rmina ted  a f te r  about  350 
i t e r a t i o n s .  The c r i t i c a l  p o i n t  i n d i c a t e d  on Step 245 is  as  fo l lows  ( in  
MACHINE u n i t s )  
S ( s r i t )  = 0.0297 
C r i t i c a l   P o i n t  i'. = -0.028 T2 = 0.007 
[ n = 0.344 
D r .  Brehm's a s soc ia t e s  i nd ica t ed  tha t  t hese  va lues  appea r  very reasonable 
e x c e p t  f o r  T2. S ince  the  c r i t i ca l  T2 is less than one percent  of  ful l  
scale, i t  is l i k e l y  t h a t  t h e r e  is an  e r ror .  The problem  should  perhaps 
be  redone  with T rescaled.  2 
There w a s  a problem with excessive run time for  the experiment .  
The computation time f o r  a complete  i terat ion averaged a l i t t l e  b e t t e r  
than two seconds. However, t he  350 i t e r a t i o n s  t o o k  several hours  of 
running time. The excessive time was l o s t  punching the output on paper 
tape.  A four-word heading and nine numbers were punched out a t  each 
i t e r a t i o n  r e g a r d l e s s  of whether the t r i a l  was a success  o r  f a i lu re .  Th i s  
is c l e a r l y  f a r  more than the required output because diagnostic information 
was des i red .  However, i f  such  complete  observance is desired,  high-speed 
pr intout  hardware i s  necessary.  The "answer"  can  be  obtained  from  the 
f ina l  success  which  can  be  re ta ined  and  pr in ted  a t  the  end  of t he  en t i r e  run .  
There are several d e f i n i t e ,  i f  n o t  p o s i t i v e ,  c o n c l u s i o n s  which can 
be drawn  from the  s tudy .  F i r s t  o f  a l l ,  i t  is  feas ib le  to  de te rmine  excurs ion  
s t a b i l i t y  on a hybrid  computer. Also, the  method  seems to  be  usab le  fo r  t he  
study of such systems as reactors which have dominating nonlinearit ies.  
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Fina l ly ,  the  magni tude  sca l ing  of t he  problem requ i r e s  g rea t  care and t h e  
analog computer precision i s  t h e  f a c t o r  which p laces  the  limits on what 
problems can be solved on a p a r t i c u l a r  i n s t a l l a t i o n .  
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