A compound eye and retina-like combination sensor based on a space-variant curved micro lens array (CMLA) is proposed to simultaneously offer the large FOV characteristic of a compound eye and retina-like feature of a single aperture eye. The mathematical models of the sensor are developed and the structure parameters of the space-variant CMLA are deduced. Modeling verification is carried out and the results show that the whole field of view (FOV) of the sensor is 105°and the optical information loss rate is 0.06 when the sector is 32. Imaging simulations illustrate that the sensor possesses the retina-like property, i.e., logarithmic-polar transformation. Meanwhile, the simulation results indicate that the overlapping angles between the two micro lenses on the adjacent rings can be reduced by decreasing the rings and the blind radius, and increasing the sectors. This work is beneficial for large FOV and time-efficient applications.
INTRODUCTION
The compound eye and the single aperture eye are the two main types of animal eyes in the animal kingdom [1] [2] [3] [4] [5] . They have received much attention in recent years due to their unique and exquisite optical properties [6] [7] [8] . The compound eye provides a compact optical structure with low-volume image processing, high sensitivity to fast-moving objects, and a larger field of view (FOV) [9] [10] [11] [12] [13] , which can be widely used in motion detection, machine vision, optical imaging, and robotic systems [14, 15] . Moreover, it is worth noting that an optical system with a large FOV is important and crucial to many applications, including industry, medical, and military areas [16, 17] . The single aperture eye, i.e., the human eye, suffers from a narrower FOV than the compound eye, but it has its own advantages [5] . One of its remarkable merits is a retina-like feature that has space-variant resolution resulting from a nonuniform distribution of the photoreceptor cells in the retina. Because of the retina-like structure, the relationship between the retina and visual cortex submits to an approximate logarithmic-polar transformation (LPT) [18, 19] , which is beneficial for reducing redundant compression and improving the image efficiency of object detection and recognition [20] [21] [22] [23] . To the best of our knowledge, there have been quite a few previous studies on both the compound eye and the single aperture eye [11, 22] . However, we believe that a study combining the compound eye, i.e., the large FOV, and the single aperture eye, i.e., with a retina-like feature, has not yet been done. Therefore, it is interesting to study what we believe is a novel sensor based simultaneously on the compound eye and the single aperture eye.
Previous studies show that the micro lens array has been widely employed to imitate an artificial compound eye for enlarging the FOV [12, 17, 24, 25] . Generally, it can be divided into two types, i.e., planar micro lens array (PMLA) [26] [27] [28] and curved micro lens array (CMLA) [29, 30] . Three layers of the PMLA have been used to compose a Gabor superlens [31, 32] , but the system needed a multilayer optical design. Moreover, it had a limited FOV that was only up to 70°× 10° [ 12] . Unlike the PMLA, the CMLA can easily enlarge the FOV due to its distribution on a spherical surface [33] . So far, however, the space size of the CMLA of the previous studies is invariant, i.e., it is hard to simulate the retina-like feature of the single aperture eye [10, 30, 34] . To simultaneously exploit the merits of the compound eye and the single aperture eye, we propose a compound eye and retina-like combination sensor based on a space-variant CMLA, which has the large FOV characteristic of the compound eye and the retina-like feature of the single aperture eye.
THEORETICAL ANALYSIS
The schematic diagram of the compound eye and retina-like combination sensor based on a space-invariant CMLA is shown in Fig. 1 . The sensor is composed of the object plane, the spacevariant CMLA, the aperture array, and the image sensor, i.e., CCD or CMOS. The object is segmented by each micro lens of the space-variant CMLA, which consists of N rings, an M single meniscus micro lens in each ring, i.e., M sectors. These meniscus micro lenses are arranged on a curved surface to possess the large FOV of the compound eye. In the same rings, the parameters of the meniscus micro lenses are the same in the same ring, including the focal length, curvature radius, aperture, and central thickness. In the different rings, the aforementioned parameters are varied (see Section 2.B). The aperture array is displaced between the space-variant CMLA and the image sensor to prevent optical signal crosstalk in each micro lens. The image sensor is displaced at the focal plane of the space-variant CMLA. Under each micro lens, there is a corresponding pixel on the image sensor to sample the optical information of the object. The distribution of these pixels on the image sensor meets the retina-like feature of the single aperture eye, i.e., LPT. The optical information of the object received by these pixels is read out by the ring order of image sensor, and then the image with the LPT is obtained.
A. Segmentation of Imaging Plane with Log-Polar Transformation
To realize the retina-like feature of the single aperture eye, the segmentation of the imaging plane should meet the LPT, i.e., the position distribution of the pixels on the image sensor has a geometric growth of adjacent rings [19, 26] . Suppose that the space-variant CMLA has N rings, M sectors in each ring, and the blind radius on the imaging plane is r 0 . The ring closest to the blind area is set as the 1st ring, and the distance between the center of the 1st ring and the origin point O 0 is r 1 , as shown in Fig. 2 . Similarly, the distance between the center of the nth ring, the n 1th ring, and origin point O 0 are r n and r n1 , respectively. The positions of the pixels on the image sensor are shown as the red points in Fig. 2 , and the relationship among them is written as [26] 8 > < > :
From Eq. (1), we can see that r n obeys a geometric sequence growth, i.e., the LPT, which increases the coefficient, is q 1 sinπ∕M ∕1 − sinπ∕M . Equation (1) also indicates that the position of the pixels on the image sensor is only related to the parameters of M, r 0 , and N . In other words, the position of the pixels is determined if these parameters are known.
B. Modeling of the Space-Variant CMLA
The geometrical model of the space-variant CMLA is shown in Fig. 3 . The meniscus micro lenses are arranged on a curved surface. We suppose that the radius of the curved surface is R, the distance between the object plane and the space-variant CMLA is L, and the distance between the space-variant CMAL and the image sensor is L 0 . α 0 is the angle between the blind area and main optical axis, and α 1 is the angle between 1st pixel ring and main optical axis. Similarly, α n and α n1 are the angles Fig. 3 . Geometrical model of the space-variant CMLA.
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Therefore, the focal length of the nth ring micro lens is
where n r is the refractive index and g n is the curvature radius of the nth ring micro lens. For highly efficient usage of optical information, the micro lens should be tangent with adjacent ones in the same ring [35] . Therefore, the aperture D n of micro lens in the nth ring can be obtained as
where β n is the angle between the optical axis and the line with the edge point and origin point O. δ n is the angle between the optical axis and the line with the focal point of nth ring micro lens. Combining Eqs. (3) and (4), we can obtain the central thickness h n of the micro lens in the nth ring by
Note that the central thickness h n should satisfy h n < g n for a single micro lens.
From the above analysis, the whole geometric model of the space-variant CMLA is described by Eqs. (2)- (5), including the focal length (f n ), the curvature radius (g n ), the aperture (D n ), and the central thickness (h n ) in different rings. In the same rings, the aforementioned parameters are the same.
C. Optical Information Loss Rate
The definition of optical information loss rate can be expressed as the ratio of the ineffective sampling area to the effective sampling area on the object plane [19] . Due to the existence of the FOV gaps of the space-variant CMLA on the object plane, shown as the black area in Fig. 4 , an optical information loss of the object inevitably occurs. The optical information in the FOV gaps is lost. Therefore, it is a key parameter that must be taken into consideration in the optical sensor design.
Because the space-variant CMLA is placed on the curved surface, the sampling area of a single micro lens on an object plane approximately is an ellipse [19] , shown as the pink or the green area in Fig. 3 . To obtain the optical information loss rate, the overlapping areas of the FOV of the space-variant CMLA on the object plane should be calculated, as shown in Fig. 4 . The overlapping areas consist of two types, i.e., the overlapping areas between different rings at the same sector and the overlapping areas between different sectors at the same ring. Therefore, we calculate these two types of overlapping areas as follows.
First, the overlapping areas between different rings at the same sector can be calculated by the following expressions. For the nth ring, the semi-major axis a n and semi-minor axis b n of the ellipse on the object plane can be obtained by
After obtaining the semi-major axis a n , a n1 and semi-minor axis b n , b n1 , the ellipse equations of the nth ring and n 1th ring of 1st sector are written as
According to Eq. (7), the coordinates of the F x 1 ; y 1 and H x 1 ; −y 1 cross-points between of the two ellipses of the adjacent ring can be obtained. Then, the overlapping areas between different rings at the same sector, shown as the areas of S FGHN and S FMGH in Fig. 4 can be calculated by the use of [36] 8 Because the overlapping areas between different sectors at the same ring are identical (shown as the same color of the S FGHN and S FMGH ), the overlapping area between the nth ring and n 1th ring of total M sectors is M × S FGHN S FMGH . Therefore, through the sum of n from 1 to N , the overlapping area of different rings at the same sector can be achieved.
Second, the overlapping areas between different sectors at the same ring can be obtained as follows. The ellipse equations of the 1st sector and 2st sector of nth ring are written as
The coordinates of the cross-points Px 2 ; y 2 and Qx 3 ; y 3 of the two ellipses at the adjacent sector can be obtained by solving Eq. (9) . Then the overlapping areas between different sectors at the same ring, i.e., the 1st sector and the 2nd sector of the nth ring, which are S PSQ and S PTQ in Fig. 4 , can be calculated as follows.
The area of the S PSQ can be obtained by
Similarly, the area of the S PTQ can be obtained by
Because the overlapping areas between the different sectors at the same ring are identical, the overlapping area of the total M sectors is M × S PSQ S PTQ . Therefore, through the sum of n from 1 to N , the overlapping areas between different rings at the same sector also can be achieved.
It is worth noting that the whole FOV of the sensor is written as
According to the above analysis, the optical information loss rate (η) is written as
MODELING VERIFICATION
A. Parameters of Space-Variant CMLA
In this section, we carry out the modeling simulation based on the above analysis. The relevant parameters of the simulation are shown in Table 1 . Based on the above simulation parameters, we obtain the whole geometrical structure parameters of the space-variant CMAL in each ring, including the focal length (f n ), the curvature radius (g n ), the aperture (D n ), and the central thickness (h n ). The results are shown in Fig. 5 .
From Fig. 5 , we found that: (1) the focal length (f n ) decreases with the increasing of the rings (N ), which decreases from 16.9 to 15.6 mm when the rings increase from 1 to 10; (2) the curvature radius (g n ) also decreases with the increasing of the rings (N ), which decreases from 6.1 to 5.7 mm when the rings increase from 1 to 10; (3) the aperture (D n ) increases with the increasing of the rings (N ), which increases from 0.7 to 29 mm when the rings increase from 1 to 10; and (4) the central thickness (h n ) increases with the increasing of the rings (N ), which increases from 0.03 to 0.13 mm when the rings increase from 1 to 10. From above the relationship between these four parameters and the rings, the space-variant structure is illustrated clearly, i.e., the four parameters are varied with the rings. Meanwhile, it is worth noting that unlike the location of the pixels on the image sensor, the increasing or decreasing coefficients of the four parameters do not obey a geometric growth with the rings. For example, the change coefficient of the aperture decreases from 1.20 to 1.10 when the rings increase from the 2st ring to the 10th ring. Based on the above conditions, the sampling areas on the object plane of each micro lens on the space-variant CMLA are shown in Fig. 6 . From Fig. 6 , we can see that the sampling area on the object plane by a single micro lens is an ellipse. As the above theoretical analysis shows, there are some overlapping areas between these ellipses. First, we calculate the overlapping areas using Eqs. (6)- (11), and then we obtain the whole FOV 2φ 105°using Eq. (12). Then we calculate the optical information loss rate of the proposed sensor η 0.06 using Eq. (13).
C. Optical Information Loss Rate
According to Eq. (13), we can see that the optical information loss rate is determined by the structure parameters of the spacevariant CMLA and the distance between the object plane and the space-variant CMLA (L). To simplify this, we mainly discuss the optical information loss rate (η) from two aspects, i.e., the object distance (L) and the sectors (M ). When we keep the other parameters (shown in Table 1 ) unchanged, we plot the relationship between the optical information loss rate versus the object distance and the sectors, respectively, as shown in Fig. 7 . First, from Fig. 7(a) , we find that the optical information loss rate (η) decreases with an increase in the object distance (L). The optical information loss rate decreases from 0.08 to 0.055 when the object distance increases from 10 to 100 mm, which indicates that a long object distance results in a heavy overlap. Second, from Fig. 7(b) , we see that the optical information loss rate (η) decreases with the sectors (M ) when M increases from 25 to 32, and reaches a minimum, i.e., η 0.06 at M 32. Then the optical information loss rate (η) increases from 0.06 to 0.074 when the sectors (M ) increase from 32 to 50. Therefore, M 32 is a reasonable parameter to obtain a minimum optical information loss rate for the proposed sensor.
OUTPUTTING IMAGE WITH LPT
It is well known that LPT is a remarkable property of the retinalike structure. To test that the proposed sensor possesses the property, based on the conditions above (Table 1) , we carry out imaging simulations to output the image with LPT. A simulation program based on MATLAB is written. The procedures of the simulation are described as follows. First, a simple object (pentacle) and a relatively complicated object (tank) are placed on the objective plane. Second, each micro lens on the spacevariant CMLA segments and samples the corresponding optical information of the object plane. The sampling area of each micro lens is a small ellipse area, shown in blue line in Figs. 8(a) and 8(c) .Third, after sampling the optical information of the object, each micro lens also has a corresponding pixel on the imaging sensor to record the gray value for the small ellipse area. It is worth noting that the gray value of each pixel is the accumulated optical information on each ellipse area on the object plane. Because of that, the corresponding pixel on the image sensor can respond to the optical information in the small ellipse area. Finally, the gray values are read out by ring order of the imaging sensor. Then, the LPT images of the objects are obtained, as shown in the Figs. 8(b) and 8(d). From Figs. 8(a) and 8(b), we can see that the first vertex (labeling I) of the pentacle is transferred to the second sector in the 10th ring [coordinate (2, 10) ]. The second vertex (labeling II) of the pentacle is located in the ellipse area of the 9th sector in the 9th ring, so it is transferred to the 9th sector in the 9th ring [coordinate (9, 9) ]. Similarly, the third vertex (labeling III) is transferred to the coordinate (16, 10) . Because the 4th vertex (labeling IV) of the pentacle is located in the ellipse area of both the 21th sector and the 22th sector in the 10th ring, it is transferred to the coordinates (21, 10) and (22, 10) . Similarly, the 5th vertex (labeling V ) of the pentacle is transferred to the coordinates (28, 10) and (29, 10) . The same results can be found in Figs. 8(b) and 8(d) of the tank object. The gun barrel of the tank is located in the ellipse area of 17th sector ranging from the 8th to the 10th rings. Therefore, it is transferred to the coordinates (17, 8) , (17, 9) , and (17, ] is 32 × 10, which may be insufficient to recognize the objects with the addition of an aberration effect due to the tilt between the micro lens and the image sensor. Therefore, if the end user wants to recognize the objects using the outputting image with LPT, a higher resolution is needed. Increasing the sectors and rings can improve the resolution. However, it is worth noting that large sectors and an increase in the ring count results in increases in the micro lens number and fabrication costs. The end user should select reasonable sectors and rings according to the most practical application.
DISCUSSION
According to the above results and analysis, a compound eye and retina-like combination sensor with a large FOV (2φ 105°) and a low optical information loss rate (η 0.06) is obtained. However, there is an overlapping angle between the micro lens at two adjacent rings of the spacevariant CMLA. In this section, we discuss this overlapping angle of the micro lens because a large overlapping angle increases the difficulty of processing and assembling a space-variant CMLA. From Fig. 3 , we see that the overlapping angle (ω n ) on the curved surface between two adjacent rings, i.e., nth and n 1th, can be written as
Substituting Eqs. (1), (2), and (4) into Eq. (14), we can obtain 8 < :
Equation (15) indicates that the overlapping angle (ω n ) at the nth ring is determined by the sectors (M ), the blind radius (r 0 ), and (R − L 0 ). Because the radius of the curved surfaced (R) and the distance between the space-variant CMLA and the image sensor (L 0 ) can be easily determined by the end user, the (R − L 0 ) is not discussed in this section. Here, we mainly discuss the overlapping angle (ω n ) under different situations of the sectors (M ) and the blind radius (r 0 ). The results are shown in Fig. 9 .
From Fig. 9 , we discover two important bits of information. First, the overlapping angle (ω n ) increases when the ring (N ), increases, as shown in both Figs. 9(a) and 9(b), respectively. For example, under the situation of M 30, when N increases from 1 to 9, the ω n increases from 0.05°to 2.92°, as shown in Fig. 9(a) . Meanwhile, when the blind radius (r 0 ) is 0.4 mm, the ω n increases from 0.03°to 1.48°when N increases from 1 to 9. The results illustrate that a larger N results in a bigger overlapping angle. Second, for the sectors (M ), the overlapping angle decreases with an increase in M . For example, under the situation of N 8, the ω n decreases from 4.24°t o 0.63°when M increases from 25 to 40. On the contrary, for the blind radius (r 0 ), the overlapping angle increases when r 0 increases. For example, if N 9, then ω n increases from 0.29°t o 4.38°when r 0 increases from 0.2 to 0.8 mm. Therefore, from the above conclusions, we can find some solutions to reduce the overlapping angle, i.e., decreasing the rings (N ) and Research Article the blind radius (r 0 ), and increasing the sectors (M ). However, according to Eqs. (12) and (13), these parameters also affect the FOV and the optical information loss rate of the sensor. Therefore, a comprehensive consideration or a tradeoff is needed between the parameters based on the demands of the end user.
CONCLUSIONS AND FUTURE WORKS
To simultaneously possess the advantages of the compound eye (large FOV) and the human eye (retina-like), a sensor based on a space-variant CMLA is proposed. The mathematical model of the sensor is developed and tested. The whole FOV of the proposed sensor is 105°and the optical information loss rate is as low as 0.06. The key parameters of the space-variant CMLA are analyzed, including the focal length (f n ), the curvature radius (g n ), the aperture (D n ), and the central thickness (h n ). The four parameters are varied with rings. The results show that: (1) optical information loss rate decreases with the increasing of the distance between the object plane and the space-variant CMLA, and the minimum optical information loss rate can be obtained when the sector M is 32; (2) the sensor can output an image with the LPT, which illustrates the effectiveness of the sensor; and (3) there is an overlapping angle between the micro lenses of the two adjacent rings on the space-variant CMLA and it can be reduced by decreasing the rings (N ) and the blind radius (r 0 ), and increasing the sectors (M ).
The main purpose of this paper is to provide the theoretical foundation for the compound eye and retina-like sensor. The key component of the proposed sensor is the space-variant CMLA. Although there are some optical manufacturing techniques to fabricate the CMLA [37] , these optical parameters are invariant. Our future work will include manufacturing the space-invariant CMLA and performing experimental validation. 
