Abstract-In this paper, the sensitivity of look-ahead economic dispatch in real-time power markets with respect to data perturbation is studied. In the look-ahead dispatch optimization problem, a small change in the data that are used for setting the interspatial and temporal equality/inequality constraints and the objective function may negatively affect normal operations, such as the calculation of real-time wholesale electricity prices and operating costs. This could lead to more distorted prices and larger operating costs with the look-ahead dispatch than with a static dispatch that use data for a single future time. We perturb Karush-KuhnTucker conditions of the look-ahead dispatch optimization formulation and then, using them, derive a linear sensitivity matrix that assesses the impact of data corruption on look-ahead dispatch. This matrix illustrates the changing optimal solution of look-ahead dispatch subject to potential corruption in various types of spatial and temporal data-generator's bidding cost coefficients, capacity limits for generators and transmission lines, ramp rates and the estimate of initial generation output with ramp constraints, and multiple-time series of the forecast load for the look-ahead horizon. The results of the simulation are illustrated with numerical examples in the IEEE 14-bus system. Index Terms-Data corruption, look-ahead economic dispatch, locational marginal price, sensitivity analysis.
I. INTRODUCTION

S
ECURITY constrained economic dispatch (SCED) is a crucial function that can be used to ensure reliable scheduling of power system operations in real-time power markets. SCED calculates the optimal generation output and locational marginal price (LMP) for any bus in an optimization problem where the total generation costs are minimized while considering all operational constraints of the system. The total generation costs and operational constraints in the SCED are formulated using many different types of data, such as the generator bidding costs, generation and transmission line capacity limits, generator ramping rates and the load forecast. With those circumstances, a change in these data may result in severe malfunction of the SCED. Recently, the adoption of variable renewable energy resources, such as wind and solar, is increasing, so major Independent System Operators (ISOs) have upgraded their realtime market clearing engines from a static dispatch model to a time-coupled look-ahead model to ensure reliable grid operations [1] , [2] . Compared with a conventional static dispatch that calculates the optimal dispatch for the current operating interval, the look-ahead dispatch provides some benefits to ISOs (e.g., cost savings by pre-ramping some of the dispatched generators).
This paper investigates the sensitivity of the real-time lookahead SCED with respect to changes in various types of data. We specifically focus on quantifying the impact of these data on LMP and the optimal total cost in the look-ahead dispatch. Obviously, incorrect data due to meter errors, operator mistakes and malicious data attacks distort real-time LMPs, consequently providing market participants with untoward profits or losses. Thus, an analysis tool for quantifying the impact of such data corruption on look-ahead SCED is required by system operators, to maintain reliable and robust market operations against potential data errors.
A literature review related to our work is categorized into the following two parts:
1) Development of look-ahead economic dispatch: Over the last few decades, considerable effort has been devoted to developing look-ahead economic dispatch methods. In [3] , a dynamic programming technique was used to solve the look-ahead dispatch problem. In [4] , the authors presented a novel dynamic dispatch approach that used constructive dynamic programming without executing the discretization of state space. In [5] - [8] , new constraints and techniques were proposed for formulation with network security constraints for a two interval dynamic dispatch [5] with both energy balance and spinning reserve based on two heuristic methods to maintain the feasibility of solutions and to obtain the optimal solution through an efficient technique [6] , using a model predictive control (MPC) approach [7] , and using an algorithm to detect and correct power system insecurity issues in look-ahead dispatch [8] . A literature study on many different methods for look-ahead dispatch is summarized well in [9] . 2) Impact of data on power system operations: Regarding the cybersecurity of a smart grid, recent research has focused on the vulnerabilities of power system operations to cyber data attacks [10] - [14] : attacks aimed at state estimation [10] , [11] and real-time economic dispatch [12] - [14] . In [15] , [16] , the authors proposed a data corruption-induced sensitivity framework to analyze the behavior of LMP in a nonlinear optimal power flow model [15] and a power system state estimate in an energy management system (EMS) [16] . Their work is based on the optimization formulation with a perturbation approach using the Karush-Kuhn-Tucker (KKT) conditions of [17] . In this paper, we aim to study the behavior of a look-ahead dispatch solution with the perturbed data. Prior work has been limited to a data impact analysis of only the static dispatch [12] , [13] , [15] . Our recent work [14] has shown that an attacker can make more profit through data manipulation in look-ahead dispatch than in static dispatch. However, this study from the attacker's view considered only the change in initial generation output data in ramp constraint without network congestion. A more recent paper [18] showed simulation results of the relationship between LMP and operation parameters in look-ahead dispatch and compared the volatility of look-ahead LMP to a static one. However, no analytical framework has been proposed to date.
The novelty of this paper is that it provides an analytical sensitivity framework for the impact analysis of the real-time look-ahead dispatch that is subject to small variations in different types of spatial and temporal data in a look-ahead horizon. Specifically, the main contributions of this paper include:
1) Development of a sensitivity matrix for look-ahead dispatch subject to data quality: We formulate a linear sensitivity matrix of look-ahead dispatch to a change in data. The formulated sensitivity matrix is obtained from the perturbed KKT equations of a look-ahead dispatch optimization problem, and this matrix takes into account the relationship between the optimal solutions (e.g., LMP and total cost) and various types of spatial data (e.g, generator bidding costs, capacity limits for generators and transmission lines, ramp rates for generators, initial generation output estimate) and temporal data (e.g., multiple time-series forecast load). 2) Data impact assessment for look-ahead dispatch: The proposed sensitivity matrix is used to assess the extent to which corruption in spatial and temporal data has an impact on look-ahead dispatch while the network is congested, using the IEEE 14-bus system. In a simulation, we quantify and compare the impacts of various data with each other. The results of the simulation can be potentially used to design a robust look-ahead dispatch method against data corruption and enhance other applications that are tightly coupled with look-ahead dispatch, such as state estimation and contingency analysis. In addition, we compare the sensitivity of look-ahead and static dispatch and verify that in general the look-ahead dispatch could be more vulnerable to data corruption than a static one. The rest of this paper is organized as follows. Section II provides a brief overview of the background of look-ahead dispatch and the LMP formula. Section III provides a problem statement and derives the proposed sensitivity matrix to assess the impact of data on look-ahead dispatch. We then present the results of a numerical simulation in Section IV and conclude the paper in Section V.
II. BACKGROUND OF LOOK-AHEAD DISPATCH AND LOCATIONAL MARGINAL PRICE
The notation used in this paper is summarized in Table I . A bold symbol represents the vector or matrix, and the hat symbol represents the prediction of the true parameter value.
In this section, we formulate a look-ahead dispatch model and the corresponding LMP formula. A key difference between look-ahead dispatch and static dispatch is that the former computes the optimal generation output using the predicted net load (i.e., system load -renewable power output) over multiple future time steps whereas the latter is executed based on the predicted net load with a single future time step. Therefore, in a timecoupled dispatch model, pre-ramping some of the dispatched generators enables the look-ahead dispatch to obtain greater costs savings compared to those of static dispatch.
A. Look-Ahead Economic Dispatch Model
For ∀k = 1, . . . , K and ∀l = 1, . . . , N l , look-ahead dispatch is formulated as the following optimization problem with multiple intervals K and multiple transmission lines N l ,
s.t.
λ[k]
:
where
. In this formulation, the objective function seeks to minimize the total generation costs in Equation (1) . The cost for each generator is defined as the quadratic cost function (i.e.,
and Equation (2) is the system-wide energy balance constraint. Equations (3) are the ramp constraints for each generator in multiple future time intervals. While in the ramp constraint, the ith generator's output at k = 1 becomes upper-and lowerbounded by
is updated by the state estimate P g i at every dispatch interval. Equations (4) represent the physical capacity constraints for each generator. Equations (5) are the transmission line constraints with a total number of transmission lines N l , and the static dispatch is formulated with K = 1.
B. Locational Marginal Price Formula
The Lagrangian function of the look-ahead dispatch formulated in the previous subsection is written as
.
Bus 1 is selected as the slack bus. Then, LMP for each bus n (n = 2, . . . , N) at time k is expressed as [19] LMP
In equation (6), λ[k] is the LMP for slack bus 1 at time k, namely the energy component.
is the congestion cost for the bus n at time k, except for the slack bus. For a number of K LMP sequences that are computed at each dispatch iteration, only the LMP sequence at k = 1 is an actual pricing signal.
III. PROBLEM STATEMENT AND PROPOSED SENSITIVITY FRAMEWORK
In this section, we provide a problem statement for our proposed sensitivity approach and develop the sensitivity matrix to assess the impact of data on look-ahead dispatch operations. In Section III-A, the desired sensitivity matrix is defined along with the classification of both the optimal look-ahead dispatch solution and various types of data. In Section III-B, a detailed derivation of this sensitivity matrix is provided, which is based on the perturbed KKT equations from look-ahead dispatch.
A. Problem Statement
The primary goal of this paper is to derive a linear sensitivity matrix S of the optimal solutions x with respect to the change in different types of data d:
In look-ahead dispatch model, the vectors for the optimal dispatch solution and data are respectively written as
where x and d include the following subvectors:
and
,
is scheduled ith generator power at time k. It is noted that similar to the LMP sequence P g i [1] at k = 1 is an actual optimized generation output for generator i. All the Lagrangian multipliers at time [k] are used to calculate LMP using equation (6) . z represents a variable for objective function in look-ahead dispatch. Therefore, we aim to quantify the sensitivity of [k] ) and z in look-ahead dispatch to the change in the data vector d that is defined in the following paragraph.
The elements in the data vector d are classified into the following three groups: 1) Bidding cost for generators: a i , b i 2) Static and dynamic capacity:
The first group includes coefficients for the function for each generator's bidding cost. The second group corresponds to the limits associated with the static capacity to generate the output/line flow and dynamic ramp constraints. In the third group, the data represent estimates of the initial generation outputs for all generators and the forecast load for any bus, at multiple time intervals. We note that these data are delivered by the state estimator and load forecast module at every dispatch interval prior to the SCED execution. Fig. 1 illustrates the classification of data for our proposed sensitivity study.
Using the sensitivity value in the matrix S along with the LMP equation, we can quantify the sensitivity of LMP n at bus n to data d j :
where ∂λ [1] /∂d j and H T n (∂μ/∂d j ) are respectively the sensitivities for LMP at a slack bus and the congestion cost at any bus n except for the slack bus. The sensitivity for the congestion cost could be used by system operators to assess the impact of data corruption on virtual bidding transactions based on congestion costs in day-ahead and real-time markets.
Similarly, the sensitivities for the optimal generation output and total generation cost can be computed by using the matrix S with the following indices:
The next subsection illustrates the derivation of the sensitivity matrix S using the KKT conditions perturbation approach.
B. Derivation of the Sensitivity Matrix for the Optimal Solution and LMP in Look-Ahead Dispatch to Data Change
This subsection consists in two parts. The first part provides the KKT first-order optimality conditions from the look-ahead dispatch ((C1)∼(C5)). It is noted that as in [15] and [16] , unbinding inequality constraints are disregarded in our sensitivity approach and hence binding inequality constraints are considered equality constraints ((C3)∼(C5)). The second part provides the perturbed KKT conditions ((P1)∼(P5)) that are obtained by perturbing the optimal solution x and data d, which correspond to (C1)∼(C5), respectively. (P0) is the perturbed equation of the objective function z = J(x, a).
A more detailed derivation of the KKT and perturbed KKT conditions from a general quadratic programming-based optimization problem is referred to in the Appendix A.
1) KKT Equations:
Here, Diag (A ) (V) is a block diagonal matrix with A blocks of the matrix V, and Diag (B ) (V, W) is a modified block diagonal matrix consisting of B blocks of the matrix V in the main diagonal and the matrix W in the lower diagonal, respectively. In (C3), the initial generation output P g j [0] is embedded only at k = 1, so (C3) includes the characteristic function χ {k =1} .
2) Perturbed Equations of the Objective Function (P0) and KKT Equations (P1)∼(P5):
All KKT equations above along with the objective function are perturbed in regards to the decision variables
as long as the KKT conditions hold as follows:
dRΔT dP 
All perturbed equations above can be written as a linear matrix equation (12) as shown at the bottom of the previous page, with the corresponding submatrices. From equation (12), we finally obtain the desired sensitivity matrix S to illustrate the sensitivity of the optimal solution and the Lagrange multipliers to the change in data:
IV. SIMULATION RESULTS
In this section, the derived sensitivity matrix S is used to examine the impact of various spatial and temporal data quality on real-time look-ahead dispatch in the IEEE 14-bus system, as shown in Fig. 2 . We denote look-ahead and static dispatch using the abbreviations LA and ST. We assume that LA has a six time intervals in the look-ahead horizon (K = 6). Table II shows the operating characteristics of five generators, including the generation bus number, physical capacity limit, ramp rate and cost parameters of the generator. Each generation bus corresponds to different resources: wind (1), nuclear (2), coal (3), natural gas (6), and oil (8) .
We compute the sensitivity of LMP n and the optimal total cost z to the three different data groups, each of which has the same units-
, (a i ), and (b i )-as follows:
In this simulation, the one day (7 Aug 2013) load profile with a 5-min resolution is chosen as shown in Fig. 3 , which is a scaled-down version of New York ISO real load data [20] .
A. Sensitivity of LMP to Data Perturbation
In this subsection, the sensitivities of LMP LA are evaluated with respect to the change in data, and a comparison is made to the sensitivities of LMP ST . Fig. 4 show the sensitivity of LMP LA at any bus to the change in different types of spatial data with the identical unit at dispatch interval t = 5 in Fig. 3 . These figures illustrate the following two cases: (1) the line 1-2 is congested in Fig. 4(a) ; and (2) the line 10-11 is congested in Fig. 4(b) . Due to a single line congestion, these two cases include two marginal units of generators 1 and 6. As such, three binding generation capacity constraints exist: P g 2 [1] , P g 3 [1] and P g 8 [1] are binding at P g 2 ). For example, in both cases the corruption in F max among the selected data has the most influential impact on LMP LA sensitivity at any bus, so that the upgrade of network planning may be considered first for maintaining a robust pricing signal under this operating condition. In addition, for any data corruption, it is observed that LMP LA changes at a pair of buses connected to the ends of the congested line are greater than at the other buses. In our simulation study, it is verified that the selection of different congested lines do not violate this observation. This indicates that in the congested network these particular buses are the most vulnerable ones to data corruption and can be targeted by potential cyber data attacks for more financial gain. Fig. 5 shows and compares LMP sensitivities in both LA and ST to multiple time series forecast load data at bus 2 when line 1-2 is congested. First, we observe that as time k in the look-ahead horizon increases from one to six, the sensitivity of LMP LA at any bus decreases. That is, the impact of the load data with increasing k on LMP LA sensitivity diminishes. As shown in this figure, LMP LA sensitivities for all buses to D 2 [1] are greater than D 2 [2] , and the corruption in load data from k = 3 to k = 6 has almost no impact on the LMP LA change. In general, a short-term load-forecasting module is designed to compute the most accurate load forecast at current time step (k = 1), and the forecast result for subsequent time steps becomes more inaccurate as k increases. Therefore, if the load forecasting works correctly, the calculation of LMP LA is not much affected by the corruption of such forecasted data. However, if an adversary is capable of manipulating the forecasted load data at time steps with a small k (k = 1, 2 in this simulation), this will lead to a large LMP LA distortion. Therefore, from a cybersecurity perspective of a smart grid, maintaining the quality of load data at a small k by system operators is necessary for in order to ensure a secure market operation in LA.
In addition, we observe from the profitable direction of the change in D 2 [2] is opposite to the previous case. We also compare the sensitivities of LMP LA and LMP ST to load data at different time steps. In this comparison, we verify that
|, which implies that LMP ST is more robust to the corresponding data corruption than LMP LA . It is noted, however, that LA is formulated with more future load data that are potential attack targets than ST, consequently being more vulnerable to corruption in load data.
In Fig. 6 , the sensitivities of LMP LA and LMP ST are compared for both linear and quadratic cost coefficients, a i and b i , for generators 1 and 3. Similar to the results from the previous figures, when the cost coefficients are perturbed, bus 2 connected to the end of congested line 1-2 shows the maximum sensitivities for both dispatch methods with respect to a i and b i . We also observe in these figures that the corruption of both cost coefficients for generator 1 results in a positive sensitivity, whereas it results in a negative sensitivity for generator 3 at any bus. Information for the sign of the sensitivity may offer guidelines for a generation company to develop a bidding strategy. For example, the increase in the cost coefficients for generator 1 leads to a profit with increasing LMP. On the other hand, for generator 3, the increase in cost coefficients yields a loss with decreasing LMP. Another observation is that the corruption of the cost coefficients in LA has a greater impact on the sensitivity of LMP LA than that of LMP ST . In this subsection, the simulation results show that LMP LA can be largely changed by a small perturbation in various spatial and temporal data. Furthermore, given the operating condition, we observe that LMP LA may become more distorted due to data corruption than LMP ST . Indeed, providing a theoretical justification for this observation is intractable since the relationship between LMP and data is given by the Lagrangian multiplier. Instead, the proposed sensitivity matrix is used to rapidly and accurately compare the vulnerability of LMP in both dispatch models to data corruption with each other.
B. Sensitivity of Total Cost to Data Perturbation
This subsection evaluates the sensitivities of the total cost in LA with respect to the change in data and compares them with the sensitivity results in ST. Fig. 7(a) shows the sensitivity of the total cost in LA to load data at different buses and time steps in the look-ahead horizon (∀n = 1, . . . , 14, ∀k = 1, . . . , 6). The sensitivity plot for LA has a periodicity of fourteen buses at each k, and this is compared to the result for ST with the current operating time interval (k = 1). We first observe that the sensitivity of the total cost at any bus in both dispatch models is positive. This observation is natural because the increase (or decrease) in the load demand results in the increase (or decrease) in the total cost. We can also verify from this figure that the impact of D n [k] with increasing k on the total cost in LA decreases. This phenomenon of the diminishing impact of load data on the total cost sensitivity is also found in the LMP sensitivity analysis that is conducted in the previous subsection. In addition, we observe that the sensitivity of the total cost in ST is slightly larger than that in LA. This indicates that in view of a total cost reduction, LA still outperforms ST when load data are perturbed. Fig. 7(b) compares the sensitivity of the total cost in LA and ST to five different types of data ( P g 2 
The results from this figure can be interpreted and used by system operators in many different ways. For example, the sensitivity to F max 1−5 is relatively larger than that for other data, and system operators need to maintain the accuracy of these data with a higher priority in light of the total cost savings. In addition, the absolute value of the sensitivity to the estimate P g 2 [0] in LA is much larger than in ST. That is, the total cost in LA is influenced more by the corruption of this estimate than in ST. Based on the result, it is possible that given this operating condition an adversary could maliciously increase the total cost in LA more than in ST, by decreasing the estimate through a false data injection attack. Similarly, a generation company reports the value of R 2 ΔT lower than the true value and thus it leads to an increase of the total cost as well. Fig. 7(c) and (d) show the gap of the total cost sensitivity between LA and ST with respect to a i and b i , respectively. The results from these figures show that the corruption of both cost coefficients can influence the calculation of the total cost more for generators 1 and 3 in LA and for generator 2 in ST. This work is the first assessment of the sensitivity of lookahead dispatch with respect to data corruption. The advantages and meaningful observations of the proposed sensitivity approach can be summarized:
1) The proposed sensitivity matrix is an online analysis tool to quickly evaluate the impact of spatial and temporal data on LMP and the optimal total cost in look-ahead dispatch. This sensitivity approach requires no repetitive execution of look-ahead dispatch with varying data. The sensitivity of the energy component and congestion cost in the LMP cost can also be obtained separately and compared with each other while different data are perturbed. The sensitivity of congestion cost can be used for the economic impact analysis of a virtual bidding market operation. 2) The proposed sensitivity matrix could be selected as a cybersecurity index to determine the security level of power system operating conditions against cyber data attacks on look-ahead dispatch. ).
4) Compared with static dispatch, the simulation results
show that in general look-ahead dispatch is more sensitive to data corruption. This motivates us to develop a robust look-ahead dispatch algorithm and operating procedure against potential data corruption in the future work. In sum, the proposed sensitivity approach characterizes the impact of data perturbation on look-ahead SCED in the entire transmission network. The derived sensitivity matrix can be used as a system-wide index for system operators to globally conduct on-line predictions of the varying look-ahead SCED solution including LMP results subject to data perturbation. In addition, the developed sensitivity framework is based on the calculation of linear matrices so that it is computationally efficient. From a implementation perspective, the proposed sensitivity approach can be applicable to any SCED optimization problem and readily integrated into the existing look-ahead SCED without the need to modify it.
Finally, in this paper, we assume that the system is in a normal state after contingency analysis is successfully carried out (i.e., the system is secure under the contingencies such as line and generator outages). With this assumption, our work is conducted in a rather simplified SCED model without incorporating the system security constraints explicitly. However, we emphasize that our work is the first step toward understanding the impact of data perturbation in the inter-spatial and temporal equality/inequality constraints on look-ahead economic dispatch. An important extension of our work here would be to study LMP sensitivity in a complete model of the SCED considering all contingency-related security constraints to data perturbation and referred to as a future work.
V. CONCLUSION AND FUTURE DIRECTIONS
Look-ahead security constrained economic dispatch is formulated with many different types of input data that involve generators operations, load forecasts, and network conditions. In the power grids of the future, data corruption may take place more often due to malicious data attacks. So, maintaining data quality in look-ahead dispatch is of vital importance for reliable real-time market operations. To this end, sensitivity analysis can assist to quickly quantify the impact of data corruption on the performance of look-ahead dispatch. This paper proposes an analytical framework for measuring the sensitivity of look-ahead dispatch in real-time power markets with respect to changes in various spatial and temporal data. We first derive a unified linear sensitivity matrix that is based on perturbed KKT conditions from look-ahead dispatch. Then, using the derived sensitivity matrix we study how much the optimal solution of look-ahead dispatch (i.e., LMP and total cost) varies subject to data perturbation. The sensitivity results can be used for data grouping/listing with different sensitivity values and for prioritization of the upgrades of EMS applications that are tightly coupled with look-ahead dispatch, such as state estimation, load forecasting, and contingency analysis. Furthermore, the sensitivity of look-ahead and static dispatch models to data corruption is compared, and the simulation results show that in general the former is more vulnerable than the latter if data are perturbed.
There are two future work efforts extending from the proposed framework: (1) to analyze the sensitivity of look-ahead dispatch to changes in topology data, such as line susceptance and status and develop a more universal framework with which the impact of a broader set of data on look-ahead dispatch (e.g., including topology data) can be analytically evaluated; and (2), investigate how the sensitivity results from our framework can be used to enhance the robustness of the aforementioned EMS applications against data errors in light of secure market operations.
APPENDIX A KKT CONDITION PERTURBATION
A general quadratic programming optimization problem with linear equality and inequality constraints is formulated as follows:
κ : Gx ≤ a,
where F and G are linear matrices associated with the equality and inequality constraints, respectively.
