Consider a financial market in which an agent trades with utility-induced restrictions on wealth. We prove that the utility-based super-replication price of an unbounded (but sufficiently integrable) contingent claim is equal to the supremum of its discounted expectations under pricing measures with finite entropy. Central to our proof is the representation of a cone C V of utilitybased super-replicable contingent claims as the polar cone of the set of finite entropy separating measures. C V is shown to be the closure, under a relevant weak topology, of the cone of all (sufficiently integrable) contingent claims that can be dominated by a zero-financed terminal wealth. As our approach shows, those terminal wealths need not necessarily stem from admissible trading strategies only.
Introduction
In an incomplete financial market with finite time horizon T , where the discounted price process of d risky assets is modelled as a general R d -valued semimartingale S = (S t ) t∈[0,T ] , not every contingent claim X can be replicated by a self-financing trading strategy. For such contingent claims there exists an interval of arbitrage-free prices, as opposed to the case of a complete market, where there exists a unique replication price. An upper bound for this price interval is the super-replication price π(X) := inf{x ∈ R : there is an admissible H such that X ≤ x + G T (H)}, (1.1) where G T (H) := T 0 H u dS u denotes the discounted cumulative gain or loss at the time horizon T . Recall that an R d -valued predictable process H is called an admissible trading strategy (cf. [3, 6] ) if H is S-integrable, and there exists a constant c ≥ 0 such that for all t ∈ [0, T ], be the set of all separating measures, where K adm := {G T (H) : H is admissible} denotes the (convex) cone of all terminal wealths originating from zerofinanced admissible trading strategies.
We recall now some well known representations of M 1 (P) which depend upon the regularity (boundedness) of the semimartingale S. The final statement was shown in the well known article [5] : Remark 1.1 (i) If S is bounded then M 1 (P) is the set of all P-absolutely continuous probability measures Q such that S is a Q-martingale.
(ii) If S is locally bounded then M 1 (P) = M e (P), where M e (P) denotes the set of all P-absolutely continuous probability measures Q such that S is a Q-local martingale.
(iii) In the general case (where S may not be locally bounded), if M 1 (P) = ∅ then M 1 (P) is the closure, in the topology induced by the total variation norm, of the set M e σ (P) of all P-absolutely continuous probability measures Q such that S is a Q-sigma-martingale.
If S is locally bounded and M e (P) = ∅ § , it is well known (cf. [4] ) that for X bounded from below π(X) = sup Q∈M e (P)
In the case of a general semimartingale S, equation (1.3) holds if one substitutes the set M e (P) with the set M e σ (P), provided M e σ (P) = ∅ ¶ (cf. [5, Theorem 5.12] ).
However, if the contingent claim X is not bounded from below, it can happen (cf. [1] ) that π(X) > sup Q∈M e σ (P) 4) suggesting that the use of admissible trading strategies is unsuitable for super-replication of unbounded claims.
It is useful at this point to extend slightly the definition of the superreplication price to allow terminal wealths from an arbitrary cone K. Let π(X; K) := inf{x ∈ R : X ≤ x + G for some G ∈ K}, and note that π(X) = π(X; K adm ). If one is interested in pricing the claim X by using separating measures from the set M 1 (P), it is natural to assume that X ∈ L id :=
For such X, it is easy to show that π(X; K adm ) = π(X; K id ), where
is the smallest solid cone in L id which contains K adm (see Section 2). We are now able to formulate the following natural question: is it possible to find an enlarged cone C ⊇ K id of contingent claims, and a suitable set M § If S is locally bounded, the condition M e (P) = ∅ is equivalent to the (NFLVR) property (cf. [6, Theorem 3.4] ).
¶ The condition M e σ (P) = ∅ is equivalent to the (NFLVR) property (cf. [6, Theorem 3.4 
]).
of pricing measures, such that
(1.5)
A partial answer to this question was provided in [1] , where preferences of the investor were incorporated in the construction of the enlarged cone by means of the convex conjugate V of their utility function. This cone was defined as C
where
denotes the set of pricing measures with finite entropy. Under the assumption that the utility function U is bounded from above and {Q ∈ M V : Q ∼ P} = ∅, Biagini and Frittelli showed that
Their results hinge on the observation that the cone C adm V of terminal wealths with zero initial endowment and the cone generated by the set M V of pricing measures with finite entropy are polar to one another. However for an unbounded utility function, this bipolar relation fails, and no results were obtained. One of our main results shows exactly what happens in this situation.
To this end, we work within a general framework -a duality theory for cones -which even allows us to consider terminal wealths arising from non-admissible trading strategies. If one wishes to obtain a similar bipolar relation here, one needs to enlarge the set of finite entropy pricing measures slightly, by considering the set of pricing measures with finite loss-entropy. This condition is closely related to the condition of finite entropy which, aside from its origins in physics, is well known in the theory of optimal investment in financial markets.
By identifying suitable representations of relevant polar cones in the context of our financial market, we provide a transparent and short proof of i.e., if V (0) = lim x→∞ U (x) < ∞ Theorem 6.2, which generalises equation (1.7) for a utility function which is unbounded from above. We are also able to relax a further assumption of [1] , namely that {Q ∈ M V : Q ∼ P} = ∅. Moreover, our approach -which significantly generalises the unpublished work of [14] -does not depend upon an unnecessary use of the bipolar theorem.
Preliminaries and Notations
In this section, we introduce some basic notation and terminology which we will use throughout the paper. The scalar field for vector spaces is assumed to be the real field R only, and most of our notations and definitions from probability theory, convex analysis and functional analysis are standard. We refer the reader to the monographs [10, 11, 19] for the necessary background in functional analysis, and recommend the monographs [2, 16] for the basics of convex analysis.
We define a cone in a vector space E to be a non-empty convex set C ⊆ E satisfying λC ⊆ C for all λ ≥ 0. Obviously, a non-empty subset C of E is a cone if and only if it is closed under addition and non-negative scalar multiplication. Let S be an arbitrary non-empty subset of the vector space E. Let cone(S) denote the smallest cone in E which contains S. It is easy to show that cone(S) = {λx :
where cx(S) denotes the convex hull of S. We arrive therefore at the following description of [S], the linear span of S, which we shall use in the proof of Proposition 4.6:
Remark 2.1 Many authors do not include the convexity condition in their definition of a cone. They only require closedness with respect to nonnegative scalar multiplication (cf. e. g. [16] ).
In order to embed utility-based super-replication prices in a mathematically concise framework, we have to consider lattices. A cone C in a lattice (F, ≤) is called a solid cone in F if −F + ⊆ C, where F + := {x ∈ F : x ≥ 0}. Clearly, a cone C is solid in the lattice F if and only if C − F + = C. * * * * Solid sets in L 0 + were introduced in [13] .
For the convenience of the reader we recall some facts of basic duality theory, for which we adopt the approach of [10] . Let E and E + be vector spaces over R. If there exists a bilinear form ·, · on E×E + , the pair of vector spaces (E, E + ) is called a bilinear system (with respect to the bilinear form ·, · ). A bilinear system (E, E + ) is called a left dual system if z, z + = 0 for all z ∈ E implies that z + = 0, and (E, E + ) is called a right dual system if z, z + = 0 for all z + ∈ E implies that z = 0. If (E, E + ) is a left dual system, then E + is the topological dual of E under the weak topology σ(E, E + ) (see [10, §82] ):
The topology σ(E, E + ) is Hausdorff if and only if (E, E + ) is a right dual system. A bilinear system which is both a left dual system and a right dual system is called a dual system (or a duality). If (E, E + ) is a dual system, then each of the vector spaces E, E + is the topological dual of the other with respect to the weak topologies, which are both then Hausdorff.
Let (E, E + ) be an arbitrary bilinear system. For a non-empty set A ⊆ E we define its polar cone A ⊳ ⊆ E + by
For a non-empty set B ⊆ E + we define, in a similar way, its polar cone
Clearly, A ⊳ is a cone and A ⊳ ⊆ A • , where
Remark 2.2 Note that the definition of a polar is not handled univocally! Some authors prefer to define the polar of A as the set {z + ∈ E + : | z, z + | ≤ 1 ∀z ∈ A} (cf. e. g. [10] ). However, if the set A is circled, i. e., if {λx : λ ∈ [−1, 1], x ∈ A} ⊆ A, both definitions coincide. Throughout the article, we will use the definition above including the related version of the bipolar theorem (see [19, Theorem 0.8 
]).
If in addition A is a cone, it easily follows that A ⊳ = A • . The next result shows why we call A ⊳ a "polar cone":
be an arbitrary bilinear system of real vector spaces and A be an arbitrary non-empty subset of E. Then:
Proof. It suffices to prove that A ⊳ is contained in (cone(A)) ⊳ = (cone(A)) • . Let z + ∈ A ⊳ and z ∈ cone(A). Due to (2.1), z can be written as z = λw, where λ ≥ 0 and w ∈ cx(A). Thus, there exist n ∈ N, λ 1 ≥ 0, . . . , λ n ≥ 0 and w 1 , . . . , w n ∈ A such that n k=1 λ k = 1 and z = n k=1 λλ k w k . Since z + ∈ A ⊳ , the claim follows.
Consequently, a direct application of the bipolar theorem (see [19, Theorem 0.8] ) leads to the following result which we shall use in the proof of Theorem 6.5:
In other words, A ⊳⊳ is the smallest σ(E, E + )-closed cone which contains A.
If in addition A is a cone, then
In the appendix the interested reader will find another very interesting application of this result which shows that an infinite dimensional version of Farkas' Lemma is true if and only if suitable linear images of positive cones are weakly closed (cf. Theorem 8.2).
We conclude this preparatory section with a technical lemma which we shall use several times.
Lemma 2.5 Let (Ω, F , P) be a probability space and let Y 0 , Y and
Proof. Let a ∈ [0, ∞] and put
Obviously, we only have to consider the case γ * < ∞. In this case, the convex function Y is decreasing on [0, γ * ) and increasing on [γ * , ∞). Moreover
and the claim follows.
The Market Model
We now describe in detail the market model. For the necessary background in mathematical finance and stochastic analysis, we refer the reader to the introductory monographs [12, 15] and the survey article [6] . Let (Ω, F , (F t ) t∈[0,T ] , P) be a filtered probability space, in which the filtration satisfies the usual conditions of right continuity and completeness, and the time horizon T is assumed to be finite. Along with the standard L p (P) spaces, let L 0 + denote the space of non-negative random variables on (Ω, F ).
We model the discounted price process of d risky assets as an
0 consisting of attainable terminal wealths. Note that we are not requiring K to be the cone of those attainable terminal wealths which arise from admissible trading strategies.
We shall be particularly interested in super-replication for an investor whose preferences are expressed via a utility function. When considering the permissible trading strategies, it is important to take into consideration the investor's wealth preferences. We assume that the investor has a utility function U : (a, ∞) → R, where a ∈ [−∞, ∞) † † , which is strictly increasing, strictly concave, (continuously) differentiable, and satisfies the Inada conditions lim
As usual, we assume that the utility function has reasonable asymptotic elasticity (see [17] ). We shall formulate this assumption however in Section 4, in terms of a growth condition on the slightly more general convex (conjugate) function V .
The Separating Measures
Define
(4.1) † † We allow a to take any value in [−∞, ∞) = {−∞} ∪R, but we shall be most interested in the case where a = −∞.
By construction, it immediately follows that K ⊆ Q∈M 1 L 1 (Q). We shall adopt the common practise of frequently identifying probability measures Q ≪ P with their Radon-Nikodym derivative dQ dP ∈ L 1 + (P) of norm 1. Thus, M 1 can be written alternatively as
2) If it is not mentioned explicitly, then throughout the article, we let V : [0, ∞) → (−∞, ∞] denote an arbitrary convex function, where V may take the value ∞ only at 0 ‡ ‡ . Note that we do not necessarily require V to be the convex conjugate of any utility function.
The set of pricing measures with finite entropy is defined as
We now state an important growth condition on the convex function V , which is related to the condition of reasonable asymptotic elasticity found in [17] . for all y > 0 (cf. [16, §26] ).
Throughout the article we shall assume the following
This assumption rules out "utility-based arbitrage strategies" (see [1, Section 1.2]), but not necessarily a free lunch with vanishing risk. As our analysis shows, it is not necessary to assume the stronger condition
which was required in [1] .
Definition 4.3
We say that a measure Q ≪ P has finite loss-entropy if
The set of pricing measures with finite loss-entropy is therefore given by
for any Q ≪ P and 0 < a < b, the choice of the constant 1 in equation (4.7) is arbitrary; we could actually choose any positive number, and the set would not change. We use the terminology "loss-entropy" because for events with large dQ dP , an inspection of equation (4.5) shows that V dQ dP is related to the value of the utility function U(x) where x is close to the critical wealth a. Typically, pricing measures Q ∈ M 1 give large probabilities (relative to the real world measure P) to large negative asset prices.
We now define a modification V of V which is finite at 0, but remains convex and satisfies V ≤ V . Since the left-sided derivative l * := (D − V )(1) of the convex function V at y = 1 always exists, it follows that
defines a function V on [0, ∞) with values in R. If V satisfies the growth condition (4.4), so does V . Moreover, 
If V satisfies the growth condition (4.4) then the following statements hold:
Proof. To prove statement (i), note that since M V is convex, we only have
P − a. s., Lemma 2.5 and the growth condition (4.4) of V imply that
To prove statement (ii), we may suppose without loss of generality that Q 0 ∈ M V . Since x dQ 0 dP ≤ dQ dP P-a. s., Lemma 2.5 and the growth condition (4.4) of V imply that
We know from (i) that Q already has finite loss-entropy. Hence, Q ∈ M V .
We now include a result which is central to our analysis. Let L 
Hence it suffices to show that L
Therefore, since Q in particular is a probability measure, Q can be written as Q = (1 + β)Q 1 − βQ 0 where Q 0 , Q 1 ∈ M V and β ≥ 0. Thus Q 1 = 
The Super-Replicable Contingent Claims
Let L V := Q∈M V L 1 (Q) denote the vector space of all M V -integrable contingent claims. Consider the cone
of all M V -integrable contingent claims that can be dominated by a terminal wealth in
. It is well known that the cone K adm of terminal wealths arising from zerofinanced admissible trading strategies is not large enough for the purposes of a duality theory when considering unbounded wealth. Similarly, in our general setting the cone K V may not be large enough in order to obtain a dual relationship of the same type as equation (1.5). By analogy with equation (1.6) we define therefore the larger cone
which turns out to be the closure of K V in a suitable weak topology (see Theorem 6.5). Clearly, K V and C V are both solid cones in L V , and
We interpret C V as the cone of contingent claims which can be approximated by super-replicable claims, but where the investor has only utility-induced restrictions on wealth.
denotes the V -based super-replication price of X. If V is the convex conjugate of a utility function, we call π(X; C V ) a utility-based super-replication price of X.
Note that if V = id (i.e., V (y) := y) then π(X; C id ) is the weak superreplication price of [1] . The following lemma shows that the cones C V and C V are identical (c.f. equation (4.9) for the definition of the convex function V ).
Lemma 5.2 If V satisfies the growth condition (4.4) and M
Therefore it suffices to show that for any The definition of the loss-entropy of a pricing measure only depends upon the conjugate function V (y) for arbitrarily large values of y (see the discussion after equation (4.8)). In turn, the behaviour of V (y) for large values of y corresponds to the behaviour of the utility function U(x) for large negative values of x. Therefore, although the trader is restricted in their choice of terminal wealths by their utility function, this restriction actually depends only upon the investor's preferences towards asymptotically large losses.
Main Results: The Duality Approach
Consider now the pair of vector spaces
which were introduced in the previous two sections. For all z ∈ L V and z
V ) a bilinear system. From now on, all polar cones are defined with respect to this bilinear system. Therefore, they depend on the choice of V . 
Since the linear functionals
Thus there exists a sequence (
3)
It remains to show that (M V ) ⊳ ⊆ C V . To this end, we proceed along the lines of the proof of the Kreps-Yan Theorem (cf. [7, Theorem 3.5.8]) and consider an arbitrary Z ∈ L V such that Z ∈ C V . Then there exists
. By the Hyperplane Separation Theorem, there exists a continuous linear functional on
defines a probability measure Q 0 ≪ P on (Ω, F T ), and the above inequality implies that Q 0 ∈ M 1 and E Q 0 [Z] > 0. Due to Lemma 2.5 and the growth condition (4.4) of V , it therefore follows that
Hence, Q 0 ∈ M V . Now pick any Q 1 ∈ M V . For ε ∈ (0, 1), Lemma 4.5 shows that the measure
Due to our framework, we are now able to give a very short proof of a general version of a fundamental result in financial mathematics: a characterisation of the utility-based super-replication price of an unbounded contingent claim.
Theorem 6.2 Let X ∈ L V and assume that V satisfies the growth condition (4.4) and M V = ∅. Then
Proof of Theorem 6.2. Due to Theorem 6.1, 
By polarising equation (6.3), we see that
the last equality being the result of Proposition 4.6.
Remark 6.4
If V corresponds to a utility function which is supported on a half-line (i. e., U : (a, ∞) → R, where a > −∞) then the convex conjugate V of U is asymptotically linear as y → ∞. As mentioned in Remark 4.4 (ii), this means that M V = M 1 . For such utility functions therefore, the set of super-replicable contingent claims does not depend specifically on the shape of U. In fact, C V = C id where id(y) := y, and we recover the polar relations
This polarity is of a similar nature to [13, Theorem 3.1] , in the sense that it is utility independent.
Theorem 6.5 If V satisfies the growth condition (4.4) and M V = ∅ then
Proof. Combining Theorem 6.3 and Theorem 6.1 with Proposition 2.4 we see that
Similarly,
To prove the other inclusion, let Q 1 ∈ M V arbitrary and fix Q 0 ∈ M V . Then, due to Lemma 4.5, Q (n) := (1 − 1/n)Q 1 + 1/n Q 0 ∈ M V for any n ∈ N, and obviously
Remark 6.6 Note that in equation (6.6), we may in fact take the closure in any admissible topology (i. e., in any topology which is stronger than the weak topology σ(L V , L 
The Case of Admissible Trading Strategies
In this section we consider the particular case where K = K adm is the cone of attainable terminal wealths resulting from zero-financed admissible trading strategies. As an application of our general framework, we show that in this case every contingent claim in C V even can be approximated by bounded contingent claims which are dominated by terminal wealths in K adm . This approximation is given with respect to the weak topology σ(L V , L + V ). By
we denote the cone of all a. s bounded contingent claims that can be dominated by a terminal wealth in
A benefit of using admissible strategies is the following approximation result:
Then there exists a constant c ≥ 0 and a sequence (X n ) n∈N of random variables such that for any probablity measure Q ≪ P the following properties hold:
Proof. Let n ∈ N and Q ≪ P. Put k n := k ∧ n. Since k ∈ K adm , there exists a constant c ∈ [0, ∞) such that −c ≤ X n ≤ X P-a. s, implying that Qa. s (X n ) is a monotonically increasing sequence in C with limit X. Hence, 0 ≤ X n + c ↑ X + c Q-a. s, and an application of Lebesgue's Monotone Convergence Theorem finishes the proof. 
Proof. Due to equation (7.1) and Proposition 4.6,
. Hence, as a result of Theorem 6.1 and Proposition 2.4,
Appendix
Let us recall an important version of the Hyperplane Separation Theorem in finite dimensional vector spaces which is not only known as one of the main building blocks for duality theorems in linear programming. It also has other numerous applications, e. g., to the Karush-Kuhn-Tucker theorem in nonlinear programming and zero-sum games in economic theory (cf. [2] ). Proof. First assume that (i) holds. We want to show (ii). To this end, we consider the cone
Since F \G exactly consists of all b ∈ F , satisfying condition (2) in (ii) above, we only have to show that A(E + ) = G. Hence, we obtain equality (8.1). Assume now that statement (ii) is true. We want to show (i). To this end, let b ∈ A(E + ) σ(F,F ′ ) . Then there exists a net (x α ) ⊆ E + such that b is the σ(F, F ′ )-limit of the net (Ax α ). Assume by contradiction that b / ∈ A(E + ). Then, due to assumption (ii), condition (2) must be true (since (1) is false). Consequently, there exists a continuous linear functional y ′ ∈ F ′ such that for any x ∈ E + we have
In particular, b, y ′ = lim α Ax α , y ′ ≤ 0 -a contradiction. Hence, b ∈ A(E + ) .
