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Abstract
We investigate a free functor construction on arbitrary many-sorted algebras, and the extent to which it solves the problem of
finding an initial algebra interpretation for the module algebra of Bergstra, Heering and Klint.
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1. Introduction
The natural tendency to construct algebraic data type specifications piecewise has led to various high-level views of
the semantics of the constructions involved. We mention three. The most general of these is the theory of institutions
of Goguen and Burstall [6]. A very specific view, on the other hand, is the conception of parametrized specifications
as free module functors that one finds in [5]. A parametrized specification, according to Ehrig and Mahr, is a functor
F determined by two equational theories D and E ; F takes any model M of D to a free model FM of E , in such a
way that a natural homomorphism ηM exists from M to theD-reduct of FM. (Abstract formulations in the institutions
framework are known: e.g. cf. [4].) The third view, and the one we will be closely concerned with, is the module algebra
of Bergstra, Heering and Klint. In [2], they present an algebraic specification of some key modularization concepts.
The approach taken by Bergstra c.s. is classical: isolate the concepts that you want to analyze, and consider which
combinations are equivalent. For example, take ‘module’ and ‘import’. If we have two modules M and N , should it
matter if we take N as the body of a combined module and import M , or the other way round? On the ground that
modularization is a matter of layout, and modularized specifications are in essence no more than readable presentations
of flat or nearly flat specifications, Bergstra c.s. answer no, and state this as an axiom:
M + N = N + M. (C1)
Having constructed a list of such intuitively plausible statements, they look for established forms of mathematical
reality that satisfy them. They come up with various kinds of classes of many-sorted algebras and first order theories.
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These models are perfectly sufficient proof that the axiomatics of [2] make sense. Still, they are not the preferred
semantics for algebraic specifications. With regard to the initial algebra semantics, Bergstra c.s. only suggested a rather
simple-minded derivative of the model class interpretation, which they immediately showed to be untenable.
To understand the problem, we must take a closer look at the import operation. Suppose we have two specifications,
D0, consisting in the declaration of a single constant d of sort D, and E0, just declaring another constant e of the same
sort. Combining the texts of D0 and E0 we get a flat specification D0 + E0, the initial model of which is simply the
union, under natural precautions, of the initial models of D0 and E0. So there is no semantical problem thus far. Also,
if we wanted to modularize D0 + E0, we could import D0 in E0 just as well as the other way round.
The situation is different if instead of E0 we consider a larger specification E1 which has an additional unary operation
f subject to the axiom f (f (x)) = f (x). The initial model M of D0 + E1 is obtained by adding elements fd and fe to
the initial model of D0 + E0. Now M can also be constructed from the initial model A0 of D0 in a way that follows
naturally from E1. To wit, add to A0 a constant e and elements fd and fe.
This case seems to furnish an argument for an asymmetric import operation. For, suppose we try to construct the
model for D0 + E1 the other way round, starting from the initial model B of E1. The universe of B consists of e and fe;
on the strength of D0 we may add d , and that is all. Except of course that we want the operation f to be total, so we
add fd, ffd, fffd,… as well, and since D0 says nothing about f , these are all distinct.
The argument loses force, however, as soon as we make the example just a little less simple. Suppose that D1
declares, apart from d, a unary operation g, and requires g(g(y)) = y. We shall not get the initial model of D1 + E1
in one step, whether we use E1 on an initial model A of D1, or D1 on B. If we start from B, applying D1 results in an
algebra A1 the universe of which consists of distinct elements
f mkgf mk−1g . . . f m1gf m0d, f nkgf nk−1g . . . f n1gf n0e,
with k  0; nk , mk , m0  0; 1  n0  0; and mi , ni  1 for all i from 1 through k − 1. If we now apply E1 to A1,
the sequences of several applications of f collapse to single applications. But the resulting algebra B2 also contains
many newly constructed elements, formed by prefixing elements inherited from A1 with sequences of g’s of arbitrary
length, separated by single f ’s. We can go on forever in this way, and at every step we shall fail to satisfy either D1 or
E1. Now note that we have an embedding of B into a reduct of A1; and a homomorphism from A1 into B2; and so on,
from every algebra in the chain to the next. Since the axioms are enforced with a delay of at most one step, the limit of
this chain of homomorphisms is a model ofD1 + E1. It is easily seen to be initial. And here import is symmetric again,
for the alternative chain, starting from A by applying E1, has the same limit. (To be precise: the limits are isomorphic.)
It is a fair objection that examples such as we have just seen do not arise in the practice of data type specification,
or if they do, do so by accident. At the introduction of a sort, all its elements should be introduced; and imports ought
to be persistent. Still, though it may be of interest to study modularization under the assumption that such maxims are
adhered to, enforcing them is nontrivial in general; and in any case a description of nature unrestrained will be of value.
The construction of a free algebra for the union of equational theories from free constructions for the constituent
theories, as exemplified above, is well-known in principle: a form of it is to be found in [1]; Pigozzi gave a perspicuous
description in [10].
Special attention is due to the atomic step of the construction, from one element of a chain to the next. It consists
in the application of a functor F , determined by a specification, to an arbitrary algebra A. (This A is arbitrary since
any specification module may be imported.) From A to FA, or its reduct, runs a natural homomorphism ηA—natural
in the precise categorical sense that it is a component of a natural transformation from an identity functor to (more or
less) F . All this is very much like, and naturally encouraged by, the semantics of parametrized specification proposed
by Ehrig and Mahr. There are a few differences, which it may be as well to point out in advance.
First, we will work in a single category of algebras, which we hope will simplify matters enough to make the other
complications supportable.
Secondly, Bergstra c.s. reduce parameter passing to import. Here we go on to base import on parameter passing,
but unlike Ehrig and Mahr we do not allow for restrictions on parameters. Ehrig and Mahr represent modules by two
equational theories, one determining the free model construction, and one that the input to this construction is required
to satisfy in advance. A priori, however, the restriction to models of an equational theory seems odd: we might as well
add the equations to the importing specification if we want them to hold in FA.
Outline of the sequel. Sections 2–6 are mostly of a preliminary nature. §2 recalls some notation concerning natural
transformations, and a theorem on colimits. §3 is an epitome of the specification of signatures and renamings in [2].
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§4 defines the syntactical structures—equations and equational theories arising from signatures. §5 lists the axioms
of module algebra, with a derivation of a convenient form of the second export distribution axiom. §6 sketches the
elements of many-sorted algebra; in particular, term algebras over arbitrary algebras, and free algebras. The double
limit construction leading to the initial model of D1 + E1, sketched in the last of the examples above, is developed
in sufficient generality in §7. We use it later on to define the symmetric import operation. Export is dealt with in §8.
Finally, in §9, we investigate the extent to which these constructions verify the axioms of module algebra. In §10 we
evaluate the results and discuss further investigations.
2. Natural transformations
We follow Mac Lane in our notation for natural transformations. For ‘α is a natural transformation from F to G’
we write:
α : F ·→G.
Natural transformations may be regarded as arrows in two distinct categories.
(a) The objects are functors, the domain of α : F ·→G is F and the codomain G. The composite
F
α→G β→H
(we do not forbid ourselves to use the ordinary arrow notation) is defined by
(β • α)(c) = βc ◦ αc.
An identity element 1F : F ·→F (usually written F ) assigns to every object c in the domain of F the identity arrow
1Fc(= F(1c)). The category of all functors from C to D as obtained by this definition is denoted by DC.
(b) The objects are categories, ifF andG are functors from C to D the domain ofα : F ·→G is C and the codomain D, and
if γ : D → E is a natural transformation from K to L, the composite γ ◦ α is the natural transformation from KF to LG
(with domain C and codomain E) defined by (γ ◦ α)(c) = γGc ◦ K(αc) (or equivalently: (γ ◦ α)(c) = L(αc) ◦ γFc).
The identity arrows are the identical transformations of the identity functors; thus idC assigns 1c to every object c of
C, and this assignment is a natural transformation 1C
·→ 1C.
The two compositions • and ◦ are related by the exchange law:
(α • β) ◦ (γ • δ) = (α ◦ γ ) • (β ◦ δ).
The exchange law implies among other things that
(α • β) ◦ F = (α • β) ◦ (F • F) = (α ◦ F) • (β ◦ F).
We sometimes omit the composition symbol ◦; • is never omitted.
A cone is a natural transformation from a constant functor (mapping all arrows in its domain to the same identity
arrow); a cocone is a cone in the dual category. In our notation for cocones, we simply use ‘x’ to denote a constant
functor to the object x: in α : L ·→ x, the x represents the constant functor with the same domain as L.
We shall use the dual of a theorem from [8, V§3]. Let J, P and X be categories. For any object p in P we define
the evaluation functor Ep : XP → X by Ep(H) = H(p) and Ep(α) = αp. By λx. (x) we denote the operation that
assigns (x) to every x in some given domain.
Proposition. Suppose that T : J → XP is a functor with the property that for each object p of P the composite
Ep ◦ T : J → X has a colimit p¯ with colimit cone κp. Then there is precisely one functor K : P → X such that for
each object p of P,
(i) K(p) = p¯;
(ii) the assignment κ ′ : j → λp. κp(j) is a cocone from T to the object K of XP.
Moreover, κ ′ is a colimit cone for T .
An ordering of a set X is a binary relation on X that is transitive, reflexive and antisymmetric. An order is a set with
an ordering. An order 〈I,≤〉 is directed if for all i, j ∈ I there exists k  i, j . Any order 〈I,≤〉 may be viewed as a
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category; we write i → j for the unique arrow from i to j that exists if i ≤ j . A direct limit is a colimit of a functor
from a directed order.
By  we denote the natural numbers with the usual, directed order. An ω-colimit is a colimit of a functor from . A
functor F : C → D preserves ω-colimits if for every colimit cone λ for a functor L :  → C, F ◦ λ is a colimit cone
for F ◦ L.
Corollary. Suppose that R : Y → XP is a functor such that for each object p of P the composite Ep ◦ R preserves
ω-colimits. Then R preserves ω-colimits.
3. Signatures and renamings
Bergstra c.s. give in [2] a complete initial algebra specification of signatures and everything that pertains to them.
The essentials are as follows.
Fix a countably infinite set N of names. Let N+ be the set of all finite nonvoid sequences of elements of N . The
set Fd of function declarations is N × N+. The first element is the name, the second element the type of the function
being declared. Assume that N ∩ Fd = ∅. A declaration is either a name or a function declaration.
A signature is a finite set σ of declarations satisfying
〈n0, n1 . . . nk〉 ∈ σ ⇒ ∀i (0 < i ≤ k ⇒ ni ∈ σ).
We define Sσ as σ ∩ N and Fσ as σ ∩ Fd.
A renaming is a transposition of names, or a pair of such a transposition and a type. Renamings act on declarations
as follows:
if r = (mn), then for k ∈ N , r · k = r(k), and for d = 〈n0, n1 . . . nk〉 ∈ Fd, r · d = 〈n0, r · n1 . . . r · nk〉;
if r = 〈(mn), p¯〉, then for k ∈ N , r · k = k, and for d = 〈k, q¯〉 ∈ Fd, r · d = 〈(mn)(k), q¯〉 if q¯ = p¯, and d
otherwise.
More extensive name changes may be effected by applying several renamings in succession. In this way, the
renamings generate a group of renaming complexes, acting on declarations by the rules
1 · d = d, for the void complex (product of zero renamings) 1 and any declaration d;
(r · s) · d = r · (s · d), for any complexes r and s.
The actions of renaming complexes are permutations of N ∪ Fd, hence, as noted in [2] for the simple case, they never
lead to name clashes. Observe that in general the inverse of a product r = r0 · . . . · rn−1 of renamings is the product in
inverse order, rn−1 · . . . · r0.
Let σ be a signature and r a renaming complex. We define σ/r as
{d ∈ σ |r · d = d};
σ/r is a signature. If σ/r = σ , we say σ is fixed under r.
The sort displacement SD(r) of a renaming complex r is the set of all names n such that r · n /= n. The function
displacement FD(r) is the set of all function declarations d such that d and r · d have different first elements. The
displacement D(r) is SD(r) ∪ FD(r). Observe that D(r) is finite, and a signature σ is fixed under r if and only if
σ ∩ D(r) = ∅.
4. Equations
Equations are constructed, and renamings act on them, as you probably would expect. For the record:
Let Var be a countably infinite set disjoint with N . A variable declaration (or, loosely speaking, a variable) for a
signature σ is a pair 〈x, s〉 with x ∈ Var and s ∈ Sσ . Terms of signature σ over a set X of variables are constructed as
follows: (i) if x = 〈x, s〉 ∈ X, then x is a σ -term over X, of sort s; (ii) if f = 〈n, s0 . . . sn〉 ∈ σ , and ti , for 1 ≤ i ≤ n,
is a σ -term over X of sort si , then ft1 . . . tn is a σ -term over X of sort s0.
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An equation of signature σ is a triple 〈X, s, t〉 of a set X of variables and σ -terms s and t over X of the same sort.
We typically write an equation 〈X, s, t〉 as s ≈X t. We omit the subscript to ≈ when it does not matter, or variable
dependencies of s and t are displayed.
A equational theory is a pair E = 〈σ,E〉 of a signature σ and a set E of equations of signature σ ; the signature E
of E is σ .
The action of renaming complexes is extended to variables, terms, equations and theories as follows. Let r be a
renaming complex. For a variable x = 〈x, s〉, r · x = 〈x, r · s〉. For a term t = ft1 . . . tn, r · t = (r · f)(r · t1) . . . (r · tn).
For an equation ε = (s ≈ t), r · ε = (r · s ≈ r · t). For any set Q, we put
r · Q = {r · q|q ∈ Q};
finally, for an equational theory E = 〈σ,E〉, r · E = 〈r · σ, r · E〉.
The equational theories form a semilattice with the textual composition operation + defined by 〈σ,D〉 + 〈τ, E〉 =
〈σ ∪ τ,D ∪ E〉.
5. Module algebra
In this section an equational theory BMA[eql] of modules is described. It differs from the theory BMA[fol] of Bergstra
c.s. in the first place by the parameter eql: instead of first order sentences, our constants represent finite equational
theories. Finite equational theories may be equated with universal closures of conjunctions of equations, so eql is a
special case of fol. In the second place, thanks to progress in the meantime we have been able to replace the one
conditional in the old formulation by an equation, thus getting a completely equational theory.
We will be concerned with three sorts: the sort SIG of signatures (with variables x, y and z), the sort REN of
renamings (variable r) and the sort M of modules (with variables X, Y and Z). We import a specification of SIG and
the action of REN upon it. It specifies the following operations:
injections of names and function declarations into SIG; we write the SIG-term resulting from injecting the declaration
d as {d}
a constant ∅ of sort SIG (the void signature)
SIG ∪ SIG → SIG (union)
REN · SIG → SIG (action of renaming)
SIG/REN → SIG (unaffected part of signature)
SIG ∩ SIG → SIG (intersection)
It implies
(s1) 〈SIG,∪,∩,∅〉 is a distributive lattice with least element ∅
(s2) (x/r)/r = x/r
(s3) (x/r) ∪ x = x
(s4) (x ∪ y)/r = (x/r) ∪ (y/r)
(s5) (x ∩ y)/r = (x/r) ∩ (y/r)
The importing specification has
a constant 〈E〉 of sort M for each finite equational theory E
and further operations
 : M → SIG (signature)
T : SIG → M (injection)
REN · M → M (action of renaming)
M + M → M (combination)
SIG M → M (export/reduction)
The axioms of BMA[eql] are listed below. Unary operators bind more strongly than binary, and binds more strongly
than +. The items marked with ◦ are axiom schemes. In (R1o), q is any ground term (term in which no variables occur)
of sort REN.
(S1o) 〈E〉 = E
(S2) Tx = x
(S3) (X + Y ) = X ∪ Y
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(S4) (x Y ) = x ∩ Y
(S5) (r · Y ) = r · Y
(R1o) q · 〈E〉 = 〈q · E〉
(R2) r · Tx = T(r · x)
(R3) r · (X + Y ) = r · X + r · Y
(R4) r · (x Y ) = r · x r · Y
(R5) r · (r · X) = X
(R6) r · ((y/r) X) = (y/r) X
(C1) X + Y = Y + X
(C2) (X + Y ) + Z = X + (Y + Z)
(C3) T(x ∪ y) = Tx + Ty
(C4) X + TX = X
(C5) X + (y X) = X
(C6o) 〈D〉 + 〈E〉 = 〈D + E〉
(E1) X X = X
(E2) x (y Z) = (x ∩ y) Z
(E3) x (T(y) + Z) = T(x ∩ y) + (x Z)
(E4) X (X + Y ) = X + X Y
For terms s and t of sort SIG, s = s ∩ t may be abbreviated to s ⊆ t .
Our axioms (S1o), (R6) and (E4) differ from the axioms of the same names in [2]; furthermore we have an extra
schema (C6o). The deviation in (R6) is a matter of notation. The deviation in (E4) on the other hand has some substance.
Let us call the version of Bergstra c.s. (E4i) (see Theorem 5.2 below; ‘i’ is for implicative). We shall prove that against
the background of the rest of BMA[eql], (E4) and (E4i) are equivalent. One direction is simple: (E4) is a special case
of (E4i) [2, 3.1(7)].
The common export operator [2, §3.3] is defined by
(CE) X Y = ((X) ∩ (Y)) (X + Y ),
and the matching export distribution axiom is
(E4∗) X Y = (Y) X + (X) Y.
Theorem 5.1 (Van Glabbeek). (E4∗) holds in every module algebra.
Proof. We calculate:
X Y = ((X) ∩ (Y)) (X + Y ) by definition (CE)
= ((X) ∩ (Y)) ((X) (X + Y )) (s1) and (E2)
= ((X) ∩ (Y)) (X + (X) Y ) (E4)
= ((X) ∩ (Y)) (X + ((X) ∩ (Y)) Y ) (E1) and (E2)
= ((X) ∩ (Y)) X + ((X) ∩ (Y)) Y (E4) and (C1)
= Y X + X Y by (s1), (E2) and (E1). 
In [2, §3.3] one finds a derivation of (E4i) from the other axioms and (E4∗). We conclude that (E4i) holds in all
module algebras:
Theorem 5.2. In every module algebra
(E4i) X ∩ Y ⊆ x ⇒ x (X + Y ) = x X + x Y.
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For BMA[eql] the normal form theorem of [2, §3.2] becomes:
Proposition 5.3. Every ground module expression is equivalent to an expression of the form σ 〈E〉, for a signature
σ and an equational theory E .
6. Algebras
We fix notation and terminology with respect to many-sorted algebras, and state a few key theorems.
Let σ be a signature. A σ -algebra (algebra of signature σ ) is an assignment A of a set (sort) sA (sometimes written
A(s)) to each s ∈ Sσ and a function fA : A(s1) × · · · × A(sn) → A(s0) (or A(f), or just f if A is understood) to each
f = 〈f, s1, . . . , sn, s0〉 in Fσ . In particular, for σ = ∅ we have the unique void algebra ∅.
An algebra is a σ -algebra for some signature σ . Let A be an algebra; then A, the signature of A, is the (unique)
signature σ such that A is a σ -algebra. For any signature υ, the υ-reduct A|υ of A is the (υ ∩ A)-algebra B defined
by dB = dA for all d ∈ υ ∩ A.
Let σ be a signature. A σ -sorted set is an assignment A of a set As (called a sort) to each s ∈ Sσ . In particular, an
Sσ -algebra is a σ -sorted set; with reference to a σ -algebra A, we habitually use the letter A for A|Sσ , the universe or
carrier of A, with As = sA.
Many notions and constructions relating to sets have immediate componentwise generalisations to sorted sets. For
instance, if A and B are both σ -sorted, then
A ∪ B = 〈As ∪ Bs |s ∈ Sσ 〉,
and A ⊆ B if and only if As ⊆ Bs for all s ∈ Sσ . A useful related notion is: a τ -sorted set A, where Sτ ⊆ Sσ , is a
reduced subset of a σ -sorted set B, notation A ≤ B, if As ⊆ Bs for all s ∈ Sτ . A sorted function from a τ -sorted set
A to a σ -sorted set B, with Sτ ⊆ Sσ , is a family f = 〈fs |s ∈ Sτ 〉 of functions fs : As → Bs . The domain Dom f
of such a sorted function is the τ -sorted set A; the range Ran f the τ -sorted set 〈fs(As)|s ∈ Sτ 〉. If f : A → B is a
sorted function, and X ≤ A (say X is τ -sorted) the restriction f |X is the family
〈fs |Xs |s ∈ Sτ |〉
of restrictions of components of f to sorts of X. The σ -sorted set X that has Xs = ∅ for all s ∈ Sσ will be denoted
by ∅. An equivalence relation on an σ -sorted set X is a family θ = 〈θs |s ∈ Sσ 〉 of equivalence relations θs on Xs . For
example, X, the diagonal of X, associating to s ∈ Sσ the set
{〈x, x〉|x ∈ Xs}
is such a relation. Usually the index will be suppressed: given x, y ∈ Xs we write 〈x, y〉 ∈ θ , xθy or x ≡ y (mod θ )
instead of 〈x, y〉 ∈ θs and such.1 The equivalence class of x ∈ Xs is the set x/θs = {y ∈ Xs |yθsx}.
Let A be an algebra. A subuniverse of A is a A-sorted subset of A that is closed under the operations of A. Clearly,
an intersection of subuniverses of A is again a subuniverse of A. Hence for any sorted X ≤ A, A has a least subuniverse
containing X, the subuniverse SgAX generated by X.
Let A and B be algebras. Then A is a subalgebra of B, notation A ⊆ B, if A is a subuniverse of B, A = B, and
for all f = 〈f, s1, . . . , sn, s0〉 ∈ FA, fA = fB|A(s1)×···×A(sn).
In particular, for any X ⊆ B, B has a subalgebra SgBX generated by X.
An algebra A is a subreduct of an algebra B, and B a superexpansion of A, notation A ≤ B, if A is a subalgebra of
a reduct of B.
The algebra of σ -terms over a set X of variables for σ is the σ -algebra Tσ (X) that has for elements of sort s the
σ -terms of sort s over X, with functions 〈t1, . . . , tn〉 → ft1 . . . tn.
This construction can be generalized. Let A be any algebra. Then Tσ (A) is a superexpansion T  A, generated
by A, of signature σ ∪ A, with the property that if f /∈ A, or 〈x0, . . . , xn−1〉 /∈ An, then fT(x0, . . ., xn−1) /∈ A,
1 In principle, this notation is ambiguous, because we have not ruled out that x, y ∈ Xs ∩ Xt , with s /= t , 〈x, y〉 ∈ θs and 〈x, y〉 /∈ θt . When we
say x and y are equivalent modulo θ , we must assume a definite sort that x and y belong to.
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and fT(x0, . . . , xn−1) = gT(x0, . . . , xm−1) only if m = n, xi = yi for all i < n, and f = g. We denote the identical
embedding of A into Tσ (A) by ωσ,A.
Let A and B be algebras, with A ⊆ B. A homomorphism from A to B is a sorted function φ : A → B that
commutes with the operations of A, i.e. such that
φ(gA(a1, . . . , an)) = gB(φ(a1), . . . , φ(an))
for all g ∈ A and all a1, . . . , an ∈ A that come into consideration. If A is an algebra andφ : B → A a homomorphism,
then φ(B) is the subalgebra of A|B with universe φ(B). By our definitions, if A ≤ C, a homomorphism into A is also a
homomorphism into C. If there exists a homomorphism from B into A, we say A is a succedent of B; if A = SgAφ(B),
φ generates A. For example, for any algebra A and signature σ , ωσ,A generates Tσ (A).
Algebras and homomorphisms form a (large) category, which we shall denote by Alg. In this category, the homo-
morphisms that generate their codomains are the epimorphisms. The full subcategory determined by the σ -algebras is
written Algσ ; and the full subcategory determined by the expansions of σ -algebras Alg(σ ).
Let A be a σ -algebra, X a set of variables for σ , and a : X → A a sorted function. One can prove that there
exists precisely one homomorphism a¯ : Tσ (X) → A that extends a. Instead of a¯(t) we usually write tA(a)—the
interpretation of t in A under the assignment a; in case X = {x1, . . . , xn} and a(xi ) = ai , 1 ≤ i ≤ n, we write
tA(a1, . . . , an). In particular, there exists precisely one homomorphism from Tσ (∅) into A. This is easily strengthened
to: Tσ (∅) is initial in Alg(σ ). A fortiori Tσ (∅) is initial in Algσ .
The term operations of an algebra A are the operations tA induced over A by terms over finitely many variables.
Proposition 6.1. (i) Let A be an algebra and B ⊆ A. The subuniverse of A generated by B is the closure of B under
the term operations of A. In symbols, SgAB is the A-sorted set
s → {tA(b)| for some finite X, t ∈ TA(X)s and b : X → B}.
(ii) Homomorphisms commute with term operations: ifφ : A → D is a homomorphism, and 〈a1, . . . , an〉 ∈ Dom(tA),
then
φ(tA(a1, . . . , an)) = tD(φ(a1), . . . , φ(an)).
Let ε = (s ≈X t) be an equation over a signature σ , and A a σ -algebra. An instance of ε in A is a pair 〈sA(a), tA(a)〉
for some assignment a : X → A. We denote the set of all instances of ε by εA. The equation ε is valid in A, notation
A |= ε, if εA ⊆ A. For a set E of equations, EA =⋃{εA|ε ∈ E}. The notations A |= E, K |= ε (for a class K of
algebras) and K |= E have their usual meanings. For ε as above, we write A |= ε(a) if sA(a) = tA(a).
Definition 6.2. Let E = 〈σ,E〉 be an equational theory. An algebra A is a model of E if A ⊇ σ and A |= E. The
model class determined by E , written Mod(E), is the class of all models of E .
Corollary. Let φ : A → D be a homomorphism. Then
(i) A |= ε(a) implies D |= ε(φ ◦ a);
(ii) if A is a model of an equational theory E, then so is φ(A).
Let K be a class of algebras, A and F algebras, and α : A → F a homomorphism. Then F is free with respect to
K over α if for any K ∈ K and homomorphism β : A → K, there exists exactly one homomorphism φ : F → K such
that β = φ ◦ α. If moreover F ∈ K, we say F is free in K. We noted above that the algebra Tσ (X) of σ -terms over X
is free in the class Algσ of all σ -algebras, over the injection of X.
Let A be an algebra. A congruence of A is an equivalence relation θ on A that respects the operations of A, in the
sense that
〈a0, b0〉, . . . , 〈an−1, bn−1〉 ∈ θ implies 〈fA(a0, . . . , an−1), fA(b0, . . . , bn−1)〉 ∈ θ
for all f ∈ A and all tuples for which fA is defined. Clearly, an intersection of congruences of A is again a congruence
of A. Hence for any sorted binary relation X on A, A has a least congruence containing X, the congruence CgAX
generated by X.
P.H. Rodenburg / Journal of Logic and Algebraic Programming 74 (2007) 1–31 9
Definition 6.3. Let E = 〈σ,E〉 be an equational theory, and A an algebra with σ ⊆ A. The congruence induced by
E on A is CgAEA.
Definition 6.4 (free succedent). Let E = 〈σ,E〉 be an equational theory, and A an arbitrary algebra. Take T = Tσ (A).
We define FE (A) as T/CgTET, and
ηE,A : A → FE (A)
as the homomorphism that maps every a ∈ A to its equivalence class over CgTET.
Let γ : T → FE (A) be the quotient morphism. Since ηE,A = γ ◦ ωσ,A, ωσ,A generates T, and γ is surjective, ηE,A
generates FE (A). So by our observation on Alg, ηE,A is an epimorphism.
Proposition 6.5. For any equational theory E = 〈σ,E〉, FE (A) is free in Mod(E) over ηE,A.
In particular, for the theory 〈σ,∅〉, we have
Corollary. For any signature σ , Tσ (A) is free in Alg(σ ) over ωσ,A.
The operation FE on algebras may be extended to an endofunctor of Alg by defining FE (φ), for φ : A → D, as the
unique ψ : FE (A) → FE (D) satisfying ψ ◦ ηE,A = ηE,D ◦ φ. Then the operation ηE that assigns to any algebra X the
homomorphism ηE,X is a natural transformation from 1Alg to FE .
Suppose A = FE (C). We denote the unique ψ : FE (A) → A satisfying ψ ◦ ηE,A = 1A by κE,C; we will show that
κE is a natural transformation from FE ◦ FE to FE .
Proposition 6.6. Let E be an equational theory, F = FE and η = ηE . Then
(i) every component ηA is an epimorphism;
(ii) ηF is a natural isomorphism, with inverse κE ;
(iii) ηF = Fη.
Proof. (i) This was observed under 6.4.
(ii) Put κ = κE . Naturality is seen as follows. Suppose φ : A → D. By naturality of η and by definition of κ ,
κD ◦ FFφ ◦ ηFA = κD ◦ ηFD ◦ Fφ = Fφ = Fφ ◦ κA ◦ ηFA.
By (i), this implies κD ◦ FFφ = Fφ ◦ κA. By (i) again, κ is not only a left inverse of ηF , but also a right inverse.
(iii) By definition FηA is the unique ψ : FA → FFA such that ηFA ◦ ηA = ψ ◦ ηA; so FηA = ηFA. 
In general, ηE,A is not an isomorphism. It is not hard to see that it is if and only if A is a model of E .
Definition 6.7. Let σ be a signature.
(i) Let A be any algebra, and B ≤ A. Put A′ = A|σ∪B. Then σ ∗B A is the subalgebra SgA′B of A′ with universe
SgA′B.
(ii) Let K be a class of algebras. Then σ ∗ K = {σ ∗B A|B ≤ A ∈ K}.
In terms of this definition, B ≤ σ ∗B A ≤ A. If B is the image of some homomorphism φ, them we also write σ ∗φ A
instead of σ ∗B A. Note that φ always factors through σ∗φ A.
Proposition 6.8. Let E = 〈σ, E〉 be an equational theory, τ a signature, A an arbitrary algebra, and η = ηE,A. Then
τ∗η FE (A) is free in τ ∗ Mod(E) over η.
Proof. Suppose φ : A → τ∗D B is a homomorphism, and B ∈ Mod(E). Then φ is also a homomorphism into B, so
by 6.5 there is a unique ψ : FE (A) → B such that ψ ◦ η = φ. The situation is as shown below.
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Let us abbreviate τ ∗D B to B′, and τ ∗η FE (A) to F. Let x be an element of F. Since η generates F, there exist a
(τ ∪ A)-term t and a sequence 〈a0, . . . , an−1〉 of elements of A such that x = tF(η(a0), . . . , η(an−1)). So
ψ(x) = ψ(tF(η(a0), . . . , η(an−1))) = tB(ψ(η(a0)), . . . , ψ(η(an−1))) = tB(φ(a0), . . . , φ(an−1)).
But, since φ : A → B′, φ(a0), . . . , φ(an−1) ∈ B ′, and A ⊆ τ ∪ D, so t is a (τ ∪ D)-term, and hence ψ(x) ∈ B ′.
So ψ |F is a homomorphism from F into B′. It is uniquely determined by the condition ψ |F ◦ η = φ, since η generates
F. 
Below we shall use the operation τ ∗ _ as a basis for the semantics of export.
Definition 6.9. Let r be a renaming, and A an algebra. Then r∗(A) is the algebra defined by: dr∗(A) = (r · d)A, for
d ∈ A.
If we identify r with its action on names and function declarations, then r∗(A) = A ◦ r . We generalize to complexes
by
(i) 1∗(A) = A;
(ii) (q · r)∗(A) = q∗(r ∗(A)).
In this way, we obtain dr∗(A) = (r−1 · d)A, for d ∈ r · A, and r ∗(A) = A ◦ r−1.
Proposition 6.10. (a) (r ∗(A)) = r · A.
(b) For any term t over r · A, tr ∗(A) = (r−1 · t)A.
(c) For any term s over A, (r · s)r∗(A) = sA.
(d) For any equation ε over A, A |= ε if and only if r ∗(A) |= r · ε.
Proof of (b). Use induction on terms.
If t is a variable 〈t, r · s〉, with s ∈ SA, r−1 · t = 〈t, s〉. Since (r · s)r∗(A) = sA, the identity functions tr∗(A) and
(r−1 · t)A have the same domain.
If t = ft1 . . . tn, and a is a fitting assignment,
tr
∗(A)(a) = f r∗(A)(tr
∗
(A)
1 (a), . . ., t
r
∗
(A)
n (a)) = (r−1 · f)A((r−1 · t1)A(a), . . ., (r−1 · tn)A(a)) = (r−1 · t)A(a),
by induction hypothesis and the relation dr ∗(A) = (r−1 · d)A. 
Let ψ be a homomorphism from A to B. Define a (r · A)-sorted mapping r∗(ψ) by: (r∗(ψ))s = ψr·s . Then r∗(ψ)
is a homomorphism from r∗(A) to r∗(B); and r∗ is an automorphism of Alg. Indeed, r∗ ◦ r∗ = 1, that is, r∗ is an
involution. A fortiori, a renaming complex r determines an automorphism r ∗ of Alg, not necessarily involutive, turning
ψ : A → B into an (r · A)-sorted mapping r ∗(ψ) with (r ∗(ψ))s = ψr−1s .
Direct limits. Let I = 〈I,≤〉 be a directed order, and L : I → Alg a functor. Write Ai instead of Li, and φij for
L(i → j). Assume ⋃i (Li) is finite. It is well known (it may be found in [9]) that the direct limit of L may be
constructed as follows. First take the disjoint union Uof the universes Ai ; that is, for any sort symbol s belonging to
the signature of any algebra Ai , Us is the disjoint union
⊎
{sAi |s ∈ Ai}.
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Now the sorted relation λ defined on U by
a1 ≡ a2(λ) iff there are i1, i2, j ∈ I such that φi1j (a1) = φi2j (a1)
is an equivalence relation. Put A = U/λ. Expand A to an algebra A of signature σ =⋃{Ai |i ∈ I } : if f =
〈n, s0 . . . sm〉 ∈ σ , and ak ∈ Ask , for all k < m, take an index i such that Ai contains a representative uk ∈ ak for
every k < m, and put
fA(a0, . . . , am−1) = fAi (u0, . . ., um−1)/λ.
Finally, define φi : Ai → A, for each i ∈ I , by φi(u) = u/λ. Then every φi is a homomorphism, and φ, that is, the
assignment i → φi , is a colimit cone.
Equations are preserved under direct limits. Indeed,
Lemma 6.11. Let I = 〈I,≤〉 be a directed order, L : I → Alg a functor, with direct limit A, and ε an equation.
If for every i ∈ I there exists j  i such that Lj |= ε, then A |= ε.
Below we shall need a rather special lemma about direct limits of subreducts.
Lemma 6.12. Let I = 〈I,≤〉 be a directed order; L, M , N : I → Alg functors; and σ a signature, such that for every
i ∈ I , Mi = σ ∗Li Ni. Let C be a direct limit of N . Then there are direct limits A of L and B of M such that
B = σ ∗A C.
Proof. Construct limits of L, M and N in the way described above. The limits of L and M have canonical embeddings
into the limit of N ; modulo these embeddings, the limits stand to each other as required. 
7. Enhancements
Modules are going to be interpreted as isomorphism classes of constructions of algebras of a certain kind. We shall
see that such constructions, in as far as they do not depend on a notion of signature, may be defined in any category.
This abstract description is sufficient for a definition of import. The abstraction will help to keep things as simple as
possible.
Definition 7.1. An enhancement in a category C is a natural transformation η from the identity functor 1C to an
endofunctor Fof C that preserves ω-colimits, such that
(i) every component of η is an epimorphism,
(ii) F ◦ η has a left inverse for •.
(The term ‘enhancement’ is in use in software engineering in the sense of ‘extension of functional requirements’, cf.
[11].)
The following lemma shows that an enhancement is a simple sort of monad (in the sense of category theory, cf. [8]).
Lemma 7.2. Let C be a category, and η : 1C ·→F an enhancement in C; let κ be a left inverse of Fη. Then
(a) η ◦ F = F ◦ η;
(b) κ is also a right inverse of Fη, so FF ∼= F ;
(c) κF = Fκ .
Proof. (a) Let c be an object of C. Since η is natural, ηFc ◦ ηc = Fηc ◦ ηc. But ηc is an epimorphism, hence ηFc = Fηc.
(b) Suppose κ • ηF = F . Then
ηF • κ = Fκ • ηFF by naturality of η (cf. diagram 7.1)
= Fκ • FηF = F ◦ (κ • ηF) = FF.
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(c) By repeated use of the exchange law:
Fκ = Fκ • FFF = Fκ • ((ηF • κ) ◦ F) = Fκ • ηFF • κF
= Fκ • FηF • κF = (F ◦ (κ • ηF)) • κF = FF • κF = κF. 
Example 7.3
7.3.1. In any category C, the identical transformation 1C : 1C ·→ 1C is an enhancement.
7.3.2. Let σ be a signature. Then Tσ is an endofunctor of Alg, and ωσ is a natural transformation from the identity
functor to Tσ , if we use the Corollary to 6.5 to define Tσ (f ), for f : A → B, to be the unique g : Tσ (A) → Tσ (B) such
that g ◦ ωσ,A = ωσ,B ◦ f . Since for any algebra A, ωσ,A generates Tσ (A), the components of ωσ are epimorphisms.
Moreover, Tσ (Tσ (A)) = Tσ (A), so ωσ ◦ Tσ trivially has a left inverse.
Let I = 〈I,≤〉 be a directed order, and L : I → Alg a functor. Suppose φ : L ·→ A is a colimit cone. We have a
cocone Tσ φ : TσL ·→ Tσ A; let ψ : TσL ·→ D be another. We are going to show that ψ factorizes over Tσ φ, and that
it does so in exactly one way.
Observe that ψ • ωσL is a cocone from L to D. Since φ is a colimit cone, there is a unique h : A → D such
that h • φ = ψ • ωσL. Now observe that D ⊇ σ ; so by the Corollary to 6.5, there is a unique homomorphism
k : Tσ A → D such that k ◦ ωσ,A = h. We want to show that k uniquely satisfies the condition k • Tσ φ = ψ .
Since ωσ is natural, for any i ∈ I ,
k ◦ Tσ φi ◦ ωσ,Li = k ◦ ωσ,A ◦ φi = h ◦ φi = ψi ◦ ωσ,Li .
Since the components of ωσ , hence in particular those of ωσL, are epimorphisms, we conclude k ◦ Tσ φi = ψi . As for
unicity, if k′ • Tσ φ = ψ , then since ωσ is natural, k′ • ωσ,A • φ = k′ • Tσ φ • ωσL = ψ • ωσL = h • φ. Since φ is a
colimit cone, it follows that k′ ◦ ωσ,A = h. Since h factorizes uniquely over ωσ,A, k′ = k.
We have shown that Tσ preserves direct limits; so ωσ is an enhancement.
7.3.3. Let E = 〈σ,E〉 be an equational theory, F = FE and η = ηE . Then F is an endofunctor of Alg, and η : 1 ·→F ,
as noted under Proposition 6.5. Moreover, the components of η are epimorphisms, and ηF has a left inverse, by
Proposition 6.6.
As before, let I = 〈I,≤〉 be a directed order, and L : I → Alg a functor, with a colimit cone φ : L ·→ A. Let
ψ : FL ·→ D be a cocone. We shall prove that ψ factorizes uniquely over Fφ : FL ·→FA.
Again, ψ • ηL factorizes uniquely over the colimit cone φ, say h • φ = ψ • ηL. Now the subreduct h(A) ≤ D is
a model of E . For, let ε(x0, . . . , xn−1) be any axiom of E, and d0, . . . , dn−1 a sequence of elements of h(A) of the
type of 〈x0, . . . , xn−1〉. Since h • φ = ψ • ηL, every dj (j < n) belongs to the range of some ψi . Therefore, since I
is directed, there exists i0 ∈ I such that d0, . . . , dn−1 all belong to the range of ψi0 . Now FL(i0) is a model of E ; it
follows that D |= ε(d0, . . . , dn−1). So h(A) is a model of E. By Proposition 6.5, h factorizes uniquely over ηA, say as
g ◦ ηA. We want to show that g uniquely satisfies the condition g • Fφ = ψ .
Since η is natural, g • Fφ • ηL = g • ηA • φ = h • φ = ψ • ηL. Since the components of η, hence in particular
those of ηL, are epimorphisms, we conclude g • Fφ = ψ . Unicity too is proved as in the previous example.
So FE preserves direct limits; and ηE is an enhancement.
7.3.4. Let C be a category, and η : 1C ·→F an enhancement in C. Let F 2 = F ◦ F , η2 = η ◦ η etc. Then η2 :
1C
·→F 2 is an enhancement. In particular, if κ is the inverse of Fη,
κ2 • F 2η2 = κ2 • (Fη ◦ Fη) = (κ • Fη) ◦ (κ • Fη) = F 2.
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7.3.5. Let r be a renaming. Since r∗ is an automorphism of Alg, r∗ preserves direct limits. Suppose η : 1Alg ·→F is an
enhancement in Alg. Define r · X as r∗ ◦ X ◦ r∗, for a functor or natural transformation X. Then r · F , as a composition
of limit-preserving functors, preserves direct limits. Furthermore r∗ ◦ 1Alg ◦ r∗ = 1Alg, so r · η : 1Alg ·→ r · F . Again,
since r∗ is an isomorphism, every component of r · η is an epimorphism.
By easy calculations, renaming may be seen to distribute over composition:
Proposition 7.4. Let r be a renaming, and X, Y properly composable functors or natural transformations in Alg. Let
( be either ◦ or •; then
r · (X ( Y ) = (r · X)( (r · Y ).
In particular, if κ is the left inverse of Fη,
(r · κ) • ((r · F) ◦ (r · η)) = r · (κ • Fη) = r · 1 = 1.
So r · η is an enhancement. A fortiori, by a renaming complex r, we get an enhancement r · η. We note that s · r · η =
s · (r∗ ◦ η ◦ r∗) = s∗ ◦ r∗ ◦ η ◦ r∗ ◦ s∗, so in general r · η = r∗ ◦ η ◦ (r−1)∗.
Definition 7.5. Let η : 1C ·→F and θ : 1C ·→G be enhancements in a category C. A morphism from η to θ is a natural
transformation α : F ·→G with the property that θ = α • η.
The category of enhancements in a category C obtained in this way—a full subcategory of the comma category
1 ↓ CC—will be denoted by Enh(C).
Example 7.6. Let η : 1C ·→F be an enhancement.
7.6.1. Observe that η is a morphism from 1C to η in Enh(C). It is evident that η is the only morphism from 1 to η.
So 1C is initial in Enh(C).
7.6.2. Let κ : F 2 ·→F be the inverse transformation of ηF . Then
κ : η2 → η,
for η2 = (F • η) ◦ (η • 1C) = Fη • η, hence κ • η2 = κ • Fη • η = F • η = η. Indeed, κ and ηF are inverses in
Enh(C).
7.6.3. In Enh(Alg), ωσ ∼= η〈σ,∅〉.
The naturality requirement in 7.5 actually comes for free.
Lemma 7.7. Let η : 1C ·→F and θ : 1C ·→G be enhancements in a category C, and α an assignment of an arrow
αc : Fc → Gc to every object c of C such that for every c, θc = αc ◦ ηc. Then α is a morphism from η to θ .
Proof. Let f : a → b be any arrow in C. Then since η and θ are natural,
αb ◦ Ff ◦ ηa = αb ◦ ηb ◦ f = θb ◦ f = Gf ◦ θa = Gf ◦ αa ◦ ηa.
Since ηa is an epimorphism, this implies αb ◦ Ff = Gf ◦ αa . 
Theorem 7.8. The action of a renaming on enhancement morphisms is an involution of Enh(Alg).
Proof. Let r be a renaming. We saw already that the action of r maps enhancements to enhancements. Since the action
distributes over composition (7.4), α : η → θ implies r · α : r · η → r · θ . It is easy to see that r · 1η = 1r·η, and that
r · r · α = α. 
Proposition 7.9. Let r be a renaming.
(i) For any signature σ , r · ωσ ∼= ωr·σ .
(ii) Let E = 〈σ,E〉 be an equational theory. Then r · ηE ∼= ηr·E .
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Proof. (i) We must construct a natural isomorphism β : r · Tσ ·→ Tr·σ with the additional property that β • r · ωσ =
ωr·σ .
Let B be any algebra. Since ωσ,r∗(B) is a homomorphism from r∗(B) to Tσ (r∗(B)), and r∗ is a functor, (r · ωσ )B =
r∗(ωσ,r∗(B)) is a homomorphism from B = r∗(r∗(B)) to (r · Tσ )(B) = r∗(Tσ (r∗(B))). Since (Tσ (r∗(B))) ⊇ σ ,
by Proposition 6.10, (r∗(Tσ (r∗(B)))) ⊇ r · σ . So by the Corollary to 6.5, there is a unique homomorphism αB :
Tr·σ (B) → r∗(Tσ (r∗(B))) such that αB ◦ ωr·σ,B = (r · ωσ )B. Similarly, r∗(ωr·σ,B) is a homomorphism from r∗(B) to
r∗(Tr·σ (B)), and r∗(Tr·σ (B)) ⊇ σ , so there is a unique homomorphism γB : Tσ (r∗(B)) → r∗(Tr·σ (B)) such that γB ◦
ωσ,r∗(B) = r∗(ωr·σ,B). Take βB = r∗(γB). Now βB ◦ αB ◦ ωr·σ,B = βB ◦ (r · ωσ )B = r∗(γB ◦ ωσ,r∗ (B)) = ωr·σ,B; so
by unique factorization over ωr·σ,B, βB ◦ αB = 1. Since r∗ is an isomorphism of Alg, by the same token αB ◦ βB = 1.
By Lemma 7, the assignment β : B → βB is a natural transformation from r · Tσ to Tr·σ .
(ii) The construction of a natural isomorphism β : r · FE ·→ Fr·E such that β • r · ηE = ηr·E is quite similar. For any
algebra B, (r · ηE )B = r∗(ηE,r∗ (B)) is a homomorphism from B = r∗(r∗(B)) to (r · FE )(B) = r∗(FE (r∗(B))). Since
FE (r∗(B)) ∈ Mod(E) (Proposition 6.5), by Proposition 6.10, r∗(FE (r∗(B))) ∈ Mod(r · E). Hence by 6.5 again, there
is a unique homomorphism αB : Fr·E (B) → r∗(FE (r∗(B))) such that αB ◦ ηr·E,B = (r · ηE )B. Likewise,
r∗(ηr·E,B) : r∗(B) → r∗(Fr·E (B)) ∈ Mod(E),
so there is a unique γB : FE (r∗(B)) → r∗(Fr·E (B)) such that γB ◦ ηE,r∗ (B) = r∗(ηr·E,B). Take βB = r∗(γB). 
Corollary. Let r be a renaming complex.
(i) For any signature σ , r · ωσ ∼= ωr·σ .
(ii) Let E = 〈σ, E〉 be an equational theory. Then r · ηE ∼= ηr·E .
Definition 7.10. A category C is ω-complete if every functor from the order  = 〈ω,≤〉 into C has a colimit.
This terminology is adapted from [12]. There it involves in addition an initial object in C. As noted in §6, the
category Alg is ω-complete. (Its initial object has no part to play.)
Definition 7.11. Let η : 1C ·→F and θ : 1C ·→G be enhancements in an ω-complete category C. The functor L =
L(η, θ) :  → CC is defined as follows:
L(0) = 1C;L(2n + 1) = F ◦ L(2n);L(2n + 2) = G ◦ L(2n + 1);
L(2n → 2n + 1) = η ◦ L(2n);L(2n + 1 → 2n + 2) = θ ◦ L(2n + 1).
By interchanging the arguments of L(η, θ), we get another functor R :=
λc(λn.L(η, θ)(n)(c)) : C → Cω.
Since En ◦ R = L(n), by the Corollary in §2, R preserves ω-colimits. To sum up:
Proposition 7.12. If η and θ are enhancements in an ω-complete category C, then λc(λn.L(η, θ)(n)(c)) preserves
ω-colimits.
Definition 7.13. Let ηi : 1C ·→Fi and θi : 1C ·→Gi (i = 0, 1) be enhancements in an ω-complete category C, and
α : η0 → η1 andβ : θ0 → θ1. PutL0 = L(η0, θ0) andL1 = L(η1, θ1). We define an assignmentλ = L(α, β) of arrows
in CC to natural numbers as follows:
λ0 = 1 : 1C ·→ 1C;
λ2n+1 = (F1 ◦ λ2n) • (α ◦ L0(2n));
λ2n+2 = (G1 ◦ λ2n+1) • (β ◦ L0(2n + 1)).
Lemma 7.14. The operation L defined in 7.11 and 7.13 above is a functor from Enh(C) × Enh(C) to (CC)ω .
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Proof. It is evident from Definition 7.13 that L(α, β)(n) is a natural transformation from L(η0, θ0)(n) to L(η1, θ1)(n),
for all n. The first thing then remaining to be shown is naturality in n. In the notation of 7.13, we have to show that
λn+1 • L0(n → n + 1) = L1(n → n + 1) • λn.
If n = 0, this reduces to α • η0 = η1. If n = 2k + 1,
λn+1 • L0(n → n + 1)= (G1 ◦ λn) • (β ◦ L0(n)) • (θ0 ◦ L0(n)) by definition
= (G1 ◦ λn) • ((β • θ0) ◦ L0(n)) by exchange
= (G1 ◦ λn) • (θ1 ◦ L0(n)) since β : θ0 → θ1
= (G1 • θ1) ◦ (λn • L0(n)) = θ1 ◦ λn = θ1 ◦ (L1(n) • λn)
= (θ1 ◦ L1(n)) • λn = L1(n → n + 1) • λn.
The other case is symmetrical.
The identity belonging to the object 〈η, θ〉, with η : 1C ·→F and θ : 1C ·→G, is 〈F,G〉. By an easy induction,
L(F,G)(n) = L(η, θ)(n) for all n, which means that L preserves identity elements.
Now let ηi : 1C ·→Fi and θi : 1C ·→Gi(i = 0, 1, 2) be enhancements in C, and α : η0 → η1, β : θ0 → θ1, γ :
η1 → η2 and δ : θ1 → θ2 morphisms of Enh(C). Let us abbreviate: L(γ, δ) =: μ,L(α, β) =: λ, and L(γ • α, δ •
β) =: ν. We are going to show that μ • λ = ν, that is: (μ • λ)n = νn for all n.
If n = 0, this is trivial: (μ • λ)0 = μ0 • λ0 = 1 • 1 = 1 = ν0. If n = 2k,
(μ • λ)n+1 = μn+1 • λn+1
= (F2 ◦ μn) • (γ ◦ L1(n)) • (F1 ◦ λn) • (α ◦ L0(n)) by definition
= (F2 ◦ μn) • (γ ◦ λn) • (α ◦ L0(n)) by exchange
= (γ ◦ νn) • (α ◦ L0(n)) by exchange and induction hypothesis
= ((F2 • γ ) ◦ (νn • L0(n))) • (α ◦ L0(n))
= (F2 ◦ νn) • (γ ◦ L0(n)) • (α ◦ L0(n)) by exchange
= (F2 ◦ νn) • ((γ • α) ◦ L0(n)) by exchange
= νn+1 by definition.
The other case is symmetrical. 
Let C be an ω-complete category; η : 1C ·→F and θ : 1C ·→G enhancements in C, and R = R(η, θ) =
λc(λn.L(η, θ)(n)(c)) as before. For every object c, choose a colimit cone φ(c) : R(c) ·→R(c). For f : a → b in C, let
R(f ) be the unique g : R(a) → R(b) such that for the colimit cones φ(a) : R(a) ·→R(a) and φ(b) : R(b) ·→R(b),
g • φ(a) = φ(b) • R(f ). Then R(η, θ) is a functor from C to C, and the assignment n → λa.φ(a)(n) is a colimit
cone from L(η, θ) to R(η, θ), by §2. Furthermore, if α : η0 → η1 and β : θ0 → θ1 are enhancement morphisms, and
we have colimit cones φ : L(η0, θ0) ·→R(η0, θ0) and ψ : L(η1, θ1) ·→R(η1, θ1), we define α + β to be the unique
γ : R(η0, θ0) ·→R(η1, θ1) such that γ • φ = ψ • L(α, β). We conclude:
Lemma 7.15. The assignments
〈η, θ〉 → R(η, θ) and 〈α, β〉 → α + β
constitute a functor from Enh(C) × Enh(C) to CC.
Let η : 1C ·→F and θ : 1C ·→G be enhancements in C. Let φ be the colimit cone from R(η, θ) to R(η, θ). As
was noted above (7.3.1), 1C is an enhancement, and (7.6.1) η : 1C → η and θ : 1C → θ . It is easy to see that
L(1C, 1C)(f ) = 1C for each arrow f of , and we may take R(1C, 1C) = 1C. As a consequence we have
(1) η + θ : 1C ·→R(η, θ),
and (η + θ) • λn.1C = φ • R(η, θ). Let us write φn for λc.φ(c)(n). Then applying the last equation to 0 ∈ ω we obtain:
η + θ = φ0 • (η, θ)(0) = φ0.
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Now let c be an object of C, and suppose f ◦ φ0(c) = g ◦ φ0(c). Take any n ∈ ω; φ0(c) = φn(c) ◦ L(η, θ)(0 → n)(c),
so we get
f ◦ φn(c) ◦ L(η, θ)(0 → n)(c) = g ◦ φn(c) ◦ L(η, θ)(0 → n)(c).
But by Definitions 11 and 1, L(η, θ)(0 → n)(c) is a composite of epimorphisms, hence itself an epimorphism; so
f ◦ φn(c) = g ◦ φn(c). Since n was arbitrary, and φ(c) is a colimit cone, we get that f = g; and that φ0(c) is an
epimorphism. Generalizing:
(2) the components of η + θ are epimorphisms.
Let M :  → C be a functor, and μ : M ·→ c a colimit cone. Let ν : R(η, θ) ◦ M ·→ d be any cocone. We want to
prove that there is precisely one f : R(η, θ)(c) → d such that ν = f • R(η, θ)μ.
Let R = R(η, θ) and R = R(η, θ). By 7.12, R(c) is a colimit of RM, with colimit cone R ◦ μ. For every n ∈ ω we
have a colimit cone
φ(Mn) : R(Mn) ·→R(Mn).
Composing these cocones with the components of ν, we obtain a cocone
ν • φM : R ◦ M ·→ d.
This factors uniquely over R ◦ μ, say ν • φM = χ • (R ◦ μ). So χ is a cocone from R(c) to d. Since φ(c) is a
colimit cone from R(c), there is a unique f : R → d such that f • φ(c) = χ . Since φ is a natural transformation of R
into R, φ(c) • Rμ = Rμ · φM . So f • Rμ • φM = χ • Rμ = ν • φM; unique factorization over the colimit cones
φ(Mn) then implies that f • Rμ = ν. The last identity determines f uniquely: if g • Rμ • φM = χ • Rμ, then
g • φ(c) • R(η, θ)μ = χ • R(η, θ)μ,
so g • φ(c) = χ , so g = f . We have proved:
(3) R(η, θ) preserves ω-colimits.
Lemma 7.16. If η : 1C ·→F and θ : 1C ·→G are enhancements, and ηc and θc are isomorphisms, then so are ηGc
and θFc.
Proof. Calculate:
θFc ◦ ηc ◦ θ−1c ◦ Gη−1c = θFc ◦ ηc ◦ (Gηc ◦ θc)−1
= θFc ◦ ηc ◦ (θFc ◦ ηc)−1 by naturality of θ
= 1Fc.
For the same reason, ηc ◦ θ−1c ◦ Gη−1c ◦ θFc = ηc ◦ θ−1c ◦ θc ◦ η−1c = 1Fc.
The case of ηGc is analogous. 
Lemma 7.17. Let η : 1C ·→F and θ : 1C ·→G be enhancements in an ω-complete category C, and R := R(η, θ).
Then ηR and θR are isomorphisms.
Proof. Take an arbitrary object c of C. We will show that ηRc : Rc ∼= FRc.
Let R be R(η, θ), and φ : R ·→R the colimit cone; put cn = R(c)(n). Let O be the full subcategory of determined
by the odd numbers, and J the identical embedding of O into. It is easy to see (cf. [8, IX§3]; O is cofinal in, hence
J is final) that for each object c,
φ′(c) = φ(c)|O : R(c) ◦ J ·→Rc
is a colimit cone. Since F preserves ω-colimits, so is
Fφ′(c) : F ◦ R(c) ◦ J ·→FRc.
Now for any k ∈ O,ηRc ◦ φk(c) = Fφk(c) ◦ η(ck), sinceη is natural. Moreover, since k is odd,η(ck) is an isomorphism;
hence ηRc is an isomorphism.
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The proof that θRc : Rc ∼= GRc is analogous. 
Let I = 〈I,≺〉 be a directed preorder, and L a functor from the category determined by I to an arbitrary category
A. We call i ∈ I stationary with respect to L if for all j  i, L(i → j) is an isomorphism.
Lemma 7.18. If i ∈ I is stationary with respect to L: I → A, then Li is a colimit of L.
Proof. Let i be stationary. WriteL(j → k), for any j , k ∈ I , asφjk . For any j ∈ I , we determine an arrowφj : Lj → Li
as follows.
• If j ≺ i, φj = φji .
• If j  i, φj = (φij )−1.
• Otherwise, find a common upper bound k of i and j , and put φj = φk ◦ φjk .
Let χ : L ·→ a be any cocone. Then if j ≺ i, χj = χi ◦ φji = χi ◦ φj . If j  i, χi = χj ◦ φij = χj ◦ φ−1j , hence
χj = χi ◦ φj . Otherwise, let k be the upper bound of i and j used to fixφj ; thenχj = χk ◦ φjk = χi ◦ φk ◦ φjk = χi ◦ φj .
So χ = χi • φ. Moreover this factorization is unique: if χ = f • φ, then in particular χi = f • φi = f . 
Corollary. If χ in the proof above is a colimit cone, then χi is invertible.
Proof. If χ is a colimit cone, the arrow f such that χ = f • φ is an isomorphism. 
Proposition 7.19. If η and θ are enhancements in C, then so is η + θ .
Proof. Assume η : 1C ·→F and θ : 1C ·→G; put R := R(η, θ) and R = R(η, θ). By Lemma 15, R is an endofunctor
of C. By (1), η + θ is a natural transformation from 1C to R, and by (2) all its components are epimorphisms. By (3),
R preserves ω-colimits. It remains to show that (η + θ) ◦ R is invertible. It is sufficient to prove that all its components
are isomorphisms.
Put d = Rc, for an arbitrary object c of C; letψ : R(d) ·→Rd be the colimit cone. By Lemmas 17 and 16,R(d)(n →
n + 1) is an isomorphism for every n ∈ ω. A fortiori for all n, m with n ≤ m, R(d)(n → m) is an isomorphism. So
by the corollary to Lemma 18, ψ0, that is (η + θ)d , is an isomorphism. 
Let ηi : 1C ·→Fi and θi : 1C ·→Gi(i = 0, 1) be enhancements in C, and α : η0 → η1 and β : θ0 → θ1 morphisms
of Enh(C). Then in particular α • η0 = η1 and β • θ0 = θ1, so by Lemma 15, (α + β) • (η0 + θ0) = η1 + θ1, so
α + β : η0 + θ0 → η1 + θ1 in Enh(C). That is,
Theorem 7.20. The operation + is a functor from Enh(C) × Enh(C) to Enh(C).
Lemma 7.21. Let η : 1C ·→F and θ : 1C ·→G be enhancements in an ω-complete category C. Then η + θ ∼= θ + η
in Enh(C).
Proof. Put L := L(η, θ) and M := L(θ, η); let φ : L ·→L = R(η, θ) and ψ : M ·→M = R(θ, η) be the colimit
cones. Let S : n → n + 1 be the successor endofunctor of . Then ψ ◦ S is a colimit cone from M ◦ S to M .
Define χ on ω inductively (cf. Definition 11):
χ0 = θ : L(0) ·→M(1);
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χ2n+1 = Fχ2n : L(2n + 1) ·→M(2n + 2);
χ2n+2 = Gχ2n+1 : L(2n + 2) ·→M(2n + 3).
Then χ is a natural transformation from L to M ◦ S. For
MS(0 → 1) • χ0 = M(1 → 2) • θ = ηG • θ = Fθ • η since η is natural,
MS(2n + 1 → 2n + 2) • χ2n+1 = M(2n + 2 → 2n + 3) • χ2n+1
= (θ ◦ M(2n + 2)) • χ2n+1 = Gχ2n+1 • (θ ◦ L(2n + 1)) since θ is natural,
= χ2n+2 • L(2n + 1 → 2n + 2)
and the remaining case is similar.
Now ψS • χ is a cocone from L to M; since φ is a colimit cone, there is a unique γ : L ·→M such that γ • φ =
ψS • χ . In particular
γ • (η + θ) = γ • φ0 = ψ1 • χ0 = ψ0 = θ + η,
that is, γ : η + θ → θ + η in Enh(C).
Likewise we can define υ : M ·→M ◦ S, and find a unique δ : M ·→L such that δ • ψ = φS • υ and a fortiori
δ : θ + η → η + θ in Enh(C).
We calculate: υ1 • χ0 = Gη • θ = θF • η = L(0 → 2). Continuing,
υ2n+2 • χ2n+1 = Fυ2n+1 • Fχ2n = F ◦ L(2n → 2n + 2)
= F ◦ ((θ ◦ L(2n + 1)) • (η ◦ L(2n))
= (F ◦ θ ◦ L(2n + 1)) • (F ◦ η ◦ L(2n))
= (F ◦ θ ◦ L(2n + 1)) • (η ◦ L(2n + 1)), by the definition of L, and since Fη = ηF
= (η ◦ G ◦ L(2n + 1)) • (θ ◦ L(2n + 1)), since η is natural
= (η ◦ L(2n + 2)) • (θ ◦ L(2n + 1))
= L(2n + 1 → 2n + 3), by Definition 11.
Likewise υ2n+3 • χ2n+2 = L(2n + 2 → 2n + 4). It follows that
φSS • υS • χ = φ.
Therefore since δS = δ,
δ • γ • φ = δ • ψS • χ = φSS • υS • χ = φ.
This implies, φ being a colimit cone, that δ • γ = 1. Symmetrically, γ • δ = 1. 
Observation. In the proof above, δ • ψ1 = φ2 • Gη.
Theorem 7.22. Let η and θ be enhancements in a category C. Then η + θ is a coproduct of η and θ in Enh(C).
Proof. Let η : 1C ·→F , θ : 1C ·→G and ζ : 1C ·→H be enhancements, with α : η → ζ and β : θ → ζ ; let φ be the
colimit cone from L(η, θ) to R(η, θ), ψ that from L(θ, η) to R(θ, η), and χ that from L(ζ, ζ ) to R(ζ, ζ ). Let
δ : θ + η → η + θ
be the isomorphism constructed for Lemma 21. Then
δ : R(θ, η) ∼= R(η, θ)
and δ • ψ0 = φ0. We shall prove that there exists exactly one κ : η + θ → ζ with the property that κ • φ1 = α and
κ • δ • ψ1 = β; i.e. that η + θ is a coproduct of η and θ , with injections φ1 : η → η + θ and δ • ψ1 : θ → η + θ .
By the corollary of Lemma 18, χ1 is invertible; and by the definition of α + β, (α + β) • φ1 = χ1 • α. So
(1) (χ1)−1 • (α + β) • φ1 = α.
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On the other hand,
(α + β) • δ • ψ1 = (α + β) • φ2 • Gη by the observation on the proof of Lemma 21
= χ2 • L(α, β)2 • Gη by the definition of α + β
= χ2 • Hα • βF • Gη by the definition of L(α, β)
= χ2 • Hα • Hη • β since β : G ·→H
= χ2 • Hζ • β since α • η = ζ
= χ1 • β since χ : L(ζ, ζ ) ·→R(ζ, ζ ).
So
(2) (χ1)−1 • (α + β) • δ • ψ1 = β
We conclude that (χ1)−1 • (α + β) meets the requirements on κ .
For unicity, suppose λ : η + θ → ζ with λ • φ1 = α and λ • δ • ψ1 = β. We shall prove that χ1 • λ = α + β (and
hence λ = χ−11 • (α + β)).
By the definition of α + β it will suffice to prove that for every n ∈ ω,
χ1 • λ • φn = χn • L(α, β)n.
We have χ1 • λ • φ1 = χ1 • α = χ1 • L(α, β)1, and therefore
χ1 • λ • φ0 = χ1 • λ • φ1 • η = χ1 • α • η = χ1 • ζ = χ0 = χ0 • L(α, β)0.
Now let n = 2k + 2 ∈ ω, m = 2k + 1, and suppose
χ1 • λ • φm = χm • L(α, β)m;
we want to prove that χ1 • λ • φn = χn • L(α, β)n. If we succeed, we are done, by induction, the odd case being
analogous. Since ζ ◦ R(ζ, ζ ) is invertible (Lemma 17), it is sufficient to show that
(ζ ◦ R(ζ, ζ )) • χ1 • λ • φn = (ζ ◦ R(ζ, ζ )) • χn • L(α, β)n.
By naturality of ζ : 1 ·→H ,
(3) (ζ ◦ R(ζ, ζ )) • χ1 = Hχ1 • ζH ,
(4) ζH • λ = Hλ • (ζ ◦ R(η, θ)).
Observe that, since Gθ = θG, and L(η, θ)(n) = (G ◦ L(η, θ))(m),
(5) Gφm = Gφn • (Gθ ◦ L(η, θ)(m)) = Gφn • (θ ◦ L(η, θ)(n)) = (θ ◦ R(η, θ)) • φn.
Since ζ = β • θ , and hence ζ ◦ R(η, θ) = (β ◦ R(η, θ)) • (θ ◦ R(η, θ)); and since β : G ·→H and L(η, θ)(n) = (G ◦
L(η, θ))(m)—(5) implies
(6) (ζ ◦ R(η, θ)) • φn = Hφm • (β ◦ L(η, θ)(m)).
From (3), (4) and (6) we get
(7) (ζ ◦ R(ζ, ζ )) • χ1 • λ • φn = (H ◦ (χ1 • λ • φm)) • (β ◦ L(η, θ)(m)).
The type of χn is L(ζ, ζ )(n)
·→R(ζ, ζ ). By naturality of ζ ,
(8) (ζ ◦ R(ζ, ζ )) • χn = Hχn • (ζ ◦ L(ζ, ζ )(n)),
and likewise, with L(α, β) : L(η, θ) ·→L(ζ, ζ ),
(9) (ζ ◦ L(ζ, ζ )(n)) • L(α, β)(n) = (H ◦ L(α, β)(n)) • (ζ ◦ L(η, θ)(n)).
By definition, L(α, β)(n) = (H ◦ L(α, β)(m)) • (β ◦ L(η, θ)(m)). Using this, and once more the naturality of ζ , we
see
(10) (H ◦ L(α, β)(n)) • (ζ ◦ L(η, θ)(n)) = (H 2 ◦ L(α, β)(m)) • (ζH ◦ L(η, θ)(m))(β ◦ L(η, θ)(m))
and taking into consideration that ζH = Hζ ,
(11) (H 2 ◦ L(α, β)(m)) • (ζH ◦ L(η, θ)(m)) = (Hζ ◦ L(ζ, ζ )(m)) • (H ◦ L(α, β)(m)).
By (8)–(11), since χn • (ζ ◦ L(ζ, ζ )(m)) = χm,
(12) (ζ ◦ R(ζ, ζ )) • χn • L(α, β)(n) = H ◦ (χm • L(α, β)(m)) • (β ◦ L(η, θ)(m));
now by (7) and the induction hypothesis we are done. 
Corollary. For any enhancement η, η + η ∼= η.
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Proof. Let η : 1C ·→F be an enhancement. It is sufficient to show that η has the coproduct property. So suppose α
and β are enhancement morphisms from η to κ . Then by definition, α • η = κ = β • η. Since η is an epimorphism,
this implies α = β, which gives us the required unique factorization through the injection 1F : η → η. 
Given a coproduct diagram
the unique h : a + b → c such that hκ = f and hκ ′ = g is denoted by [f, g]; and if c happens to be a coproduct as well,
say with injectionsλ andλ′, [λk, λ′l] is abbreviated to k + l. Our sum notation agrees with this convention: ifα : η → η′
and β : θ → θ ′, φ and ψ are the colimit cones associated with R(η, θ) and R(θ, η), with υ : R(θ, η) ·→R(θ, η) ◦ S
as in the proof of Lemma 21 and δ • ψ = φS • υ, and φ′, ψ ′, υ ′ and δ′ are the analogous transformations for η′ and
θ ′, then
(α + β) • φ1 = φ′1 • α
by definition; and since
L(α, β)2 • Gη = G′α • βF • Gη by the definition of L(α, β)
= G′α • G′η • β since β is a natural transformation
= G′η′ • β since α : η → η′,
(α + β) • δ • ψ1 = φ′2 • L(α, β)2 • Gη = φ′2 • G′η′ • β = δ′ • ψ ′1 • β, by the Observation on the proof of Lemma 21.
So α + β = [φ′1 • α, δ′ • ψ ′1 • β].
8. Regular enhancements in the category of algebras
Enhancements in Alg increase the signature, in the sense that, if η : 1 ·→F is an enhancement in Alg, FA ⊇ A
for every algebra A. Modules have a signature; they affect algebras through that signature exclusively, and they behave
regularly under renaming.
Definition 8.1. An enhancement η : 1 ·→F in Alg is regular if a signature σ exists such that
(i) for each algebra A, FA = A ∪ σ ; and
(ii) if σ is fixed under some renaming complex r, then r · η ∼= η.
It is easy to see that the signature σ in the definition is uniquely determined. We shall refer to it as η. Condition (ii)
is equivalent to: if r1 and r2 are renaming complexes such that r1|σ = r2|σ , r1 · η ∼= r2 · η. The regular enhancements
determine a full subcategory Rnh of Enh(Alg).
Example 8.2
8.2.1. Trivially, 1Alg is regular. The signature 1Alg is ∅.
8.2.2. Let σ be a signature.
Take any algebra A. By definition, (Tσ (A)) = A ∪ σ . Now suppose σ is fixed under a renaming complex r, i.e.
r · σ = σ . Then by the Corollary to Proposition 7.9, r · ωσ ∼= ωσ .
So ωσ , which is an enhancement by 7.3.2, is regular; its signature is σ .
8.2.3. Let E = 〈σ,E〉 be an equational theory, F = FE and η = ηE .
For any algebra A, by definition, FA = A ∪ σ . If σ is fixed under a renaming complex r, then r · E = E , so by
the Corollary to Proposition 7.9,
r · ηE ∼= ηr·E = ηE .
So ηE , an enhancement by 7.3.3, is regular; its signature is E = σ .
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8.2.4. Let η : 1 ·→F and θ : 1 ·→G be regular enhancements in Alg, η = σ , θ = τ . Then for any algebra A
and n > 1, (R(η, θ)(A)(n)) = A ∪ σ ∪ τ . Since there are homomorphisms φn from these algebras to the limit
R(η, θ)(A),(R(η, θ)(A)) ⊇ A ∪ σ ∪ τ . In fact, the inclusion must be identity, since we can factor through the
embedding of the reduct R(η, θ)(A)|A∪σ∪τ . If r is a renaming complex that fixes σ ∪ τ , then r · R(η, θ) ∼= R(η, θ),
and hence r · (η + θ) ∼= η + θ . So η + θ is a regular enhancement, and (η + θ) = σ ∪ τ = (η) ∪ (θ).
8.2.5. Let η : 1 ·→F be a regular enhancement in Alg, η = σ , and s a renaming. Then for any algebra A, ((s ·
F)(A)) = s · σ ∪ A. Now let q and r be renaming complexes with identical action on s · σ . Then q · s|σ = r · s|σ ,
so q · s · η ∼= r · s · η. In view of the remark under 7.4, we conclude that s · η is a regular enhancement; and (s · η) =
s · (η).
Definition 8.3. Let η : 1 ·→F be a regular enhancement with signature σ , and τ any signature. Let C = C(σ, τ ) be
the full subcategory of Alg determined by the algebras A such that A ∩ σ ⊆ τ , and I the embedding ofC into Alg.
We define a functor F ′ = Red(τ, η) : C→ Alg, and a natural transformation η′ = τ ∗ η : I ·→F ′, as follows: for any
algebra A ∈ C,
F ′(A) = τ ∗ηA F(A);
η′A is ηA, except that the codomain is F ′(A);
and for a homomorphism φ : A → B in C, F ′(φ) is the restriction of F(φ) to F ′(A), with codomain F ′(A).
The definition of F ′(φ) is correct: any element x of F ′(A) can be written in the form tF(A)(ηA(a0), . . ., ηA(an−1)),
for a term t over A ∪ τ ; since η is natural, F(φ)(x) = tF(B)(ηB(φ(a0)), . . ., ηB(φ(an−1))), which belongs to F ′(A).
It is clear at once that F ′ is a functor, and that η′ is a natural transformation from I to F ′. Since η′A generates F
′(A),
η′A is an epimorphism. By Lemma 6.12, preservation of ω-colimits for F implies preservation of ω-colimits for F
′
.
Observe that
(1) for every object A of C, F ′(A) = τ ∪ A.
By construction, F ′A is a subreduct of FA. Let ιA : F ′A FA be the canonical (identical) embedding. Then ι is a
natural transformation from F ′ to F |C , and by definition,
(2) ι • η′ = η|C.
Now let κ be the inverse of ηF . Define κ ′A on the universe of F
′F ′A by
κ ′A(x) = κA(ιFA(F ′ιA(x))).
Any element of F ′F ′A may be written in the form
x = tF ′F ′A(η′F ′A(y0), . . . , η′F ′A(ym−1)),
for a term t over τ ∪ F ′(A) and elements y0, . . . , ym−1 of F ′A. Since by (1) F ′F ′A = F ′(A), and η′F ′A is a
homomorphism, we have
x = η′F ′A(tF
′A(y0, . . . , ym−1)).
So η′
F ′A is onto. Now
κA ◦ ιFA ◦ F ′ιA ◦ η′F ′A = κA ◦ ιFA ◦ η′FA ◦ ιA since η′ is natural
= κA ◦ ηFA ◦ ιA by (2)
= ιA.
This allows us to set the codomain of κ ′A as F
′A, and then κ ′A ◦ η′F ′A = 1F ′A.
Proposition 8.4. Let η : 1 ·→F be a regular enhancement, and τ a signature; set υ = τ ∩ η. Let r and q be renaming
complexes with r|υ = q|υ , and A an algebra such that (r−1)∗A and (q−1)∗A are objects of C(η, τ). Then there
exists an isomorphism α : (r · Red(τ, η))A ∼= (q · Red(τ, η))A such that
α ◦ (r · (τ ∗ η))A = (q · (τ ∗ η))A.
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Proof. Let σ = η. We further abbreviate:
 := D(r) ∪ D(q) ∪ σ ∪ ((r−1)∗A) ∪ ((q−1)∗A).
Suppose n0, . . . , nk−1 are all the (pairwise distinct) names n in σ for which r · n /= q · n. Pick distinct names
m0, . . . , mk−1 outside , and put
s0 = (n0m0) · . . . · (nk−1mk−1).
Next, let 〈nk, p¯0〉, . . . , 〈nl−1, p¯l−k−1〉 be all the (pairwise distinct) function declarations d in σ for which r · s0 · d /=
q · s0 · d. Note that this inequality can hold only if s0 · d = d. Pick distinct names mk, . . . , ml−1 in such a way that〈mk, p¯0〉, . . . , 〈ml−1, p−l−k−1〉 /∈ , and put
s1 = 〈(nkmk), p¯0〉 · . . . · 〈(nl−1ml−1), p¯l−k−1〉.
We define: s = s1 · s0.
Since the pairs 〈n0,m0〉, . . . , 〈nk−1,mk−1〉 have no elements in common, the order of the renamings that make
up s0 is irrelevant; so in particular, s
−1
0 = s0. A similar condition applies to s1: if p¯i = p¯j , with i < j < l − k −
1, 〈nk+i , mk+i〉 and 〈nk+j , mk+j 〉 have no elements in common, so the order of the factors of s1 makes no difference,
and s−11 = s1. So s−1 = s0 · s1. In fact, for every declaration d we get, since s1 · s0 · d = s0 · d if s0 · d /= d, and
s0 · s1 · d = s1 · d if s1 · d /= d , that s−1 · d = s · d .
If n ∈ Sσ ∩ ((r−1)∗A), then n ∈ υ, hence r · n = q · n, therefore s · n = s0 · n = n, and ((s−1)∗((r−1)∗A))(n) =
((r−1)∗A)(s · n) = ((r−1)∗A)(n).
If d = 〈n, p¯〉 ∈ Fσ ∩ ((r−1)∗A), then d ∈ υ, hence s0 · d = d and r · s0 · d = r · d = q · d = q · s0 · d, therefore
s · d = s1 · s0 · d = d, and
((s−1)∗((r−1)∗A))(d) = ((r−1)∗A)(d).
By the choice of m0, . . . , ml−1 (such that we obtain declarations outside ), s · d = d for d ∈ ((r−1)∗A) − σ .
The same argument works with r and q interchanged; so
(1) (s−1)∗((r−1)∗A) = (r−1)∗A and (s−1)∗((q−1)∗A) = (q−1)∗A.
In the process, we have proved that υ is fixed under s; and since (r−1)∗A and (q−1)∗A belong toC(σ, τ ),((r−1)∗A)
and((q−1)∗A) are fixed under s as well. LetF ′ = Red(τ, η) andη′ = τ ∗ η. Since(F ′((r−1)∗A))= υ ∪ ((r−1)∗A)
and (F ′((q−1)∗A)) = υ ∪ ((q−1)∗A),
(2) s∗(F ′((r−1)∗A)) = F ′((r−1)∗A) and s∗(F ′((q−1)∗A)) = F ′((q−1)∗A).
Take any d ∈ σ . If s · d /= d , then s · d /∈  ⊇ D(r) ∪ D(q), so q · s · d = r · s · d. If s · d = d, then by construction
r · d = q · d. In all, q · s|σ = r · s|σ . By regularity, there is an isomorphism β : r · s · η ∼= q · s · η.
Any element x of (r · F ′)A may be written in the form
x = t(r·F ′)A((r · η′)A(a0), . . ., (r · η′)A(an−1)),
with t a term over r · υ ∪ A and a0, . . ., an−1 ∈ A. By (1) and (2), (r · F ′)A = (r · s · F ′)A. Let ι : F ′ → F be the
natural embedding: the domain of (r · s · ι)A is (r · F ′)A. Then
(3) βA((r · s · ι)A(x)) = t(q·s·F)A(βA((r · s · ι)A((r · η′)A(a0))), . . . , βA((r · s · ι)A((r · η′)A(an−1)))).
Since (r · F ′)A = (r · s · F ′)A, (r · η′)A = (r · s · η′)A. So
(r · s · ι)A ◦ (r · η′)A = (r · s · η)A.
Now βA ◦ (r · s · η)A = (q · s · η)A; and since, by (1) and (2), (q · F ′)A = (q · s · F ′)A, (q · s · η)A = (q · s · ι)A ◦ (q ·
η′)A. In this way (3) becomes
(4) βA((r · s · ι)A(x)) = t(q·s·F)A((q · s · ι)A((q · η′)A(a0)), . . ., (q · s · ι)A((q · η′)A(an−1))).
Since r · υ = q · υ, t is a term over q · υ ∪ A, and therefore βA((r · s · ι)A(x)) is an element of (q · F ′)A. In fact, the
universe of (q · F ′)A equals the range of βA ◦ (r · s · ι)A, so α:
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t(r·F ′)A((r · η′)A(a0), . . ., (r · η′)A(an−1)) → t(q·F ′)A((q · η′)A(a0), . . ., (q · η′)A(an−1))
is an isomorphism. The condition α ◦ (r · η′)A = (q · η′)A is obviously satisfied. 
Proposition 8.5. Let η : 1 ·→F be a regular enhancement, and τ a signature; r and q renaming complexes with
r|τ∩η = q|τ∩η, A and B algebras such that (r−1)∗A and (q−1)∗B are objects of C(η, τ), and f : A → B a
homomorphism. Then there exists precisely one homomorphism g:
(r · Red(τ, η))A → (q · Red(τ, η)B
such that g ◦ (r · (τ ∗ η))A = (q · (τ ∗ η))B ◦ f .
Proof. That there is at most one such g is immediate, since (r · (τ ∗ η))A is an epimorphism. Let υ := τ ∩ η.
It is easy to construct a renaming complex s such that s|υ = r|υ(= q|υ), and both (s−1)∗A and (s−1)∗B belong to
C(η, τ). By the previous proposition, there exist isomorphisms
α : (r · Red(τ, η))A ∼= s · Red(τ, η))A and β : (s · Red(τ, η))B ∼= q · Red(τ, η))B
such thatα ◦ (r · (τ ∗ η))A = (s · (τ ∗ η))A andβ ◦ (s · (τ ∗ η))B = (q · (τ ∗ η))B. Define g asβ ◦ (s · Red(τ, η))(f ) ◦
α. Then since τ ∗ η is natural,
g ◦ (r · (τ ∗ η))A = β ◦ (s · (Red(τ, η))(f ) ◦ α ◦ (r · (τ ∗ η))A
= β ◦ (s · Red(τ, η))(f ) ◦ (s · (τ ∗ η))A
= β ◦ (s · (τ ∗ η))B ◦ f = (q · (τ ∗ η))B ◦ f. 
Taking A = B and f = 1A, we see
Corollary. The isomorphism α in Proposition 8.4 is unique.
Definition 8.6. Let η : 1 ·→F be a regular enhancement, and τ a signature. For every algebra A, pick a renaming
complex rA that fixes τ ∩ η and is such that (r
−1
A )
∗A is an object of C(η, τ). Define F = Exp(τ, η) by:
Exp(τ, η)(A) = (rA · Red(τ, η))A,
and (τ η)A as (rA · (τ ∗ η))A. For any homomorphism f : A → B, F (f ) is the unique g : F(A) → F(B) such that
g ◦ (τ η)A = (τ η)B ◦ f .
Observe that the renaming complexes rA may be chosen in such a way that rB = rC if (τ ∩ η) ∪ B = (τ ∩
η) ∪ C.
Proposition 8.5 implies that Exp(τ, η) is an endofunctor of Alg. By definition, τ η is a natural transformation
from 1Alg to Exp(τ, η), and its components are epimorphisms.
Lemma 8.7. Let η : 1 ·→F be a regular enhancement, τ a signature, r a renaming complex that fixes τ ∩ η, and
D = r ∗(C(η, τ)), the subcategory of Alg that is the image ofC(η, τ) under r ∗. Then Exp(τ, η)|D ∼= r · Red(τ, η).
Proof. Put F = Exp(τ, η). By 8.4, and the corollary to 8.5, for every object A of D there is a unique isomorphism
αA : F(A) ∼= (r · Red(τ, η))A such that
αA ◦ (τ η)A = (r · (τ ∗ η))A. (∗)
To prove naturality, suppose f : A → B inD. Then
αB ◦ F(f ) ◦ f (τ η)A = αB ◦ (τ η)B ◦ f since τ η is natural
= (r · (τ ∗ η))B ◦ f by (∗)
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= (r · Red(τ, η))(f ) ◦ (r · (τ ∗ η))A since r · (τ ∗ η) is natural
= (r · Red(τ, η))(f ) ◦ αA ◦ (τ η)A by (∗).
Since (τ η)A is an epimorphism, it follows that
αB ◦ F(f ) = (r · Red(τ, η))(f ) ◦ αA. 
Corollary 8.8. Let η : 1 ·→F be a regular enhancement, and τ a signature. Then Exp(τ, η) preserves ω-colimits.
Proof. Put F = Exp(τ, η). Let L :  → Alg be a functor, with colimit cone φ : L ·→ U. Then for all i ∈ ω,(Li) ⊆
U; hence a renaming complex r may be found that fixes τ ∩ η and that is such that (r−1)∗(U) as well as all (r−1)∗(Li)
are objects of C(η, τ). Put D = r ∗(C(η, τ)), as before; and F ′ = r · Red(τ, η). The range of L, and the colimit
U, belong to D. Since Red(τ, η) preserves ω-colimits, so does F ′. By the Lemma, there exists an isomorphism
α : F |D ∼= F ′.
Let ψ : FL ·→ A be any cocone. Then ψ • α−1L : F ′L ·→ A factors uniquely through F ′φ, say ψ • α−1L = f •
F ′φ, with f : F ′U → A. Then
ψ = f • F ′φ • αL = (f ◦ αU) • Fφ,
since α is natural. The factorization through f ◦ αU is unique: if ψ = g • Fφ, then ψ • α−1L = g • Fφ • α−1L =
(g ◦ α−1U )F ′φ since α−1 is natural, so g ◦ α−1U = f by unique factorization, and g = f ◦ αU. So Fφ is indeed a colimit
cone. 
As we noted under Definition 8.6, we may assume that the choice of rA depends only on A ∪ (τ ∩ η). As a
consequence, if F = Exp(τ, η) and F ′ = Red(τ, η), rA = rF(A), and FFA = (rA · F ′)2A. Let κ ′ be the inverse of
(τ ∗ η) ◦ F ′. Then
(rA · κ ′) • ((rA · (τ ∗ η)) ◦ (rA · F ′)) = rA · (κ ′ • ((τ ∗ η) ◦ F ′)) = rA · F ′,
so if we define κ¯A as (rA · κ ′)A, κ¯ is a left inverse of (τ η)F .
Theorem 8.9. If η : 1 ·→F is a regular enhancement, and τ a signature, then τ η is a regular enhancement, with
signature τ ∩ η.
Proof. By an observation above Lemma 8.7, combined with Corollary 8.8 and the definition of κ¯ that we just saw,
τ → η is an enhancement in Alg. By construction, for any algebra A, (Exp(τ, η)A) = A ∪ (τ ∩ η).
Let r be a renaming complex that fixes υ := τ ∩ η. For any algebra A, abbreviate (r−1)∗(A) to A′; then
(r · Exp(τ, η))A = (r ∗ ◦ (rA′)∗ ◦ Red(τ, η) ◦ (r
−1
A′ )
∗ ◦ (r−1)∗)(A).
Since r, rA and rA′ all leave υ fixed, hence r · rA′ |υ = rA|υ , by Proposition 4 there exists an isomorphism αA :
r · rA′ · Red(τ, η)A ∼= rA · Red(τ, η)A such that
αA ◦ (r · rA′ · (τ ∗ η))A = (rA · (τ ∗ η))A. (∗)
By definition, (*) is the same as
αA ◦ (r · (τ η))A = (τ η)A. (∗∗)
By Lemma 7.7, this is sufficient proof that α is a morphism from r · (τ η) to τ η. 
Remark 8.10. Let η : 1 ·→F be a regular enhancement, τ a signature, and for every algebra A, ιA the identical
embedding of Exp(τ, η)A into FA. It is easily seen to follow from the definitions that the assignment ι : A → ιA is a
natural transformation of Exp(τ, η) into F , and ι • (τ η) = η. So ι is an enhancement morphism, from τ η to η.
Definition 8.11. Let η : 1 ·→F and θ : 1 ·→G be regular enhancements, τ a signature, and α : η → θ an enhancement
morphism. Let ι : Exp(τ, η) ·→F and ζ : Exp(τ, θ) ·→G be the respective natural embeddings. We define τ α by
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ζ • (τ α) = α • ι.
Indeed, put F = Exp(τ, η) and G = Exp(τ, θ). For every algebra A, the condition ζA ◦ f = αA ◦ ιA determines a
unique homomorphism f = (τ α)A, mapping each element tFA((τ η)A(a0), . . ., (τ η)A(an−1)) of FA to
tGA((τ θ)A(a0), . . ., (τ θ)A(an−1))
in GA. The assignment A → (τ α)A is a natural transformation from F to G: let ι : F ·→F and ζ : G ·→G be the
natural embeddings, then for a homomorphism f : A → B,
ζB ◦ (τ α)B ◦ Ff = αB ◦ ιB ◦ Ff by definition
= αB ◦ Ff ◦ ιA since ι is natural
= Gf ◦ αA ◦ ιA since α is natural
= Gf ◦ ζA ◦ (τ α)A by definition
= ζB ◦ Gf ◦ (τ α)A since ζ is natural;
and since ζB is a monomorphism, (τ α)B ◦ Ff = G¯f ◦ (τ α)A.
Let η : 1 ·→F , θ : 1 ·→G, and λ : 1 ·→H be regular enhancements, τ a signature, and
η
α→ θ β→ λ
enhancement morphisms. Let ι : Exp(τ, η) ·→F, ζ : Exp(τ, θ) ·→G, and ν : Exp(τ, λ) ·→H be the respective natural
embeddings. Then
ν • (τ β) • (τ α)= β • ζ • (τ α) by the definition of τ β
= β • α • ι by the definition of τ α
= ν • (τ (β • α)) by the definition of τ (β • α).
Since the components of ν are monomorphisms, we get
τ (β • α) = (τ β) • (τ α).
In particular, taking η = 1Alg and α = θ , we find
τ λ = τ (β • θ) = (τ β) • (τ θ).
Clearly also τ 1η = 1τ η. We have shown:
Lemma 8.12. Let τ be a signature. The operation α → τ α is an endofunctor of Rnh.
The inclusion ordering on the signatures induces a category Sig: if σ ⊆ τ are signatures, then σ → τ is the unique
arrow from σ to τ . Let η : 1 ·→F be a regular enhancement and A any algebra; setFσ = Exp(σ, η) and Fτ = Exp(τ, η).
The mapping
tFσ A((σ η)A(a0), . . ., (σ η)A(an−1)) → tFτ A((τ η)A(a0), . . ., (τ η)A(an−1))
is a homomorphism ((σ → τ) η)A from Fσ A to FτA. The definition implies
((σ → τ) η)A ◦ (σ η)A = (τ η)A. (∗)
So by Lemma 7.7 the assignment (σ → τ) η of homomorphisms to algebras is a morphism from σ η to τ η.
Clearly 1σ η = 1σ η. If ρ ⊆ σ ⊆ τ are signatures, then by (*),
((ρ → τ) η) • (ρ η) = τ η = ((σ → τ) η) • (σ η)
= ((σ → τ) η) • ((ρ → σ) η) • (ρ η),
which implies, since the components of ρ η are epimorphisms, that
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(ρ → τ) η = ((σ → τ) η) • ((ρ → σ) η).
We have shown:
Lemma 8.13. Let η be a regular enhancement. The operation
(σ → τ) → (σ → τ) η
is a functor from Sig into Rnh.
Theorem 8.14. The assignment
〈σ → τ, α〉 → (σ → τ) α := (τ α) • ((σ → τ) η)
to signature inclusions σ ⊆ τ and enhancement morphisms α : η → θ is a functor from Sig × Rnh into Rnh.
Proof. By [8, II§3] and by the lemmas 12 and 13 above, it will suffice to show that (τ α) • ((σ → τ) η) =
((σ → τ) θ) • (σ α). Suppose η : 1 ·→F and θ : 1 ·→G.
Let ισ be the natural embedding of Exp(σ, η) into F , and ιτ that of Exp(τ, η) into F ; likewise we have natural
embeddings ζσ : Exp(σ, θ) G and ζτ : Exp(τ, θ) G. It is immediate from the definitions that
ιτ • ((σ → τ) η) = ισ and ζτ • ((σ → τ) θ) = ζσ .
Now ζτ • (τ α) = α • ιτ by Definition 11. So ζτ • (τ α) • ((σ → τ) η) = α • ισ . By Definition 11 again,
α • ισ = ζσ • (σ α) = ζτ • ((σ → τ) ) • (σ α).
Since the components of ζτ are monomorphisms, we are done. 
9. Modules
Modules will be the isomorphism classes of the category Rnh of regular enhancements in the category Alg of
algebras. We are going to define an algebraM for which we check the axioms listed in §5, and for which these modules
constitute the (large) M-sort. The sorts SIGM and RENM consist, respectively, of the signatures and the renamings as
we defined them in §3.
If η : 1 ·→F and θ : 1 ·→G are isomorphic regular enhancements, F∅ ∼= G∅; so isomorphic regular enhancements
have the same signature, and signatures may be ascribed to modules by defining M(η/∼=), the signature of the
isomorphism class of η, to be η. We shall omit the superscript M that marks operations of M where the context
allows.
By 8.2.3, the following is admissible:
Definition 9.1. Let E = 〈σ,E〉 be an equational theory; then
〈E〉M = ηE/∼=.
It is clear that with these definitionsM satisfies axiom scheme (S1):
(I) M |= 〈E〉 = E .
Definition 9.2. Let σ be a signature; then TM(σ ) = ωσ .
Since ωσ ∼= 〈σ,∅〉M, axiom (S2) is valid as a special case of (I):
(II) M |= T x = x.
It is an immediate consequence of Theorem 7.20 that, if ηi and θi , i = 0, 1, are enhancements in any category C,
and η0 ∼= η1 and θ0 ∼= θ1, that is, 〈η0, θ0〉 ∼= 〈η1, θ1〉 in Enh(C) × Enh(C), η0 + θ0 ∼= η1 + θ1. This justifies:
Definition 9.3. Let η and θ be regular enhancements. Then
(η/∼=) +M (θ/∼=) = (η + θ)/∼=.
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By 8.2.4 we have
(III) M |= (X + Y ) = X ∪ Y .
By Lemma 8.12, if η and θ are isomorphic regular enhancements, and σ is a signature, then σ η∼= σ θ . So the
following is allowed:
Definition 9.4. Let η be a regular enhancement, and σ a signature. Then
σ M(η/∼=) = (σ η)/∼=.
By Theorem 8.9,
(IV) M |= (x Y ) = x ∩ Y .
Let η : 1 ·→F be a regular enhancement, and r a renaming. By Example 8.2.5, r · η is a regular renaming, and
(r · η) = r · η. Now suppose η ∼= θ , for a regular enhancement θ : 1 ·→G; there must then be a natural isomorphism
α: F ∼= G satisfying α • η = θ . Then r · α : r · F ∼= r · G; and by Proposition 7.4,
(r · α) • (r · η) = r · (α • η) = r · θ.
So r · η ∼= r · θ . This proves the admissibility of:
Definition 9.5. Let η be a regular enhancement, and r a renaming. Then
r ·Mη/∼= = (r · η)/∼=.
In the process we have shown:
(V) M |= (r · Y ) = r · Y .
As an immediate consequence of Proposition 7.9, for any renaming r and any equational theory E ,
(VI) M |= r · 〈E〉 = 〈r · E〉;
and in particular,
(VII) M |= r · T x = T (r · x).
By Theorem 7.8, the action of a renaming on Enh(Alg) is an involution. Since coproducts in a category are unique
modulo isomorphism, by Theorem 7.22, for any renaming r and enhancements η and θ in Alg, r · (η + θ) ∼= r · η +
r · θ . So
(VIII) M |= r · (X + Y ) = r · X + r · Y .
Proposition 9.6. Let η : 1 ·→F be a regular enhancement, r a renaming, and τ a signature. Then r · (τ η) ∼= (r ·
τ) (r · η).
Proof. Set F = Exp(τ, η), and r · F = Exp(r · τ, r · η). Take any algebra A. Put σ := η and υ := σ ∩ τ .
Let us first consider a particularly simple special case. Assume A belongs to the categoryC(r · σ, r · τ), and hence
r∗(A) belongs toC(σ, τ ). By definition, (τ η)r∗A is the same as ηr∗A, except that its codomain is not F(r∗(A)), but
the subalgebra of F(r∗(A))|τ∪r·A generated by ηr∗A. A fortiori (r · (τ η))A, that is r∗((τ η)r∗A), is the same
as (r · η)A, that is r∗(ηr∗A), except that its codomain is not (r · F)A, but the subalgebra of (r · F)A|r·τ∪A generated
by (r · η)A. But this is precisely the definition of ((r · τ) (r · η))A.
In general, (τ η)r∗A is defined as s∗((τ ∗ η)(s−1)∗r ∗A), where s is a renaming complex that fixes υ and (s−1)∗(r∗A)
an object of C(σ, τ ), and (r · F)A = r∗(s · Red(τ, η)(r∗A)); ((r · τ) (r · η))A = q∗(((r · τ) ∗ (r · η))(q−1)∗A), for
a renaming complex q that fixes r · σ ∩ r · τ , that is, r · υ, with (q−1)∗A an object of C(r · σ, r · τ), and r · FA =
(q · Red(r · τ, r · η))A.
We define two other renaming complexes s ′ and q ′, as follows. Abbreviate:  := σ ∪ A ∪ D(r). Let n0, . . ., nk−1
be an enumeration without repetitions of S(σ ∩ A) − υ. Pick distinct names m0, . . ., mk−1 outside , and put s ′0 =
(n0m0) · . . . · (nk−1mk−1), and q ′0 = (r · n0,m0) · . . . · (r · nk−1,mk−1). We observe that the conditions q ′0 · r · d =
r · d and s ′0 · d = d are equivalent. Now let 〈nk, p¯0〉, . . . , 〈nl−1, p¯l−k−1〉 be an enumeration without repetitions of all
the function declarations d ∈ (σ ∩ A) − υ for which s ′0 · d = d. Pick distinct names mk, . . ., ml−1 not occurring in
, and let
s ′1 = 〈(nkmk), p¯0〉 · . . . · 〈(nl−1ml−1), p¯l−k−1〉
28 P.H. Rodenburg / Journal of Logic and Algebraic Programming 74 (2007) 1–31
and, if 〈n′j , r · p¯j−k〉 = r · 〈nj , p¯j−k〉 for all j from k to l − 1,
q ′1 = 〈(n′kmk), r · p¯0〉 · . . . · 〈(n′l−1ml−1), r · p¯l−k−1〉.
We put s ′ := s ′1 · s ′0 and q ′ := q1′ · q ′0. As in the proof of Proposition 8.4, (s ′)−1 = s ′, and (q ′)−1 = q ′.
Since r · υ is fixed under both q and q ′, and (q−1)∗A and ((q ′)−1)∗A are objects of C(r · σ, r · τ), by Proposition
8.4,
(1) there exists α : (q · Red(r · τ, r · η))A ∼= q ′ · Red(r · τ, r · η))A such that α ◦ (q · ((r · τ) ∗ (r · η)))A = (q ′ ·
((r · τ) ∗ (r · η)))A.
Likewise, since υ is fixed under both s ′ and s, and ((s ′)−1)∗A and (s−1)∗A are objects of C(σ, τ ),
(2) there exists γ : (s ′ · Red(τ, η))A ∼= (s · Red(τ, η))A such that γ ◦ (s ′ · (τ ∗ η))A = (s · (τ ∗ η))A.
A fortiori we have
(3) r · γ : (r · s ′ · Red(τ, η))A ∼= (r · s · Red(τ, η))A with (r · γ ) ◦ (r · s ′ · (τ ∗ η))A = (r · s · (τ ∗ η))A.
Finally, simple calculations show that q ′ · r|σ = r · s ′|σ . So since η is regular,
(4) there exists an isomorphism ε : q ′ · r · η ∼= r · s ′ · η.
Let ι : Red(τ, η) F and ρ : Red(r · τ, r · η) r · F be the respective natural embeddings. Define β : (q ′ ·
Red(r · τ, r · η))A → (r · s ′ · Red(τ, η))A by
(r · s ′ · ι)A ◦ β = εA ◦ (q ′ · ρ)A.
Then
(r · s ′ · ι)A ◦ β ◦ (q ′ · ((r · τ) ∗ (r · η)))A = εA ◦ (q ′ · ρ)A ◦ (q ′ · ((r · τ) ∗ (r · η)))A
= εA ◦ (q ′ · r · η)A = (r · s ′ · η)A
= (r · s ′ · ι)A ◦ (r · s ′ · (τ ∗ η))A.
Since (r · s ′ · ι)A is a monomorphism, it follows that
β ◦ (q ′ · ((r · τ) ∗ (r · η)))A = (r · s ′ · (τ ∗ η))A.
So the entire diagram below commutes; and in particular,
(r · γ ) ◦ β ◦ α ◦ (r · τ r · η)A = (r · (τ η))A.
The algebra A was arbitrary. Thus, putting ζA := (r · γ ) ◦ β ◦ α, for every algebra A we have an isomorphism ζA
such that
(*) ζA ◦ (r · τ r · η)A = (r · (τ η))A.
The assignment ζ : A → ζA is the required isomorphism from r · F to r · F ; naturality follows by 7.7. 
An immediate consequence of this Proposition is
(IX) M |= r · (x Y ) = (r · x) (r · Y ).
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The functor r∗ induced by a renaming r is an involution of Alg. Hence, for any regular enhancement η, r · r · η = η.
So
(X) M |= r · r · X = X.
Let τ be a signature, and r a renaming. Recall that τ/r was defined as the subsignature {d ∈ τ |r · d = d}. Let η
be a regular enhancement. By Theorem 8.9, (τ/r) η is a regular enhancement, with signature (τ/r) ∩ η. Since
(τ/r) ∩ η is fixed under r , by regularity, r · ((τ/r) η) ∼= (τ/r) η. So
(XI) M |= r · ((y/r) X) = (y/r) X.
The formation of coproducts is commutative and associative modulo isomorphism. So by Theorem 7.22,
(XII) M |= X + Y = Y + X;
(XIII) M |= (X + Y ) + Z = X + (Y + Z).
Proposition 9.7. Let η be a regular enhancement, and τ a signature. Then
η + τ η ∼= η.
Proof. We show that η is a coproduct of η and τ η. We take the natural injection ι : τ η η and the identity 1η
as the coproduct injections into η.
Let θ be a regular enhancement, and α : τ η → θ and β : η → θ enhancement morphisms. We must show that
β • ι = α.
We calculate: β • ι • (τ η) = β • η = θ = α • (τ η). Since the components of τ η are epimorphisms, we
are done. 
In other words,
(XVI) M |= X + (y X) = X.
The following proposition derives from [10], and ultimately from [1].
Proposition 9.8. Let D and E be equational theories. Then
ηD+E ∼= ηD + ηE .
Proof. Let K be the codomain of the natural transformation ηD + ηE . Take any algebra C. Since FD+EC ∈ Mod(D),
there exists a homomorphism αC : FDC → FD+EC such that αC ◦ ηD,C = ηD+E,C. Generalizing, by Lemma 7.7, we
have a morphism α : ηD → ηD+E . In the same way we obtain a morphism β : ηE → ηD+E . By Theorem 7.22, we
have coproduct injections
φ1 : ηD → ηD + ηE and δ • ψ1 : ηE → ηD + ηE .
Since KC, for any algebra C, is defined as a colimit of models of D and E , by Lemma 6.11, KC ∈ Mod(D + E).
So by Proposition 6.5, there exists εC : FD+EC → KC such that εC ◦ ηD+E,C = (ηD + ηE )C. Generalizing over C
we get a morphism ε : ηD+E → ηD + ηE . In the opposite direction, by the coproduct property of φ1 and δ • ψ1, there
exists an enhancement morphism ζ such that ζ • φ1 = α and ζ • δ • ψ1 = β.
Now ε • ζ • (ηD + ηE ) = ε • ηD+E = ηD + ηE , so ε • ζ = 1 since ηD + ηE is an epimorphism. Similarly, ζ • ε =
1. So ε is the required isomorphism. 
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In terms of modules,
(XVII) M |= 〈D〉 + 〈E〉 = 〈D + E〉.
As special cases, by Example 7.6.3, we obtain
(XIV) M |= T (x ∪ y) = T x + Ty.
(XV) M |= X + TX = X.
It is a straightforward consequence of the definitions that for any enhancement η,η η = η. So
(XVIII) M |= X X = X.
Proposition 9.9. Let η be a regular enhancement, and σ and τ signatures. Then σ (τ η) ∼= (σ ∩ τ) η.
Proof. Say η : 1 ·→F , and abbreviate
Exp(σ,Exp(τ, η)) =: G, and Exp(σ ∩ τ, η) =: H.
Let ι : τ η → η, κ : σ (τ η) → τ η, and λ : (σ ∩ τ) η → η be the natural embeddings. For any algebra
A, define, for every term t over A ∪ (σ ∩ τ):
αA(tGA((σ (τ η))A(a0), . . . , (σ (τ η))A(an−1)))
= tHA(((σ ∩ τ) η)A(a0), . . . , ((σ ∩ τ) η)A(an−1)).
Then αA is an isomorphism between GA and HA, since
ι • κ • (σ (τ η)) = η = λ • ((σ ∩ τ) η),
GA is generated by (σ (τ η))A and HA by ((σ ∩ τ) η)A, GA = HA, and (ι • κ)A and λA are
embeddings. 
In other words,
(XIX) M |= x (y Z) = (x ∩ y) Z.
Example 9.10. (i) Consider the equational theory
E = 〈{s0, s1, g : s1 → s0}, {y ≈ gx}〉,
and the signatures σ = {s0, s1, g : s1 → s0, a : s0,b : s0} (a and b distinct) and τ = σ ∪ {c : s1}. Let
η = (σ ωτ ) + ηE : 1 ·→F and θ = σ (ωτ + ηE ) : 1 ·→G.
Then F∅ and G∅ have signature σ ; they have s1 void; but in F∅ the constants a and b are distinct, whereas in G∅ they
are identical. So F∅  G∅.
(ii) Take η′ : 1 ·→F ′ to be (σ ωτ ) + (ωσ + ηE ) and define θ ′ : 1 ·→G asσ (ωτ + (ωσ + ηE )). ThenF ′∅ ∼= F∅
and G′∅ ∼= G∅, so F ′∅  G′∅.
The example shows that the distribution axioms (E3) and (E4) do not hold inM.
10. Reckoning and problems
We have developed semantics for some major, arguably the major, mechanisms of modularization. The definitions
make sense intuitively from the viewpoint of initial algebra specification. In particular, our construction of import
seems unavoidable as long as we do not want to assume that modularizations are well-structured in some sense. Our
construction of export seems to follow from the conception of hidden signature as no more than a means to circumscribe
reachable things. Our point of departure is the classical many-sorted algebra of Goguen and Meseguer [7].
Nonetheless, our machinery jars with approximately 10% of the axiomatization of [2]. What should we make of
this? There are several directions we could take.
10.1. We could simply go for the quotient of M over CgM((E3)M ∪ (E4)M). Unless we can discover something
important about the congruence involved, this is of no interest.
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10.2. Draw the conclusion that (E3) and (E4) are mistaken. This touches on a rather deep intuition. These axioms
are at the basis of the normal form theorem 5.3, which says, more or less, that modularization is about structuring
specifications, and does not lead to increased expressivity. After all, Bergstra and Tucker proved [3] that every semi-
computable algebra has an initial specification of the form σ 〈E〉; we should not desire more.
10.3. Another departure from first intuitions to be considered concerns the export operation. What if we do not
discard unreachable elements? This involves a reconsideration of the status of exported signature. Example 9.10 would
break down, since the element c remains, namelessly, to trigger the axiom of E . Can we save the normal form theorem
in this way? What axioms become invalid? Can they be saved by some intelligible identification?
10.4. One might object to example 9.10 on the ground that η and are compared in a context where sorts remain
void. Void sorts, one might say, are just a byproduct of general theory: if we do not specify elements of some sort,
it is because we expect the context to provide them. They make the axiom y = gx of 9.10 essentially conditional: if
there are things of sort s1, sort s0 collapses. It might seem we should demand that input algebras, instead of satisfying
equational theories as in [5], should be required to supply certain nonvoid sorts. However, the following slight variation
on an example in [2] shows that conditions on input algebras, or even a requirement on modules that their signatures
be inhabited, will not help. Define:
X = 〈{s, 〈f : s → s〉, 〈c : s〉, 〈d : s〉}, {fc ≈ c}〉;
Y = 〈{s, 〈f : s → s〉, 〈h : s × s × s → s〉, 〈a : s〉, 〈b : s〉, 〈d : s〉},
{hxxy ≈ y,h(x, fx, a) ≈ h(x, fx,b)}〉.
Then Y (X + Y ) /= Y X + Y , as can be seen by comparing the results of applying the functors represented at
either side of the inequality to ∅; whereas we do not encounter void sorts at any point of the construction. This example
constitutes a further motivation for the investigation suggested in paragraph 3.
10.5. An important virtue of the approach taken in the preceding is the extent to which the role of signature is played
down. Traditionally, signature figures higher in the hierarchy of classes of algebras than the satisfaction of equations;
and algebras of the same category are expected to have the same signature. Presumably this is a legacy of universal
algebra. In data type specification, however, signature is manipulated as freely as axiomatics.
There are at least two radically different directions in which this idea can be pursued further.
(a) Develop module algebra without a distinct sort SIG, in which signatures can only be dealt with by means of
modules.
(b) Develop specification theory on the basis of a broader logic, in which relations (including sorts) are on a par with
operations.
10.6. Can clause (ii) of Definition 8.1 be simplified to ‘if σ is fixed under some renaming r , then r · η ∼= η′?
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