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Software Defined Network merupakan teknologi yang dapat mengelola jaringan skala besar dengan memi-
sahkan control plane dan data plane. Pengaturan jaringan dilakukan secara terpusat logically centralized
oleh controller. ketika sebuah controller mengalami kelebihan load dan terjadi Single Point of Failure ma-
ka kinerja jaringan akan terganggu. Software Defined Network dapat mengatasi masalah tersebut dengan
mengimplementasikan arsitektur Multiple Distributed Controller menggunakan metode Dynamic Switch Mi-
gration. Arsitektur Multiple Distributed Controller dalam penelitian ini menggunakan dua buah controller
dengan peran Master dan Slave. Melalui simulasi menggunakan arsitektur Multiple Distributed Controller
telah diuji kemampuan mekanisme Dynamic Switch Migration dalam menangani masalah kelebihan load
pada controller dengan memindahkan sebagian switch dari controller master ke controller slave dan masa-
lah Single Point of Failure dengan memindahkan seluruh switch controller master ke Controller slave.
Kata kunci: Software Defined Network, Dynamic Switch Migration,Multiple Distributed Controller, kele-
bihan load, controller slave, controller master
Abstract
Software Defined Network is a technology that can manage large-scale networks by separating control plane
and data plane. Network settings are centrally logically centralized by the controller. when a controller is
overloaded and a Single Point of Failure occurs, network performance will be disrupted. Software Defined
Network can solve this problem by implementing the Multiple Distributed Controller architecture using
the Dynamic Switch Migration method. The Multiple Distributed Controller architecture in this study uses
two controllers with Master and Slave roles. Through simulation using the Multiple Distributed Controller
architecture, the ability of the Dynamic Switch Migration mechanism to handle the problem of overloading
the controller by moving a part of the switch to the slave controller and Single Point of Failure by moving
all switches to the Slave Controller.
Keywords: Software Defined Network, Dynamic Switch Migration,Multiple Distributed Controller, overlo-
aded, controller slave, controller master
1. Pendahuluan
Latar Belakang
Sebagai teknologi baru, Software Defined Network (SDN) memberi kemudahan dalam pengelolaan jaringan
skala besar dengan memisahkan control plane dari data palne[9]. Akan tetapi kemampuan dari sebuah single
centralized controller terbatas. sebagai contoh ketika load dari sebuah controller meningkat akan menyebabkan
controller kelebihan load yang berdampak pada penurunan kinerja jaringan[4]. Disamping itu masalah ketika
controller mengalami failure yang menyebabkan jaringan akan terputus. Dengan arsitektur Multiple Distributed
Controller menggunakan mekanisme Dynamic Switch Migration pada Software Defined Network (SDN) dapat
mengatasi pengelolaan perangkat jaringan semakin mudah[9].
Dynamic Switch Migration adalah pendekatan yang dapat menangani (Single Point of Failure) dan load ba-
lancing[1]. Dalam penerapannya, Dynamic switch migration memigrasikan switch ke Controller slave ketika load
dari controller master melebihi kapasitasnya[1].
Dengan adanya mekanisme Dynamic Switch Migration yang diterapkan pada arsitektur Multiple Distributed
Controller dapat mencegah terjadinya kelebihan load controller dan failure karena ketersediaan controller untuk
mem-backup controller lainnya tetap terjaga, sehingga kinerja jaringan tidak terganggu.
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Topik dan Batasannya
Pada jaringan SDN terdapat desain arsitektur Multiple Distributed Controller yang memungkinkan sebuah
jaringan SDN memiliki lebih dari satu controller. Oleh sebab itu pada penelitian ini akan digunakan dua buah
controller dengan jenis Floodlight [3] sebagai control plane yang ditempatkan satu level/ Flat Architechture agar
memiliki kemampuan dan tanggung jawab yang setara. sedangkan untuk bagian Data plane menggunakan mininet
sebagai emulator yang dapat mensimulasikan Open Flow switch.
Penelitian ini akan melakukan perancangan menggunakan topologi Fat tree yang terdiri dari dua buah contro-
ller dan empat buah switch yang masing-masing terhubung ke controller. Permasalahan yang ditangani berupa
kelebihan load pada controller yang meyebabkan penurunan kinerja sebuah controller dan Single Point of Failure
yaitu keaadan dimana sebuah controller tidak berfungsi akibat dilakukan shutdown. Penelitian ini akan mengana-
lisis nilai throughput yaitu kemampuan controller dalam menangani response/sec sebelum dan sesudah dilakukan
switch migration serta completion time yaitu waktu yang dibutuhkan untuk melakukan switch migration dari con-
troller master ke controller slave.
Tujuan
Penelitian ini bertujuan untuk merancang arsitektur Multiple Dsitributed Controller pada jaringan SDN dengan
menerapkan mekanisme Dynamic Switch Migration untuk mencegah permasalahan kelebihan load pada controller
dan Single Point of Failure agar fungsi dari sebuah controller pada sebuah jaringan SDN tetap terjaga. Disamping
itu dapat diketahui pengaruh arsitektur Multiple Distributed Controller terhadap performansi jaringan SDN dengan
paramater throughput dan Completion Time saat terjadi switch migration.
Organisasi Tulisan
Pada bagian selanjutnya terdiri dari studi terkait, sistem yang dibangun, evaluasi dan kesimpulan. Pada bagi-
an studi terkait akan dijelaskan studi literatur dan teori dasar mengenai topik yang diangkat pada penelitian ini.
Penjelasan mengenai desain arsitektur dan implementasi sistem yang dibangun akan dijelaskan lebih lanjut pada
bagian sistem yang dibangun. Hasil dari implementasi akan dianalisis pada bagian evaluasi. kemudian hasil dari
uraian yang didapat dari penelitian akan ditampilkan pada bagian kesimpulan.
2. Studi Terkait
Pada penelitian sebelumnya, Dynamic Switch Migration pada Multiple Distributed Controller digunakan un-
tuk menangani load balancing menggunakan metode load infroming strategy[8]. Metode ini diterapkan pada
controller dengan empat komponen utama yakni, load measurment, load informing, balance decision dan swi-
tch migration. metode ini memungkinkan untuk setiap controller berbagi data load information satu sama lain.
Apabila ditemukan controller dengan beban trafik yang overload akan dilakukan balance descison yang mana
menentukan controller dengan beban terberat, menentukan switch yang akan dipindahkan serta menentukan terget
switch. setelah komponen balance descison dilakukan, maka akan dijalankan switch migration komponen yang
mana memindahkan beban trafik switch ke controller dan switch yang menjadi target.
Pada penelitian [9], Dynamic Switch Migration di implementasikan menggunakan database untuk menyimpan
load information dan status dari setiap controller.Database akan melakukan update data setiap saat untuk menye-
suaikan fluktuasi data di setiap controller. Algortima load balancing and failure recovery akan mealakukan load
data status controller dan load information dari database. apabila terdeteksi bahwa beban pada switch overload,
maka algoritma load balancing and failure recovery akan dijalankan untuk memindahkan beban trafik ke controller
yang memiliki beban trafik paling minimal.
Pada penelitian[10], DALB adalah metode yang memungkinkan setiap controller dapat melakukan load ba-
lancing decison secara lokal. Jika ditemukan overloaded controller maka akan mekanisme balance decision akan
dijalankan. Sebelum mekanisme balance decision dijalankan secara lokal, maka akan data load information dari
seluruh controller akan dikumpulkan terlebih dahulu sebagai informasi ketika akan dilakukan mekanisme balance
decision.
Dynamic Switch Migration
Dynamic Switch Migration adalah pendekatan yang dapat menangani (Single Point of Failure) dan load balan-
cing[1]. Dynamic Switch Migration dapat diimplemtasikan ke dalam tiga studi kasus. Pertama, jika beban trafik
melampaui kapasitas semua controller, maka ada penambahan controller baru dan beban trafik switch dipindahkan
ke controller tersebut[7]. kedua, jika controller dimatikan atau sleep maka switch dimigrasikan[7]. ketiga, jika
load controller overload dan tidak ada penambahan controller, maka harus memigrasikan switch dengan beban
ISSN : 2355-9365 e-Proceeding of Engineering : Vol.5, No.3 Desember 2018 | Page 7719
trafik tinggi ke controller lain yang bebannya tidak overload[7].
Software Defined Network
Software Defined Network adalah suatu paradigma jaringan yang memisahkan antara control plane dan data
plane[1]. SDN menggunakan Centralized Control Plane dan Distributed Forwarding Data Plane, dua bagian yang
saling terpisah satu sama lain[9]. Protokol antarmuka pada SDN memungkinkan SDN dapat di program. Protokol
antarmuka northbound menyediakan interaksi antara Application plane dengan Control plane, sedangkan protokol
antrmuka Southbound menyediakan interaksi antara Control plane dengan Data plane[9].
Gambar 1. Arsitektur Software defined network[3]
Load Balancing
Load Balancing adalah metode yang digunakan untuk pembagian beban trafik data dalam jaringan. metode ini
mendistribusikan beban trafik pada dua atau lebih jalur koneksi dengan seimbang agar trafik dapat berjalan secara
optimal. Selain itu load balancing membagi beban secara merata pada sebuah sistem jaringan atau sumber daya
lainnya untuk mendapatkan pemanfaatan resource dan performansi yang maksimal.
Open Flow Protocol
Open Flow Protocol adalah protokol yang menjadi standar komunikasi pada Software Defined Network. Open
Flow menjadi protokol komunikasi yang memungkinkan interaksi antara control plane dengan data plane secara
baik[6].
3. Sistem yang Dibangun
3.1 Perancangan Arsitektur Sistem
Perancangan arsitektur Multiple Distributed Controller terdiri dari dua bagian yaitu perancangan topologi dan
perancangan software. Perancangan topologi pada penelitian ini menggunakan topologi Fat tree yang terdiri dari 2
buah controller dan empat buah Open Flow Switch. Masing-masing switch akan terhubung pada kedua controller
dengan role yang berbeda. Ilustrasi topologi Multiple Distributed Controller dapat dilihat pada gambar 2
berdasarkan topologi diatas C1 bertindak sebagai controller master dan C2 sebagai controller slave. C1 seba-
gai controller master memiliki tanggung jawab penuh terhadap jaringan dengan status ACTIVE dan C2 sebagai
controller slave akan menjadi backup. Apabila C1 mengalami kelebihan load yang ditandai dengan banyaknya
Packet in yang diterima maka C2 akan menghandel beberapa switch dengan mengubah peran dari ROLE SLAVE
menjadi ROLE MASTER, dan apabila C1 mengalami failure makan C2 akan mengubah peran seluruh switch dari
ROLE SLAVE menjadi ROLE MASTER sehingga kinerja jaringan tidak terputus.
3.2 Load collection
Load collection adalah modul yang dirancang untuk menangani arrival packet-in rate. Modul ini akan meng-
hitung setiap packet-in yang datang ke controller dan menjadikannya sebagai load dari sebuah controller. Modul
ini hanya akan berjalan pada controller dengan peran ROLE MASTER terhadap switch yang terhubung.
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Gambar 2. Topologi Multiple Distributed Controller
3.3 Switch Migration
Switch Migration adalah mekanisme yang dijalankan melalui REST API Service yang disediakan oleh floodli-
ght [3]. Switch dengan peran ROLE MASTER yang terhubung pada controller master dan peran ROLE SLAVE yang
terhubung pada controller slave akab dibalik perannya pada masing-masing controller. Mekanisme ini dilakukan
agar kedua controller dapat bekerja sama dalam meng-handle load (arrival packet in rate) dari setiap switch.
3.4 Spesifikasi Software
Berdasarkan rancangan topologi dan mekanisme yang telah ditentukan, maka diperlukan software untuk men-
dukung rancangan tersebut. Berikut adalah software yang digunakan:
1. Ubuntu 16.04 LTS, sebagai sistem operasi.
2. Floodlight 1.2 sebagai controller
3. Mininet sebagai emulator untuk mensimulasikan jaringan
4. Eclipse sebagai tools untuk memprogram Floodlight.
5. Cbench sebagai Controller Benchmarking untuk menganalisis performansi controller
3.5 Skenario Pengujian
Skenario Pengujian Throughput
Skenario pengujian ini dilakukan dengan menjalankan kedua controller yang terhubung pada emulator mininet
[5]. Dengan menggunakan Cbench [2] sebagai tools untuk benchmarking controller, maka controller akan dites
dengan konfigurasi 16 switch, 1000 MAC address serta dijalankan dalam mode throughput. pengujian ini dijalank-
an sebelum dan sesudah controller melakukan switch migration untuk mengetahui perbandingan nilai throughput
antara single controller dan double Controller.
Skenario Pengujian Completion Time
Skenario pengujian ini dilakukan dengan menjalankan kedua controller yang terhubung pada emulator mininet
dengan konfigurasi sesuai arsitektur yang telah dirancang. Controller dibiarkan running selama 45 detik. Pada
saat detik ke-10 ketika controller menerima peningkatan jumlah packet-in secara signifikan maka dilakukan switch
migration dengan menggunakan Rest API Service seperti pada gambar 3 dan gambar 4
pergantian role dilakukan pada dua buah switch sehingga masing-masing controller C1 dan C2 akan meng-
handle dua buah switch dengan ROLE MASTER. setelah dilakukannya skenario ini, kini controller slave atau C2
ikut meng-handle switch yang terhubung dengan peran ROLE MASTER.
Skenario Pengujian Single Point of Failure
Pada pengujian ini kedua controller telah berjalan dan terhubung pada mininet sesuai degan arsitektur yang
sudah dirancang. Untuk mengetahui mekanisme Dynamic Switch migration berjalan ketika controller mengalami
failure dan memastikan kinerja jaringan tidak terputus maka controller C1 di-shutdown dengan perintah (Ctrl+C).
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Gambar 3. Perintah pergantian Role dari Master ke Slave
Gambar 4. Perintah pergantian Role dari Slave ke Master
4. Evaluasi
4.1 Hasil dan Analisis Uji Throughput
Berdasarkan hasil dari skenario pengujian Throughput yang dilakukan selama 100 detik terhadap single contro-
ller dan double controller menghasilkan nilai throughput yang berbeda. Berdasarkan grafik pada gambar 5, nilai
throughput dari double controller lebih besar jika dibandingkan dengan single controller. rata-rata responses/s
yang dapat diterima oleh double controller sebesar 30.817 responses/s sedangkan single controller hanya dapat
menerima 23.848 responses/s. Hal ini terjadi karena double controller membagi tugas dalam mengatur kinerja
switch.seperti yang kita ketahui, switch adalah perangkat yang mengirimkanpacket in kepada controller. ketika
sebagian switch dimigrasikan ke controller slave maka beban dari controller master tidak terlalu berat yang mana
dalam hal ini dapat merespon packet in yang lebih banyak.
Gambar 5. Uji Throughput Controller
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4.2 Hasil dan Analisis Uji Completion Time
Evaluasi terhadap hasil dari uji completion time adalah untuk mengetahui seberapa lama controller slave/C2
dapat merespon packet in ketika terjadi switch migration. Seperti yang kita ketahui, jumlah Packet in yang diterima
oleh controller adalah nilai load dari controller tersebut. Berdasrkan grafik pada gambar 6, dapat dilihat bahwa
pada detik ke-10 terjadi peningkatan jumlah packet in secara signifikan yang menyebabkan harus dilakukannya
switch migration. switch migration dilakukan pada detik ke-10 dengan memigrasikan dua buah switch ke controller
slave/C2 dari controller master/C1. terlihat pada detik ke-27 controller slave/C2 mulai menerima packet-in yang
menunjukan bahwa controller slave/C2 sudah meng-handle setiap aktivitas switch. Waktu yang dibutuhkan sejak
dilakukannya switch migration terhadap controller slave/C2 menerima packet in adalah 17 detik dan hingga detik
ke-45 kedua controller menerima packet-in secara bersamaan. Hal ini menunjukan adanya pembagian penanganan
load pada kedua controller tersebut.
Gambar 6. Uji Completion Time
4.3 Hasil dan Analisis Uji Fungsionalitas SPoF
Pada pengujian ini kedua controller berjalan dan terhubung dengan mininet sesuai dengan arsitektur yang telah
ditentukan. cotroller master/C1 dan cotroller slave/C2 terhubung masing-masing pada empat buah switch dengan
peran ROLE MASTER dan ROLE SLAVE. Berdasarkan log controller slave/C2 pada gambar 7, dapat dilihat bahwa
seluruh switch dari controller master/C1 telah dimigrasikan ke controller slave/C2. Hal ini terjadi berdasarkan
skenario yang dijalankan pada pengujian Single Point of Failure yang mana controller master/C1 di-shutdown
sehingga mekanisme Dynamic Switch Migration dijalankan agar kinjera jaringan tidak terputus.
Gambar 7. Log Controller Slave saat terjadi Switch Migration
5. Kesimpulan
Berdasarkan dari hasil pengujian terhadap desain arsitektur Multiple Distributed Controller menggunakan meka-
nisme Dynamic Switch Migration dengan melakukan uji throughput, Completion time dan uji fungsionalitas untuk
mengatasi masalah Single Point of Failure, penggunaan arsitektur Multiple Distributed Controller mempengaruhi
performansi dengan menghasilkan nilai throughput yang lebih besar yaitu 30.817 responses/s jika dibandingkan
dengan single controller. Hal ini menandakan desain arsitektur ini dapat menangani masalah kelebihan load pa-
da controller. Disamping itu lamanya waktu yang dibuthkan/ completion time untuk memigrasikan switch hanya
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sekitar 17 detik. Dan desain arsitektur ini dapat mengatasi masalah Single Point of Failure dengan memigrasikan
seluruh switch dari controller master/C1 ke controller slave/C2 sehingga kinerja jaringan tidak terganggu bahkan
terputus. Untuk penelitian selanjutnya yang berkaitan dengan arsitektur Multiple Distributed Controller menggu-
nakan mekanisme Dynamic Switch Migration adalah menambahkan mekanisme/metode yang dapat meng-handle
masalah kelebihan load dan Single Point of Failure untuk controller dengan jumlah lebih dari dua buah.
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