Lower bounds on $L^p$ quasi-norms and the Uniform Sublevel Set Problem by Green, John
ar
X
iv
:2
00
8.
01
70
8v
1 
 [m
ath
.C
A]
  4
 A
ug
 20
20 Lower bounds on L
p quasi-norms and the Uniform
Sublevel Set Problem
John Green
Abstract
Recently, Steinerberger [20] proved a uniform inequality for the
Laplacian serving as a counterpoint to the standard uniform sublevel
set inequality which is known to fail for the Laplacian. In this paper,
we observe that many inequalities of this type follow from a uniform
lower bound on the L1 norm, and give an analogous result for any
linear differential operator, which can fail for non-linear operators. We
consider lower bounds on the Lp quasi-norms for p < 1 as a stronger
property that remains weaker than a uniform sublevel set inequality
and prove this for the Laplacian and heat operators. We conclude with
some naturally arising questions.
Key words. Oscillatory integrals, sublevel set estimates, uniform inequality, Laplacian,
heat operator, Lp bounds
1 Introduction
1.1 Background
A central problem throughout analysis is to understand how oscillatory in-
tegrals
I(λ) =
∫
eiλu(x) dx
decay for large values of a real “frequency parameter” λ, where u is a real-
valued “phase” function. In general, considerations such as the domain of
integration or other functions multiplying the oscillatory factor inside the
integral are important, but for the sake of this discussion we will not go into
1
these specifics. Typically this decay will be expressed as
|I(λ)| ≤ Cλ−δ
for some δ > 0. Here we have in mind the idea that as λ increases, the small
differences in u(x) from moving in x become large differences in λu(x), which
in turn corresponds to rapid oscillation in eiλu(x). Thus in the integral, we
expect I(λ) to decay for large λ provided u does not stay near any particular
value, and the more quickly u “moves around”, the greater the cancellation
we expect to occur, and hence the greater we can take δ to be. Thus one
of the most natural conditions to impose is that Du be bounded below by
some positive constant, for some differential operator D.
Crucial to many applications and key to the discussion in this paper is the
idea of uniformity of the constant C within a large class of phases. A natural
example appears when studying the Fourier transform of some density on a
hypersurface S in Rn. After performing a change of variables, we will have
integrals containing an oscillatory factor e−i(x,φ(x))·ξ , where φ is a function
on a piece of Rn−1 parametrising a piece of S, and ξ is the Fourier variable.
Writing ξ = |ξ|ω for ω ∈ Sn−1, we consider |ξ| to be our frequency parameter
and −(x, φ(x)) · ω is a class of phase functions indexed by ω. If we are to
obtain estimates on the Fourier transform of the form C|ξ|−δ, we need to
make sure the constant C does not blow-up as we vary over ω. In line with
the intuition expressed above, the decay of this Fourier transform is well-
known to relate to the curvature of the surface, see Stein [19] for a discussion
of the fundamental results on oscillatory integrals and their relation to the
Fourier transform of surface measures.
A related problem is the sublevel set problem: given a real-valued function
u and a constant c what conditions should we impose so that estimates of
the form |{x ∈ Ω : |u(x) − c| ≤ ε}| ≤ Cεδ hold for appropriate Ω? It is
typical to seek estimates independent of c so that the problem is invariant
under shifting u by a constant, and we can assume without loss of generality
that c = 0.
That this should be related is apparent from the intuition expressed above,
that oscillatory integrals should observe greater cancellation if u does not
spend too much time near a given value. And just as in the oscillatory
integral case, we are often not only interested in the best possible δ, but also
in the uniformity of the constant C in a class of functions. As mentioned
above, typically the class of functions for which we seek uniform bounds
is those having Du bounded below by some positive constant, where D
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is a differential operator. For differential operators where u itself does not
appear explicitly, in particular for linear differential operators, this condition
is invariant under translation of u by a constant, so uniform estimates are
necessarily independent of c.
We now recall some discussion from the paper of Carbery-Christ-Wright [2].
Oscillatory integral estimates of the form above are known to imply the
corresponsing sublevel set estimates. In the case of monomial derivatives,
that is, the differential operators Dβ = ∂β1x1 . . . ∂
βn
xn for β = (β1, . . . , βn) ∈ N
n
0 ,
it is known that we can take δ = ‖β‖−11 = (|β1|+ · · ·+ |βn|)
−1 in the sublevel
set problem when Dβu is bounded below by a positive constant, and that
this is the optimal δ. The same δ works in the oscillatory integral problem,
provided some slightly more restrictive conditions are also imposed, we shall
not discuss these here, but refer to Stein [19].
However, in all but dimension 1 (the van der Corput lemma), this δ has not
been shown to hold with a uniform constant without imposing additional
assumptions. More precisely, we do not have sublevel set estimates of Cεδ
with the optimal δ = ‖β‖−11 and a constant C independent of the function
u satisfying Dβu ≥ 1. The main results of the Carbery-Christ-Wright paper
are the following, and again there is an analogue for oscillatory integrals
with the slightly more restrictive conditions imposed.
Carbery-Christ-Wright Uniform Sublevel Set Theorem [2]. Denote
the unit cube in Rn by Qn = [0, 1]
n and fix β ∈ Nn0 . There exists C, δ > 0,
depending on β, such that for any smooth u in a neighbourhood of Qn having
Dβu ≥ 1 on Qn, we have the sublevel set estimates
|{x ∈ Qn : |u(x)| ≤ ε}| ≤ Cε
δ.
Note that C and δ do not depend on u.
They also observe that their arguments make sense when Qn is replaced
with different convex sets. Note that this result says nothing about the
optimality of δ. It remains open in higher dimensions as to what is the best
δ for which such bounds hold with a uniform constant.
It is worth noting the connections made between the structure of the sublevel
sets with certain combinatorial problems, in this direction see also the papers
of Katz [8] and Katz-Krop-Maggioni [9].
In higher dimensions, we have access to many interesting differential opera-
tors, one natural example being the Laplacian. For the Laplacian, one can
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obtain estimates with δ = 1/2 and a non-uniform constant depending on
the derivatives of the function up to third order. To see this, one notes that
at each point some second order repeated monomial derivative is “large”,
and then the mean value theorem can be used to divide the domain into
a number of regions depending on the third order derivatives on each of
which a repeated monomial derivative remains large, then simply apply the
one-dimensional theory - the idea is similar to that used in the proof for
monomial derivative estimates given in Stein [19]. However, in the paper of
Carbery-Christ-Wright, it is shown that no uniform estimate can hold for
any positive δ.
Proposition (Carbery-Christ-Wright) [2]. For each ε ∈ (0, 1/2) there
exists a smooth u with ∆u ≡ 1 on [0, 1]2 but also satisfying the estimate
|{x ∈ [0, 1]2 : |u(x)| ≤ ε}| ≥ 1− ε.
This result extends to higher dimensions by considering this family of coun-
terexamples, and extending them as functions in higher dimensions by ask-
ing that they remain constant in the additional variables. Thus no uniform
sublevel set estimate holds for any operator consisting of the Laplacian in
2 or more of the variables plus additional terms - in particular, we observe
failure for the heat and wave operators in 2 or more spatial dimensions.
We shall also see later how this result can be extended to cover the case of
the heat operator in one spatial dimension.
The above result for the Laplacian is complimented by the result of Steiner-
berger [20]. It states:
Theorem (Steinerberger) [20]. There exists a constant c > 0 depending
only on n so that if u : B → R satisfies ∆u ≥ 1 in B, where B is a unit
Euclidean ball in Rn, then
‖u‖L∞(B) · |{x ∈ B : |u(x)| ≥ c}| ≥ c.
This result is in essence saying that if a sublevel set for some small ε is large,
so that its complement is small, then ‖u‖L∞(B) must be large. Applying this
to the above family of examples, we see that u must be very large somewhere
on the complement of that sublevel set. The intuition for this can be seen
from a basic fact which will be crucial to the main results of this paper -
by considering the averages of a function u over balls as a function of the
radius, we find that the derivative can be quantified exactly in terms of the
Laplacian of u, indicating that functions with large Laplacian should have
“large” variations, which can be quantified in a uniform way.
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It is worth remarking that just as in the Carbery-Christ-Wright Theorem,
the assumptions and hence the conclusions of the statement are invariant
under replacing u by u− c for any real number c.
Steinerberger posed the basic question of whether we can replace ‖u‖L∞(B)
with some power of an Lp norm. An affirmative answer to this question is
given in the following result.
Proposition 1.1. Given an open, bounded Ω ⊆ Rn, there exists a constant
c > 0 depending only on n and Ω so that if u : Ω → R satisfies ∆u ≥ 1 on
Ω, then
‖u‖Lp(Ω) · |{x ∈ Ω : |u(x)| ≥ c}|
1/p′ ≥ c
for each 1 ≤ p ≤ ∞, and p′ the conjugate exponent. Note that c does not
depend on p.
This result may look less interesting in the case p = 1, since then p′ = ∞
and this is just giving a lower bound on the L1 norm. However, the case for
every other p follows from this case, although possibly with a different c. To
see this, let Uε = {x ∈ Ω : |u(x)| < ε}. Then
c ≤
∫
Ω
|u(x)| dx =
∫
Ω∩Uε
|u(x)| dx +
∫
Ω∩Ucε
|u(x)| dx
≤ ε|Ω|+ ‖u‖Lp(Ω) · |{x ∈ Ω : |u(x)| ≥ ε}|
1/p′
where we used Ho¨lder’s inequality to bound the second integral. Taking ε
sufficiently small that ε|Ω| ≤ c/2 gives
c/2 ≤ ‖u‖Lp(Ω) · |{x ∈ Ω : |u(x)| ≥ ε}|
1/p′ .
Note that replacing c/2 and ε with something smaller yields a true inequality,
so the result holds with c′ = min(c/2, ε).
The question of whether we have a lower bound on the L1 norm more gen-
erally arises. In fact, we have:
Proposition 1.2. Let D be a linear differential operator with smooth co-
efficients on an open, bounded set Ω ⊆ Rn. Then there exists c depending
only on n and Ω so that whenever u : Ω→ R satisfies Du ≥ 1 on Ω we have
‖u‖L1(Ω) ≥ c.
Proof. Let φ be a non-negative smooth function with compact support in Ω
with ‖φ‖L1(Ω) 6= 0. Then∫
Ω
φ(x) dx ≤
∫
Ω
Du(x)φ(x) dx =
∫
Ω
u(x)D∗φ(x) dx ≤ ‖u‖L1(Ω)‖D
∗φ‖L∞(Ω).
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Here D∗ denotes the adjoint operator obtained via integration by parts. We
have the desired conclusion with c = ‖φ‖L1(Ω)/‖D
∗φ‖L∞(Ω).
Thus immediately from this proposition and the preceding discussion, we
have that Proposition 1.1 and its analogue for ∆ replaced by any linear
differential operator with smooth coefficients holds trivially. It appears then
that these results do not use much of the structure of the Laplacian and do
not serve as a particularly effective counterpoint to the failure of uniform
sublevel set estimates.
One could continue to ask these questions in the non-linear case - we shall
make some comments on this later - however, it seems more appropriate to
seek a stronger property, one that follows from uniform sublevel set estimates
but does not hold in the great generality of the above result. Taking lower
bounds on the L1 norm as a motivating property, we consider lower bounds
in other Lp norms.
Of course, for 0 < p < q <∞ we have by Ho¨lder’s inequality with exponent
q/p that
(∫
Ω
|u(x)|p dx
)1/p
≤
(∫
Ω
|u(x)|q dx
)(p/q)(1/p) (∫
Ω
1q/(q−p) dx
)((q−p)/q)(1/p)
from which we see that ‖u‖Lp(Ω) ≤ ‖u‖Lq(Ω)|Ω|
(1/p)−(1/q), and likewise for
q =∞. So lower bounds on the Lp quasi-norms for smaller p pose a stronger
result and having already established that lower bounds in L1 hold in great
generality, we should be particularly interested in the spaces Lp for 0 < p <
1. This leads us to the central question of this paper:
Question. Given p ∈ (0, 1) and a (linear) differential operator D on an
open, bounded set Ω, does there exist a constant cp depending only on n,Ω
and p so that whenever Du ≥ 1 on Ω, we have ‖u‖Lp(Ω) ≥ cp?
1.2 Main results
Having formulated our main question, we shall give some affirmative an-
swers. Indeed, for the Laplacian, we have:
Theorem 1.3. Let Ω ⊆ Rn be open and bounded. For each p ∈ (0, 1), there
exists a constant cp depending only on n, Ω and p such that whenever a
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function u : Ω→ R satisfies ∆u ≥ 1 on Ω we have the estimate
‖u‖Lp(Ω) ≥ cp.
Moreover, our proof is not a simple existence proof, but rather it illustrates
how one can obtain such a constant - although we can say nothing of optimal-
ity. The expression for the constant is rather complicated and expressed in
terms of a few parameters that arise in the proof, which will be summarised
in the final steps of the proofs in section 2.4 for reference.
Our proof uses much structure special to functions having ∆u ≥ 1. Firstly,
we use the derivative formula for averages over balls as mentioned earlier, but
we also need a generalisation of the mean value inequality for subharmonic
functions.
Roughly speaking, a function is subharmonic on Ω if its value at each point x
is bounded above by its averages over all balls centred at x. By the derivative
formula, it will easily be seen that for C2 functions, this is exactly when
∆u ≥ 0 throughout Ω. It is known that for locally bounded, non-negative
subharmonic functions, we obtain a mean value inequality for fp, 0 < p < 1,
up to a constant.
These properties have suitable generalisations to the heat operator, and
as a result the proof generalises, although we note that in the case of the
averages considered, we require some slightly non-standard modifications to
get around some technical issues with the usual family of averages for the
heat operator.
Let us denote points in Rn+1 by (x, t) ∈ Rn×R and use ∆x for the Laplacian
in the first n components. The heat operator is H = ∆x − ∂t. We have the
following:
Theorem 1.4. Let Ω ⊆ Rn+1 be open and bounded. For each p ∈ (0, 1),
there exists a constant cp depending only on n, Ω and p such that whenever
a function u : Ω→ R satisfies Hu ≥ 1 on Ω we have the estimate
‖u‖Lp(Ω) ≥ cp.
As we expect, lower bounds on the Lp quasi-norms follow from uniform sub-
level set estimates, since we know that each fixed sublevel set is uniformly
small, and hence its complement is uniformly large, which also gives a uni-
form largeness of the Lp quasi-norm. Indeed, by Chebyshev’s inequality, we
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have for each 0 < p <∞ and ε > 0
ε|{x ∈ Ω : |u(x)| ≥ ε}|1/p ≤ ‖u‖Lp(Ω).
Hence if u is in the class of functions so that |{x ∈ Ω : |u(x)| ≤ ε}| ≤ Cεδ,
we have |{x ∈ Ω : |u(x)| ≥ ε}| ≥ |Ω| − Cεδ ≥ |Ω|/2 for some small choice of
ε, and then we have the desired inequality with ε(|Ω|/2)1/p.
This creates a strict hierarchy of problems. We have that uniform oscillatory
integral estimates imply uniform sublevel set estimates, and these imply
lower bounds on each Lp norm, with the L1 case being weak enough that it
includes the case of all linear differential operators with sufficiently regular
coefficients. It is not yet clear how the case of Lp for 0 < p < 1 fits in - does a
uniform lower bound on the Lp norm for functions satisfying Du ≥ 1 hold for
any linear differential operator, say with smooth or constant coefficients, or
do these results imply something of serious interest regarding the structure
of such functions?
In this direction, we shall consider the “Lp means” for p ≤ 0, and note some
connections to the uniform sublevel set problem which provide evidence for
the naturality of our questions.
It is clear, at least, that the proofs in this paper are crucially linked with
properties of the Laplacian and heat operators which do not hold in gen-
eral. It is also worth remarking that we state some intermediate results,
some of which are reformulations of existing results to suit this paper, oth-
ers generalising existing results in a new context, which may suggest further
applicability. In particular, we give a straightforward generalisation of a re-
sult of Pavlovic´ [13] on passing from mean value inequalities for non-negative
functions f to mean value inequalities for fp, 0 < p < 1, originally stated
for Euclidean balls but which can be extended to deal with different dilation
structures, such as the parabolic scaling we will use when considering the
heat operator.
The paper will be structured as follows. Section 2 contains the proofs of
the main results, as well as some other results that are required in the proof
and may be of interest more generally. Section 3 expands on some topics
mentioned in this introduction that merit some more in-depth discussion
and proofs. Section 4 collects some questions appearing elsewhere in the
paper and poses some further naturally-arising questions.
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2 Proofs of the main results
Both of the main theorems will be proven using the same scheme, with the
heat operator case requiring some more involved calculations and some more
complicated averages, but otherwise nothing inherently more sophisticated.
The key ingredient in both cases is a formula for the growth rate of an
appropriate family of averages. These formulae are often absorbed into
proofs of mean value formulae, so for the sake of completeness we produce
them here in a way that emphasises their applicability.
The idea of the proof is as follows. Once we have these formulae for the
growth rates in terms of the Laplacian/heat operator, we can say that u ≤ c
on Ω implies u ≤ c− d on some fixed smaller set, for some d > 0 depending
on the domain but not on u or c. If we pick c > 0 so that c−d is negative, it
now follows that either u > c somewhere in Ω or u < c− d < 0 everywhere
on some fixed smaller set. The latter case trivially gives a lower bound on
the Lp norm for any 0 < p ≤ ∞.
To deal with the former case, we suppose that there is a point x with u(x) > c
that is some fixed distance R from the boundary - just apply the above
argument with a different initial set, obtaining a different value of d. In
turn we choose a different c. We then use the basic consequence of the
derivative formula - the mean value inequality - which we shall see implies
a mean value inequality for up+ (where u+ denotes the positive part of u).
Since R > 0 is fixed, rearranging the resulting inequality gives a lower bound
on the Lp quasi-norm in some subset of Ω, which completes the proof.
In the following proofs u will denote a smooth function1 on a bounded open
set Ω.
2.1 Proof of Theorem 1.3, first part
The derivative formula for the Laplacian is entirely routine and well-known.
Proposition 2.1. Consider for BR(x) ⊆ Ω the function φ : [0, R] → R
given by φ(0) = u(x) and the average
1
|Br|
∫
Br(x)
u(y) dy
1In fact C2 is enough for this proof, but in view of the remarks of section 3.3 on how
uniformity allows us to take limits in the inequality, we needn’t be too precise.
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for 0 < r ≤ R. Clearly φ is continuous on [0, R], and on the open interval
(0, R) we have
φ′(r) =
1
|Br|
∫
Br(x)
r2 − |x− y|2
2r
∆u(y) dy. (1)
Here Br(x) denotes the Euclidean ball of radius r centred at x, and |Br| is
the Lebesgue measure of the ball.
Proof. Using the change of variables y = x− ry˜ we have
φ(r) =
1
|B1|
∫
B1(0)
u(x− ry˜) dy˜.
Differentiating under the integral and changing variables again we have
φ′(r) =
1
|B1|
∫
B1(0)
∇u(x− ry˜) · (−y˜) dy˜
=
1
|Br|
∫
Br(0)
∇u(y) ·
y − x
r
dy.
Now using polar coordinates, with σs being the induced surface measure on
the sphere of radius s, we have
φ′(r) =
1
|Br|
∫ r
0
∫
∂Br(x)
∇u(y) ·
y − x
r
dσs(y) ds
=
1
|Br|
∫ r
0
s
r
∫
∂Bs(x)
∇u(y) ·
y − x
s
dσs(y) ds
=
1
|Br|
∫ r
0
s
r
∫
Bs(x)
∆u(y) dy ds
where in the last step we used Gauss’ Divergence Theorem. We again apply
polar coordinates to the inner integral and apply Fubini’s Theorem.
φ′(r) =
1
|Br|
∫ r
0
s
r
∫ s
0
∫
∂Bt(x)
∆u(y) dσt(y) dt ds
=
1
|Br|
∫ r
0
∫ r
t
s
r
∫
∂Bt(x)
∆u(y) dσt(y) ds dt
=
1
|Br|
∫ r
0
∫
∂Bt(x)
r2 − t2
2r
∆u(y) dσt(y) dt.
Noting t = |x− y| on ∂Bt(x) completes the calculation.
10
For later reference, we note the following immediate corollary:
Corollary 2.2. Whenever u : Ω→ R satisfies ∆u ≥ 0 in Ω and BR(x) ⊆ Ω,
we have
u(x) ≤
1
|BR|
∫
BR(x)
u(y) dy
and the same inequality is also true for u replaced with u+(x) = max(u(x), 0)
The second statement follows from the first because the average of u+ is no
less than the average of u, and 0 is always no greater than the average of
the non-negative function u+.
Claim 2.3. Let u : Ω → R satisfy ∆u ≥ 1 in Ω and let ΩR denote the set
of points x in Ω so that BR(x) ⊆ Ω. Then if u ≤ c on Ω, we have that
u ≤ c−KnR
2 on ΩR, where
Kn = 1/(2n + 4)
Proof. This follows from the derivative formula (1). We shall denote by
|∂Bs| = |∂B1|s
n−1 the total surface measure of the sphere of radius s, and
using the assumption ∆u ≥ 1, we have that the derivative φ′(r) is bounded
below by
1
|Br|
∫ r
0
|∂B1|s
n−1 r
2 − s2
2r
ds =
|∂B1|
|Br|
(
rn+2
2rn
−
rn+2
2r(n+ 2)
)
=
|∂B1|
|B1|
(
1
2n
−
1
2(n+ 2)
)
r
= n
(
1
2n
−
1
2(n + 2)
)
r
=
r
n+ 2
.
Now whenever x ∈ ΩR, we have by the fundamental theorem of calculus
that u(x) = φ(0) = φ(R)−
∫ R
0 φ
′(r) dr, which along with ∆u ≥ 1 gives
u(x) =
1
|BR|
∫
BR(x)
u(y) dy −
∫ R
0
1
|Br|
∫
Br(x)
r2 − |x− y|2
2r
∆u(y) dy dr
≤ c−
∫ R
0
r
n+ 2
dr ≤ c−
R2
2n + 4
= c−KnR
2.
Corollary 2.2 paired with Claim 2.3 and the discussion of mean value inequal-
ities in section 2.3 are the only ingredients used in the proof of Theorem 1.3.
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2.2 Proof of Theorem 1.4, first part
For the heat operator case, we shall first define some notation. Let Φn be
the standard heat kernel on Rn+1,
Φn(x, t) :=
1
(4pit)n/2
e−|x|
2/4t.
The heatball centred at (x, t) of radius r > 0 is the compact set
E(x, t; r) := {(x, t)} ∪ {(y, s) ∈ Rn+1 : s ≤ t, Φn(t− s, x− y) ≥ 1/r
n}.
Note that except for at (x, t), Φn(t− s, x− y) = 1/r
n on the boundary.
For convenience we shall also use E(r) to denote {(x, t) : Φn(x, t) ≥ 1/r
n}.
Notice that |E(x, t; r)| = |E(r)| = rn+2|E(1)|, a fact that follows from the
parabolic scaling (y, s) 7→ (ry, r2s) taking E(1) to E(r).
Whenever the heatball E(x, t;R) is in Ω, we shall consider the functions
φ : [0, R]→ R given by φ(0) = u(x, t) and
φ(r) =
1
4rn
∫
E(x,t;r)
u(y, s)
|x− y|2
(t− s)2
dy ds
for 0 < r ≤ R. These averages were considered in a paper of Watson [21], in
which a theory of subtemperatures, analogous to the theory of subharmonic
functions, was developed.
In the paper of Watson [21], it is seen that
1
4rn
∫
E(x,t;r)
|x− y|2
(t− s)2
dy ds = 1
which is where the normalisation in the above definition comes from. How-
ever, as the precise normalisation will not be important for us, and in order
to give a self-contained treatment in this paper, the reader may wish instead
to think of the factor of 4rn being written as
V (r) :=
∫
E(r)
|y|2
s2
dy ds = rnV (1).
The equality V (r) = rnV (1) follows from parabolic scaling. That this quan-
tity is finite can be seen quite easily in higher dimensions, and the techniques
we will use are suggestive of methods used to account for unboundedness of
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the kernel of the averages, |x− y|2/(V (r)(t− s)2). In fact, we will only need
this result in higher dimensions.
By rearranging the formula defining the level set in E(r), we can give the
equivalent expression {(y, s) : 0 < s ≤ r2/4pi, |y| ≤ (2ns log(r2/4pis))1/2}.
The integral becomes
V (r) =
∫ r2/4pi
0
∫
|y|≤(2ns log(r2/4pis))1/2
|y|2
s2
dy ds
=
∫ r2/4pi
0
∫
|y|≤1
|y|2
s2
(2ns log(r2/4pis))(n+2)/2 dy ds
=
∫
|y|≤1
|y|2 dy
∫ r2/4pi
0
(
2ns1−
4
n+2 log(r2/4pis)
)(n+2)/2
ds.
The y integral is clearly finite and easy to compute. For n ≥ 3, the integrand
in the s integral is bounded, extending continuously to s = 0 - indeed, it is
clear that s1−
4
n+2 log(r2/4pis) tends to 0 as s→ 0.
Now, we have already observed that the kernel for these averages is un-
bounded, which will cause problems when we try to establish mean value
inequalities for up+. Nevertheless, we will later consider a modified kernel
which is bounded, and hence the associated measure can be controlled by
a multiple of the Lebesgue measure, so that the arguments of section 2.4
will work. The approach will be to add in some extra spatial variables,
apply the derivative formula in higher dimensions, but integrate out the ex-
tra variables appearing in the kernel to get a new, bounded kernel in lower
dimensions, in a manner not unlike the above calculation.
First, however, we shall give a proof of the derivative formula for heatballs.
This proof is due to Evans [3], but it is not explicitly given there, instead
being absorbed into the proof of the corresponding mean value formula for
the heat equation.
Proposition 2.4. The function φ defined above is continuous on [0, R], and
in the interval (0, R) its derivative is given by
φ′(r) =
n
rn+1
∫
E(x,t;r)
Hu(y, s) log(rnΦn(x− y, t− s)) dy ds. (2)
Proof. Using the translation and rescaling y = x− ry˜, s = t− r2s˜, we have
φ(r) =
1
4
∫
E(1)
u(x− ry˜, t− r2s˜)
|y˜|2
s˜2
dy˜ ds˜.
13
Continuity of φ is obvious from the smoothness of u in a neighbourhood of
E(x, t; r), and noting that the normalisation V (1) = 4 in these averages is
the correct one. We can differentiate under the integral to obtain
φ′(r) = −
1
4
∫
E(1)
(
2rsut +
n∑
i=1
uxiyi
)
|y|2
s2
dy ds
suppressing the argument (x − ry, t − r2s) of uxi and ut. Scaling back we
have
φ′(r) = −
1
4rn+1
∫
E(r)
(
2sut +
n∑
i=1
uxiyi
)
|y|2
s2
dy ds
with the argument (x − y, t − s) suppressed. For convenience let us denote
ψ(y, s) = log(rnΦn(y, s)) = n log(r) − (n/2) log(4pis) − |y|
2/4s. We have
ψxi(y, s) = −yi/2s and thus∫
E(r)
2sut
|y|2
s2
dy ds = −4
∫
E(r)
ut
n∑
i=1
ψxi(y, s)yi dy ds.
Noting that ψ(y, s) = 0 on the boundary of E(r), we can use integration by
parts ψxi and yiu(x− y, t− s) to get that this equals
4
∫
E(r)
ψ
n∑
i=1
(ut − yiutxi) dy ds = 4
∫
E(r)
ψ
(
nut −
n∑
i=1
yiutxi
)
dy ds.
Focusing on the second term, we have
− 4
∫
E(r)
n∑
i=1
ψ(y, s)yi
∂
∂s
(−uxi(x− y, t− s)) dy ds
= − 4
∫
E(r)
n∑
i=1
ψt(y, s)uxi(x− y, t− s)yi dy ds
= − 4
∫
E(r)
n∑
i=1
(
|y|2
4s2
−
n
2s
)
uxi(x− y, t− s)yi dy ds
and hence∫
E(r)
2sut
|y|2
s2
dy ds = 4
∫
E(r)
[
nutψ −
n∑
i=1
(
|y|2
4s2
−
n
2s
)
uxiyi
]
dy ds.
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All together this gives
φ′(r) =
−1
4rn+1
∫
E(r)
[
4nutψ − 4
n∑
i=1
(
|y|2
4s2
−
n
2s
)
uxiyi +
n∑
i=1
uxiyi
|y|2
s2
]
dy ds
=
−1
4rn+1
∫
E(r)
[
4nutψ − 4
n∑
i=1
−n
2s
uxiyi
]
dy ds
=
n
rn+1
∫
E(r)
[(
n∑
i=1
−yi
2s
uxi(x− y, t− s)
)
− ut(x− y, t− s)ψ
]
dy ds.
Since ψxi(y, s) = −yi/2s and ψ is 0 on the boundary of E(r), an integration
by parts in yi for each term of the sum yields
φ′(r) =
n
rn+1
∫
E(r)
∆u(x− y, t− s)− ut(x− y, t− s)ψ dy ds
=
n
rn+1
∫
E(r)
Hu(x− y, t− s)ψ(y, s) dy ds
=
n
rn+1
∫
E(x,t;r)
Hu(y, s) log(rnΦ(x− y, t− s)) dy ds
as desired.
As before, we have the following immediate corollary
Corollary 2.5. Whenever u : Ω→ R satisfies Hu ≥ 0 in Ω and the heatball
E(x, t;R) ⊆ Ω, we have
u(x, t) ≤
1
4rn
∫
E(x,t;R)
u(y, s)
|x− y|2
(t− s)2
dy ds
and the same inequality is also true for u replaced with u+(x) = max(u(x), 0).
Claim 2.6. Let u : Ω → R satisfy Hu ≥ 1 in Ω and let ΩR denote the set
of points (x, t) in Ω so that E(x, t;R) ⊆ Ω. Then if u ≤ c on Ω, we have
that u ≤ c−KnR
2 on ΩR, where
Kn = (n
2/2)|E(0, 0; 1)|en+2
Proof. By the fundamental theorem of calculus for φ and the derivative
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formula (2), we have
u(x, t) = φ(0) = φ(R)−
∫ R
0
φ′(r) dr
=
1
4rn
∫
E(x,t;r)
u(y, s)
|x− y|2
(t− s)2
dy ds
−
∫ R
0
n
rn+1
∫
E(x,t;r)
Hu(y, s) log(rnΦn(x− y, t− s)) dy ds dr.
Note that log(rnΦn(x − y, t − s)) is positive on the heatball E(x, t; r), and
is at least n on the heatball E(x, t; r/e). Hence we have the bound∫
E(x,t;r)
Hu(y, s) log(rnΦn(x− y, t− s)) dy ds ≥ n|E(x, t; r/e)|.
The right hand side is equal to n|E(x, t; 1)|(r/e)n+2 = n|E(0, 0; 1)|(r/e)n+2 =:
Cnr
n+2. We use this bound together with the bound φ(R) ≤ c (which follows
from u ≤ c in Ω) to obtain that for (x, t) ∈ ΩR,
u(x, t) ≤ c−
∫ R
0
Cnnr dr = c−KnR
2.
We stress again that Corollary 2.5 and Claim 2.6 are not sufficient as is,
which is why we must introduce one more ingredient - averages over the
so-called “modified heatballs”. This idea was used by Kuptsov [10], our
treatment follows a paper by Watson [22] giving a review of the main ideas
and some further results. We shall only require some basic facts, which we
summarise here.
Fix m ≥ 3. Starting with a function u on an open subset Ω of Rn+1,
we examine the above averages φ for a function u˜ on Rm × Ω, defined by
extending u independent of the first m variables - that is, for ξ ∈ Rm,
(x, t) ∈ Ω, set u˜(ξ, x, t) = u(x, t) and consider the averages φ for u˜, which
clearly take the form
φ(r) =
1
4rm+n
∫
E(ξ,x,t;r)
|x− y|2 + |ξ − η|2
(t− s)2
u(y, s) dη dy ds.
Since u does not depend on η, we can carry out the integration in η. As
above, we rearrange the superlevel set formula defining the heatball to ob-
serve that E(ξ, x, t; r) is the set of (η, y, s) satisfying
0 ≤ t− s ≤ r2/4pi, |x − y|2 + |ξ − η|2 ≤ 2(m+ n)(t− s) log(r2/4pi(t− s)).
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The (n,m)-modified heatball is the projection of E(ξ, x, t; r) onto the last
n + 1 coordinates, denoted Em(x, t; r), and by carrying out the integration
in η we obtain a new kernel on Em(x, t; r) that will be bounded for large
enough m, as we shall demonstrate. Explicitly, we may write
Em(x, t; r) = {(y, s) : Φm+n(0, x− y, t− s) ≥ 1/r
m+n}
= {(x− ry, t− r2s) : Φm+n(0, y, s) ≥ 1}.
For fixed y, s, we must integrate over |ξ− η| ≤ A = A(x− y, t− s), given by
A(x− y, t− s) :=
(
2(t− s)(m+ n) log
(
r2
4pi(t− s)
)
− |x− y|2
)1/2
.
We compute the integral in polar coordinates∫
|ξ−η|≤A
|ξ − η|2 + |x− y|2
(t− s)2
dη = |∂B1|
∫ A
0
r2 + |x− y|2
(t− s)2
rm−1 dr
=
|∂B1|
(t− s)2
(
Am+2
m+ 2
+ |x− y|2
Am
m
)
=
|B1|
(t− s)2
Am
(
mA2
m+ 2
+ |x− y|2
)
where we used the basic formula |∂B1| = m|B1|. Hence we may write
φ(r) =
1
4rm+n
∫
Em(x,t;r)
|B1|
(t− s)2
Am
(
mA2
m+ 2
+ |x− y|2
)
u(y, s) dy ds
=
1
rn+2
∫
Em(x,t;r)
|B1|r
2−m
4(t− s)2
Am
(
mA2
m+ 2
+ |x− y|2
)
u(y, s) dy ds.
We will see that the non-negative quantity
|B1|r
2−m
4(t− s)2
Am
(
mA2
m+ 2
+ |x− y|2
)
is bounded above on Em(x, t; r) by some constant independent of x, t and r.
Indeed, noting that the points of Em(x, t; r) are of the form (x− ry, t− r
2s)
for y and s satisfying Φm+n(0, y, s) ≥ 1, we may rewrite the expression as
κm,n(y, s) :=
|B1|
4s2
[A˜(y, s)]m
(
m[A˜(y, s)]2
m+ 2
+ |y|2
)
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where Φm+n(0, y, s) ≥ 1 and
A˜(y, s) =
(
2s(m+ n) log
(
1
4pis
)
− |y|2
)1/2
.
Substituting the value of A˜2 into the brackets gives
κm,n(y, s) =
|B1|
2m+ 4
A˜m
(
m(m+ n)
s
log
(
1
4pis
)
+
|y|2
s2
)
.
It is clear that this is continuous in (y, s) on the set where Φm+n(0, y, s) ≥ 1,
so once we show the limit exists as (y, s) → (0, 0) in the superlevel set, we
will have that κm,n extends continuously to the reflection of the modified
heatball Em(0, 0; 1), that is, {(0, 0)}∪{(y, s) : Φm+n(0, y, s) ≥ 1}, a compact
set, and is therefore bounded.
Observe that A˜m is bounded by (2s(m+n) log(1/4pis))m/2, and also that in
(the reflection of) the modified heatball we have |y|2 ≤ 2s(m+n) log(1/4pis),
so κm,n can be bounded by a constant depending on n and m times
s(m−2)/2 log
(
1
4pis
)(m+2)/2
.
Similarly to before, we can easily see that as s goes to 0, provided m ≥ 3,
this quantity goes to 0, hence κm,n extends continuously to (0, 0) and is thus
bounded above.
We note that as we are to maximise κm,n over the set
E :={(0, 0)} ∪ {(y, s) : Φm+n(0, y, s) ≥ 1}
={(y, s) ∈ Rn+1 : 0 ≤ s ≤ 1/4pi, |y|2 ≤ 2s(m+ n) log(1/4pis)},
and from the latter expression it is apparent that κm,n is equal to 0 on the
boundary of E, and differentiable in the interior, we see that the maximum
is attained in the interior of E, thus may be found by basic calculus. The
determination of this maximum, which we shall denote by Mm,n, is entirely
routine and so has been placed into Appendix A. We have
Mm,n = |B1|
2pi
e
(
2(m+ n)(m+ 2)
(4pie)(m − 2)
)m/2(m(m+ n)
m− 2
)
.
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Proposition 2.7. Let m ≥ 3 and let Mm,n be as above. Suppose u : Ω →
R satisfies Hu ≥ 0 on Ω and let u+ be the positive part of u, that is,
u+(y, s) = max(u(y, s), 0). Then whenever the modified heatball Em(x, t;R)
is contained in Ω, we have
u+(x, t) ≤
Mm,n
Rn+2
∫
Em(x,t;R)
u+(y, s) dy ds
We remark that it is clear that the modified heatball is smaller when m is
smaller, thus in this proposition, the conclusion is strongest when m and
Mm,n are as small as possible. We shall make no attempt to optimise this
for any particular n.
Proof. It follows from Corollary 2.5 that for ξ ∈ Rm,
u+(x) ≤
1
4Rm+n
∫
E(ξ,x,t;R)
u+(y, s)
|x− y|2 + |ξ − η|2
(t− s)2
dη dy ds.
We have just seen that the right hand side can be rewritten as
1
Rn+2
∫
Em(x,t;R)
|B1|r
2−m
4(t− s)2
Am
(
mA2
m+ 2
+ |x− y|2
)
u+(y, s) dy ds
which can be bounded above by
Mm,n
Rn+2
∫
Em(x,t;R)
u+(y, s) dy ds
since u+ is non-negative.
To conclude the proofs of Theorems 1.3 and 1.4, it remains to give some
discussion of mean value inequalities.
2.3 Mean value inequalities
We shall generalise a theorem of Pavlovic´ [13], which for non-negative func-
tions f will allow us to pass from mean value inequalities for f to mean
value inequalities for fp, 0 < p < 1. The formulation below is not the most
general, but sufficient for our purposes, and requires only minor adjustments
to Pavlovic´’s proof.
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The result was originally proven by Pavlovic´ for averages over Euclidean
balls, but we will see that the result remains true for averages associated to
a system of objects with associated centres and radii. We obtain this system
by fixing some set and group of dilations, and constructing this system by
dilating then translating the initial set.
Remarks:
• One can also easily establish that for non-negative functions f satis-
fying mean value inequalities, a mean value inequality holds for fp,
1 < p <∞, by using Jensen’s inequality.
• There are many proofs of this result for Euclidean balls, we have chosen
a simple proof that leads easily to some helpful generalisations.
• There are extensions of this result on manifolds that seem suitable for
generalisation, see Li & Schoen [11].
• This proof cannot effectively deal with unbounded weights such as
those naturally arising for heatballs, hence the modified heatballs con-
sidered in the previous subsection.
Set-up. Fix an open, bounded set B ⊆ Rn containing 0. We will call this
the unit ball at 0. Consider a group of dilations D = {δr : r > 0} given
by δr(x1, . . . , xn) = (r
λ1x1, . . . , r
λnxn) for some positive numbers λ1, . . . , λn.
Define the degree of homogeneity A = λ1+ · · ·+λn. Denote by Br the image
of B under δr, and call this the ball of radius r at 0. Translation of Br by a
fixed element a ∈ Rn will be denoted Br(a), and we will call this the ball of
radius r at a. We will call the collection of balls arising in this way a system
of balls associated to the pair (B,D).
Note that
δs(Br(a)) = δs(a+Br) = δs(a+ δr(B)) = δs(a) + δsδr(B) = Brs(δs(a)).
Initial assumption. We will ask that on B there exists a “radius func-
tion” with good properties. Namely, we ask for the existence of a bounded,
positive measurable function R on B so that BR(a)(a) ⊆ B, and moreover,
whenever x ∈ BR(a)(a), we have R(a)/R(x) bounded above by some con-
stant K independent of a and x. In fact, we will show that a radius function
always exists in this set-up.
Observing that it is sufficient to suppose the existence of radius function
with this property is the key idea that generalises Pavlovic´’s proof. For
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Euclidean balls, they used R(a) = (1 − |a|)/2 for a ∈ B in place of what
we call a radius function. This fits into the framework considered here in
the obvious way - the dilation structure is just the usual scaling by r, and
clearly R(a)/R(x) is bounded above by 2 on BR(a)(a), since |x| ≤ (1+ |a|)/2
for x ∈ BR(a)(a), and so 1 − |x| ≥ (1 − |a|)/2, which rearranges to give the
bound.
Notation. For a given C > 0, consider the set S(B,D,C) of functions
satisfying mean value inequalities with constant C for the system of balls
associated to (B,D). That is, S(B,D,C) is the set of those locally bounded
non-negative functions f defined on open subsets Ω of Rn with
f(a) ≤
C
rA
∫
Br(a)
f(x) dx
wheneverBr(a) ⊆ Ω. Note that we do not assume the functions in S(B,D,C)
share a common domain; the set Ω is not fixed.
Theorem 2.8. In the setting described above, there exists a constant C˜p
such that f ∈ S(B,D,C) ⇒ fp ∈ S(B,D, C˜p) where 0 < p < 1. That is,
for a choice of “ball” and a dilation structure on Rn, provided a suitable
radius function exists, we have that whenever f : Ω→ R is a locally bounded
non-negative function on an open set Ω having
f(a) ≤
C
rA
∫
Br(a)
f(x) dx
whenever Br(a) ⊆ Ω, then we also have
f(a)p ≤
C˜p
rA
∫
Br(a)
f(x)p dx
whenever Br(a) ⊆ Ω.
Moreover, we can take C˜p to be 2R(0)
−A(2KA)(1−p)/pC.
Proof. Observe that for each a ∈ Rn, s > 0, and f ∈ S(B,D,C), the
function f˜ given by f˜(·) = f(a+ δs(·)) is also in S(B,D,C). This is because
the collection of mean value inequalities is invariant under the change of
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variables y = a+ δs(y˜), explicitly we have
f(y0) ≤
C
rA
∫
Br(y0)
f(y) dy
⇔ f˜(y˜0) ≤ C
(s
r
)A ∫
Br/s(y˜0)
f˜(y˜) dy˜
where y˜0 = (δ1/s(y0 − a)). Hence for a given r > 0, a ∈ R
n, the inequality
f(a)p ≤
C˜
rA
∫
Br(a)
f(x)p dx (3)
for Br(a) ⊆ Ω, is equivalent by the change of variables x = a+ δr(y) to
f˜(0)p ≤ C˜p
∫
B
f˜(y)p dy (4)
for the function f˜ ∈ S(B,D,C) given by f˜(·) = f(a + δr(·)). Thus if we
prove the inequality (4) for each f˜ ∈ S(B,D,C) defined in a neighbourhood
of B, the inequality (3) holds for each r > 0, a ∈ Rn.
Relabelling f˜ by f , it remains to prove inequality (4) for each f ∈ S(B,D,C)
defined in a neighbourhood of B. It is assumed that f is locally bounded,
thus bounded on B. Now note that the radius function R is necessarily
bounded above by 1, for if there were x such that R(x) > 1, then the
volume |BR(x)(x)| = R(x)
A|B| > |B| but BR(x)(x) ⊆ B, a contradiction.
Hence f(x)pR(x)A is bounded on B. Thus there exists a ∈ B such that
f(x)pR(x)A ≤ 2f(a)pR(a)A. (5)
The result is trivial if f(a) = 0 as then f is identically 0 on B, so suppose
f(a) 6= 0. Now in particular, for x ∈ BR(a)(a) we have
f(x)p ≤ 2f(a)p
(
R(a)
R(x)
)A
≤ 2KAf(a)p. (6)
We may raise this to the power (1− p)/p to obtain
f(x)1−p ≤ (2KA)(1−p)/pf(a)1−p. (7)
Now apply the mean value inequality on BR(a)(a). We have
f(a) ≤
C
R(a)A
∫
BR(a)(a)
f(x) dx.
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Multiplying both sides by R(a)A and using the bound (7) we obtain
f(a)R(a)A ≤ (2KA)(1−p)/pCf(a)1−p
∫
BR(a)(a)
f(x)p dx.
Cancelling f(a)1−p from both sides gives
f(a)pR(a)A ≤ (2KA)(1−p)/pC
∫
BR(a)(a)
f(x)p dx.
We can lower bound the expression on the left by (1/2)R(0)Af(0)p by using
the bound (5), and we can bound the integral on the right from above by
the integral of fp over all of B. Rearranging gives the desired inequality
with C˜p = 2R(0)
−A(2KA)(1−p)/pC.
In fact, there is a further generalisation that we could make, observed by
Riihentaus [17], that the same proof works for concave surjections satisfying
the “∆2-condition”. This generalisation was established for averages over
Euclidean balls, but fits with our generalisation. We have:
Theorem 2.9. Let (B,D) be a system of balls and suppose there exists a
radius function R as in the previous theorem. Now let φ : R≥0 → R≥0 be a
concave surjection with inverse satisfying the ∆2-condition, that is, there is
a constant cφ ≥ 1 so that for every t we have φ
−1(2t) ≤ cφφ
−1(t). Then there
exists Cφ depending on C, K, A, R(0) and cφ so that every f ∈ S(B,D,C)
has φ ◦ f ∈ S(B,D,Cφ).
We highlight the modifications of Riihentaus needed for the proof of The-
orem 2.8 to generalise. Equation (5) should be replaced by the existence
of an a ∈ B so that φ(f(x))R(x)A ≤ 2φ(f(a))R(a)A. Then equation (6)
holds with φ ◦ f in place of fp. In particular we have φ(f(x)) ≤ 2mφ(f(a))
in BR(a)(a) for some m ∈ N depending on K and A. Iterating the ∆2-
condition gives f(x) ≤ cmφ f(a) in BR(a)(a).
We note that as φ is concave and φ(0) = 0, the function t/φ(t) is non-
decreasing. Thus
u(y)
φ(u(y))
≤
cmφ u(a)
φ(cmφ u(a))
≤ cmφ
u(a)
φ(u(a))
as cφ ≥ 1. The rest of the proof is as before - use the mean value inequality
on BR(a)(a), multiply and divide by φ(f(x)) in the integral, use the bound
just derived and φ(f(x))R(x)A ≤ 2φ(f(a))R(a)A to conclude.
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Next, we shall establish the earlier claim that radius functions exist in the
setting described above. We have:
Proposition 2.10. Let B be an open, bounded subset of Rn containing 0,
D a group of dilations δr given by δr(x1, . . . , xn) = (r
λ1x1, . . . , r
λnxn) for
some positive numbers λ1, . . . , λn, and Br(a) be the associated balls. Then
there exists a positive lower semi-continuous function R on B such that for
all a ∈ B, BR(a)(a) ⊆ B, and R(a)/R(x) ≤ 4 whenever x ∈ BR(a)(a). In
particular, R is measurable.
We remark that in this proof, the radius function we obtain is probably
quite bad in many cases, in the sense that the value of R(0) is probably
small (and hence C˜p is large) unless B is quite nice, for example, if B is
convex. This is because we essentially construct a radius function adapted
to boxes, rather than the geometry of the set, which we use to regain the
property that r < s⇒ Br ⊆ Bs, which can fail in general. Also, if all λi ≥ 1,
we can replace the definition of R in the proof with its double, and obtain
further that R(a)/R(x) ≤ 2 for x ∈ BR(a)(a) by the obvious modifications.
Proof. Pick a box B˜ = (−y1, y1)×· · ·×(−yn, yn) containing B, and use B˜r(a)
to denote the system of balls associated to the pair (B˜,D). For a ∈ B, let
R(a) := sup{r > 0 : B˜(a) ⊆ B}/4. We will see that this R has the desired
properties.
Firstly, note that as B is open and the diameter of B˜r tends to 0 as r → 0,
the set in the definition of R is non-empty so R is well-defined and positive.
Furthermore, B˜r ⊆ B˜s whenever r < s, and by definition there is s > R(a)
with B˜s ⊆ B, hence BR(a)(a) ⊆ B˜R(a)(a) ⊆ B˜s(a) ⊆ B.
Also, R is lower semi-continuous. We need to check that for any y < R(a),
there is a neighbourhood of a so that R(x) > y in that neighbourhood. By
the definition of R, there is r > y so that B˜4r(a) ⊆ B. Choose r0 ∈ (y, r).
It suffices to find a neighbourhood U of a so that B˜4r0(x) ⊆ B for x in
that neighbourhood. Take U = {x : |xi − ai| < [(4r)
λi − (4r0)
λi ] · |yi|}. It
immediately follows from the triangle inequality that B˜4r0(x) ⊆ B˜4r(a).
Finally, let x ∈ BR(a)(a). We will show R(a)/R(x) ≤ 4. Note that also
x ∈ B˜R(a)(a), and as we are considering dilates of an open box, we have in
particular that x ∈ B˜r(a) for some r < R(a). We claim that B˜R(a)(x) ⊆ B.
As x ∈ B˜r(a) = a + B˜r, we have B˜R(a)(x) = x + B˜R(a) ⊆ a + B˜r + B˜R(a).
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We have
B˜r + B˜R(a) =
n∏
i=1
(−(rλi +R(a)λi)yi, (r
λi +R(a)λi)yi).
But (−(rλi+R(a)λi)yi, (r
λi+R(a)λi)yi) ⊆ (−2(r+R(a))
λiyi, 2(r+R(a))
λiyi)
since zλi1 + z
λi
2 ≤ 2(z1 + z2)
λi 2. Hence B˜r + B˜R(a) ⊆ B˜2(r+R(a)) and thus
B˜R(a)(x) ⊆ B˜2(r+R(a))(a) ⊆ B, the last inclusion by the definition of R, that
2(r +R(a)) < 4R(a) and the fact that the dilates of B˜ are nested.
It follows that R(x) ≥ (1/4)R(a), which completes the proof.
Finally, we make some comments about heatballs, and more generally mean
value inequalities where the “centre” is not in the interior of the object.
Specifically, let B be some open bounded set not containing 0, and consider
the system of balls generated by dilating then translating this set. Do mean
value inequalities for non-negative functions f in this system imply mean
value inequalities for fp?
Our proof does not generalise in a straightforward way to this case. However,
we can consider another open, bounded set B˜ containing B ∪ {0}, and take
that to be our new unit ball. Since Br(a) ⊆ B˜r(a) for all a and r, and we
are considering non-negative functions in particular, it is clear that integrals
over Br(a) are bounded above by integrals over B˜r(a) and hence mean value
inequalities associated to (B,D) imply mean value inequalities associated to
(B˜,D), that is, S(B,D,C) ⊆ S(B˜,D,C). Theorem 2.8 applies and gives
f ∈ S(B,D,C)⇒ fp ∈ S(B˜,D, C˜p).
This is sufficient for our purposes, but begs the question of whether we
can avoid replacing B by B˜, perhaps at least in the case where 0 is on the
boundary of B, as in the heatball case.
2.4 Completing the proofs
Proof of Theorem 1.3. We first pick R1 > 0 so that ΩR1 , the set of points
x in Ω such that BR1(x) ⊆ Ω, has positive measure. Note that ΩR1 is open
and bounded. Choose R2 > 0 such that (ΩR1)R2 = ΩR1+R2 has positive
measure. Now let c > 0 be such that c−KnR
2
2 < 0, where Kn = 1/(2n+4)
2zλi1 + z
λi
2 ≤ 2max(z1, z2)
λi ≤ 2(z1 + z2)
λi , or if λi ≥ 1 we get z
λi
1 + z
λi
2 ≤ (z1 + z2)
λi
by convexity.
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is as in Claim 2.3. Then by Claim 2.3, if u ≤ c on ΩR1 , we have u ≤ c−KnR
2
2
on ΩR1+R2 and hence ‖u‖Lp(Ω) ≥ ‖u‖Lp(ΩR1+R2) ≥ |c−KnR
2
2| · |ΩR1+R2 |
1/p.
Otherwise there exists x0 ∈ ΩR1 such that u(x0) > c.
By Corollary 2.2 we have that the positive part of u, u+(x) = max(u(x), 0),
satisfies a mean value inequality. We apply Theorem 2.8. In the terminology
of the theorem, we have C = 1/|B1|, and radius function R(a) = (1−|a|)/2,
K = 2 and A = n. Thus for each p ∈ (0, 1) we get a mean value inequality
for up+, with constant C˜p = 2R(0)
−A(2KA)(1−p)/pC = 21−n+
(n+1)(1−p)
p /|B1|,
in particular, applied at x0 we obtain
cp ≤ up+(x0) ≤
C˜p
Rn1
∫
BR1(x)
up+(x) dx.
Bounding the right hand integral by the integral of |u|p over all of Ω, rear-
ranging and taking pth roots we obtain
‖u‖Lp(Ω) ≥ c
(
Rn1
C˜p
)1/p
= c
(
|BR1 |
2(n+1−2np)/p
)1/p
.
So in either case we have
‖u‖Lp(Ω) ≥ min
(
c
(
|BR1 |
2(n+1−2np)/p
)1/p
, |c−KnR
2
2| · |ΩR1+R2 |
1/p
)
.
Proof of Theorem 1.4. Fix a natural number m ≥ 3 and consider an open
box B˜ containing Em(0, 0; 1). For instance, an elementary examination of
the expressions for heatballs given in section 2.2 shows that we can take
B˜ = Bm,n× (−(2pi)
−1, (2pi)−1), where Bm,n denotes the product of n copies
of the interval (−(m+n)/(pie), (m+n)/(pie)). As in section 2.3, we generate a
family of balls B˜r(x, t) = (x, t)+δr(B˜), where δr(x, t) = (rx, r
2t) is parabolic
scaling. It is clear that B˜r(x, t) contains Em(x, t; r).
For an open, bounded set O, we will denote by O
(m)
R the set of points in O
such that B˜R(x, t) is contained in O.
We first pick R1 > 0 so that ΩR1 , the set of points (x, t) in Ω such that
E(x, t;R1) ⊆ Ω, has positive measure. Note that ΩR1 is open and bounded.
Now we choose R2 > 0 such that Ω˜ := (ΩR1)
(m)
R2
has positive measure. Let
c > 0 be such that c −KnR
2
2 < 0, where Kn = (n
2/2)|E(0, 0; 1)|en+2 is as
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in Claim 2.6. By Claim 2.6, if u ≤ c on ΩR1 , we have u ≤ c −KnR
2
2 on Ω˜
and hence ‖u‖Lp(Ω) ≥ ‖u‖Lp(Ω˜) ≥ |c−KnR
2
2| · |Ω˜|
1/p. Otherwise there exists
(x0, t0) ∈ ΩR1 such that u(x0, t0) > c.
By Proposition 2.7 we have that u+, the positive part of u, satisfies a mean
value inequality. By the non-negativity of u+, we may extend this to the
mean value inequalities
u+(x, t) ≤
Mm,n
rn+2
∫
B˜r(x,t)
u+(y, s) dy ds.
We apply Theorem 2.8. In the terminology of the theorem, we have C =
Mm,n, A = n+ 2. The radius function is constructed by Proposition 2.10
3.
Thus for each p ∈ (0, 1) we get a mean value inequality for up+, with constant
C˜p = 2R(0, 0)
−A(2KA)(1−p)/pC, in particular, applied at (x0, t0) we obtain
cp ≤ up+(x0, t0) ≤
C˜p
Rn+21
∫
B˜R1 (x)
up+(x) dx.
Bounding the right hand integral by the integral of |u|p over all of Ω, rear-
ranging and taking pth roots we obtain
‖u‖Lp(Ω) ≥ c
(
Rn+21
C˜p
)1/p
.
So in either case we have
‖u‖Lp(Ω) ≥ min

c
(
Rn+21
C˜p
)1/p
, |c−KnR
2
2| · |Ω˜|
1/p

 .
For the particular choices mentioned here, C˜p = 2
−n−1(2n+3)(1−p)/pMm,n,
where Mm,n is
Mm,n = |B1|
2pi
e
(
2(m+ n)(m+ 2)
(4pie)(m − 2)
)m/2 (m(m+ n)
m− 2
)
and |B1| denotes the volume of a unit Euclidean ball in R
n.
3By the remarks following that proposition, we can take K = 2 in Theorem 2.8 by
choosing R(x, t) := sup{r > 0 : B˜(x, t) ⊆ B˜}/2 in the proof, and clearly R(0, 0) = 1/2.
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3 Further comments and results
We collect here a few results of relevance to the main theorems and regarding
the uniform sublevel set problem more generally.
3.1 The failure of uniform sublevel set estimates for the heat
operator in 1 spatial dimension
With regards to the failure of uniform sublevel set estimates, we note that
the counterexample for the Laplacian by Carbery-Christ-Wright [2] relies
on Mergelyan’s Theorem. One can extend this construction to other differ-
ential operators without any difficulty provided an analogue of Mergelyan’s
Theorem holds for that operator. This is a huge request, and although it
may be possible, it is much more reasonable to work with Runge’s Theorem,
for which many generalisations have been considered - in particular, for the
heat operator.
Both Runge’s Theorem and Mergelyan’s Theorem can be found in Rudin’s
book [18], and the analogue of Runge’s Theorem for the heat operator was
given by Jones [6]. Runge’s Theorem and Mergelyan’s Theorem concern
holomorphic functions in the plane, but by considering the real and imag-
inary parts separately can be considered as a result concerning harmonic
functions in the plane. We shall state the necessary consequences of these
results during the proof of the forthcoming proposition.
We shall establish, as claimed in the introduction, that even with one spatial
dimension we have no uniform sublevel estimate for the heat operator. At
the same time, we shall re-establish the Carbery-Christ-Wright counterex-
ample, using an alternative proof communicated by James Wright. We stress
that this statement is by no means as general as we could make it, in light
of other situations where a Runge-type theorem holds - see, for instance,
Kalmes [7].
Proposition 3.1. Consider the operators ∆ = ∂2xx + ∂
2
tt and H = ∂
2
xx − ∂t
on [0, 1]2. For each ε > 0, there exists a smooth u with ∆u ≡ 1 on [0, 1]2 but
also satisfying the estimate |{x ∈ [0, 1]2 : |u(x)| ≤ ε}| ≥ 1− ε. Furthermore,
for each ε > 0, there exists a smooth u with Hu ≡ 1 on [0, 1]2 but also
|{x ∈ [0, 1]2 : |u(x)| ≤ ε}| ≥ 1− ε.
Proof. We will prove both statements simultaneously, indicating the differ-
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ences as they appear.
The Runge theorem for the Laplacian says that for a harmonic function on
an open set U containing a compact set K to be uniformly approximated on
K by polynomials harmonic on all of R2, it is enough that the complement
of K is connected.
The Runge theorem for the heat operator says that a temperature (a solution
to the heat equation) on an open set U containing a compact set K may be
uniformly approximated on K by temperatures on all of Rn+1 provided that
the t-slices of the complement of U have no compact component, that is,
the sets {x ∈ Rn : (x, t) ∈ U c} have no compact component. For us, then,
it is clearly sufficient that the t-slices of U be intervals.
In each case, our compact set will be a collection of about 1/δ rectangles of
width δ separated by tiny gaps and covering most of the unit square. To be
precise, consider some 0 < δ < 1/2 and let K be the union of the disjoint
rectangles
K :=
⌊
4−δ2
4δ+δ2
⌋⋃
i=1
[
δ
4
, 1 −
δ
4
]
×
[
i
(
δ +
δ2
4
)
− δ, i
(
δ +
δ2
4
)]
,
see Figure 1. One sees that ⌊(4 − δ2)/(4δ + δ2)⌋(δ + δ2/4) ≤ 1 − (δ/4),
and that the rectangles are separated by δ2/4, so for instance the δ2/16
neighbourhood of K (say in the supremum norm) is also a disjoint collection
of rectangles. This neighbourhood will be our open set U .
Consider v(x, t) = t2/2 for the ∆ case, v(x, t) = −t for the H case. Then
∆v, respectively Hv, is identically 1. Now on each of the thin rectangles
of U , pick the t coordinate of some point in the rectangle - call it c - and
define w1(x, t) on that component to be c
2/2 (respectively −c). Since w1
is locally constant, it is harmonic (respectively, a temperature) on U . It is
easily seen that, since the side length along the t axis of each such rectangle
is δ + (δ2/8), w1 uniformly approximates v on U to within δ + (δ
2/8).
By Runge’s theorem for harmonic functions, it is clear that we can approx-
imate w1 uniformly to within δ on K by a function w2 harmonic on all of
R
2. Thus w2 approximates v on K to within 2δ+(δ
2/8). Hence u := v−w2
satisfies ∆u ≡ 1 and |u(x)| ≤ 2δ + (δ2/8) on K. The analogous statement
for the H case is true, since the t-slices of U are intervals, and so the we can
apply the Runge theorem for temperatures.
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Figure 1: The set K ⊆ [0, 1]2 for δ = 1/8.
It remains to note that K has large measure. Indeed, the measure of K is
δ
(
1−
δ
2
)⌊
4− δ2
4δ + δ2
⌋
≥ δ
(
1−
δ
2
)(
4− δ2
4δ + δ2
− 1
)
=
δ3 + 3δ2 − 14δ + 8
8 + 2δ
>
8− 14δ
8 + 2δ
= 1−
16δ
8 + 2δ
> 1− 2δ.
Taking 2δ + (δ2/8) ≤ ε completes the proof.
3.2 Failure of many types of inequality for non-linear oper-
ators
We are considering a hierarchy of inequalities associated to differential op-
erators. Near the bottom of this hierarchy, we have lower bounds on the L1
norm, which hold for any linear differential operator with sufficiently regular
coefficients. Weaker than this was an estimate of the form
‖u‖Lp(Ω) · |{x ∈ Ω : |u(x)| ≥ c}|
1/p′ ≥ c
for some 1 ≤ p ≤ ∞. In general, the main structural aspect of this in-
equality is that we are using some Lp norm to balance the potentially small
contribution of the superlevel set term raised to some power.
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It makes sense to ask whether such inequalities hold in the non-linear case,
or more generally for classes of real-valued functions not arising from having
some differential operator applied to it be bounded away from 0, or perhaps
for complex-valued functions having some derivative bounded away from
0 in modulus. This is perhaps unlikely to be of much interest in general;
nevertheless, for a fairly simple non-linear differential operator, we can ob-
tain a rather striking failure of such inequalities - we can find a sequence
of functions with DuN ≥ 1 but uN uniformly tending to 0 - so in fact, the
superlevel set is empty for some functions, and we cannot obtain a lower
bound even on the L∞ norm.
We shall consider Du = − detHess u = (∂2xyu)
2 − (∂2xxu)(∂
2
yyu) on [0, 1]
2.
In general, the determinant of the Hessian of a function on Rn is a natural
quantity to consider, being the product of the eigenvalues of the Hessian,
which we can think of as being a measure of curvature in some sense (indeed,
at critical points, this gives the product of the principal curvatures of the
graph - the Gaussian curvature). It has some homogeneity D(λu) = λnDu
which means that sublevel set and Lp lower bounds would scale.
Furthermore, under additional assumptions that u is strictly convex and
non-negative on a convex domain, there are uniform sublevel set estimates
associated to the determinant of the Hessian with power n/2, see Carbery
[1]. It is shown that uniform sublevel set estimates fail otherwise, but we
shall consider an example from a paper of Gressman [4], which considers
some uniform sublevel set estimates and gives remarks on situations when
the uniformity fails.
The family of functions we consider is uN (x, y) = N
−1(ex sin(Ny)+e). Note
that these are non-negative on the convex domain [0, 1]2. Clearly we have
that DuN = e
2x ≥ 1, but given any c, we can always take N large enough
that {x ∈ [0, 1]2 : |uN (x)| ≥ c} is empty, so none of the types of inequality
we have been considering can possibly hold.
3.3 Extensions of the main theorems
It follows from the uniformity of the constant in the main theorems that we
can extend them to some other situations. For instance, though we were
implicitly considering highly regular functions in the proofs, uniformity al-
lows us to take limits in the inequality to obtain results for more “rough”
functions. By smoothing out a function that only satisfies a differential in-
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equality in a weak/distributional sense, we can apply the inequality first
to smooth approximations and then use a standard limiting argument to
conclude that it holds for more general functions. We shall give no pre-
cise formulations, but simply note that our results can thus be extended to
greater generality if desired.
Another property is that we can lift these inequalities to higher dimensions,
for instance, Theorem 1.3 also implies that a lower bound in Lp holds for
the Laplacian in the first two variables considered as a differential operator
on R3. Concretely, we can say the following.
Proposition 3.2. Let Ω1 ⊆ R
n1 be open and bounded and suppose that
within some set of functions S on Ω1, we have the lower bound
‖u‖Lp(Ω1) ≥ c.
Let Ω2 be a bounded open set in R
n2 and suppose Ω ⊆ Rn1+n2 contains
Ω1×Ω2. Then for functions v on Ω such that their restrictions to Ω1×{y}
lies in S for each y ∈ Ω2, we have
‖v‖Lp(Ω) ≥ c|Ω2|
1/p.
Proof. We write (x, y) for an element of Rn1 × Rn2 . Let v be as in the
statement, then ‖v(·, y)‖Lp(Ω1) ≥ c. It is clear that
‖v‖Lp(Ω1×Ω2) = ‖(‖v(·, y)‖Lp(Ω1))‖Lp(Ω2) ≥ ‖c‖Lp(Ω2) = c|Ω2|
1/p.
It follows that ‖v‖Lp(Ω) ≥ c|Ω2|
1/p.
We can also consider the effect of diffeomorphisms on these inequalities.
Suppose we have an inequality ‖u‖Lp(Ω) ≥ c for some collection of functions
u on Ω and a diffeomorphism φ : Ω→ Ω′. By the change of variables formula
we have ∫
Ω
|u(x)|p dx =
∫
Ω′
|u(φ−1(x′))|p|det Jφ−1(x′)| dx′
where Jφ−1 is the Jacobian of φ−1. Let M := sup{|det Jφ−1(x′)| : x′ ∈ Ω′}.
Then we have
‖u‖Lp(Ω) ≤ ‖u ◦ φ
−1‖Lp(Ω′)M
1/p.
Thus if ‖u‖Lp(Ω) ≥ c, we also have ‖u ◦ φ
−1‖Lp(Ω′) ≥ cM
−1/p. Hence we ob-
tain lower bounds in Lp for the collection of u◦φ−1 on Ω′. Note that passing
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between these classes of functions presents no loss when the Jacobian deter-
minant is constant, such as in the case of invertible linear transformations.
An important consequence of this is the following: Suppose we know an
Lp lower bound holds in the class where Du(x) ≥ 1, for D a differential
operator. For clarity say that D is written in terms of “x coordinates”.
Then if we express D in terms of x′ coordinates, with φ being the diffeomor-
phism giving this change of coordinates, we know that in the class where
D(u ◦φ−1)(x′) ≥ 1, an Lp lower bound holds. In short, the class of differen-
tial operators for which Lp lower bounds hold is invariant under change of
coordinates.
As an example, let us consider which constant coefficient linear differential
operators satisfy Lp lower bounds. By using invertible linear transforma-
tions, one can reduce the cases to study to certain canonical forms. For
example, the theory of quadratic forms tells us that to understand the ho-
mogeneous second order examples in Rn, we need only understand those
having associated polynomials of the form
m1∑
i=1
x2i −
m2∑
j=m1+1
x2j
for m2 ≤ n.
In R2, this allows us to give a complete picture - in fact, Lp lower bounds hold
in all cases. The quadratic form x21+x
2
2 corresponds to the Laplacian, hence
follows from Theorem 1.3. All the others satisfy the Carbery-Christ Wright
Theorem, so in fact a uniform sublevel estimate holds. This is obvious in all
cases but x21 − x
2
2, but this is (x1 − x2)(x1 + x2), so setting x = x1 − x2 and
y = x1 + x2, we obtain xy via change of coordinates, which is of the correct
form. Summarising, we have:
Proposition 3.3. For every linear homogeneous second order differential
operator D in R2, Ω ⊆ R2 open and bounded, p ∈ (0, 1), there exists a
constant cp depending only on Ω, p and D such that whenever Du ≥ 1 in
Ω, we have ‖u‖Lp(Ω) ≥ cp.
3.4 The Lp means, p ≤ 0
In this section we will shall attempt to provide some evidence to suggest
that uniform lower bounds on the Lp quasi-norms are indeed a natural con-
sideration in relation to the uniform sublevel set problem by observing that,
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for p < 0, uniform lower bounds on the Lp means are approximately equiva-
lent to uniform sublevel set estimates. For the reader unfamiliar with these
means, we shall review some basic facts, the proofs of these and more can
be found in the chapter on integral means in the book of Hardy, Littlewood
& Po´lya [5].
Throughout this section, we will use ‖u‖p to denote a normalised L
p mean
on a bounded open set Ω. For p 6= 0, these are defined by
‖u‖p :=
(
1
|Ω|
∫
Ω
|u(x)|p dx
)1/p
and for p = 0, we define
‖u‖0 := exp
(
1
|Ω|
∫
Ω
log(|u(x)|) dx
)
.
Here we are using the conventions that 0 and ∞ are reciprocal to each
other, and exp(−∞) = 0. Note that the positive and negative parts of
log(|u|) could have integral ∞ and −∞ respectively, and the expression is
not well defined. In this case it makes sense to set ‖u‖0 =∞. We also note
that there is a “−∞” mean, the essential infimum of |u|, but this will not
be important here.
Note that for p ≤ 0, any function equal to 0 on a set of positive measure
will have ‖u‖p = 0, hence non-zero functions can have p-mean equal to 0,
and so these are not quasi-norms - the word “mean” is appropriate in this
context.
With this normalisation, one has by Ho¨lder’s inequality that ‖u‖p ≤ ‖u‖q
for 0 < p ≤ q, and it turns out that this extends to the whole extended
real line - we have ‖u‖p ≤ ‖u‖q whenever p ≤ q. Extending the result to
0 = p ≤ q is a simple consequence of Jensen’s inequality, since(
exp
(
1
|Ω|
∫
Ω
log(|u(x)|) dx
))q
= exp
(
1
|Ω|
∫
Ω
log(|u(x)|q) dx
)
≤
1
|Ω|
∫
Ω
|u(x)|q dx.
The result for p ≤ q ≤ 0 follows from the easy formula ‖u‖p = (‖(1/u)‖−p)
−1
which holds for all p on the extended real line. The case p ≤ 0 ≤ q is
immediate from these cases.
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For reference, we note some common names for these means. The discrete
analogues of the means for p = 1, 0,−1 are the arithmetic, geometric and
harmonic means. The name “geometric mean” is sometimes applied in the
general case, as is the alternate name “exp-log average”. For p 6= 0,∞,−∞,
these are referred to as power means, and for p 6=∞,−∞, they are examples
of generalised means.
It is known that, provided that for some positive p, the Lp mean of u is
finite, the limit as p decreases to 0 of the p-means is the L0 mean. Thus it
is natural to ask if, in a given set of functions, we have a lower bound on
the normalised Lp means for p > 0 that is independent of p, for then we can
pass to one for L0 in the limit.
If possible, one will require some careful arguments. For instance, the reader
will note that in Proposition 3.2, passing from a uniform lower bound on the
Ω1 slices that is independent of p to one on Ω is possible only for Ω1 × Ω2.
Similarly, in the discussion following Proposition 3.2, one should ask that the
Jacobian determinant be constant, as in the case of a linear transformation.
Importantly, we see from applying the normalisation to the constants of
section 2.4 that we cannot obtain a bound independent of p in the main
theorems - whether some finer methods can be used to demonstrate this
remains to be determined.
Considering the Lp means for negative p, we will show that (uniform) lower
bounds on these Lp means imply (uniform) sublevel set estimates, and we
can also establish an approximate converse. We have by Chebyshev’s in-
equality that
|{x ∈ Ω : |u(x)| ≤ ε}|εp ≤
∫
Ω
|u(x)|p dx
so upper bounds on the right hand side translate to sublevel set estimates
with exponent −p (note that −p is positive). In particular, rearranging
‖u‖p ≥ c and applying the above gives
|{x ∈ Ω : |u(x)| ≤ ε}| ≤ cp|Ω|ε−p.
Certainly, then, we cannot have uniform lower bounds on Lp means for any
negative p in the sets of functions considered in Theorems 1.3 and 1.4, for
this would contradict the failure of uniform sublevel set estimates given by
Proposition 3.1 (recall that this family of counterexamples can be trivially
extended to give counterexamples on cubes in higher dimensions).
This simple observation is not new, and there are already papers dealing with
uniform upper bounds on integrals
∫
Ω |u(x)|
−δ dx, δ > 0, see Phong-Stein-
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Sturm [14], also Phong & Sturm [15]. The only difference here is that we
have rearranged this bound and stated it in the context of lower bounds on
Lp means, which perhaps suggests that this framework is a natural one. In
this direction, we note also the paper of Nazarov-Sodin-Volberg [12] which
provides some lower bounds on Lp means with p ≤ 0 for polynomials on
convex sets in terms of some suitable quantities.
Further evidence to support this naturality comes in the form of an approx-
imate converse to this implication - that if we can obtain a uniform sublevel
set estimate
|{x ∈ Ω : |u(x)| ≤ ε}| ≤ Cεδ
then we also have uniform lower bounds on the each Lp mean for p > −δ.
Let p ∈ (−δ, 0) and let k0 be the smallest integer k such that 2
kδC ≥ |Ω|.
Then we may decompose Ω into sets Ek := {x ∈ Ω : 2
k−1 < |u(x)| ≤ 2k} for
k ≤ k0, along with F := {x ∈ Ω : 2
k0 < |u(x)|} and G := {x ∈ Ω : u(x) = 0}.
For F we use the trivial estimate |F | ≤ |Ω|, and for the other two sets we
have |Ek| ≤ 2
kδC and |G| = 0 by the sublevel set estimate. Hence∫
Ω
|u(x)|p dx =
∑
k≤k0
∫
Ek
|u(x)|p dx+
∫
F
|u(x)|p dx+
∫
G
|u(x)|p dx
≤
∑
k≤k0
2kδ+(k−1)pC + 2k0p|Ω|
= 2−p+k0(δ+p)C
∑
k≤0
2k(δ+p) + 2k0p|Ω|
=
2−p+k0(δ+p)C
1− 2−δ−p
+ 2k0p|Ω|.
Thus we obtain
‖u‖p ≥
(
2−p+k0(δ+p)C
(1− 2−δ−p)|Ω|
+ 2k0p
)1/p
where we note that the right hand side depends only on C, δ, Ω and p, so
uniformity of the constant in the sublevel set estimate gives uniformity in
this lower bound.
One might ask if the converse actually holds, that is, does a positive lower
bound on an Lp mean hold if and only if sublevel set estimates hold with
exponent −p? A negative answer is given by the standard examples xk
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on (0, 1), k ∈ N. These satisfy sublevel set estimates with exponent 1/k.
However, their L−1/k means are 0, since
(∫ 1
0
(xk)−1/k dx
)−k
=
(∫ 1
0
1
x
dx
)−k
= 0.
4 Some questions
The central question arising from this paper concerns the generality in which
Lp lower bounds hold. We pose the following question.
Question. Given a linear differential operator D on an open set Ω, does
there exist an exponent p ∈ (0, 1) and a constant cp > 0 depending on D,
n, Ω and p such that ‖u‖Lp(Ω) ≥ cp holds whenever Du ≥ 1 in Ω?
We could also pose this for other classes of functions, for non-linear differ-
ential operators, and possibly for 1 ≤ p ≤ ∞, but these are not the main
cases of interest for us.
It could be that, just as for the L1 norm, such inequalities hold for any
linear differential operator. However, a reflection on the above proofs sug-
gests that either another approach is needed to show this, or, if there are
counterexamples, where we might start to look for them. One of the key el-
ements of the proofs was the relation of a rate of change for a parameterised
family of averages to the differential operator in question, either by means
of a derivative or just a nicely-quantified difference, such that we can bound
the difference from below in a uniform way.
Parameterised families of averages such as this occur in the study of mean
value formulae for PDE, where often one seeks to establish that such a family
of averages is constant if and only if a function satisfies a certain PDE or
family of PDEs. In fact, if we allow for averages against measures that
are not necessarily positive, a vast number of linear PDE solutions can be
characterised this way. Pokrovskii [16] establishes a method for constructing
such measures, generalising the ideas of Zalcman [23].
The step involving passage from mean value inequalities for u to mean value
inequalities for the positive part u+, and hence for u
p
+, seems to require that
the measure be positive, which appears to be a great restriction. We also
need our averages to be with respect to a measure which can at least be
locally bounded by some power of the Lebesgue measure.
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That such convenient families of averages exist is perhaps related to the exis-
tence of adequate theories of subsolutions and supersolutions where we have
access to results such as maximum principles. Indeed, our arguments were
based on the idea that for such operators, inequalities of the form Du ≥ 1
represent a stronger property than that of a usual subsolution, where by
comparison with a constant solution we would expect a quantifiably large
deviation. This naturally suggests the possibility of extensions of the main
results to more general elliptic and parabolic operators, and that counterex-
amples might be found by considering those differential operators for which
such theories do not hold, such as the wave operator.
However, we must be careful to remember that this is not the only way
that Lp lower bounds can arise. Consider the wave operator ∂2t − ∆x. In
one spatial dimension, the wave operator can be expressed as ∂2t − ∂
2
x =
(∂t − ∂x)(∂t + ∂x), which as we saw before can be written as ∂x′∂y′ by the
change of co-ordinates x′ = t − x, y′ = t + x, and so this in fact satisfies a
uniform sublevel set estimate.
But in more than one spatial dimension, simply by considering functions
that are constant in t, we see that no uniform sublevel set estimate holds
due to the failure for the Laplacian. However, the wave operator is neither
elliptic nor parabolic, which suggests that the methods of this paper may not
be helpful for establishing an Lp lower bound, so this could be an interesting
case to consider.
Though tangential to the main question of the paper, it is also worth briefly
posing some questions based on the discussion of mean value inequalities
from section 2.3. Namely, in what generality can we prove results for passing
from mean value inequalities for f to those for fp? For which families of
“balls” does this make sense? Could this be done in settings other than
R
n, such as Lie groups or more general manifolds? Additionally, for a given
family of balls can we determine the best constant C˜p in Theorem 2.8?
Finally, we note that in the context of section 3.4, it makes sense to ask
more generally: for which sets of functions on an open, bounded Ω does
there exist p ∈ R and a constant cp > 0 depending on n, Ω and p such
that the normalised mean ‖u‖p ≥ cp whenever u is in that set of functions?
In particular, we ask this for sets of functions satisfying Du ≥ 1 for some
linear differential operator D, and furthermore it would be interesting to see
if Theorems 1.3 and 1.4 can be extended to p = 0.
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A Calculation of the maximum
In this section, we shall determine the maximum of the function
κm,n(y, s) =
|B1|
2m+ 4
A˜m
(
m(m+ n)
s
log
(
1
4pis
)
+
|y|2
s2
)
(8)
over the set
E = {(y, s) ∈ Rn+1 : 0 ≤ s ≤ 1/4pi, |y|2 ≤ 2s(m+ n) log(1/4pis)}.
One can differentiate equation (8) with respect to yi to obtain
∂κm,n
∂yi
(y, s) =
(m
2
A˜m−2(−2yi)
)(m(m+ n)
s
log
(
1
4pis
)
+
|y|2
s2
)
+ A˜m
2yi
s2
= A˜m−2yi
(
2A˜2
s2
−m
(
m(m+ n)
s
log
(
1
4pis
)
+
|y|2
s2
))
.
Clearly A˜ 6= 0 in the interior of E, so at the maximum of κm,n either yi = 0
or the term in brackets is 0. Substituting A˜, we see that this is equal to
−
(m+ 2)
s2
(
|y|2 + (m− 2)(m + n)s log
(
1
4pis
))
.
However, as m ≥ 3 and 0 < s < (4pi)−1, this quantity is always negative, so
the maximum of κm,n must occur with yi = 0. So it remains to see where
κm,n(0, s) is maximised. We have
κm,n(0, s) =
[
|B1|(2(m + n))
m/2m(m+ n)
(2m+ 4)
]
s(m−2)/2 log
(
1
4pis
)(m+2)/2
.
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To find where the maximum occurs, we compute
d
ds
(
s(m−2)/2 log
(
1
4pis
)(m+2)/2)
= s(m−4)/2
(
log
(
1
4pis
))m/2((m− 2)
2
log
(
1
4pis
)
−
(m+ 2)
2
)
.
As 0 < s < (4pi)−1, this can only be 0 if the term in brackets is equal to 0,
which gives
log
(
1
4pis
)
=
m+ 2
m− 2
, s = (4pie(m+2)/(m−2))−1.
Thus the maximum Mm,n of κm,n is[
|B1|(2(m+ n))
m/2m(m+ n)
(2m+ 4)
]
(4pie(m+2)/(m−2))−(m−2)/2
(
m+ 2
m− 2
)(m+2)/2
.
We regroup the terms to a more convenient form:
Mm,n = |B1|
2pi
e
(
2(m+ n)(m+ 2)
(4pie)(m − 2)
)m/2((m+ 2)m(m+ n)
(m− 2)(m+ 2)
)
= |B1|
2pi
e
(
2(m+ n)(m+ 2)
(4pie)(m − 2)
)m/2(m(m+ n)
m− 2
)
.
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