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Abstract
To create a groovy artiﬁcial drummer, one cannot
simplyprogramthemovementsandresultingsound
patterns. This must be learned from human drum-
mers if the result is to be perceived as human. In
other words, the system must imitate the playing
style of the human drummer. Imitation is an intu-
itive way for humans to transfer motor knowledge,
and thus a desirable way to program robots. The
research presented in this paper uses this complex
cognitive function to make a simulated robot capa-
ble of imitating the playing style of human drum-
mers. The robot can both be seen and heard, i.e. it
imitates both the resulting sound patterns (i.e. the
groove) and the arm movements required to pro-
duce the desired patterns. The system uses a multi-
ple paired inverse-forward model architecture, with
Echo State Networks to implement the models.
1 Introduction
When making products that seek to reproduce human be-
haviour, it is a common undesirable side-effect that the result
is too perfect. This is the case with the drum machine, which
has been a staple in many music productions for the last
decades. A drum machine will play any desired pattern with-
out ﬂaws. However, this ﬂawless way of playing is also what
makes it sound rigid and mechanical, since human drummers
will always introduce small variations in both tempo and dy-
namics when they play. It is these variations that makes the
drummer sound groovy. [Tidemann and Demiris, 2008] de-
scribes a neural network-based system where drum patterns
are learned from different human drummers, and how these
neural networks successfully reproduce these drum patterns
along with the deﬁning characteristic of each drummer. How-
ever, this work focuses solely on imitating the sonic qualities
of the drummers, i.e. it is a groovy drum machine. Previ-
ous work on imitation of dance movements [Tidemann and
¨ Ozt¨ urk, 2007] provides a basis for the imitation of the arm
movements of the drummers. The research in this paper aims
to combine the two ﬁelds of research into an artiﬁcial drum-
mer that both sounds and looks like a human drummer. This
research is motivated by two reasons: 1) The sonic output
of the groovy drum machine is of such quality that it can be
used with current music production software. Visualized with
a projector, it can be used as a live musician. 2) The previ-
ous work on dance imitation studies the self-organization of a
connectionist modular architecture, albeit on short sequences
(i.e. lasting only a few seconds). It is therefore desirable
to test the architecture on longer sequences with repetitive
movements, to study of how certain movements are captured
by speciﬁc parts of the architecture.
2 Background
Learning by imitation has long been regarded as an important
cognitive function, and has been studied extensively in de-
velopmental psychology [Piaget, 1962; Meltzoff and Moore,
1977]. The discovery of neurons ﬁring both when perform-
ing and observing the same action [Rizzolatti et al., 1996]
dubbed mirror neurons has been suggested as a neural im-
plementation of the imitative capability [Schaal, 1999], lan-
guage [Arbib, 2002] and mind reading [Gallese and Gold-
man, 1998]. In computer science, model-based learning is
regarded as the most suitable approach to implement the im-
itative capability [Schaal, 1999], an approach well-known in
the control literature [Jordan and Rumelhart, 1992]. This ap-
proach pairs an inverse model (i.e. controller) with a for-
ward model (i.e. a predictor), and has been used in architec-
tures for imitation learning [Demiris and Khadhouri, 2006;
Wolpert et al., 2003]. It has been argued that the cerebellum
contains inverse/forward model pairings, and it is therefore
a suitable approach for an architecture for motor control and
learninginanimitativesetting[Wolpertetal., 1998]. Regard-
less of motor control, modeling user-speciﬁc variations (i.e.
“modeling virtuosity”) in the cross-section of AI and music
has been the focus of several studies, where various tech-
niques ranging from string kernels [Saunders et al., 2004],
ﬁrst-order logic and clustering [Tobudic and Widmer, 2005],
Markov models [Pachet, 2006] and case-based reasoning [de
Mantaras and Arcos, 2002] have been used to model and sub-
sequently generate music that sound like they were made by
humans. The most sophisticated drum machines today (e.g.
FXpansion BFD, Toontrack EZdrummer, DigiDesign Strike,
Reason Drum Kits, Native Instruments Battery) are made in
software, since they allow large sample libraries (some are in
the gigabyte range) and ﬁne-tuned control over various pa-
rameters to tweak the sound of the drums. However, there is
no intelligent way to generate human-like drum tracks, apartfrom adding random noise with the intention that the noise
can be perceived as “human”. Our approach is to model how
human drummers play, and use these models to imitate the
style of human drummers. This would be a cost-effective
tool for musicians in the studio. With proper visualization,
it could also be used in a live setting.
3 Architecture
The architecture presented in this paper is called “Software
for Hierarchical Extraction and Imitation of drum patterns in
a Learning Agent” (SHEILA), see ﬁgure 1. It is the combina-
tion of research presented in [Tidemann and Demiris, 2008]
and [Tidemann and ¨ Ozt¨ urk, 2007].
3.1 Sound
The sound generative part is to the left in ﬁgure 1. It con-
sists of several Echo State Networks that learn user-speciﬁc
variations from human drummers. MIDI recordings facili-
tate the analysis of drum patterns. The resulting drum pat-
terns are analyzed in a hierarchical manner: ﬁrst, the MIDI
drum sequence is transformed into a string. Similar patterns
are then found by looking for supermaximal repeats, a tech-
nique used to ﬁnd sequences of genes [Gusﬁeld, 1997]. The
melody of the song is used to divide the song into differ-
ent parts (in common music terms, these would constitute
the verse/chorus/bridge of the song). The most commonly
played pattern within a part is then regarded as a core pattern
Cx, where a pattern has the length of one bar (i.e. 4 quarter
notes). Patterns that differ are regarded as large-scale vari-
ations of the core pattern, i.e. CxVy. Similar patterns are
grouped together. From the similar patterns, the small-scale
variations are extracted. These consist of variations in tempo
and dynamics that the drummer introduces when playing a
certain pattern. These are found in the MIDI data by looking
at two parameters: 1) the onset time, which says how much a
beat was offset relative to the metronome, and 2) the velocity,
which describes how hard a note was played.
Both the small- and large-scale variations are stored in
Echo State Networks (ESNs) [Jaeger and Haas, 2004], to ex-
ploit the memory capacity and fast training algorithm. The
sequence of core patterns and variations are transformed into
a bit matrix, where each row encodes a core pattern and its
variation (if any), and stored in an ESN called ESNseq, one
for each melodic segment. The onset time and velocity are
scaled to [0−1] and the resulting matrix is used to train ESNs
that model the small-scale variations of a pattern. The ESNseq
thus gates the corresponding ESNs modeling the small-scale
variations of a pattern, and the output is scaled back to the
MIDI format. All these ESNs are self-generating networks,
there is no input signal to drive them; the ESNs use the feed-
back connections from the output layer to reverberate around
the desired state. See [Tidemann and Demiris, 2008] for more
details.
3.2 Movement
The motor part of SHEILA is to the right in ﬁgure 1. It is
inspired by Demiris’ HAMMER [Demiris and Khadhouri,
2006] and Wolpert’s MOSAIC [Wolpert et al., 2003] ar-
chitectures, combining the best of both: the consistent in-
verse/forward ordering of HAMMER and the responsibility
predictor of MOSAIC, which will now be explained. The
core consists of pairs of inverse and forward models. An
inverse model is a controller, that issues motor commands
based on the current state xt and a desired state x
0
t
1. A for-
ward model is a predictor, that predicts the next state ˆ xi
t+1
based on the current state xt and the motor commands ui
t
from its paired inverse model. The inverse and forward
model, along with the responsibility predictor (RP, explained
shortly) are grouped together in a module. The RP (pi
t) pre-
dicts how suitable a module is to control the robot prior to
movement, based on contextual information yt. In [Wolpert
et al., 2003] the following example is given: if the robot is
to lift a cup, contextual information would be whether it is
empty or full, so the proper inverse model can be chosen. The
likelihood (li
t) is a model that expresses how well the forward
model predicts the next state (see [Haruno et al., 2001] for
details), which is multiplied with pi
t. The result is λi
t, repre-
sentinghowwellthemoduleisperformingandapredictionof
how suited the module is to control the robot. All the λi
t from
the different modules are normalized into the ﬁnal λt vec-
tor. The motor output ui
t from each module is multiplied with
its corresponding λ value, and all the motor commands are
summed and the resulting motor command vector ut is issued
to the robot. λt thus enables switching of control between
different modules. This also gates the learning of the models;
modulesthatperform wellwillreceivemore oftheirerrorsig-
nal than modules with bad performance. This way, the motor
system self-organizes the control of the robot. The inverse
models need good error signals in order to converge. This
is supplied by the predictive error controller (PEC), which is
inspired by the human cerebellum. Like the cerebellum, it is
able to predict how well motor commands will achieve the
goal of the movement, and make adjustments before the ﬁnal
motor commands are sent to the motor system. The inputs
are thus the current state xt, the desired state x
0
t+1 and the
motor commands ut sent from the motor system. It then uses
a model to predict the outcome of the motor commands on
the system, and if there are any discrepancies between the
goal and the predicted outcome, it issues motor commands
uerror that will correct the situation, which are added to ut
before sent to the robot. This approach was initially inspired
by the universal feedback controller [Kawato, 1990]; how-
ever it is only reactive because it issues corrective motor com-
mands based on the performance of the system at the previous
timestep. The PEC is predictive, and thus is more able to is-
sue good corrections to the ﬁnal motor command. These error
signals are used to train the inverse models of the motor sys-
tem. The forward models are trained on the actual next state
xt+1, whereas the RPs are trained on the ﬁnal λt vector.
1In this paper, the following notation is used: a desired state is
indicated by a prime symbol, e.g. x
0
. An estimated state is noted
by the hat symbol, e.g. ˆ x. A superscripted i indicates that the signal
comes from one of the modules, e.g. u
i
t, otherwise it is system-
wide, for instance the desired state x
0
is the same for all modules. A
subscripted t indicates time, so the current state at time t is xt.SHEILA 
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Figure 1: The SHEILA architecture. To the left is the sound generative part, driving the motor part on the right.
3.3 Combining sound and movement
The sound generative part was previously used solely as a
neural network-based drum machine [Tidemann and Demiris,
2008], now it is the neural centre that drives the motor part of
SHEILA. The sequence of core patterns and variations serve
as context input yt to the motor part. In previous work [Tide-
mann and ¨ Ozt¨ urk, 2007] yt was deﬁned by the designers of
the experiment, now it is extracted from the low-level data
recorded from the drummer, i.e. data driven. The actual
sound output from the low-level ESNs is used as the desired
state x
0
sound to the motor system. In previous work, the de-
sired state has been the desired state of the robot at the next
timestep. Now, the inverse models receive the current state
xt of the robot and the desired state x
0
sound which is what
the effect of moving the arm should sound like; i.e. a tar-
get state that is in a different coordinate system than that of
the robot. This makes it harder for the inverse models to is-
sue the correct motor commands ui
t, since it must model the
different coordinate systems used for the two input signals.
The desired state of the robot x
0
is used as input to the PEC,
which then is able to correct the motor commands sent from
the motor part of SHEILA.
It should be noted that a more realistic simulation of a
drummer would include a physical simulation of the drums
that the robot is hitting. In the current implementation, the
imitation of sound is done regardless of the movement of the
arms. The current simpliﬁcation focuses more on the actual
imitation of movement and sound.
4 Experiment
MIDI was recorded using a Roland TD-3, which is a veloc-
ity sensitive electronic drum kit. The software for record-
ing MIDI was Propellerheads Reason 3.0. Movement data
was gathered using a Pro Reﬂex 3D motion tracking system,
which uses ﬁve infrared cameras to track ﬂuorescent markers.
The markers were put on the shoulders, arms and wrist of the
drummer in the experiment. The drummer played to a song
written by the ﬁrst author. The drummer had to play speciﬁc
patterns, but was free to introduce variations. The song con-
sisted of two alternating patterns with corresponding melody,
i.e. like a verse/chorus/verse/chorus song. It lasted for 98
seconds, generating 1960 data points. The recorded MIDI
data was used as training input to the sound part of SHEILA.
Details of the training process are given in [Tidemann and
Demiris, 2008]. The motion data was sampled at 20Hz, forc-
ing the models of the motor system to predict 0.05 seconds
into the future. The noisy data was thus the desired state x
0
of the system. The elbow coordinates were normalized to the
range [−1,1] for all three dimensions, with the shoulder as
origin. The wrist coordinates were normalized to the same
range with the elbow as origin. The robot was deﬁned in
the same way, to overcome the correspondence problem [Ne-
haniv and Dautenhahn, 2002]. Neuroscientiﬁc data suggest
that such a transformation of visual input from an external to
an intrinsic coordinate frame occurs in the brain [Torres and
Zipser, 2004]. To simulate a robot with human-like arms, a
four degree of freedom (DOF) model of a human arm was im-
plemented [Tolani and Badler, 1996]. The model has a three-
dimensional spherical shoulder joint, and a one-dimensional
revolute elbow joint. The entire simulated robot was thus de-
scribed by 8DOF.
The inverse models had 30 input signals. 12 represented
the current state xt of the robot, corresponding to the 3D co-
ordinates of the elbow and wrist of both arms. The remaining
18 inputs corresponded to the velocity and onset time of the
various elements of the drums, i.e. snare drum, kick drum,
hihat and so on. This made up the x
0
sound signal. There were
8 outputs in the range [−1,1] which made up the motor com-
mands ui
t to the robot. The forward model had 20 inputs, 12
stemming from xt and 8 from ut
i, and 12 outputs to predict
the next state ˆ xi
t+1. The RPs had 14 input signals, coding the
core pattern and variation to be played. The output was a pre-
diction of the suitability of the module to control the robot,
pi
t, in the range [0,1]. The system was tested with different
sizes of the hidden layer of the ESNs. All networks of the
motor system had spectral radius α = 0.9 which determine
the length of the internal memory (range [0,1], with increas-
ing memory as α increases) and noise level v = 0.2 which
adds 10% noise to the internal state of the network. The PEC
implements the same model as the simulated robot, which
enables it to make accurate predictions and therefore good
error signals uerror for the inverse models. This is crucial
for such a high-dimensional system to converge. The motorsystem started out with 10 modules in each experiment. For
every second epoch the activity of the modules were exam-
ined: modules that were less than 20% active (i.e. λ < 0.2)
for less than 10% of the time were pruned. The check was
done every other epoch to allow the system to stabilize before
pruning again. The stopping criteria was that the performance
error pe had to be less than 1% and the RP/λ error had to be
less than 5%. If the output of the RPs correspond to the ﬁnal
λ value of a module, it correctly predicts how well suited the
module is, indicating stability in the system. The third stop-
ping criteria was that uerror had to be less than 50% of the
total motor command, which indicates that most of the motor
control comes from the inverse models.
5 Results
We tested the motor system of SHEILA with ﬁve different
sizes of the hidden layer: 100, 250, 500, 750 and 1000 nodes.
Each network conﬁguration was run 20 times. The sound
generative part searches out its own sizes of the hidden layer
of the self-generative ESNs, this is described in detail in
[Tidemann and Demiris, 2008]. The results from the exper-
iments can be seen in table 1. An example of how the sys-
tem self-organizes the decomposition of the movement to be
imitated can be seen in ﬁgure 2, which also shows the com-
plexity of the context signal. How many modules were active
on average for each of the network conﬁgurations is shown in
ﬁgure 3, displaying on which parts of the context signal the
modules tended to collaborate more. Figure 4 shows how the
system matches the target trajectory when imitating.
6 Discussion
Table 1 and ﬁgure 2 demonstrate how the system successfully
distributes control of the movement to be imitated between
the different modules. By looking at ﬁgure 3, two observa-
tions are made: 1) during variations of a core pattern, there
is often a sudden drop in the number of modules controlling
the robot. This may indicate that modules become experts of
the variations, and maintain some general motor knowledge
of the core pattern itself. 2) There is a clear distinction be-
tween context signals C1 and C2 with respect to the average
number of modules controlling the robot. The main differ-
ence between C1 and C2 is the movement of the right arm;
its frequency is halved during C2 because of the change in
rhythm pattern played by the drummer. At the same time,
the amplitude of the movement is increased, as can be seen
in ﬁgure 4. [Tidemann and ¨ Ozt¨ urk, 2007] suggested that an
increase in complexity in the movement to be imitated re-
quired more neural resources. In humans, there is a trade-off
in accuracy with increased speed of movements [Kandel et
al., 2000]. During C1 the right arm has to move twice as fast
compared to C2; the increase in speed may thus require more
neural resources because each module becomes less accurate
in achieving the desired movement. In other words, C1 is
more difﬁcult to control than C2 because of the increased fre-
quency, and therefore requires more modules to control the
robot. The only experiment that does not show the tendency
to have fewer modules collaborating during C2 is when 100
nodes are used in the hidden layer. An additional experiment
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Figure 2: λ and RP output, 500 nodes in the hidden layer.
The shades of gray in the background shows the boundaries
of the context signal. The letters indicate which core pattern
and corresponding variation the context signal was made up
from, making it easier to see recurring context signals. The
black column to the far left signify the count-in. In accor-
dance with table 1, it allows for a visual inspection of how
thesystemself-organizesthedecompositionthecontrolofthe
target movement into different modules, and how they collab-
orate when controlling the robot.
Ø C1
V3C1C1C1
V7C1C1
V4C1C1
V9
C1
V3C1C1C1
V6C1C1C1C1
V9
C2
V9C2C2C2
V8C2C2C2C2
V7
C1
V3C1C1C1
V5
C1
V3
C1
V4C1C1
V9
C1
V3C1C1C1
V2C1C1C1C1
V1
C2
V9C2C2C2
V6
C2
V1C2C2C2
V5
Average number of active modules for the different network configurations
 
 
200 400 600 800 1000 1200 1400 1600 1800
0
1.4
2.8
4.2
100 nodes
250 nodes
500 nodes
750 nodes
1000 nodes
Figure 3: The plot shows the average number of active mod-
ules for each of the experiments. A module was considered
active if λt > 0.1, i.e. its activation was bigger than 10%.
This ﬁgure shows how for all the network conﬁgurations,
there are more collaboration during theC1 context signal than
for C2, except for the conﬁguration with 100 nodes in the hid-
den layer.Nodes Modules Recurrent activation Epochs Performance error uerror ratio Converged
(µ,σ) (µ,σ) (µ,σ) (µ,σ) (µ,σ) experiments
100 3.70 ; 1.06 98.97% ; 1.69% 18 ; 7.26 0.0319% ; 0.0081% 49.22% ; 0.59% 50%
250 5.22 ; 0.94 97.37% ; 2.0% 13 ; 4.31 0.0291% ; 0.0056% 47.22% ; 1.81% 90%
500 5.40 ; 1.10 93.57% ; 6.42% 11 ; 2.19 0.0323% ; 0.0076% 45.13% ; 1.45 100%
750 5.30 ; 0.98 91.85% ; 5.62% 11 ; 1.96 0.0289% ; 0.0079% 43.68% ; 1.26% 100%
1000 5.65 ; 0.93 89.55% ; 4.90% 11 ; 1.87 0.0285% ; 0.0068% 42.72% ; 2.05% 100%
Table 1: Results from the experiments. The “Modules” column shows how many modules the system was using on average
after training. “Recurrent activation” tells to what extent the λ value of each module was recurring when the context signal
was repeated. The recurring activation value was calculated as follows: for repeating context signals, the mean and standard
deviation of λ was calculated for all modules. If the standard deviation was more than 5% of the mean during one part of
the recurring context signal, it was counted as not being recurrent. Within those λ values within the 5% limit, only those that
differed less than 1% from the mean counted towards the recurrent activation percentage. In other words, the criteria for being
counted as a recurrent activation was very strict. The uerror ratio indicates how much the PEC inﬂuenced the ﬁnal motor
command after training. “Converged experiments” show how many of the 20 experiments converged (if the experiment had not
converged within 40 epochs, it was terminated).
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Figure 4: Performance of the system, showing the actual state
versus the desired state. Note how the two lines overlap. In
the background the context signal is shown, as in ﬁgure 2.
This shows the right arm, due to limits of space the left arm
is not shown, but they show a similar close match between
desired and actual state.
with 50 nodes in the hidden layer was run, but none of the
experiments converged in this conﬁguration. The high uerror
ratio (49.22%) combined with the relatively low number of
converged experiments (50%) indicates that 100 nodes in the
hidden layer might the minimum amount of neural resources
required to learn both C1 and C2, but not without signiﬁcant
contributionfromthePEC.Sinceonlyhalfoftheexperiments
converged, the initial random conﬁguration of the input layer
of the ESNs (see [Jaeger and Haas, 2004] for more details)
might play an important part: since the task at hand is hard
to learn, not all random networks will successfully model the
input/output correlations accurately enough. The results sug-
gest it was harder for the smaller networks to ﬁnd solutions,
but upon success, they needed less neural resources than the
bigger networks. This is supported by table 1; notice how
the experiment with 100 nodes in the hidden layer has fewer
modules after training than those with bigger hidden layers.
The increased uerror ratio for the 100 nodes networks in-
dicate that they might have captured more general parts of
the motor space, since they rely on more aid from the PEC
to achieve a good performance. The biggest network (1000
nodes) have the lowest uerror ratio of all the other network
conﬁgurations. Another interesting aspect is how this conﬁg-
uration has the lowest recurrent activation value, with 89.55%
on average (which is still quite high). This suggests that the
biggest networks varies which modules control the robot dur-
ing recurrent context signals. This is demonstrated by ﬁgure
3 which shows that experiments with more nodes in the hid-
den layer tend to use more modules, making it possible for
more variations of which modules are in control of the robot.
Maybe it is the increase in capacity that allows for more re-
dundant coding of the motor control to be learned, so that
a rigorous repetition of which module specialized at which
part of the motor space is not needed to the same extent as
when neural resources are scarce. This is a core issue that
remains an open question: what is represented where? The
system successfully self-organizes the decomposition of the
target trajectory into different modules and manages to match
the target trajectory with a low error rate, but it is still un-
clear how and why the modules specialize on certain parts ofthe movement. Nevertheless, the results show a promising
architecture for imitation learning that is not restricted only
to drumming; the sound part of SHEILA could be replaced
by any other high-level neural centre that seeks to control the
motor part of a robot.
7 Future work
For all experiments, the uerror ratio is relatively high on av-
erage (ranging from 42.72% to 49.22%). The architecture
controls most of the motor output, but the PEC is crucial for
the system to function well. However, this resembles how the
brain works: high-level motor commands are sent from the
dorsolateral frontal cortex to the posterior parietal and premo-
tor areas, specifying the spatial characteristics of the desired
movement. Details of the motor signals are deﬁned in the
motor circuits of the spinal cord [Kandel et al., 2000]. Future
work will show if SHEILA works in a similar fashion.
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