Abstract-This paper considers the problem of estimating a mean pattern in the setting of Grenander's pattern theory. Shape variability in a dataset of curves or images is modeled by the random action of elements in a compact Lie group on an infinite dimensional space. In the case of observations contaminated by an additive Gaussian white noise, it is shown that estimating a reference template in the setting of Grenanders pattern theory falls into the category of deconvolution problems over Lie groups. To obtain this result, we build an estimator of a mean pattern by using Fourier deconvolution and harmonic analysis on compact Lie groups. In an asymptotic setting where the number of observed curves or images tends to infinity, we derive upper and lower bounds for the minimax quadratic risk over Sobolev balls. This rate depends on the smoothness of the density of the random Lie group elements representing shape variability in the data, which makes a connection between estimating a mean pattern and standard deconvolution problems in nonparametric statistics.
I. INTRODUCTION

I
N signal and image processing, data are often in the form of a set of curves or images . In many applications, observed curves or images have a similar structure which may lead to the assumption that these observations are random elements which vary around the same mean pattern (also called reference template). However, due to additive noise and shape variability in the data, this mean pattern is typically unknown and has to be estimated. In this setting, a widely used approach is Grenanders pattern theory [1] , [2] which models shape variability by the action of a Lie group on an infinite dimensional space of curves or images. In the last decade, the study of transformation Lie groups to model shape variability of images has been an active research field, and we refer to [3] and [4] for a recent overview of the theory of deformable templates. Currently, there is also a growing interest in statistics on the problem of estimating the mean pattern of a set of curves or images using deformable templates [5] - [10] . In this paper, we focus on the problem of constructing asymptotically minimax estimators of a mean pattern using noncommutative Lie groups to model shape variability. The main goal of this paper is to show that estimating a reference template in the setting of Grenanders pattern theory falls into the category of deconvolution problems over Lie groups as formulated in [11] .
To be more precise, let be a connected, semisimple, and compact Lie group. Let be the Hilbert space of complexvalued, square integrable functions on the group G with respect to the Haar measure . We propose to study the nonparametric estimation of a complex valued function in the following deformable white noise model (I.1) where The 's are independent and identically distributed (i.i.d) random variables belonging to , the 's are independent copies of a standard Brownian sheet on the topological space with reference measure , and is the level of noise in the measurements. For all , is also supposed to be independent of . In (I.1), the function is the unknown mean pattern to estimate in the asymptotic setting , and represents an infinite dimensional space of curves or images. The 's are random variables acting on and they model shape variability in the data. The model intensity variability in the observed curves or images. In what follows, the random variables are also supposed to have a known density . Some concrete examples of model (I.1) include the analysis of translated 2-D images, which corresponds to the case (the torus in dimension two), and which founds its applications in biomedical imaging or satellite remote sensing (see, e.g., [12] and [13] ). Other examples are rotation models for 2-D or 3-D images for which either or (the special orthogonal group in dimension 2 or 3) when the images at hand are observed through the action of random rotations (see, e.g., [14] - [16] ). In particular, it is shown in [16] that adopting a deconvolution approach over Lie groups (similar to the one developed in this paper) yields very satisfactory estimators of a mean pattern for applications in single-particle electron microscopy imaging. Therefore, the general methodology of this paper can be used in various practical problems as, in many applications, shape variability in a set of images can be seen as the random action of elements in a Lie group.
We will show that the density of the random elements plays the role of the kernel a convolution operator that has to 0018-9448/$31.00 © 2012 IEEE be inverted to construct an optimal (in the minimax sense) estimator of . Indeed, since has zero expectation, it follows that the expectation of the th observation in (I.1) is equal to Therefore, is the convolution over the group between the function and the density . Hence, we propose to build an estimator of using a regularized deconvolution method over Lie groups. This class of inverse problems is based on the use of harmonic analysis and Fourier analysis on compact Lie groups to transform convolution in a product of Fourier coefficients. Note that in the case of Abelian groups, the Fourier coefficients (associated to the irreducible representations of ) are 1-D. However, when is not a commutative group, the Fourier coefficients of a function in are no longer complex coefficients but grow in dimension with increasing "frequency." This somewhat complicates both the inversion process and the study of the asymptotic minimax properties of the resulting estimators (unlike standard Fourier deconvolution on the torus).
In [17] , a model similar to (I.1) has been studied where is held fixed, and the 's are not random but deterministic parameters to be estimated in the asymptotic setting using semiparametric statistics techniques. The potential of using noncommutative harmonic analysis for various applications in engineering is well described in [18] . The contribution of this paper is, thus, part of the growing interest in nonparametric statistics and inverse problems on the use of harmonic analysis on Lie groups [11] , [16] , [19] - [23] .
Our construction of an estimator of the mean pattern in (I.1) is inspired by the following problem of stochastic deconvolution over Lie groups introduced in [11] : estimate from the regression model
where is a known convolution kernel, the 's are "design points" in , and the 's are independent realizations of a random noise process with zero mean and finite variance. In [11] , a notion of asymptotic minimaxity over is introduced, and the authors derive upper and lower bounds for a minimax risk over Sobolev balls. In this paper, we also introduce a notion of minimax risk in model (I.1). However, deriving upper and lower bounds of the minimax risk for the estimation of is significantly more difficult in (I.1) than in model (I.2). This is due to the fact that there are two sources of noise in model (I.1): a source of additive Gaussian noise which is a classical one for studying minimax properties of an estimator, and a source of shape variability due to the 's which is much more difficult to treat. In particular, standard methods to derive lower bounds of the minimax risk in classical white noise models such as Fano's Lemma are not straightforward to use because of the source of shape variability in (I.1). We show that one may use Assouad's cube technique (see, e.g., [24] and references therein), but it has to be carefully adapted to model (I.1).
This paper is organized as follows. In Section II, we describe the construction of our estimator using a deconvolution step and Fourier analysis on compact Lie groups. We also define a notion of asymptotic optimality in the minimax sense for estimators of the mean pattern. In Section III, we derive an upper bound on the minimax risk that depends on smoothness assumptions on the density . A lower bound on the minimax risk is also given. All proofs are gathered in a technical appendix. At the end of this paper, we have also included some technical materials about Fourier analysis on compact Lie groups, along with some formula for the rate of convergence of the eigenvalues of the Laplace-Beltrami operator which are needed to derive our asymptotic rates of convergence.
II. MEAN PATTERN ESTIMATION VIA DECONVOLUTION ON LIE GROUPS
In this section, we use various concepts from harmonic analysis on Lie groups which are defined in Appendix B3.
A. Sobolev Space in
Let be the set of equivalence classes of irreducible representations of that is identified to the set of unitary representations of each class. For and , one has that (the set of nonsingular matrices with complex entries) where is the dimension of . By the Peter-Weyl theorem (see Appendix D), any function can be decomposed as
where is the trace operator and is the th Fourier coefficient of (a matrix). Note that by the compactness of and thanks to the Peter-Weyl theorem, the set is countable. The decomposition formula (II.1) is an analogue of the usual Fourier analysis in which corresponds to the situation (the torus in dimension 1) for which , the representations are the usual trigonometric polynomials for some (with the bold symbol denoting the number Pi). In this case, the matrices are 1-D and they equal the standard Fourier coefficients . For , one thus retrieves the classical Fourier decomposition of a periodic function as . where the aforementioned infimum is taken over the set all estimators.
The main goal of this paper is then to compute an upper bound on and an asymptotic lower bound on the minimax risk as .
B. Construction of the Estimator
First, note that the white noise model (I.1) has to be interpreted in the following sense. The Wiener measure (associated with the Brownian sheet ) is defined through the Fourier basis of (which diagonalizes the Laplace-Beltrami operator on , see Appendix for a precise definition) as the random measure
where is the entry of the matrix , and the are independent and identically distributed normal variables with zero mean and variance 1. Let . By definition, the integral of with respect to the random measure is
For further details on the pointwise correlation structure and the regularity properties of Brownian sheets indexed by a manifold (compact Lie groups being a particular case), we refer to [25] - [27] . Therefore, conditionally to each integral of the "data" is a random variable normally distributed with mean and variance . Moreover, for , and any . has to be discussed (note that the cardinal of is finite).
C. Regularity Assumptions on the Density
It is well known that the difficulty of a deconvolution problem is quantified by the smoothness of the convolution kernel. The rate of convergence that can be expected from any estimator depends on such smoothness assumptions. This issue has been well studied in the nonparametric statistics literature on standard deconvolution problems (see, e.g., [28] ). Following the approach proposed in [11] , we now discuss a smoothness assumption on the convolution kernel . Note that Assumption II.1 corresponds to the case where, in most applications, the convolution kernel leads to an inverse problem that is ill-posed, meaning, in particular, that there is no bounded inverse deconvolution kernel. This can be seen in the assumption which accounts for the setting where meaning that the mapping does not have a bounded inverse in . Example of such convolution kernels are discussed in [11] and [21] , and we refer to these papers and references therein for specific examples.
III. UPPER AND LOWER BOUNDS
The following theorem gives the asymptotic behavior of the quadratic risk of over Sobolev balls using an appropriate choice for the regularization parameter . Therefore, under Assumption II.1 on the density , Theorem III.1 shows that the quadratic risk is of polynomial order of the sample size , and that this rate deteriorates as the smoothness of increases. The fact that estimating becomes harder with larger (the so-called degree of illposedness) is well known in standard deconvolution problems (see, e.g., [28] and references therein). Hence, Theorem III.1 shows that a similar phenomenon holds in model (I.1) when using the deconvolution step (II.4). The rate of convergence corresponds to the minimax rate in model (I.2) for the problem of stochastic deconvolution over Lie groups as described in [11] .
Then, thanks to the Theorem III.2 in the following, there exists a connection between mean pattern estimation in the setting of Grenander's pattern theory [1] , [2] and the analysis of deconvolution problems in nonparametric statistics. Indeed, in the following theorem, we derive an asymptotic lower bound on for the minimax risk which shows that the rate of convergence cannot be improved. Thus, is an optimal estimator of in the minimax sense. 
2) Proof of Theorem III.2:
To obtain a lower bound, we use an adaptation of Assouad's cube technique (see, e.g., [24] and references therein) to model (I.1) which differs from the standard white noise models classically studied in nonparametric statistics. Note that for any subset
The main idea is to find an appropriate subset of test functions that will allow us to compute an asymptotic lower bound for , and thus, the result of Theorem III.2 will immediately follow by the aforementioned inequality.
3 Proof: Throughout the proof, we assume that and . To simplify the presentation, we also write and . Then, thanks to Proposition A.4, it follows that for , and therefore, under the assumption that , one obtains the following relations (needed later on in the proof): (A.9) and (A.10)
Without loss of generality, we consider the case where and and . To simplify the presentation, we also introduce the notation . In the proof, we also make repeated use of the fact that (A.11)
Since
(under the hypothesis that ) and using the fact that , simple calculations on the likelihood ratios and yield that where Note that by Cauchy-Schwarz's inequality and Since the coefficients of the matrix are independent complex Gaussian random variables with zero expectation and variance , one has that (resp. ) is a Gaussian random variable with zero mean and variance (resp. ). Thence, by (A.11), one obtains that (A.12) Therefore, (A.9) and Markov's inequality imply that (A.13) and (A.14)
Hence, using (A.13), (A.14), and the second-order Taylor expansion , it follows that Then, using (A.14) and the second-order expansion yield
Let us now study the expansion of the quadratic term (A.16). Since , it follows by Cauchy-Schwarz's inequality that for some constant , where the last inequality is a consequence of Assumption II.1, the fact that for and the third relation in (A.9). By Jensen's inequality and (A.9) and since the 's are i.i.d. Gaussian random variables with zero mean and variance , one obtains that and thus Markov's inequality implies that . Now, using (A.9) and (A.12), it follows that , which implies that Finally, using (A.14), it follows that By applying the same arguments to the expansion of the quadratic term (A. 15 
APPENDIX C
For further details on the material presented in this section, we refer to the technical appendix in [11] and to the book [32] . In this section, we still assume that is a connected and compact Lie group. In what follows, with no loss of generality, we identify (through an isomorphism) to a subgroup of (the set of nonsingular matrices with complex entries) for some integer . Definition A.11: Let be the set of real roots and be the set of positive roots. Denote one-half of the sum of positive roots by .
3) Laplace-Beltrami Operator:
The Laplace-Beltrami operator is a generalization to Riemannian manifolds (such as Lie groups) of the usual Laplacian operator. We will denote this operator by . To state the following proposition, note that one may identify the set with a subset of the dual of the maximal torus (see the technical appendix in [11] for further details on this identification). with denoting the volume of , the bold symbol denoting the number Pi, and being the classical gamma function.
